Indexing moving objects has been extensively studied in the past decades. However, none of the existing work considers the distribution of the speed values of the moving objects. Actually, in most applications, moving objects, such as pedestrians, vehicles, and airplanes, have their typical speed ranges. In this paper, we propose a novel index partitioning technique based on speed values of the moving objects. We first show that speed partitioning will significantly reduce the search space expansion which has direct impacts on the query performance of the indexing structure. Next we formulate the optimal speed partitioning problem based on the search space expansion analysis and then compute optimal solution using dynamic programming. We build the partitioned indexing system where queries are duplicated and processed in each index partition either concurrently or sequentially. Extensive experiments demonstrate that our methods dramatically improve the query performance of the indexing structures and outperforms other state-of-the-art velocity-based partitioning methods.
INTRODUCTION
Over the past few decades, the rapid and continuous development of positioning techniques, such as GPS and cell tower triangulation, have enabled information to be captured about continuous moving objects, such as vehicles and mobile device users. Location-based services (LBS) and location-dependent queries have become popular in modern human society [19] . Techniques for managing databases containing large number of moving objects and processing predictive queries have been extensively discussed in the literature.
By storing timestamped locations, traditional database management systems (DBMSs) can directly represent moving objects [13] . However, this approach is impractical because most applications require high update rate in order . to maintain the stored locations of the moving objects up to date. Therefore, most moving object databases (MODs) use motion functions instead, which significantly reduce the number of updates [10, 21] .
One of the most important issues studied in the context of MODs is how to index the moving objects to support efficient spatio-temporal queries. Since the locations of moving objects are continuously changing, it is important to devise an indexing structure that incurs low update overhead and allows efficient queries of the objects satisfying certain properties regarding their locations (e.g. range query and nearest neighbors query). Many indexing structures have been proposed to facilitate efficient query processing on moving objects in the last decade (e.g. [9, 17, 23] ). Most of them extend the R-tree [7] , the B + -tree or the quad-tree [5] . However, since the moving objects have different velocities, their location proximity changes as time elapses, resulting in performance deterioration of these indexing structures.
Zhang et.al. [27] proposed the first idea of velocity-based partitioning on indexing moving objects. In their method, they first find k velocity seeds which maximize the velocity minimum bounding rectangle (VMBR), then partition the moving objects by assigning them to the nearest seed. In such a way, the moving objects are partitioned into k parts and the VMBR for each part is minimized. However, this method suffers from two major limitations. Firstly, determining the value of k is difficult. Secondly, in many scenarios, minimizing the VMBRs does not improve query performance. Instead of minimizing VMBRs, a better criteria is to minimize the search space expansion [14] which is derived from the fundamental principles of query processing on MODs and closely related to query performance.
Nguyen et.al. [14] proposed another velocity-based partitioning technique which improves the query performance by partitioning the index based on directions of the moving objects. Instead of using velocity seeds, this method clusters the moving objects based on their distance to the so-called DVAs (dominant velocity axes) in the velocity domain. This clustering strategy dramatically reduces the search space expansion when most of the moving objects move along DVAs. However, this method also has limitations in many scenarios. Firstly, this method will have poor performance when the velocities present no prominent patterns on directions of the moving objects. Moreover, it does not consider the distribution of speed values of the moving objects, which will affect the query performance of MODs. Finally, it also requires the total number of partitions k as an input.
Motivations
In most real world scenarios, speed values of the moving objects are always characterized by both the nature of the moving objects and the environment. For example, pedestrian walking speeds for human beings range from 0 mph to 4 mph; driving speeds for vehicles in city road networks range from 0 mph to 100 mph; ground speeds for commercial airplanes usually range from 500 mph to 600 mph. Moreover, in many city road networks, speed values of the vehicles are also characterized by the categories of the roads. For example, most vehicles drive between 60-90 mph on highways, and 30-50 mph on street ways or even slower when the roads are busy.
This distribution or variation of speed values of the moving objects can have a significant impact on the query performance of the indexing structures. The query performance of typical tree based indexing structures for MODs can be estimated by the average number of node accesses [23] . High speed moving objects will significantly enlarge the spatial sizes of the nodes containing them which will likely incur unnecessary accesses to the low speed ones within the same nodes while processing the queries. Thus, partitioning the indexing structures by speed values of the moving objects can significantly improve query performance of the indexing structure.
Contributions
Motivated by the above observations, we propose a novel speed partitioning technique, which partitions the index based on speed values of the moving objects. The speed partitioning technique first computes optimal points (ranges) for partitioning. Then a partitioned indexing structure is built according to the partitioning points. Note that the speed distribution might change as time elapses, consequently, the optimal partitioning changes accordingly. The speed partitioning technique is a generic method that can be applied with various tree based indexing structures. Moreover, different from other velocity based partitioning methods [27, 14] , our proposed method is not affected by the patterns of the moving objects' directions and thus does not assume any moving groups where the objects travel at similar directions. The contributions of this paper can be summarized as follows:
• We propose a novel method for estimating the search space expansion which can be used as a generic cost metric to estimate the query performance of any tree based indexing structure of MODs. We then formulate the optimal speed partitioning problem which minimizes the search space expansion.
• We propose the speed partitioning technique and solve the optimal partitioning problem using dynamic programming.
• We implement the speed partitioning technique with two of the state-of-the-art indexing structures for MODs, the B x -tree [9] and the TPR -tree [23] . Extensive experiments show that our method prominently improves the query performance.
The remainder of this paper is organized as follows. In Section 2, we introduce some preliminary background. In Section 3 we review the related works about indexing MODs.
In Section 4, we explain how speed partitioning improves query performance of the indexing structures and formulate the optimal partitioning problem. In Section 5, we present the speed partitioning technique and the partitioned indexing system. Experimental studies are presented in Section 6. In Section 7, we conclude the paper and discuss some future work.
PRELIMINARIES
In this section, we introduce models for moving objects and types of location dependent queries which will help understand the indexing structures for MODs.
Data Models of Moving Objects
Moving object database (MOD) is one of the most popular techniques used in the context of modeling moving objects [6, 24] . It is an extension of database technology to support representation of moving objects. Traditional DBMSs can be directly used for representing moving objects by recording timestamped locations with time stamps [13] . However, this approach suffers from high update rate to keep the stored location of the moving objects current. Therefore, motion functions are proposed instead to describe the dynamics of moving objects in most MODs [10, 21] .
Types of Queries
Three types of range queries referring to future times have been extensively studied: time-slice query, window query, and moving query. For one-dimensional space, Figure 1 shows an example for each of these query types. The xaxis represents the time dimension, and the y-axis represents the single spatial dimension. This figure shows the trajectories of five moving objects, o1 through o5 and three range queries Q1 through Q3. All these queries are called range query since they are related to a spatial region. Q1 is a time-slice query, which finds all objects in the region at a specified future time t (t is also referred to as the query predict time). Q2 is a window query for finding all objects in the region during time [t, t ]. Q3 is a moving query to find all objects during time [t, t ] in a moving spatial region. kNN (k nearest neighbors) query is another extensively studied type of query which finds the k nearest neighbors of the given object [9, 8, 16, 26] . at any future time (query predict time).
RELATED WORK
In this section, we introduce some related work about indexing structures for MODs which support predictive queries mentioned in the previous section. Many indexing structures for MODs are based on R-trees [7] and its variants such as R -trees [1] and R + -trees [20] (e.g. [17, 23, 22] ). B + -tree is another basic data structure which can be extended to index MODs (e.g. [4, 9, 25, 27] ). Patel et al. proposed the STRIPES which is a quad-tree [5] based indexing structure for MODs. Next we briefly describe some representative state-of-the-art indexing structures for MODs.
The TPR/TPR -tree
Saltenis et al. [17] proposed the TPR-tree (short for TimeParameterized R-tree) which augments the R -tree with velocities to index moving objects with motion functions. Specifically, an object in the TPR-tree is indexed by its timeparametrized position with respect to its velocity vector. A node in the TPR-tree is represented by a minimum bounding rectangle (MBR) and the velocity on each side of the MBR which bounds all moving objects contained in the corresponding MBR at any time in the future. The TPR-tree uses time-parameterized metrics when choosing the target nodes for insertion and deletion. The time-parameterized metric is calculated as t l +H t l A(t)dt, where A(t) is the metric used in the original R-trees. H is the horizon (the lifetime of the node) and t l is the time of an insertion or the index creation time. Figure 2 shows four leaf nodes a, b, c, d and two internal nodes, N1 and N2, at time 0 and 1. If no update occurs, the MBRs expand which will gradually deteriorate query performance of the data structure. In Figure 2 , consider the insertion of a (static) point P at time 1, node N1 and N2 both will not have deterioration after the insertion of P and thus N1 is preferred since it has smaller MBR, inside which a is the best node to include P . However, the global optimal choice to insert P is d. The issue becomes even more serious as time elapses and the overlaps between the MBRs become larger. The step-wise greedy strategy applied by the TPR-tree will eventually lose effect. To solve this problem, Tao et al. [23] proposed the TPR -tree, which is a variant of the TPR-tree. The TPR -tree uses the same data structure as the TPR-tree but different strategies for insertion and deletion. The so-called ChooseP ath and P ickworst routines enable the TPR -trees to choose the node at any level that has least deterioration.
The B
x -tree
The TPR-tree and other data structures based on R-tree suffer from low update performance. The problem resides in the growing overlaps between MBRs, which results in multiple paths from the root to the leaf level being explored in deletions and insertions. On the other hand, B + -tree, Figure 3 : Query window enlargement in B
x -tree which is widely used in existing DBMSs enjoys better update utility thus B + -tree based structures are powerful in indexing MODs as well. The B
x -tree, proposed by Jensen et al. [9] , is the first B + -tree based indexing structure for MODs. The B
x -tree applies a specific data transformation to map linear functions, describing the status of the moving objects, to scalars which can be indexed by a B + -tree. First, the time stamped object locations are computed according to the latest update locations and velocities. Then a space-filling curve (Peano curve or Hilbert curve) is applied to transform the two-dimensional locations into onedimensional values. The transformed location values and the velocities are encoded and then indexed by a typical B + -tree.
The B x -tree uses query window enlargement to handle queries on the anticipated near future positions of the moving objects. Figure 3 shows an example of the query window enlargement. In this figure, the predict time of query Q (the solid rectangle) is t h . The stored positions and the positions at t h of the objects are represented as solid dots and circles, respectively. The two positions for each object are connect by an arrow. Therefore the result of query Q includes o1 and o2. In order to obtain this result, the rectangle Q needs to be enlarged to Q (the dashed rectangle) to include the stored locations of o1 and o2. The enlargement speeds vu, v d , v l , vr are obtained as the largest projections of the objects in rectangle Q. The B
x -tree maintains a histogram for the computation of the enlargement speeds for the query window enlargements. Although the B
x -tree enjoys excellent update performance, it fails to achieve good query performance due to the so-called "false hits" (i.e., non-qualifying objects that need to be inspected) [25] .
Dual Space Indexing
Dual space indexing is another kind of indexing structures for MODs which treat velocity as additional dimensions. Moving objects in a d-dimensional space with velocity vectors in the corresponding d-dimensional vector space can be transformed to static objects in a 2d-dimensional dual space. The proximity of both locations and velocities of the moving objects can be preserved within the 2d-dimensional dual space indexing system. Patel et al. [15] proposed the STRIPES, which maps d-dimensional moving objects to points in the 2d-dimensional dual space and indexes them using a PR bucket quad-tree [18] . Yiu et al. [25] proposed another dual space indexing structure called the B dual -tree which is based on the same dual space as in STRIPES, while the B dual -tree applies a 2d-dimensional Hilbert curve to map the underlining dual space to scalars and then indexes them with B + -trees. However, both STRIPES and the B dual -tree suffer from the difficulty of processing location dependent queries in the dual space. Both indexing structures use some query transformation strategies whose complexities significantly reduce the query performance.
Velocity-based Partitioning
Although some indexing structures such as TPR-trees and dual indexes have considered velocity information during deletion and insertion, these local optimization strategies may not achieve considerable benefits. Recently, velocitybased partitioning techniques, which utilize the velocity information from a global perspective, are used to further improve the query performance of the indexing structures. Intuitively, velocity-based partitioning can improve query performance because the search space expansion (defined as the enlargement of the MBRs when processing the query) [14] of the partitioned indexes considerably decreases in some scenarios.
Zhang et.al. [27] firstly defined the VMBRs which represent the minimal rectangles in the velocity domain that bound the velocity vectors of all moving objects and based on which they proposed the partitioning method minimizing the VMBRs within each partition. In the first step of this method, given the number of partitions k, the velocity vectors of exactly k moving objects, which form largest VMBR are selected as the seeds for the k partitions. Then each object is assigned to the partition which minimizes the VMBR of each partition. However, this method has some limitations. Firstly, it is difficult to determine the number of partitions k, especially when the velocity domain cannot be directly clustered as convex clusters. Secondly, minimizing the VMBRs as a heuristic might have very limited improvement on query performance in many scenarios.
Thi et al. [14] proposed the partitioning technique based on dominant directions of the velocity domain. They applied principal component analysis and K-means clustering on the velocities of the moving objects to find k − 1 DVAs. Then the velocity domain is partitioned into k partitions according to the DVAs, one partition for each DVA plus the outlier partition. Each moving object is assigned to the nearest DVA partition if the distance between its velocity vector and the DVA is smaller than a threshold, otherwise it will be assigned to the outlier partition. This method applies the heuristic which minimizes the search space expansion and thus improves the query performance. Through this partitioning method, the velocity domain is reduced to nearly one-dimensional parts which dramatically reduces the search space expansion. However, this method still requires the number of partitions k as a parameter. Moreover, since this method only considers the directions of the moving objects, it will lose effect if the velocity domain has no effective DVAs.
In this paper, we propose a novel speed partitioning technique which dynamically partitions the indexing trees based on the speed values of the moving objects.
THE OPTIMIZATION PROBLEM
In this section, we introduce the notion of search space expansion which can be used as a generic cost metric to estimate the performance of any tree based indexing structure for MODs. We also show an example comparing how different partitioning methods affect the search space expansion and hence the query performance. We then present the method for computing search space expansion and formulate the optimal speed partitioning problem based on search space expansion.
Search Space Expansion
Figure 4(a) shows a typical example on how the MBRs of index nodes expand. In this figure, the moving objects are originally located in a square area (the inner one) and move in arbitrary directions. In some future time, the object will spread in a larger square area (the outer one). We model the expansion of the MBRs as trapezoid prisms where the top base is the original MBR while bottom base is the future MBR. Figure 4 (b) illustrates such trapezoid prism of the node in Figure 4 (a). The trapezoid prism corresponding to an index node is called the search space expansion of this node. In typical indexing structures, the contents of one index node is stored in one disk page. However, the pagesize is fixed, thus we need to split the nodes to fit the pages. The sum of search space expansions of all index nodes is called the search space expansion of the indexing structure. The formal definition of search space expansion can be found in Definition 4.1.
Definition 4.1 Search space expansion. Given any node in a moving object indexing structure I, the area of its MBR at time t is S(t). The search space expansion of the node from time 0 to t h is
where t h is the maximum query predict time. The search space expansion of the indexing structure is the sum of the search space expansion of all nodes.
If queries are randomly generated in the universal space domain, nodes with larger search space expansion have a higher possibility to be accessed to answer the queries [23] . Consequently, indexing structures with smaller search space expansion enjoy better query performance. Thus we wish to find a node splitting strategy that minimizes the search space expansion of the indexing structure, i.e. the volumes of all trapezoidal prisms, in order to minimize query cost. Figure 4 (c) illustrates the basic node splitting strategy which geometrically split the objects into two nodes based on their location proximity. This strategy is applied in most indexing structures (e.g. TPR -tree and B
x -tree) with different interpretation of location proximity. This approach works well if the moving objects travel at similar speeds but arbitrary directions, otherwise other strategies that utilize the velocity patterns or speed distributions can significantly reduce the seach space expansion.
Figure 4(d) shows an example of the VMBR-based partitioning method introduced in [27] . In this example, the objects are assumed to move either northeast or southwest thus the VMBR-based partitioning method partitions them into two partitions accordingly with the VMBRs minimized within each partition. Figure 4 (e) illustrates the effect of DVA-based partitioning [14] when the objects are moving either vertically or horizontally (two DVAs) and thus the moving objects are partitioned based on their directions. In this figure, we can find that the MBRs expand in nearly one dimension instead of two dimensions which dramatically reduces the search space expansion. However, the performances of these two methods highly depend on specific moving patterns of the objects. The VMBR-based partitioning method will have limited benefit if there is no effective moving groups within which the moving objects have similar velocities. On the other hand, the performance of DVA-based partitioning is significantly affected by outliers, which happens when the moving objects do not follow any effective DVAs.
Figure 4(f) shows an example of the speed partitioning method proposed in this paper. Without loss of generality, we divide the speed values of the moving objects into two different categories: low speed and high speed. As shown in Figure 4 (f), the moving objects are partitioned into two groups based on their speed values, thus the fast growing MBRs for high speed objects will not affect those for low speed ones. Therefore the search space expansion will be dramatically reduced if we conduct appropriate partitioning on the speed values.
In the next subsection, we will discuss how to achieve the optimal index partitioning based on speed values. Note that in our analysis, we only consider the search space expansion of leaf nodes, because in most scenarios the number of leaf nodes significantly exceeds that of internal nodes.
The Optimal Speed Partitioning
We now formalize the optimal speed partitioning problem that minimizes search space expansion. Our speed partitioning technique is based on solving the optimal partitioning problem which is different from and more generic than all state-of-the-art velocity-based partitioning methods [27, 14] which rely on some kinds of heuristics.
Denote O = {o1, o2, · · · , oN } as the set of moving objects and denote the speed of object o l as vo l . Denote Ω = {v1, v2, . . . , vq} as the speed domain, where v1 < v2 < · · · < vq. Thus for all o l ∈ O, we have vo l ∈ Ω. Actually, in most applications the speed domain can be easily discretized into finite number of different speed values. Let v0 = v1 − , where is a positive number and → 0. Note that v0 is just a dummy speed which is used in order to simplify denotations. Let Ω + = Ω {v0}. Now let ∆ = {δ0, δ1, · · · , δ k }, 1 ≤ δi ≤ q, where δ0 = 0 and δ k = q. Therefore ∆ partitions the speed domain 
We say ∆ is a partitioning on Ω. Meanwhile, O is partitioned accordingly into k parts:
We denote Ii as the corresponding index (e.g. TPR -tree or B
x -tree) for Pi. Our goal is to find the optimal partitioning, denoted as ∆ , that minimizes the overall search space expansion of all index partitions. We can achieve this goal by solving the following minimization problem:
Where V (t h ) = 0<i≤k Vi(t h ) represents the overall search space expansion of all index partitions and Vi(t h ) represents the search space expansion of partition Ii. Without loss of generality, we present next how to compute Vi(t h ). According to Definition 4.1, in order to compute Vi(t h ), we first need to to compute the search space expansions of every single index node in Ii which requires 1) the initial MBR size, and 2) the expanding speed of the MBR.
Generate uniform subregions
Before we compute the search space expansion, we first partition the space domain into subregions such that the moving objects (in Pi) are (close to) uniformly distributed within each subregion. Uniformity will not only significantly reduce the complexity of the calculation but also help obtain more accurate estimations. We will introduce a Quadtree based method to find the uniform subregions in Section 5. Figure 5 shows examples of such subregions. Figure 5 draws a typical vehicle distribution within a portion of a real city road network. The dashed lines partitions the whole space domain into several subregions where the vehicles are nearly uniformly distributed. Generally, the more fine grained the domain is partitioned the more uniformity the subregions gain. We denote the set of uniform subregions for Pi as Ri = {Ri1, Ri2, . . . , Rim i }.
Compute initial MBR size
Now we compute the initial sizes of the MBRs within subregion Rij, where 0 < j ≤ mi. Without loss of generality, we assume Rij to be a square area with side length of Dij. We also consider the MBRs as squares with expected side length of dij and let c represents the expected number of objects in each node, where c depends on the pagesize of the underlining storage device.
Since the moving objects are uniformly distributed in Rij,
we have
where
Compute expanding speed
Next we introduce the method for estimating the expanding speeds of the MBRs in Rij. Since we make no assumptions on the patterns of the moving objects' directions, we consider that the objects in each node travels at arbitrary directions. Thus the MBRs expand at the same speed in all directions and the expanding speed equals to the maximum speed value of the moving objects in the corresponding node.
Let Hiju represent the number of moving objects (in Rij) whose speed values fall in the range (v δ i−1 , vu], where vu ∈ Ω and δi−1 < u ≤ δi, formally
Since the speed values of the moving objects are independent given on certain speed distributions, the expanding speed of a node in Rij occurs to be vu with the probability
where a b is combination number.
Compute search space expansion
According to Definition 4.1, the search space expansion of a single node in Rij can be calculated as
where vu is the expanding speed and t h is the maximum query predict time.
Thus the expected search space expansion of all the nodes in Rij can be calculated as
represents the number of nodes in Rij. The search space expansion of Ii is the sum of the search space expansions of all subregions. Finally, the overall search space expansion V (t h ) is calculated by summing up the search space expansions of all partitions.
In the next section, we introduce the proposed partitioned indexing system.
THE PARTITIONED INDEXING SYSTEM
Based on the above analysis on search space expansion, we propose the speed partitioning technique (SP) for indexing moving objects. Figure 6 illustrates the system architecture of SP. SP uses a centralized indexing system consisting of three parts: the speed analyzer, the index controller, and the partitioned indexes. The speed analyzer receives data from the moving objects and computes the optimal speed partitioning. The index controller creates the partitioned indexes according to the optimal speed partitioning. Once receiving queries from users, the index controller duplicates the queries and push them to the corresponding index partitions. After all index partitions finish processing the queries, the index controller collects and integrates the query results and then sends back to users. We will discuss more details of SP in the rest of this section.
The Optimal Speed Partitioning
In this subsection, we discuss how to find the optimal speed partitioning. We resolve this optimization problem using dynamic programming.
Let Λ r , 0 < r ≤ q, be a sequence (λ0, λ1, · · · , λr) where v λ i ∈ Ω and 0 = λ0 < λ1 ≤ · · · ≤ λr−1 ≤ λr = r. The set of distinct values in Λ r form the optimal partitioning of the sub speed domain of (v0, vr], denoted as ∆ r . Thus our goal is to find ∆ q .
In order to compute ∆ q using dynamic programming, we need to maintain two arrays V and T , where V r and T r (the r th values of V and T r ) store the search space expansion of ∆ r and the r th value (λ r−1 ) in Λ r , respectively. V r and T r can be computed by Equation 11 and 12, respectively.
T r = arg min
where V (vs,vr ] is the search space expansion of partition P (vs,vr ] and P (vs,vr ] = {o l : vo l ∈ (vs, vr]}. Note that we define V 0 = 0 in order to simplify denotations. Next we discuss how the compute the search space expansion of P (vs,vr ] , for all (vs, vr] ⊂ Ω. In order to compute the search space expansion of P (vs,vr ] using Equation 10, we first need to generate the uniform subregions. We propose a Quadtree [5] based method to generate the uniform subregions for every P (vs,vr ] . We first divide the objects into q layers, where the moving objects in the same layer have same speed values. Each layer is divided into square subregions using a Quadtree such that the objects in each subregion are uniformly distributed. In order to generate the uniform subregions for P (vs,vr ] , we need to combine the corresponding layers, layers s + 1 through r. We choose the most fine grained division when the divisions of different layers conflict, thus objects in the subregions of the combined layer still contain uniformly distributed objects. Now we can use Equation (10) to compute the search space expansion of partition P (vs,vr ] . Figure 7 (left) shows an example of such layers and Figure 7 (right) shows an example of the merging operation. In this figure, there are 3 different speed values v1, v2, and v3 while the objects in the 3 layers are represented as squares, diamonds, and dots, respectively. Algorithm 1 shows the pseudo code for the merging operation. This is a recursive algorithm which takes a set of r − s Quadtree nodes (one node for each layer) as input. If objects within the current nodes are uniformly distributed (line 1), we add the (square) spatial region represented by the Quadtree nodes into the result set (line 2). Otherwise, we recursively explore the 4 child nodes (each 2-d Quadtree node has 4 child nodes) at the next level of the Quadtrees (lines 3-7). Note that the input nodes will always locate at the same positions in the corresponding Quadtrees in all recursive calls, since we set the root nodes of the Quradtrees as the input to the initial call. The executing time for Algorithm 1 to process each level of the Quadtree is O(N ). The depth (number of levels) of the Quadtree is O(1). Thus the /* Iteratively compute V r and T r using Equation (11) and ( In order to find the optimal partitioning ∆ q , we need to compute V r for each r (0 < r ≤ q). As shown in Equations (11) and (12), we iteratively find the best s which leads to the optimal partitioning on (v0, vr] and stores it as T r . During the computation for V r , we can use the previously computed optimal results on (v0, vs], i.e. the values of V s for each s (0 ≤ s < r). Finally, we can obtain the optimal partitioning on (v0, vq] by tracking backwards the values in T , i.e. each λi ∈ Λ q (0 ≤ i ≤ q) can be computed as
Algorithm 2 shows the pseudo code of our dynamic programming based algorithm to solve the optimal speed partitioning problem. Search space expansions of partition P (vs,vr ] , for all (vs, vr] , are calculated at the beginning of the algorithm (lines 1-2). Then dynamic programming is used to compute the values of V r and T r based on Equations (11) and (12) (lines 3-10) . Finally λ0 through λq are computed from T using Equation (13) (lines 11 -14) . Time complexity is O(N · q 2 ) for the pre-computing part (lines 1-2) (including subregion generating and merging) and O(q 2 ) for the dynamic program part (lines [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Thus the overall time complexity is O(N · q 2 ) for Algorithm 2.
Index Update
Index update of our system consists of two parts: object update and partition update. Object update corresponds to the status (e.g. location and velocity) update of the moving objects which is essential to keep the objects up-to-date. Partition update corresponds to the updates of the optimal partitioning caused by the changed distribution of the locations and speeds of the moving objects. Thus object updates are much more frequent than partition updates and therefore becomes the major overhead to maintain the indexing structures. Next, we will discuss the two types of updates in detail.
Object Update
Object update is related to the basic indexing structures for each partition (TPR -tree, B
x -tree etc). When a moving object updates its status, the index controller will determine if the object belongs to a different partition based on its current speed. If yes, the index controller will delete the object from previous partition and insert it into the new partition. Otherwise, the index controller will just insert (update) the object into the corresponding partition. The performance of object update in our system highly depends on the performance of the basic indexing structures.
Partition Update
The other part of index update is partition update. Since the objects are continuously moving, both their location and speed distributions might change over time. Thus we need to re-compute the uniform subregions as well as the optimal partitioning. We simply conduct partition update periodically and the cycle time is customized according to the datasets. For example, in road networks, the location and speed distributions of the vehicles might be different between rush hour and regular hours, thus we can create some hourly update routines for the partitioning.
Query Processing
Query processing for SP is straightforward. User queries are duplicated for each index partition. Then the duplicated queries can be processed within each partition either concurrently or sequentially. In order to compare the performance between partitioned indexes and their un-partitioned counterparts, in this paper, we conduct the duplicated queries sequentially.
In order to further improve the query performance, we embed the least recently used (LRU) buffer in our system. By caching the recently used pages in the LRU buffer, number of disk I/Os will be dramatically reduced and thus the query performance be significantly improved. Note that if the duplicated queries are conducted in a parallel manner, the LRU buffer will be shared by all index partitions, thus reentrant locks must be used to ensure that the LRU buffer can be accessed by multiple threads or processes.
All types of queries mentioned in Section 2 (e.g. range queries and kNN queries) are supported by our indexing system. Due to space limitations, we only report the results of time-slice range queries and kNN queries in the experiment section. Note that we refer time-slice range query as range query for short in the rest of this paper. Even though the duplicated kNN queries will suffer from redundant computation (each partition will return k results independently), we will show in the experiments, our partitioned indexing system will still outperform non-partitioned indexes.
EXPERIMENTAL STUDY
In this section, we conduct extensive experiments to evaluate the performance of our speed partitioning technique. Both simulated traffic data and real world GPS tracking data are used in our experiments. The experiments follow the benchmark defined in [3] for evaluating the performance of moving object indexes. In the experiments, we find the I/O costs contribute to more than 95% of the response latency for both queries and object updates. Each I/O reads/writes one page from/to the disk and each page contains one node in the indexing structures. Moreover, the I/O cost is a generic cost measure and independent from platforms. Thus due to space limitations, we only report the experimental results about I/O costs.
We use the TPR -tree and the B x -tree as the basic indexing structures. We compare our approach of speed partitioning (SP-TPR and SP-B
x ) with the state-of-the-art approach of DVA-based partitioning (dVP-TPR and dVP-B x ) [14] and VMBR-based partitioning (mVP-TPR and mVP-B
x ) [27] as well as the baseline approaches (TPR and B x ). All algorithms are implemented with C++ language and all experiments are conducted under CentOS release 6.5 with Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz and 8GB RAM. The experimental settings are displayed in Table 1 . The boldfaced terms are the default settings.
Data Sets
In this subsection, we introduce the data sets used in the experiments.
Simulated traffic data
The simulation of city traffic consists of two parts: road network generation and traffic generation. The city road networks are generated from the XML map data downloaded from http://www.openstreetmap.org. Our traffic generator is based on the digital representation of real road networks and the network-based moving object generator of Brinkhoff [2] . A road is a polyline consisting of a sequence of connected line segments. The initial location of a moving object is randomly selected on the road segments. It then moves along this segment in either direction (towards either of the two ends of the segment). When the object reaches either end of the segment, it has 25% chance to stop for 10 seconds due to the traffic. Then the object continues moving along another randomly selected connected segment. An update is issued whenever the speed value or direction of the moving object changes. We map each city road network to a 10,000×10,000 square meter space domain.
Most of the studies available in the literature (e.g. [11, 12] ) indicate that the speed values of vehicles on any road segment follow the normal distribution. We assume the speed values of the moving vehicles in each road segment follow a random variable X and X ∼ N (µ, σ 2 ), where N is the normal distribution, µ and σ are set according to the categories of the road segment (e.g. highway or local).
We divide the roads into three categories. The first category (C1) includes freeways/motorways which have fastest traffic. The second category (C2) includes primary roads enjoying second fastest traffic. The third category (C3) includes street ways or residential roads which have slowest traffic. We randomly select the normal distribution parameter µ for C1 road segments between 25 and 40 m/s, those for C2 road segments between 5 to 25 m/s and finally between 0 to 15 m/s for C3 road segments. We set the other parameter σ = 10 m/s for all road segments. We simulate the traffic in a time interval of 120 seconds. Figure 8 shows the city road networks for our traffic simulation and we generate three simulated traffic data sets BR, LD and LA for the three cities, respectively. Simulated traffic data sets are used in Section 6.2 -6.8.
GPS tracking data
The SZ data set contains GPS tracking data of 16,000 taxis within the urban area of Shenzhen, China, from 00:00 am to 23:59 pm on Wednesday, September 12 th , 2012. The data set can be accessed at http://mathcs.emory.edu/aims/ spindex/taxi.dat.zip. Figure 9(a) shows the sampled locations of the taxis, which also sketched the outline of the Shenzhen road network. Figure 9(b) shows the sampled velocities of the taxis. The GPS tracking data set is used in Section 6.9.
Overhead of Partitioning
In this experiment, we show the executing time of our speed partitioning algorithm (Algorithm 2) with varied number of objects (N ) and number of distinctive speed values (q). We can see that the executing time is less then 1 second in all settings. Thus the overhead of (re)partitioning is reasonable. Moreover, the executing time is more sensitive on q, which is consistent with the time complexity analysis in Section 5. In the rest of the experiments, we set q = 30.
Impact of Road Network
In this experiment, we compare the algorithms across the We can see that the query performance changes among different road networks. The Brussels and London road networks show little patterns while the Los Angeles road network is better designed with clear Manhattan pattern. Consequently, SP enjoys better performance on BR and LD data sets while dVP has more effect on LA data set. We can also find that TPR -trees enjoy better query performance than B
x -trees. That is because the space filling and query window enlargement invoke lots of "false hits" during query procedure of B
x -tree which dramatically reduce the query performance. Moreover, B
x -trees benefits more from SP than TPR -trees do. That is because the query window enlargement algorithm of B
x -tree enlarges the query window based on the maximum speed of the corresponding nodes. In SP the maximum speed values are constrained in the partitions, thus the query window enlargement gains huge benefits from SP. On the other hand, TPR -tree has already considered velocity information in its node splitting algorithm and, moreover, its query algorithms are much more efficient than those of B
x -tree, thus TPR -tree gains less improvement on query performance from all velocity-based partitioning methods. Figure 11 (e) and 11(f) show the results on update (object update) performance. We can see that, in contrast with the results on query performance, B
x -trees enjoys better update performance than TPR -tree. That is because the update algorithm in TPR -tree includes more sophisticated routines which is beneficial for its query process but sacrifices its update efficiency. However, TPR -tree benefit more from velocity-based partitioning than B
x -tree on update performance, which is also because of its sophisticated update algorithm where the benefit of partitioning stacks.
Since the main purpose of this paper is to improve query performance and we have limited space, we will only report the results of query performance in the remaining experiments.
Impact of number of objects
In this experiment, we vary the number of moving objects from 100K to 500K. Figure 12(a) through 12(d) show the results on both range and kNN queries. We can see from the results that B
x -tree and TPR -tree react quite different in response to different partitioning methods. When the number of objects increases, TPR -trees see reduced advantage of SP over other partitioning methods. Since the space domain and the pagesize do not change, the sizes of MBRs decrease when the number of object increases. Consequently, the objects in the same node tend to have similar velocities (on the same road segment) which makes mVP and dVP more effective. However, this change has less effect on B
xtree since B
x -tree use space filling curves which change the location proximity within the nodes. Thus the advantages of SP on B
x -tree consistently increase as the number of objects increases.
Impact of LRU Buffer Size
Next we study the impact of LRU buffer size. In this experiment the size of LRU buffer is varied from 100 pages to 500 pages. Figure 13 
Impact of Query Predict Time
This time we study the impact of query predict time on query performance of the index structures. In this experiment, the query predict time varies from 30 to 150 seconds. Figure 14(a) through 14(d) show the results of both range query and kNN I/O costs. We can conclude from the results that I/O costs increase consistently as query predict time grows for all index trees. We can also find that SP enjoys better performance than other partitioning methods for every configuration of query predict time and that the advantage enlarges consistently as query predict time grows. 
Impact of Query Window Size
Next we study the impact of query window size by varying the value from 100×100 to 500×500 square meters. The results of range query I/O costs on B
x -trees and TPR -trees are shown in Figure 15 (a) and 15(b), respectively. It can be observed that query I/O costs increase steadily while the size of the query window grows. We can also find that TPR -trees are more sensitive than B
x -trees when query windows size changes. Again SP significantly outperforms other methods with varying query window sizes. x -trees and TPRtrees, respectively. We can find that I/O costs increase when kNN-k increases. Moreover, I/O costs of TPR -trees grow much faster than those of B
x -trees. In this experiment, SP still performs best among all partitioning methods. 
Impact of Time of Day
In this subsection, we evaluate the impact of the time of day on query performance. This experiment is conducted on the SZ data set. The SZ data set contains information of the moving objects in a day long time period, so the location or speed distribution might change during the experiment time. Thus we do re-partitioning every 1 hour. Note that if a taxi does not issue any updates for up to one hour or drives out of the space domain, it is considered as out of service and thus will be removed from the indexing structures. Both range queries and kNN queries are issued every 2 hours. In this experiment, we use the default settings in Table 1 , except that we set the LRU buffer as 10 pages since the SZ data set contains less objects.
The experimental results are summarized in Figure 17 . We can see that query costs are lowest at early morning. This is because most cities have least volume of traffic during that time period. While the query costs raise at night because the taxis drive faster which results in higher expanding speeds of the MBRs and thus the search space expansion. Again, we observe that the SP consistently outperforms other partitioning methods and the unpartitioned counterpart on query performance.
CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a novel and generic speed partitioning technique (SP) for indexing moving objects. We implemented SP with the state-of-the-art indexing structures including the TPR -tree and the B
x -tree. We empirically evaluated the performance of SP through extensive experiments on both simulated traffic data and real world GPS tracking data.
There are several future works which can further improve the performance of SP. Firstly, seeking more accurate estimations on search space expansion can always help find the optimal partitioning. Secondly, analytic methods such as kernel density estimation (KDE), instead of empirical methods, can be used to estimate the speed distribution. Finally, combining speed-based partitioning and direction-based partitioning is a promising future work, which we believe will further improve the query performance of the indexing structures.
