We consider the problem of localizing multiple narrow-band stationary signals using an arbitrary time-varying array such as an array mounted on a moving platform. We assume a Gaussian stochastic model for the received signals and employ the Generalized Least Squares (GLS) estimator t o g e t an asymptotically-ecient estimation of the model parameters. In case the signals are a-priori known to be uncorrelated, this estimator allows to exploit this prior knowledge to its benet. For the important case of translational motion of a rigid array, a computationally-ecient spatial-smoothing method is presented. Simulation results conrming the theoretical results are included.
Introduction
Most of the work on the problem of directionnding by sensor a rrays addressed the case of timeinvariant arrays, namely, a rrays whose elements are xed in space. In contrast, in this paper we address the case where the array is time-varying, i.e., its elements move in space in some arbitrary but known way. A t ypical example is an array mounted on a moving platform.
Time-varying arrays have recently been discussed by several authors. In [1] , the Doppler eect was used to decorrelate coherent signals. In [2] , a sonar system is analyzed consisting of a xed non-moving linear subarray and an additional towed subarray. In [3] , a computationally-ecient Maximum Likelihood Estimator (MLE) is derived for the singlesource case, and the capability of spatially-sparse time-varying arrays to cope with ambiguity errors is demonstrated. In [4] , two computationally-ecient estimation techniques are suggested for multiple sources, based on array interpolation and on focusing matrices. In [5] , a deterministic-signals model is employed and its corresponding MLE analyzed.
In this paper we p resent an asymptoticallyecient estimator based on the Generalized Least Squares (GLS) criterion. This estimator approximates the MLE for the large-sample case but is computationally much simpler. In case the signals are a-priori known to be uncorrelated, it allows to exploit this prior knowledge and get better performance. Also, for the special case of a translational motion of a rigid array w e p resent a spatial-smoothing method that is a generalization of the method presented in [6] , and is similar t o the method used in [1] , which allows application of computationally-ecient eigenstructure algorithms such as MUSIC [7] , to the time-varying case. Both techniques can also handle the important case of coherent signals arising, for instance, in specular multipath propagation. It should also be remarked that the number of sources that can be handled by the GLS estimator is not necessarily limited by the number of sensors. 
where n() is the complex envelope of the noise, and where a(;)is the array's steering vector expressing its complex response at time to a planar wavefront arriving from direction . This expression can be written more compactly as: 
where P is a real vector f o rmed from the free real parameters of the Hermitian matrix P in some way.
In case the signals are a-priori known to be uncorrelated, P = diag(P), a vector containing the diagonal entries only.
The GLS Estimator
The basic idea behind our approach is to select those parameters that give the "best t" between the sample-covariances fR t g and the modelcovariances fR t ()g. A reasonable goodness-of-t criterion is the sum of squares of the entries of the A() being the static array's steering-matrix and P being a modied covariance matrix of the signals. Therefore, eigenstructure methods, such as MUSIC [7] can be applied to estimate .
Simulation results
To demonstrate the performance of the proposed algorithms we simulated a 4-omnidirectional- The results obtained by emloying the GLS estimator and the Spatial Smoothing (SS) method (using MUSIC), compared to the CRB [11] , are shown in Figure 1 . The GLS estimator is clearly superior to the SS estimator and its asymptotical-eciency is evident. 
