The general theory of motion in the vicinity of a moving quantum nodal point (vortex) is studied in the framework of the de Broglie -Bohm trajectory method of quantum mechanics. Using an adiabatic approximation, we find that near any nodal point of an arbitrary wavefunction ψ there is an unstable point (called X-point) in a frame of reference moving with the nodal point.
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I. INTRODUCTION
The dynamics in quantum systems with vortices, i.e. singularities of the phase field of the wavefunction ψ = Re iS/ [1, 2] , has attracted much interest in recent years because of a variety of potential applications, e.g. in tunneling through potential barriers, [3, 4, 5, 6] , ballistic electron transport [7, 8, 9] , superfluidity [10] , Bose-Einstein condensates [11, 12, 13, 14, 15] , optical lattices [16] , atom-surface scattering [17] , Josephson junctions [18] , decoherence [19] etc. The so-called 'trajectory' approach lends itself very conveniently to such a study (see [20] for a review). In this approach one follows the orbits of 'particles' tracing the quantum-mechanical currents. This is computationally equivalent to a
Lagrangian quantum-hydrodynamical approach [21] or to the 'Bohmian' or 'pilot wave' approach [22, 23, 24] . The trajectories are described by first order equations of the form v = ∇S(x)/ . Such trajectories provide a Lagrangian visualization of quantum processes (e.g. [25] ) which is distinct from the Eulerian (i.e. Schrödinger) approach, although it is consistent with it.
A number of authors have found that the quantum trajectories of low-dimensional systems can be very chaotic [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42] . The physical importance of chaotic quantum trajectories has been extensively discussed in three recent papers of ours [43, 44, 45] .
The generation of chaos is directly associated with the appearance of quantum vortices.
It has been pointed out [39, 41] that chaos is, in general, caused by the motion of quantum vortices. In the case of fixed vortices, on the other hand, chaos can still be generated if we allow a coupling of the wavefunction to a vector electromagnetic potential (e.g. [34, 46] ).
In previous papers of ours ([44] , hereafter EKC, and [45] ) we studied the quantum trajectories in particular examples of 2D systems with a moving quantum vortex, in order to find numerical indications of the mechanism of generation of chaos. We note that this problem is quite different from traditional problems of nonlinear dynamics. First, the equations of motion become singular near a vortex. Furthermore, the vortex is oscillating quasi-periodically,
i.e., with more than one incommensurate frequency. Thus there are no obviously identifiable critical points of the flow other than the vortex itself.
Setting the identification of the critical points as a primary target, in EKC we looked for such points in a moving local frame of reference centered at a moving nodal point, and made use of an approximative form of the equations of motion valid under a so-called adiabatic approximation. Our main finding can be summarized as follows: In the above frame and approximation, the nodal point is seen to create a saddle point nearby, called the 'X-point'.
The local phase portrait was called the 'nodal point -X-point complex'. Most trajectories do not penetrate deeply inside the complex. Instead, they are accelerated along the X-point's asymptotic curves and eventually they are scattered by the complex. Chaos is generated by a sequence of such scattering events. This conclusion was substantiated by following the evolution of the deviation vectors of some representative chaotic trajectories. We also found the domains avoided by the nodal point -X point complex and demonstrated that the trajectories covering these domains are regular, i.e. they obey effective integrals of motion and they have zero Lyapunov characteristic numbers.
Our study so far relied only on numerical examples of trajectories in particular ψ−fields, in which (i) the wavefunction ψ(x, y, t) has a simple form, and (ii) there is only one nodal point present in the configuration space (x, y) at any time t. These restrictions are removed in the present paper, in which (i) we develop the general theory of motion near moving 2D quantum vortices, applicable to generic ψ− fields, and (ii) we continue the study of particular numerical examples, in cases with more than one nodal point.
Regarding (i), section II contains a general analytical treatment of the motion near the critical points of the quantum flow yielding: a) the form of the equations of motion in terms of the coefficients of a local expansion of a generic ψ−field around a nodal point, b) general formulae for the structure and stability of the nodal point -X-point complex, c) conditions of validity of the adiabatic approximation, and (most importantly) d) theoretical predictions
for the values of the Lyapunov characteristic numbers generated locally by the interaction of the trajectories with a nodal point -X-point complex. The latter problem is treated like a classical scattering problem. The most important parameters in the theory turn to be the speed of the nodal point and the impact parameter, i.e. distance of a trajectory from the X-point's stable manifold far from the complex. The theory leads to a quantification of the degree of chaos, i.e. the level of the Lyapunov characteristic number of the trajectories, in systems with quantum vortices.
Regarding (ii), Section III tests the theory of section II against numerical experiments, focusing on examples in which the ψ−field generates more than one nodal point at the same time. We obtain numerical values of the Lyapunov characteristic numbers for statistical ensembles of orbits and compare these values with the predictions of section II. We also check the quantitative relation between the Lyapunov characteristic number and the number of encounters of a trajectory with the nodal point -X-point complexes. Section IV summarizes our conclusions.
II. THE MOTION IN THE VICINITY OF A NODAL POINT
A. Equations of motion Let x 0 (t), y 0 (t) represent the center of a moving frame of reference, V (t) ≡ (V x , V y ) = (ẋ 0 ,ẏ 0 ) being its velocity at the time t with respect to the rest frame (x, y). The wavefunction can be expanded around (x 0 , y 0 ). Up to second degree we have:
where u = x − x 0 , v = y − y 0 and the coefficients a ij , b ij are real.
The equations of motion in such a frame, which follow from the equations of motioṅ x = ∇S ( = 1) in the rest frame, read:
All the frames of reference moving with the same velocities V x (t), V y (t) at all times t form an equivalence class with respect to parallel translations in the configuration space. We consider as representative of the class a frame, of which the center x 0 (t 0 ), y 0 (t 0 ) coincides at some time t = t 0 with the instantaneous position of a nodal point (
simple root of the system of equations Re(ψ) = Im(ψ) = 0. Eq.(1) implies that ψ 0 (t 0 ) = 0, but not all the coefficients a 10 , a 01 , b 10 , b 01 vanish at t = t 0 . A third requirement is that the field current j = [Re(ψ)∇(Im(ψ)) − Im(ψ)∇(Re(ψ))]/(2i) should be divergence-free, ∇ · j = 0, at the position of the nodal point. This follows from the continuity equation ∂ρ/∂t + ∇ · j = 0, since any zero of the wavefunction ψ = 0 is a local spatio-temporal minimum of ρ = |ψ| 2 , thus ∂ρ/∂t = 0 at (x 0 (t 0 ), y 0 (t 0 )). The condition ∇ · j = 0 implies that
Substituting the expansion (1) into (2), for t = t 0 , and taking into account the previous conditions, the equations of motion take the form (up to second degree):
Equations (4) yield the ensemble of instantaneous flow lines (phase portrait) in the selected frame of reference for t = t 0 . Two questions are now examined, namely a) the typical form of the instantaneous phase portrait, and b) whether adiabatic conditions are satisfied, ensuring that the form of the phase portrait changes in time slowly, relative to the typical velocities along the particles' trajectories within this portrait.
B. Phase portrait: nodal point -X-point complex
The adiabatic approximation for t = t 0 holds in space domains in which du/dt, dv/dt are large compared to the time derivatives of the coefficients a ij , b ij , and of the velocities V x , V y .
We can then 'freeze' a ij , b ij , V x , V y to their fixed values at t = t 0 and treat the flow (4) as autonomous. In such an approximation we find the following features of the instantaneous phase portrait around the nodal point (u, v) = (0, 0):
Nodal point
In polar coordinates u = R cos φ, v = R sin φ Eqs.(4) take the form:
where the coefficients c j and d j depend on a) the coefficients a ij , b ij , b) the velocities (V x , V y ), and c) powers of the trigonometric functions sin φ, cos φ. The lowest order terms of G, given by Eq.(5), read:
The quantity in the square bracket of (7) is always positive. Thus, the second of Eqs. (6) implies that for R smallφ has a sign independent of φ, namely the same as the sign of the The flow lines of Eqs (6) close to the nodal point (for R small) are given by
The coefficient c 2 contains only terms of third degree in the trigonometric functions sin φ, cos φ. Thus, averaging Eq.(8) over periods of the angle φ (which is fast for R small,φ =
where the coefficient < f 3 > is given by 
This is a spiral terminating at R = 0, i.e., at the nodal point, when φ → ∞ (if < f 3 > < 0),
. Thus, depending on the sign of < f 3 > the nodal point is either an attractor or a repellor. The only exception is when (V x , V y ) = (0, 0), i.e. the motions are considered in the rest frame. In that case we have < f j >= 0 for all j ≥ 3,
i.e. the nodal point is a center. This follows trivially from the condition ∇ · j = 0 implying that if we set H = − j v du, the components of the current are given by j u = ∂H/∂v, j v = −∂H/∂u, which is equivalent to a Hamiltonian system (du/ds, dv/ds) ≡ (j u , j v ) under the non-uniform time parametrization ds = G −1 dt = |ψ −2 |dt. Thus, in the rest frame the nodal point cannot be the limit of a spiral but it is a center of the instantaneous flow (see also [47] ).
X-point
The X-point (u X , v X ) is a second critical point of the instantaneous flow found by setting
We find:
where the coefficients A, B i , C i and D i are readily derived from Eqs. (4) . If (u X , v X ) are small, we find an approximate expression:
which, upon substitution to the first of Eqs.(4) yields a second order equation for, say, u X .
The non-zero solution reads:
where all the coefficients g i depend only on the coefficients a ij , b ij . In particular: In numerical applications, Eq.(13) is used to find a good initial guess for the position of the X-point, while better approximations are found by successive iterations of a root-finding algorithm (e.g. Newton-Raphson) for the roots of the system of equations (2) .
The linearized equations of motion around (u X , v X ) correspond to the linear system formed by the Jacobian matrix J[(∂S/∂u, ∂S/∂v), (u, v)] which is a 2 × 2 symmetric matrix with constant coefficients. Thus the eigenvalues λ 1 , λ 2 are real. In the limit of small u X , v X , the eigenvalues have opposite sign, since one readily finds that
where
is the quadratic part of G (Eq. (5)). Hence (u X , v X ) is an X-point with one unstable and one stable direction. Finally, the measure of both eigenvalues scales as an inverse power of the distance R X = u This, as shown below, sets an upper limit of validity of the adiabatic approximation for R X .
On the other hand, if V is large we have R X = O(V −1 ).
C. Conditions of validity of the adiabatic approximation
Conditions for the validity of the adiabatic approximation are now visualized with the help of Figure 1 (schematic), showing the nodal point -X-point complex as viewed in a frame of reference of arbitrary velocity (V x (t), V y (t)) at two nearby times t = t 0 (solid lines) and t ′ = t 0 +∆t (dashed lines). R X is the distance of the X-point from the nodal point, while ∆R 0 is the distance traveled by the nodal point with respect to this particular frame of reference within the time interval ∆t. The vector v refers to the velocities of the particles' orbits as seen in the moving frame of reference. In the adiabatic approximation the velocities v must be large enough so that the flow integral curves change slowly relatively to the change of a particle's position within the time interval ∆t. Since G in Eqs. (4) can be estimated by the distance R X which is of order R X ∼ V −1 (Eq. (13)). The shift of the nodal point ∆R 0 within one period is estimated as ∆R 0 ∼ T | V − V 0 |, where V 0 is the velocity of the nodal point in the rest frame. For the adiabatic approximation to hold, the following two conditions are sufficient and necessary:
a) The shift ∆R 0 must be small with respect to the linear size R X of the nodal point -
Thus the first condition is that V ≃ V 0 , i.e. the frame velocity V should be close to the velocity V 0 of the nodal point with respect to the rest frame.
b) The characteristic velocities within the 'nodal point -X-point complex' (i.e. for R < R X ) must be much larger than the rate of change of the coefficients a ij , b ij . Generically, the rates of change of a ij , b ij are in general O(1) quantities (depending on trigonometric functions of the time and on the wavefunction's normalized amplitudes, see for example
FIG. 1: Schematic representation of the 'nodal point -X-point' complex as viewed in a frame of reference of arbitrary velocity (V x (t), V y (t)) at two nearby times t = t 0 (solid lines) and t ′ = t 0 + ∆t (dashed lines). ∆R 0 is the length traveled by the nodal point within the time step ∆t. R X is the distance from the nodal point to the X-point at t = t 0 .
Thus, the second condition is that the velocity of the moving frame of reference should be large with respect to the rest frame. In particular, the rest frame itself represents a frame in which the use of the adiabatic approximation is not, in general, valid.
D. Local Lyapunov exponents of scattered orbits
The close encounters of the orbits with the nodal point -X-point complex can be approximated as scattering events, in which an orbit approaches the complex in a direction close to the stable manifold of the X-point and recedes from the complex in a direction close to the unstable manifold of the X-point. A simple model to describe the scattering is obtained by noting that if (without loss of generality) the axes are rotated so that at t = t 0 the velocity of the nodal point is along the x-axis, i.e.ẋ 0 = 0,ẏ 0 = 0, an expansion of the form (1) in the new coordinates yields the equations of motion
where A = a 10 b 01 − a 01 b 10 , B = a the nodal point to become a center rather than the limit of a spiral. This poses however no problem to the study of orbits being scattered by the nodal point -X-point complex since these orbits avoid penetrating the interior of the separatrix domain, close to the nodal point (see next subsection). Eq. (16) is then suggestive of the following simple model
to describe the scattering of orbits by the nodal point -X-point complex.
The flow (17) admits the integral
which is obeyed by the scattered orbits locally, as long as the scattering lasts. The time
where u 0 = R 0 is the initial condition of an orbit on the u-axis (v 0 = 0), implying
The orbits passing outside the separatrix loop of the nodal point -X-point complex can be divided into 'type I' and 'type II' orbits ( Figure 2a ). Type I orbits surround the separatrix loop, while Type II orbits pass below the X-point, not surrounding the separatrix loop. In either case, the average time of a scattering event can be estimated by the non-trivial root for t of Eq. (19) with R = R 0 , namely
Deviations of t scatter from the estimate of Eq. (20) take place when the orbits are very close to the invariant manifolds of the X-point, since t scatter → ∞ as the initial conditions tend to a point on the stable manifold S. As shown in the Appendix B, such deviations lead to increased local Lyapunov characteristic numbers of the scattered orbits. The time evolution of the length of the deviation vector ξ(t) = (∆u, ∆v) has a characteristic 'profile' along the scattering, different for type I or type II orbits ( Figure 2b ). In the case of type I orbits, ξ(t) exhibits a rise and fall phase during the description of the separatrix loop. This phase lasts for a time t loop estimated as
Most of the growth of ξ takes place after t = t loop , as the orbit recedes along the X-point's unstable manifold. In the case of type II orbits the ξ(t) time profile exhibits a continuous rise from the start and ξ(t) tends to stabilize after t = t scatter .
A theoretical quantitative estimate of the local value of the Lyapunov characteristic number in a scattering event is made in Appendix B. The growth of deviations is modeled by calculating the differential velocity of motions in two nearby integral curves of the flow (17) close to the X-point's stable and unstable manifolds. This modeling yields the scaling where ξ 0 and ξ are the lengths of the deviation vectors of a scattered orbit before and after the scattering respectively, and δv 1 is the initial distance of the orbit from the X-point's stable manifold far from the complex. The latter quantity is called the 'impact parameter'.
The theoretical prediction (21) is well reproduced numerically, by taking many trajectories in the model (17) , for different values ofẋ 0 (Figure 3 ).
Since the local eigenvalue λ of the linearized flow near the X-point scales as a positive power ofẋ 0 , Eq.(21) implies that the chaotic scattering takes place mainly in encounters in which λ is relatively small (though non zero). This appears at first counter-intuitive.
However, even if a trajectory is started close to the asymptotic manifolds of the X-point, it is in general far from the X-point itself, except for a short transit time of order ∼ 1/ẋ 2 0 . Thus, to describe the total scattering correctly one has to take into account nonlinear terms of the expansion of the equations of motion, which introduce large deviations from the locally hyperbolic dynamics. On the other hand, the whole previous analysis relies on the use of the adiabatic approximation, which, according to subsection II B, holds better whenẋ 0 is large.
For a nodal point -X-point complex to cause effective chaotic scattering, we thus have both an upper and lower restriction to the values ofẋ 0 . Precise upper and lower limits onẋ 0 , or, equivalently, the size of a complex R X ∼ 1/ẋ 0 , for the complexes to produce effective chaotic scattering, can only be found by numerical experiments, as substantiated by specific examples in subsection III D.
III. NUMERICAL STUDY A. A numerical example of the nodal point -X-point complex
In our previous paper (EKC) we studied the 'nodal point -X-point' complex in a system of two harmonic oscillators
when the guiding field is the superposition of the ground state and the two first excited states [28] ψ(x, y, t) = e − x 2 +cy 2 2
while the frequencies are incommensurate, ω 1 = 1, ω 2 = c = √ 2/2. If we select a moving frame of reference such that its center (x 0 (t), y 0 (t)) coincides at all times with the moving nodal point, Eqs.(4) take the form:
ating x 0 (t),y 0 (t), which are given by Figure 4 shows examples of the form of the nodal point -X-point complex in the above system, in a specific time interval. In all cases four asymptotic manifolds start from the X-point along pairs of opposite, stable or unstable, directions. One asymptotic manifold goes towards the nodal point in a spiral way and the other three extend to infinity. The nodal point itself acts as an attractor or a repellor, and an asymptotic curve starting at the nodal point forms a spiral outwards. The sense of motion around the nodal point is determined by the sign of < f 3 > (Eq. (9)), which is given in this case by
In view of Eq. (10) attractor to a repellor. Then we have a Hopf bifurcation, followed by the formation of a limit cycle.
As an example we consider the evolution of the manifolds between t = 1.25 and t = 1.35
( Fig.4 ). For t = 1.25 ( Fig.4a) we have < f 3 > < 0 and sin(1 + c)t > 0 therefore the nodal point is an attractor and the orbits appoaching it are spirals described counterclockwise.
One orbit of this type is one of the unstable manifolds of the X-point. The other unstable manifold and the two stable manifolds of the X-point extend to infinity. In particular, the upper stable manifold escapes downwards after making an almost complete rotation (backwards in time) clockwise around the nodal point.
The attraction of the orbits by the nodal point terminates when a transition of < f 3 > takes place from negative to positive, near t = 1.294. Then, the nodal point becomes a repellor and a limit cycle is formed around it. The limit cycle moves outwards (e.g. t = 1.296, Fig.4b ). The orbits both inside the limit cycle (i.e. close to the nodal point) and .
outside the limit cycle (between the limit cycle and the X-point) are attracted by the limit cycle. The orbits can enter the complex only via a very narrow channel formed by the two stable manifolds below the X-point. As the limit cycle moves outwards and approaches the X-point, any orbit approaching the limit cycle is dragged closer and closer to the X-point.
The limit cycle reaches the X-point at t = 1.303 (Fig.4c) . Then the unstable manifold from the right joins the upper stable manifold and together they form a separatrix. For still larger t (e.g. t = 1.35, Fig.4d ) the limit cycle has disappeared and the upper stable manifold approaches the nodal point via spiral rotations (backwards in time). On the other hand, the two unstable manifolds go to infinity on the left, one directly, and the other after an almost complete rotation (counterclockwise) around the nodal point.
The transition displayed in Fig.4 constitutes a Hopf bifurcation. Hopf bifurcations take place whenever < f 3 > crosses a zero value. The bifurcation displayed in Fig.4 is called direct (the limit cycle is formed first near the nodal point and later it disappears at a separatrix). However, inverse Hopf bifurcations are also commonly observed, in which the limit cycle moves towards the nodal point. The rate of appearance of direct or inverse Hopf bifurcations is a few per period (which is of order 2π). A typical survival time for limit cycles is ∆T ≈ 10 −2 (in Fig.4 we have ∆T = 0.008).
The value of < f 3 > follows a time evolution as exemplified in Fig.5 . The value of < f 3 > becomes infinite when sin(1 + c)t 0 = 0 and when sin ct 0 = 0, with t 0 = 0. In Fig.5 < f 3 >= ∞ at times t 0 = kπ/(1 + c) with k = 1 . . . 5 and t 0 = π/c and 2π/c. Between k = 1 and 2 the sign of sin(1 + c)t 0 is negative, thus the nodal point is a repellor whenever < f 3 > > 0. Between k = 2 and 3 the sign of sin(1 + c)t 0 is positive, thus the nodal point is a repellor whenever < f 3 > < 0, and so on. Between two points with < f 3 >= ∞ there may be a number of times where < f 3 >= 0 (one, two, or three times in Fig.5 ). Evolutions of the phase portraits similar to Fig.4 appear close to all the time moments when < f 3 >= 0.
Using the above rules, in the time interval 0 ≤ t ≤ 10 the nodal point is found to be a repellor for about 47% of the total time. Whenever the nodal point is a repellor it cannot in general be approached by any orbits. A rare exception is the case in which an inverse Hopf bifurcation takes place at the nodal point. Then the orbits which are initially in an extremely narrow channel of the flow, formed between the two stable manifolds outside the X-point, approach the limit cycle which tends to the nodal point. Such events can only last for times ∆T ≈ 10 −2 .
Similarly, when the nodal point becomes an attractor, only an extremely narrow channel of the flow formed by the stable manifolds allows for the orbits to go deeply inside the complex, i.e., to approach the nodal point. But this channel also disappears in transient time intervals ∆T ≈ 10 −2 in which the nodal point is protected by a limit cycle.
We conclude that the asymptotic curves of the X-point in most cases do not allow close approaches to the nodal point. Only if two conditions are satisfied, namely that (a) the inner asymptotic curve is unstable, and (b) the nodal point (or a limit cycle approaching it)
is an attractor, we may have close approaches to the nodal point. In all cases, however, the approach is only possible for a set of initial conditions of extremely small measure, i.e., the orbits in general avoid the nodal point.
B. Type I and Type II interactions
Figures 6 and 7 show now examples of Type I (Fig.6 ) and Type II (Fig.7) interactions of a quantum trajectory with the nodal point -X-point complex in the above system. The trajectories are viewed in the moving frame of reference (u, v) centered at the nodal point and they are superposed to the background instantaneous velocity flow at the indicated times t. The deviation vector ξ is calculated numerically by the variational equations of motion.
Its local direction is indicated by the thick arrows in each panel, while the time evolution of the normalized length ξ/ξ 0 is shown in the last panels of Figs.6 and 7. These two curves are compared to the theoretical curves of Fig.2b for type I and type II events respectively.
Note in particular that in the case of the type I event the growth of ξ during the description of the first half-loop is nearly compensated by a decrease in the second half-loop, and the deviations start growing essentially after the description of the loop. The two local peaks of ξ(t) in the interval of the loop description can be explained by the fact that the loop is not perfectly circular (see [48] for an explanation of the behavior of ξ in non-circular invariant curves). Also, in the case of the type II orbit the growth of ξ does not take place very close to to the X-point, but all along the scattering event, in accordance with the theory of section 
II.

C. Multiple nodal points
In EKC we considered the orbits in simple ψ−fields of the system of two harmonic oscillators given by the Hamiltonian (22) . The eigenfuctions are
where the energy of the state (n 1 n 2 ) is 
In EKC we considered particular quantum trajectories in the case Ψ = Ψ 00 + aΨ 01 + bc 1/2 Ψ 11 (Eq.(23)), with a, b real, yielding one moving nodal point. Here we shall consider the cases with a progressively higher number of moving nodal points in the same Hamiltonian model.
We call 'nodal lines' the trajectories of the nodal points. For the nodal points to be moving, there are restrictions on the choice of combination of the eigenfunctions, since for particular combinations there are no nodal lines but isolated nodal points appearing at specific times only. For example, if the wavefunction consists of the sum of three eigenfunctions Ψ =
with equal quantum numbers n 2 = n ′ 2 = n ′′ 2 , the nodal points Ψ = 0 satisfy the equations 
Thus we have two distinct equations for the real and imaginary parts of Ψ, implying that
we have solutions for x only at specific times t. The same happens if n 1 = n
The same is true if we have more terms in Ψ, but with the same quantum number n 1 , or n 2 , in all the terms. Such cases are not examined below.
The nodal lines may enclose domains in the configuration space devoid of nodal points for all times. In such domains the quantum trajectories turn to be regular. Such empty domains are found even if we take combinations of eigenfunctions yielding simultaneously more than one nodal points. Examples are: with solution
If sin ct is not close to zero and ǫ is small we find
If x 0 denotes the solution (25) , for ǫ = 0, the solution close to x = x 0 for ǫ small is the one with the plus sign
and
When t = kπ we have y = 0 and x = ± exactly. This is seen in Fig.8 . Besides this solution we have y = 0 also if −ax + 2ǫ(1 − x 2 ) cos t = 0, hence
and if we take terms up to O(ǫ) we find x = 2ǫ a cos t and x = − a 2ǫ cos t − 2ǫ cos t a
These solutions must match the solution (36) and this matching should give the time t. The first solution of (38) is of O(ǫ) and cannot ever match the solution (36) or (34) The time evolution of x 0 (t) for either one or the three solutions of (44).
2. Case Ψ = Ψ 00 + aΨ 20 + bΨ 11
In the same way as above, the real and imaginary parts of Ψ = 0 yield 1 + a x 2 − 1 cos 2t + bx √ cy cos (1 + c) t = 0
Multiplying the second equation by cot (1 + c) t and subtracting from the first we find
Equations (41) give two nodal points with opposite x and y whenever the restriction x 2 ≥ 0 is satisfied, and no nodal points when it is not. Thus, the nodal points exist only in particular time intervals.
In general the nodal lines enclose an empty region near the origin (Fig.9a) . However in the particular case a = 1 the nodal lines reach the center x = y = 0 (Fig.9b) . 3. Case Ψ = Ψ 00 + aΨ 30 + bΨ 11
In this case the real and imaginary parts of Ψ = 0 yield 1 + a x 3 − 3x cos 3t + bx √ cy cos (1 + c) t = 0
Multiplying the first equation by sin (1 + c) t and the second equation by cos (1 + c) t and subtracting we find
The third degree equation has three real roots if
otherwise only one root is real.
The nodal lines in this case have the form of Fig.10a , leaving again empty central domains in the configuration space. We have three nodal points if the inequality (45) is satisfied, and one nodal point otherwise. In fact, there are distinct time intervals within which one of the nodal points comes from or goes to infinity (Fig.10b) . For example, after the time a precision tolerance of 10 −14 , loading (13) as initial guess values of (u X , v X ). Fixing the frame of reference on one of the nodal points, two X-points are found numerically. One X-point is close to the considered nodal point and the other is far from it. Nevertheless, the distant X-point is irrelevant to the dynamics, because in that case we have (for, say, the
, a violation of the condition (14) . Thus, in the numerical calculations we only take into account approaches to the X-points found in the vicinity of each nodal point in its own frame of reference.
For any trajectory with initial conditions x(0), y(0) there is a centrally symmetric orbit with initial condition −x(0), −y(0). Figure 11 shows three orbits: regular (Fig.11a) , weakly chaotic (Fig.11b) , and strongly chaotic (Fig.11c) . The degree of chaos is measured by the quantity
where ξ(t) is the length, at time t, of a deviation ξ = (∆x, ∆y) from an orbit x(t), y(t) , calculated by the variational equations of motion. This is called 'finite time Lyapunov characteristic number' and the limit lim t→∞ χ(t) yields the Lyapunov characteristic number of an orbit. In the case of the regular orbit, the quantity χ(t) (Fig.11d) decreases as a power law χ(t) ∼ t −1 . In the case of the strongly chaotic orbit, after some transient time the quantity χ(t) decreases slowly and it tends to stabilize to a value χ(t) ≃ 5 × 10 −2 at t = 10 4 . On the other hand, in the case of the weakly chaotic orbit, there is a temporary stabilization of χ(t) up to t = 10 3 , followed, however, by a t −1 decrease up to t = 7 × 10 3 .
Beyond this time χ(t) increases again up to the value χ = 10 −2 at t = 10 4 , showing no signs of stabilization.
In general, weakly chaotic orbits exhibit long transient intervals in which χ fluctuates around values typically one order of magnitude smaller than the stabilization value of the strongly chaotic orbits. A careful inspection shows that in most cases this behavior of the weakly chaotic orbits can be characterized as a 'stickiness' phenomenon (see e.g. [49] ), namely the orbits behave essentially as regular in a transient time interval. In Fig.11b this tendency is observed for the weakly chaotic orbit, which, besides the chaotic oscillations, shows a domain of enhanced density similar to the domain filled by the regular orbit of Fig.11a .
Also, the difference in the evolution of χ(t) for the three orbits is related to their frequency of encounters with nodal point -X-point complexes. The background points in Figs.11a,b,c show the distribution of the X-points in the configuration space, which remains practically unaltered after a time t = 1000. The X-points occupy domains similar to those occupied by the nodal points (Fig.9a) . Setting an upper threshold distance d max , and splitting the time evolution of the orbits into time segments of width ∆t, we may count the number of time windows within which a trajectory approached the X-point at a minimum distance In the system Ψ = Ψ 00 + aΨ 30 + bΨ 11 (subsection III C 3, one or three nodal points) we also find regular, chaotic and weakly chaotic orbits. In the system of subsection III C 1 we find orbits similar to those of EKC as long as the parameter ǫ is small. of regular orbits (χ = 0) and also a local maximum of the distribution of the chaotic orbits at χ ≈ 0.025. Model (iii), on the other hand, has a small number of perfectly regular orbits, but the main bulk of its chaotic orbits is also in rather small values of χ (χ < 0.01).
In the systems (ii) and (iii) the double or triple nodal points appear only in certain time intervals. In a total time t = 10 4 , divided in segments ∆t = 10 is at values of R X larger than in both the systems (i) and (iii) (one or three nodal points),
i.e. the system (ii) has the more effective chaotic scatterers (complexes) from all three systems. In the system (ii), R X is mainly distributed over the range 0.1 ≤ R X ≤ 1 (with a mean < R x >≃ 0.2). Thus, both the condition of validity of the adiabatic approximation (R X < 1, vertical dashed line in Fig.12b ) and the requirements for effective chaotic scattering (R X large) are fulfilled. In the system (iii), the speed of bifurcating nodal points is large near the 'bifurcation times' t bf (see Fig.10b and the relevant discussion), and this reduces the effectiveness of the chaotic scattering. In the case of the system (i), there is a significant percentage of non-effective complexes (R X < 10 −2 ) or of complexes violating the condition of adiabaticity (i.e. with R X > 1). In this system we thus find less chaos than in the system
(ii), and also a large number of perfectly regular orbits. for the same orbits, i.e. we count only the encounter events in which the distance R X is not larger than twice the distance d at which the orbits have the closest local approach to a nodal point X-point complex (the factor two is rather arbitrary; in general we can set R X > O(d)). The second condition, R X ≤ 0.5, ensures that only complexes being well within the regime of validity of the adiabatic approximation are selected (this is also arbitrary; any limit R X < O(1) can be used). These extra conditions immediately yield a 
IV. CONCLUSIONS
We developed the general theory of motion in the vicinity of a moving 2D 'quantum vortex', i.e. a nodal point of the wavefunction, in the trajectory (Bohmian) approach of the quantum flow, and we discussed the origin and quantification of chaos for the Bohmian trajectories. Our main findings can be summarized as follows:
1) The flow in the vicinity of a moving nodal point is non-autonomous, but under suitable 'adiabatic' conditions it can be treated as nearly autonomous. Two necessary and sufficient conditions are found: a) the equations of motion must be taken in a moving frame of reference centered at the nodal point, and b) the latter's velocity must be large in the rest frame.
2) Developing an arbitrary wavefunction ψ up to terms of second degree with respect to the distance from the nodal point, we demonstrate that the appearance of nodal point -X-point complexes is a generic feature of the configuration space. There are two stable and two unstable manifolds emanating from the X-point associated to each nodal point. One of these manifolds continues as a spiral approaching the nodal point, while two other form very narrow channels allowing communication with the interior of the complex. The nodal point undergoes consecutive Hopf bifurcations. Whenever a Hopf bifurcation takes place a limit cycle is formed around the nodal point for transient time intervals. As a consequence of all these facts, it is shown that most trajectories do not penetrate deeply into the complex. We thank two anonymous referees for their remarks. .
Since all the terms in the above expression have either V x or V y as a coefficient, it follows that < f 3 >= 0 if V x = V y = 0, i.e. the nodal point is a center in the rest frame, and an attractor or repellor in any other moving frame of reference. 
i.e. the values of v on the curve C for u = 0 and u = u 1 = ±1 respectively. The X-point is located at
and its asymptotic curves have the C-value
Whenẋ 0 is large the asymptotic curves become nearly horizontal a little further from the X-point, i.e. 
In view of (B4) we have | ln C| ∼ 2 ln |ẋ 0 | << |ẋ 0 |. Thus, setting v 1 (C) ≈ ln(C)/(2ẋ 0 ) is nearly always a sufficient approximation.
Consider now the orbits on two neighboring integral curves C, C + ∆C such that T (C) > T (C + ∆C) = T (C) + ∆T . Far from the complex the velocity of the orbits is | V | ≈ −ẋ 0 .
It follows that at the time t = T (C) the two orbits are a distance ∼ |ẋ 0 ∆T | apart. Thus the initial deviation dv 1 ≡ ξ 0 has grown to ξ ≈ ξ 0 + |ẋ 0 ∆T |. But ∆T = (dT /dC)∆C and by virtue of (B5) ∆C ≃ 2Cẋ 0 dv 1 = 2Cẋ 0 ξ 0 . Thus, the final value of the deviation can be estimated as:
Equation ( 
where ∆ ≡ |v − v 0 (C)|. The exact value of the lower limit used in this integral does not really matter in the calculation of dT /dC, since the leading contribution to T (C) comes from the parts of the orbits close to the X-point, i.e. for ∆ small; the lower limit can actually be substituted by a value ∆ max ∼ 1/ẋ 0 ensuring that the truncated expansion in the square
