



2.1 Jaringan Syaraf Tiruan (JST) 
Jaringan Syaraf Tiruan (JST) merupakan salah satu representasi dari 
sebuah kinerja otak manusia yang disimulasikan ke sebuah sistem atau 
aplikasi tertentu dan mengembangkan simulasi kerja otak manusia ke sebuah 
sistem yang akan dibuat (Kusumadewi, 2004). JST adalah salah satu 
representasi buatan dari kinerja otak manusia dan akan selalu mencoba untuk 
mensimulasikan proses pembelajaran dari kinerja otak manusia tersebut 
(Andrijasa, 2010). JST ialah salah satu sistem pemrosesan informasi yang 
didesain dengan menirukan cara kerja otak yang dimiliki manusia untuk 
menyelesaikan suatu masalah dengan melakukan proses pembelajaran dari 
perubahan pola bobot sinapsisnya. JST mampu mengenali kegiatan dengan 
berbasis masa lalu. Data masa lalu akan dipelajari bagaimana pola bobotnya 
untuk mengambil keputusan terhadap data yang belum dipelajari (Hermawan, 
2006). 
JST memiliki sifat yang adaptif. Sifat adaptif itu sendiri memiliki arti 
yaitu dapat belajar dari data-data sebelumnya dan mengenal pola data yang 
selalu berubah. Selain itu, JST merupakan sistem yang tidak terprogram, 
artinya semua keluaran atau kesimpulan yang ditarik oleh jaringan didasarkan 
pada pengalamannya selama mengikuti proses pembelajaran/pelatihan 
(Puspitaningrum, 2006). JST mampu mengidentifikasi struktur model dan 
efektif dengan menghubungkan input serta output simulasi dan model 
peramalan. (Setiawan dan Rudiyanto, 2004) 
JST dibentuk sebagai generalisasi model matematika dari jaringan 
syaraf biologi, dengan asumsi bahwa : 
1. Pemrosesan informasi banyak terjadi pada elemen sederhana (neuron). 
2. Sinyal akan dikirimkan diantara neuron-neuron melalui penghubung-
penghubung yang ada. 
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3. Penghubung antar neuron memiliki bobot-bobot yang akan memperkuat 
atau memperlemah sinyal yang akan dikirim. 
4. Untuk menentukan output, setiap neuron menggunakan fungsi aktivasi 
yang dikenakan pada jumlah input yang diterima. Besarnya output ini 
selanjutnya dibandingkan dengan suatu batas ambang. 
Hal yang ingin dicapai dengan melatih JST adalah untuk mencapai 
keseimbangan antara kemampuan memorisasi dan generalisasi. Kemampuan 
memorisasi ialah kemampuan yang dimiliki JST dalam mengambil pola masa 
lalu dengan sempurna. Kemampuan generalisasi adalah kemampuan yang 
dimiliki JST dalam menghasilkan respon yang bisa diterima terhadap pola-
pola yang sebelumnya dipelajari. Hal ini sangat bermanfaat bila pada suatu 
saat ke dalam JST itu diinputkan informasi baru yang belum pernah dipelajari, 
maka JST itu masih akan tetap dapat memberikan tanggapan yang baik, 
memberikan keluaran yang mendekati (Puspaningrum, 2006). Jaringan syaraf 
tiruan menyerupai otak manusia dalam 2 hal, yaitu : 
1. Pengetahuan diperoleh jaringan melalui proses belajar. 
2. Kekuatan hubungan antar sel syaraf (neuron) yang dikenal sebagai bobot-
bobot sinaptik digunakan untuk menyimpan pengetahuan. 
JST ditentukan oleh 3 hal (Siang, 2004) : 
1. Pola hubungan antar neuron (disebut arsitektur jaringan). 
2. Metode untuk menentukan bobot penghubung (disebut metode 
training/learning). 
3. Fungsi aktivasi, yaitu fungsi yang digunakan untuk menentukan keluaran 
suatu neuron. 
2.1.1 Karakteristik Jaringan Syaraf Tiruan (JST) 
Karakteristik JST meniru sistem jaringan biologis (manusia), maka 
sistem JST memiliki 3 karakteristik utama (Puspitaningrum, 2006), yaitu : 
1. Arsitektur Jaringan 
Merupakan pola keterhubungan antara neuron. Keterhubungan neuron-
neuron inilah yang membentuk suatu jaringan. Arsitektur JST tersebut berupa 
sebagai berikut (Puspitorini, 2012) : 
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a. Single Layer Network 
Arsitektur JST ini hanya memiliki 1 layer input dan 1 layer output. Setiap 
neuron atau layer input akan langsung berhubungan dengan neuron terluar 
atau layer ouput. Arsitektur jaringan ini akan menerima input dan akan 
langsung melakukan proses keluaran tanpa harus melalui lapisan 
tersembunyi (hidden layer). Contoh algoritma yang menggunakan 
arsitektur ini yaitu perceptron. Gambar 2.1 berikut ini menampilkan 
arsitektur jaringan syaraf tiruan single layer : 
 
Gambar 2.1 Arsitektur Jaringan Syaraf Tiruan Single Layer 
(Puspitorini, 2012) 
b. Multilayer Net 
Multilayer atau biasa disebut lapisan jamak memiliki 3 layer yaitu layer 
input, hidden layer dan layer output. Berbeda dengan arsitektur yang 
menggunakan single layer, arsitektur ini memiliki kelebihan dapat 
menyelesaikan atau memecahkan masalah yang lebih kompleks dan rumit. 
Namun dengan arsitektur ini memerlukan waktu yang lama dan rumit. 
Contoh metode yang menggunakan arsitektur ini adalah backpropagation. 





Gambar 2.2 Arsitektur Jaringan Syaraf Tiruan Multilayer 
(Puspitorini, 2012) 
c. Competitive Layer 
Pasa arsitektur ini masing-masing neuron berlomba untuk berkompetisi 
mencari output atau hak untuk menjadi aktif. Dengan menggunakan 
arsitektur ini maka pencarian atau penentuan kelas dan target yang dicari 
lebih singkat dan tidak memakan waktu yang lama. Contoh metode yang 
menggunakan arsitektur ini adalah LVQ. Gambar 2.3 berikut ini 
menampilkan arsitektur jaringan syaraf tiruan competitive layer : 
 




2. Algoritma Jaringan 
Merupakan metode untuk menentukan nilai bobot hubungan. Ada dua 
metode pada algoritma jaringan saraf tiruan, yaitu metode bagaimana JST 
tersebut melakukan Pelatihan (Pembelajaran) dan, metode bagaimana JST 
tersebut melakukan Pengenalan (Aplikasi). 
3. Fungsi Aktivasi 
Merupakan fungsi untuk menentukan nilai keluaran berdasarkan nilai total 
masukan pada neuron. Fungsi aktivasi suatu algoritma jaringan dapat 
berbeda dengan fungsi aktivasi algoritma jaringan lain. 
2.1.2 Pemodelan Jaringan Syaraf Tiruan (JST) 
Pada model Jaringan Syaraf Tiruan ini memiliki banyak kesamaan 
terhadap jaringan syaraf otak manusia, seperti neuron-neuron yang terdapat 
dalam Jaringan Syaraf Tiruan. Neuron ini berfungsi untuk menyalurkan 
informasi yang didapat ke neuron-neuron lainnya. Hubungan antar neuron 
pada Jaringan Syaraf Tiruan ini dikenal dengan nama bobot (Kusumadewi, 
2004). Gambar 2.4 berikut ini menampilkan struktur neuron jaringan syaraf 
tiruan : 
 
Gambar 2.4 Struktur Neuron Jaringan Syaraf Tiruan (Kusumadewi, 
2004) 
Pada Jaringan Syaraf Tiruan neuron-neuron yang memiliki 
hubungan disebut dengan lapisan neuron (neuron layer). Biasanya hubungan 
neuron yang dimiliki pada sebuah jaringan akan saling berkaitan terkecuali 
dengan neuron input dan output. Informasi yang dirambatkan akan melalui 
banyak neuron yang saling berhubungan yang disebut hidden layer. Biasanya 
setiap hidden layer memiliki fungsi aktivasi tergantung metode yang dipakai. 




Gambar 2.5 Jaringan Syaraf Tiruan Sederhana (Adrijasa, 2010) 
 
2.1.3 Konsep Dasar Jaringan Syaraf Tiruan (JST) 
JST memiliki konsep dasar yang menjadi acuan dalam kinerjanya. 
Konsep yang paling penting ialah lapisan-lapisan yang terpenting dalam 
membangun kinerja JST tersebut. Lapisan-lapisan penyusun JST dapat dibagi 
menjadi 3 yaitu : 
1. Lapisan Input merupakan unit-unit input. Unit input merupakan unit yang 
menerima segala inputan permasalahkan yang dimasukkan dari luar untuk 
diproses. 
2. Lapisan tersembunyi (Hidden Layer) merupakan unit-unit yang berada di 
dalam dan tersembunyi di mana outputnya tidak dapat secara langsung 
diamati. 
3. Lapisan Output merupakan unit-unit di dalam lapisan output. Unit output 
merupakan solusi sebuah permasalahan yang sudah diinput sebelumnya 
pada unit input. 
2.2 Backpropagation Neural Network (BPNN) 
Backpropagation Neural Network (BPNN) merupakan sebuah 
algoritma terawasi yang berupa perceptron yang mempunyai banyak lapisan 
yang digunakan untuk mengubah bobot-bobot yang melalui neuron-neuron 
tersembunyi sehingga menghasilkan output yang akan dihasilkan. Metode ini 
menggunakan error output untuk mengubah bobot-bobot yang masuk dengan 
alur mundur (Siang, 2005). 
Haykin (1998) mengatakan metode BPNN memakai sedikit teori 
dengan memberikan hasil yang diproses lumayan cepat dan tingkat kesalahan 
masih dapat diterima. Dengan menggunakan metode ini jaringan tidak 
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memiliki koneksi khusus untuk melalukan perhitungan mundur dari satu layer 
ke layer yang lain sebelumnya. Namun output layer yang mengalami error 
akan dipropagasikan ke belakang menuju input layer.  
2.2.1 Normalisasi Data 
Normalisasi data bertujuan menyesuaikan data latih dan data uji 
sebelum masuk ke proses pelatihan.  
Setiap data di normalisasi sehingga berada pada range [0,1] dengan 
menggunakan persamaan (Nurmila dan Sugiharto, 2005. Dikutip oleh 
Rahmayuni, 2015) : 
                                                            
        
             
                                   (2.1)                                                                                               
Keterangan : 
x’ : Hasil transformasi data 
xmax : Nilai terbesar 
xmin : Nilai terkecil  
2.2.2 Arsitektur Backpropagation Neural Network (BPNN) 
Dalam BPNN biasanya menggunakan arsitektur Jaringan Syaraf Tiruan 
multilayer, di mana pada terdapat beberapa layer misal input layer, hidden 
layer dan output layer. Berikut ini merupakan arsitektur dari metode BPNN : 
 




Dapat dilihat pada gambar di atas, bahwa metode BPNN memiliki 
beberapa lapisan layer yaitu layer input yang berupa masukkan x, lapisan 
tersembunyi atau hidden layer berupa simbol z dan lapisan output berupa 
simbol y. Bobot antara x dan z disimbolkan dengan v dan bobot antara z dan y 
disimbolkan dengan w. 
BPNN memiliki beberapa unit masukkan pada lapisan tersembunyi 
dengan n buah masukkan (ditambah sebuah bias), sebuah layer tersembunyi 
yang terdiri dari p unit (ditambah sebuah bias), serta m buah unit keluaran 
(Siang, 2009). 
2.2.3 Algoritma Backpropagation (BPNN) 
Algoritma backpropagation merupakan algoritma yang dipakai dalam 
proses prediksi dan peramalan sebuah masalah yang kompleks sehingga dapat 
memberikan solusi yang akurasinya sangat baik. Algoritma BPNN juga baik 
digunakan dalam pengenalan pola pada huruf, angka ataupun tanda tangan dan 
lain-lain. Algoritma ini pun sberfungsi untuk meminimalkan eror yang akan 
terjadi. Algoritma pelatihan galat mundur terdiri dari 2 langkah yaitu 
perambatan maju dan perambatan mundur (Anwar, 2011). 
Terdiri dari 3 fase Pelatihan pada metode BPNN menurut (Siang 2005) 
yaitu : 
1. Fase 1, propagasi maju. 
Dalam fase ini, setiap sinyal masukan dipropagasi (dihitung maju) yang 
menuju layer tersembunyi lalu menuju ke layer keluaran dengan 
menggunakan fungsi aktivasi yang telah ditentukan. 
2. Fase 2, propagasi mundur. 
Kesalahan (selisih antara target yang diinginkan dengan keluaran jaringan) 
yang telah terjadi akan dilakukan propagasi mundur dari garis yang 
berhubungan langsung dengan unit-unit di layar keluaran.  
3. Fase 3, perubahan bobot. 
Modifikasi bobot untuk menurunkan kesalahan-kesalahan yang terjadi. 
Ketiga fase tersebut akan diulang-ulang hingga kondisi penghentian terpenuhi. 
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Algoritma pelatihan untuk backpropagation neural network adalah sebagai 
berikut (Putra, 2010): 
Langkah 0 : inisialisasi bobot (ambil nilai random yang cukup kecil) 
Langkah 1 : selama kondisi berhenti bernilai salah, maka kerjakan langkah 2-9 
Langkah 2 : untuk setiap pasangan, lakukan langkah 3-8 
Tahap perambatan maju (forward propagation) 
Langkah 3: Setiap unit input  (     i=1,2,3,…n) menerima sinyal    dan 
meneruskan sinyal tersebut ke semua unit pada lapisan tersembunyi. 
Langkah 4: Setiap lapisan tersembunyi (     j=1,2,3,…p) menjumlahkan bobot 
sinyal input  dengan persamaan berikut: 
 z_    =     + ∑      
 
                                                       (2.2) 
Gunakan fungsi aktivasi untuk menghitung sinyal output: 
   
 
   
     
                                                                      (2.3) 
Biasanya fungsi aktivasi yang digunakan adalah fungsi sigmoid, kemudian 
mengirimkan sinyal tersebut ke semua unit output. 
Langkah 5: Setiap unit output(              ) menjumlahkan bobot 
sinyal input : 
y_    =     + ∑      
 
                                                    (2.4) 
Gunakan fungsi aktivasi untuk menghitung sinyal output: 
   
 
         
                                                                    (2.5) 
Tahap perambatan balik (backpropagation) 
Langkah 6: Setiap unit output (              ) menerima pola target 
yang berhubungan dengan pola pelatihan input , kemudian hitung error 
dengan persamaan berikut: 




f’adalah turunan dari fungsi aktivasi kemudian hitung koreksi bobot: 
 ∆                                                                       (2.7) 
Kemudian hitung koreksi bias:  
                                                                             (2.8) 
Mengirim harga    ke unit-unit lapisan paling kanan. 
Langkah 7: Setiap unit tersembunyi (              ) menjumlahkan delta 
input -nya (dari unit-unit yang berdada pada lapisan kanannya): 
 δ_    ∑      
 
                                                             (2.9) 
Untuk menghitung informasi error, kalikan nilai ini dengan turunan dari 
fungsi aktivasinya: 
                                                                    (2.10) 
Kemudian hitung koreksi bobot dengan persamaan berikut: 
 ∆                                                                       (2.11) 
Setelah itu, hitung koreksi bias: 
 ∆                                                                           (2.12) 
Perbarui bobot dan bias: 
Langkah 8: Setiap unit output(              ) memperbarui bias dan 
bobot (j=0,1,2,3,…,p) dengan persamaan berikut: 
                                                               (2.13) 
Setiap unit tersembunyi (              ) memperbarui bias dan bobot 
(i=0,1,2,…,n) dengan persamaan berikut: 
                                                                 (2.14) 
Langkah 9: Pengujian kondisi berhenti. 
2.2.4 Fungsi Aktivasi Backpropagation (BPNN) 
Dalam jaringan syaraf tiruan, fungsi aktivasi digunakan untuk 
menentukan keluaran suatu Neuron. Argumen fungsi aktivasi adalah net 
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masukan (kombinasi linier masukan dan bobotnya). Beberapa fungsi aktivasi 
yang digunakan adalah : 
a. Fungsi Threshold (batas ambang). Fungsi Threshold merupakan fungsi 
threshold biner. Untuk kasus bilangan bipolar, maka angka 0 diganti 
dengan angka -1. Adakalanya dalam jaringan syaraf tiruan ditambahkan 
suatu unit masukkan yang nilainya selalu 1. Unit tersebut dikenal dengan 
bias. Bias dapat dipandang sebagai sebuah input yang nilainya selalu 1. 
Bias berfungsi untuk mengubah threshold menjadi = 0 (Kusumadewi, 
2004).   
 
Gambar 2.7 Fungsi Aktivasi Threshold (Kusumadewi, 2004) 




Jika x ≥ a 
Jika x < a 
b. Fungsi Sigmoid 
Fungsi ini sering digunakan karena nilai fungsinya yang sangat mudah 
untuk di diferensiakan. 
     
 
     
 
 
Gambar 2.8 Fungsi Aktivasi Sigmoid (Kusumadewi, 2004) 
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Fungsi aktivasi memiliki beberapa jenis, yaitu fungsi aktivasi sigmoid 
binner, fungsi aktivasi sigmoid bipolar dan fungsi aktivasi identitas. Pada 
penelitian ini fungsi aktivasi yang digunakan ialah fungsi aktivasi sigmoid 
binner.  
Fungsi Sigmoid Biner ini paling sering digunakan. Fungsi ini secara 
khusus menguntungkan dalam penggunaan jaringan syaraf yang dilatih 
dengan backpropagation, karena hubungan yang sederhana diantara nilai 
fungsi pada suatu titik dan nilai derivative pada titik itu mengurangi beban 
perhitungan selama pelatihan. Fungsi logistik sigmoid dengan jangkauan 
dari 0 ke 1 sering digunakan sebagai fungsi aktivasi dari jaringan syaraf, 
dimana nilai output yang diharapkan juga bernilai biner dan nilai tersebut 
berada diantara interval 0 dan 1. 
Persamaan dari sigmoid biner adalah : 
   
                                                            (2.15) 
Dapat dilihat pada Gambar 2.9 yang merupakan kurva sigmoid biner : 
 
Gambar 2.9 Fungsi aktivasi sigmoid biner (Kusumadewi, 2004) 
 
2.3 Akurasi 
Akurasi dari suatu hasil peramalan diukur dengan kebiasaan dan 
kekonsistensian peramalan tersebut. Hasil peramalan dikatakan tidak akurat 
bila peramalan tersebut terlalu tinggi atau terlalu rendah dibandingkan 











konsisten bila besarnya kesalahan relatif kecil. Pengujian akurasi dan tingkat 
error dilakukan dengan menggunakan persamaan matematis (Ratih, 2009 
dikutip oleh Andrian, 2012) : 
                              
               
                
                         (2.18) 
                                                                          (2.19) 
2.4 Mean Square Error (Performance BPNN) 
Mean Square Error (MSE) adalah fungsi kinerja yang sering 
digunakan untuk backpropagation yang dimana fungsi ini akan mengambil 
rata-rata kuadrat error yang terjadi antara output jaringan dan target. 
Persamaan 2.18 adalah rumus dari MSE (Pakaja, 2012 dikutip oleh Margi 
2015) : 





∑       
 
 
                               (2.20)  
2.4.1 Error MSE 
Melakukan pengujian fungsi aktivasi terbaik pada BPNN antara fungsi 
aktivasi sigmoid biner dan sigmoid bipolar. Dalam backpropagation, 
perhitungan unjuk kerja dilakukan berdasarkan kuadrat rata-rata kesalahan 
(MSE). Mean Square Error (MSE) dihitung sebagai berikut : 
1. Hitung keluaran jaringan syaraf buatan untuk masukan pertama aktivasi 
prediksi 
2. Hitung selisih antara nilai target dengan nilai keluaran prediksi 
3. Kuadarat setiap selisih tersebut 
4. Jumlahkan semua kuadrat selisih dari tiap-tiap data pembelajaran  dalam 
satu epoch 
5. Bagi hasil penjumlahan tersebu t dengan jumlah data pembelajaran 
2.5 User Acceptance Test (UAT) 
User Acceptance Test (UAT) merupakan suatu proses pengujian oleh 
pengguna yang dimaksudkan untuk menghasilkan dokumen yang dijadikan 
bukti bahwa software yang telah dikembangkan dapat diterima oleh pengguna, 
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apabila hasil pengujian (testing) sudah bisa dianggap memenuhi kebutuhan 
dari pengguna.  
2.6 Jurusan Ilmu Komunikasi UIN Suska Riau 
Program studi Ilmu Komunikasi pertama kali didirikan pada tahun 
1998. Sebelumnya telah diadakan seminar dan lokakarya tentang penyusunan 
kurikulum Jurusan Ilmu Komunikasi yang dihadiri oleh tokoh dan pakar 
komunikasi dar Fakultas Ilmu Komunikasi UNPAD Bandung yaitu Dr. H. 
Dede Mulyana, MA dan Drs. Elfinaro Endrianto, M.Si. Semiloka tersebut 
menghasilkan kurikulum terpadu antara disiplin Ilmu Komunikasi dan Ilmu 
Keislaman yang merupakan ciri khas program studi Ilmu Komunikasi UIN 
Suska Riau.  
1. Visi 
Menjadikan program studi Jurusan Ilmu Komunikasi sebagai lembaga 
utama untuk memajukan, mengembangkan, dan menerapkan ilmu-ilmu 
komunikasi melalui pendidikan, pengajaran, pengkajian serta pelayanan 
kepada masyarakat. 
2. Misi 
a. Mewujudkan sumber daya manusia yang bermutu yang mampu 
mengembangkan, memajukan dn menerapkan Ilmu Komunikasi secara 
akademik dan profesional dalam rangka penyiaran Islam. 
b. Mewujudkan sumber daya manusia bermoral Islam serta profesional 
dalam bidang komunikasi untuk kepentingan dakwah Islamiyah. 
Jurusan Ilmu Komunikasi UIN Suska Riau mempunyai 3 (tiga) 
konsentrasi jurusan dan masing-masing memiliki kompetensi hail belajar yaitu 
sebagai berikut : 
1. Konsentrasi Jurnalistik 
Mampu menguasai bidang kewartawanan dan menguasai bidang 
kewartawanan, teknik peliputan, editing, lay out dan perwajahan surat 
kabar. Mahasiswa dianjurkan mampu melakukan aktivitas profesi dan 
menerapkan kode etik kewartawanan dan mampu mengelola serta 
menguasai penerbitan surat kabar dan majalah. Mahasiswa yang 
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mengambil konsentrasi jurusan jurnalistik diharuskan sudah mengambil 
mata kuliah prasyarat pengantar jurnalistik, filsafat ilmu dan dasar 
komputer. 
2. Konsentrasi Broadcasting 
Mampu menguasai bidang broadcasting, penyiaran, shooting, editing dan 
dubbing. Mahasiswa mampu memenej produksi siaran televisi, radio dan 
mampu menciptakan karya-karya hiburan yang menghibur. Mahasiswa 
yang mengambil konsentrasi jurusan broadcasting diharuskan sudah 
mengambil mata kuliah prasyarat dasar penyiaran, retorika dan dasar 
komputer. 
3. Konsentrasi Public Relation 
Mampu menguasai bidang kehumasan, MC, keprotokolan, perancangan 
dan design agenda. Mahasiswa mampu merancang suatu event, seminar, 
lokakarya, expo dan lainnya. Mahasiswa yang mengambil konsentrasi 
jurusan public relation diharuskan sudah mengambil mata kuliah prasyarat 
pengantar public relation, sistem sosial budaya Indonesia dan dasar 
komputer. 
2.7 Penelitian Terkait 
Penelitian-penelitian sebelumnya yang telah menggunakan metode 
BPNN termasuk banyak, dengan menyelesaikan kasus yang berbeda-beda dan 
hasil yang diperoleh memiliki akurasi yang tinggi. Hal itu dikarenakan BPNN 
memiliki kemampuan mengenal pola di masa lampau. Penelitian sebelumnya 
dapat pada Tabel 2.1 sebagai berikut : 
Tabel 2.1 Penelitian Terkait Metode Backpropagation 
No Peneliti 
(Tahun) 















- Nilai parameter yang 
digunakan meliputi nilai 
learning rate (α) = 0.9, 
nilai minimal learning 
rate (Mina) = 0.01, dan  
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nilai  pengurangan α 
adalah 0,1. 
- Tingkat akurasi 80%.  
- Semakin banyak jumlah 
data latih, maka nilai 
persentase akurasi 
semakin tinggi. 












Hasil perbandingan terhadap 
pelatihan data : 
MAPE : 0,03% 
Akurasi : 99,97% 










Hasil perbandingan terhadap 
pelatihan data : 
Akurasi : 93,67% 










































- Metode BPNN cocok 
untuk kasus ini. 
- Diperoleh hasil prediksi 
jumlah pengangguran 
pada tahun 2009 adalah 
133.104. Sedangkan hasil 
prediksi jumlah 
pengangguran tahun 2009 
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yang dilakukan oleh BPS 
Provinsi Kalimantan 
Timur adalah 139.830. 




















Jaringan saraf memiliki hasil 
yang lebih baik dalam 
meredam error yang terjadi 
akibat adanya perubahan 
mendadak pada data non 
stasioner dan non homogen, 
seperti terlihat pada 
perbandingan plot residual vs 
order, walaupun terkadang 
MAD maupun MSE-nya 
tidak lebih baik dari metode 
GARCH(1,1) yang mampu 
memberikan fitting  yang 
cukup bagus untuk 
heteroskedastik time series. 


















- Uji coba yang dilakukan 
sebanyak 6 kali dengan 
parameter target error 
0,001, maksimum epoch 
10000 dan learning rate 
mulai dari 0,3 sampai 
dengan 0,8 didapat hasil 
yang memuaskan 
dimana 64 macam pola 
yang diujikan sistem 
dapat mengenali 100% 
pola tersebut dengan 




- Ketika diuji dengan 100 
data sampel nilai siswa 
yang didapat dari 
dokumen sekolah sistem 
dapat mengenali 100% 
data tersebut. 
 
