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Abstract
Determining the location of the maximum of Stirling numbers is a well developed
area. In this paper we give same results for the so-called r-Stirling numbers which
are natural generalizations of Stirling numbers.
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1 Introduction
The Stirling number of the first kind
[
n
m
]
gives the number of permutations of
n elements formed by exactly m disjoint cycles. They satisfy the recurrence
relation [
n
0
]
= δ0n,
[
n
m
]
= (n− 1)
[
n− 1
m
]
+
[
n− 1
m− 1
]
, (1)
As an equivalent definition, the numbers
([
n
k
])n
k=0
are the coefficients of the
next polynomial:
n∑
k=0
[
n
k
]
xk = x(x+ 1)(x+ 2) · · · (x+ n− 1). (2)
The Stirling number of the second kind, denoted by
{
n
m
}
, enumerates the num-
ber of partitions of a set with n elements consisting of m disjoint, nonempty
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sets. The following recurrence relation holds{
n
0
}
= δ0n,
{
n
m
}
= m
{
n− 1
m
}
+
{
n− 1
m− 1
}
. (3)
An alternative definition can be given by the formula
xn =
n∑
k=0
{
n
k
}
x(x− 1)(x− 2) · · · (x− k + 1). (4)
An excellent introduction to these numbers can be found in [9].
A sequence a1, a2, . . . , an is said to be unimodal [25] if its members rise to a
maximum and then decrease, that is, there exist an index k such that
a1 ≤ a2 ≤ · · · ≤ ak,
and
ak ≥ ak+1 ≥ · · · ≥ an.
A stronger property, called log-concavity, implies the unimodality. The se-
quence a1, a2, . . . , an is called log-concave when
a2k ≥ ak+1ak−1 (k = 2, . . . , n− 1), (5)
and it is called strongly log-concave when there is strict inequality in the above
expression.
Newton’s inequality [18] gives a simple test to verify the strong log-concavity.
Theorem 1 (Newton’s inequality) If the polynomial a1x+a2x
2+· · ·+anxn
has only real roots then
a2k ≥ ak+1ak−1
k
k − 1
n− k + 1
n− k (k = 2, . . . , n− 1).
This immediately implies the strict version of (5).
Considering (2), an immediate consequence is that the sequence
([
n
k
])n
k=1
is
strictly log-concave for all n. According to the work of Hammersley [11] and
Erdo˝s [8], much more is true. Namely, the index Kn of the maximal Stirling
number of the first kind is unique for all fixed n > 2:[
n
1
]
<
[
n
2
]
< · · · <
[
n
Kn − 1
]
<
[
n
Kn
]
>
[
n
Kn + 1
]
> · · · >
[
n
n
]
.
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Moreover, the maximizing index is determined by
Kn =
log(n+ 1) + γ − 1 + ζ(2)− ζ(3)
log(n+ 1) + γ − 3
2
+
h(
log(n+ 1) + γ − 3
2
)2
 ,
where [x] denotes the integer part of x, ζ is the Riemann zeta function, γ =
0.5772 . . . is the Euler-Mascheroni constant and −1.1 < h < 1.5. As Erdo˝s
remarked, this can be simplified when n > 188:
[
log n− 1
2
]
< Kn < [log n]. (6)
The situation changes for Stirling numbers of the second kind. There is no
exact closed form for the maximizing index Kn. What is more, we do not know
whether it is unique or not. Although K2 is not unique, since
{
2
1
}
=
{
2
2
}
= 1,
in 1973 Wegner [23] conjectured that for all n ≥ 3 the index Kn is unique.
According to the paper [4], there is no counterexample for 3 < n < 106.
One thing is certain, the Stirling numbers of the second kind form a strongly
log-concave sequence [4,7,18,20].
The papers [10,12,14–16,23] contain a number of estimations for Kn. The most
exact (without any approximative term) was given by Wegner [23]:
Kn<
n
log n− log log n (n ≥ 3), (7)
n
log n
<Kn (n ≥ 18).
Asymptotic properties of the maximizing index were proved in [19,21] and
even by statistical tools in [13]:
Kn ∼ n
log n
,
in the sense that their quotient tends to 1 as n tends to infinity.
We remark that this approximation can be given using the result in [4]. It is
shown that
Kn ∈ {ber(n) − 1c, der(n) − 1e},
where r(n) was defined implicitly by the equation
r(n)er(n) = n.
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Since r(n) is known as the Lambert W function [5] we can use its approxima-
tion [5, p. 349]:
W (z) = log z − log log z + log log z
log z
+O
(
log log z
log z
)2
(z > 3).
This means that
er(n) = eW (n) =
n
log n
e
log logn
logn · · · ∼ n
log n
.
2 Notion of r-Stirling numbers
In the previous section we have introduced the problems on the maximum of
Stirling numbers and presented the solutions. Now we extend the problem to
the natural generalization of Stirling numbers as follows.
For any positive integer r the symbol
[
n
m
]
r
denotes the number of those permu-
tations of the set {1, 2, . . . , n} that have m cycles such that the first r element
are in distinct cycles. The recurrence relation is the same that of ordinary
Stirlings
[
n
m
]
r
= 0, n < r,[
n
m
]
r
= δmr, n = r, (8)[
n
m
]
r
= (n− 1)
[
n− 1
m
]
r
+
[
n− 1
m− 1
]
r
, n > r.
A double generating function is given in [3]:
∞∑
n=0
(
n∑
k=0
[
n+ r
k + r
]
xk
)
zn
n!
=
1
(1− z)r+x . (9)
Let us introduce the r-Stirling numbers of the second kind.
{
n
m
}
r
denotes the
number of those partitions of the set {1, 2, . . . , n} that have m nonempty,
disjoint subsets, such that the first r elements are in distinct subsets. The
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usual recurrence is again the same.{
n
m
}
r
= 0, n < r,{
n
m
}
r
= δmr, n = r, (10){
n
m
}
r
= m
{
n− 1
m
}
r
+
{
n− 1
m− 1
}
r
, n > r.
The identity (4) turns to be
(x+ r)n =
n∑
k=0
{
n+ r
k + r
}
r
x(x− 1) · · · (x− k + 1). (11)
One can identify the ordinary Stirlings to r-Stirlings via[
n
m
]
=
[
n
m
]
0
=
[
n
m
]
1
,{
n
m
}
=
{
n
m
}
0
=
{
n
m
}
1
.
A nice, introductory paper was written by Broder [3].
The question arises immediately: what is true from the results of the first
section with respect to r-Stirling numbers? In the following sections we give
the answer.
3 Results for r-Stirling numbers of the first kind
Theorem 2 The sequence
([
n+r
k+r
])n
k=0
is strongly log-concave (and thus uni-
modal).
Proof. Let us define the following polynomial:
Pn,r(x) :=
n∑
k=0
[
n+ r
k + r
]
r
xk. (12)
It is worth to shift the indices by r to avoid the redundant zeros, since
[
n
k
]
r
= 0
if n < r. The exponential generating function of Pn,r(x) is given in (9), whence
1
(1− z)r+x =
∞∑
n=0
(
r + x− 1 + n
n
)
zn =
∞∑
n=0
Pn,r(x)
n!
zn.
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Comparing the coefficients,
Pn,r(x) = n!
(
r + x− 1 + n
n
)
= (x+ r)(x+ r + 1) · · · (x+ r + n− 1). (13)
Therefore the roots of Pn,r(x) are real. Applying Newton’s inequality, the proof
is complete. 2
In what follows letK1n,r denote the maximizing index of the sequence
([
n
k
]
r
)n
k=0
(the upper index 1 refers to the kind). To find the estimation of K1n,r we have
to remark that the numbers
[
n
k
]
for a fixed n, are the elementary symmetric
functions of the numbers 1, . . . , n, while the numbers
[
n
k
]
r
are the elementary
symmetric functions of the numbers r, . . . , n (see [3,8]). That is, for a fixed n,
the (0-)Stirling numbers are the sums of the products of the first n natural
numbers taken k at a time and r-Stirling numbers are the sums of the products
of the r, . . . , n natural numbers taken k at a time. This was detailed in [3]:[
n
n− k
]
r
=
∑
r≤i1<i2<···<ik<n
i1i2 · · · ik (n, k ≥ 0). (14)
Now we cite a theorem of Erdo˝s and Stone [8]:
Theorem 3 (P. Erdo˝s and A. H. Stone) Let u1 < u2 < · · · be an infinite
sequence of positive real numbers such that
∞∑
i=1
1
ui
=∞ and
∞∑
i=1
1
u2i
<∞.
Denote by Σn,k the sum of the product of the first n of them taken k at a time
and denote by Kn the largest value of k for which Σn,k assumes its maximum
value. Then
Kn = n−
[
n∑
i=1
1
ui
−
n∑
i=1
1
u2i
(
1 +
1
ui
)−1
+ o(1)
]
.
It is obvious from (14) that [
n
k
]
r
= Σn−r,n−k (15)
with the sequence u1 = r, u2 = r+1, . . . . As a consequence, we get the parallel
result of (6):
Theorem 4 The largest index for which the sequence
([
n
k
])n
k=0
assumes its
6
maximum is given by the approximation
K1n,r = r +
[
log
(
n− 1
r − 1
)
− 1
r
+ o(1)
]
.
Proof. If we choose u1 = r, u2 = r+1, . . . then, by (15), the maximizing index
K1n,r equals to
r+
[
1
r
+
1
r + 1
+ · · ·+ 1
n− 1 −
∞∑
i=1
1
(r + i− 1)(r + i) + o(1)
]
= r+
[
log
(
n− 1
r − 1
)
− 1
r
+ o(1)
]
,
since it is well known that
1
1
+
1
2
+ · · ·+ 1
n
= log n+ γ + o(1).
The additive term r comes from the fact that the first nonzero symmetric
function belongs to the index k = r in the sequence
([
n
k
])n
k=0
. 2
Example 5 We give an elementary application: the maximal element of the
sequence
([
30
k
]
3
)30
k=0
belongs to the index
K130,3 = 3 +
[
log
(
30− 1
3− 1
)
− 1
3
+ o(1)
]
= 5.
Indeed, [
30
5
]
3
= 1.259 · 1031
is maximal, as one can see with any computer algebra system using the recur-
rence relations (8).
4 Results for r-Stirling numbers of the second kind
To formulate our results, we prove the following theorem.
Theorem 6 The sequence
({
n+r
k+r
}
r
)n
k=0
is strongly log-concave.
Proof. As before, we define the polynomial
Bn,r(x) :=
n∑
k=0
{
n+ r
k + r
}
r
xk. (16)
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Using the recurrence relation (10),
Bn,r(x)=
n∑
k=0
(k + r)
{
n− 1 + r
k + r
}
r
xk +
n∑
k=0
(k + r)
{
n− 1 + r
k − 1 + r
}
r
xk
=
1
xr−1
n−1∑
k=0
(k + r)
{
n− 1 + r
k + r
}
r
xk+r−1 + xBn−1,r(x)
=
1
xr−1
∂
∂x
(xrBn−1,r(x)) + xBn−1,r(x).
From this we get a recurrence relation to the polynomials Bn,r(x):
Bn,r(x) = x
(
∂
∂x
Bn−1,r(x) +Bn−1,r(x)
)
+ rBn−1,r(x). (17)
This equation implies the identity
exxrBn,r(x) = x
∂
∂x
(exxrBn−1,r(x)) . (18)
Moreover, by the definition (16), Bn−1,r(x) > 0 if x ≥ 0. We prove the remain-
ing part by induction. Since B1,r(x) = x + r, its root is real (and negative).
Now assume that all of the roots of Bn−1,r(x) are real and negative.
So Rolle’s theorem gives that on the right hand side of (18) there are n − 1
negative roots beside the root x = 0 with multiplicity r. Because the function
on the left hand side must have exactly n+ r finite roots, the missing one can
not be complex. Since Bn,r(x) > 0 if x ≥ 0, it must be negative, too. Newton’s
theorem completes the proof. 2
Remark 7 The Bell polynomials are defined as
Bn(x) =
n∑
k=0
{
n
k
}
xk.
The Bell numbers are Bn = Bn(0). Therefore the definition (16) can be con-
sidered as a generalization of these numbers and polynomials in the special
case Bn(x) = Bn,0(x).
We continue with the following lemma which is a partial generalization of the
so-called Bonferroni-inequality (see [23,24]).
Lemma 8 We have
(m+ r)n
m!
− (m− 1 + r)
n
(m− 1)! <
{
n+ r
m+ r
}
r
<
(m+ r)n
m!
,
8
for all n ≥ m > 0.
Proof. Equation (11) yields that
(m+ r)n =
m∑
k=0
{
n+ r
k + r
}
r
m!
(m− k)! .
Hence
(m+ r)n
m!
=
m−1∑
k=0
{
n+ r
k + r
}
r
1
(m− k)! +
{
n+ r
m+ r
}
r
,
therefore the inequality on the right hand side is valid. Applying (11) again,
we get
{
n+ r
m+ r
}
r
>
(m+ r)n
m!
−
m−1∑
k=0
{
n+ r
k + r
}
r
1
(m− 1− k)!
=
(m+ r)n
m!
− (m− 1 + r)
n
(m− 1)! .
2
Since the sequence
({
n
k
}
r
)n
k=r
is strongly log-concave, there exist an index K2n,r
for which
· · · <
{
n
K2n,r − 1
}
r
≤
{
n
K2n,r
}
r
>
{
n
K2n,r + 1
}
r
> · · ·
Now we give estimations of the maximizing index K2n,r for r-Stirling numbers
of the second kind.
Theorem 9 Let K2n,r be the greatest maximizing index shown above. Then
K2n,r<
n− r
log(n− r)− log log(n− r) (n ≥ r + 3),
n− r
log(n− r) <K
2
n,r (n ≥ r +max {18, log 2/ log (1 + 1/r)}) .
Proof. It is convenient again to shift the indices. To prove the upper estimation,
we apply equation (32) of [3]:{
n+ r
k + r
}
r
=
n∑
j=0
(
n
j
){
j
k
}
1
rn−j,
9
therefore{
n+ r
k + r
}
r
−
{
n+ r
k − 1 + r
}
r
=
n∑
j=0
(
n
j
)[{
j
k
}
1
−
{
j
k − 1
}
1
]
rn−j.
The terms
{
j
k
}
1
−
{
j
k−1
}
1
are surely negative if k > K2n,1 because of the
strong log-concavity of Stirling numbers of the second kind and the fact that
K2n,1 ≥ K2n−1,1 for all n (see [7,20]). Thus
{
n+r
k+r
}
r
<
{
n+r
k−1+r
}
r
for all k > K2n,1,
whence K2n+r,r < K
2
n,1 follows. Wegner’s estimation in (7) validates the upper
estimation.
To prove the lower estimation, we use the generalized Bonferroni’s inequality
stated in Lemma 8. above. For the sake of simplicity, let us defineM byK2n+r,r.
Then
0>
{
n+ r
M + 1
}
r
−
{
n+ r
M
}
r
≥ (M + 1)
n
(M + 1− r)! −
Mn
(M − r)! −
Mn
(M − r)!
=
1
(M − r)!
(
(M + 1)n
M + 1− r − 2M
n
)
. (19)
Let us introduce the function
fn,r(x) :=
xn−1
1− r
x
− 2(x− 1)n,
and its logarithm
gn,r(x) := log fn,r(x) = (n− 1) log x− n log(x− 1)− log 2− log
(
1− r
x
)
.
Then it is obvious that the last part of (19) can be written in the form
1
(M − r)!
(
(M + 1)n
M + 1− r − 2M
n
)
=
1
(M − r)!fn,r(M + 1) (20)
First, we determine the number of roots of fn,r(x). If fn,r(x) = 0 then(
1 +
1
x− 1
)n
= 2(x− r).
The left hand side is a strictly decreasing and the right hand side is a strictly
increasing function of x, so there is at most one solution. But
fn,r(r + 1) > 0 if n >
log 2
log
(
1 + 1
r
) , (21)
10
(according to (19), all of the interesting values of x are not less than r + 1)
and
lim
x→∞ fn,r(x) = −∞,
therefore fn,r(x) must have at least one root. Consequently, fn,r has exactly
one root Zn,r, say, and fn,r(x) > 0 if x < Zn,r and fn,r(x) < 0 if x > Zn,r.
Considering (20) we get that M + 1 > Zn,r.
On can easily see that the sign of gn,r(x) is the same as of fn,r(x) for all x and
thus gn,r(Zn,r) = 0, too. We collect these results in the next formula:
fn,r(x), gn,r(x)

> 0 r < x < Zn,r,
= 0 x = Zn,r,
< 0 x > Zn,r,
if the condition under (21) holds for n.
The function gn,r(x) can be separated into the terms
gn,r(x) = hn(x)− log
(
1− r
x
)
.
The function hn(x) was examined in the paper of Wegner [23] under the no-
tation gn,2(x) and he proved that
hn
(
n
log n
+ 1
)
> 0 (n ≥ 18) (22)
and thus the zero of hn is greater than
n
logn
+ 1.
Since hn has the same monotonicity as gn,r (see [23] again), the root of gn,r(x)
is greater than the root of hn(x) because the second term − log(1 − r/x) is
positive for x > r. Thus n
logn
+ 1 < Zn,r < M + 1. Collecting the necessary
conditions on n (see (21),(22)) and considering that M = K2n+r,r, the proof is
complete. 2
Example 10 We give an application of this case, too. The theorem states that
12.78 =
50
log 50
< K258,8 <
50
log 50− log log 50 = 19.62.
In fact, {
58
19
}
8
= 9.687 · 1055,
and this is really the maximal.
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Remark 11 We mentioned in the proof of Theorem 9. that K2n+1,1 = K
2
n,1 or
K2n,1 + 1. There are two proofs in [7] and [20]. The proof in [7] can be used
without any modification to prove that
K2n+1,r = K
2
n,r or K
2
n,r + 1 (r > 1).
5 An asymptotic formula for r-Stirling numbers of the second kind
Finally, Lemma 8. enables us to give another result. It is known [17] that{
n
m
}
∼ m
n
m!
.
Bonferroni’s generalized result yields that this asymptotic formula has the
form {
n+ r
m+ r
}
r
∼ (m+ r)
n
m!
.
The proof is straightforward, since
1−
(
m+ r − 1
m+ r
)n
m <
m!
(m+ r)n
{
n+ r
m+ r
}
r
< 1,
and the left hand side tends to 1 as n tends to infinity (m = 0, 1, . . . ).
6 Some notes on Darroch’s theorem
The following useful theorem was proved by Darroch [2,6]:
Theorem 12 (J. N. Darroch) Let A(x) =
∑n
k=0 akx
k be a polynomial that
has real roots only that satisfies A(1) > 0. In other words, A(x) has the form
A(x) = an
n∏
j=1
(x+ rj),
where rj > 0. Let Kn be the leftmost maximizing index for the sequence
a0, a1, . . . , an and let
µ =
A′(1)
A(1)
=
n∑
j=1
1
rj + 1
.
Then we have
|Kn − µ| < 1.
12
In the proof of Theorem 2. we can find that
Pn,r(x) :=
n∑
k=0
[
n+ r
k + r
]
r
xk = (x+ r)(x+ r + 1) · · · (x+ r + n− 1),
therefore we immediately get the next
Corollary 13 Darroch’s theorem yields that∣∣∣∣K1n+r,r − ( 1r + 1 + 1r + 2 + · · ·+ 1r + n
)∣∣∣∣ < 1,
which is the same as the consequence of Erdo˝s’ theorem (Theorem 4.).
The case of Stirling numbers of the second kind is a bit more difficult. We
proved earlier (see (17)) that
B′n,r(x) =
Bn+1,r(x)
x
− rBn,r(x)
x
−Bn,r(x).
Thus
µ =
B′n,r(1)
Bn,r(1)
=
Bn+1,r
Bn,r
− (r + 1).
Corollary 14 We have∣∣∣∣∣K2n+r,r −
(
Bn+1,r
Bn,r
− (r + 1)
)∣∣∣∣∣ < 1,
which is a straight generalization of Harper’s result [13].
7 Normality of r-Stirling numbers
As an other application of the real zero property of the polynomials (12)
and (16) we prove that the coefficients of these polynomials – the r-Stirling
numbers – are normally distributed.
Let an(k) be a triangular array of nonnegative real numbers, n = 1, 2, . . . ; k =
0, 1, . . . ,m (m depends on n). Let Xn be a random variable such that
P (Xn = k) = pn(k) =
an(k)∑m
j=0 an(j)
,
and let
gn(x) =
n∑
k=0
pn(k)x
k.
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We use the notation X˜ = X−E(X)√
Var(X)
. Finally, Xn → N (0, 1) means that Xn
converges in distribution to the standard normal variable. One can read more
on these notions in [22]. An application of the following theorem will be given.
Theorem 15 (E. A. Bender [1]) Using the notations as above, if gn(x) has
real roots only, and
σn =
√
Var(Xn) =
m∑
i=1
r
(n)
i(
r
(n)
i + 1
)2 →∞,
then X˜n → N (0, 1). Here (−ri)’s are the roots of gn(x).
The Stirling numbers of the first and second kind are normal in this sense.
These facts were proved by Goncharov and Harper, respectively [22]. We prove
that these statements stand for r-Stirling numbers, too.
First, let an(k) =
[
n+r
k+r
]
r
. Then, because of (13),
σn =
n−1∑
k=0
k + r
(k + r + 1)2
→∞.
So the conditions of Bender’s theorem are fulfilled.
A result of Rucinski and Voigt [22, p. 223.] says that if
xn =
n∑
k=0
an(k)(x− c0) · · · (x− ck−1)
holds for some nonnegative arithmetic progression c0, c1, . . . , then the array
an(k) is normal. Equation (11) with the substitution x ; x− r immediately
yields that an(k) =
{
n+r
k+r
}
r
is normal.
Acknowledgement
I would like to thank Professor Miklo´s Bo´na for his valuable advice and im-
provements.
References
[1] E. A. Bender, Central and local limit theorems applied to asymptotic
enumeration, J. Combin. Theory Ser. A 15 (1973) 91-111.
[2] M. Bo´na, Real Zeros and Partitions without singleton blocks
(manuscript).
14
[3] A. Z. Broder, The r-Stirling numbers, Discrete Math. 49 (1984) 241-259.
[4] E. R. Canfield, C. Pomerance, On the problem of uniqueness for the
maximum Stirling number(s) of the second kind, Integers 2, Paper A01
(2002).
[5] R. M. Corless, G. H. Gonnet, D. E. G. Hare, D. J. Jeffrey, D. E. Knuth,
On the Lambert W Function, Adv. Comput. Math. 5 (1996) 329-359.
[6] J. N. Darroch, On the distribution of the number of successes in
independent trials, Ann. Math. Stat. 35 (1964) 1317-1321.
[7] A. J. Dobson, A note on Stirling numbers of the second kind, J. Combin.
Theory 5 (1968) 212-214.
[8] P. Erdo˝s, On a conjecture of Hammersley, J. London Math. Soc. 28
(1953) 232-236.
[9] R. L. Graham, D. E. Knuth, O. Patashnik, Concrete Mathematics,
Addison-Wesley, Reading, MA, 1989.
[10] B. Gu¨nter, U¨ber eine Verallgemeinerung der Differenzengleichung der
Stirlingschen Zahlen 2. Art und Einige damit zusammenha¨ngende
Fragen, J. Reine Angew. Math. 233 (1968) 213-220.
[11] J. M. Hammersley, The sums of products of the natural numbers, Proc.
London Math. Soc. 3(1) (1951) 435-452.
[12] H. Harborth, U¨ber das maximum bei Stirlingschen Zahlen 2. Art, J.
Reine Angew. Math. 230 (1968) 213-214.
[13] L. H. Harper, Stirling behavior is asymptotically normal, Ann. Math.
Stat. 38 (1967) 410-414.
[14] H-J. Kanold, U¨ber Stirlingschen Zahlen 2. Art, J. Reine Angew. Math.
229 (1968) 188-193.
[15] H-J. Kanold, U¨ber eine asymptotische Abscha¨tzung bei Stirlingschen
Zahlen 2. Art, J. Reine Angew. Math. 230 (1968) 211-212.
[16] H-J. Kanold, Einige neuere Abscha¨tzungen bei Stirlingschen Zahlen 2.
Art, J. Reine Angew. Math. 239 (1969) 148-160.
[17] A. D. Korshunov, Asymptotic behaviour of Stirling numbers of the
second kind, Diskret. Analiz. 39 (1983) 24-41.
[18] E. H. Lieb, Concavity properties and a generating function for Stirling
numbers, J. Combin. Theory 5 (1968) 203-206.
[19] V. V. Menon, On the maximum of Stirling numbers of the second kind,
J. Combin. Theory Ser. A 15 (1973) 11-24.
[20] R. Mullin, On Rota’s problem concerning partitions, Aequationes Math.
2 (1969) 98-104.
15
[21] B. C. Rennie, A. J. Dobson, On Stirling numbers of the second kind,
J. Combin. Theory 7 (1969) 116-121.
[22] A. Rucinski, T. Luczak, S. Janson, Random Graphs vol. 2., John Wiley,
New York, 1992, 215-231.
[23] H. Wegner, H. U¨ber das Maximum bei Stirlingschen Zahlen zweiter Art,
J. Reine Angew. Math. 262/263 (1973) 134-143.
[24] H. Wegner, Stirling numbers of the second kind and Bonferroni’s
inequalities, Elem. Math. 60 (2005) 124-129.
[25] H. S. Wilf, Generatingfunctionology, Academic Press, Harcourt Brace
Jovanovich, 1994.
16
