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Abstract
We consider the 1D periodic Jacobi matrices. The spectrum of this operator is purely
absolutely continuous and consists of intervals separated by gaps. We solve the inverse
problem (including characterization) in terms of vertical slits on the quasimomentum
domain . Furthermore, we obtain a priori two-sided estimates for vertical slits in terms
of Jacoby matrices.
1 Introduction and main results
Consider the Jacobi matrices L on l2(Z) given by (Ly)n = an−1yn−1+ anyn+1+ bnyn, n ∈ Z,
where an = e
xn > 0, xn, bn ∈ R are N−periodic sequences and let
x = (xn)
N
1 , b = (bn)
N
1 , p = (x, b) ∈ H 2, H ≡
{
b ∈ RN :
N∑
1
bn = 0
}
. (1.1)
since we can take the number an such that a1a2..aN = 1 (after the multiplication on some
number). Introduce fundamental solutions ϕ = (ϕn(λ, p))n∈Z and ϑ = (ϑn(λ, p))n∈Z of the
equation
an−1yn−1 + anyn+1 + bnyn = λyn, (λ, n) ∈ C× Z, (1.2)
with initial conditions ϕ0 ≡ ϑ1 ≡ 0, ϕ1 ≡ ϑ0 ≡ 1. The function ∆(λ, p) = ϕN+1(λ, p) +
ϑN(λ, p) is called the Lyapunov function for the operator L. The functions ∆, ϕn and ϑn, n >
1 are polynomials of (λ, a, b) ∈ C2N+1. It is well known [vM] that the spectrum of L is
absolutely continuous and consists of N intervals σn = [λ
+
n−1, λ
−
n ], n ∈ NN = {1, ..., N},
where λ±n = λ
±
n (p) and λ
+
N ≡ λ+0 < λ−1 6 λ+1 < ... < λ−N−1 6 λ+N−1 < λ−N . These intervals
are separated by gaps γn = (λ
−
n , λ
+
n ) of lengths |γn| > 0. If a gap γn is degenerate, i.e.
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|γn| = 0, then the corresponding segments σn, σn+1 merge. The spectrum of L is given by
σ(p) = {λ ∈ R : |∆(λ, p)| 6 2} and note that (−1)N−n∆(λ±n , p) = 2, n ∈ NN . For each
n ∈ NN−1 there exists unique λn = λn(p) ∈ [λ−n , λ+n ] such that
∆′(λn, p) = 0, ∆
′′(λn, p) 6= 0, (−1)sn∆(λn, p) > 2, sn = N − n. (1.3)
Here and below we use the notation ( ′) = ∂/∂λ. Let µn = µn(p) be the zeros of ϑN+1(λ, p).
It is well known that µn ∈ [λ−n , λ+n ], n ∈ NN−1. Define the Marchenko-Ostrovski mapping
h : H 2 → R2N−2 by h(p) = (hn(p))N−11 , where the components hn = (h1n, h2n) ∈ R2 and
h1n = log[(−1)snϑN(µn)], h2n = ||hn|2 − h21n|1/2sign(λn − µn). (1.4)
Note that (−1)snϑN (µn) > 0. Here the function |hn(p)|2, p ∈ H 2, is defined by
2 cosh |hn| = (−1)sn∆(λn(p), p), p ∈ H 2. (1.5)
The Wronskian identity ϑNϕN+1 − ϑN+1ϕN = 1 and (1.4) imply
ϕN+1(µn, p)ϑN (µn, p) = 1, (−1)sn∆(µn(p), p) = 2 cosh h1n, n ∈ NN−1. (1.6)
Note that (1.6),(1.5) gives |hn|2 − h21n > 0, since (−1)sn∆ has the maximum at λn on the
segment [λ−n , λ
+
n ]. We formulate our main result.
Theorem 1.1. The mapping h : H 2 → R2N−2 is a real analytic isomorphism between H 2
and R2N−2. Moreover, the following estimates hold (here c =
λ−
N
−λ+
0
2
)
(1/4)e2h+ < c2 <
N∑
1
(b2n + 2a
2
n) < 4Nc
2 < 32Ne2h+ , h+ ≡ max |hn|, a = (an)N1 . (1.7)
Remark. The vector a = (an)
N
1 belongs to the manifold A ≡
{
a ∈ RN+ :
∏N
1
an = 1
}
⊂ RN .
The map ρ : A → H given by ρ(a) = x, xn = log an, is a real analytic isomorphism between
A and H . Then by Theorem 1, the map h ◦ (ρ × I) : A ×H → R2N−2 is a real analytic
isomorphism between A ×H and R2N−2.
The mapping h is some analog of the Marchenko and Ostrovski mapping for the continu-
ous case [MO] and h has the similar geometric interpretation in terms of conformal mapping
(see [MO], [K1]). We extend the result of Marchenko and Ostrovski about the height-slit
mapping for the Hill operator (see [MO], [K], [K1]) to the case of the periodic Jacobi matrix.
We describe the geometric sense of the map h. Introduce a domain Λ = C \ ∪N−11 γn and a
quasimomentum domain K = {k : 0 6 Re k 6 Npi}\∪N−11 Γn, Γn = (pin+ i|hn|, pin− i|hn|).
Corollary 1.2. For each h ∈ R2N−2 there exist a unique p ∈ H 2 and a unique conformal
mapping k : Λ→ K such that following identities and asymptotics hold:
2 cos k(λ) = (−1)N∆(λ, p), λ ∈ Λ, and k(it)→ ±i∞ as t→ ±∞, (1.8)
k(λn(p)± i0) = pin± i|hn|, k(µn(p)± i0) = pin± ih1n, n ∈ NN−1. (1.9)
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Remark about recovering. The function k : Λ → K has the properties: k(σn) =
[pi(n − 1), pin], n ∈ NN and k(γn) = Γn, n ∈ NN−1. Thus if we know (|hn|)N−11 , then we
obtain Λ. Furthermore, (1.9) gives all µn, n ∈ NN−1. Then the standard algorithm for
µn, h1n, n ∈ NN−1 determines a, b, see p.50, [vM] where reconstruction of (a, b) in terms of
spectral data was treated already earlier.
Proof. By Theorem 1.1, for each h ∈ R2N−2 there exists unique p ∈ H 2 such that identities
(1.4)-(1.6) hold true. Moreover, for any p ∈ H 2 there exists a unique conformal mapping
k : Λ→ K with the properties (1.8) (see [KoK]), which together with (1.4)-(1.6) yields (1.9).
In order to prove Theorem 1.1 we use the direct approach from [KK], based on a theorem
from nonlinear functional analysis. We improve a ”basic theorem” of the direct method.
Theorem A. Let H ,H0 be Hilbert spaces equipped with norms ‖ · ‖, ‖ · ‖0. Let a map
f : H → H0 satisfy conditions:
i) f is a local homeomorphism,
ii) f − f0 maps a weakly convergent sequence in H into a strongly convergent sequence in
H0, where f0 : H → H0 is a homeomorphism between H and H0,
iii) ‖f(x)‖0 →∞ as ‖x‖ → ∞ and f−1(0) = 0.
Then f is a homeomorphism between H and H0.
Remark. We recall definitions. Let H ,H0 be Hilbert spaces. The derivative of a map
f : H → H0 at a point p ∈ H is a bounded linear map from H into H0, which we denote
by dpf . A map f : H → H0 is a real analytic isomorphism between H and H0 if f is
one-to-one and onto and both f and f−1 are real analytic maps of the space. Let f satisfy all
conditions in Theorem A and f be real analytic ( or of class Cs, s > 1), and let the operator
dpf have an inverse for all p ∈ H . Then Theorem A and the Inverse Function Theorem
yield that f is a real analytic (respectively, Cs-) isomorphism between H ,H0.
There are various methods of solving inverse problems for periodic potentials, see [MO],
[GT],[vM], [KK], [K]. Recently, the author [K1] extended the results of [MO], [GT], [K] for
the case −y′′ + uy to the case of distributions, i.e. −y′′ + u′y on L2(R), where periodic
u ∈ L2loc(R). We know only three papers about the characterization of the spectrum of
periodic Jacobi matrices [Pe], [BGGK], [K2]. Following the Marchenko-Ostrovski approach
[MO], Perkolab [Pe] obtained characterization of the spectrum of periodic Jacobi matrices,
but he did not show that h is a homeomorphism between H 2 and R2N−2. In fact, he proved
some analog of Corollary 1.2. In [BGGK], [K2] the inverse problems in terms of gap lengths
were solved.
The plan of the paper is as follows. Firstly, we prove Theorem A. Secondly we verify
conditions i)-iii) of Theorem A for the mapping h and here we essentially use the paper
[K]. The analyticity of h1n is a simple fact. The main problem is analyticity of h2n and
Lemma 2.2 is crucial. To check ii), we prove that each Freche´t derivative dph, p ∈ H 2 is
invertible. We assume that there exists g ∈ H 2, g 6= 0 such that (dph)g = 0. We define
the polynomial f(λ) ≡< (∂∆)(λ, p), g >, λ ∈ C, of degree N − 2 with respect to λ (< ·, · >
is the inner product in R2N) and show that f ≡ 0. Using the last fact and the result that
{dph1n, dpµn}N−11 is a basis of H 2 [vM], we get that {dph1n, dph2n}N−11 is a basis of H 2,
which yields g = 0, i.e., we have a contradiction. The verification of iii) is based on the
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estimates from [KoK].
The motivation of this paper is to study the inverse problem for the Schro¨dinger operator,
i.e., an = 1, n ∈ Z. Note that a characterization for this case is absent, see [KKu].
2 Proof
Proof of Theorem A. Using Conditions i), we see that the set f(H ) is open. We prove
that it is also closed. Suppose that hn = f(qn) → h strongly as n → ∞ for some qn ∈
H . Then Condition iii) yields sup ‖qn‖ < ∞. Hence there exists a subsequence {qnm}∞m=1
such that qnm → q weakly as m→∞. Therefore, for K = f − f0 Condition ii) implies
hnm −K(qnm) = f0(qnm)→ h−K(q) as m→∞. Then qnm → q strongly as m→∞, since
f0 is a homeomorphism between H and H0. Thus f(H ) is closed.
We show that f is an injection. We introduce the set S = {q ∈ H : f(q) = f(p) for some
q 6= p ∈ H }. We will show that S = ∅. Firstly, S is open, since f is a local isomorphism.
Secondly we prove that S is closed. Suppose that qn → q strongly as n → ∞ and
f(qn) = f(pn) for some qn, pn ∈ S and qn 6= pn. Then hn = f(qn) = f(pn) → h strongly
as n → ∞. Then Condition iii) yields sup ‖pn‖ < ∞. Hence there exists a subsequence
{pnm}∞m=1 such that pnm → p weakly as m→∞. Therefore, Condition ii) implies hnm −
K(pnm) = f0(pnm) → h−K(p) as m → ∞. Then pnm → p strongly as m → ∞, since f0 is
a homeomorphism between H and H0. Assume q = p. Then f is a local homeomorphism
and f(qnm) = f(pnm), qnm 6= pnm in a small neighborhood of q. We have a contradiction.
Thus q 6= p and S is closed. Condition f−1(0) = 0 yields S 6= H , then S = ∅.
Recall that the zeros of ϕn(λ) are real, simple and strictly interlace those of ϕn+1(λ).
Moreover, the zeros of ϑn(λ) are real, simple and strictly interlace those of ϕn(λ). We recall
the well known identities
ϑn(λ, p) = − a0
a1..an−1
λn−2 +O(λn−3), ϕn(λ, p) =
λn−1
a1..an−1
+O(λn−2), (2.1)
∆(λ, p) = λN − λ
N−2
2
H −O(λN−3).., H = b2 + 2a2. (2.2)
Let ∂ = ∂p. We need the simple results.
Lemma 2.1. The functions µn, λn, ξn ≡ |hn|2, n ∈ NN−1 are real analytic on H 2 and the
following identities are fulfilled:
dpµn = −∂ϑN+1(µn(p), p)
ϑ′N+1(µn, p)
, (2.3)
dpλn = −∂∆
′(λn(p), p)
∆′′(λn, p)
, (2.4)
dpξn = (−1)sn ∂∆(λn(p), p)
(d cosh
√
ξn/dξn)
, sn = N − n. (2.5)
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Proof. The function ∆′(λ, p) is a polynomial of degree N − 1 in λ, whose coefficients are
polynomials in the components of p. Therefore, its roots λn, n ∈ NN−1 are continuous
functions of p. Moreover, these roots are simple, then they are real analytic on H 2. To
calculate the gradient, we observe that ∆′(λn(p), p) = 0. Hence
0 = dp{∆′(λn(p), p)} = ∆′′(λn(p), p)dpλn + ∂∆′(λn, p),
which implies (2.4). The proof for µn is similar. The functions µn and ∆ are real analytic,
then ξn is so. The differentiation of (−1)n∆(λn(p), p) = cosh
√
ξn(p) yields
(−1)n(d cosh
√
ξn/dξn)dpξn = ∂∆(λn(p), p) + ∆
′(λn(p), p)dpλn(p),
and the identity ∆′(λn(p), p) = 0 implies (2.5).
We need the result concerning the mapping hn(·).
Lemma 2.2. Each function hn(·), n ∈ NN−1, is real analytic on H 2 and the following
identities hold
dph1n =
ϑ′N (µn(p), p)dµn + ∂ϑN (µn(p), p)
ϑN(µn(p), p)
, (2.6)
(−1)sn(sinh h1n)dph1n = ∂∆(µn(p), p) + ∆′(νn(p), p)dpµn. (2.7)
Moreover, there exists a real analytic and positive function βn on H
2 such that
h2n(p) = βn(p)(λn(p)− µn(p)), all p ∈ H 2. (2.8)
Proof. By Lemma 2.1, each h1n is real analytic. Using Lemma 2.1 and differentiating
log(−1)snϑN (µn(p), p), we obtain (2.6). The differentiation of 2 cosh h1n = (−1)sn∆(µn(p), p)
gives (2.7). Introduce the function fn(p) = f(ξn(p), ξ1n(p)), p ∈ H 2, where
f(x, y) = 2
(1
2
+
(x+ y)
4!
+
(x2 + xy + y2)
6!
+ . . .+
xn − yn
(2n)!(x− y) + ...
)
, ξ1n = h
2
1n, ξn = h
2
n.
f is an entire function of two parameters x, y ∈ C and f(x, y) > 0 if x > 0, y > 0. Then
fn(·) is a real analytic and positive on H 2. Let µn = µn(p), λn = λn(p). Fixing p ∈ H 2, we
apply Taylor’s formula for ∆(λ, p) with remainder in integral form, at λ = λn :
0 6 (−1)sn(∆(λn, p)−∆(µn, p)) = τ 2ngn(p)/2, τn = µn − λn,
gn(p) ≡ (−1)sn+1
(
∆′′(λn, p) + τn(p)
∫
1
0
(1− t)2∆′′′(λn + tτn(p), p)dt
)
.
Using the properties of ∆, µn, λn we get that the function gn is real analytic and positive on
H 2. Introduce the real analytic and positive function yn = gn(p)/fn(p) on H
2. Then we
can define a real analytic and positive function βn =
√
yn on H
2. Identities (1.5),(1.6) yield
τ 2ngn/2 = (−1)n(∆(λn, ·)−∆(µn, ·)) = cosh
√
ξn − cosh
√
ξ1n = (ξn − ξ1n)fn/2.
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Therefore, we obtain ξn − ξ1n = τ 2nyn, which implies (2.8), indeed:
h2n(p) = |ξn(p)− ξ1n(p)|1/2sign(λn(p)− µn(p)) = (λn(p)− µn(p))βn(p), p ∈ H 2,
therefore, the function h2n is real analytic on H
2.
We prove the main theorem.
Proof of Theorem 1.1. We check all conditions of Theorem A for h : H 2 → R2N−2.
We check i). By Lemma 2.2, the function h(·) is real analytic on H 2. We prove by
contradiction that the operator dph is invertible. Let a vector g ∈ H 2, g 6= 0 be a solution
of the equation
(dph)g = 0, or {< dphn, g >= 0, n ∈ NN−1}, (2.9)
for some fixed p ∈ H 2, where < p, p˜ >=∑N
1
(xnx˜n + bnb˜n) is the inner product in R
2N . We
introduce the polynomial f(λ) ≡< (∂∆)(λ, p), g >, λ ∈ C, of degree N − 2 with respect to λ
(see (2.2)). The function ξn = h
2
1n + h
2
2n is analytic and (2.9) implies < dpξn, g >= 0. Then
(2.5) yields
f(λn) = (−1)sn d cosh
√
ξn
dξn
< dpξn, g >= 0, all n ∈ NN−1,
which gives f ≡ 0. For fixed p ∈ H 2 we have 3 cases:
1) Let h2n = 0. The differentiation of (2.8) yields
dvh2n = βn(v)(dvλn(v)− dvµn(v)), if h2n(v) = 0 for some v ∈ H 2. (2.10)
Then using (2.4),(2.9) and f = 0, we obtain < dpλn, g >= 0 and therefore < dpµn, g >= 0.
2) Let h1n 6= 0, h2n 6= 0,. Then (1.4), (1.5) yield λn 6= µn. Thus identity (2.7) and f = 0
imply
0 = (−1)n sinh h1n < dqh1n, g >= ∆′(µn(p), p) < dpµn, g >
and then we have < dpµn, g >= 0, since f ≡ 0 and ∆′(µn) 6= 0.
3) Let h1n = 0 6= h2n. Using (2.7) we have ∂∆(µn(p), p) = −∆′(µn(p), p)dpµn. Identity (1.6)
gives ϑN (µn, p) = ϕN+1(µn, p) = (−1)sn , then λn 6= µn and ∆′(µn(p), p) 6= 0. Thus due to
f = 0 we have < dpµn, g >= 0.
Assume that the vectors {dqh1n, dpµn}N−11 form a basis of H 2. Then g = 0 and the
operator dph is invertible.
Using standard arguments (see [PT]), we will show that {dpµn, dph1n}N−11 is a basis for
H 2. Recall the result of van Moerbeke (77p.,[vM]): for each p ∈ H 2 the following identities
hold: {µn, h1m}1 = δn,m, {h1n, h1m}1 = 0, {µn, µm}1 = 0, where {F,G}1 =< JdpF, dpG > is
the Poisson bracket between two functions F,G, for some matrix J∗ = −J . This gives that
{dpµn, dph1n}N−11 is a basis for H 2. Indeed, assume that they are linearly dependent, i.e.,
0 =
∑N−1
1
(αndpµn + βndph1n) for some (αn, βn)
N−1
1 ∈ R2N−2 \ {0}. If αk 6= 0, then using
the result of van Moerbeke, we obtain 0 = {∑N
1
(αndµn+βndh1n), dh1k}1 = αk, which yields
contradiction. The proof for other cases is similar.
Condition ii) is simple, since the dimensions of our spaces are finite.
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In order to show Condition iii) we prove estimates (1.7). Recall the estimate from [KoK]
1 6
c
2
6 eh+ 6 2c, c =
λ−N − λ+0
2
, c0 =
λ−N + λ
+
0
2
, h+ = max
n
|hn|. (2.11)
Define the vector λ˜ = (λ+0 , λ
−
1 , λ
+
1 , .., λ
−
N) ∈ R2N . Using ∆(λ, p)2 − 4 =
∏N
1,±(λ − λ±n ) and
(2.2) we have
∆(λ, p)2 − 4 = λ2N −Hλ2N−2 +O(λN−3), H = b2 + 2a2 = −
N∑
16n<m
λ±nλ
±
m,
N∑
1
λ±n = 0.
Note that λ+0 < 0 and λ
−
N > 0 since
∑N
1
λ±n = 0. The identity 0 = (
∑N
1
λ±n )
2 = ‖λ˜‖2 − 2H
gives 2H = ‖λ˜‖2. Thus the identity λ+0 2 + λ−N 2 = 2(c2 + c20) and the estimate |c0| < c yield
2c2 < ‖λ˜‖2 = 2H < 8Nc2. (2.12)
Then (2.11) implies (1.7). Let x+n = max{0, xn}, x+ = {x+n }N1 and x = x+ + x−. Let
‖x‖1 =
∑ |xn| and using the identity ‖x+‖1 = ‖x−‖1 we get e2‖x‖1/N < a2. The last estimate
and (1.7) implies b2 + 2e2‖x‖/N 6 32Ne2h+ , which yields the estimate ‖p‖ in terms of ‖h‖.
If h = 0, then (2.11) gives c = 2. Recall that c = 2 iff p = 0 (see [KoK]).
Therefore, all conditions of Theorem A are fulfilled and h is a real analytic isomorphism
between H 2 and R2N−2.
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