With the ongoing advances in Light Field(LF) technology, research in LF acquisition, compression, processing has gained momentum. This increased the need for objective quality evaluation of LF content. Many processing algorithms are still optimized against peak signal to noise ratio(PSNR). Lately, several attempts have been made to improve objective quality evaluation such as extending 2D metrics to 4D LF domain. However, there is still a great room for improvement. In this paper, we experiment with existing 2D image quality metrics on the Epipolar Plane Image representations of LF content to reveal characteristics of LF related distortions. We discuss the challenges and suggest possible directions towards a LF image quality evaluation on EPI representations.
INTRODUCTION
The goal to produce ultra-realistic displays brought a lot of attention to Light Fields (LF) in the research community. Light Fields were introduced by Michael Faraday in 1846 on his lecture titled as "Thoughts on Ray Vibrations" [1] . In the last century, 7D plenoptic function is introduced. It describes the radiance received from every point to every point in 3D space at any given time at every wavelength. Later, it was simplified to 4D plenoptic function which allowed to easier computations. It is defined by 2 planes in space, parallel to each other. 4D function defines emitted light from any given point in the first plane to any point in the second plane. A comprehensive overview of the current literature for LF imaging has been done by Wu et al. [2] .
Light Field content can be represented in many different ways. In Fig.1 sub-aperture views and a corresponding Epipolar Plane Image representation is presented. Subaperture view representation is the most common one where each view is an image from a slightly distant point of view depending on the baseline. The baseline is defined as the distance between each view. In this representation, we can On the left, each sub-aperture views. On the right, an EPI slice observe the spatial information over each view. EPI representations, on the other hand, reveals information about the angular domain. It describes the shift of pixel information over an angular axis. It is expected to have a continuous pixel value across several lines under the assumption of Lambertian surfaces on the image. For non-Lambertian surfaces, we may observe overlapping lines in EPIs because of the reflection and refraction. In case of a discontinuity in the angular domain, lines on the EPI becomes distorted.
From acquisition to the display of the LF content, there are different processing steps. Most of these processing tools add a different type of distortion to the processed LF image. Captured LF data needs to be coded, transmitted, and decoded at the display device. This process also results in unwanted distortions which lower perceived quality. Quality evaluation metrics are necessary to evaluate the performance of the developed tools for each stage.
Objective image quality assessment for 2D images has attracted considerable attention over the last several decades [3] . Quality evaluation of videos and sparse multi-view content also attracted attention [4] . There have been attempts to create a metric for LF image quality assessment [5] . Authors combined estimated spatial quality with angular quality to provide a score. In this paper, we experiment with some of the existing 2D quality evaluation metrics on EPI representations. Rest of the paper is organized as follows: In Section 3, we investigate existing objective image quality metrics and select a set of metrics to experiment on EPI representations. In Section 2, we investigate existing LF image quality datasets and LF related distortions. In Section 4, we share our experiments and discuss the acquired results. Finally in Section 5 we conclude with our findings.
LIGHT FIELD RELATED DISTORTIONS
Different stages in LF visual chain may introduce a different type of distortion [2] . Even though there is numerous type of distortions in common with 2D images or videos, there exist some distortions specific to LF content as well. Recently, very few LF image quality datasets have been published. Some of them consider common distortions [5] such as gaussian blur, additive noise, etc. Some publicly available datasets consider LF specific distortions [6] [7] [8] such as compression, view synthesis related distortions. There is still a need for datasets who offers acquisition and display related distortions with the corresponding subjective scores.
In Free Viewpoint Video dataset(FVV) [6] , seven different compression algorithms have been used to code depth maps. Coded depth maps are used to synthesize intermediate views to generate horizontal parallax videos with 50 frames. Generated videos are mirrored to 100 frames and then evaluated subjectively. Even though FVV dataset consists only horizontal parallax, it has high angular resolution and LF related distortions. In Fig. 2 , an EPI slice from the "balloons" image is presented. 7 mid-level distortions are also presented with different annotations. Extracted edge maps from each distorted image are also displayed next to them. Each coding algorithm introduces a different type of distortion to the EPI image. Some algorithms produce more subtle distortions than other algorithms which result in higher perceived quality in the subjective experiment.
In the dataset by Adhikarla et al. [9] , LF resolution is chosen as 960 × 720 × 101. Several types of distortions are considered, such as transmission, reconstruction, and display related distortions. As in FVV dataset, there is only horizontal parallax but with a high angular resolution. In Fig. 3 , an EPI slice with 4 different reconstruction distortions along its nondistorted version is presented. All of the presented distortions are highly visible on EPIs
OBJECTIVE IMAGE QUALITY EVALUATION
Numerous metrics have been proposed to assess the quality of images and videos over the last several decades [3] . On the other hand, PSNR is still used by averaging PSNR on subaperture images to evaluate the performance of many LF processing tools.
This paper focuses on full-reference image quality assessment (FR-IQA), where the reference image exists along with the evaluated distorted image. There are mainly two strategies for FR-IQA model design. One is using a bottom-up approach where different stages in the Human Visual System(HVS) is modeled separately to evaluate the image quality. These stages include visual masking, contrast sensitivities, and just noticeable differences. This results in computationally complex models. The second approach is called top-down, which tries to estimate the whole HVS behaviour with broad mathe-matical assumptions. This provides a computationally simple evaluation procedure while sacrificing accuracy. In our work, we focused on existing top-down approaches, and those utilize the structural information on the images.
Non-shift edge-based ratio(NSER) [10] evaluates the image quality by the edge differences between the reference and distorted images. Natural image counter evaluation(NICE) [11] operates similarly, where the comparison is made between morphologically dilated edge maps. Gradient magnitude similarity deviation (GMSD) works with standard deviation of the image gradients to evaluate the image quality. Morphological Wavelet Peak Signal-to-Noise Ratio (MW-PSNR) [12] calculates the image quality based on morphological wavelet decomposition. PSNR is calculated between each band of decomposed reference and distorted image pairs. GMSD works on directional image gradients to produce the final quality score. Prewitt filters along horizontal and vertical directions are used to convolve the image. They are defined as:
Both reference(r) and distorted(d) images are convolved with filters above. Gradient magnitudes at each pixel location for both images are calculated as follows:
These gradient magnitudes for each map then used to calculate gradient magnitude similarity(GMS) map as follows:
Standard deviation pooling is used on GMS to calculate the final quality score. Convolving the input images with Prewitt filters reveals the structural information on the image. This explains our motivation to choose GMSD to experiment.
NICE is slightly simpler, and it relies on edge detection algorithms. Both reference and distorted images are inputted to an edge-detection algorithm. Extracted edge maps are then dilated with a plus-sign kernel. Non-zero elements in the XOR maps between the dilated image pair is then used to calculate the final quality score. 
EXPERIMENTS

Non-Uniform Distortion Distribution on EPI Slices
In Fig. 4 , quality evaluation of 3 different distortions on the same LF image is plotted. NICE [11] metric is used as a quality score. A lower number represents better quality. We have observed that the same EPI slices contribute to lower quality despite the fact that different source of distortions is introduced. EPI slices which belong to occluded regions contribute more to lower the perceived quality. This suggests that averaging quality scores across all EPI slices may not be the optimal solution for pooling. Additionally, lower quality EPI slices might be used as a selective process to identify distorted regions on the spatial domain.
Edge Detection on EPIs
PCC SROCC Canny 0.7145 0.6552 Sobel 0.6457 0.5951 Prewitt 0.6450 0.6038 Table 1 . NICE [11] metric performance on the dataset by Adhikarla et al [9] . Metric is incorporated with different edge detector algorithms [13] [14] .
Few edge detectors are commonly used in literature such as Canny [13] , Sobel [14] . Even though most of the methods have been reviewed extensively in the literature [15] , their performance on EPI for quality evaluation has not been investigated yet. We have experimented with three different edge detector algorithms and evaluated their performance on revealing distortions on EPIs. We incorporated different edge detectors on NICE [11] metric. In table 1, the effect of different edge detectors on the performance of NICE metric is reported. For evaluation, 2 different source images have been 2019 8th European Workshop on Visual Information Processing (EUVIP) chosen from the dataset by Adhikarla et al [9] , which resulted in 800 comparisons. Even though it does not reflect the full performance of the metric on the dataset, it is enough comparisons to evaluate the edge-detector performances for NICE algorithm.
Sub-aperture view vs EPI
EPI
View MW-PSNR 0.7698 0.7921 GMSD 0.7410 0.6715 NICE 0.5122 0.4310 Table 2 . Pearson Correlations of MW-PSNR, GMSD, NICE metrics on EPIs and Sub-Aperture views. FVV dataset has been used for evaluation.
In table 2, Pearson correlation coefficients with subjective scores are presented for MW-PSNR [12] , GMSD [16] and NICE [11] metrics on FVV dataset [6] . All metrics have been tested on the same dataset with both LF representations. We observed that GMSD and NICE provide higher correlation when it is used with EPI images as input. On the other hand, MW-PSNR provides a lower correlation with subjective opinions when used with EPI inputs. Low spatial resolution of EPIs provides only 2 scales for morphological wavelet decomposition, which is utilized by MW-PSNR metric. This results in low accuracy in terms of prediction for the MW-PSNR metric. Gradient provides structural information regarding the image, and in EPIs this information reveals the distortions in the angular domain. This results in higher accuracy for GMSD and NICE, which relies on filtering the image with Prewitt and Canny kernels. Another experimentation has been made on individual distortions available on the FVV dataset. Some of the available distortions are more subtle on the EPIs. Both metrics, MW-PSNR and GMSD, has been used to evaluate the quality of individual distortions with both EPI slices and GMSD as an input. Pearson correlation coefficients of the evaluations are reported in table 3. Low visibility of 3D-HEVC coding distortions on the EPI slices results in lower accuracy of the quality evaluation for both metrics when used with EPI slices. Multi-View video coding distortions is very easy for both of the metrics to predict, and there are no statistically significant differences between different input types. We observed that HEVC test model coding and JPEG2000 coding results in more visible distortions on many of the EPI slices. This provides a better correlation with subjective scores for both metrics on EPIs.
Individual
CONCLUSION
We have run several experiments to evaluate existing metric performances on EPI representations. In our experiments, we have adopted two different metrics (NICE, GMSD) which rely on structural information such as gradient and extracted edge information. Although both metrics are not designed for EPI domain, we have observed that their performances increased compared to sub-aperture view performances.
On the other hand, metrics which utilize multi-scale decomposition cannot fully benefit from the low spatial resolution of EPIs. Multi-scale decomposition algorithms are designed to separate the image into several components based on spatial frequency and orientation ranges. This separation does not provide any information in the angular domain because an EPI slice is a line across an angular direction and does not contain any information regarding its neighborhood pixels in the opposite direction. In order to benefit from EPI representations, structural feature extraction, which is not based on natural image statistics is required. Currently, simple edge extraction algorithms do not provide a satisfactory correlation with subjective evaluations. Experimental results suggest that with a carefully designed feature extraction scheme, EPI representations might be useful for identifying numerous type of angular domain distortions.
Additionally, when both horizontal and vertical parallax is taken into consideration, the same pixel values need to be evaluated twice. This doubles the computational complexity. A selective mechanism on the spatial domain to locate the occluded areas can be beneficial. This may allow identifying EPI slices which contribute most to distortions on the angular domain.
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