Abstract
Introduction
Diverse mechanisms can limit T cell responses to tumors and immunotherapies 1 (summarized in Supplementary Fig. 1 ). In particular, CD8 + T cells stimulated without the appropriate costimulatory signals can become anergic, while telomere erosion and/or DNA damage can result in T cell senescence 2 over periods spanning months/years. T cell exhaustion (TCE) occurs in spite of physiologically appropriate stimulation when stimulation is prolonged to periods of weeks 2 , as is often the case for tumor-infiltrating lymphocytes and engineered T cells. TCE is defined by high expression of inhibitory receptors, and lowered capacity for proliferation, cytokine production, cytotoxic activity, and memory formation 2 In response to acute infections, naïve and memory CD8 + T cells both undergo a stereotyped series of transcriptional state changes, summarized in Fig. 1a . CD8 + T cells receiving prolonged stimulation by chronic infections or cancer antigens undergo a qualitatively similar set of state changes (Fig. 1b) , but become increasingly exhausted over time.
Importantly, the early stages of T cell activation and exhaustion are not steady states (i.e. selfmaintaining), but require continued stimulation by antigen and associated co-stimulatory signals (hereinafter referred to as Ag for brevity). Prolonged stimulation eventually drives T cells into irreversible (steady state) exhaustion, maintained by epigenetic changes 6 . How a single regulatory input (Ag presence / absence) can reliably drive the multiple transitory state changes that occur during prolonged stimulation ( Fig. 1) is currently poorly understood.
In recent years, a number of groundbreaking studies have identified key regulatory genes and interactions underlying CD8 + TCE [7] [8] [9] [10] [11] [12] . In spite of the differences in model systems and experimental protocols, these studies reveal a common set of regulatory interactions underlying TCE. However, all known genes and gene products whose expression or modification state have been associated with TCE also play a role in normal (acute) T cell activation 13 . We hypothesized that TCE may arise from changes in diverse gene regulatory interactions rather than the dysregulation of a single gene.
Here, we present a manually curated, literature-based, and data-driven network of gene regulatory interactions underpinning TCE in CD8 + cells. Using diverse published data, we show that the TCE network accurately captures the gene expression states of CD8 + T cells in both chronic infection and tumor settings.
Analysis of functionally distinct network motifs reveals multiple overlapping interactions, implementing overlying sets of functional modules (system building blocks) that appear to reinforce each other's function, and lead to robust, highly stereotypic cellular state changes following activation. A simple mathematical model derived from the network's functional modules suggests exhaustion arises because the duration of time that activated CD8 + T cells spend in a memory-progenitor state is independent of the duration of stimulation, whereas differentiation is prolonged with stimulation. We use our 2-state TCE network model to predict the phenotypic effects of targeted drugs and provide experimental evidence in support of this approach.
Results
We initially used manual curation of the literature to establish a network of key molecular interactions that are believed to underlie TCE (Supplementary Table 1 Consistent with the observation that all driver genes implicated in TCE are common to, and play similar roles in, exhausted and acute responses, principal component analysis (PCA) of expression data for the genes in the TCE network exhibited similar trajectories for acute and exhausted gene expression profiles. TCE gene sets from previous studies also showed similar trajectories and further support our findings ( Supplementary Fig. 10 ).
In addition to known regulators of TCR stimulation and co-receptor engagement, T cells subjected to repeat stimulation and exhaustion undergo multiple metabolic changes 14, 15 . Indeed, metabolic deprivation can ameliorate T cell activation 16 regulatory genes whose expression changes correlated with the TCE network genes, only one gene (CD200-R1, a known T cell suppressor [17] [18] [19] showed consistently large fold change differences between chronic and acute settings in multiple datasets ( Supplementary Fig. 16 ).
However, recent research suggests CD200-R1 activity inhibits T cell responses primarily through CD8 + T cell independent pathways 20-22 .
Network analysis
In contrast to the above findings, a series of alternate logic models of the TCE network (see Fig. 3 . It is important to note that in terms of nodes (i.e. genes/gene products) and interactions, the network in Fig. 3 is identical to that in Supplementary Fig. 22 (i.e. both are visualization of the citations listed in Supplementary Table   2 ). The key differences are that the layout and coloring of the network have been manually adjusted to highlight the PP and EE network components and their interactions.
Network motifs identify modular functional building blocks
We next used the 2-state TCE network of Fig. 3 to search for regulatory network motifs and functional building blocks that may explain the state changes of CD8 + cells undergoing TCE. A summary of the functional network motifs/building blocks discovered is presented in Fig. 4 . Fig. 23 ).
Overlapping incoherent feed-forward loops fix the duration of the pro-memory PP state.
In an incoherent feed-forward loop (iFFL), an upstream regulator activates and represses a downstream target via pathways that operate on different timescales 26 . One characteristic behavior of such regulation is that the downstream target will be turned on (or off) for a fixed duration corresponding to the difference in the timescales of the activating and inhibitory pathways.
As summarized in Fig. 4b (Fig. 5d) .
A third set of overlapping iFFLs ensure the delayed activation of the late/effector state genes TBET, ZEB2 and BLIMP-1 (Fig. 4b) . Thus, the duration of activity of early/progenitor state (PP) genes, the timing of the activation of the late effector/exhausted state (EE) genes, and the timing of FAS/FASL signaling to limit proliferation, are all controlled by overlapping iFFLs that share many genes and reinforce each other's function in a coordinated, redundantly robust manner.
With the exception of TCF-1/BCL6 mutual activation, the regulatory interactions of the earlyphase genes in the TCE network are mediated entirely by iFFLs. We hypothesize that these iFFLs create a fixed duration time window during which activated T cells proliferate, are in a memory precursor state, and are capable of reinvigoration.
Negative feedback by inhibitory receptors. Negative feedback ( Supplementary Fig. 21 and Positive feedback loops maintain the late EE state. In contrast to the early PP state, the later EE state has no iFFLs and is instead self-reinforced via multiple positive feedback loops ( 
Known interactions are sufficient to explain T cell exhaustion
As noted above (Figs. 4 and 5), the onset of the late EE state leads to the repression of key drivers of the early PP state. Moreover, the transition between the 2 states occurs at a fixed time post-stimulation dictated by delayed/slow regulatory interactions within iFFLs, and independent of the duration of stimulation. Thus, the longer that T cell stimulation continues, the more time a given CD8 + T cell will spend reinforcing its EE state at the cost of pro-memory and proliferative states. Fig. 6 presents simulation results illustrating this principle (see Methods for details).
The 2-state TCE model allows prediction of drug effects
To identify optimal targets for counteracting exhaustion, we first computed all downstream targets of each gene in the TCE network (see Methods for details). Depending on whether an interaction is inhibitory or activating, lowered activity of an upstream regulator will increase or decrease the activity of target genes. To estimate the overall phenotypic effect of an upstream gene, we calculated a pro-PP score by adding the number of up-regulated PP genes to the number of down-regulated EE genes, and a complementary pro-EE score.
As shown in and Fig. 8a-c) . Thus, based on the network topology alone, it appears as though EZH2
represses both the PP and EE network states, but time step analysis resolves the apparent contradiction and suggests reduction of EZH2 activity should have exclusively pro-PP effects (because EZH2 is inactive at the times when it could have pro-EE effects).
To test the hypothesis that EZH2 inhibition will increase the early expression of PP state genes without impacting EE state genes, we stimulated blood-derived T cells from 3 volunteers with equal quantities of CD3 and CD28 antibodies in vitro for 5 days with and without drug-mediated EZH2 inhibition (see Methods for details). As shown in Fig. 8d , quantitative RT-PCR revealed up-regulation of the pro-PP state genes TCF-1 and BCL6 in EZH2-inhibited samples, while the EE state markers FAS and GZMB showed no significant change.
Discussion
The network analysis presented here suggests CD8 + TCE arises from an inherent topological property of the network of regulatory interactions that underlie CD8 + T cell responses to both acute and prolonged stimulation. Specifically, we presented computational and experimental evidence suggesting that the duration of time CD8 + T cells spend in a pro-memory state is fixed by network properties that limit the duration of activity of the pro-memory gene TCF-1 in a manner independent of the duration of stimulation.
A recently published study used mass cytometry to classify exhausted CD8 + T cells into multiple subtypes 43 . Consistent with our model, Bengsch et al. 43 report that in HIV infections with a lower viral load and in HIV patients on anti-retroviral therapy (i.e. cases with greater immune activity), exhausted T cells have higher expression levels of TCF-1 and/or CXCR5, and appear more functional. Further supporting our model, drug-induced activation of TCF-1 has been shown to block CD8 + T cell differentiation, and increase proliferation 44 .
The analyses presented here focused on molecules and interactions generally accepted by the research community to play important roles in CD8 + T cell responses to acute and chronic stimulation. It is important to note that the approach presented here can be easily extended to predict novel molecules and interactions by extending our literature-based network to include known and predicted protein-protein and protein-DNA interactors of the current network nodes.
Analysis of our literature-based, data-driven, and manually curated TCE network suggests TCE is a highly robust process mediated by multiple redundant and overlapping feedback and feedforward loops. In addition, diverse, overlapping molecular mechanisms contribute to TCE, including combinatorial regulation by transcription factors, post-translational modifications, protein localization, chromatin state changes, and metabolic reprogramming. Taken together, our analyses are consistent with the view that TCE is not a dysfunctional state, but rather an adaptive response to situations where the immune system fails to clear antigen rapidly. Clinical remediation of TCE will need to overcome multiple, overlapping and redundant regulatory mechanisms, requiring combinatorial interventions.
Methods

Datasets
The following published datasets were downloaded from the NCBI Gene Expression Omnibus (GEO) repository (https://www.ncbi.nlm.nih.gov/geo/). The "GSE" codes given below are the unique IDs for each dataset. The relevant subsets of the conditions used in this study are indicated individually below. Raw microarray data were normalized using the 'normalizeBetweenArrays' function of the R/Bioconductor 'limma' package (https://bioconductor.org/packages/release/bioc/html/limma.html). All microarray analyses are based on probes with the highest interquartile range (IQR). 
Chronic infection datasets
GSE41867
Construction of the literature-based TCE network
The large-scale network of regulatory interactions underlying CD8 + TCE was manually curated from reports in publications released before August 2017, focusing on genes reported by multiple publications, as well as genes with small-scale (non-'omics') experimental support in a single paper. For brevity, only key publications are cited. In situations where different transcripts or protein isoforms may be involved, all isoforms were included with a view to evaluating them using expression data.
The 64-node reduced/simplified TCE network was extracted and curated manually by one coauthor, and then independently verified on an interaction-by-interaction and citation-by-citation level by a second co-author.
Network visualization
Both the large-scale TCE network, and its simplified version were visualized using the RCyJS (http://bioconductor.org/packages/release/bioc/html/RCyjs.html).
Expression data were superimposed onto the large-scale TCE network using RcyJS. Fold changes were calculated with respect to naïve CD8 + T cells and mapped to a color-scale as shown. Edge (line) thicknesses are proportional to the fraction of observations in which the source and target genes in an edge have fold changes concordant with the sense of the interaction ('promoting' or 'inhibiting'). Thus, the auto-regulatory loop of NFATC1 -by definition -has maximum thickness. In some instances, edges were highly concordant (good agreement between the network model and data) in one dataset or condition, and not in another.
Network evaluation by concordance matching
For each edge (interaction) in the TCE network, the fraction of times when the source and target genes in an edge had fold changes concordant with the sense of the interaction ('promoting' or 'inhibiting') were calculated. To account for variability in the data, fold changes were calculated per replicate data (instead of averaging data across all replicates). Thus, data for 2 replicates across 2 conditions generated 4 possible comparisons with potential average concordance values of (0.00, 0.25, 0.50, 0.75, 1.00).
To explore the statistical significance of the observed edge concordance values, 500,000 edges were generated with randomly assigned gene labels and interaction types. Next, the fraction of times an edge was concordant in a given dataset for the TCE and randomized (control) networks was calculated. Concordant edges occurred by chance in 14.8% of randomized controls, suggesting a false discovery rate of ~15%.
State tracking by PCA
To compare the TCE network state changes among different CD8 + T cell subsets, PCA was performed for each dataset using the normalized expression levels of all the genes in the TCE network. The relative positions of any 2 CD8 + cell subtypes on a plot of the first 2 components reflect their similarities/differences in expression of the TCE network genes and show similar state trajectories for responses to acute and chronic stimulation. As a marker of CD8 + T effector function, an IFNG signature was also included in our analyses:
Calculating metabolic pathway signatures
Expression data were first averaged per gene across replicates, and then averaged across marker genes per pathway. For pathways with a known repressor, the average expression score was normalized by the average expression of the known repressors. To facilitate visual comparisons across datasets, all activity scores were scaled to the range (0, 1) across time points/conditions. Finally, metabolic activity heatmaps were generated using the R package 'pheatmap' (https://cran.r-project.org/web/packages/pheatmap/index.html).
Expression cluster analysis
Expression clustering of time course data was performed using the 'soft clustering' method of the Bioconductor/R package 'Mfuzz' (https://bioconductor.org/). Soft clustering is an unsupervised approach that allows a single gene to potentially be a member of multiple clusters.
In initial explorations, the number of clusters generated by Mfuzz was varied to find the number of clusters that was large enough to result in at least 1 cluster with few members and with at least 2 clusters showing visually similar profiles. These criteria ensure that each expression cluster is tightly defined with a highly correlated set of genes while keeping the number of clusters low. Forty-nine clusters met these requirements across all datasets.
Mfuzz performs clustering on mean-centered and scaled expression profiles (Z-scores). Thus, genes are grouped by their relative change in expression, rather than absolute level of expression. In a post-processing step, we confirmed that genes of interest identified through Mfuzz clustering (e.g. CD200R1) had significant absolute expression levels and fold changes.
Logic simulation
Logic simulation was initially explored using the well-established GINsim (http://ginsim.org/) and booleannet (https://github.com/ialbert/booleannet) simulators. However, logic simulators are designed to explore network steady states, and certain characteristics of the trajectories among these states. As previously noted, the acute and chronic CD8 + T cell responses of interest to us comprise specific sequences of transitory states with defined transition trajectories. To enable more flexible exploration of such state changes in diverse alternate models, we implemented our network models as a series of logic statements that are executed in a specific order derived from published data and reports. whose activity depends on earlier network states undergo delayed state changes. The R language symbols "<-", "->", and "=" indicate value assignments, and "==" tests equivalence.
To assess the robustness of the logic models, we assessed how often a model (set of logic functions) passed through the same set of transitory states (and in the same order) when node update assignments were randomized. As an example, the above model passed through the same set of transitory states, in the same order as the above order of statements, in 28 randomized update runs out of 10,000, suggesting the model's state trajectory is highly dependent on the specified update sequence and time delays.
To visualize the simulation results, the gene states at the end of each update cycle of the simulation were mapped to a network diagram generated using the online tool 'PathwayMapper'
(http://pathwaymapper.org/).
Network motif analysis
Combined results from 4 motif detection tools were manually curated to extract network motifs from the network:
(i) mfinder (http://www.weizmann.ac.il/mcb/UriAlon/download/network-motif-software) (ii)
The Cytoscape 'Motif-Discovery' app (http://apps.cytoscape.org/apps/motifdiscovery) (iii) FANMOD (http://theinf1.informatik.uni-jena.de/motifs/) (iv) MAVisto (http://mavisto.ipk-gatersleben.de/).
The above tools provide comprehensive lists of all motif occurrences, but become increasingly unwieldy for motifs with more than a handful of genes. Feed-forward and feedback loops in our network involving multiple steps (gene-gene interactions/network edges) were added manually to the list of found motifs by one author, and then independently verified by two co-authors.
Differential equation modeling
The robustness and speed up properties of negative feedback illustrated in Supplementary Fig.   24 are adapted from analyses reported by Rosenfeld et al. 50 , and in Uri Alon's book 23 .
The ordinary differential equation (ODE) model of the network kinetics (Fig. 6 ) was simulated using Berkeley Madonna (https://berkeley-madonna.myshopify.com/). The model listing is given below (statements following the ";" symbols are descriptive comments not executed by the simulator). Model parameters were selected arbitrarily for purely illustrative purposes. 
Model-based prediction of perturbation effects
To quantify the effects of knocking down the activity of individual genes in our network (e.g. via targeted drugs), we used the R package iGraph (http://igraph.org/r/) to calculate all paths through our network model. Feedback loops that impact TCR-signaling activity (e.g. inhibitory immune receptors) were excluded from this analysis because they affect all downstream genes.
Prediction of impacts using only network topology can be misleading for genes that perform distinct functions at different times (see Fig. 8 and related text) . In particular, a target gene can appear to be both activated and repressed by an upstream regulator. For example, in naïve CD8 + T cells, ID3 represses CXCR5 activation by E2A. But following stimulation, ID3 activates CXCR5 expression. Regulatory interactions that could not be time-resolved due to lack of time course data were excluded from our analyses.
In vitro T cell cultures
Total T cells were isolated from peripheral blood mononuclear cells from 3 human donors via 
RNA isolation and cDNA reverse transcription
RNA was isolated from all samples using qiagen kit (Qiagen cat. no. 74136) and quantitated on a Nanodrop 2000 spectrophotometer (ThermoScientific). 1.5 μg RNA was reverse transcribed into cDNA as per protocol (Applied Biosystems cat. no. 4368814).
Quantitative real-time PCR
qRT-PCR was performed using TaqMan Fast Advanced Master Mix (Applied Biosystems cat.
no. 4444557) in a ViiA7 system (Applied Biosystems) using Applied Biosystems primers. Gene expression was quantified as per Livak & Schmittgen 51 normalized to GUSB. All measurements were performed in triplicate.
Data availability
All data analyzed in this manuscript have been previously published and are available publicly, as described in the Methods. CD3D  CD28  BTLA  CTLA4  LAG3  PDCD1  TIGIT (a,c)  HAVCR2  BACH2  BCL6  CXCR5  TCF3  EGR2  EGR3  EZH2  FOS  FOXO1  HIF1A  ID3  JUN  MYC  NF-κB1  NR4A1  TCF7  BATF  PRDM1  EOMES  GZMA  GZMB  PRF1  ID2  IFNGR1  IFNGR2  IL12RB2  IL15RA  IL21R  IL2RB  IRF4  KLRG1  NFATC1 
Bolouri, H. Computational Modeling of Gene Regulatory Networks -a Primer
