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ABSTRACT 
All involutions on the set of all matrices with complex entries are described. It is 
established when every matrix possesses a generalized inverse for an involution. This 
generalized inverse is then applied to the least-squares solution to a system of linear 
equations using more general inner products. © 1998 Elsevier Science Inc. 
1. INTRODUCTION 
Throughout his paper all matrices are assumed to have complex entries 
and the following simplified notation is used (m, n positive integers): 
C the field of complex numbers, 
Q the field of rational numbers, 
.~  the set of all matrices, 
.d'mn the set of all m x n matrices, 
.ge n =.,~¢'n, the set of all square matrices of order n, 
C ~ =.d'ni the vector space of all n dimensional vectors (= n x 1 
matrices) over C, 
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I n the identity matrix of order n, 
U ® W the direct sum of subspaces U and W of a vector space V, 
A T, A* the transpose of A, the conjugate transpose of A (respec- 
tively) for a matrix A. 
Suppose A ~.J¢'. If A = A*, then A is called Hermitian. By the Moore- 
Penrose inverse of A we mean a matrix X = A ÷ satisfying the following 
conditions: AXA = A, XAX = X, (AX)* = AX, (XA)* = XA. 
DEFINITION 1.1. A mapping ® : ~" ~ is called an involution if 
(1) (XS)  s = X for each X ~¢"  (s is involutory), 
(2) for any matrices A, B having size allowing for multiplication, the 
matrices B s and A s allow for multiplication as well and 
(A .B)  s = B s .A  s. 
Obviously, the mapping ® : ~ --*¢tt" is a bijection. The classical examples 
of involution are the operators of transposition T (X  ~ X T) and conjugate 
transposition * (X --* X*). 
In Section 2 all involutions are described. In this description the involu- 
tory automorphism f of the field C of complex numbers appear ( f2 = ic ' 
the identity mapping of t2). From these results we get that each involution is 
additive and, therefore, applied on any vector space of all square matrices of 
the same order, is a reflector of this vector space in the sense of this paper 
[11]. Note that the concept of an involution for rings is investigated in [8]. 
,~ Section 4 deals with generalized inverses of matrices with respect o the 
described involutions, and the questions of existence and conditions for 
involutions under which these generalized inverses are equal. 
The concept of a generalized inverse with respect to an involution 
generalizes the concept of the Moore-Penrose inverse, which has a great use 
in many fields of applied mathematics. Very often in these areas, particularly 
in mathematical statistics, only real matrices are considered [10]. In the 
literature other names are used for concepts connected with generalizations 
of the matrix inverse (see [10, Chapter 8, Section 3]), e.g., a matrix X is 
called a reflective generalized inverse of a matrix A if 
AXA=A and XAX=X.  
The weighted inverse of a real matrix A ~-JC'n. k, introduced by Chipman [5], 
is the unique reflective generalized inverse X of A satisfying 
AXV = VXTA r and XAU = UATX T, 
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where U ~.¢t" k, V ~-~¢n are given positive definite matrices. BSrger [3] 
investigated the concept of the Moore-Penrose inverse in categories with 
involutions. 
Section 3 deals with an f-inner product. In Section 5, we apply a 
least-squares olution to a system of linear equations using an f-inner 
product. 
2. DESCRIPTION OF ALL INVOLUTIONS 
DEFINITION 2.1. Let f be an automorphism of the field C of complex 
numbers uch that f2  = ic ' where i c denotes the identity mapping of C ( f  
is involutory). For A = [ A~j] ~Jt'mn let 
Af = [bkt]lck~n, l<~l<m' 
where bkl =f(atk) (1 ~< k ~< n, 1 ~< 1 ~< m). Then A f ~J{nm" The matrix A 
is called f-Hermitian if A f = A. 
Clearly, an f-Hermitian matrix is a square matrix. 
PaOPOSlTION 2.1. 
(1) ( Af)  f = A for each A ~.¢t'. 
(2) I f  A and B are matrices compatible for multiplication, then B y and A f 
are also. Further, 
(AB)  f = BfA f. 
(3) I f  A is a nonsingular matrix, then A f is nonsingular as well and 
(A / )  -1 = (A - I ) / .  
We can use this proposition to get some involutions presented in the 
following theorem. It will be shown (Theorem 2.2) that in this way all 
involutions are described. 
THEOREM 2.1. Let A.  ~Jt'. be nonsingular and f-Hermitian for each 
positive integer n, where f is a C-automorphism with the property f 2 = i c ( f 
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involutory ). Let 
X ® = AqXfA~ 1 
for each X ~.~'pq. Then ~ : ~ ~"  is an involution. 
REMARKS. I f  f = i c, then A f = A r for each A ~.J~" and f-Hermit ian 
matrices coincide with symmetric matrices. In case f is the complex conjuga- 
tion automorphism of 12, we have A f = A* for any matrix A and f -Hermi-  
tian matrices are exactly the Hermitian ones. 
In the paper [9] r-real and K-Herrnitian matrices are investigated. Here, 
r means a product of disjoint transpositions in the symmetric group Sn, and a 
square matrix A = [ai,] of order n is said to be r-real (r-hermitian) if for 
each 1 ~< i, j ~< n we ]aave ai j  = ~t~(i) ' K(j) (a i j  = aK(j), K(i)), respectively. In 
our definition of  the f-Hermit ian matrix we have aij = f(aj i )  for an involu- 
tory automorphism of 12. 
Nevertheless, there is a certain similarity of  these notions: Assume that we 
have defined such r = r (n )  and that A n is the permutation matrix corre- 
sponding to the permutation r (n )  (then A~ 1 = A n = A r = A*). Let 
~q~( X)  = AqXrAp,  ~(  X)  = AqX*Ap 
for each X ~,~'pq. According to Theorem 2.1, the mappings ~qP,~...~v --,.~v 
are involutions, and any X ~¢¢t" n is x(n)-real [ K(n)-hermitian] if  and only i f  
~9~(X) = X [,Zg(X) = X], respectively. (See also [9, 2.1].) 
In the paper [11], the notion of a reflector on a vector space V is 
introduced and investigated, where a reflector on V is an additive and 
involutory function on V. For any positive integer n each involution de- 
scribed in Theorem 2.1 (and by Theorem 2.2 each involution) restricted on 
ALv n is a reflector on the vector space .4¢" n. 
We will now discuss the assertion converse to Theorem 2.1. For this 
reason we will assume in Lemmas 2.1-2.3 that the mapping ~ : .J¢¢ ~.K  is an 
involution. 
LEMMA 2.1. 
(a) If X ~'~'m., then X ® ~'~'nm" 
CO) I f  A is a square matrix and o~( A) is the class of all matrices similar to 
A, then we have for  the class i f (A  ®) of all matrices similar to A s 
e ' (a®)  = {x  ® 
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Proof. For X e.~¢' let X ® e~C'~(x)b(x). For a positive integer p the 
product Ip*" I~ is defined, therefore b(Ip) = a(Ip), and we put 
c(p)  = a( Ip )=b( Ip ) .  
If X ~.*¢',~., then matrices X ® and I~ allow for multiplication, and we have 
b(X)  = c(m). Proceeding similarly for matrices Iff and X ®, we see that 
X ® E.Kc(,)c(m)" 
Furthermore, we have 
hence 
It follows that if X is a nonsingular matrix, then X ® is also nonsingular and 
(x®) -x = (x -x )  *. 
Then we get immediately assertion (b). 
l_~t n be a positive integer. Since the minimal polynomial of a matrix X 
with X z = I. divides the polynomial x 2 - 1, the set of all matrices X with 
the property X ~ --- t .  equals the set of all matrices X similar to a matrix 
diag{61 . . . . .  co}, where 8 i = 5:1 (1 6 i 6 n). The number of similarity classes 
of these matrices is equal to n + 1. Denote by .$'(n) the set of all matrices 
X ~. l .  with X ~ --- I., and put K(X)  = X* for any X ~3g(n). Then K is a 
bijection from o~g(n) onto .~g(c(n)); .~g(n) has n + i similarity classes, and, for 
the same reason, ogt(c(n)) has c(n) + 1 similarity classes. Therefore, using 
(b), we get c(n) = n. • 
NOTATION. Let c be a complex number, D = [c] the square matrix of 
order 1. By Lemma 2.1(a) the matrix D ® is a square matrix of order 1. In 
Lemmas 2.2 and 2.3 define f according the identity 
D® = [ / (c ) ] .  
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LEMMA 2.2. f is a bijection from C onto C with the properties: 
(a) f2(c)  = f ( f (c ) )  = c for each c ~ C, 
(b) f (ab) =f (a ) f (b )  for any a, b ~ C, 
(c) f (x )  = x for x = O or x = 1, 
(d) i f  X, Y are matrices of size 1 x n, n x 1 (respectively) and c is a 
complex number, then 
(cX)  ® =f (c )X  ®, (cY)  ® =f (c )Y  ®. 
We are going to prove only the part of (d) concerning the matrix X. Let 
D be the square matrix [c] of order 1. Then 
(cX)  ® = ( DX)* = X®D * =f (c )X  ®, 
which completes the proof. 
LEMMA 2.3. f (x  -F y) =f(x)  q- f (  y) for any complex numbers x, y. 
Proof. Consider the following matrices: 
[1, t] ® = J ~l(t) ] = 
where t, ~01(t), ~p2(t), ffl(t), ff2(t), 81, 82, 61, and ~2 are complex numbers. 
By this definition the values of the involution are defined for the matrices 
of size 1 x 2 or 2 × 1 according to Lemma 2.2(d). 
If we calculate all four combinations of products of the matrices 
[1, z], [0, z] with the matrices [1, x] r, [0, x] T (x, z are complex numbers) and 
their values of the involution ®, then we obtain: 
f (1  + xz) = ~l( l ) (~l(Z) -~- ¢2( x) ~2( z), 
f ( z )  = ~1~0,(z) + ~z¢~(z),  
f (x )  = 81¢1(x ) + 82¢2(x ), 
(1) 
(2) 
(3) 
1 = ~i~1 + 82~ 2. (4) 
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Notice that we can interchange in these formulas the tetrads (¢Pl, if1, 81, ~1), 
(q~2, if2, 82, ~z) and (¢Pl, ~P2, 81' 82)' (~'  ~2' ~1' ~2 )' respectively. 
Put 
Ot = ~1(0)~2 -- ~2( 0)~1, ~ = ~01(0) 82 -- ~02(0) 81" 
Substituting x = z = 0 into (1), (2), and (4), we get 
,L(o)  8, = - 8~ ~(o) ,  8~ ~(o)  = - 8,,>1(o), 
~1(o) ¢1(o) + ~2(o)¢~(o)  = 1. 
Using (4), we have 
0/" ~ ~-  ~01(0 )¢1(0)82~2 -- ¢1( 0)~2( 0) 81~2 -- ~01(0)¢2( 0 )~182 
+ ¢~(o) ~(o) 81~ 
= ~1(0)~1(0)82~2 -4-¢t02(0)~2(0)82~2 -~-~1(0)~1(0)81~ 1 
+ ~(o) ~2(o) 81~1 
= [~1(0)~1(0) -~- (p2(0)~2(0)] [81~1 "~ 82~2] = 1; 
therefore 
Furthermore 
~.t3  = 1. (5) 
f ( z )~ l (O)  = ~1 + a~2(z) ,  (6) 
f (  z)~2(O) = ~2 - aqh( z),  (7) 
f(z)~ol(O ) = e 1 +/3~2(z  ), (8) 
f ( z )  ~2(0) = s 2 - /3~, (z ) .  (9) 
The identities (7), (8), and (9) can be derived from (6) by the described 
interchange of given tetrads. 
According to (2) 
f(~) = ~l~,(z) + ~(z ) ,  
29O 
and according to (1) 
hence 
¢1(0)~o1(z) = 1 - ¢2(0)~%(z): 
f ( z )  ¢1(0) -- ~1¢1(0) ~o1(z) -4- ~2 ¢1(0) ~°2(z) 
= ~1-  ~1¢~(o)~(z)  + ~¢1(o)~(z )  
= ~1 + a~%(z) .  
This proves (6). 
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For any complex number z we have 
¢i(1)~o,(z) + Cz(1)~%(z) =f (z )  + 1. (10) 
For, using (5)-(9), we get 
q~2(z) - - f (z )¢ l (0) /3  - /~1/3, ~Ol(Z ) = -f(z)¢~(O)~8 + ~2j8, 
¢2(1) = ~Ol(0)cr - e la  , ¢1(1) = -- ~o2(0)a + 82a. 
Therefore, 
¢l(1)~ol(z) + ¢~(1)~%(z) 
= f (z )  [ ¢1(0) ~o1(0 ) + ¢~(0) ~%(0) - 81¢1(0 ) - s 2 ¢2(0)] 
÷ ~1~1 + ~ - ~1~1(0) - ~(0)  
=f(z )  + 1 
by (1)-(4). 
We conclude the proof of Lemma 2.3 as follows: Let x, y be complex 
numbers, x # 0. Put z = y/x. Applying (1) and (10), we get 
f (  x + y) = f (  x)f(1 + z) =f(x ) [1  +f (z ) ]  =f (x )  + f(  y), 
which is the formula in Lemma 2.3. • 
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THEOREM 2.2. Let ® :.aP' ~.4¢ be an involution. Then there exists a 
C-automorphism f such that f2  = ic and for  each positive integer m there 
exists a nonsingular A m ~¢¢t'm, which is f-Hermitian, such that for  each 
X ~ ¢~¢p q we have 
X ® = AqXfAp  1. 
Proof. We will use the results of Lemmas 2.1-2.3. For a complex 
number c let D be the square matrix [c] of order 1. Put D e = [f(c)]. Then 
f is a C-automorphism with f2  = ic" 
I. Let m be an integer > 1. For l  ~<h ~mput  
where 
Furthermore put 
E h = [ehl . . . . .  ehm ], 
10 for j=h ,  
ehj = otherwise. 
, mh] , F h = E~, E~ = [alh . . . .  a T 
and 
F~ = [ bhl . . . . .  bh,.] ,  A= [a,j],  B = [b,j] ( l~ i , j  <~m). 
Let X = [ x 1 . . . . .  Xm], Y = [ Yl . . . . .  ym] T, and X ® = [u l  . . . . .  Um IT. Then 
f (uh)  = (EhX®)  ® = XE~ = ~ x~avh 
v=l 
implies 
and thus 
tt h 
m 
~, f (a~h) f (x~)  
X ® = Afx  f. 
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Similarly we get 
y ® = y fB  f. 
Since each X 6~1m satisfies the identity 
X = (X* )  ® = (X* ) fB  f = XAB f, 
we have 
AB f = I m. 
Furthermore 
YfX  f= (XY)  f=  (XY)*  = Y 'X*  = Y fB fA fx  f 
for any matrices, X, Y, where X e~t':m and Y e.~rm:. Therefore 
AB = Ira, 
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X ® = AmXfA11,  y*  = A :Y fA~ l. 
I_~t Z be a matrix of size p × q. Then for each X ~.*trlp and each Y ~-g"ql 
we have 
ySZSX f = (XZy) f  = (XZY) e = yeZeX® = Y fAq 'Z*ApXf ;  
hence 
Z f - _  Aq lZ®Ap.  
The result follows. • 
which implies that A is a nonsingular, f-Hermitian matrix. 
IL Put A m = A for m > 1, where A is the matrix from part I, and for 
ra = 1 put A m = [1]. Then for each positive integer m the matrix A m is 
nonsingular, f-Hermitian of order m, and for any matrices X and Y of sizes 
1 × m and m x 1 (respectively) we have 
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All involutions are described by Theorems 2.1 and 2.2. We will now 
characterize the extent to which the automorphism f and a sequence of 
matrices {An}:= 1 are determined. Toward this we need the following defini- 
tion: 
DEFINITION 2.2. Let f be a C-automorphism with f2 = ic" Let ~¢ = 
{An}:= 1 be a sequence of nonsingular, f-Hermitian matrices A n ~gt'n. We 
say that the pair [~¢', f ]  defines an involution * : Jr" --*.4g" if for each X eAt'pq 
we have 
X • = AqXfAp 1. 
THEOREM 2.3. Let f and g be C-automorphisms satisfyingf 2 = g2 = ic" 
Let ~ = { A,}:= 1, ~ = { Bn}:= 1 be sequences of nonsingular matrices A n 
and B, of order n which are f-nermitian and g-nermitian (respectively). 
Then the pairs [d , f ]  and [~,  g] define the same involution ®: ~/[ ~"  if 
and only if the following conditions are satisfied: 
(a) f = g, 
(b) there exists a complex number c, c ~ O, with the following properties: 
f (c )  = c = g(c), and for each positive integer n we have 
nn ~ cAn ° 
Proof. I f  conditions (a) and (b) are satisfied, then obviously the pairs 
[~¢,f] and [~,  g] define the same involution. To prove the converse assume 
that the pairs [~¢, f ]  and [~,  g] define the same involution ~ :~" - - *~.  
I~t  A 1 = [a] and B 1 = [b]. Then a ~ 0 ~ b, f (a)  = a, and g(b) = b. 
For a complex number ~ let X = [ ~ ] be the square matrix of order 1. Then 
[ f ($ ) ]  = A1XfA11 =- X ® = BIXgB{ 1 = [g(~) ] ;  
hence, f = g. 
Put c=b/a .  Then c~0 and f ( c )=g(c )=c .  Let n be a positive 
integer. For 1 ~< i ~< n denote the ith row of the matrix I n by X i, the ith 
column of the matrix A n and B n by ai and /3~ (respectively). Then 
Xi ® = A,  X fA{ 1 = a- lAnXi T = a-loti. 
Analogously, Xi ~ = b-1/3 i, which results in 
B n = cA n. • 
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3. THE F IELD OF f -REAL NUMBERS AND f - INNER PRODUCTS 
In this section we will suppose that f is a C-automorphism, f q= i c, such 
that 
f z  = ic" 
The fixed field of {f} will be denoted by F = F( f ) ;  therefore 
F = F ( f )  = {, /~ C : f ( , / )  = 3,}. 
An element , /~  F will be called an f-real number, and the field F the field 
off-real numbers. 
PROPOSITION 3.1. The complex number i is not an f-real number, and 
f ( i )  = - i .  For each complex number 6 there exist unique f-real numbers a 
and/3 such that 
8= a+i /3 .  
Then we have 
f (8 )  = a - i/3. 
Proof. Since f4 :  ic, there exists a complex number to with to 4=f(to). 
Let A = to - f ( to ) .  Then h 4:0 and f (h )  = -A.  Hence h ~ C - F( f )  and 
tt = h 2 ~ F(f) .  For a complex number 6 let 
a = 116 +f (6 ) ] ,  
1 
/3 = ~- [6 - f (6 ) ] .  
Then or,/3 are f-real numbers, 6 = a + /3A, and a and /3 are given 
uniquely by this property. We have 
f (8 )  = a - h/3. ( * )  
Let 3' be a complex number with the property ,/2 = A. Then ,/2 ~ F( f )  
and there exist f-real numbers a and /3 such that 
, /=  a +/3A, /3#0.  
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Since )t = ~ = ~2 + 132/~ + 2a13)t, we have 
a~ + 13~tz = 0, 
2ot13 = 1; 
therefore i = +213~)t ~ F( f )  and f ( i )  = - i .  
~z), we get 8 = ~ + i13 and f (8 )  = a - i13. Us ing(* ) fo r  A=i (~o= 1. 
PROPOSITION 3.2. 
,~,13 ~ e( f )  ~ ~/~ +13~ ~ F ( f ) .  
eroof .  Setting X = ~/a2 + 132 = u + iv [u, v ~ F(f)] ,  where 
stands for one of  the square roots of the complex number  oJ, we get 
X 2 =u 2 -v  z -2uv i ;  
hence u = 0 or v = 0. I f  v = 0, then X ~ F ( f ) .  
Suppose u = 0, v ~ 0. Then 13 ~ 0 and i x  ~ F ( f ) .  There  exist x, y 
F( f )  such that 
~l"d + X = x + iy, 
thus 
and 
It follows that 
Therefore, 
a + i ( - i x )  = x ~ - yz + 2xyi  
a = x 2 -y2 ,  - i x  = 2xy .  
4X 4 - -  4x2a + X 2 = O. 
x 2 = ~(o l  -I- i13), 
which is a contradiction wi th /3  q= 0. 
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Verifying the conditions for the positive cone of a linearly ordered field [1, 
Chapter VI, §2], we get: 
THEOREM 3.1. The field F( f )  is a linearly ordered field with the positive 
cone P = { ~92 : p ~ F(f)}. 
We shall further consider the ordering of f-real numbers induced by the 
pointed cone P. For a ~ F( f )  such that c~ ~> 0 there exists a unique 
~ F(f),  p >t O, such that t~ = p2. Then we can write 
Q= C-d. 
We define for a complex number to = a + i/3 [a, /3 ~ F( f ) ]  the abso- 
lute value of to with respect o f as the number 
I<,>1 = I~ ls  = V/o' 2 +/3  2 = ~S~/-D--f-(--D-). 
The following theorem gives the cardinality of the set of all such C-auto- 
morphisms f ,  and a construction of some of these automorphisms f is 
described in the proof. The theory of (field) extensions i used [1, Chapter V]. 
Note that the identity and complex conjugation are in essence unique 
"'natural" automorphisms of C. 
THEOREM 3.2. The set of all C-automorphisms f with the property 
f2 = ic and f ~ i c has cardinality expexpR o. 
Proof. We show that the set ~¢ of all C-automorphisms has cardinality 
exp exp R0. Clearly, card~ ¢ ~< exp exp R0. Let T be a transcendence base of 
extension CIQ, and let 9 be the set of all permutations of T. Then 
card T = exp it 0 and therefore card P = exp exp ~0. 
For each tp ~:  there exists a unique automorphism X(~p) of the field 
Q(T) such that X(~)(q) = q for each q ~ Q and x(~Xt )  = tp(t) for each 
t ~ T. Since the field C is an algebraic closure of Q(T), there exists an 
automorphism A(tp) of C such that the diagram 
Q(~) J , c 
1 ' X($) I k($) j ¢
Q(T) >c  
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is commutative, where j means the identity embedding from Q(T)  into C. 
Then )t is an injection from ~ into d ;  thus card 5a¢ >~ exp exp R 0. 
Put 5~ '+= {g ~5~': g(i) = i} and 5~¢-= {g ~¢:  g(i) = - i}.  Since i 2 = 
- 1, we have ~¢'+ u 5g- = 5~'. Denote complex conjugation by s. The mapping 
g ~ g o s (g ~5a¢ +) is a bijection from d + onto o~-; thus cardz~¢ "+= 
card .~¢- = card ~¢ = exp exp R 0- 
For g ~5~ ¢+ put F(g)  = g o s o g-1. We have F(g)  ~¢',  F(g)o F(g)  = 
i c, and F(g) 4=i c. I f  h ~¢+ and F(h)=s ,  then h( O)=(hos) (o )= 
(s o h)(O) = s(h(O)) for each real number  O, and h(O) is a real number  as 
well. We find that the restriction of h to the set of real numbers preserves 
ordering, which shows that h = i c. 
Summarizing, we have that F is an injection from ~'+ to the set of all 
C-automorphisms f with f2 = ic ' f 4: i c. • 
In the second part of this section we generalize the concept of inner 
products to f-inner products. In this part the appropriate section from 
Gantmacher's book [7, Chapter 9] is rephrased. 
DEFINITION 3.1. Let V be a vector space over the field C. Let (x, y) be a 
complex number  for each x, y ~ V, and let the following axioms be fulfilled: 
1. (x, y) = f((y,  x)), 
2. (crx, y) = a(x,y) ,  
3. (x + y ,z)  = (x,z) + (y,z), 
where x, y, z ~ V and a ~ C. We will call the number  (x, y) an f-inner 
product (of the vectors x and y). The mapping ( , ) from V × V into C will 
be called an f - inner product as well. [In the literature the number  (x, y) is 
usually called an inner product if f is the complex conjugation.] 
Clearly, (x, x) is an f-real number  for each x E V and (o, o) = 0 for the 
null vector o of V. I f  (x, x) > 0 [in the field F ( f ) ]  for each x ~ V, X ~ o, 
then the vector space V with this f - inner product is said to be an f-unitary 
vector space. 
DEFINITION 3.2. 
put 
Let V be an f-unitary vector space. For a vector x ~ V 
Ilxil = l lxnlf= (~,x ) ,  
and call this nonnegative f-real number  the norm (the f-norm) of the vec- 
tor x. 
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Clearly, the following modified axioms for the f-norm [2, pp. 31, 32; 7, p. 
255] are fulfilled: 
(N1) Ikll 1> 0; Iktl = 0 only if x = o, 
(N2) Ilaxll = lalflkll, 
(N3) Ik + yll ~< Ikll + Ilyll, 
where x, y ~ V and oz ~ C. 
Axiom (N3) can be derived from the Cauchy-Bunjakovski inequality for 
an f-inner product: 
I(x,y) I~ ~< (x,x)(y,y). 
The vectors x, y ~ V are called f-orthogonal if (x, y) = O. For the f-orthogo- 
nal vectors x, y the "'Pythagorean theorem" is valid: 
Ik + yll~ = Ikll~ + Ilyll~. 
If U is a subspace of V, the f-orthogonal complement U"  of U (in V) is 
defined as 
V '= {v~V: iu ,  v) =Oforeachu~V}.  
Obviously, U"  is a subspace of V and U f3 U"  = {o}. 
THEOaEM 3.3 (Projection theorem). Let V be an f-unitary vector space 
with f-inner product ( , ), and let U be a finite-dimensional subspace of V. 
Then each vector x ~ V can be expressed uniquely in the form 
X ~ X U "4- X N 
where x v ~ U and x N ~ U ~. 
Proof. Let x 1 . . . . .  x m be a basis of U (m a positive integer), and let 
G = [ (X i ,X j ) ] l , i . j ,m.  
(G is analogous to the Gram matrix). If G is singular, then there exist 
complex numbers cI . . . . .  c,~, at least one nonzero, such that 
m 
Ec i (x , ,x j )  =0 for each 1 ~ j~<m.  
i=1  
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Putting x 0 = Eim=lCiXt we get 
m 
(x0 ,x0)  = E (xj,x0) = 
j= I  j= l  j= l  i 
=0 ,  
therefore, x0 = o, which is a contradiction. Thus G is nonsingular and for 
each x ~ V there exist complex numbers a 1 . . . . .  a m such that 
a i (x  i , x j )  = (x, x j )  for each 1 ~<j~<m. 
i=1  
Consider the vectors x v = ~imlaix,, X N = X -- X v. Then x v ~ U, x = x v + 
xN, and for each 1 ~<j ~< m we have 
(xN,x j )  = (x, x j )  - (xu ,x j )  = (x, x j )  - ~ a i (x i ,x j )  = 0. 
i=1  
It follows that x N ~ U ± . Obviously, the vectors xu and x N are unique. • 
COROLLARY.  
V = U ® U ± (sothat d imV = d imU + d imU' ) .  
DEFINITION 3.3. A nonsingular matrix U is called f-unitary if U -  1 = uf" 
A square matrix A is called f-normal if AAf  = AfA. 
THEOREM 3.4. A matrix A ~ ' ,  is f-normal if and only if there exist an 
f-unitary matrix U ~t ' ,  and a diagonal matrix D = diag{A 1. . . . .  A,} such 
that 
A = UfDU. 
(The numbers A 1 . . . . .  A, are then the eigenvalues of A). 
Proof. Let A be an f -normal  matrix, A ~.~¢,, and denote by V the 
vector space C" with f - inner  product (x, y) = x fy  (x, y ~ cn) .  Then V is 
f-unitary. 
Since A and A f commute, they have a common eigenvector, say x 1 [7, p. 
279, Lemma 1]. 
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Suppose that for an integer k, 1 ~< k < n, we have common nonzero 
ei~envectors x I . . . .  x k (~ V) of A and A f with the property (x/, x j )=  
x{xj = 0 for 1 ~< i ~ j  ~< k. Then x 1 . . . .  x k are linearly independent.  
Let the eigenvectors x 1 . . . .  x k correspond to eigenvalues A1 . . . .  A k of  A, 
and let Ube  span{x 1. . . .  x k} ( inV) .  For  x~U ± and 1 ~<i~<k we have 
x/Axi = xfA/x t = Aixfxi = 0; therefore Afx ~ U ± . In the same waywe get 
Ax ~ U ± Again by Lemma 1 from [7, p. 279], there exists a nonzero 
eigenvector xk+ 1 ~ U ± of A and A f. Using the Corollary to the projection 
theorem, we get that there exist nonzero eigenvectors x1 . . . .  x ,  of A 
corresponding to its eigenvectors A1 . . . .  A n with the property 
(x , ,x j )  =x[x j  =0 foral l  l~<i : / : j  ~<n. 
For  each 1 ~< k ~< n put v k = (1/l lxkllf)x k. The V = [v I . . . . .  vn] is an 
f -unitary matrix and 
AV = [Av  1 . . . . .  Av n ] = [ }L1V 1 . . . . .  I~nV n ] = VD, 
where D = diag{)q . . . .  A,}. 
Putting U = V f, we obtain the proof. 
The following theorem can be derived from Theorem 3.4. 
THEOREM 3.5. A square matrix H ~t"  n is f-unitary [ f-Hermitian, f- 
skew-nermitian(H f = -n) ]  i f  and only if there exist an f-unitary matrix 
U ~¢f ,  and a diagonal matrix D = diag{A 1. . . .  A n} such that for each 
1 < k <<. n, I& l f  = 1 [Xk is f-real, A k is pure f-imaginary (A k = ilx k for an 
f-real /xk)], and 
H = VSDV. 
Further,  we shall need the following concept. 
DEFINITION 3.4. Let H be an f -Hermit ian matrix of order n. It is called 
positive [negative] f-definite it for all X ~ C n, X 4= 0, 
XfHX > 0 [ XfHX < 0]. 
THEOREM 3.6. Let H ~t ' ,  bef-Hermitian with eigenvalues A1 . . . . .  A n- 
Then H is positive [negative] f-definite if and only if A 1 > 0 . . . . .  A n > 0 
[A 1 < 0 . . . . .  A n < 0] (in thefield F(f)). 
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COROLLARY. I f  a matrix n is positive [negative] f~f in i te ,  then n is 
nonsingular and H -1 is positive [negative] f-definite. 
4. GENERALIZED INVERSES WITH RESPECT 
TO INVOLUTIONS 
In this section we shall assume that the involution ~ : ,d ¢ ~,J¢" is defined 
by the pair [A, f ] ,  where f is a C-automorphism such that f2  = ic ' and 
= { An}n= 1 is a sequence of nonsingular, f-Hermitian matrices A n of order 
n (Theorem 2.2). Further we shall characterize involutions ® with respect o 
which there exists a generalized inverse of A for each matrix A. 
We have then for an X ~¢~'pq 
X ® = AqXfAp  1 
DEFINITION 4.1. Let A ~-*trmn. A matrix X ~Jt'n, n is called a general- 
ized inverse of  A with respect o the involution ® if X satisfies the following 
conditions: 
(1) AXA = A, 
(2) XAX = x ,  
(3) (AX)  ~ = AX, 
(4) (XA)*  = XA. 
I f  the involution ~ is the conjugate transpose, we get the Moore-Penrose 
inverse of A. 
As was done for the Moore-Penrose inverse [2, p. 8], it will be shown that 
in the case of existence of such a matrix X, it is unique. Then we will 
designate the matrix X by A s. It is easily seen that 
(a) I f  A is a nonsingular matrix, then A s exists and A s = A- l ;  
(b) / fA = Om, n is the null matrix, then A s exists and A s = 0,, m. 
DEFINITION 4.2. Let H ~-*¢'n be f-Hermitian. The matrix H will be 
called f-definite if for each W ~ C n with WfHW = 0 we have W = 0. 
Clearly the following holds: 
PROPOSITION 4.1. Every nonnull f -Hermitian matrix of order 1 is f-defi- 
nite. 
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PROPOSITION 4.2. I f  f = i c, then non f-Hermitian matrix of order > 1 
is f-de)qnite. 
Proof. Let H ~¢~'m be f -Hermit ian ( f  = ic,), and let m > 1. Then H 
is symmetric (over C), and its known [4, p. 392, Theorem 3] that there exists a 
nonsingular P ~.~t" m and a diagonal matrix E E.4~Cm such that PrHP = D. 
There exists a nonzero vector Z ~ C m with ZTDZ = 0. Putting W = PZ, 
we Obtain WfHW = 0 and W ~ O. • 
The following theorem follows easily from Theorems 3.5 and 3.6. 
THEOREM 4.1. Let f ~ i c, and let H be an f-Hermitian matrix. Then H 
is f-definite if  and only if H is positive or negative f-definite. 
Using this theorem and the corollary following Theorem 3.6, we get 
COROLLARY. Let f q~ i c, and let H be an f-definite matrix. Then H is 
nonsingular and H-  1 is f-definite. 
LEMMA 4.1. Let T ~tc  have rank equal to t (full-row-rank matrix), 
and let C ~-¢[c be f-definite. 
Then TCT f is f-definite and hence (according to the corollary) nonsingu- 
lar. 
Proof. Let Z ~ C t with 
ZfTCTfZ = O. 
Setting W = Tfz,  we get wfcw -- O, therefore W = 0, and then Z = 0. • 
PROPOSITION 4.3. Suppose that for every matrix A there exists its 
generalized inverse A ® with respect o the involution ®. Then the matrix A m 
is f-definite for each positive integer m. 
Proof. Let m be a positive integer, and let W ~ C m with 
WSAmW = o. 
Put A =W f, X = A ®.Then 
xa  = ( xa)  ® = AmA~XSAT. ~, 
i J 
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and therefore, 
XAA m -~- A m Af  X f .  
Since Afx fA  f = A t, we have 
AmW = A m A f = A m AfX fA  f = XAA m A f = xv~fAmW -~ 0; 
thus W = 0. • 
THEOREM 4.2. Let A m be f-definite for each positive integer m. Let 
A ~ 'pq .  I fA  = Op, q is the null matrix, set X = Oq p. 
I f  A ~ O, let A = UV be a full-rank factorization of A. Set 
-1  -1  x=Aqv (vAqv ) VIA; 1 
Then X = A s is the generalized inverse of A with respect o the involu- 
tion s. 
The proof follows by verifying conditions (1)-(4) in Definition 4.1. 
Note that the expresion (VAqVf) -1 and (UfAplU) are defined by the 
corollary to Theorem 4.1 and Lemma 4.1. 
COROLLARY. Let A m be f-definite for each positive integer m. Let 
U E.~pr and V ~-~'rq have rank equal to r (U has full column rank, VfuU 
row rank). 
Then U s U and VV s are nonsingular matrices atisfying 
(a) U s -~ (USU)-~U s = (UYAplU)-IUfAp 1, 
(b) V s = Vs(VVS)  -1 = AqVf(VAqVf) -1, 
(c) (UV) s = VSU s 
Proposition 4.3 and Theorem 4.2 give necessary and sufficient conditions 
for the existence of a generalized inverse with respect o a given involution. 
The following theorem gives conditions under which two involutions deter- 
mine the same generalized inverse. 
Assume that f and g are C-automorphisms of the field C with f2 = g2 
= ic, and that d = {A,}~= 1 and ~ = {B,}~=I are sequences of f-definite 
and g-definite matrices, respectively, A, ~,*¢',, B, ~.*¢',. (Then f @ i c ¢ g.) 
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Let ~ : ~v ~,~v and ~ : ~ ~"  be the involutions defined by [a~¢, f ]  and 
[~,  g], respectively, in the sense of Definition 2.2. According to Theorem 
4.2, for each matrix A there exist generalized inverses with respect o the 
involutions ~ and t3, which will be denoted by a(A) and b(A), respectively. 
The following theorem states conditions under which these generalized 
inverses coincide. 
THEOREM 4.3. The following statements are equivalent: 
(a) a(A) = b(A) for each A ~ ' .  
(b) f = g, and for each positive integer m there exists a complex number 
c(m) such that A m ----- c (m)B  m. 
[Note that in case of validity of (b), c(m) is a nonzero f-real number.] 
Proof. By Theorem 4.2 statement (b) implies (a). 
Assume now that a(A) = b(A) for every matrix A. 
Let m > 1 be a positive integer, and for each 1 ~< i ~< m let E~ denote 
the ith row of the matrix Im. According to the corollary to Theorem 4.2, 
a(El) = A,~Ef( EiAmEf) -1 , 
b( Ei) = nmEg ( E ibm Eg)- I  
If A m = [akt], Bm = [bkz], then we have EiAmEf = aii 4= 0 4: bii = 
E i B m Eft and 
a(Ei)  = a~l[ali . . . . .  am,] T, 
b( Ei) = biTl[bli . . . . .  bmi] T. 
Therefore we have for each 1 ~< i, k ~< m 
aiibii 4= 0, akibii = bkiaii. 
Put 
buy any 
Cuv bv v ave 
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for 1 ~< u,v ~< m and 
C m = [Cuv] l ,u .v ,m , 
• Dim = diag{an . . . . .  atom}, 
Then 
A m = C mDlm, 
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D~m = diag{bn . . . . .  bm,~}. 
B m = C mDgm, 
Azv f  (VA2V f )  -1 = a (V  ) = b (V)  = B~V g (VB2Vg)  - '  
(VBgV g ) D lzv f  = (VA~V f )  Dz2V g. 
VA~V f = x, VB2Vg = y, 
DI~ = diag{a, b} Dz2 = bag{r, s}. 
Then xy ~ O, rx = ya, xsg( /3 ) = ybf(  /3 ), and thus 
asg ( /3)  -- br f ( /3)  for each /3 C. 
Putting /3 = 1, we obtain as = br; hence f( /3)  = g(/3) for each /3 m C 
and the automorphisms f and g are equal. 
Let m > 1 be (as before) a positive integer and 2 ~< k ~< m. Put 
i for i= l  where x~C,x~O,x~ -ckl ,  
xi = for i k, 
for l <<. i <<. m l ~ i s~ k, 
and V = Ix  1 . . . . .  Xm]. 
Put 
Hence, 
where C m is nonsingular. 
Let /3 be a complex number. Setting V = [1,/3 ], we get according to the 
corollary to Theorem 4.2 
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Since 
a(V) = CmOlmVf(VAmVf) -1, 
b(V ) = Cm Dz~Vf(VBm Vf ) - ' ,  
we have 
(VBmVf)DlmVf = (VAmVf)D~mVf. 
Then VBmVf = (xbxx + bkl)f(x) + xblk + bkk , and the (k, 1) entry of the 
matrix (VBmVf)DlmVf equals 
[( xb n + bkl)f( x) + xblk + bkk]akk. 
Similarly, the (k, 1) entry of the matrix (VAmVf)D2mVf equals 
[(Xall + bkl)f( x) + xalk + akk]bkk. 
Using the proven formula, we get 
ak~b H = allbkk. 
Putting c(m)= an/b u, we have akk = c(m)bkk, therefore Dlm= 
c(m)D2m, and then A m = c(m)B m. • 
REMARKS. 
(a) If we are interested only in the form of generalized inverses (not in 
the involutions themselves), we can suppose by Theorem 4.3 that the 
matrices A, are positive f-definite and also A 1 = [1]. 
(b) If f is the complex conjugation and A n are positive f-definite 
(= positive definite), then the corresponding generalized inverses are those 
described in Corollary 4 of [2, p. 123] and by Chipman [5]. 
5. GENERALIZED LEAST-SQUARES SOLUTION 
Given a system of linear equations AX = B, it is common to express its 
least-squares solution X 0 of minimum norm by means of the Moore-Penrose 
inverse A + of the matrix A in the form X 0 = A+B. Here, the Euclidean 
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norms are considered. Analogously, the generalized least-squares solution of 
minimum f-norm of the system AX = B is expressed by means of the 
generalized inverse A ® in the form A®B. In this case the norms are 
considered to be f-norms for an involutory, nontrivial automorphism f of the 
complex field C. Now we shall carefully explain this concept. For this 
purpose we assume that f is a C-automorphism with the property f2 = ic ' 
f ~ ic; An ~.~tP" is positive f-definite for each positive integer n; A 1 = [1]; ® 
denotes the involution on the set ~ of all matrices defined by the pair 
[{A,}~=I, f ]  and A ® designates the generalized inverse of A with respect o 
the involution ® .
We define an f-inner product on the vector space 12" (n a positive 
integer) by 
(X ,Y )  = Y®X ~ Y fA~IX  
for X, Y ~ C". Then the vector space C" is an f-unitary vector space. The 
norm of X ~ 12" will be denoted by 
Ilxllf = ¢(X, x ) .  
In further consideration we are going to proceed as in the case of the 
Moore-Penrose inverse [6, 2.8.5]. 
We shall need the following assertion: 
LEMMA 5.1. Put P = A "A ® and Q = A ®" A fi~r A EF-.Z~rmn. Then, i f  
X ~ C ~ and Y E C m 
II AX ÷ (im - P )Y  II~ = IIAXI[~ + I1( Im -- e )Y  
and 
IIA Y + - Q)xll  = llA YII} +11( Zn -- Q)X  II). 
The proof of this lemma is the same as that of the lemma in [6, p. 57] 
using the "Pythagorean theorem" (see the statement following Definition 
3.2). Also, the proof of the following theorem proceeds analogously to that of 
[6, Theorem 2.8.5.2]. 
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TrlEOaEM 5.!. Let A E~mn and B ~ C m. If X o = AeB and X ~ C", 
X ~ Xo, then either 
(1) IIAX - n l ly  > IIAX0 - nllf or 
(2) I IAX - nllf = IIAX0 - nllf and I Ix I I f  > IIx011f, 
(The inequality > is considered in the field of f -real numbers and is 
defined in Theorem 3.1.) 
I would like to thank Ulrich Oberst and Kurt Girstmair (University in 
Innsbruck) that they drew my attention to the theory of formally real fields 
which can be used for the field off-real numbers (Section 3). Particularly, 
they noticed that Propositions 3.1 and 3.2 and Theorem 3.1 follow from the 
Artin-Schreier characterization of real closed fields (N. Jacobson, Lectures in 
Abstract Algebra, Princeton, 1964, Chapter VI). 
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