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Abstract
Power consumption is a critical factor for the deploy-
ment of embedded computer vision systems. We explore
the use of computational cameras that directly output bi-
nary gradient images to reduce the portion of the power
consumption allocated to image sensing. We survey the ac-
curacy of binary gradient cameras on a number of com-
puter vision tasks using deep learning. These include ob-
ject recognition, head pose regression, face detection, and
gesture recognition. We show that, for certain applications,
accuracy can be on par or even better than what can be
achieved on traditional images. We are also the first to
recover intensity information from binary spatial gradient
images—useful for applications with a human observer in
the loop, such as surveillance. Our results, which we vali-
date with a prototype binary gradient camera, point to the
potential of gradient-based computer vision systems.
1. Introduction
Recent advances in deep learning have significantly im-
proved the accuracy of computer vision tasks such as vi-
sual recognition, object detection, segmentation, and oth-
ers. Leveraging large datasets of RGB images and GPU
computation, many of these algorithms now match, or even
surpass, human performance. This accuracy increase makes
it possible to deploy these computer vision algorithms in the
wild. Power consumption, however, remains a critical fac-
tor for embedded and mobile applications, where battery
life is a key design constraint.
For instance, Google Glass operating a modern face
recognition algorithm has a battery life of less than 40 min-
utes, with image sensing and computation each consuming
roughly 50% of the power budget [24]. Moreover, research
in computer architecture has focused on energy-efficient ac-
celerators for deep learning, which reduce the power foot-
print of neural network inference to the mW range [13, 3],
bringing them in the same range of the power consumption
as image sensing.
When the computer vision algorithms are too computa-
tionally intensive, or would require too much power for the
embedded system to provide, the images can be uploaded
(a) (b) (c)
(d) (e) (f)
Intensity reconstruction
Gesture recognition
Figure 1: Two of the tasks we study in the context of binary
gradient images. Insets (a) and (d) are traditional pictures
of the scene. Inset (b) is a simulated, spatial binary gra-
dient, and (e) a simulated temporal binary gradient. From
these we can reconstruct the original intensity image (c) or
perform gesture recognition (f). We also used real data cap-
tured with the prototype shown on the right. Inset (f) is from
Molchanov et al. [26].
to the cloud for off-line processing. However, even when
using image or video compression, the communication cost
can still be prohibitive for embedded systems, sometimes
by several orders of magnitude [30]. Thus an image sensing
strategy that reduces the amount of captured data can have
an impact on the overall power consumption that extends
beyond just acquisition and processing.
A large component of the image sensing power is burned
to capture dense images or videos, meaning that each pixel
is associated with a value of luminance, color component,
depth, or other physical measurement. Not all pixels, how-
ever, carry valuable information: pixels capturing edges
tend to be more informative than pixels in flat areas. Re-
cently, novel sensors have been used to feed gradient data
directly to the computer vision algorithms. [5, 36]. In ad-
dition, there has been a growing interested in event based
cameras such as those proposed by Lichsteiner et al. [23].
These cameras consume significantly less power than tradi-
tional cameras, and record binary changes of illumination
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Figure 2: A traditional image (left) and an example of real
spatial binary gradient data (right). Note that these pictures
were taken with different cameras and lenses and, thus, do
not exactly match.
at the pixel level, and only output pixels when they be-
come active. Another particularly interesting type of sensor
was proposed by Gottardi et al. [11]. This sensor produces
a binary image where only the pixels in high-gradient re-
gions become active; depending on the modality of opera-
tion, only active pixels, or pixels that changed their activity
status between consecutive frames, can then be read. The
resulting images appear like binary edge images, see Fig-
ure 2.
While these designs allow for a significant reduction of
the power required to acquire, process, and transmit images,
it also limits the information that can be extracted from the
scene. The question, then, becomes whether this results in
a loss of accuracy for the computer vision algorithms, and
if such loss is justified by the power saving.
1.1. Our Contributions
In this paper, we focus on two aspects related to the use
of binary gradient cameras for low-power, embedded com-
puter vision applications.
First, we explore the tradeoff between energy and accu-
racy this type of data introduces on a number of computer
vision tasks. To avoid having to hand-tune traditional com-
puter vision algorithms to binary gradient data, we use deep
learning approaches as benchmarks, and leverage the net-
works’ ability to learn by example. We select a number
of representative tasks, and analyze the change in accuracy
of established neural network-based approaches, when they
are applied to binarized gradients.
Second, we investigate whether the intensity information
can be reconstructed from these images in post-processing,
for those tasks where it would be useful for a human to vi-
sually inspect the captured image, such as long-term video
surveillance on a limited power budget. Unlike other types
of gradient-based sensors, intensity reconstruction is an ill-
posed problem for our type of data because both the direc-
tion and the sign of the gradient are lost, see Section 5. To
the best of our knowledge, in fact, we are the first to show
intensity reconstruction from single-shot, spatial binary gra-
dients.
We perform our formal tests simulating the output of the
sensor on existing datasets, but we also validate our find-
ings by capturing real data with the prototype developed by
Gottardi et al. [11] and described in Section 3.1.
We believe that this paper presents a compelling reason
for using binary gradient cameras in certain computer vi-
sion tasks, to reduce the power consumption of embedded
systems.
2. Related Work
We describe the prior art in terms of the gradient cameras
that have been proposed, and then in terms of computer vi-
sion algorithms developed for this type of data.
Gradient cameras can compute spatial gradients ei-
ther in the optical domain [5, 39, 18], or on-board the
image sensor, a technique known as focal plane process-
ing [4, 22, 28, 15]. The gradients can be either calculated
using adjacent pixels [11] or using current-mode image sen-
sors [12]. Some cameras can also compute temporal gradi-
ent images, i.e. images where the active pixels indicate a
temporal change in local contrast [11, 23]. Most of these
gradient cameras have side benefits of fast frame rates and
reduced data bandwidth/power due to the sparseness of gra-
dients in a scene. In fact, the camera by Lichtsteiner et al.
can read individual pixels when they become active [23].
Moreover, the fact that gradient cameras output a function
of the difference of two or more pixels, rather than the pixel
values themselves, allows them to deal with high-dynamic-
range scenes.
Applications of gradient cameras were first exposited
in the work by Tumblin et al., who described the advan-
tages of reading pixel differences rather than absolute val-
ues [35]. A particular area of interest for temporal binary
gradients and event-based cameras is SLAM (simultane-
ous localization and mapping) and intensity reconstruction.
Researchers have shown SLAM [37], simultaneous inten-
sity reconstruction and object tracking [16], combined opti-
cal flow and intensity reconstruction [2], and simultaneous
depth, localization, and intensity reconstruction [17]. In ad-
dition, some early work has focused on using spiking neu-
ral networks for event-based cameras [29]. The common
denominator to all of these techniques is that the camera,
or at least the scene, must be dynamic: the sensor does not
output any information otherwise. For tradeoffs between
energy and visual recognition accuracy, recent work pro-
posed optically computing the first layer of convolutional
neural networks using Angle Sensitive Pixels [5]. However,
the camera required slightly out-of-focus scenes to perform
this optical convolution and did not work with binary gradi-
ent images.
In our work, we focus on the camera proposed by Got-
tardi et al. [11], which can produce spatial binary gradients,
and can image static scenes as well as dynamic ones. Gas-
parini et al. showed that this camera can be used as a long-
lifetime node in wireless networks [10]. This camera was
also used to implement low-power people counter [9], but
only in the temporal gradient modality (see Section 3.1).
3. Binary Gradient Cameras
In this section, we define the types of binary gradient
images we are considering and we analyze the power and
high dynamic range benefits from such cameras.
3.1. Operation
For spatial binary gradients, we refer to cameras where
a pixel becomes active when a local measure of contrast
is above threshold. Specifically, for two pixels i and
j, we define the difference ∆i,j = |Ii − Ij |, where I
is the measured pixel’s brightness. We
also define a neighborhood ν consisting
of pixel P and the pixels to its left, L,
and top, T (see inset). The output at
pixel P will then be:
GS(P) =
{
1 if max
i,j∈ν
∆i,j > T
0 otherwise
, (1)
where T is a threshold set at capture time. The output of
this operation is a binary image where changes in local spa-
tial contrast above threshold yield a 1, else a 0, see Figure 2.
Note that this operation is an approximation of a binary lo-
cal derivative: ∆T,L alone can trigger an activation for P,
even though the intensity at P is not significantly different
from either of the neighbors’. It can be shown that the con-
sequence of this approximation is a “fattening” of the image
edges by a factor of roughly
√
2 when compared to the mag-
nitude of the a gradient computed with regular finite differ-
ences. The advantage of this formulation is that it can be
implemented efficiently in hardware.
For temporal binary gradients, the sensor proposed by
Lichtsteiner et al. [23], which works asynchronously, out-
puts +1 (-1) for a pixel whose intensity increases (decreases)
by a certain threshold, and 0 otherwise. The sensor pro-
posed by Gottardi et al. produces a slightly different image
for temporal gradients, where the value of a pixel is the dif-
ference between its current and previous binary spatial gra-
dient [11]:
GT (P, t) = max (0, |GS(P, t)−GS(P, t− 1)|) , (2)
where we made the dependency on time t explicit. This
is implemented by storing the previous value in a 1-bit
memory collocated with the pixel to avoid unnecessary data
transfer. An image produced by this modality can be seen
in Figure 1(e).
3.2. Power Considerations
Binary gradient cameras have numerous advantages in
terms of power and bandwidth. A major source of power
consumption in modern camera sensors is the analog-to-
digital conversion and the transfer of the 12-16 bits data
off-chip, to subsequent image processing stages. Gradients
that employ 1 or 2 bits can significantly reduce both the cost
for the conversion, and the amount data to be encoded at the
periphery of the array. In fact, the sensor only transfers the
addresses of the pixels that are active, and when no pixels
are active, no power is used for transferring data.
Comparing power consumption for sensors of different
size, technology, and mode of operation is not easy. Our
task is further complicated by the fact that the power con-
sumption for a binary gradient sensor is a function of the
contrast in the scene. However, here we make some as-
sumptions to get a very rough figure. Gottardi et al. [11]
report that the number of active pixels is usually below 25%
(in the data we captured, we actually measured that slightly
less than 10% of the pixels were active on average). The
power consumption for the sensor by Gottardi et al. can be
approximated by the sum of two components. The first, in-
dependent of the actual number of active pixels, is the power
required to scan the sensor and amounts to 0.0024µW/pixel.
The second is the power required to deliver the addresses of
the active pixels, and is 0.0195µW/pixel [8]. At 30fps, this
power corresponds to 7.3pJ/pixels. A modern image sensor,
for comparison, is over 300pJ/pixel [34]. Once again, these
numbers are to be taken as rough estimates.
4. Experiments
In this section, we describe the vision tasks we used to
benchmark spatial and temporal binary gradients. For the
benchmarks involving static scenes or single images, we
could only test spatial gradients. We used TensorFlow and
Keras to construct our networks. All experiments were per-
formed on a cluster of GPUs with NVIDIA Titan X’s or
K80s. For all the experiments in this section, we picked
a reference baseline network appropriate for the task, we
trained it on intensity or RGB images, and compared the
performance of the same architecture on data that simulates
the sensor by Gottardi et al. [11]. An example of such data
can be seen in Figure 1(b) and 1(c). Table 1 summarizes all
the comparisons we describe below.
4.1. Computer Vision Benchmarks
Object Recognition — We used MNIST [21] and CIFAR-
10 [19] to act as common baselines, and for easy compari-
son with other deep learning architectures, on object recog-
nition tasks. MNIST comprises 60,000, 28x28 images of
handwritten digits. CIFAR-10 has 60,000, 32x32 images of
objects from 10 classes, with 10,000 additional images for
validation. For these tasks we used LeNet [20].
On MNIST, using simulated binary gradient data de-
grades the accuracy by a mere 0.76%. For CIFAR-10,
Task Dataset Traditional Binary gradient Network used
Recognition
MNIST [21] 99.19% 98.43% LeNet [20]
CIFAR-10 [19] 77.01% 65.68% LeNet [20]
NVGesture [26] 72.5% GT : 74.79% Molchanov et al. [26]
GS : 65.42%
Head pose 300VW [32] 0.6
◦ 1.8◦ LeNet [20]
BIWI Face Dataset [7] 3.5◦ 4.3◦ VGG16 [33]
Face detection — WIDER [38]
Easy 89.2% 74.5%
Faster R-CNN [31]Medium 79.2% 60.5%
Hard 40.2% 28.3%
Table 1: Summary of the comparison between traditional images and binary gradient images on visual recognition tasks.
we trained the baseline on RGB images. The same net-
work, trained on the simulated data, achieves a loss in ac-
curacy of 11.33%. For reference, using grayscale instead of
RGB images causes a loss of accuracy of 4.86%, which is
roughly comparable to the difference in accuracy between
using grayscale and gradient images—but without the cor-
responding power saving.
Head Pose Regression — We also explored single-shot
head pose regression, an important use-case for human-
computer interaction, and driver monitoring in vehicles. We
used two datasets to benchmark the performance of gradi-
ent cameras on head pose regression. The first, the BIWI
face dataset, contains 15,000 images of 20 subjects, each
accompanied by a depth image, as well as the head 3D lo-
cation and orientation [7]. The second, the 300VW dataset,
is a collection of 300 videos of faces annotated with 68 land-
mark points [32]. We used the landmark points to estimate
the head orientation.
On the BIWI dataset, training a LeNet from scratch did
not yield network convergence. Therefore, we used a pre-
trained VGG16 [33] network on the RGB images. We
then fine-tuned the network on the simulated binary gradi-
ent data. The network trained on simulated binary gradient
data yields a degradation of estimation accuracy of a 0.8
mean degree error per pixel. On the 300VW dataset, we
trained LeNet on the simulated data. The mean angular er-
ror increases by 1.2 degrees per pixel, which is small when
accounting for the corresponding power saving.
Face Detection — Another traditional vision task is face
detection. For this task we trained the network on the
WIDER face dataset, a collection of 30,000+ images with
390,000+ faces, and is organized in three categories for face
detection: easy, medium, and hard [38]. Figure 3 shows rep-
resentative images of different levels of difficulty. Note that
this dataset is designed to be very challenging, and includes
pictures taken under extreme scale, illumination, pose, and
expression changes, among other factors.
For this task, we used the network proposed by Ren et
al. [31]. Once again, we trained it on both the RGB and the
Figure 3: Face detection on binary spatial gradient images
simulated from the WIDER dataset.
simulated binary gradient images. The results are summa-
rized in Table 1. On this task, the loss in accuracy due to
using the binary gradient data is more significant, ranging
from 11.9% to 18.7%, depending on the category.
Gesture Recognition — Our final task was gesture recog-
nition. Unlike the previous benchmarks, whose task can be
defined on a single image, this task has an intrinsic tempo-
ral component: the same hand position can be found in a
frame extracted from two different gestures. Therefore, for
this task we test both the spatial and temporal modalities.
We used the dataset released by Molchanov et al., which
contains 1,500+ hand gestures from 25 gesture classes, per-
formed by 20 different subjects [26]. The dataset offers sev-
eral acquisition modalities, including RGB, IR, and depth,
and was randomly split between training (70%) and test-
ing (30%) by the authors. The network for this algorithm
was based on [26], which used an RNN on top of 3D con-
volutional features. We limited our tests to RGB inputs,
and did not consider the other types of data the dataset of-
fers, see Figure 4. As shown in Table 1, the simulated spa-
tial binary gradient modality results in an accuracy degra-
dation of 7.08% relative to RGB images and 5.41% rela-
tive to grayscale. However, as mentioned before, this task
has a strong temporal component and one would expect
that the temporal gradient input should perform better. In-
deed, the temporal modality yields increased accuracy on
both grayscale (+3.96%) and RGB (+2.29%) data. This is a
significant result, because the additional accuracy is possi-
ble thanks to data that is actually cheaper to acquire from
a power consumption standpoint. Note that the input to
(a) (b) (c)
Figure 4: Two frames from the NVIDIA Dynamic Hand
Gesture Dataset [26], (a), the corresponding spatial binary
gradients, (b), and temporal binary gradients, (c).
the network is a set of non-overlapping clips of 8 frames
each, so the network can still “see” temporal information in
modalities other than the temporal binary gradients.
Across a variety of tasks, we see that the accuracy on
binary gradient information varies. It is sometimes compa-
rable to, and sometimes better than, the accuracy obtained
on traditional intensity data. Other times there is a signif-
icant accuracy loss is significant, as is the case with face
detection. We think that this is due in part to the task, which
can benefit from information that is lost in the binary gradi-
ent data, and in part to the challenging nature of the dataset.
Our investigation suggests that the choice of whether a bi-
nary gradient camera can be used to replace a traditional
sensor, should account for the task at hand and its accuracy
constraints. Note that we did not investigate architectures
that may better fit this type of data, and which may have an
impact on accuracy. We leave the investigation for future
work, see also Section 7.
4.2. Effects of Gradient Quantization
In this paper, we study the tradeoff between power con-
sumption and accuracy of binary gradient cameras. One
factor that has a strong impact on both, is the number of
bits we use to quantize the gradient, which, so far, we have
assumed to be binary. Designing a sensor with a variable
number of quantization bits, while allowing for low power
consumption, could be challenging. However, graylevel in-
formation can be extracted from a binary gradient camera
by accumulating multiple frames, captured at a high frame
rate, and by combining them into a sum weighted by the
time of activation [8].
For the sensor proposed by Gottardi et al. [11], the power
of computing this multi-bit gradient can be estimated as:
P = 2N · Pscan + Pdeliver, (3)
where N is the number of quantization levels, Pscan is the
power required to scan all the rows of the sensor, and Pdeliver
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Figure 5: Quantization vs power consumption vs accuracy
tradeoff on CIFAR-10. Note the significant drop in power
consumption between 8 and 4 bits, which is not reflected by
a proportional loss of accuracy, see Section 4.2.
is the power to deliver the data out of the sensor, which
depends on the number of active pixels [8]. Despite the
fact that Pdeliver is an order of magnitude larger than Pscan,
Equation 3 shows that the total power quickly grows with
the number of bits.
To study the compromise between power and number of
bits, we simulated a multi-bit gradient sweep on CIFAR-10,
and used Equation 3 to estimate the corresponding power
consumption. Figure 5 shows that going from a binary gra-
dient to an 8-bit gradient allows for a 3.89% increase in
accuracy, but requires more than 80 times the power. How-
ever, a 4-bit gradient may offer a good compromise, see-
ing that it only requires 7% of the power needed to esti-
mate an 8-bit gradient (6 times the power required for the
binary gradient), at a cost of only 0.34% loss of accuracy.
This experiment points to the fact that the trade-off between
power consumption and accuracy can be tuned based on the
requirements of the task, and possibly the use-case itself.
Moreover, because in the modality described above N can
be changed at runtime, one can also devise a strategy where
the quantization levels are kept low in some baseline oper-
ation mode, and increased when an event triggers the need
for higher accuracy.
5. Recovering Intensity Information from Spa-
tial Binary Gradients
In addition to the automated computer vision machinery,
some applications may require a human observer to look at
the data. An example is video surveillance: a low-power au-
tomatic system can run continuously to detect, for instance,
a person coming in the field of view. When such an event is
detected, it may be useful to have access to intensity data,
which is more easily accessible by a human observer. One
solution could be that a more power-hungry sensor, such
as an intensity camera is activated when the binary gradi-
ent camera detects an interesting event [14]. Another solu-
tion could be to attempt to recover the grayscale information
from the binary data itself. In this section, we show that this
is indeed possible.
We outlined previous work on intensity reconstruction
from temporal gradients in Section 2. Currently available
techniques, such as the method by Bardow et al. [2], use
advanced optimization algorithms and perform a type of
Poisson surface integration [1] to recover the intensity infor-
mation. However, they focus on the temporal version of the
gradients. As a consequence, these methods can only recon-
struct images captured by a moving camera, which severely
limits their applicability to real-world scenarios.
To the best of our knowledge, there has been no work on
reconstructing intensity images from a single binary spatial
gradients image, in part because this problem does not have
a unique solution. Capturing a dark ball against a bright
background, for instance, would yield the same exact bi-
nary spatial gradient as a bright ball on a dark background.
This ambiguity prevents the methods of surface integration
from working, even with known or estimated boundary con-
ditions.
We take a deep learning approach to intensity reconstruc-
tion, so as to leverage the network’s ability to learn priors
about the data. For this purpose, we focus on the problem of
intensity recovery from spatial gradients of faces. While we
cannot hope to reconstruct the exact intensity variations of
a face, we aim to reconstruct facial features from edge maps
so that it can be visually interpreted by a human. Here we
describe the network architecture we propose to use, and
the synthetic data we used to train it. In Section 6 we show
reconstructions from real data we captured using a binary
gradient camera prototype.
Our network is inspired by the autoencoder architecture
recently proposed by Mao et al. [25]. The encoding part
consists of 5 units, each consisting of two convolutional
layers with leaky ReLU nonlinearities followed by a max
pooling layer. The decoding part is symmetric, with 5 units
consisting of upsampling, a merging layer for skip connec-
tions that combines the activations after the convolutions
from the corresponding encoder unit, and two convolutional
layers. See Figure 6 for our network structure. We trained
this architecture on the BIWI and WIDER datasets.
For the BIWI dataset, we removed two subjects com-
pletely to be used for testing. Figure 7 shows an embedded
animation of the two testing subjects. As mentioned above,
the solution is not unique given the binarized nature of the
gradient image, and indeed the network fails to estimate the
shade of the first subject’s sweater. Nevertheless, the qual-
ity is sufficient to identify the person in the picture, which
is surprising, given the sparseness of the input data.
The WIDER dataset, does not contain repeated images of
any one person, which guarantees that no test face is seen
by the network during training. We extracted face crops
by running the face detection algorithm described in Sec-
tion 4.1, and resized them to 96x96, by either downsam-
INPUT	
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Figure 6: The architecture of the autoencoder used to re-
construct intensity information from spatial binary gradient
images.
Figure 7: Embedded animation of the intensity recon-
struction (middle pane) on the binary data (left pane) simu-
lated from the BIWI dataset [7]. It can be viewed in Adobe
Reader, or other media-enabled viewers, by clicking on the
images. The ground truth is on the right.
pling or upsampling, unless the original size was too small.
Figure 8 shows some results of the reconstruction. Note that
the failure cases are those where the quality of the gradients
is not sufficient (Figure 8(i)), or the face is occluded (Fig-
ure 8(j)). The rest of the faces are reconstructed unexpect-
edly well, given the input. Even for the face in Figure 8(j)
the network is able to reconstruct the heavy makeup reason-
ably well.
6. Experiments with a Prototype Spatial Bi-
nary Gradient Camera
In this section we validate our findings by running ex-
periments directly on real binary gradient images. As a re-
minder, all the comparisons and tests we described so far
were performed on data obtained by simulating the behav-
ior of the binary gradient camera. Specifically, we based
our simulator on Equation 1, and tuned the threshold T
to roughly match the appearance of the simulated and real
data, which we captured with the prototype camera de-
scribed by Gottardi et al. [11]. At capture time, we use
the widest aperture setting possible to gain the most light,
though at the cost of a shallower depth of field, which we
did not find to affect the quality of the gradient image. We
also captured a few grayscale images of the same scene
with a second camera set up to roughly match the field of
views of the two. Figure 2, shows a comparison between
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)
Figure 8: Intensity reconstruction (bottom row) on the binary data (middle row) simulated from the WIDER dataset [38]. The
ground truth is in the top row. Note that our neural network is able to recover the fine details needed to identify the subjects.
We observed that failure cases happen when the gradients are simply too poor (i) or the face is occluded (j).
a grayscale image and the (roughly) corresponding frame
from the prototype camera. Barring resolution issues, at vi-
sual inspection we believe our simulations match the real
data.
6.1. Computer Vision Tasks on Real Data
To qualitatively validate the results of our deep learn-
ing experiments, we ran face detection on binary gradient
data captured in both outdoor and indoor environment. We
could not train a network from scratch, due to the lack of a
large dataset, which we could not capture with the current
prototype—and the lack of ground truth data would have
made it impossible to measure performance quantitatively
anyway. We trained the network described in Section 4.1
on simulated data resized to match the size of images pro-
duced by the camera prototype, and then we directly ran
inference on the real data.We found that the same network
worked well on the indoor scenes, missing a small fraction
of the faces, and typically those whose pose deviated signif-
icantly from facing forward. On the other hand, the network
struggled more when dealing with the cluttered background
typical of the outdoor setting, where it missed a significant
amount of faces. We ascribe this issue to the low spatial
resolution offered by the prototype camera, which is only
128x64 pixels. However, this is not a fundamental limita-
tion of the technology, and thus we expect it to be addressed
in future versions. Figure 9 shows a few detection results for
both environment.
6.2. Intensity Reconstruction on Real Data
Another qualitative validation we performed was inten-
sity reconstruction from data captured directly with the
camera prototype. We trained the network on synthetic data
generated from the WIDER dataset, and performed forward
inference on the real data. Once again, we could not per-
(a) (b)
(c) (d)
Figure 9: Face detection task on spatial gradient images
captured with the camera prototype. The top and bottom
rows show frames from an indoor and an outdoor sequence,
respectively. The misdetection rate is significantly higher in
outdoor sequences, as seen in insect (d).
form fine-tuning due to the lack of ground truth data—the
data from an intensity camera captured from a slightly dif-
ferent position, and with different lenses, did not generalize
well. While the quality of the reconstruction is slightly de-
graded with respect to that of the synthetic data, the faces
are reconstructed well. See Figure10 for a few example.
Note that despite the low resolution (these crops are 1.5
times smaller than those in Figure 8), the face features are
still distinguishable.
Remember that here we are reconstructing intensity in-
formation from a single frame: we are not enforcing tem-
poral consistency, nor we use information from multiple
frames to better infer intensity. We find that the quality of
the reconstruction of any single frame varies: some recon-
structions from real data allow the viewer to determine the
identity of the subject, others are more similar to average
faces.
Figure 10: Intensity reconstruction result inferred by the
network described in Section 5 and trained on the WIDER
simulated data. The top row shows 64x64 face crops cap-
tured with the prototype camera, the bottom the correspond-
ing reconstructed images. While the quality is not quite on
par with the intensity reconstructions, it has to be noted that
the resolution of the crops in Figure 8, is 96x96, i.e. 1.5x
larger.
7. Discussion
To further decrease the power consumption in computer
vision tasks, we could couple binary gradient images with
binary neural networks. Recently, new architectures have
been proposed that are use elementary layers (convolutions,
fully connected layers) using binary weights, yielding an
additional 40% in power savings in computation [6]. We
evaluated these binary neural networks (BNNs) on, MNIST,
CIFAR-10, and SVHN [27]. (The latter is a dataset of
∼100K house street numbers.) On MNIST, a 1.57% error
on gradient images increased to 2.23 % error by employ-
ing a BNN. For CIFAR-10, a 11% error on gradient im-
ages increased to 30% with the BNN. Finally for SVHN, a
3% error on binary gradient images increased to 12% with
the BNN. Thus, while there are considerable power savings
from using a BNN, it is still an open question of how to
couple these networks with binary gradient data from novel
sensors. We leave this as an avenue for future work on end-
to-end binary vision systems.
We have conducted a thorough exploration of different
computer vision tasks that can leverage binary gradient im-
ages. Certain tasks, such as object recognition and face de-
tection, suffer more degradation in accuracy. Other tasks,
such a gesture recognition, see an increase in accuracy. All
with a significant power saving. In addition, we propose to
use an autoencoder network to learn the prior distribution
of a specific class of images to solve the under-constrained
problem of recovering intensity information from binary
spatial edges.
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