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0. Introduction
It is now widely known that a random partition of a large integer n taken with equal probability
from the set P(n) of all partitions of n has the Young diagram which looks (after rescaling) close to
a deterministic object called the limit shape of random partitions. The discovery of the phenomenon
of limit shape formation for random partitions of a large integer has a long history. First it was
mentioned in the paper by H.N.V. Temperley [31] in 1952 with heuristic arguments. Much later but
apparently independently, the principal calculations leading to this result were made by M. Szalay
and P. Turán [30] in 1977, however they did not state their result in the modern way. It was done by
A. Vershik and stated in his joint paper with S. Kerov [34] in 1985.
Later a new proof of the same result was found. It is based on the fact that the uniform measure
on partitions of n can be interpreted as the product measure on the space of integer sequences
restricted to a certain aﬃne subspace. (The probabilist would say that a random partition of n is just
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weighted sum equal to n.) The technique which exploits this observation seems to be ﬁrst applied to
random partitions by B. Fristedt [13]; now it is often referred to as Fristedt’s conditional device. The
related procedure of Poissonization has a longer history and can be traced back at least to the paper
by M. Kac [19] published in 1949. A.M. Vershik [35] pointed out a wide range of similar problems
where the measure under consideration is a product measure restricted to an aﬃne subspace, hence
the same technique can be applied. Vershik called such measures on partitions multiplicative; we give
the precise deﬁnition in Section 1. Later this technique has been frequently used by various authors
in related problems, see [26,9,11,14], to name just a few references.
Similar “limit shape type” results have appeared in diverse situations including some probability
measures on partitions, both multiplicative and not. One of the ﬁrst results of this type goes back to a
seminal paper by P. Erdo˝s and J. Lehner [10]: it can be read from their paper that rescaled Young dia-
grams of strict integer partitions concentrate around a certain limit shape. This is also a multiplicative
case, although Erdo˝s and Lehner did not use the related technique. A. Comtet et al. [8] recently found
the limit shape for the generalization of this case, namely for partitions with differences between
parts exceeding some ﬁxed number p (which are not multiplicative for p  2). The case p = 2 was
treated earlier by D. Romik [27]. R. Cerf and R. Kenyon [7] conﬁrmed Vershik’s conjecture that the
limit shape exists also for plane partitions. Another celebrated result of this type is a limit shape for
the Plancherel measure on partitions discovered by B. Logan and L. Shepp [22] and independently by
A.M. Vershik and S.V. Kerov [33]. It is worth noticing that the Plancherel measure is not multiplicative.
In his paper [35] Vershik introduced several families of multiplicative measures on partitions and
stated that for these measures the limit shapes also appear in the proper scaling. He called such
examples ergodic (see Deﬁnition 2 below) and asked a general question about conditions for ergod-
icity of multiplicative measures. In this paper we give a partial answer to this question although it
remains still open in full generality. Some connections between the existence of the limit shape and
other asymptotic characteristics of measures on partitions are discussed in [12]. The whole family of
multiplicative measures is naturally parameterized by a sequence of functions fk analytic in some
neighborhood of zero, as explained in Section 1. We restrict ourself to a subfamily of multiplicative
measures such that this sequence consists of powers of some ﬁxed function: fk(z) = f (z)bk , bk  0,
with certain additional constraints on f and sequence bk . This restriction looks quite conﬁning at ﬁrst
glance, but it allows us to ﬁnd exact formulas for the limit shape and to catch what happens in a more
general case. This family includes, for instance, the measures on partitions which arise in connection
with Meinardus’ Theorem ( f (z) = 1/(1 − z)), see [1, Chapter 6]. B. Granovsky et al. [15] applied a
probabilistic technique going back to A.Y. Khinchin [21] to this problem and improved Meinardus’
results, see also [16]. Our approach partly overlaps with one used in [15].
Many examples of nonergodic measures belong to a family of logarithmic combinatorial struc-
tures [2]. The general statement that limit shapes do not arise for measures from the logarithmic
family is proved by M.M. Erlihson and B.L. Granovsky [12]. Note that our deﬁnition of ergodicity
(see Section 2) allows the degenerate case when Young diagrams of area n are scaled by n along
one axis, while the deﬁnition in [12] prohibits such trivial scaling. In our terms converging combi-
natorial structures as deﬁned in [12] are ergodic with the scaling α(n) = n and their limit shape is
ϕ(t) = 1(t ∈ [0,1]), as follows from [3, Corollary 2.3(b)].
The most celebrated and well studied example of a logarithmic structure is the so-called Ewens
measure on partitions. We brieﬂy describe its construction, see [2] (where the term Ewens sampling
formula is used) for a more detailed exposition. Take at random a permutation π from the symmetric
group Sn with probability proportional to θ c(π) , where θ > 0 is a parameter and c(π) is the number
of cycles in permutation π ; θ = 1 corresponds to the uniform measure on Sn . Given π , consider the
partition ξ(π) of n into cycle lengths of π . The induced probability measure on partitions is called the
Ewens measure. Mapping a partition λ = (λ1, λ2, . . .) with the usual order λ1  λ2  · · · to a simplex
∇ = {(x1, x2, . . .): ∑ xi  1 and x1  x2  · · ·} by dividing parts of λ by its total weight induces the
sequence of discrete measures on ∇; taking their weak limit in the standard topology leads to the
Poisson–Dirichlet measure PD(θ) on ∇ . This measure is not concentrated on a unique element of ∇
while ergodicity, roughly speaking, means that it should be, so the Ewens measure is not ergodic.
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sense which lead to a new examples of nonergodic behavior. However all these examples are degen-
erate: no scaling is performed along one axis. The question of existence of nondegenerate nonergodic
multiplicative measures not belonging to the family of logarithmic combinatorial structures (and per-
haps lying “far” from this family in some sense) remains open.
The rest of the paper is organized as follows. In the next section we give a precise deﬁnition
of multiplicative measures on partitions and present some basic facts about them. In particular, we
introduce the notions of grand and small canonical ensembles of partitions. In the end of the section
we formulate further assumptions imposed on the multiplicative measures in this paper. In Section 2
we present a deﬁnition of ergodicity and discuss its basic consequences. Section 3 is devoted to
ergodicity in the grand canonical ensemble. We give necessary and suﬃcient conditions for ergodicity
in the considered class of multiplicative measures (Theorem 7) and provide an explicit formula for
the limit shape in the ergodic case. In Section 4 we give suﬃcient conditions for ergodicity in the
small canonical ensemble. Section 5 is devoted to the local limit theorem for the weight of a random
partition in the grand canonical ensemble. This is an auxiliary result proved here under additional
assumptions about the measure; it guarantees one of the suﬃcient conditions established in Section 4.
We conclude the paper with examples in Section 6.
1. Multiplicative families
The multiplicative family of measures on partitions was deﬁned in [35] in the following way. For
each n = 1,2, . . . let μ(n) be a probability measure on a set P(n) of partitions of an integer n. For a
partition λ ∈ P(n) deﬁne occupation numbers or counts Rk(λ) = #{i: λi = k}, k = 1,2, . . . , that is the
number of parts equal to k in partition λ. The measure μ(n) makes Rk random variables: P[Rk = j] =
μ(n){λ ∈P(n): Rk(λ) = j}. (With some abuse of notation, given a functional R on partitions we write
R(λ) for its value on a partition λ and R for the random variable when λ is supposed to be random.)
These random variables are obviously dependent since the relation
N(λ) :=
∞∑
k=1
kRk(λ) = n
holds for all λ ∈P(n), i.e. μ(n)-almost sure. We also introduce a set P(0) = {∅} and the trivial proba-
bility measure μ(0) on it.
Deﬁnition 1. The family of probability measures μ(n) on partitions is called multiplicative if there
exists a sequence of positive numbers {a¯n}n0 such that ∑n a¯n = 1 and counts Rk are mutually inde-
pendent with respect to the convex combination μ¯ :=∑n a¯nμ(n) on P =⋃∞n=0P(n).
The independence of Rk with respect to μ¯ means that there exists a rectangular array of nonneg-
ative numbers g¯k, j , k 1, j  0 and
∑∞
j=0 g¯k, j = 1 for any k, such that for any partition λ ∈P
μ¯{λ} =
∞∏
k=1
g¯k,Rk(λ). (1)
Introduce the normalized coeﬃcients gk, j = g¯k, j/g¯k,0 (division by g¯k,0 is possible because ∏k g¯k,0 =
a¯0 > 0 by deﬁnition) and consider functions fk(x) =∑∞j=0 gk, j x j ; these are analytic functions at least
in the unit disk. By deﬁnition they increase for real x ∈ [0,1] and satisfy 1 = fk(0)  fk(x)  1/g¯k,0
for such x. For a positive parameter x let us deﬁne a family of measures μx on the set of all integer
partitions P by
μx{λ} =
∞∏ gk,Rk(λ)xkRk(λ)
fk(xk)
= x
N(λ)
F (x)
∞∏
gk,Rk(λ) (2)k=1 k=1
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F (x) =
∞∏
k=1
fk
(
xk
)
. (3)
Inequalities 1 fk(xk) 1/g¯k,0 valid for x ∈ [0,1], together with the aforementioned inequality g¯k,0 >
0 ensure that the product above converges at least for these x. Furthermore, the summation over all
λ ∈P yields that μx are probability measures:
μxP =
∑
λ∈P
μx{λ} =
∑
(r1,r2,...)
∞∏
k=1
gk,rk x
krk
fk(xk)
=
∞∏
k=1
∞∑
rk=0
gk,rk x
krk
fk(xk)
= 1,
where the middle sum is taken over all sequences (r1, r2, . . .) of nonnegative integers with ﬁnitely
many nonzero terms (such sequences are in one-to-one correspondence with partitions via rk =
Rk(λ)). The product structure (2) ensures that Rk ’s are μx-independent for any admissible x.
Comparing (1) and (2) implies that for any n if λ ∈P(n) then
μx{λ} = x
n
a¯0F (x)
μ¯{λ} = a¯nx
n
a¯0F (x)
μ(n){λ}.
Thus measures μx are convex combinations of μ(n) . Introducing an = a¯n/a¯0 yields simple expressions
for the measure of a partition λ ∈P(n):
μ(n){λ} = F (x)
anxn
μx{λ} = 1
an
∞∏
k=1
gk,Rk(λ), (4)
and for the Taylor series of F :
F (x) =
∞∑
n=0
anx
n. (5)
Since an > 0 and F (1) = 1/a¯0 < ∞, F is analytic in the unit disk, however the actual radius of con-
vergence ρ can be greater (and even inﬁnite).
The function F plays a role of normalization factor, so it is natural to call it a partition function
borrowing this notion from statistical mechanics. We extend the analogy with statistical mechanics
by using terms grand canonical ensemble of partitions for the set P equipped with measure μx and
small canonical ensemble for the pair (P(n),μ(n)). Further discussion of these terms and analogy can
be found in [28,35].
The summation of (4) over all λ ∈P(n) gives
μx
{
λ ∈ P: N(λ) = n}= anxn
F (x)
, n = 0,1,2, . . . . (6)
Similarly, for any k = 1,2, . . . the summation of (2) over all λ such that Rk(λ) = r (r = 0,1,2, . . .)
yields
μx
{
λ ∈ P: Rk(λ) = r
}= gk,rxkr
fk(xk)
. (7)
Hence the partition function F and the functions fk are closely related to a probability generating
function. Moments of N can be written down in terms of F as
ExN
m = 1
F (x)
(
x
d
dx
)m
F (x), m = 0,1,2, . . . , (8)
where Ex is the expectation operator with respect to the measure μx . Similar formula expresses
moments of Rk in terms of fk:
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m
k =
1
fk(z)
(
z
d
dz
)m
fk(z)
∣∣∣
z=xk . (9)
Since N = ∑kRk , the mean and variance of N can be also expressed in terms of functions fk
and these expressions take a particularly simple form in terms of its logarithmic derivative hk(z) =
f ′k(z)/ fk(z):
ExN =
∞∑
k=1
kxk f ′k(x
k)
fk(xk)
=
∞∑
k=1
kxkhk
(
xk
)
, (10)
Varx N =
∞∑
k=1
k2(xk( f ′k(x
k) + xk f ′′k (xk)) fk(xk) − x2k( f ′k(xk))2)
( fk(xk))2
=
∞∑
k=1
k2
(
xkhk
(
xk
)+ x2kh′k(xk)). (11)
Note that F itself does not deﬁne measures μx or μ(n) but F together with the set of functions fk ,
k = 1,2, . . . , and decomposition (3) does. The most obvious example is inspired by Euler’s theorem
that the number of strict partitions of n is equal to the number of partitions of n into odd parts. This
theorem can be expressed in terms of generating functions as
F (x) =
∞∏
k=1
(
1+ xk)= ∞∏
j=1
1
1− x2 j−1 .
Both decompositions have form (3), the ﬁrst one with fk(x) = 1+ x and the second with f2 j−1(x) =
1/(1− x) and f2 j(x) = 1, but they clearly determine different measures on partitions.
On the other hand, for a given multiplicative family of measures μ(n) the decomposition (3) is not
unique. Indeed, we have already seen that counts Rk are independent with respect to the measure∑
n
anxn0
F (x0)
μ(n) , for any x0 ∈ (0,ρ). Hence, taking anx
n
0
F (x0)
instead of a¯n in Deﬁnition 1 and constructing
the decomposition (3) as above would lead us to a different function Fˆ (x) =∏k fˆk(xk). However the
new functions will satisfy Fˆ (x) = F (xx0) and fˆk(x) = fk(xxk0), as can be easily checked. Following [3],
we call this change of variable tilting. Up to tilting, F and its decomposition (3) is uniquely deﬁned
by the multiplicative family μ(n) . We say that measures μ(n) induce the decomposition (3). Note that
the measures μx can be viewed as tilting of the measure μ¯ introduced in Deﬁnition 1.
1.1. The case considered in this paper
Although multiplicativity is a rather restrictive requirement on measures μ(n) , the range of mul-
tiplicative measures is quite wide. In this paper we impose another restriction on the multiplicative
family μ(n) . We suppose that after an appropriate change of variables (tilting) functions fk in the de-
composition (3) become powers of a single function f , i.e. that the decomposition (3) can be written
down as
F (x) =
∞∏
k=1
f
(
xk
)bk , b1 = 1, bk  0 (k 2). (12)
The function f here is supposed to be analytic in some disk centered at 0 in the complex plane, have
real nonnegative Taylor coeﬃcients and satisfy f (0) = 1. The choice b1 = 1 eliminates the possibility
of an interplay between the sequence {bk} and function f : for any b > 0, replacing f with f b and
simultaneously {bk} with {bk/b} yields no change in the measure μx . This normalization is always
possible because the inequality b1 > 0 follows from Deﬁnition 1 (otherwise a1 = 0 which is prohib-
ited). Deﬁnition 1 also implies that, under b1 = 1, the function f (x) increases in x because its ﬁrst
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μx{(1)} = xg1,1f (x) = a¯1xa¯0 F (x)μ(1){(1)} > 0.
The natural requirement on the Taylor coeﬃcients of f (x)bk to be nonnegative may imply certain
restrictions on bk . In addition, we impose another restriction on the sequence {bk}, namely we assume
that its partial sums
Bk :=
k∑
j=1
b j ∼ kβ
(k) as k → ∞, β > 0, (13)
where 
(·) is a slowly varying function in the sense of Karamata, i.e. it is measurable and for
each ﬁxed y ∈ (0,∞) it holds that limx→∞ 
(xy)/
(x) = 1, see [4]. In Section 5 this requirement
is sharpened to (44) for β  2, and additional regularity assumptions on the sequence {bk} are
made.
Summarizing the above considerations regarding functions fk , it follows from (12) that for some
ρ1 ∈ (0,∞], f (x) is ﬁnite for x ∈ (0,ρ1) and has a nonremovable singularity at x = ρ1 so that it is
represented by the Taylor series
f (x) =
∞∑
j=0
g jx
j, |x| < ρ1,
g0 = 1, g1 = g1,1 > 0 and g j  0 for j  2. The nonnegativity of the Taylor coeﬃcients implies that
f (xk) is an analytic function in the disk of radius ρk = ρ1/k1 (ρk = ∞ if ρ1 = ∞). Despite the fact
shown after (5) that F (1) < ∞, the radius of convergence ρ1 can be any nonnegative number or
inﬁnity, because the decomposition (3) assumes the form (12) after the change of variable (tilting).
Actually, this argument shows that, at least if ρ1 < 1, the tilting is necessary. Also, if ρ1 < ∞ the tilt-
ing x 	→ ρ1x makes the radius of convergence of all functions fk(xk) equal 1, but (12) is not respected
by tilting.
If the singularity happens at ρ1  1 we often require the regular growth of f :
f (x) ∼ L (1/(ρ1 − x))
(ρ1 − x)κ , x↗ ρ1, (14)
for some positive constant κ and function L slowly varying at inﬁnity. In Section 5 in the case
ρ1 = 1 we assume, additionally, that f has an analytic continuation to some punctured neighborhood
of the point x = 1 and this point is a pole of f . The regular growth condition (14) follows from
this assumption. Recent paper [6] by L. Bogachev shows how this assumption can be relaxed in the
important case bk = 1.
The following simple statement holds. It explains, in particular, why the condition (14) is irrelevant
when ρ1 > 1.
Proposition 1. Let F be deﬁned by (12) and suppose that condition (13) holds. If ρ1 < 1 then F is analytic in
the disk |x| < ρ1 and has a singularity at x = ρ1 . If ρ1  1 (in particular ρ1 = ∞) then F is analytic in the
unit disk and has a singularity at x= 1.
Proof. If 0 y  x < ρ1 < 1 then the inequality f (y) 1+ Ay holds with A = f (x)−1x , because f (0) =
1 and f is convex (since g j  0). Consequently F (y) =∏k f (yk)bk ∏k(1+ Ayk)bk . The latter product
converges because
log
∞∏
k=1
(
1+ Ayk)bk = ∞∑
k=1
bk log
(
1+ Ayk) A ∞∑
k=1
bk y
k = A(1− y)
∞∑
k=1
Bk y
k
and the power series converges for all y < 1 in virtue of (13). On the other hand, F (x) → ∞ as
x→ ρ1 since so does the ﬁrst factor in (12).
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F (1) =∏k f (1)bk = ∞ since Bk → ∞ by (13) and f (1) 1+ g1 > 1. 
We denote the convergence radius of F by ρ , so ρ =min{1,ρ1}.
2. Ergodicity
Given a partition λ ∈ P(n) consider its Young diagram which can be deﬁned as the closure of a
subgraph of the function
ϕλ(t) =
∑
k>t
Rk(λ), t  0.
Note that Rk(λ) = 0 for k > n, so the sum is actually ﬁnite, but we prefer this notation keeping in
mind further extension to all λ ∈ P . For a sequence of positive numbers α(n) introduce the scaled
versions of ϕλ(t):
ϕ˜
(n)
λ (t) =
α(n)
n
ϕλ
(
α(n)t
)= α(n)
n
∑
k>α(n)t
Rk(λ), λ ∈ P(n).
We often identify such a function with the corresponding (scaled) Young diagram. Taking λ ∈ P(n)
at random with probability μ(n){λ} makes ϕ˜(n)(·) random function (as usual, we omit λ when it
supposed to be random).
Deﬁnition 2. We call a family of measures μ(n) ergodic if there exists a scaling sequence α(n) and
a piecewise continuous function ϕ :R+ → R+ such that
∫∞
0 ϕ(t)dt = 1 and for any ﬁnite collection
0 < t1 < · · · < td of its continuity points values ϕ˜(n)λ (t j), j = 1, . . . ,d, converge to ϕ(t j) in probability,
that is for any ε > 0
lim
n→∞μ
(n){λ: ∣∣ϕ˜(n)λ (t j) − ϕ(t j)∣∣< ε for all j = 1, . . . ,d}= 1.
The function ϕ is called the limit shape of partitions.
Remarks. 1. As already mentioned in the introduction we do not require α(n) = o(n) as it was done
in [12]. So we allow two degenerate scalings α(n) = n and α(n) = 1, while only the latter is allowed
by Deﬁnition 2.1 in [12].
2. If a sequence α(n) exists it is essentially unique. To be more precise, it can happen that two
scaling sequences α(n)1 , α
(n)
2 and the corresponding limit shapes ϕ1 and ϕ2 exist if and only if
α
(n)
1 /α
(n)
2 → c ∈ (0,∞) as n → ∞ and ϕ1(t) = cϕ2(ct) for all ϕ1-continuity points t .
3. If a function ϕ exists it is nonincreasing since all ϕ˜(n)λ do not increase with probability 1.
The notion of ergodicity can be also deﬁned in the grand canonical ensemble. However it should
be done in a slightly different way so that the handy feature that ϕλ(t) is a sum of independent
random variables is left intact by the scaling. Consider a mapping (0,ρ)  x 	→ αx ∈ (0,∞) which is
called the scaling function. Deﬁne the scaled Young diagram as
ϕ˜x;λ(t) = αx
ExN
ϕλ(αxt) = αx
ExN
∑
k>αxt
Rk(λ).
Scaling here depends on x so
∫∞
0 ϕ˜x;λ(t)dt = 1 does not hold for all λ, however the mean value (with
respect to μx) of this integral is 1:
Ex
∞∫
ϕ˜x(t)dt = αx
ExN
Ex
∞∫ ∑
k>αxt
Rk dt = 1
ExN
Ex
∞∫ ∑
k>s
Rk ds = ExN
ExN
= 1.
0 0 0
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Deﬁnition 2′ . A family of measures μx on P , x ∈ (0,ρ), is called ergodic if there exist a scaling
function αx and a piecewise continuous function ϕ called the limit shape such that
∫∞
0 ϕ(t)dt = 1 and
for any ε > 0 and a tuple (t1, . . . , td) of continuity points of ϕ
lim
x↗ρ μx
{
λ:
∣∣ϕ˜x;λ(t j) − ϕ(t j)∣∣< ε for all j = 1, . . . ,d}= 1.
Ergodicity of μ(n) and μx are closely related however not equivalent. The subject of this paper is to
establish conditions for ergodicity of the ﬁrst family but we shall investigate properties of the second
one as well. We start with a simple criterion for the case when measures μx cannot be ergodic.
Proposition 2. If the partition function F grows regularly at its radius of convergence ρ , that is
F (x) ∼ L (1/(ρ − x))
(ρ − x)κ , x↗ ρ, (15)
for some positive constant κ and slowly varying functionL , then measures μx are not ergodic.
By Proposition 1 ρ  1 in our settings. However tracing the proof presented below shows that the
speciﬁc form (12) of the decomposition (3) is not used, so the claim is true for any multiplicative
family. The proof is based on the following lemma which can be interesting in itself and does not rely
on the multiplicative form of F .
Lemma 3. Suppose that F (x) =∑∞n=0 anxn, an  0, converges in some disk |x| < ρ . For any x ∈ (0,ρ) deﬁne
the distribution of random variable X by
P[X = n] = anx
n
F (x)
.
If F satisﬁes (15) then X/EX converges in distribution to the Gamma distribution with the scale parameter
1/κ and shape parameter κ as x↗ ρ .
Proof. It suﬃces to consider the case ρ = 1 (otherwise take Fˆ (x) = F (ρx)). Asymptotic relation (15)
implies that
F ′(x) ∼ κL (1/(1− x))
(1− x)κ+1 , x↗ 1. (16)
It easily follows from the Tauberian theorem for power series with positive coeﬃcients (see [4, Theo-
rem 1.7.3]).2 Indeed, take An =∑nj=0 a j for n 0 and A−1 = 0. Then for 0< x < 1
F ′(x) =
∞∑
n=0
n(An − An−1)xn−1 =
∞∑
n=0
nAnx
n−1 −
∞∑
n=0
(n+ 1)Anxn
= (1− x)
∞∑
n=0
nAnx
n−1 −
∞∑
n=0
Anx
n (17)
where all manipulations with series are possible since they all represent complex analytic functions
in the disk |x| < 1. Now, by the Tauberian theorem
2 For the particular case when L (z) = const the possibility to differentiate asymptotic relations like (15) is proved in [17,
Theorem 113], however, major textbooks on regular variation do not contain the statement in this generality, so we present a
short proof.
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κL (n)
(κ + 1) , n → ∞. (18)
Since An and nAn are monotone, the same theorem implies
∞∑
n=0
nAnx
n−1 ∼ (κ + 1)L (1/(1− x))
(1− x)κ+2 ,
∞∑
n=0
Anx
n ∼ L (1/(1− x))
(1− x)κ+1 , x↗ 1,
so (17) gives (16).
For a ﬁxed t > 0 and 0 < x < 1
P[X/EX  t] =
tEX∑
n=0
anxn
F (x)
= AtEXx
tEX
F (x)
+ 1− x
F (x)
tEX−1∑
n=0
Anx
n.
The last sum can be estimated by an integral as follows: for 0< x < 1
tEX−1∑
n=0
Anx
n =
tEX∫
0
Aueu log x du = 1| log x|
tEX| log x|∫
0
Av/| log x|e−v/| log x|·| log x| dv. (19)
Relations (15) and (16) imply
EX = xF
′(x)
F (x)
∼ κ
1− x , x↗ 1. (20)
Hence, using the monotonicity of An in n one has as x↗ 1
tEX| log x| → tκ, Av/| log x| ∼ L (1/(1− x))v
κ
(1− x)κ(κ + 1) , e
−v/| log x|| log x| → e−v
from (20) and (18), and the last two relations are uniform in v ∈ (0, tκ], the second by the uniform
convergence theorem [4, Theorem 1.5.2] and the third by properties of the exponent. So
P[X/EX  t] ∼
tκ∫
0
vκe−v
(κ + 1) dv +
(tκ)κe−tκ
(κ + 1) =
tκ∫
0
vκ−1e−v
(κ)
dv, x↗ 1,
where the expression is simpliﬁed by integration by parts. This is the cumulative distribution function
of the Gamma distribution with the scale parameter 1/κ and shape parameter κ , as required. 
Proof of Proposition 2. Suppose that the measures μx are ergodic with scaling ax and the limit
shape ϕ . Recall that ϕ is a nonincreasing piecewise continuous function with unit integral. Let
0 < t0 < T be ϕ-continuity points such that
t0∫
0
(
ϕ(t) − ϕ(t0)
)
dt <
1
4
and 0 <
∞∫
T
ϕ(t)dt <
1
4
.
Given t0 and T , take δ ∈ (0,ϕ(T )/2) and deﬁne a ﬁnite collection of points ti recursively by the
following procedure: let ti = inf{t: ϕ(t) < ϕ(t+i−1) − δ} until on some step td  T . (Here ϕ(t+) is the
right limit at t .) The procedure ends in a ﬁnite number of steps since ϕ(t+i ) ϕ(ti−1)− δ. Deﬁne now
a function ϕ∗ : [0, T ] →R to be equal ϕ(t0)−2δ on [0, t1] and for all i = 2, . . . ,d let ϕ∗(t) = ϕ(t+i−1)−
2δ on (ti−1, ti]. Thus ϕ∗ is a piecewise constant function with discontinuities at {ti} which satisﬁes
min{ϕ(t),ϕ(t0)} − 2δ  ϕ∗(t) ϕ(t) − δ for all t ∈ (0, T ] by construction. Let Dx = {λ ∈ P: ϕ˜x;λ(t) >
ϕ∗(t) for all t ∈ [0, T ]}. The upper bound on ϕ∗ and ergodicity imply that μxDx → 1 as x ↗ ρ . For
any x ∈ (0,ρ) and all λ ∈Dx
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ExN
=
∞∫
0
ϕ˜x;λ(t)dt 
T∫
0
ϕ˜x,λ(t)dt 
T∫
0
ϕ∗(t)dt.
But by our choice of t0 and T , since
∫∞
0 ϕ(t)dt = 1
T∫
0
ϕ∗(t)dt 
T∫
0
(
min
{
ϕ(t0),ϕ(t)
}− 2δ)dt  1
2
− 2T δ.
Taking δ < 1/(8T ) shows that the ergodicity implies μx{λ: N(λ) > ExN/4}μxDx → 1 as x↗ ρ . On
the other hand, Lemma 3 deduces from the regular growth (15) of F and (6) that N/ExN converges
to the Gamma distribution, so μx{λ: N(λ) > ExN/4} → 1(κ)
∫∞
κ/4 v
κ−1e−v dv < 1 as x ↗ ρ , and this
contradiction ﬁnishes the proof. 
Proposition 2 shows that the ergodicity in the grand canonical ensemble cannot take place for the
case ρ1 < 1 if f satisﬁes the regular growth condition (14). Indeed, ρ = ρ1 by Proposition 1, and∑
k2 kExRk is bounded as x↗ ρ < 1 because in virtue of (10),∑
k2
kExRk =
∑
k2
kbkxk f ′(xk)
f (xk)
 f ′
(
ρ2
)∑
k2
kbkρ
k < ∞.
On the other hand, ExN ∼ ExR1 ∼ κ/(ρ − x) as x ↗ ρ is unbounded. So one can take the scaling
αx ≡ 1 to get a limit of scaled Young diagrams ϕx(t) = 1(t ∈ [0,1))R with R a limit of R1/ExR1
(which has the Gamma distribution by Lemma 3). Thus in this case “almost all” partitions consist
mostly of ones, and larger parts altogether constitute a vanishing fraction of the whole sum. Further
questions can be asked about the distribution of larger parts etc. however they are beyond the scope
of this paper.
Remark. If ρ1 < 1 then (14) implies (15) with the same κ but with a different L . Karamata’s
Tauberian theorem derives from (15) the asymptotics (18) for the partial sums of the ﬁrst n Tay-
lor’s coeﬃcients of F . This asymptotics is essentially different from the corresponding asymptotics
in cases when the limit shape is known to exist. For instance, in Meinardus’ settings (that is for
f (x) = 1/(1 − x) and bk satisfying some assumptions which lead to (13)) it is known (see [1]) that
an ∼ c1nγ ec2nβ/(β+1) , n → ∞, with some constants c1, c2, γ . The existence of the limit shape in this
case was claimed by Vershik [35] under stronger assumptions on the sequence bk than we impose
below. In other instances when the limit shape is known to exist, the Taylor coeﬃcients of F exhibit
the same subexponential growth, see, e.g., [12].
If (14) holds with ρ1  1 then F (x) grows (as x↗ 1) faster than prescribed by (15), hence leaving
the possibility to form a limit shape.
3. Ergodicity in the grand canonical ensemble
In the grand canonical ensemble, the independence of Rk ’s allows us to establish suﬃcient condi-
tions for the ergodicity. We start with ﬁnding asymptotics of the mean value of N with respect to the
measure μx .
Lemma 4. Let the measures μx be deﬁned by the decomposition (12) and bk satisfy (13). If ρ1 < 1 then
ExN ∼ ρ1 f ′(x)/ f (x) as x ↗ ρ1 . If either ρ1 > 1 or ρ1 = 1 and in addition f satisﬁes the regular growth
condition (14) then
ExN ∼ Ω 
(1/(1− x))
(1− x)β+1 , where Ω = β
1∫
0
| logu|βh(u)du, (21)
as x↗ 1, where h(u) = f ′(u)/ f (u) is the logarithmic derivative of f and 
, β are deﬁned in (13).
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will be used later to suggest a correct scaling for a random Young diagram; a scaling along one axis
can be also read from its proof, see Lemma 5 below.
Before proceeding with the proof, we point out some properties of the logarithmic derivative h we
shall need. Since f is an analytic function in the disk |z| < ρ1 and is real and  1 on the interval
[0,ρ1), there exists an open domain G ⊃ [0,ρ1) in C where f is analytic and has no zeroes. Hence
log f is an analytic function in G , so for any positive x < ρ1 both h = (log f )′ and h′ are bounded on
[0, x]. If f satisﬁes (14) then h(x) ∼ κ/(ρ1 − x) as x↗ ρ1 (it was established in the proof of Lemma 3,
see (16)), and h′(x) ∼ κ/(ρ1 − x)2. In particular, it follows that the integral (21) converges even if
ρ1 = 1 and 0 < β  1, although it is improper in this case.
Proof. If F satisﬁes (12) then hk(u) = bkh(u) in (10) hence it can be rewritten as
ExN =
∞∑
k=1
kbkx
kh
(
xk
)
, 0< x < min{1,ρ1}.
If ρ1 < 1 then the only summand above which goes to inﬁnity as x ↗ ρ1 is the ﬁrst one. Since h(x)
is bounded for x ∈ (0,ρ21 ], the sum of all remaining summands is dominated by a constant multiple
of the convergent series
∑∞
k=2 kbkρk1, so the statement concerning the case considered holds because
we assume b1 = 1.
Suppose ρ1  1. The summation by parts yields
∞∑
k=1
kbkx
kh
(
xk
)= ∞∑
k=1
k(Bk − Bk−1)xkh
(
xk
)
=
∞∑
k=1
Bkx
k(kh(xk)− (k+ 1)xh(xk+1)), x < 1, (22)
where the manipulation with inﬁnite series is justiﬁed by the absolute convergence due to inequal-
ities bk  Bk  kβ+ε , ε > 0, valid for large k (see [4, Proposition 1.3.6(v)]). Since h is continuously
differentiable on each interval [xk+1, xk], 0 < x< 1, the mean value theorem allows to conclude that
kh
(
xk
)− (k + 1)xh(xk+1)= kh(xk)− (k+ 1)x(h(xk)+ h′(x)(xk+1 − xk))
= k(1− x)h(xk)+ (k + 1)(1− x)xk+1h′(x)− xh(xk)
where  = k ∈ [k,k+ 1]. Introduce
H(x,k) = k(1− x)h(xk)+ (k + 1)(1− x)xk+1h′(xk)− xh(xk)
and allow its second argument to be any real number by setting H(x, s) = H(x, s). Similarly, consider
B(s) = Bs with the convention B0 = 0. In these notations
ExN =
∞∑
k=1
Bkx
kH(x,k) =
∞∫
0
B(s)xsH(x, s)ds. (23)
Take t0 > 0 when ρ1 = 1 or t0 = 0 when ρ1 > 1, let t1 > t0 and divide the integration range in (23)
into 3 parts: the main part [t0/(1−x), t1/(1−x)], the tail [t1/(1−x),∞) and the beginning [0, t0/(1−
x)] (vanishing when ρ1 > 0). The regular growth condition (13) implies that B(t/(1−x))B(1/(1−x)) → tβ as x ↗
1 uniformly in t ∈ (0, t1], see [4, Theorem 1.5.2]. The Taylor expansion of log x around 1 implies
that xt/(1−x) → e−t as x ↗ 1 uniformly in t ∈ [0, t1]. Moreover, since h(y) and h′(y) are uniformly
continuous in y ∈ [0, e−t0 ], it follows that as x↗ 1
H
(
x, t/(1− x))→ th(e−t)+ te−th′(e−t)− h(e−t)
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integral sign gives
(1− x)β+1

(1/(1− x))
t1/(1−x)∫
t0/(1−x)
B(s)xsH(x, s)ds
→
x↗1
t1∫
t0
(
th
(
e−t
)+ te−th′(e−t)− h(e−t))tβe−t dt
= β
e−t0∫
e−t1
| logu|βh(u)du + tβ+10 e−t0h
(
e−t0
)− tβ+11 e−t1h(e−t1) (24)
where the last line is obtained by the change of variable u = e−t and integration by parts of the
summand containing h′(u).
Taking t0 close to 0 (or equal to 0 if ρ1 > 1) and t1 large makes the integral (24) give the main
contribution to the asymptotics of ExN . It remains to estimate the tail integral over [t1/(1 − x),∞)
and also over [0, t0/(1− x)] if ρ1 = 1. The bound for the tail follows easily from Potter’s theorem for
slowly varying functions [4, Theorem 1.5.6]. It claims, in particular, the existence of x0 < 1 such that

(k)

(1/(1− x)) < 2k(1− x) if x0 < x < 1 and k
⌊
t1/(1− x0)
⌋
. (25)
So (13) implies Bk  3kβ+1(1− x)
(1/(1− x)) for such x and k. Both h(y) and h′(y) are bounded for
y ∈ [0, e−t1 ] so |H(x, t/(1− x))| < c1t for some c1 > 0, all t > t1 and x close enough to 1. Hence∣∣∣∣∣
∞∫
t1/(1−x)
B(s)xsH(x, s)ds
∣∣∣∣∣ 3c1(1− x)
(1/(1− x))
∞∫
t1/(1−x)
sβ+1xs
∣∣H(x, s)∣∣ds
 3c1

(1/(1− x))
(1− x)β+1
∞∫
t1
tβ+2e−t dt
 4c1

(1/(1− x))
(1− x)β+1 t
β+2
1 e
−t1
at least for large enough t1. For the last inequality involving the incomplete gamma function see,
e.g., [24].
If ρ1 = 1 the integrand in (23) does not converge uniformly near zero, so it should be estimated
separately. To this end note that log x1−x −1 for 0 < x 1 and hence 1/(1 − xt/(1−x)) 1/(1 − e−t)
1/t + 1/2 + t/12 for all t > 0. This elementary inequality together with the asymptotics of h and h′
found after the claim of the lemma imply that for some function c2(t) bounded in the neighborhood
of 0
H
(
x, t/(1− x)) 2κt
1− e−t +
4κt
(1− e−t)2 +
2κ
1− e−t 
6κ
t
+ c2(t0) (26)
for all x ∈ (0,1) and t ∈ (0, t0], at least if t0 > 0 is suﬃciently small for inequalities h(y) 2κ1−y and
h′(y) 2κ
(1−y)2 to hold for y ∈ [e−t0 ,1].
The uniform convergence of B(t/(1−x))/B(1/(1−x)) to tβ is not enough, so let us consider B˜(s) =
B(s)s−β/2. By (13) this is a regularly varying function of positive index β/2, so B˜(t/(1− x))/B˜(1/(1−
x)) → tβ/2 as x↗ 1 uniformly in t ∈ (0, t0], see [4, Theorem 1.5.2]. Hence for any ε > 0 the inequality
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(1/(1− x))
(1− x)β/2 (27)
holds for all s ∈ (0, t0/(1−x)) once x is suﬃciently close to 1. Combining the inequalities (26) and (27)
yields after the change of variable s = t/(1− x)
t0/(1−x)∫
0
B(s)xsH(x, s)ds
(
tβ/20 + ε
)
(1/(1− x))
(1− x)β+1
t0∫
0
tβ/2
(
6κ
t
+ c2(t0)
)
dt

(
tβ/20 + ε
)(12κtβ/20
β
+ c2(t0)t
β/2+1
0
β/2+ 1
)

(1/(1− x))
(1− x)β+1 .
Since in (24) and in the above bound both t0 > 0 and ε > 0 can be chosen arbitrary small and t1
arbitrary large, the claim follows. 
Suppose ρ1  1. The change of variables k ↔ t/(1− x) made in the proof of Lemma 4 suggests the
choice of the scaling function αx = 1/(1− x).
Lemma 5. Let the measures μx be deﬁned by the decomposition (12) and bk satisfy (13). Suppose that ρ1  1
and for ρ1 = 1 assume additionally that f satisﬁes the regular growth condition (14). For the scaling function
αx = 1/(1− x) the mean value of a scaled random Young diagram at point t > 0 is
ϕ(t) := lim
x↗1Exϕ˜x;λ(t) =
β
Ω
e−t∫
0
| logu|β−1h(u)du (28)
where h(u) = f ′(u)/ f (u) is the logarithmic derivative of f , Ω is deﬁned in (21) and β is deﬁned in (13). If
ρ1 = 1 and β ∈ (0,1] then ϕ(0) = ∞, otherwise it is ﬁnite and (28) holds for t = 0 as well.
Proof. The proof is similar to that of Lemma 4 so we present only a sketch. For any m 1, it follows
from Eq. (9) with the speciﬁc form (12) of fk and the absolute convergence of the series that for
0 < x< 1
∞∑
k=m
ExRk =
∞∑
k=m
(Bk − Bk−1)xkh
(
xk
)
= −Bm−1xmh
(
xm
)+ ∞∑
k=m
Bk
(
xkh
(
xk
)− xk+1h(xk+1))
= −Bm−1xmh
(
xm
)+
∞∫
m
B(s)xsH(x, s)ds, (29)
where B(s) = Bs and H(x, s) = h(xs) − xh(xs+1) are staircase functions. For T > t the regular
growth condition (13) combined with Potter’s bound (25) and the (uniform in T > t) boundedness of
h(y) and h′(y) on y ∈ [0, e−T ] imply∣∣∣∣∣
∞∫
T /(1−x)
B(s)xsH(x, s)ds
∣∣∣∣∣
∞∫
T
B
(
t/(1− x))∣∣H(x, t/(1− x))∣∣ds
 c
(1/(1− x))
(1− x)β
∞∫
T
tβ+1e−t dt  2c
(1/(1− x))
(1− x)β T
β+1e−T
for some c > 0, x close enough to 1 and large enough T .
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H(x, v/(1− x))
1− x = h
(
xk
)+ xk+1h′(x)→ h(e−v)+ e−vh′(e−v), x↗ 1,
uniformly in v ∈ [t, T ] for any T > t , where we put for short k = v/(1− x), and  = k ∈ [k,k + 1].
Take m = t/(1− x). Then the uniform convergence of the integrand (see [4, Theorem 1.5.2]) implies
that as x↗ 1
(1− x)β

(1/(1− x))
T /(1−x)∫
m
B(s)xsH(x, s)ds →
T∫
t
vβe−v
(
h
(
e−v
)+ e−vh′(e−v))dv
= β
e−t∫
e−T
| logu|β−1h(u)du − T βe−T h(e−T )+ tβe−th(e−t) (30)
where the last line is obtained by the change of variable u = e−v and integration by parts of the
summand containing h′(u). The ﬁrst summand in (29) cancels with the last summand in (30). Since
T can be taken arbitrary large, the asymptotics (21) implies (28).
If ρ1 = 1 then the singularity of h at 1 makes the integral diverge for t = 0 if β ∈ (0,1], hence
limt↘0 ϕ(t) = ∞ in this case. If β > 1 the integral converges also for t = 0. 
The function ϕ deﬁned by (28) is a natural candidate for the limit shape. Fubini’s theorem gives∫∞
0 ϕ(t)dt = 1 as required by Deﬁnition 2. It remains to ﬁnd a good bound for the probability of
deviations at a ﬁxed point.
Lemma 6. Let the measures μx be deﬁned by the decomposition (12) and bk satisfy (13). Suppose that the
convergence radius ρ1  1 and if ρ1 = 1 then f satisﬁes additionally the regular growth condition (14). Fix
t, ε > 0 and take the scaling function αx = 1/(1− x). Then, for any δ ∈ (0, β) and x suﬃciently close to 1
μx
{
λ:
∣∣ϕ˜x;λ(t) − ϕ(t)∣∣ ε} e−(1−x)δ−β .
Proof. Take ε > 0 and suppose that x is close enough to 1 to guarantee the inequality |ϕ(t) −
Exϕ˜x(t)| < ε/2 (it is possible by Lemma 5). For such x
μx
{
λ:
∣∣ϕ˜x;λ(t) − ϕ(t)∣∣ ε}μx{λ: ∣∣ϕ˜x;λ(t) −Exϕ˜x(t)∣∣ ε/2}. (31)
For k = 1,2, . . . there exist exponential moments
Exe
uRk = f (xkeu)bk/ f (xk)bk (32)
at least for u < logρ1, as follows from (7) and the assumption that fk = f bk . Moreover, if t > 0 and
k > t/(1 − x) then (32) is well deﬁned for u < t + logρ1. Denote for short η = η(x) = ExN/αx; the
choice of the scaling function αx and Lemma 4 guarantee that η(x) ∼ Ω
(1/(1−x))(1−x)β → ∞ as x ↗ 1.
Markov’s inequality and the μx-independence of Rk ’s imply that for u > 0
μx
{
λ: ϕ˜x;λ(t) −Exϕ˜x(t) ε/2
}= μx{λ: euη(ϕ˜x;λ(t)−Exϕ˜x(t))  euηε/2}
 e−uηε/2
∏
k>t/(1−x)
Exe
u(Rk−ExRk). (33)
To get a bound on the product (and establish its convergence) take t0 ∈ (0, t). Then the expression (9)
for the mean of Rk implies that for u ∈ (0, t − t0)
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bk
= log f (x
keu)
f (xk)
− u x
k f ′(xk)
f (xk)
= log
(
1+ f (x
keu) − f (xk)
f (xk)
)
− u x
k f ′(xk)
f (xk)
 f (x
keu) − f (xk)
f (xk)
− u x
k f ′(xk)
f (xk)
= (eu − 1− u) xk f ′(xk)
f (xk)
+ (eu − 1)2 x2k f ′′(yxk)
2 f (xk)
for some y ∈ [1, eu], by Taylor’s theorem with the remainder term in Lagrange’s form. If k t/(1− x)
and u < t − t0 then xk  e−t and yxk  xkeu  e−t0 . Since f , f ′ and f ′′ do not decrease and f (x) 1
it follows that for such u and x< 1 but close to 1
log
∏
k>t/(1−x)
eu(Rk−ExRk) 
∑
k>t/(1−x)
bk
(
f ′
(
e−t
)(
eu − 1− u)xk + f ′′(e−t0)(eu − 1)2x2k/2)
 G1(u)(1− x)
∑
k>t/(1−x)
Bkx
k
 2G1(u)(1− x)2

(
1/(1− x)) ∑
k>t/(1−x)
kβ+1xk
 2(β + 2)G1(u)
(1/(1− x))
(1− x)β (34)
where G1(u) = f ′(e−t)(eu − 1 − u) + f ′′(e−t0)(eu − 1)2/2. The fourth line follows from the regular
growth condition (13) and Potter’s bound (25). The last sum is bounded using an integral approxi-
mation: it is asymptotic to (β + 2, t)(1 − x)−β−2 as x ↗ 1, so the inequality holds for x close to 1
because the incomplete Gamma function (β + 2, t) < (β + 2). Hence the product in (33) converges
for u < t − t0 (and thus for u < t since t0 > 0 is arbitrary). Moreover, the asymptotics of η(x) allows
to conclude that
μx
{
λ: ϕ˜x;λ(t) − ϕ(t) ε/2
}
 exp
((−uεΩ/4+ 2(β + 2)G1(u))
(1/(1− x))
(1− x)β
)
for any u ∈ (0, t − t0) and x suﬃciently close to 1. Since G1(0) = G ′1(0) = 0, the exponent is negative
for small u > 0, so for some c1 > 0 and x close to 1
μx
{
λ: ϕ˜x;λ(t) − ϕ(t) ε/2
}
 exp
(
−c1 
(1/(1− x))
(1− x)β
)
. (35)
Similarly, for u > 0 Markov’s inequality and the independence of Rk ’s imply
μx
{
λ: ϕ˜x;λ(t) −Exϕ˜x(t)−ε/2
}= μx{λ: e−uη(ϕ˜x;λ(t)−Exϕ˜x(t))  euηε/2}
 e−uηε/2
∏
k>t/(1−x)
Exe
−u(Rk−ExRk). (36)
Negative exponential moments Exe−uRk exist for any u > 0 so for k > t/(1− x)
logExe−u(Rk−ExRk)
bk
= log
(
1+ f (x
ke−u) − f (xk)
f (xk)
)
+ u x
k f ′(xk)
f (xk)
 f (x
ke−u) − f (xk)
f (xk)
+ u x
k f ′(xk)
f (xk)
= x
k(e−u − 1+ u) f ′(xk) + (e−u − 1)2x2k f ′′(yxk)/2
kf (x )
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culation similar to (34) yields that for any u > 0
log
∏
k>t/(1−x)
eu(Rk−ExRk)  G2(u)
2(β + 2)
(1/(1− x))
(1− x)β
with G2(u) = (e−u − 1 + u) f ′(e−t) + (e−u − 1)2 f ′′(e−t)/2. Hence it follows from the asymptotics of
η(x) and (36) that for any u > 0
μx
{
λ: ϕ˜x;λ(t) − ϕ(t)−ε/2
}
 exp
((−uεΩ/4+ 2(β + 2)G2(u))
(1/(1− x))
(1− x)β
)
.
At least for small positive u the exponent is negative so for some c2 > 0 and x close enough to 1
μx
{
λ: ϕ˜x;λ(t) − ϕ(t)−ε/2
}
 exp
(
−c2 
(1/(1− x))
(1− x)β
)
. (37)
The inequality c
(1/(1− x)) > (1− x)δ + (1− x)β log2 holds for any c, δ, β > 0 once x is suﬃciently
close to 1 (see [4, Proposition 1.3.6(v)]), so e−c
(1/(1−x))(1−x)−β < 12 e
−(1−x)δ−β for such x. Hence the
inequality (31) together with this estimate and the inequalities (35) and (37) imply the claim of the
lemma. 
We combine the results about ergodicity in the grand canonical ensemble in the next statement.
Theorem 7. The family of measures μx deﬁned by (12) with bk satisfying (13) is ergodic either if the radius
of convergence ρ1 of the function f is greater than 1 or if it is equal to 1 and f satisﬁes the regular growth
condition (14). The possible choice of the scaling function in the case ρ1  1 is αx = 1/(1− x) which leads to
the limit shape ϕ deﬁned by (28).
If ρ1 < 1 and f satisﬁes the regular growth condition (14) then ergodicity does not hold.
Proof. Lemma 6 gives the exponential upper bound for the probability of deviation greater than ε > 0
of ϕ˜x;λ(t) from ϕ(t). Consequently the probability of deviation greater than ε in ﬁnite number of
points still decays to zero exponentially as x↗ 1.
The last statement follows from Proposition 2. 
Remark. If ρ1 < 1 but f grows faster than any power (and (14) does not hold) then the ergodic
case is possible: take, say, f (x) = ex/(1−2x) and bk = 1. Indeed, in this case ExR1 = x/(1 − 2x)2 and
Varx R1 = x(1 + 2x)/(1 − 2x)3 according to (9), so Chebyshev’s inequality implies that R1/ExR1 → 1
in probability as x ↗ ρ = 1/2. On the other hand, ∑k2ExRk =∑k2 xk/(1− 2xk)2  4∑k2 xk < 2
for 0 < x < 1/2, and Markov’s inequality shows that the sum 1
Ex R1
∑
k2 Rk → 0 in probability as
x ↗ 1/2. Hence the measures μx are ergodic with the scaling function αx = 1 and the limit shape
ϕ(t) = 1(t ∈ [0,1]). We are not aware of any appearances of these measures in applications, it is just
an example where calculations are particularly simple.
4. Ergodicity in the small canonical ensemble
In order to approximate the measures μ(n) by the measures μx we want to choose x depending
on n to maximize μxP(n) = anxn/F (x). The differentiation with respect to x shows that it is achieved
at x= xn , a solution of equation
n = xn F
′(xn)
F (xn)
= Exn N. (38)
(The last equality is a particular case of (8) with m = 1.) The idea to choose the free parameter x so
that (38) holds goes back to Khinchin’s probabilistic method [21] developed from the Darwin–Fowler
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ExN is continuous and increase in x. Lemma 4 and [4, Proposition 1.5.15] shows that for ρ1  1 in
the settings of Lemma 4 there exists a slowly varying function 
1 such that
τn := 1− xn ∼ 
1(n)
n1/(β+1)
, n → ∞. (39)
In the simplest case when 
(k) → c > 0 as k → ∞ this simpliﬁes to τn ∼ (cΩ/n)1/(β+1) as n → ∞,
and in the general case 
1 is related to the de Bruijn conjugate of 
, see [4].
The reason of this choice of xn is the hope that when the probability of μxP(n) is maximal the
conditional measure μ(n) = μxn |P(n) exhibits the same behavior as the unconditioned one. In statisti-
cal mechanics this phenomenon is referred to as the equivalence of ensembles. It could happen that
the maximal probability μxnP(n) is still too small to guarantee the desired effect, but the exponential
bound for deviations from the limit shape found in Lemma 6 ensures that it can be quite small. The
inequality
μxnP(n) e−n
β/(β+1)−γ
(40)
for some γ > 0 and all suﬃciently large n will be enough.
The inequality (40) holds in most interesting cases, and actually μxnP(n) decays as some (negative)
power of n in many real examples. Often it can be veriﬁed directly by combinatorial arguments. We
provide suﬃcient conditions for (40) to hold in Section 5 and now proceed with establishing its
consequences.
Theorem 8. Let the measures μ(n) induce the product decomposition of F which can be written down as
in (12), with bk satisfying (13). Suppose also that for some γ > 0 the inequality (40) holds.
Let ρ1 be the radius of convergence of f which appears in (12). In these settings, if either ρ1 > 1 or ρ1 = 1
and f additionally satisﬁes the regular growth condition (14) then the measures μ(n) are ergodic with the
scaling sequence
α(n) = 1/(1− xn) ∼ n
1/(β+1)

1(n)
, n → ∞,
where xn is the solution of Eq. (38) and 
1 is the slowly varying function deﬁned in (39). This choice of the
scaling sequence leads to the limit shape ϕ deﬁned by (28).
Proof. Lemma 6 gives the exponential bound for μx{λ: |ϕ˜x;λ(t)−ϕ(t)| > ε}, ε > 0. Plugging x= xn in
gives
μxn
{
λ:
∣∣ϕ˜xn;λ(t) − ϕ(t)∣∣> ε} e−(1−xn)δ−β  e−n(β−2δ)/(β+1) (41)
for any δ ∈ (0, β/2) and n > n0 = n0(ε, δ), where in the last inequality the asymptotic relation (39)
and the inequality 
1(n) n−δ (see [4, Theorem 1.3.6(v)]) were used. Let α(n) = αxn . Then for λ ∈P(n)
the scalings in the grand canonical and small canonical ensembles coincide and ϕ˜(n)λ (t) ≡ ϕ˜xn;λ(t), so
μ(n)
{
λ:
∣∣ϕ˜(n)λ (t) − ϕ(t)∣∣> ε}= μxn ({λ: |ϕ˜xn;λ(t) − ϕ(t)| > ε} ∩P(n))μxnP(n)
 μxn {λ: |ϕ˜xn;λ(t) − ϕ(t)| > ε}
μxnP(n)
.
Take δ < γ (β + 1)/2 in (41); then the inequalities (41) and (40) imply that this probability tends to 0
as n → ∞. The probability of a deviation greater than ε in any of d points is bounded above by d
times the maximal probability of a deviation greater than ε in a single point, so it also tends to 0,
and the ergodicity follows. 
The case ρ1 < 1 is nonergodic in the grand canonical ensemble. However it seems that the mea-
sures μ(n) are still ergodic but the limit shape is degenerate.
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then the possible choice of the scaling sequence could be α(n) ≡ 1 and it leads to the degenerate limit shape
ϕ(t) = 1(t ∈ [0,1]) in the small canonical ensemble.
We reinforce this conjecture by the following simple statement.
Proposition 9. The above conjecture is true if all bk > b > 0.
Proof. First of all note that ϕ(t) = 1(t ∈ [0,1]) would be the limit shape in the scaling α(n) = 1 if
limn μ(n)Dn(ε) = 1 for any ε > 0, where Dn(ε) = {λ ∈ P: ∑k2 kRk(λ) < nε}. Indeed, for any t > 1
and any λ ∈ Dn(ε) one has ϕλ(t) =∑k>t Rk(λ) ∑k2 kRk(λ)  nε, and for λ ∈ Dn(ε) ∩ P(n) one
has R1(λ) = n −∑k2 kRk(λ)  n(1 − ε), so for any t ∈ (0,1) and such λ the Young diagram before
scaling satisﬁes n ϕλ(t) R1(λ) n(1−ε). Hence the function ϕ(t) = 1(t ∈ [0,1]) is the limit shape
in the sense of Deﬁnition 2.
Let xn be deﬁned by (38). Let us estimate μxn of the complement of Dn(ε). Take u ∈ (0, | logρ1|)
and apply Markov’s inequality:
μxn
(P \Dn(ε))= μxn{λ: exp(u∑k2 Rk
)
 euεn
}
 e−uεn
∏
k2
f (xkne
u)bk
f (xkn)bk
.
The product converges and is bounded as n → ∞ and u ∈ (0, 12 | logρ1|) (it is checked as was done in
the proof of Lemma 6).
Since f satisﬁes the regular growth condition (14), its derivative also grows regularly: f ′(x) ∼
κL (1/(ρ1 − x))(ρ1 − x)−κ−1 as x ↗ ρ1 (see the proof of Lemma 3). Hence (9) implies that ExR1 ∼
ρ1κ/(ρ1 − x) as x↗ ρ1. On the other hand,
Ex
∑
k2
kRk =
∑
k2
kbkxk f ′(xk)
f (xk)
 f ′
(
ρ21
)∑
k2
kbkρ
k
1
is bounded for x  ρ1, so the solution of (38) is xn = ρ1(1 − κ(1 + o(1))/n) as n → ∞. Hence xnn ∼
ρn1e
−κ , f (xn) ∼L (n)nκ (ρ1κ)−κ and
μxnP(n) =
anxnn
F (xn)
∼ anρ
n
1(κρ1/e)
κ
G(xn)L (n)nκ
, n → ∞,
where G(x) =∏k2 f (xk)bk  1 converges and is bounded for x ∈ [0,ρ1].
The next goal is to bound an below. It follows from (4) that an equals the sum of products in
the right-hand part of (4) over all partitions λ ∈ P(n). Thus the sum of the same product only over
“hook” partitions (n − j,1,1, . . . ,1), j = 0, . . . ,n − 1, provides a lower bound for an . The hypothesis
bk  b > 0 allows us to bound this sum below. Indeed, the multiplicativity implies that the ﬁrst Taylor
coeﬃcient gk,1 of f (z)bk is positive and moreover gk,1 = g1,1bk  g1,1b, hence
an 
n−1∑
j=0
g1, j gn− j,1  g1,1b
n−1∑
j=0
g1, j.
A lower bound for the partial sum of the Taylor coeﬃcients of f (x) follows from the Tauberian theo-
rem for power series [4, Theorem 1.7.3] applied to f (ρ1x). The regular growth condition (14) and this
theorem imply that
g1,0 + ρ1g1,1 + · · · + ρn−11 g1,n−1 ∼
L (n)nκ
ρκ1 (κ + 1)
, n → ∞.
The same result with n replaced by n(1− δ), δ > 0, gives
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n(1−δ)
1 g1,n(1−δ) + · · · + ρn−11 g1,n−1 ∼
L (n)nκ (1− (1− δ)κ )
ρκ1 (κ + 1)
.
Thus for large n
an
g1,1b

n−1∑
j=n(1−δ)
g1, j 
n−1∑
j=n(1−δ)
g1, jρ
j−n(1−δ)
1  c1L (n)n
κρ
−n(1−δ)
1
for some c1 = c1(δ) > 0. Combining the above estimates yields
μ(n)
(P(n) \Dn(ε))= μxn(P(n) \Dn(ε))
μxnP(n)
 μxn(P \Dn(ε))
μxnP(n)
 c2e(δ| logρ1|−εu)n
for some c2 = c2(δ) > 0. Choosing δ and u so that the exponent is negative shows that the conjecture
holds. 
5. A local limit theorem for N
The inequality (40) guarantees the equivalence of ensembles, i.e. that the ergodicity in the grand
canonical ensemble implies the ergodicity in the small canonical ensemble. In many real applications
a much stronger lower bound for μxnP(n) is available. It follows from the local limit theorem for N
with respect to μx as x↗ 1, which holds in the case ρ  1 under some additional assumptions.
Our approach is to allow a wide range of functions f . It implies relatively strict constraints on the
sequence {bk}. Roughly speaking, the sequence bk should not be concentrated in a neighborhood of
an arithmetic progression with the difference s 2, in the asymptotic sense. More formally, for a real
s > 0 deﬁne the set Ks by
Ks =
{
k ∈ Z+: ∃ j ∈ Z such that |k− sj| < 1/2
}
. (42)
Obviously, for s  1 these sets coincide with Z+ but for s > 1 holes in Ks occur. The set Ks is an
arithmetic progression for integer s and a ﬁnite union of arithmetic progressions for rational s. In the
proof of the local limit theorem below the following condition will be used: there exist constants
χ ∈ (0,1) and k0 such that for any s 2 and k > k0∑
jk
j∈Ks
b j  χ Bk. (43)
This condition clearly follows from (13) if bk are monotone.
If β > 2 the assumption (13) is strong enough for all our purposes. However for 0 < β  2 we
need the more detailed asymptotics of the partial sums Bk:
Bk = θkβ + O
(
kβ−ζ
)
, k → ∞, (44)
for some constants β, θ > 0 and ζ > 1− β/2.
Note that Eq. (11) implies that Varx N → ∞ as x ↗ 1. Moreover, this equation and arguments
similar to the proof of Lemma 4 allow us to show that in the settings of this lemma if ρ1  1 then
Varx N =
∞∑
k=1
k2bk
(
xkh
(
xk
)+ x2kh′(xk))∼ 
(1/(1− x))
(1− x)β+2 σ
2 (45)
where
σ 2 = β(β + 1)
1∫
| logu|βh(u)du. (46)0
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theorem to estimate differences like h(xk)− h(xk+1), representing sums by integrals of staircase func-
tions, passing to the limit x ↗ 1 using the uniform convergence, and the integration by parts to
eliminate derivatives of h. The integral in (46) and all integrals involved in the proof converge even
when ρ = 1 and f satisﬁes (14) (in particular, if f has a pole at 1 as in the claim of Lemma 10
below), because in this case h(u) ∼ κ/(1− u) as u ↗ 1, and hence | logu|βh(u) ∼ κ(1− u)β−1, u ↗ 1,
with β > 0.
Lemma 10 (Local limit theorem). Let the measures μx be deﬁned by the decomposition (12) where either the
radius of convergence ρ1 > 1 or ρ1 = 1 and additionally f has an analytic continuation to some punctured
neighborhood of the point z = 1 and has a pole at this point. Let the sequence bk satisfy both conditions (13)
and (43) and additionally either β > 2 or 0 < β  2 and (44) holds for some ζ > 1− β/2.
Suppose that an integer-valued function m(x) grows so that
m(x) −ExN√
Varx N
→ w, x↗ 1, (47)
for some constant w. Then
√
Varx NμxP
(
m(x)
)→ 1√
2π
e−
w2
2 , x↗ 1.
Remarks. 1. Similar results were obtained in [15] and [18] for two speciﬁc cases f (x) = 1/(1− x) and
f (x) = 1 + x under analytic assumptions (M1)–(M3) on the sequence bk which go back to Meinar-
dus [23], see [18] for details. (The paper [15] also treats the case f (x) = ex .) It seems that we impose
conditions on bk which are in some aspects weaker than (M1)–(M3), for instance, a relation simi-
lar to (44) follows from (M1) for all β > 0 (see [18, Lemma 3]), not just for β  2 as required by
Lemma 10. However the precise relationship between our assumptions and (M1)–(M3) is unclear.
2. The speciﬁc form of f makes the proof in [15] much simpler than ours.
3. Actually we need only the case w = 0 but the proof of the local limit theorem is not much
harder, so we state and prove the general case.
Proof. We start with the Cauchy formula for am where we take the circle of radius x as the integration
path:
am = 1
2π
π∫
−π
F
(
xeit
)
x−me−imt dt.
The product representation (12) and expression (10) for ExN in terms of f give
μxP(m) = amx
m
F (x)
= 1
2π
π∫
−π
e−imt
∞∏
k=1
f (xkeikt)bk
f (xk)bk
dt
= 1
2π
π∫
−π
exp
(
i(ExN −m)t +
∞∑
k=1
bk
(
log
f (xkeikt)
f (xk)
− ikt x
k f ′(xk)
f (xk)
))
dt. (48)
The function under the integral sign in (48) sends t and −t to complex conjugates. Thus taking the
real part does not change the value of the integral and changing the integration interval to [0,π ]
halves its value. So one can write
μxP(m) = I1 + I2 + I3 + I4  I1 − |I2| − |I3| − |I4|
where for some 0= δ0(x) δ1(x) δ2(x) δ3(x) δ4(x) = π we denote for j = 1,2,3,4
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π
δ j(x)∫
δ j−1(x)
Reexp
(
i(ExN −m)t +
∞∑
k=1
bk
(
log
f (xkeikt)
f (xk)
− ikt x
k f ′(xk)
f (xk)
))
dt. (49)
Deﬁne δ j(x) as
δ1(x) = (1− x)1+β/2−α1 , δ2(x) = 1− x, δ3(x) = (1− x)α3
where the obvious inequalities which provide the right order for δ j ’s are 0 < α1  β/2 and 0 < α3  1.
Exact values of α1 and α3 will be chosen later.
First we show that α1 can be chosen so that I1 gives the main contribution and then bound other
integrals above. To ﬁnd the desired estimate for I1 it suﬃces to verify that for t ∈ [0, δ1(x)] the series
in the exponent of (49) is asymptotically equivalent to − t22 Varx N as x↗ 1.
Let Bτ (z0) = {z ∈ C: |z − z0|  τ } be the closed disk of radius τ centered at z0, and Gτ =⋃
z∈[0,1]Bτ (z) be the τ -neighborhood of the interval [0,1]. Since f (z) has nonnegative Taylor co-
eﬃcients, one can take τ small enough such that f has no zeroes and special points (except for z = 1
in the case ρ1 = 1) in Gτ . Hence h(z) = f ′(z)/ f (z) has either no special points in Gτ if ρ1 > 1 or just
one special point z = 1 if ρ1 = 1. In the latter case z = 1 is a simple pole of h because it is a pole of f
by assumptions. It follows that |h(z)| c1|z−1| for z ∈ Bτ (1) and h(z) c2 for z ∈ Gτ \Bτ (1). (Here and
below c1, c2, . . . are some positive constants.) Similar inequalities hold for the ﬁrst two derivatives
of h which have poles of order 2 and 3 if ρ1 = 1 or are analytic in Gτ if ρ1 > 1. Combining these
inequalities we get
h( j)(z) c3
(1− |z|) j+1 , z ∈ Gτ ∩ B1(0), j = 0,1,2, (50)
because 1/|z − 1| 1/(1− |z|) for z ∈ B1(0).
Assume that α1 < β/2 in the deﬁnition of δ1(x). For any τ > 0, if x is suﬃciently close to 1
then xkeikt ∈ Gτ for all k  1 and t ∈ [0, δ1(x)]. Indeed, if k  | logτ || log x| then |xkeikt |  τ , so xkeikt ∈
Bτ (0) ⊂ Gτ for all such k. On the other hand, if k  | logτ || log x| and t ∈ [0, δ1(x)] then arg(xkeikt) = kt 
| logτ | (1−x)1+β/2−α1| log x| = O ((1 − x)β/2−α1 ) ↘ 0 as x ↗ 1, so for x  1 but close to 1 one has xkeikt ∈
{z: |arg z| arctanτ } ∩B1(0) ⊂ Gτ .
Suppose that x is close enough to 1 so that xkeikt ∈ Gτ for all k and t ∈ [0, δ1(x)]. For such x and t
the following Taylor expansion is valid:
log
f (xkeikt)
f (xk)
= iktxkh(xk)− k2t2
2
(
xkh
(
xk
)+ x2kh′(xk))− ik3
2
t∫
0
h1
(
xkeiks
)
(t − s)2 ds (51)
where h1(z) = zh(z) + 3z2h′(z) + z3h′′(z). The inequality (50) implies that for all k, x close to 1 and
t ∈ [0, δ1(x)]
∣∣h1(xkeikt)∣∣ 5c3xk
(1− xk)3 .
Denote for short
Ux(t) :=
∞∑
k=1
bk
(
log
f (xkeikt)
f (xk)
− ikt x
k f ′(xk)
f (xk)
)
+ t
2
2
Varx N.
The expression (11) for the variance of N makes it possible to cancel some terms in the Taylor ex-
pansion (51), so if x is close enough to 1 and t ∈ [0, δ1(x)]
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k=1
k3bk
2
t∫
0
∣∣h1(xkeiks)∣∣(t − s)2 ds
 5c3t
3
6
∞∑
k=1
k3bkxk
(1− xk)3 =
5c3t3
6
∞∫
0
K
(
1/| log x|,u)dB(u)
= −5c3t
3
6
∞∫
0
B(u)K ′u
(
1/| log x|,u)du (52)
where as usual B(u) = Bu and K (y,u) = u3e−u/y/(1− e−u/y)3. The term integrated out in the last
equality is zero. The expected asymptotics of the last integral can be justiﬁed by an Abelian theorem,
for instance by Theorem 4.1.3 in [4]. The assumptions of the theorem are easily veriﬁed. Since
K ′u(y,u)
∣∣
u=vy = y2
(
3v3G3(v) − v3G3(v) − 3v3e−vG4(v)
)
= y2(3v2G3(v) + 2v3G3(v) − 3v3G4(v)),
where Gq(v) = e−v(1−e−v )q , the change of variables u = v/| log x| yields the asymptotics
∞∫
0
B(u)K ′u
(
1/| log x|,u)du ∼ (3Gˆ3(β + 3) + 2Gˆ3(β + 4) − 3Gˆ4(β + 4))
(1/(1− x))
(1− x)β+3
as x ↗ 1, where Gˆq(ς) =
∫∞
0 v
ς−1Gq(v)dv is the Mellin transform of Gq deﬁned for Reς > q. It is
easy to ﬁnd the Mellin transform for integer q, in particular,
Gˆ3(ς) = (ς)
(
ζ(ς − 1) + ζ(ς − 2))/2,
Gˆ4(ς) = (ς)
(
2ζ(ς − 1) + 3ζ(ς − 2) + ζ(ς − 3))/6,
see [32, §2.4] for the analogous case q = 1. Finally we ﬁnd
∞∫
0
B(u)K ′u
(
1/| log x|,u)du ∼ −β
2
(β + 3)(ζ(β + 2) + ζ(β + 1))
(1/(1− x))
(1− x)β+3
as x↗ 1. Comparing this asymptotics to the asymptotics (45) of Varx N and using the inequality (52)
gives for x close to 1 and t ∈ [0, δ1(x)]∣∣Ux(t)∣∣ c4t3 
(1/(1− x))
(1− x)β+3  c5t
2 Varx N(1− x) β2 −α1 . (53)
It implies the following estimate for I1: as x↗ 1,
I1 = 1
π
δ1(x)∫
0
Reexp
(
i(ExN −m)t +
∞∑
k=1
bk
(
log
f (xkeikt)
f (xk)
− ikt x
k f ′(xk)
f (xk)
))
dt
= 1
π
δ1(x)∫
0
Reexp
(
i(ExN −m)t − t
2 Varx N
2
+ Ux(t)
)
dt
= 1
π
√
Varx N
S(x)∫
Reexp
(
−im−ExN√
Varx N
s − s
2
2
+ Ux
(
s√
Varx N
))
ds0
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π
√
Varx N
∞∫
0
Reexp
(
−iws − s
2
2
)
ds = 1√
2π Varx N
e−
w2
2 (54)
where S(x) = δ1(x)√Varx N ∼ σ(1 − x)−α1√
(1/(1− x)) → ∞ for any α1 > 0. The asymptotic equiv-
alence above takes place for any α1 ∈ (0, β/2), as the following argument shows. Denote for short
the integrands in the third and fourth lines of (54) by Vx(s) and V (s) correspondingly. Take
ε > 0 and let S0 be large enough so that
∫∞
S0
exp(−s2/3)ds < ε/3. Let x be close enough to 1
so that (i) S(x) > S0; (ii) for the constant c5 from (53), c5(1 − x)β/2−α1 < 1/6; (iii) the inequal-
ity |Vx(s) − V (s)| < ε/(3S0) holds for all s ∈ [0, S0] (it is possible because Vx(s) → V (s) as x ↗ 1
uniformly in s ∈ [0, S0] in virtue of the assumption (47) and inequality (53)). The choice of S0 im-
plies that | ∫∞S0 V (s)ds| < ε/3. Assumption (ii) together with (53) give |Ux(s/√Varx N)| < s2/6 for
s ∈ [0, S(x)]. It implies |Vx(s)|  e−s2/3, so |
∫ S(x)
S0
Vx(s)ds| < ε/3, also by the choice of S0. Assump-
tion (iii) gives | ∫ S00 (Vx(s)− V (s))ds| ∫ S00 |Vs(s)− V (s)|ds < ε/3. Combining these inequalities yields∣∣∣∣∣
S(x)∫
0
Vx(s)ds −
∞∫
0
V (s)ds
∣∣∣∣∣
∣∣∣∣∣
S(x)∫
S0
Vx(s)ds
∣∣∣∣∣+
∣∣∣∣∣
∞∫
S0
V (s)ds
∣∣∣∣∣+
∣∣∣∣∣
S0∫
0
(
Vx(s) − V (s)
)
ds
∣∣∣∣∣< ε
for all x suﬃciently close to 1. Since ε > 0 is arbitrary, the asymptotic equivalence in (54) follows.
For integrals I2, I3 and I4 we are going to ﬁnd an exponential bound
|I j| exp
(−(1− x)−τ ), τ > 0, j = 2,3,4. (55)
These bounds are based on the same estimate:
|I j| 1
π
δ j(x)∫
δ j−1(x)
∣∣∣∣∣exp
∞∑
k=1
bk
(
log
f (xkeikt)
f (xk)
− ikt x
k f ′(xk)
f (xk)
)∣∣∣∣∣dt
 1
π
δ j(x)∫
δ j−1(x)
exp
( ∞∑
k=1
bk Re log
f (xkeikt)
f (xk)
)
dt
= 1
π
δ j(x)∫
δ j−1(x)
exp
( ∞∑
k=1
bk log
∣∣∣∣ f (xkeikt)f (xk)
∣∣∣∣
)
dt. (56)
Since the Taylor coeﬃcients of f are nonnegative, each summand in the exponent is nonpositive.
Moreover, the ﬁrst Taylor coeﬃcient g1 > 0 and thus for all y ∈ (0,1) and real s
− log
∣∣∣∣ f (yeis)f (y)
∣∣∣∣= − log
(
1− f (y) − | f (ye
is)|
f (y)
)
 f (y) − | f (ye
is)|
f (y)
= f (y)
2 − | f (yeis)|2
f (y)( f (y) + | f (yeis)|) 
g1 y
f (y)2
(1− cos s) (57)
because
f (y)2 − ∣∣ f (yeis)∣∣2 = 2 ∑
j>k0
g j gk y
j+k(1− cos(( j − k)s)) 2g1g0 y(1− cos s).
If ρ1 > 1 then f (y) is bounded in the left neighborhood of 1; if ρ1 = 1 and f (y) has a pole of order
κ then f (y) c6(1− y)−κ . Taking κ = 0 if ρ1 > 1 implies that for some x˜ ∈ (0,1) and all y ∈ [x˜,1)
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f (y)2
 M1(1− y)2κ (58)
for some constant M1 > 0. On the other hand, for y ∈ [0, x˜] and a constant M2 > 0
g1 y
f (y)2
 g1 y
f (x˜)2
= M2 y. (59)
In order to ﬁnd constraints on |I2|, |I3| and |I4| it suﬃces to take just some summands in the sum
in the right-hand part of (56) (and replace all other summands by zero). The right choice differs for
these integrals, and we start with |I2|.
The inequality 1 − cos s  2s2/π2 holds for s ∈ [−π,π ]. Since t  δ2(x) is small for x close to 1,
a lot of values kt get into this interval and it suﬃces to sum only over these k. Namely, we take
k k1(x) = η/| log x| where η =min{| log x˜|,π}. For these k and x close to 1, on the one hand
xk = e−k| log x|  e−η  e−| log x˜| = x˜,
and on the other hand kt  π(1−x)| log x|  π for t  δ2(x). Hence the bound (58) applies and taking y = xk
and s = kt in (57) and (58) yields
− log
∣∣∣∣ f (xkeikt)f (xk)
∣∣∣∣ M1(1− xk)2κ 2(kt)2π2 .
In order to estimate the sum of such expressions let us consider
B1(u) =
∑
ku
k2bk =
u∫
0
v2 dB(v) ∼ β
β + 2
(u)u
β+2, u → ∞.
The asymptotics above follows from the Abelian theorem, see [4, Theorem 1.6.4]. Then the integration
by parts gives
k1∑
k=1
(
1− xk)2κk2bk =
k1+ 12∫
0
(
1− xu)2κ dB1(u)
= (1− xu)2κ B1(u)∣∣k1+ 12u=0 − 2κ | log x|
k1+ 12∫
0
B1(u)K
(
1/| log x|,u)du
where K (y,u) = (1 − e−u/y)2κ−1e−u/y . The change of variables u = v/| log x| allows us to apply the
Abelian theorem (see [4, Proposition 4.1.2]) which leads to the asymptotics
k1(x)∑
k=1
(
1− xk)2κk2bk ∼ Q (η)
(1/(1− x))
(1− x)β+2 , x↗ 1, (60)
where
Q (η) = β
β + 2η
β+2(1− e−η)2κ − 2κβ
β + 2
η∫
0
vβ+2
(
1− e−v)2κ−1e−v dv.
The inequality Q (η) > 0 holds, as follows from the easily checked relations Q (0) = 0 and Q ′(η) > 0
for all η > 0, so (60) indicates the right growth rate of the sum. Consequently for t  δ2(x)
−
∞∑
bk log
∣∣∣∣ f (xkeikt)f (xk)
∣∣∣∣ c7t2
(1/(1− x))(1− x)−β−2.k=1
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exp(−c7
(1/(1− x))(1− x)−2α1 ). Thus the exponential bound (55) for |I2| holds with τ = α1 because
c7
(1/(1− x)) < (1− x)−α1 for x close enough to 1.
Let us proceed with I4. Suppose that δ3(x)  t  π . For all k  k2(x) = | log x˜|/(1 − x) + 1 the
inequality xk < x˜ holds and hence (59) applies. Thus for any ε > 0
−
∞∑
k=1
bk log
∣∣∣∣ f (xkeikt)f (xk)
∣∣∣∣ M2ε ∑
k: kk2
1−cosktε
bkx
k. (61)
Choosing ε = ε(x) suﬃciently small and using (43) allow us to construct a desired lower bound on
this sum. Namely, take ε = δ3(x)2/10, then arccos(1− ε) < δ3(x)/2. If 1− coskt < ε then there exists
j ∈ Z such that kt − 2π j ∈ (−arccos(1 − ε),arccos(1 − ε)) and consequently k ∈ K2π/t (recall the
deﬁnition (42)) because arccos(1− ε)/t < 1/2 for all t ∈ [δ3(x),π ].
For s 2, consider
B(s)k =
∑
j∈{1,...,k}\Ks
b j = Bk −
∑
j∈{1,...,k}∩Ks
b j  (1− χ)Bk,
where the last inequality follows from (43) for k large enough. The regularity condition (13) implies
that for any υ ∈ (0,1− χ) and large enough k
(1+ υ)
(k)kβ  Bk  B(s)k  (1− χ − υ)
(k)kβ .
Hence, for any k3  k2, the inequality (61) can be continued as
−
∞∑
k=1
bk log
∣∣∣∣ f (xkeikt)f (xk)
∣∣∣∣ M2ε ∑
k: k2kk3
1−cosktε
bkx
k  M2εxk3
∑
k: k2kk3
k/∈K2π/t
bk
 M2εxk3
(
B(2π/t)k3 − B
(2π/t)
k2
)
 M2εxk3kβ2
((
k3
k2
)β
(1− χ − υ)
(k3) − (1+ υ)
(k2)
)
. (62)
Recall that k2 = k2(x) ∼ | log x˜|/(1− x) as x↗ 1 and take
k3 =
⌊
k2(1+ 2υ)1/β(1− χ − υ)−1/β
⌋+ 1.
Then 
(k3) ∼ 
(k2) ∼ 
(1/(1 − x)), xk3 → x˜(1+2υ)1/β (1−χ−υ)−1/β > 0 as x ↗ 1, and the expression in
parentheses in (62) is greater than υ
(1/(1− x))/2. By the choice of ε
−
∞∑
k=1
bk log
∣∣∣∣ f (xkeikt)f (xk)
∣∣∣∣ c8 δ3(x)2
(1/(1− x))(1− x)β = c8

(
1/(1− x))(1− x)2α3−β.
If α3 < β/2 the right-hand side of the above inequality grows to ∞, providing the bound (55) for |I4|
with τ = β/2− α3 (because 
(1/(1− x))(1− x)α3−β/2  1 for x suﬃciently close to 1).
If β > 2 we can take α3 = 1 and still have an exponential bound for |I4|. But this choice of α3
implies δ2(x) = δ3(x) and I3 = 0. Hence the theorem is proved for the case β > 2.
If 0 < β  2 we still need a bound for I3 and we obtain it under the additional assumption (44)
on 
, that is 
(k) = θ + O (k−ζ ), ζ > 1 − β/2. Choose α3 such that 1 − ζ < α3 < β/2 and let t ∈
[δ2(x), δ3(x)]. In order to estimate |I3| take in the sum (56) just those k for which 1− coskt is large
enough but xk is still not too small.
To be more precise, let us introduce intervals I j = [m0( j),m1( j)] where m0( j) = π(6 j +
1)/(3t) and m1( j) = π(6 j + 5)/(3t). Then k ∈ I j implies 1 − coskt > 1/2 for any j. If j  j0 =
Y. Yakubovich / Journal of Combinatorial Theory, Series A 119 (2012) 1250–1279 1275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+1 then for any k ∈ I j one has xk < x˜ and thus the inequality (59) applies with
y = xk . Take j1 = 2 j0. Then
−
∞∑
k=1
bk log
∣∣∣∣ f (xkeikt)f (xk)
∣∣∣∣ M2
j1−1∑
j= j0
∑
k∈I j
bkx
k(1− coskt)
 M2
2
j1−1∑
j= j0
(Bm1( j) − Bm0( j))xm1( j). (63)
The detailed asymptotics (44) for Bk implies that for t ∈ [δ2(x), δ3(x)]
Bm1( j) − Bm0( j)  θ
(⌊
π(6 j + 5)/(3t)⌋β − ⌊π(6 j + 1)/(3t)⌋β)− c9 jβ−ζ
tβ−ζ
 θ
(
π(6 j + 1)
3t
)β((
1+
(
4π
3t
− 1
)
3t
π(6 j + 1)
)β
− 1
)
− c9 j
β−ζ
tβ−ζ
 c10
jβ−1
tβ
− c9 j
β−ζ
tβ−ζ
= c10 j
β−1
tβ
(
1− c9
c10
j1−ζ tζ
)
.
Since j ∈ [ j0, j1], j1  | log x˜|t/(π(1− x))+2 and t  (1− x)α3 , the expression in parentheses above is
bounded below by 1− c11(1− x)α3+ζ−1 and tends to 1 as x↗ 1 by the choice of α3. At the same time
xm1( j)  x˜4 for j < j1. Thus for x close to 1 and j0  j < j1, Bm1( j)− Bm0( j)  c12 jβ−1t−β  c12 jβ−10 t−β
and since there are j0 summands in the r.h.s. of (63), one has
−
∞∑
k=1
bk log
∣∣∣∣ f (xkeikt)f (xk)
∣∣∣∣ c13 jβ0 t−β  c14(1− x)−β .
Hence the inequality (55) holds with τ = β/2 for x close enough to 1. This observation ﬁnishes the
proof. 
Actually we just need to know how fast μxnP(n) goes to zero. It follows from Lemma 10 that
certain negative power of n provides a lower bound. So the decay rate is much slower than required
by the inequality (40).
Corollary 11. In the settings of Lemma 10,
μxnP(n) ∼

1(n)1+β/2
σ
√
2π
(n1/(β+1)/
1(n))
n−
β+2
2β+2 , n → ∞, (64)
so for any γ ∈ (0, β/(β + 1)) and for n large enough the inequality (40) holds.
Proof. The claim follows from Lemma 10 by taking m = n and x = xn . Indeed, from (39) and (45) we
see that
Varxn N = 
2(n)n
β+2
β+1 (65)
where 
2(n) = σ 2
(n1/(β+1)/
1(n))/
1(n)β+2 is slowly varying. Since xn ↗ 1, Lemma 10 implies (64).
For any γ ∈ (0, β/(β + 1)) the r.h.s. of (64) decays slower than e−nβ/(β+1)−γ , so the inequality (40)
holds for n large enough. 
To conclude this section, we brieﬂy describe an example when the local limit theorem does not
hold due to the violation of the condition (43). Let f (x) = 1 + 2x so that only strict partitions are
allowed and each partition λ is weighted proportionally to 2
∑
Rk(λ) . Let b1 = b2 j = 1 and b2 j+1 = 0
1276 Y. Yakubovich / Journal of Combinatorial Theory, Series A 119 (2012) 1250–1279for j  1, so that all odd parts except for 1 are prohibited. In these settings the condition (43) does
not hold for s = 2 because ∑ jk b j ∼∑even jk b j as k → ∞. Any admissible partition λ of an even
number 2n has just even parts, and adding the part 1 to such partitions one obtains all admissible
partitions of 2n + 1. But μx{(λ,1)} = 2xμx{λ}, so μx{N = 2n + 1} = 2xμx{N = 2n} for all n which
clearly cannot be the case if the local limit theorem for N holds as x↗ 1.
6. Examples
In this section we introduce four families of multiplicative measures. They are obtained from the
well-known measures by various deformations. These deformations can be combined to produce fur-
ther examples, and also a different measure can be taken as a starting point for the deformation.
6.1. Partitions weighted by the number of parts
Fix y > 0 and consider the probability measures μ(n) such that μ(n){λ} = 1an y
∑
Rk(λ) for λ ∈P(n),
where an is the normalizing constant. This family induces the following decomposition (3) of F :
F (x) =
∞∏
k=1
1
1− yxk .
It is written down in the form (12), and bk = 1, hence (13) holds with β = 
(k) = 1. If y  1 the
convergence radius ρ1  1 so by Lemma 4, Ω = −y
∫ 1
0 log(u)/(1 − yu)du = Li2 y, where Li2 denotes
the dilogarithm function. Consequently, by virtue of Theorem 8 the limit shape is
ϕ(t) = 1
Ω
e−t∫
0
y du
1− yu =
− log(1− ye−t)
Li2 y
with the scaling sequence α(n) = √n/ Li2 y. Note that the condition (43) holds with χ = 1/2 and
other assumptions of Lemma 10 are clearly fulﬁlled, so Corollary 11 guarantees that Theorem 8 can
be applied.
Taking y = 1 makes all weights equal and leads to the uniform measures on partitions. In this case
it is more natural to take the scaling α(n) = √n which implies the same scaling along both axes and
leads to the celebrated limit shape for the uniform measure on partitions deﬁned by
e−cϕ(t) + e−ct = 1, c = π√
6
,
found in [31,30,35] as mentioned in the introduction.
Similar measures were considered in [37] where y was treated as an additional parameter in the
grand canonical ensemble needed to ﬁx the growth rate of the length of partitions. In contrast, here
y is thought of as the parameter of the problem itself. To the author’s best knowledge, this is a new,
although not unexpected, result.
If y > 1 there is no limit shape in the grand canonical ensemble of partitions: the distribution of
N is asymptotically equivalent to that of R1, so taking the scaling αx = 1 leads to the scaled Young
diagram close to the rectangle of unit width and random (asymptotically exponentially distributed)
height. In the small canonical ensemble, however, there is a degenerate ergodicity, as follows from
Proposition 9 and can be also easily shown combinatorially. With the same scaling α(n) = 1 the scaled
Young diagram looks like the unit square, i.e. “almost all” parts in “almost all” partitions are ones, and
larger parts do not comprise a notable ratio to the weight, in the asymptotic sense.
6.2. Partitions with restricted part sizes
Another possibility is to take f (x) = 1/(1 − x) and bk = 1(k ∈ S) for a certain set S of positive
integers. This choice makes μ(n) the uniform measure on partitions of n into parts taken from S .
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some assumptions on growth of Bk . Namely its is shown that if Bk − ckβ , β ∈ (0,1), satisﬁes some
additional condition then the number of parts in a random partition of n behaves like a nondegenerate
random variable (explicitly speciﬁed in [14]) multiplied by n1/(1+β) . Assumptions of Lemma 10 do not
follow from conditions on S imposed in [14], but the necessary asymptotics of μxnP(n) is already
proved in [14] using the speciﬁc form of f in this case, see Proposition 1 in that paper. So Theorem 8
can be applied. Since Ω = β ∫ 10 | logu|β/(1 − u)du = β2(β)ζ(β + 1), the scaling sequence α(n) =
(cβ2(β)ζ(β + 1))−1/(β+1)n1/(β+1) can be taken and this scaling leads to the limit shape
ϕ(t) = 1
(β + 1)ζ(β + 1)
e−t∫
0
| logu|β−1
1− u du.
Hence in a typical partition the number of parts greater than tn1/(β+1) , t > 0, is proportional to
nβ/(β+1) which is much less than the total number of parts (a multiple of n1/(β+1)). It means that in
this case a generic partition has plenty of small summands which do not contribute a notable part to
the whole sum. This is related to a physical effect known as Bose–Einstein condensation, see [36].
6.3. Partitions with bounded occupation numbers
The question about interpolation between strict and unrestricted partitions can be answered in
several ways. One of the possible approaches is to build a discrete interpolation by prohibiting part
counts exceeding m  1. The case m = 1 corresponds to strict partitions, while m = ∞ gives unre-
stricted partitions. The corresponding decomposition (3) becomes
F (x) =
∏
k1
1− xk(m+1)
1− xk
and ﬁts in our framework. This statistics has been considered in physical literature and is called the
Gentile statistics in [20]. The existence of the limit shape in this case was claimed without proof
recently by I. Pak [25]. It is not hard to guess the limit shape but the proof requires some technical
work. Application of Lemma 10 and Theorem 8 allows to avoid it and to state that in the scaling
α(n) = √n the limit shape is
ϕ(t) = 1√
Ω
log
1− e−(m+1)t
√
Ω
1− e−t√Ω , Ω =
π2m
6(m+ 1) ,
in accordance with [25, Proposition 9.5]. It is easy to see that this curve interpolates between the
limit shapes of strict (m = 1, [10]) and unrestricted (m = ∞, [31,30,35]) partitions.
Another possibility to interpolate between strict and unrestricted partitions was proposed by
A. Comtet et al. [8] who gave a physical interpretation of minimal difference d partitions for real
d ∈ (0,1). As d decreases from 1 to 0 the corresponding statistics on partitions transforms from the
uniform measure on strict partitions to the uniform measure on unrestricted partitions. It is interest-
ing that formally computing the limit shape using the formulas given by Theorem 8 gives the right
result, although these formulas make no combinatorial or probabilistic sense because some Taylor co-
eﬃcients of f (and hence some probabilities) become negative. See [5] for a combinatorial approach
to this problem.
6.4. Permutations with marked cycles
As it was mentioned in the introduction, the uniform measure on permutations of an n-element
set induces a multiplicative measure on partitions of n as a push-forward through the map ξ which
assigns to a permutation π ∈ Sn the partition ξ(π) ∈ P(n) into cycle lengths of π . This measure is
deﬁned by the decomposition
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1− x =
∞∏
k=1
ex
k/k =
∞∏
k=1
(
ex
k)1/k
and hence satisﬁes (12) with bk = 1/k but not (13) since β = 0. This measure is the particular case
(θ = 1) of the Ewens distribution mentioned in the introduction, and it is not ergodic by virtue of
Proposition 2. Taking different bk in a form bk = ck/k with integer ck corresponds to marking cycles
of length k in one of ck ways. In particular, taking ck = k can be interpreted as choosing the ﬁrst
element in each cycle, or, in the other words, making a set of ordered lists from a permutation. The
numbers of such objects form sequence A000262 in [29]. Other examples of combinatorial structures
from this family can be found in [2].
If one does not insist on a combinatorial interpretation, it is possible to take real ck , say, ck = θkβ
for β, θ > 0. It leads to the fulﬁllment of conditions (43) and (13) (and even (44)) with 
(k) = θ/β +
O (k−1), so Lemma 10 guarantees that the inequality (40) holds and Theorem 8 applies. Taking the
scaling sequence α(n) = (θ(β + 1))−1/(β+1)n1/(β+1) leads to the limit shape
ϕ(t) = (β, t)
(β + 1)
where (β, t) = ∫∞t uβ−1e−u du is the incomplete Gamma function. Clearly, the assumptions on ck
made above can be relaxed as long as the hypotheses of Lemma 10 remain valid. This limit shape and
ﬂuctuations around it were found under different (but overlapping with ours) assumptions in [12,
Theorem 4.3].
If the measure is induced by the uniform measure on partitions of the set {1, . . . ,n} into or-
dered lists then β = θ = 1 and the limit shape is the exponent function (ϕ(t) = e−t ) in the scaling
α(n) = √n. Formally letting β ↘ 0 and keeping θ ﬁxed we approach the Poisson–Dirichlet distribution
PD(θ). However the limit shape becomes degenerate (inﬁnity at 0 and zero at t > 0). It reﬂects the
nonergodicity of the limiting distribution.
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