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In the study of the irreducible representations of the unitary group U(n), one
encounters a class of polynomials defined on n2 indeterminates zij , 1i, jn,
which may be arranged into an n_n matrix array Z=(zij). These polynomials are
indexed by double Gelfand patterns, or equivalently, by pairs of column strict
Young tableaux of the same shape. Using the double labeling property, one may
define a square matrix D(Z), whose elements are the double-indexed polynomials.
These matrices possess the remarkable ‘‘group multiplication property’’ D(XY)=
D(X) D(Y) for arbitrary matrices X and Y, even though these matrices may be
singular. For Z=U # U(n), these matrices give irreducible unitary representations
of U(n). These results are known, but not always fully proved from the extensive
physics literature on representation of the unitary groups, where they are often
formulated in terms of the boson calculus, and the multiplication property is
unrecognized. The generality of the multiplication property is the key to under-
standing group representation theory from the purview of combinatorics. The
combinatorial structure of the general polynomials is expected to be intricate, and
in this paper, we take the first step to explore the combinatorial aspects of a special
class which can be defined in terms of the set of integral matrices with given row
and column sums. These special polynomials are denoted by L:, ; (Z), where : and
; are integral vectors representing the row sums and column sums of a class of
integral matrices. We present a combinatorial interpretation of the multiplicative
properties of these polynomials. We also point out the connections with MacMahon’s
Master Theorem and Schwinger’s inner product formula, which is essentially equiv-
alent to MacMahon’s Master Theorem. Finally, we give a formula for the double
Pfaffian, which is crucial in the studies of the generating function of the 3n& j coef-
ficients in angular momentum theory. We also review the background of the general
polynomials and give some of their properties.  1998 Academic Press
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1. INTRODUCTION
There exists in the physics literature a great deal of material on the
construction of inequivalent unitary irreducible representations of the general
unitary group U(n). Much of this was developed during the 19601980
period following the methods introduced earlier by Wigner [55], Weyl
[54] and Racah [41]. The basic mathematical method is Lie algebraic in
structure, using a language appropriate to the many applications in quantum
mechanics in particle, atomic, nuclear, and molecular physics. This language
was often that of the Heisenberg algebra of creation and annihilation
operators of the so-called boson calculus favored by Moshinsky [40],
Biedenharn and Louck [3, 32], and many others. The ubiquitous occurrence
of the unitary group may be attributed to the great versatility and adaptability
of the concept of creation and annihilation of quantum mechanical states
for the description of the properties of many-particle physical systems, or
to models of such systems, and to the invariance of this algebra under
unitary transformations. A review by Louck [28] in 1970 summarizes some
aspects of this approach, and the books by Biedenharn and Louck [3]
develop in voluminous detail this mathematical apparatus for the group
SU(2) and its applications to physical problems, where it goes under the
guise of the theory of angular momentum. Especially useful for the back-
ground of this paper is the material assembled in [3, Chapt. 5, Appendix 9]
and in [34]. One should not discount the importance of the development
of mathematical technique within the framework and vocabulary of specific
physical problems, but neither should one ignore the possible existence of
a general framework that presents the basic mathematical structures in the
simplest of realizations. Such frameworks bring coherence to seemingly
diverse topics. This is the theme of the present paper and its subsequent
developments, based on combinatorics and the Rota umbral calculus [4446].
The problem addressed in this paper is that of constructing a basis of all
homogeneous polynomials of degree m in n2 variables zij , 1i, jn, where
the polynomials in this basis are to satisfy a number of specified properties.
It is known from the physics literature cited above that a basis Bm exists
with the following properties:
1. Each polynomial, denoted D*s, t(Z), in the basis is labeled by a
partition * of m,
*=(*1 , *2 , ..., *n), *1*2 } } } *n0, :
i
*i=m,
together with a pair of indexing labels s, t # T* , where the indexing set T*
has the cardinality given by the Weyl dimension formula:
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|T* |=dim *= ‘
i< j
( pin& pjn)1! 2! } } } (n&1)!,
pin=* i+n&i. (1.1)
For explicitness, one may choose T* to be the set of semistandard Young
tableaux of shape *. The basis Bm is then given by
Bm=[D*s, t(Z) | s, t # T* , * |&m], (1.2)
where * |&m denotes that * is a partition of m.
2. The matrix of order dim * given by
D*(Z)=[D*s, t(Z) | s, t # T*]
satisfies the multiplication property:
D*(Z$Z)=D*(Z$) D*(Z) (1.3)
for arbitrary matrices Z$ and Z, with D*(In)=Idim * (unit matrices).
3. The polynomials in the basis Bm are orthogonal in the inner
product ( , ) defined for two arbitrary real polynomials P(Z) and Q(Z) by
(P, Q)=P(Z) Q(Z)|Z=0 , (1.4)
where P(Z) denotes the polynomial obtained from P(Z) by replacing
each zij by the derivative zij . (If P is a complex polynomial in the z ij ,
then one needs to replace P(Z) in (1.4) by P (Z), the complex conjugate
polynomial.) The explicit orthogonality relation for the basis polynomials
is
(D*s, t , D
*$
s$, t$) =$s, s$ $t, t$ $*, *$M(*),
where s, t # T* , s$, t$ # T*$ , * |&m, *$ |&m$, and M(*) denotes the well-
known product of hook-lengths of * (Maconald [37], p. 9):
M(*)= ‘
n
i=1
pin !< ‘i< j( pin& pjn). (1.5)
4. Each polynomial in the basis Bm has the expansion:
D*s, t(Z)= :
A # M(:, ;)
C *s, t(A)
ZA
A !
, (1.6)
with notations as follows: The vectors :=(:1 , :2 , ..., :n) and ;=(;1 , ;2 , ..., ;n)
of nonnegative integers with  :i=m and  ;i=m denote compositions of
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the nonnegative integer m into n parts, where we count 0 as a part. These
compositions are the contents of the semistandard tableaux s, t # T* . The
set of all nonnegative integral matrices with row sum vector : and column
sum vector ; is given by
M(:, ;)={A=(aij)n_n } :
n
j=1
aij=: i , :
n
i=1
aij=; j=; (1.7)
and the concise notations for powers and factorials of a matrix are defined
by
ZA=‘
i, j
zaij
ij
, A!=‘
i, j
a ij !.
The formula
:
* |&m
K(*, :) K(*, ;)=|M(:, ;)| (1.8)
relating the multiplicities K(*, :) and K(*, ;) (Kostka numbers) of the
contents : and ; of a pair of semistandard tableaux of shape * |&m to the
cardinality |M(:, ;)| is a key result for the interpretation of Property 4.
Since the Maclaurin monomials, or divided powers as called in [15], defined
by
MA(Z)=
ZA
A!
, (1.9)
are orthogonal in the inner product ( , ) , that is,
(MA , MB) =$A, B A !,
it follows that the coefficients
C *s, t(A)[M(*) A !]
12 (1.10)
are the elements of a real orthogonal matrix of dimension |M(:, ;)| (We
anticipate the known result that these coefficients are real). Thus, relation
(1.6) shifts attention from the properties of the D-polynomials in the
variables zij to the properties of the C-polynomials, C *s, t(A), viewed as
functions in the nonnegative integers aij . In this context, it is (1.8) that
assures the coefficients (1.10) may be arranged in a square orthogonal
matrix.
The inversion of relation (1.6) is given by
ZA
A!
= :
* |&m
:
s, t
1
M(*) A !
C *s, t(A) D
*
s, t(Z), A # M(:, ;),
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where the summation s, t # T* is over all semistandard tableaux having
content :, ;. It is this relation that shows that Bm is a basis of all homo-
geneous polynomials of degree m in the n2 variables zij .
The polynomials in the basis Bm have been constructed by physicists in
the guise of the boson calculus, and their structure determined to various
degrees of explicitness [2, 3, 28, 30, 3234]. The role of creation and
annihilation operators is played here by the indeterminates zij and the
derivatives zij , respectively, and the ground state |0) by the unit poly-
nomial 1. Indeed, this identification can be reversed to construct from the
polynomials considered in this work and subsequently, all the finite results
for boson polynomials, at least as they relate to unitary group representa-
tion theory.
Three important combinatorial relations, as given in (1.1), (1.5) and (1.8),
occur in our (incomplete) description of the polynomials in the basis Bm .
This alone suggests a deeper role of combinatorics underlying these poly-
nomials. But the most important property is that the multiplication rule is
valid for arbitrary matrices Z$ and Z, a result that does not have adequate
proof in the literature (see [28] and [33]). The importance of this result
has not been recognized, and in our viewpoint, this multiplication property
is what is needed for the general viewpoint of combinatorics and the umbral
calculus to come into play, where the zij have no particular significance.
The principal contribution of the present paper is in giving a combinatorial
proof of the multiplication property for the simplest case of the general
polynomials, the ones which under the identification Z=U # U(n) are known
as the totally symmetric representations (labeled by partitions of one non-
zero part), and in relating a result of Schwinger’s [47] to MacMahon’s
master theorem. We also extend the case of n=2 to partitions (*1 , *2),
showing in detail Properties 14, as well as their relation to the lineariza-
tion problem and ClebschGordan coefficients. Finally, we outline the
course for future work, where the general polynomials will be investigated
with a view toward uncovering combinatorial structures.
There are many hundreds of papers in the physics and chemistry literature
on the general subject of applications of the boson calculus and unitary
groups. It is impossible here, and inappropriate, to attempt a comprehensive
referencing. With apologies to other contributors, we give a general reference
to [3, 28] and the many citations found there. We cite specific references that
come most closely to the viewpoints and notations used here.
2. THE POLYNOMIALS L:, ;(Z)
This paper is mainly concerned with a class of representation functions
L:, ;(Z), where : and ; are compositions of the same length and of the
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same integer. We define a composition of an integer m to be a vector
:=(:1 , :2 , ..., :n) of nonnegative integers such that
:1+:2+ } } } +:n=m. (2.1)
We use : |&m to denote that : is a composition of m. The number of parts
n of : is called the length of the composition, where we count zero as a
part. The notation |& is also used for partitions. Without specifying the
length of :, we usually assume that : has length n, unless otherwise explicitly
stated. It is clear that compositions of m of length n are in one-to-one corre-
spondence with multisets of cardinality m chosen out of the set [1, 2, ..., n].
The number of compositions of m of length n, or the number of ways to
choose m elements from a set of n elements with repetitions allowed, is
often denoted by [48]
\\ nm++=\
n+m&1
m + , (2.2)
which agrees with (1.1) for *=(m, 0, ..., 0). Given two compositions :=
(:1 , :2 , ..., :n) and ;=(;1 , ;2 , ..., ;n) of the same integer m, we define
M(:, ;) to be the set of nonnegative integral matrices with row sum vector
: and column sum vector ;, as given by (1.7).
Note that in the literature the notation M(:, ;) is used to denote the
cardinality, not the set. We will use |M(:, ;)| to denote the cardinality. The
class M(:, ;) is an important object in combinatorial representation theory, as
well as in combinatorial matrix theory. For example, the |M(:, ;)| can be
calculated in terms of semistandard Young tableaux, as noted in (1.8). One
obvious property of M(:, ;) is the following: If :, ; are compositions of the
same number m, then M(:, ;){<. This assertation can be seen recursively
by arranging the first row subject to the row sum condition, and the upper
bounds indicated by the column sum vector.
One aim of this paper is to point out a combinatorial significance of the
class M(:, ;) in the representation theory of U(n). The key object is the
polynomial L:, ;(Z) in n2 variables Z=(zij)n_n . These polynomials are a
special class of polynomials introduced by Louck [27, 28], originally in the
language of boson calculus. The polynomial L:, ;(Z) is defined by
L:, ;(Z)= :
A # M(:, ;)
‘
n
i, j=1
zaij
ij
aij != :
A # M(:, ;)
ZAA !. (2.3)
We also use the following notations for the factorial of a vector,
:!=:1! :2 ! } } } :n !,
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and for the power of a vector x=(x1 , x2 , ..., xn),
x:=x:1
1
x:2
2
} } } x:nn .
For the purpose of constructing representation functions, we normalize
the polynomial L:, ;(Z) as follows:
D:, ;(Z)=- : ! ; ! L:, ;(Z). (2.4)
We can linearly order all the compositions of length n of an integer m, say
by using the lexicographic order. We then arrange all the polynomials
L:, ;(Z) for all the compositions :, ; of length n of an integer m into a
matrix of order given by (2.2):
D(Z)=(D:, ;(Z)).
Then one has the following important multiplication identity.
Theorem 2.1. The following identity holds
D(XY)=D(X) D(Y), (2.5)
for any two n_n matrices X and Y.
This identity can be regarded as a key result bringing group representa-
tion theory under the purview of combinatorics and the umbral calculus.
3. THE COMBINATORICS OF THE MULTIPLICATION
PROPERTY
In this section, we give a combinatorial proof of a principal property of
the polynomials L:, ;(Z), that is, the multiplication property, thus proving
also Theorem 2.1. We first note the following basic fact.
Theorem 3.1. Let x=(x1 , x1 , ..., xn) and y=( y1 , y2 , ..., yn). The
generating function for the polynomials L:, ;(Z) is given by
:
:, ; |&m
x:L:, ;(Z) y;=\ :
n
i, j=1
xizij yj +
m
m !. (3.1)
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Note that one may express the summation on the right hand side of (3.1)
in matrix form xZyT. Summing the generating functions over m, we arrive
at the exponential generating function:
:

m=0
:
:, ; |&m
x:L:, ;(Z) y;=exAy
T
. (3.2)
Theorem 3.2. Let :, ; |&m. The polynomials L:, ;(Z) satisfy the multi-
plication property
L:, ;(XY)= :
# |&m
# ! L:, #(X) L#, ;(Y). (3.3)
Before giving the general proof, we note that the specialization of
Theorem 3.2 to n=2, :=(0, m), ;=(m, 0), and
X=\1x
0
1+ , Y=\
1
y
0
1+
gives the binomial identity (in divided power notation):
(x+ y)m
m !
= :
m
k=0
xk
k!
ym&k
(m&k)!
. (3.4)
The proof of Theorem 3.1 is straightforward, which is in essence the
property of divided powers as in the theory of exponential generating func-
tions. By the multinomial theorem, the right hand side of (3.1) can be
expanded as follows:
:
a11+ } } } +ann=m
‘
n
i, j=1
(xiz ij yj)aij a ij !
= :
a11+ } } } +ann=m
‘
n
i=1
xj aij
i
‘
n
j=1
yi aij
j
(ZAA!). (3.5)
If we collect the terms in the summation by the row sum and column sum
vectors, then (3.1) immediately follows.
The combinatorial proof of Theorem 3.2 involves the blow-up of a
matrix A in M(:, ;) to a three dimensional matrix H. This suggests the
importance of studying classes of three dimensional nonnegative matrices
with integral entries which satisfy the constraints of fixed sums over any
two dimension full submatrix in the sense of a hyperplane. For example,
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each row or column is a full one dimensional submatrix of a two dimen-
sional matrix. For a three dimensional integral matrix H=(hijk)n_n_n , we
use the following notation for sums of entries in H:
h
* jk
= :
n
i=1
h ijk , h**k= :
n
i=1
:
n
j=1
hijk .
The symbol * denotes that the summation runs over the index which *
occupies. For :, ;, # |&m, we define (by using the same symbol M as in
M(:, ;)):
M(:, ;, #)=[H=(hijk)n_n_n | hi**=:i , h* j*=; j , h**k=#k].
Definition 3.3. Let A be a matrix in M(:, ;). A blow-up of A is a
three dimensional matrix H=(hijk) such that
hij*=aij .
In other words, the one dimensional submatrix (hij1 , hij2 , ..., hijn) is a compo-
sition of the element aij in A.
The notion of blow-up leads to the consideration of 3-dimensional integral
matrices with fixed sums over every 2-dimensional full submatrix.
Now let us give a combinatorial proof of the multiplication property of
the polynomials L:, ;(Z). It turns out that the combinatorial nature of the
multiplication property lies in an identity which results from two different
ways of ordering the process of the distribution of colored and distinct
objects into boxes.
Proof. Let Z=(zij)=XY, namely
zij= :
n
k=1
xik ykj .
Suppose R=(rij) is a matrix in M(:, ;). By the multinomial theorem, we
have
zrij
ij
r ij != :
hij 1+ } } } +hijn=rij
‘
n
k=1
(xik ykj)hijk h ijk !. (3.6)
Considering the blow-up of every element rij in R, we get a 3-dimensional
matrix H=(hijk) such that the following conditions hold:
hi**=:i , h* j*=; j .
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We now classify all such blow-ups of M(:, ;) by the summation H
**k
. In
other words, we classify all the blow-ups of M(:, ;) into classes M(:, ;, #)
for all compositions # of m. Each blow-up of a matrix in M(:, ;) has to fall
into exactly one class M(:, ;, #) for some #. Now assume that h
**k
=#k for
k=1, 2, ..., n. From (3.6), it follows that
ZRR !=‘
i, j
zrij
ij
rij != :
hij*=rij
‘
i, k
xhi*kik ‘
k, j
yh*jkkj < ‘i, j, k hijk !. (3.7)
Let fik=h i*k and gkj=h* jk . Then the matrices F=( fik) and G=(gkj) are
in the classes M(:, #) and M(#, ;). From the right-hand side of (3.3), one
sees that a term in the right-hand side of (3.7) should have a one-to-one
correspondence with a term in the right-hand side of (3.3). Given a matrix
A # M(:, #) and B # (#, ;), there may be more than one matrix H=(hijk) in
M(:, ;, #) whose F and G matrices as given above correspond to the same
pair (A, B) of matrices in M(:, #) and M(#, ;). The monomial correspond-
ing to A, B in (3.3) is
#!(XAA!)(YBB !). (3.8)
Hence, the validity of (3.3) lies in the following relationship:
A ! B! :
H: hi*k=aik, h*jk=bkj
1< ‘i, j, k hijk !=# !. (3.9)
We note that the conditions in the above summation automatically imply
that H # M(:, ;, #) because A # M(:, #) and B # M(#, ;). Let us reformulate
(3.9) as follows:
:
H: hi*k=aik , h*jk=bkj
‘
i, k \
aik
hi1k , hi2k , ..., hink+= ‘
n
k=1 \
#k
bk1 , bk2 , ..., bkn+ . (3.10)
Using the relation
#k=a*k=a1k+a2k+ } } } +ank ,
we may rewrite (3.10) in the following form:
:
H: hi*k=aik , h*jk=bkj
‘
i, k \
aik
hi1k , hi2k , ..., h ink+= ‘
n
k=1 \
a1k+a2k+ } } } +ank
bk1 , bk2 , ..., bkn + .
(3.11)
We now give a combinatorial argument for the above identity. Suppose
there are m distinct elements with each colored by a pair of colors (i, j),
where i is called the first color and j is called the second color. Furthermore,
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suppose that there are aik elements colored by (i, k). Assume that there are
n2 boxes Bkj for k, j=1, 2, ..., n. Then the right hand side of (3.11) equals
the number of ways of distributing the m elements into the boxes such that
Bkj contains exactly bkj elements with the second color k.
Let us look at another way to count the number of ways to distribute
these m elements subject to the same condition that the elements in Bkj has
the second color k. Let hijk be the number of elements in Bkj with the first
color i. We have the conditions h
* jk
=bkj and hi* k=a ik as in the summa-
tion in (3.11). Considering the number of possible distributions of the
elements of color type (i, k), one has the multinomial coefficient in (3.11).
This completes the proof. K
The polynomials L:, ;(Z) are orthogonal in the inner product defined
by (1.4). From the degree constraints, the orthogonality of the polynomials
in the set
[L:, ;(Z) | :, ; |&m, m0]
is clear. What remains to be determined is the evaluation of the inner
product (L:, ; , L:, ;) . It is known that for :, ; |&m, we have
(L:, ; , L:, ;) =
m !
: ! ; !
, (3.12)
which agrees with (1.5) for *=(m, 0, ..., 0), accounting also for relation (2.4).
We now give a combinatorial interpretation of this result. Identity (3.12)
relies on the same type of occupancy argument as used for the multi-
plicative property of the polynomials L:;(Z). Although there does not seem
to exist a simple formula for the cardinality of M(:, ;), relation (3.12) can
be regarded as a weighted sum over all matrices in M(:, ;):
:
A # M(:, ;)
1
A !
=
m !
: ! ; !
. (3.13)
We rewrite this relation in the form
:! L:, ;(J)= :
A # M(:, ;)
: !
A !
=
m !
; !
, (3.14)
where J is the n_n matrix with each entry being one, a notation often used
in combinatorial matrix theory.
We now give a combinatorial interpretation of (3.14) in the same spirit
as the proof of the multiplicative property of the L:, ;(Z). The right hand
side of (3.14) equals the number of ways of distributing m distinct balls into
n distinct boxes B1 , B2 , ..., Bn such that Bi has ;i balls. Suppose that among
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these m balls there are :i balls having color i. Therefore, a matrix A # M(:, ;)
gives the configuration of the distribution of these colored balls into boxes: the
(i, j)-entry in A signifies that there are aij balls of color i placed into box Bj .
Considering the distribution of balls of color i into the boxes B1 , B2 , ..., Bn
corresponding to the configuration A, there are
:i !
ai1 ! ai2 ! } } } ain !
ways to achieve such arrangements. It follows that : !A ! is the number of
ways of distributing the m balls into n boxes subject to the configuration
matrix A. This completes the proof. K
As we will remark later, the above inner product can also be computed
in terms of the replications of permanent of the matrix J. Guided by this
observation, the properties of the polynomials L:, ;(Z) can be viewed as
those of permanents.
4. MACMAHON’S MASTER THEOREM
While the connection between the polynomials L:, ;(Z) and MacMahon’s
Master Theorem has been pointed out in [29], we note an even closer rela-
tionship of these two objects in terms of an inner product identity due to
Schwinger [47], which we call Schwinger’s Master Theorem. The classical
MacMahon’s Master Theorem plays a fundamental role in enumerative
combinatorics [13]. It is also instrumental to some recent topics such as
the linearization coefficients of special functions [10, 57], and algebraic
aspects of automata [50]. A beautiful combinatorial proof of MacMahon’s
Master Theorem is given by Foata [5, 9] in terms of decomposition of
Eulerian digraphs into cycles. Some recent studies and historical back-
ground of MacMahon’s Master Theorem can be found in [4, 6, 10, 14, 17,
18, 21, 26, 39, 51, 58]. As we shall see, the polynomials L:, ;(Z) are indeed
a natural ingredient of MacMahon’s Master Theorem, and Schwinger’s
Master Theorem is even equivalent to that of MacMahon.
Scwhinger [47] gave the following formula without rigorous proof. Let
A=(aij)n_n and B=(bij)n_n be two skew symmetric matrices, namely
aij=&aji and bij=&bji for all i and j. Let x=(x1 , x2 , ..., xn) and y=
( y1 , y2 , ..., yn). Then one has the identity
exp \ :i< j aij det }
xi
yi
xj
yj }+ exp \ :i< j bij det }
xi
yi
xj
yj }+}x= y=0
=
1
det(I+AB)
. (4.1)
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For the purpose of making a clearer connection to MacMahon’s Master
Theorem, we may rewrite the above identity by replacing B with &B;
exp \ :i< j aij det }
xi
yi
x j
yj }+ exp \ :i< j&bij det }
xi
yi
x j
yj }+}x= y=0
=
1
det(I&AB)
. (4.2)
We now make the observation that Schwinger’s Master Theorem in the
above form holds for all matrices A and B. Define the function
S(A, x, y)=xAyT= :
n
i, j=1
aijx i yj .
Then one sees that exp(S(A, x, y)) is just the generating function of the
polynomials L:, ;(Z), as shown in (3.2). Then we may rewrite (4.2) in the
following general form:
Theorem 4.1 (Schwinger’s Master Theorem). For any two n_n
matrices A and B, we have
eS(A, x, y)eS(BT, x, y)| x= y=0=
1
det(I&AB)
. (4.3)
In terms of the polynomials L:, ;(Z), this relation becomes the identity
:

m=0
:
:, ; |&m
: ! ; ! L:, ; (A) L:, ;(B)=
1
det(I&AB)
, (4.4)
because of the transpositional symmetry
L:, ;(ZT )=L;, :(Z). (4.5)
By setting B to be the diagonal matrix X=diag(x1 , x2 , ..., xn), this relation
itself reduces to MacMahon’s Master Theorem, which we summarize by:
Theorem 4.2 (MacMahon’s Master Theorem). Let X be the diagonal
matrix X=diag(x1 , x2 , ..., xn), and A be an n_n matrix. Then the coefficient
of x:1
1
x:2
2
} } } x:nn in the expansion of 1det(I&AX) equals the coefficient of
x:1
1
x:2
2
} } } x:nn in the product
‘
n
i=1
(ai1x1+ai2 x2+ } } } +a inxn):i,
this coefficient also being given by : ! L:, :(A).
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It is worth noting that because of the multiplication property (3.3) the
above form of Schwinger’s Master Theorem and MacMahon’s Master
Theorem are equivalent to the relation
:

m=0
:
: |&m
: ! L:, :(Z)=
1
det(I&Z)
. (4.6)
Identity (4.4) can be recovered from (4.6) by setting Z=AB and using the
multiplication property (3.3).
We can give a combinatorial proof of (4.4) by using a bipartite graph
version of the combinatorial argument for MacMahon’s Master Theorem
because of the relation
det(I&AB)=det \ IB
A
I + . (4.7)
For a matrix A in M(:, :), the quantity
:!
A!
ZA
can be interpreted as the weight of a directed graph on n vertices [1, 2, ..., n]
such that all the edges leaving i are colored by :i distinct colors. This is in
fact the underlying structure for the combinatorial proof of MacMahon’s
Master Theorem.
We remark that the generating function eS(A, X, Y) also occurred in the
work of Jackson [19] on the replications of permanents, which has also
been studied later by VereJones [52, 53]. In other words, the evaluation
of the polynomials L:, ;(Z) can be carried out through the computation of
permanents. The replication Z(:, ;) is obtained from A by replacing the
elements zij with an : i_;j matrix with each element being zij . Then one
has
per(Z(:, ;))=: ! L:, ;(Z). (4.8)
From the above identity, one may also evaluate L:, ;(J), leading to the
same result as for the inner product of the polynomials L:, ;(Z).
5. THE DOUBLE PFAFFIAN
An important step in the work of Schwinger [47] on the generating
function of 3n& j coefficients (see [35]) is the calculation of the square
root of the determinant det(I&AB) for A and B being skew symmetric,
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and, of course, we need to show that this determinant is indeed a perfect
square. We find the following formula which gives a way to compute the
square root of det(I&AB) in terms of the Pfaffians of submatrices of A
and B. At first, we found a combinatorial proof of this formula, and later
John Stembridge observed that the double Pfaffian can be expressed by the
ordinary Pfaffian because of the following determinant identity:
det(I&AB)=det \ A&I
I
&B+ . (5.1)
Let us recall the following definition of the Pfaffian for an n_n skew
symmetric matrix A with n even: A matching of [n]=[1, 2, ..., n] is an
unordered set of disjoint 2-subsets of [n], and it may be viewed as a graph
of disjoint edges covering all the vertices 1, 2, ..., n. The Pfaffian of A is
given by
Pf(A)= :
[i1 , i2], ..., [in&1 , in]
sign(i1 i2 } } } in) ai1 i2 ai3 i4 } } } ain&1 in ,
where [i1 , i2], ..., [in&1 , in] is a matching of [n]=[1, 2, ..., n], and the
sign of a permutation i1 i2 } } } in is defined in the usual way in terms of the
number of inversions. Then we have Pf (A)2=det A. Recent studies and
background information on the Pfaffian can be found in [7, 16, 20, 22, 25,
36, 49].
The double Pfaffian of two n_n skew symmetric matrices A and B,
denoted by Pf (A, B), is defined by
1+ :
k1
:
[ j1 , j2], ..., [ j2k&1 , j2k]
[i1 , i2], ..., [i2k&1 , i2k]
sign(i1 } } } i2k) sign( j1 } } } j2k)
_ai1 i2 } } } ai2k&1 i2k bj1 j2 } } } b j2k&1 j2k , (5.2)
where [i1 , i2], ..., [i2k&1 , i2k] and [ j1 , j2], ..., [ j2k&1 , j2k] are matchings of
a subset I of [n] containing an even number of elements, and the sign of
a permutation i1 i2 } } } i2k is defined in the usual way in terms of the number
of inversions. Note that the order of A and B may be an odd number. It
is clear that Pf (A, B)=Pf (B, A). We may also express the double Pfaffian
in terms of the classical Pfaffian,
Pf(A, B)=:
I
Pf(AI) Pf(BI), (5.3)
where I ranges over subsets of [n] of even cardinality, including the empty
set, and AI and BI denote the submatrices of A and B with rows and
columns indexed by I.
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Theorem 5.1. Let A and B be two n_n skew symmetric matrices. Then
we have
det(I&AB)=Pf (A, B)2. (5.4)
It is not difficult to expand the Pfaffian of the matrix in (5.1) to arrive
at the expression as in (5.2). Although we may give a combinatorial proof
of this fact, we have not found a double Pfaffian analogue of MacMahon’s
Master Theorem, namely, a combinatorial interpretation of the inverse of
the double Pfaffian Pf (A, B).
6. SPECIAL FUNCTIONS
The polynomials L:, ;(Z) have a number of important properties relating
to special functions and the specialization of the variables zij . We note
some of these.
Let
Z(x1 , ..., xn&1)=\
1
b
0
x1
} } }
} } }
0
b
1
xn&1
0
b
0
1+ . (6.1)
Then
L:, ;(Z(x1 , ..., xn&1))
={
:n !
: ! ;n !
‘
n&1
i=1
x;i&:ii <(; i&:i)!,
0,
;1:1 , ..., ;n&1:n&1 ,
otherwise.
This polynomial is a generalized beta function as defined by Gelfand and
Graev [12]. The significance of matrices of the form in this result is that
they multiply by addition of the components of x and y:
Z(x1 , ..., xn&1) Z( y1 , ..., yn&1)=Z(x1+ y1 , ..., xn&1+ yn&1).
In terms of the D-matrices in Theorem 2.1, this gives the property
D(Z(x1+ y1 , ..., xn&1+ yn&1))=D(Z(x1 , ..., xn&1)) D(Z( y1 , ..., yn&1)).
For the case n=2, the relationship of the Wigner D-matrices to special
functions is well-known. Such relations are usually given in terms of
parameters such as the Euler angles or other parameterizations of a 2_2
222 CHEN AND LOUCK
unitary unimodular matrix. We prefer here to note several such relations
directly in terms of the polynomials L:, ;(Z) by linear specialization of Z,
since they then hold in an arbitrary parameterization in nonlinear transfor-
mations. Let us note the relation between angular momentum quantum
numbers and the :, ; content or weight notation,
D jm, m$(Z)=D:, ;(Z)=- : ! ;! L:, ;(Z),
where
:=( j+m, j&m), ;=( j+m$, j&m$);
j=(:1+:2)2=(;1+;2)2,
m=(:1&:2)2, m$=(;1&;2)2.
We note briefly a few results as follows:
The Jacobi polynomials may be written as
P:, ;n (x)=(n+:)! (n+;)! L(n, n+:+;)(n+:, n+;) \
x+1
2
1
x&1
2
1 + , (6.2)
for n, n+:, n+;, n+:+; all nonnegative integers.
The solid harmonics in R3 may be expressed by
Ylm(x1 , x2 , x3)
=
1
2l 
2l+1
4?
(l+m)! (l&m)!
_ :
0:2&ml
:1+:2=l
0:1+ml
L:, :+(m, &m) \ x3&x1&ix2
x1&ix2
x3 +
=2l+14? (l+m)! (l&m)! :k
(&x1&ix2)k+m (x1&ix2)k x l&m&2k3
22k+m(k+m)! k ! (l&m&2k)!
,
where
l=0, 1, 2, ...; m=l, l&1, ..., &l.
These are the customary solid harmonics used in quantum mechanics that
solve Laplace’s equation and diagonalize the total orbital angular momen-
tum squared L2=L21+L
2
2+L
2
3 and the 3-component L3 of L=&ix_{
with eigenvalues l(l+1) and m, respectively.
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Solid harmonics in R4 (homogeneous polynomial solutions of Laplace’s
equation) are
L:, ; \ x0&ix3&ix1+x2
&ix1&x2
x0+ix3 + ,
which also yield polynomials solutions of the wave equation in R3:
L:, ; \ ct+x3x1+ix2
x1&ix2
ct&x3 + .
From the point of view of group theory, the most significant property for
physics is the fact that the matrices
D j (U)=(D jm, m$(U)) jm, m$& j , U # SU(2), (6.3)
are the famous Wigner D-matrices of order 2 j+1 giving all inequivalent
irreducible unitary representations of the group SU(2) of 2_2 unitary
unimodular matrices for j=0, 12, 1, 32, 2, .... More generally, for arbitrary
nonnegative integer k, the matrices
Dk(U)=(D:, ;(U)), U # U(n), (6.4)
where :, ; are contents of k with n parts, are inequivalent irreducible
unitary representations of the unitary group U(n) of n_n unitary matrices
for each k=0, 1, 2, .... The dimension of the representation is given by (2.2),
where now m=k. It cannot be emphasized too strongly that the validity of
the multiplication rule in Theorem 2.1 for arbitrary matrices Z, with the
attendant combinatorial proof of this property, is what opens the possi-
bility for a purely combinatorial treatment of group representations, in
general.
We remark that the polynomials (1.9) cannot be expressed in terms of
the L-polynomials defined by (2.3), that is, relation (2.3) is not invertible.
For example, for n=2 and m=2, the nine polynomials
z211 , z
2
12 , z
2
21 , z
2
22 , z11z12 , z11 z21 , z12z22 , z21 z22 , z11z22+z12z21
appear. It requires the adjoinment of the determinant, det Z=z11z22&z12z21 ,
in order to be able to effect the inversion, as in (7.1) for n=2.
7. GENERALIZATION TO PARTITIONS FOR N=2
The unitary group representations of U(n) given by (6.4) above corre-
spond to a partition of k into one nonzero part k and n&1 zero parts:
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k  (k, 0, ..., 0). The generalization of these polynomials entails their exten-
sion to arbitrary partitions of n parts
*=(*1 , *2 , ..., *n) *1*2 } } } *n0,
where we always retain 0 as a part.
We begin with a review of the known result for n=2, using the double
Gelfand notation [3]. The proper extension of the polynomials (2.3) to
partitions is
;1
L \*1 *2+ (Z)=(det Z)*2 L(:1&*2, *1&:1)(;1&*2, *1&;1)(Z):1
;1
= :
A # M(:, ;)
L \*1 *2+ (A) ZAA ! , (7.1):1
where the coefficients in this relation are calculated directly by expanding
the determinant,
;1
L \*1 *2+ (A):1
= :
k1+k2=*2
(&1)k2 \ *2k1 , k2 + (&a11)k1 (&a12)k2 (&a21)k2 (&a22)k1 , (7.2)
each A # M(:, ;), where
:=(:1 , :2)=(:1 , *1+*2&:1), ;=(;1 , ;2)=(;1 , *1+*2&;1)
*2:1*1 , *2;1*1 .
It is known from the physics literature (see [3], Vol. 8, p. 240]) that the
functions
_(*1&*2+1)(*1+1)! *2 !&
12
[(:1&*2)! (*1&:1)! (;1&*2)! (*1&;1)!]12
;1
_L \*1 *2+ (Z):1
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are orthonormal in the inner product (1.4) in all labels. Since the functions
ZA
- A !
(7.3)
are also orthonormal in this inner product for exponents A and B, the
coefficients
_(*1&*2+1)(*1+1)! *2 !&
12
_(:1&*2)! (*1&:1)! (;1&*2)! (*1&;1)!A ! &
12
;1
_L \*1 *2+ (A):1
are the elements of a real orthogonal matrix. The inversion of (7.1) is given
by
ZA= :
*|&k
(*1&*2+1)
(*1+1)! *2 !
(:1&*2)! (*1&:1)! (;1&*2)! (*1&;1)!
;1 ;1
_L \*1 *2+ (A) D \*1 *2+ (Z), (7.4):1 :1
each A # M(:, ;), :1+:2=;1+;2=k.
Up to multiplicative factors that normalize the coefficients to the elements
of an orthogonal matrix, the coefficients
;1
L \*1 *2+ (A),:1
which are integers, are the famous ClebschGordan coefficients. These coef-
ficients are generally regarded as arising in the reduction of the Kronecker
product of the unitary irreducible representations of SU(2), but, in fact,
they arise in a much more basic and fundamental way as the coefficients for
constructing the orthogonal L-polynomials in (7.1) from divide powers. In
terms of one of the standard notations used in the physics literature, the
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normalized ClebschGordan coefficients are given in the notation of angular
momentum quantum numbers by
C j1 j2 jm1 m2m=$m1+m2 , n _
(*1&*2+1)(:1&*2)!
_(*1&:1)! (;1&*2)! (*1&;1)!
A ! &
12
;1
_L \*1 *2+ (A),:1
where
*1=j1+ j2+ j, *2= j1+ j2& j,
:1=j1+ j2+m, ;1=2 j1 ,
:2=j1+ j2&m, ;2=2 j2 ,
A=\ j1+m1j1&m1
j2+m2
j2&m2+ .
For given j1 , j2 # [0, 12, 1, 32, ...], the allowed values of j are given by the
ClebschGordan series rule,
j= j1+ j2 , j1+ j2&1, ..., | j1& j2 |, (7.5)
while the projection quantum number m may assume values
m= j, j&1, ..., &j, (7.6)
with a similar rule for m1 and m2 . The elements of the orthogonal matrix
are given by
(C j1 j2)m1 , m2 ; j, m=C
j1 j2 j
m1m2m
,
j1m1& j1 , j2m2& j2 ,
j1+ j2 j| j1& j2 |.
We repeat that the unnormalized ClebschGordan coefficients defined by
(7.2) are integers as is evident from the explicit expression.
By definition, the ClebschGordan coefficients are defined to be zero for
all values of j that violate the ClebschGordan series rule (7.5) (the so-called
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triangle conditions in angular momentum theory). This rule is automatically
incorporated by the betweenness rule for the Gelfand pattern
\j1+ j2+ j 2 j1
j1+ j2& j+ .
One could also replace 2 j1 by 2 j2 in this pattern.
Another useful form [31] of the ClebschGordan coefficients is their
expression in terms of terminating 3F2 hypergeometric functions of unit
argument. Let a, b, c denote nonnegative integers and d, e integers such
that all entries in the magic square array
a c+e b+d
_c+d b a+e&b+e a+d c
are nonnegative integers. Let n=min(a, b, c). Then
b+c+d+e
L \a+b+c+d+e b+d+\b+ec+d a+db +a+b+d+e
=(&1)d (d+1)a (d+1)c (b&n+1)n+e (b&n+1)n+d [(b&n)!]2
_(d+1)n (e+1)n 3 F2 _&a, &b, &cd+1, e+1 & . (7.7)
Observe that the polynomials L:, ;(Z) for n=2 are recovered from the
more general polynomials (7.1) by setting *1=m=:1+:2=;1+;2 , *2=0.
Note also that the matrices
D(*1 , *2)(Z)=(det Z)*2 (D:, ;(Z))*1:1 , ;1*2 ,
which are of dimension *1&*2+1, satisfy, the transposition rule (4.5),
where now it is :1 and ;1 that are interchanged, and the multiplication rule
(1.3). In particular, for Z=U # U(2), these matrices are irreducible unitary
representations of U(2) for each partition (*1 , *2), Indeed, if we impose
only that *1*2 and admit negative integers, then we obtain all irreducible
unitary representations of U(2). The complex conjugate representation is
then given by
D(*1 , *2)(U )=D(&*2 , &*1)(U).
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We mention these well-known properties to illustrate the rich structure
underlying the functions (7.1), whose essential properties remain valid for
arbitrary indeterminates Z=(zij), where we have shown that the multipli-
cation property has a nontrivial combinatorial origin.
Let us note that the Gelfand pattern notation for ClebschGordan coef-
ficients for n=2 is highly redundant and cumbersome. This notation is,
however, indispensable for general n in the results discussed below. As is
well-known [3], the set of Gelfand patterns for partition * is one-to-one
with the set T* of semistandard Young tableaux.
8. LINEARIZATION COEFFICIENTS
The reduction of the Kronecker product of two L-polynomials, which is
usually carried out in the context of reducing the Kronecker product of
two unitary irreducible representations into irreducibles, is valid for general
Z as well. In terms of the L-polynomials, this result is expressed by
;$1 #$1
L \+1 +2+ (Z) L \&1 &2+ (Z);1 #1
;$1+#$1 ;$1 #$1
=:
* _\*1 *2+ } \+1 +2+\&1 &2+&;1+#1 ;1 #1
;$1+#$1
_L \*1 *2+ (Z), (8.1);1+#1
where the summation over partitions *=(*1 , *2) is over all terms in the
ClebschGordan series,
+_&=(+1++2 , &1+&2)+(+1++2&1, &1+&2+1)+ } } }
+(+1++2&r, &1+&2+r),
where r is the greatest nonnegative integer such that +1++2&r&1+
&2+r.
The coefficients in this relation are products of the unnormalized Clebsch
Gordan coefficients given by
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;$1+#$1 ;$1 #$1
_\*1 *2+ } \+1 +2+\&1 &2+&;1+#1 ;1 #1
=$m1+m2 , m$m$1+m$2, m$
(2 j+1)(& j1+ j2+ j)! ( j1& j2+ j)!
( j1+ j2+ j+1)! ( j1+ j2& j)!
2 j1
_L \ j1+ j2+ j j1+ j2& j+ \ j1+m1j1&m1 j2+m2j2&m2+j1+ j2+m
2 j1
_L \j1+ j2+ j j1+ j2& j+ \ j1+m$1j1&m$1 j2+m$2j2&m$2+ ,
(8.2)
j1+ j2+m$
where the angular momentum quantum numbers are identified from the
respective double Gelfand patterns by
j1=(+1&+2)2, m1=;1&(+1++2)2, m$1=;$1&(+1++2)2,
j2=(&1&&2)2, m2=#1&(&1+&2)2, m$2=#$1&(&1+&2)2,
j=(*1&*2)2, m=:1&(*1+*2)2, m$=:$1&(*1+*2)2.
(The right-hand side of (8.2) is somewhat simpler notationally when
written in terms of the angular momentum labels.)
We emphasize again that the Kronecker product relation (8.1) is valid
for arbitrary Z. An important consequence of this is that for the specializa-
tions of Z that lead to special functions, one obtains an explicit result for
the linearization coefficients. A case of special interest is the Jacobi polyno-
mials, using (6.2) and (8.1). Indeed, in this case, using the 3 F2 form (7.7)
of the unnormalized ClebschGordan coefficients, one can extend uniquely
the linearization coefficients in terms of 3F2 hypergeometric series to include
arbitrary values of the parameters :, ;.
Results of this section show that there is a close connection between
linearization coefficients of special functions and ClebschGordan coef-
ficients. Extensive studies on linearization coefficients of special functions in
connection with combinatorics have been carried out, see, for example,
[1, 8, 11, 24, 38, 42, 43, 59]. It would be interesting to compare these
results.
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9. GENERALIZATIONS AND FUTURE DIRECTIONS
The generalization of the polynomials (7.1) to general partitions is also
known [3, 28, 32, 33, 34] at least in form. We describe briefly some of their
properties. These polynomials are given in the double Gelfand pattern
notation [3] by
m$ m$
D \ * + (Z)= :A # M(:, ;) C \ * + (A) ZAA ! . (9.1)m m
Here we use the double Gelfand pattern notation, but could just as well use
the double semistandard tableau notation. Thus, the indexing set T* in
(1.2) is here the set of Gelfand patterns corresponding to partition *.
The construction of the polynomials on the left-hand side of (9.1) is
described in the physics literature quite independently of the Maclaurin
expansion on the right-hand side. Most such constructions of the polyno-
mials on the left-hand side of (9.1) are Lie algebraic [3, 28], while another
is recursive [2, 33]. These polynomials are the ones often denoted in these
references by the symbol B in place of D with the matrix Z replaced by an
array of boson operators A=(a ji )1i, jn . As remarked, one can also give
a recurrence formula for the polynomials (9.1) [33], and from this, an
explicit recurrence relation [2] for the C-coefficients themselves. A formula
for the calculation of the C-coefficients can also be given in terms of matrix
elements of a product of known tensor operators [33]. The main point for
this discussion is that all quantities entering into (9.1) are known, in
principle, but their complexity defies understanding. We refer to these
polynomials as D-polynomials. Indeed, a principal goal of the present
investigations is to bring comprehension to these objects.
It is worth noting that the so-called highest weight polynomial in the set
T* coincides with that given in the mathematics literature directly in terms
of double standard tableau (Rota [23]).
(max)
D \ * + (Z)= ‘ni=1 (det Zi)*i&*i+1, (*n+1=0),(max)
where det Zi , i=1, 2, ..., n, with det Z1=z11 , det Zn=det Z, are the
principal subdeterminants of det Z.
Other defining characteristic features of the polynomials are: unit matrix
Idim * for Z=In , the transposition property of the form (4.5), where now
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the pair of Gelfand patterns in (9.1) are interchanged, and the important
reduction property
D*(Z)=:
+
D+(Z$), for Z=\Z$0
0
1+ ,
where the direct sum of matrices is over all partitions + of length n&1 that
satisfy the Weyl rule:
*1+1*2 } } } *n&1+n&1*n .
The rows and columns of the matrix D*(Z) are enumerated by a linear
lexicographic order on Gelfand pattern the same one used for the
corresponding semistandard tableau of shape *. In addition, we have the
multiplication rule
D*(XY)=D*(X) D*(Y) (9.2)
for arbitrary matrices X and Y. In particular, these matrices give all
inequivalent irreducible unitary representations of the unitary group U(n)
by setting Z=U # U(n) and extending to general partitions with positive
and negative parts. The proof of the multiplication property (9.2) is given
incompletely in the physics literature (see [28] and [33]). The multiplica-
tion property is inferred from their basis property (the invertibility of (9.1)),
the orthogonality of the D-polynomials (9.1) in the inner product (1.4), the
fact that, by construction, (9.1) is valid for X=U # U(n) or Y=V # U(n),
or both, the unitary property of the matrices D*(U), U # U(n), and their
orthogonality with respect to an invariant Hurwitz inner product.
Using the orthonormality of the Maclaurin monomials (1.10), one
concludes that the coefficients
m$
1
[M(*) A !]12
C \ * + (A)m
are the elements of a real orthogonal matrix. In this context the Robinson
SchenstedKnuth algorithm is a combinatorial proof that this matrix is
indeed square of dimension |M(:, :$)|, where : and :$ denote the contents
of the respective pair of Gelfand patterns labeling C. It is this result that
assures the inversion of (9.1) and the property that the D-polynomials are
a basis for all polynomials in n2 variables zij .
Let us note that the action of (det Z)k on the D-polynomials (9.1) is to
shift every entry in the double Gelfand pattern up by k (see [28]). This
result and the combinatorial proof of the multiplication property of the
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L:, ;(Z) polynomials, that is, for polynomials labeled by double Gelfand
patterns for each partition ( p&k, 0, ..., 0), pk, implies that the combi-
natorial proof of the multiplication property (9.2) extends trivially to all
D-polynomials with partition ( p, k, k, ..., k).
We have formulated the above general results in terms of the D-polyno-
mials, which entail multiplicative square root factors. In general, the
corresponding L-polynomials in which all square roots ([33], Eq. (2.54),
GelfandGraev [12]) are removed in the multiplication rule are defined in
terms of the D-polynomials by
m$ m$
L \ * + (Z)=_N \ *m+ N \ *m$+&&12 D \ * + (Z),m m
where
N \ *m+= ‘
n
k=2
>k&1i j=1 ( pik& pj, k&1&1)! >
k
i< j=1 ( pi, k&1& pjk)!
>k&1i< j=1 ( p i, k&1& pj, k&1)!
,
with
pij=mij+ j&i.
Note that for n=2 this factor reduces correctly to that given in (2.4):
N \*1 *2:1 +=( p12& p11&1)! ( p11& p22)!=(*1&:1)! (:1&*2)!
The following generalization of the generating function (3.1) can also be
proved using the properties of the D-polynomials outlined above:
(tr Z)m
m !
= :
*|&m
[M(*)]&1 tr D*(Z), *=(*1 , *2 , ..., *n)
ex tr Z= :
m0
xm :
*|&m
[M(*)]&1 tr D*(Z).
It is known [34] that for Z=diag(z1 , z2 , ..., zn) we obtain the classical
Schur functions:
tr D*(diag(z1 , z2 , ..., zn))=s*(z1 , z2 , ..., zn).
It is also true that the Kronecker product rule for the general D-polyno-
mials reduces in this case to the well-known relation for the product of
Schur functions.
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The results reviewed above on the general D-polynomials appear in the
physics literature with varying degrees of proof. It is our goal to bring all
of this material within the framework of combinatorics and the umbral
calculus, and especially to relate it to invariant theory in the spirit of the
work of Kung and Rota [23]. Underscoring the success of this program
will be a combinatorial proof of the multiplication property (9.2), which
then has the potential of bringing group representation theory within the
purview of combinatorics.
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