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Abstract 
The application of social network analysis in animals has facilitated research 
into dynamic fission-fusion social systems. These have important implications 
for the evolution of individual social behaviour, and for population-level 
processes such as information transfer and disease dynamics. This thesis 
explores the assumptions behind using networks to study animal social systems 
in projects using individual-marking or biologging. It then applies these methods 
to study social structure in a study population of a long-distance migrant, the 
light-bellied brent goose. It provides new insights about the causes and 
consequences of social structure, and individual social strategies, in a fission-
fusion social system in the context of a migratory cycle. We show that social 
networks have a strong spatial structure, but with additional non-randomness 
once these spatial constraints have been accounted for. However, individual 
social associations are seasonally dynamic. These social structures, and their 
seasonal dynamics, are highly stable between years. Furthermore, non-random 
associations have important implications for foraging success. Individuals 
foraging in more familiar flocks are able to spend more time feeding, and less 
time involved in aggressive interactions or vigilant. This results in social network 
position influencing the ability of some individuals to gain body condition during 
spring staging and leave for breeding grounds in better condition. These results 
highlight the importance of understanding social networks when investigating 
individual time-budgets in social foragers. They also emphasise the importance 
of establishing the link between individual status and social network position 
before drawing any conclusions about the role of social network position in 
explaining differences in fitness between individuals in fission-fusion social 
systems.  
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I decided on that evening 
That I was through with sitting still 
I stood up and started moving 
With a childlike fascination 
For those doors that don't have locks 
And the stairways that were blocked 
So I dug through the obstruction 
Put my fist around the railing 
And each step was far apart 
And far away from steps before it 
And the air was getting thinner 
Until I couldn't breathe at all 
And if I happened to look behind me 
There were miles and miles of stairs 
Enough so I couldn't see the doorway 
But I knew that it was there 
And on the last step I was dizzy 
Because there were stairs in all directions 
But I found another door 
And through the door there was the attic 
Without old clothes 
Without a ceiling 
Everything had opened wide 
Into the jaws of something bigger 
Finally it had found me 
The answer, the feeling, and the truth: 
 
That I'm small 
[from Stairs to the Attic, The Antlers] 
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1. General Introduction 
 
 
 
20 
 
1.1 Living in groups: how animal sociality really works 
Many animals live in groups. Understanding the costs and benefits of 
living in groups has been a major focus of behavioural ecology research for 
many years (Krause & Ruxton 2002). However, it is in recent years that major 
progress has been made in exploring the true complexity of this phenomenon. 
Historically, the concept of sociality was rather static. A lot of work focussed on 
identifying optimum group sizes, the number of individuals at which the benefits 
of being a member of the group were outweighed by the costs (Brown 1982; 
Pulliam & Caraco 1984; Rasa 1989; Williams, Lutz & Applegate 2003), and 
evolutionarily stable group sizes (Pulliam & Caraco 1984; Parrish & Edelstein-
Keshet 1999), where the benefits obtained by an individual joining a group are 
outweighed by the costs of joining it (Parrish & Edelstein-Keshet 1999). 
However, the costs and benefits of sociality are unlikely to remain similar 
through space and time. This means that grouping behaviour is often highly 
spatiotemporally dynamic (Couzin 2006; Aureli et al. 2008; Couzin & Laidre 
2009; Sueur et al. 2011b), and results in the vast majority of animal social 
systems displaying some of form fission-fusion dynamics (Aureli et al. 2008; 
Sueur et al. 2011b), in which groups frequently split up and join together. 
Dynamic social systems have numerous implications for population-level 
processes (disease: Hamede et al. 2009, information transfer: Aplin et al. 2012; 
Claidiere et al. 2013; Webster et al. 2013) and individual strategies (Croft et al. 
2006; McDonald 2007; Oh & Badyaev 2010; Aplin et al. 2012; Aplin et al. 2013; 
Wey et al. 2013), and therefore have a major impact on social evolution 
(Connor et al. 1998; Couzin 2006). 
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1.2 The evolution of fission-fusion social systems 
Dynamic social systems will evolve when there is temporal or spatial 
variability in the environment (Sueur et al. 2011b). This drives changes in the 
relative costs and benefits of grouping and alters the social decisions that 
individual animals make. For animals in social groups or aggregations there is a 
consensus cost associated with maintaining cohesion with a group (Conradt & 
Roper 2000; Conradt & Roper 2005). This occurs as a consequence of an 
individual having to behave differently to how it would in a non-social context 
(and thus not maximise its energy intake)  in order to behave synchronously 
and remain within a group if other individuals in the group have different 
requirements (Conradt & Roper 2000; Calhim, Shi & Dunbar 2006; Michelena et 
al. 2006). When the costs of maintaining cohesion exceed the benefits then 
individuals may leave the group or the group may fragment; a fission event. 
Fission of a larger group into a number of subgroups is especially likely when 
there are multiple individuals in a group sharing a characteristic that increases 
the relative benefit or reduces the relative cost of interacting with other similar 
individuals. These social factors can include kinship, phenotypic similarities or 
advantages related to familiarity or repeated interactions. 
Fission-fusion dynamics will occur when environmental variability favours 
a flexible strategy. For example, spatial variation in the environment is likely to 
lead to the evolution of fission-fusion social systems (Sueur et al. 2011b). 
However, if levels of spatial variability are too high then groups or subgroups 
may segregate completely along environmental gradients (e.g. Conradt, 
Clutton-Brock & Guinness 2000) and changes in social associations will be 
infrequent. This means that fission-fusion dynamics are most likely to evolve at 
intermediate levels of environmental heterogeneity (Sueur et al. 2011b), an idea 
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that is beginning to receive some theoretical (Hancock, Milner-Gulland & 
Keeling 2006; Ramos-Fernández, Boyer & Gómez 2006) and empirical 
(Chapman, Chapman & Wrangham 1995; Lehmann, Korstjens & Dunbar 2007; 
Fortin et al. 2009; Bercovitch & Berry 2010; Cortes-Avizanda et al. 2011) 
support. Temporal heterogeneity in the environment will also promote fission-
fusion dynamics, and again understanding its influence on social decision-
making is key to understanding how fission-fusion will occur. Predictable 
temporal changes to the environment are more likely to result in the evolution of 
flexible social strategies, as when temporal changes are unpredictable the costs 
of leaving a group become larger and the benefits of using social information 
increase, increasing the benefits of maintaining cohesion (Sueur et al. 2011b). 
This means that fission-fusion dynamics commonly occur across cycles, 
whether they be seasonal (Bos, Van De Koppel & Weissing 2004; Wittemyer, 
Douglas-Hamilton & Getz 2005; Amano et al. 2006), diel (Ratchford & 
Eggleston 2000; Kerth, Ebert & Schmidtke 2006; Kerth 2010; Kerth, Perony & 
Schweitzer 2011) or tidal (Fleischer 1983; Inger et al. 2006a; Beauchamp 
2010). 
 
1.3 The evolution and development of social structure 
in fission-fusion societies 
 Fission-fusion social systems frequently generate population social 
structures in which patterns of associations are not random (Croft et al. 2005; 
Pike et al. 2008; Carter et al. 2009; Croft et al. 2009; Aplin et al. 2012; Mourier, 
Vercelloni & Planes 2012; Aplin et al. 2013; Carter et al. 2013). These social 
structures can arise for numerous reasons, and teasing apart how these 
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societies are structured is a vital step in understanding the social and ecological 
mechanisms the drive fission and fusion in the first place. Determining the scale 
over which interactions occur is a key step. Spatial constraints are often an 
important driving force in determining who interacts with whom in dynamic 
social systems (Mourier, Vercelloni & Planes 2012; Carter et al. 2013; 
Garroway, Bowman & Wilson 2013; Shizuka et al. 2014). Space and social 
interactions are closely interlinked, and in species that are highly site faithful, 
may be difficult to distinguish. After all, an individual may use an area because 
individuals it interacts with use that area, or interact with individuals because 
they share the areas it uses. Therefore, in cases where animals live in fission-
fusion societies and exploit limited home ranges, shared utilisation distributions 
are likely to be important factors influencing social associations (Mourier, 
Vercelloni & Planes 2012; Shizuka et al. 2014). Fission-fusion social structures 
will further develop to be non-random in situations where there are benefits to 
be obtained from interacting repeatedly with the same individuals. Genetic (Wolf 
& Trillmich 2008; Carter et al. 2013) or phenotypic similarities (Croft et al. 2005) 
are likely to be of key importance in this process, but it is possible for these 
advantages to accrue solely as a function of increased familiarity. It is the latter 
of these mechanisms that is the primary motivation for much of this work. 
 
1.4 Repeated interactions, familiarity and cooperation 
 Even when individuals are not related or assorted by phenotypic 
differences there can be considerable benefits of interacting repeatedly with the 
same individuals that could drive the development of non-random social 
structures. It has been demonstrated theoretically that both direct (van Veelen 
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et al. 2012) and generalised (van Doorn & Taborsky 2012) reciprocity are more 
likely to evolve in non-random social structures. van Veelen et al. (2012) 
showed that, even within systems where social interactions were fairly fluid, 
some population structure could favour the evolution of direct reciprocity. Whilst 
the importance and prevalence of direct reciprocity in non-human animals 
remains unresolved (Clutton-Brock 2009), this work does suggest that any 
mechanism that imposes social assortment could promote cooperative 
behaviour or increase other benefits associated with having interacted 
previously with other group members. 
 Increased familiarity will influence a wide range of social behaviours in a 
large diversity of species (Griffiths et al. 2004; Kavaliers, Colwell & Choleris 
2005; Carter et al. 2009; Gaynor & Cords 2012; Kurvers et al. 2013), in 
particular being likely to increase the efficiency of social foraging (Griffiths et al. 
2004) by reducing levels of aggression (Johnsson 1997; Utne‐Palm & Hart 
2000) and vigilance (Carter et al. 2009; MacIntosh & Sicotte 2009; Gaynor & 
Cords 2012). A key mechanism for reduced aggression in populations where 
repeated interactions are frequent is the formation of dominance hierarchies 
(Hsu, Earley & Wolf 2006). These have been widely studied in systems with 
highly structured patterns of social interactions (e.g. Frank 1986; Bergman et al. 
2003), but the extent to which they can persist and the magnitude of their 
influence on behaviour when social interactions are more fluid has received little 
empirical attention. Even small changes in the social behaviour of individuals 
could result in substantial effects of familiarity on individual time budgets due to 
the way these changes in social behaviour are likely to scale-up to collective 
group-level patterns (Marshall et al. 2012). It is only after considering the social 
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context of these changes and their impact on collective behaviour that the full 
extent of differences on individual time budgets can be appreciated.  
 
1.5 Consequences of social structure in fission-fusion 
societies 
 
 
 
Figure 1.1. Considering some implications of dynamic social systems on ecology 
The causes and (some examples of) effects of social network position in animals. The flow chart 
demonstrates the complex, dynamic nature of individual social network position and its 
relationship to both fixed (personality and morphology) and conditional (body condition and 
reproductive success) individual traits. 
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1.5.1 Individual-level effects of fission-fusion dynamics 
 Understanding social structure and variation in individual strategies 
within specific fission-fusion social systems will be critical to understanding the 
impact they have (Fig. 1.1). Phenotypic variation between individuals, especially 
in behavioural (personality) traits, will result in variation in the optimal social 
strategy for an individual. For example, bold and shy domestic sheep Ovis aries 
have been found to differ in their grouping preferences (Michelena et al. 2010). 
Furthermore, social strategy in a fission-fusion social system is a plastic trait by 
definition. This means individual social strategies are likely to be temporally 
dynamic as a function of their status or condition (Weber et al. 2013; 
Goldenberg et al. 2014), or in response to changes in the ecological 
environment (Fortin et al. 2009; Bercovitch & Berry 2010; Cortes-Avizanda et al. 
2011).  However, despite this, at an individual-level variation in social strategy is 
likely to be closely tied to reproductive success (McDonald 2007; Formica et al. 
2012; Wey et al. 2013). This relationship is anticipated to be both causative and 
consequential. Individuals that are more successful or have higher social status 
can be more selective in the social associations they form and are less likely to 
have their social interactions imposed upon them. Being able to be more 
selective with social associations will result in more of the benefits discussed in 
the previous sections being accrued, with positive effects on fitness and survival 
expected to occur as a result. 
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1.5.2 Population-level consequences of fission-fusion 
dynamics 
 The social structure of fission-fusion social systems will also have an 
important effect at a population level, especially on information transfer and 
epidemiology (Fig. 1.1). The diffusion of social information through a population 
will depend on the social structure of that population (Claidiere et al. 2013), with 
the likelihood of individuals obtaining that information linked to their position in 
that social structure (Aplin et al. 2012; Claidiere et al. 2013). Understanding 
information transfer in this way could have important implications in 
understanding the spread of particular behaviours through a population (Franz 
& Nunn 2009; Claidiere et al. 2013; Webster et al. 2013; Boogert et al. 2014). 
This knowledge might be particularly beneficial in cases when these new 
behaviours result in human-wildlife conflict. For example, in bottlenose dolphins 
Tursiops aduncus individuals were more likely to begin accepting food hand-
outs, a potentially harmful behaviour, if they associated more frequently with 
individuals that already performed this behaviour (Donaldson et al. 2012). 
 Knowledge of the spatiotemporal dynamics of social structure is also 
likely to be greatly beneficial in understanding how parasites and pathogens 
might spread through a population (Hamede et al. 2009; Craft et al. 2011; 
Danon et al. 2011; Bull, Godfrey & Gordon 2012). In this case, being able to 
predict the effects of social structure at any one time and how this social 
structure changes across time will both be of utmost importance. Hamede et al. 
(2009) demonstrated the value of understanding patterns of social interactions 
in understanding patterns of disease spread by using social contact networks to 
explain the spread of devil facial tumour disease in Tasmanian devils 
Sarcophilus harrisii. In this example, this knowledge was used to highlight 
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conservation issues as this disease has caused a drastic population decline 
(McCallum et al. 2009). However, this is not the only possible application of a 
better understanding of epidemiology in dynamic animal social systems. 
Disease transfer in animals can lead to major human-wildlife conflicts (Chen et 
al. 2005; Donnelly et al. 2005; Woodroffe et al. 2006), and work describing how 
disease and social position covary (Weber et al. 2013), and how this may 
change with different management approaches (Carter et al. 2007; McDonald et 
al. 2008; Beeton & McCallum 2011) can be of great value to managing disease 
in these populations. Additionally, many animal populations are important 
vectors of zoonotic diseases and a better knowledge of temporal dynamics of 
social structure in these species would contribute to an understanding of how 
they will influence the global spread of these diseases. A prime example is the 
case of avian influenza. Wildfowl species are considered key vectors of this 
virus (Chen et al. 2005; Hoye et al. 2011; Dijk et al. 2014), and as many 
possess highly dynamic fission-fusion social systems and are migratory over 
long distances, an improved understanding of the dynamics of their social 
system across the annual cycle is imperative. 
 
1.6 Using social networks 
 Social networks provide an invaluable tool in describing social structure 
in animal populations, and quantifying the social position or strategy of 
individuals within these social systems (Croft, James & Krause 2008; Wey et al. 
2008; Sih, Hanser & McHugh 2009). Social networks are now widely used for 
socio-ecological research in animals, especially those with dynamic social 
systems (Connor, Heithaus & Barre 2001; Croft et al. 2005; Aplin et al. 2012; 
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De Silva & Wittemyer 2012; Farine, Garroway & Sheldon 2012; Mourier, 
Vercelloni & Planes 2012; Shizuka et al. 2014). A social network is a graph in 
which nodes represent individuals, and nodes are connected by edges (lines) if 
individuals are observed to have interacted or associated. Whilst some social 
networks are based on direct observations of interactions (Madden et al. 2009; 
Madden et al. 2011; Dey et al. 2013; Tóth et al. 2014), the majority of animal 
social networks are association-based and use the gambit of the group 
assumption (Whitehead & Dufault 1999; Croft, James & Krause 2008).  Gambit 
of the group assumes that meaningful social relationships can be deduced from 
observations of spatiotemporal co-occurrence. Networks can be binary (either 
individuals are connected or not), but frequently edges are weighted by the 
strength or frequency of interactions between individuals. Weighted networks 
tend to be preferred as they carry more information about the social interactions 
that have occurred (Franks, Ruxton & James 2010; Farine 2014), but have 
previously been more complex to analyse (Croft, James & Krause 2008). 
 Social network analysis (SNA) can be used to quantify either network-
level properties that describe social structure at a population level, or node-level 
measures that describe the social position of a given individual. At an individual 
level network metrics can describe the centrality of a node to a network (degree: 
Bonacich 1972, eigenvector centrality: Bonacich 1987; Bonacich 1991, 
betweenness: Freeman 1977), properties of the connections it forms (coefficient 
of variation in degree, mean association strength: Barrat et al. 2004) or how 
clustered it is in the network (measures of local transitivity: Watts & Strogatz 
1998). Combined, these metrics can provide a very detailed picture of an 
individual’s social position. The mean and variance of many of these metrics 
can also be used to describe the structure of the network as a whole. 
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Additionally, the density of edges, average path length (Wey et al. 2008) or 
various algorithms that can detect cliques or communities within the network 
(e.g. Girvan & Newman 2002; Newman & Girvan 2004) can also help describe 
the social structure of a population. 
 With careful analysis, taking into account the non-independence of 
individuals co-occurring in networks, node-level metrics can be especially useful 
descriptors of the social strategy an individual uses. This makes it possible to 
correlate individual social strategies with social status (Madden et al. 2011), age 
(Wey & Blumstein 2010; Madden et al. 2011), sex (Wolf et al. 2007), personality 
(Croft et al. 2009; Aplin et al. 2013; Wilson et al. 2013) and reproductive 
success (Formica et al. 2012; Wey et al. 2013) to better understand how and 
why individuals vary in these strategies. Meanwhile network-level measures 
allow us to develop an understanding of how different fission-fusion social 
systems are structured, and how this in itself may influence how information is 
used, how disease is transferred or why particular social strategies arise in the 
first place. The rapid progress being made in the study of dynamic social 
systems would not be possible without SNA.  
 
1.7 Study system 
This research was completed on a long-term study population of light-
bellied brent geese Branta bernicla hrota. The East Canadian High Arctic 
(ECHA) population of this species breeds in the Canadian arctic, with its 
breeding range centred on Ellesmere, Axel Heiberg, Bathurst and Devon 
Islands (Robinson et al. 2004). The entire population undertakes a transatlantic 
migration in August/September and May/June, spending the winter around the 
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coasts of Western Europe. Whilst there are small wintering populations in 
Normandy, the Channel Islands and scattered up the west coast of Great 
Britain, the vast majority of the population winters around the coast of Ireland. 
During migration periods birds stage on the west coast of Iceland between the 
Reykjanes Peninsula and Breiðafjörður. These staging areas are particularly 
important in spring when they are used for a period of 3 - 6 weeks in late April 
and May. 
The species is coastal and historically fed almost exclusively on marine 
resources (Robinson et al. 2004). However, in many parts of its wintering range 
individuals now feed on these intertidal areas in the autumn and early winter, 
before moving on to terrestrial grasslands when these resources are exhausted. 
Light-bellied brent geese are highly social foragers during winter and spring 
staging and roost communally, forming a highly dynamic fission-fusion social 
system. The annual cycle of this population is highly time constrained, and 
foraging behaviour during winter and spring staging is of vital importance in 
determining reproductive success through carry-over effects (Inger et al. 2010). 
Furthermore, individual site use is culturally inherited and individuals are highly 
site faithful (Harrison et al. 2010). Together, these aspects of this species’ 
ecology are likely to make the social context of an individual’s behaviour during 
these periods highly important (Fig. 1.2). 
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Figure 1.2. A proposed relationship for the link between social structure in staging 
populations and fitness in light-bellied brent geese 
Social network position is predicted to influence individual reproductive success by being an 
important mediator of social behaviour in foraging groups. The species is a capital breeder and 
links between body condition during non-breeding periods and reproductive success has 
already been established (Inger et al. 2010). Reproductive status (dominance) and condition are 
predicted to feedback on social network position in these populations. 
 
The two study populations used for this project were in Dublin Bay in 
eastern Ireland during winter staging and on the Álftanes Peninsula in 
southwest Iceland during spring staging. Both of these areas are key staging 
sites with populations of several thousand individuals. They contain a high 
proportion of colour-ringed birds (around 10% of all individuals) relative to other 
parts of the population, and a high density of volunteer observers to provide 
additional information to the Irish Brent Goose Research Group (IBGRG) 
database. In addition feeding sites in these staging areas are well defined and 
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mapped, facilitating incorporation of information in the resightings database into 
this research. 
 
1.8 Thesis Outline 
The main focus of this thesis is to investigate the causes and 
consequences of variation in population social structure and individual social 
strategy in a dynamic fission-fusion social system. Studies of fission-fusion 
dynamics have been unusual in avian study systems and in Chapter 2 I review 
the existing evidence for fission-fusion social dynamics in birds, highlighting the 
social and ecological mechanisms that are likely to be particularly pertinent to 
avian study systems. The review focuses on the use of social network 
approaches in avian study populations in further developing our understanding 
on the processes key in dynamic social systems. Within this, the potential role 
of migration as a key influence on social dynamics in birds is particularly 
emphasised.  
In Chapters 3 and 4 I use a similar simulation-based approach to test two 
of the key assumptions made when constructing social networks using 
association data. Animal social networks constructed using association data 
often use only a sample of individuals from the population, especially when 
individuals must be captured to be made identifiable. Our study population 
presents a clear example of this. In Chapter 3 I use a simulated fission-fusion 
population parameterised using light-bellied brent geese to explore the 
consequences of building partial networks from a subsample of the population 
on the accuracy, reliability and bias of individual network metrics. Chapter 4 
focuses instead on the gambit of the group assumption that co-occurrence in a 
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social group constitutes a meaningful social interaction. Intuitively, the strength 
of this assumption would be expected to vary with group size, with co-
occurrence in a larger group being less likely to indicate that two individuals 
have interacted. I first use simple models of animals moving in a group to 
demonstrate how susceptible this relationship is to variation in group density, 
changes in individual movement and the stability of social groups. I then go on 
to test the consequences of using corrections designed to control for this effect 
when constructing social networks in simulated populations parameterised 
using light-bellied brent goose data.  
In Chapter 5 I use social network analysis to investigate the causes and 
seasonal dynamics of social structure in light-bellied brent geese. The particular 
focus is on the relative importance of spatial constraints and the social factors 
additional to this. The inter-annual stability of social structures and changes in 
social relationships during winter and spring staging are also investigated.  
Chapter 6 explores the idea that there may be advantages to interacting 
repeatedly with the same individuals. I investigate social foraging behaviour, 
asking how familiarity with flock-members, alongside other social and 
environmental covariates, may influence key aspects of social behaviour that 
trade-off with foraging success. Chapter 7 returns to a more network-centric 
approach, but focussed at an individual-level. I attempt to explain differences in 
social position among individuals before going on to explore the impacts of 
these differences on body condition during spring staging (and thus fitness). 
Chapter 8 integrates these ideas to discuss the key aspects of fission-fusion 
sociality in this study system, and its wider implications for our understanding of 
the development and evolution of social structure in dynamic social systems 
more generally. 
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2. The importance of fission-fusion social 
group dynamics in birds 
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2.1 Abstract 
Almost all animal social groups show some form of fission–fusion dynamics, 
whereby group membership is not spatio-temporally stable. These dynamics 
have major implications at both population and individual levels, exerting an 
important influence on patterns of social behaviour, information transfer and 
epidemiology. However, fission–fusion dynamics in birds have received 
relatively little attention. We review the existing evidence for fission–fusion 
sociality in birds alongside a more general explanation of the social and 
ecological processes that may drive fission–fusion dynamics. Through a 
combination of recent methodological developments and novel technologies 
with well-established areas of ornithological research, avian systems offer great 
potential to further our understanding of fission–fusion social systems and the 
consequences they have at an individual and population level. In particular, 
investigating the interaction between social structure and environmental 
covariates can promote a deeper understanding of the evolution of social 
behaviour and the adaptive value of group living, as well as having important 
consequences for applied research. 
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2.2 Introduction 
Group living is widespread in animals, including birds (Krause & Ruxton 
2002). It can evolve for many reasons, most frequently through the benefits of 
reduced predation risk or improved foraging success. Animal social groups 
usually form when the benefits of association exceed the competitive and health 
costs of existing close to other individuals (Krause & Ruxton 2002). The relative 
importance of these costs and benefits in driving group dynamics is highly 
dependent on the environment and the condition or phenotype of a given 
individual (Conradt & Roper 2000; Fortin et al. 2009). This means that sociality 
is often spatio-temporally dynamic (Lehmann, Korstjens & Dunbar 2007; Sueur 
et al. 2011b), and that highly stable groups are the exception rather than the 
rule (Jacobs 2010). The extent of changes in group cohesion and composition 
define the extent of fission–fusion social dynamics in any particular system (Fig. 
2.1; Aureli et al. 2008). 
To benefit from social cohesion, individuals in a group must be able to 
reach a consensus decision (Conradt & Roper 2005). Fission happens when a 
full consensus is not reached and either individuals leave groups separately as 
a result of combined decisions (Conradt & Roper 2005) or larger groups divide 
into smaller subgroups when only a partial consensus occurs (Couzin 2006). 
These processes could occur as a result of active decision-making processes, 
but are more generally a result of individuals following social interaction rules. 
These rules may include processes of attraction, alignment and repulsion that 
regulate inter-individual distances without requiring complete knowledge of the 
global environment (Camazine 2003). They are likely to vary between 
individuals (Couzin & Krause 2003; Kurvers et al. 2010), and to co-vary with the 
social and ecological environment (Hoare et al. 2004). Similar processes will be 
38 
 
important when groups or individuals rejoin during fusion events (e.g. Elgar 
1986). Both active decision-making and interaction rules are strongly influenced 
by a combination of social and environmental factors, making a consideration of 
the relative costs and benefits during fission and fusion events fundamental to 
understanding their occurrence. 
 
 
Figure 2.1. The social network structure of different social systems 
Social networks for (a) stable social groups with no fission–fusion and very limited movement of 
individuals between groups; (b) highly structured fission–fusion social system with predictable 
subgroups formed during fission events; (c) fluid fission–fusion social system with some degree 
of social preferences driving the underlying structure; (d) highly fluid fission–fusion social 
system with random social interactions. Thicker lines are representative of stronger social 
associations. 
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Fission-fusion dynamics are likely to have important implications for the 
evolution of social behaviour (Kutsukake 2006; Kerth 2008; Harrison, Sciberras 
& James 2011; Micheletta et al. 2012), information transfer (Sueur et al. 2011b; 
Aplin et al. 2012; Claidiere et al. 2013) and the spread of parasites (Danon et al. 
2011; Bull, Godfrey & Gordon 2012). Therefore, considering social interactions 
in a fission-fusion context is fundamental to generalising our understanding of 
the ecology, evolution and conservation of social animals. Studying fission-
fusion systems improves our understanding of the social and environmental 
factors that cause social groups to vary in size, and also of how individual 
differences can influence interaction rules and social decisions. 
Fission-fusion dynamics are found in a wide range of species and 
taxonomic groups (e.g. Guppies Poecilia reticulata: Croft et al. 2003, bats: 
Kerth, Ebert & Schmidtke 2006, birds: Aplin et al. 2012 and American Bison 
Bison bison: Fortin et al. 2009). Ramos-Fernández, Boyer and Gómez (2006) 
demonstrated that fission-fusion sociality could arise from a relatively simple 
agent-based foraging model under certain levels of environmental 
heterogeneity, suggesting that fission-fusion sociality could be taxonomically 
widespread in animals that experience these environments. There has been a 
historical focus on social dynamics in highly cognitive species (primates: 
Chapman, Chapman & Wrangham 1995; Lehmann, Korstjens & Dunbar 2007; 
Asensio, Korstjens & Aureli 2009; Henzi et al. 2009, dolphins: Connor, Heithaus 
& Barre 2001; Lusseau 2007; Wiszniewski, Allen & Möller 2009, elephants: 
Wittemyer, Douglas-Hamilton & Getz 2005; Archie, Moss & Alberts 2006). The 
highly structured fission-fusion dynamics in these systems are likely to be 
influenced by derived levels of social intelligence, and thus not reflect the full 
extent of the variability of fission-fusion dynamics more generally. Aureli et al. 
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(2008) suggested considering instability in social dynamics on a complex, multi-
dimensional scale, and to do this requires a considerable extension of the social 
systems investigated. 
Given the large amount of bird-focussed socio-ecological research 
(Table 2.1), it seems likely that avian social systems could contribute greatly to 
our understanding of fission-fusion dynamics using comparative, observational 
and experimental approaches with both intra- and inter-specific groups. Recent 
methodological developments and advances in technology that simplify the 
collection and analysis of data from large numbers of individuals simultaneously 
are now making this feasible. We outline the likely social mechanisms (long-
term stable associations, kinship and phenotypic assortment) that influence 
fission and therefore social structure in birds using evidence from studies of 
birds and of better studied taxonomic groups, the latter being used to guide 
suggestions for additional work in avian systems. We focus on how these social 
mechanisms influence fission events, as much of the literature on the social 
mechanisms contributing to social structure has focussed on this process. We 
link this to existing evidence for fission-fusion sociality in birds, with the role of 
the ecological environment in avian fission-fusion dynamics being discussed 
broadly. Finally we suggest methods for further research into avian fission-
fusion social systems using ringing studies, highlighting areas of study that 
particularly suit avian study systems. We aim to emphasise the great potential 
for ornithological research to further our knowledge of fission-fusion social 
dynamics, and consequently our understanding of social evolution, and 
individual social strategies and decision-making more generally. 
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Area of research Selected avian examples Literature 
Anti-predator benefits 
 
Group size and vigilance in many 
species 
 
 
reviewed in Beauchamp 
2008 
 
Foraging benefits 
 
Barnacle Goose Branta leucopsis 
Cliff Swallow Hirundo pyrrhonata 
Common Starling Sturnus vulgaris 
 
 
Drent & Swierstra 1977 
Brown 1988 
Templeton & Giraldeau 
1996 
Thermoregulatory 
benefits 
 
Long-tailed Tits Aegithalos caudatus 
 
McGowan et al. 2006 
Costs 
Cliff Swallow Hirundo pyrrhonata 
finches Fringilla sp. 
Common Redshank Tringa totanus 
Common Blackbird Turdus merula 
 
Brown & Brown 1986 
Lindström 1989 
Cresswell 1994 
Cresswell 1998 
 
Intra-group social 
dynamics 
 
Barnacle Goose Branta leucopsis 
 
Scaly-breasted Munia Lonchura 
punctulata 
Black et al. 1992; Kurvers 
et al. 2009 
Flynn & Giraldeau 2001 
Collective behaviour Common Starling Sturnus vulgaris 
 
Ballerini et al. 2008; 
Cavagna et al. 2010 
 
 
Table 2.1. Examples of research into avian sociality 
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2.2 The Social Environment and Fission–Fusion 
Dynamics 
The individual decisions and social mechanisms that govern patterns of 
fission-fusion are integral to the social dynamics and structures that occur in 
these systems (Fig. 2.1). Many key social processes are likely to vary greatly 
along the gradient from structurally stable (Fig. 2.1b) to highly fluid social 
systems (Fig. 2.1d), and this may have further consequences for the range of 
successful individual strategies. Partial consensuses are particularly important 
in fission-fusion dynamics. For a partial consensus, and thus a fission event, to 
occur there must be variation in the costs and benefits of forming social 
associations with other group members. Therefore, although fission could occur 
stochastically, partial consensuses are typically driven by shared 
characteristics, including long-term stable associations, kinship and phenotypic 
assortment. These characteristics can alter interaction rules, influence the 
probability of activity synchrony between individuals (Conradt 1998; Conradt & 
Roper 2000) or reduce the costs associated with maintaining social cohesion. 
 
2.2.1 Stochastic fission–fusion 
Group fission could arise stochastically with no predictable sub-group 
composition resulting. This is most likely to occur as a result of social interaction 
rules, and will be of most significance when variation in the costs and benefits of 
interacting with different subsets of individuals is limited. It is possible for groups 
of individuals following basic interaction rules to fragment due to the inherent 
stochastic nature of these interaction rules and motion, especially when all 
members of a group are not within each other's radius of attraction or alignment 
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(Couzin & Krause 2003). This is because individuals outside these zones do not 
interact with each other directly. As group sizes get larger, more individuals lie 
outside each other's radius of alignment or attraction and stochasticity 
increases. Therefore larger groups are more likely to fragment (Couzin & 
Krause 2003), even in the absence of any substantial changes in social and 
foraging behaviour in a group. 
The concept of subgroup composition being driven by a stochastic 
process represents a null model against which to compare partial consensus 
hypotheses. Additionally, stochasticity could have important consequences for 
population social structure in its own right. There is evidence for random, non-
stable social associations in shorebirds (Myers 1983; Conklin & Colwell 2008) 
resulting in social dynamics that are highly fluid (Fig. 2.1d). Although this is not 
direct evidence that stochastic fission-fusion occurs, it is suggestive that it may 
occur frequently in these systems. 
 
2.2.2 Long-term stable associations 
There are likely to be specific benefits of interacting repeatedly with the 
same set of individuals in dynamic social systems. These include the 
modification of social behaviour due to increased familiarity (Griffiths et al. 
2004), and co-operative behaviour (Croft et al. 2006; Ryder et al. 2011), 
including both direct (van Veelen et al. 2012) and generalised (van Doorn & 
Taborsky 2012) reciprocity. 
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Familiarity 
Work on other taxa has demonstrated that social behaviours influenced 
by familiarity include aggression (Johnsson 1997; Utne‐Palm & Hart 2000), 
vigilance (Kutsukake 2006; Carter et al. 2009; MacIntosh & Sicotte 2009), social 
learning (Lachlan, Crooks & Laland 1998; Swaney et al. 2001; Ward, Hart & 
Krause 2004; Kavaliers, Colwell & Choleris 2005) and co-operative behaviour 
(Croft et al. 2006; Gilby & Wrangham 2008). This modification of behaviour 
affects individual time budgets and foraging success (Griffiths et al. 2004), 
altering the benefits of maintaining cohesion with different individuals. This is 
likely to make group and sub-group composition more predictable and result in 
a population social structure that deviates from random (Fig. 2.1c). For 
example, in captive barnacle geese Branta leucopsis, mutually familiar 
individuals associated preferentially, thus generating non-random social 
networks (Kurvers et al. 2013). 
However, avian examples of the importance of familiarity in influencing 
social behaviour in a fission–fusion context are limited. Cristol (1995) found that 
familiarity with the most dominant individual positively affected an individual's 
position in a social hierarchy in flocks of dark-eyed juncos Junco hyemalis that 
had recently undergone fusion. Support is also provided by the effect of familiar 
neighbours on social behaviour and reproductive success in great tits Parus 
major (Grabowska-Zhang, Sheldon & Hinde 2012; Grabowska-Zhang, Wilkin & 
Sheldon 2012). Although not occurring in a fission-fusion context, this 
demonstrates that familiarity can alter social behaviour in birds. 
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Alliances 
Alliances are two or more animals behaving so that they encounter 
resources together and co-operate in competition for these resources with other 
conspecifics (Connor & Whitehead 2005), and so can be considered a 
specialised form of long-term stable association. The best examples of alliances 
in avian social structures are lek-mating systems of manakins (Pipridae) in 
which alliances between males in courtship displays form the basis of a 
complex social structure (McDonald 2009; Ryder et al. 2011). In corvids, 
(Fraser & Bugnyar 2012) found evidence of reciprocity of social support in 
northern ravens Corvus corax, with individuals that engaged in affiliative 
relationships being more successful in competing for food (Braun & Bugnyar 
2012). Further work on social structure in corvids would allow fission-fusion 
dynamics in a highly cognitive bird species to be compared to similarly 
cognitively advanced mammals (e.g. Connor, Heithaus & Barre 2001; Connor 
2007; Lehmann, Korstjens & Dunbar 2007; Asensio, Korstjens & Aureli 2009). 
 
2.2.3 Kinship 
Kin structure may be important in driving social interactions (Hatchwell 
2010), and thus patterns of fission-fusion. The indirect fitness benefits obtained 
by interacting with related rather than unrelated individuals are likely to increase 
the relative benefits of social cohesion, for example by reducing aggression 
(Gompper, Gittleman & Wayne 1997; Beisner et al. 2011) or facilitating social 
learning (Kavaliers, Colwell & Choleris 2005). This may alter social interaction 
rules and increase the probability of consensus. For example, Kurvers et al. 
(2013) found preferential assortment with kin in captive barnacle geese using 
social network analysis (SNA), indicating that individuals were much more likely 
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to forage in groups with related individuals. Some additional evidence is also 
available from wild populations. In common eiders Somateria mollissima, sub-
groups arriving back at the colony were more related to each other than the 
colony average (McKinnon, Gilchrist & Scribner 2006). This suggests that 
foraging sub-groups and thus fission-fusion dynamics in this population were 
partly determined by genetic relatedness. Similarly, in bell miners Manorina 
melanophrys, which have a structured, multi-tiered fission–fusion social system, 
high levels of kin structure were found in colonies, with coteries of related 
individuals associating preferentially but often forming flocks with other colony 
members (Painter et al. 2000). Few other studies explicitly link relatedness and 
fission-fusion dynamics in birds. 
Kinship has also been shown to increase within-flock social cohesion in 
both house sparrows Passer domesticus (Tóth et al. 2009) and greylag geese 
Anser anser (Frigerio, Weiss & Kotrschal 2001), supporting the theoretical work 
of Aureli et al. (2012), who predicted that inter-individual distances in fission–
fusion groups should be influenced by social factors. It seems likely that birds 
found closer together within a flock would be more likely to maintain cohesion 
when fission occurs, as levels of social attraction to closer individuals is likely to 
be higher (Couzin & Krause 2003). However, the only evidence for relatedness 
directly underlying fission events is from primates, in which kinship and inter-
individual distance at the time of fission were important in explaining sub-group 
composition in rhesus macaques Macaca mulatta (Sueur, Petit & Deneubourg 
2010). Avian research makes it possible to test further the importance of kinship 
in fission events in socio-ecologically similar, highly structured fission-fusion 
social systems such as those likely to be found in corvids (e.g. Braun & Bugnyar 
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2012; Fraser & Bugnyar 2012) or some co-operative species (Painter et al. 
2000; Browning et al. 2012). 
 
2.2.4 Phenotypic assortment 
Phenotypic assortment can affect the probability of a consensus 
occurring because of a range of benefits of being in groups with similar 
individuals, of which the best studied are the oddity effect and activity 
synchrony. Here we focus on activity synchrony, as research into the oddity 
effect – predator preference for prey that stand out in a group – typically 
requires group choice experiments (Engeszer, Ryan & Parichy 2004; Wong & 
Rosenthal 2005; Blakeslee et al. 2009; Rodgers, Kelley & Morrell 2010), which 
are very scarce in birds. If phenotypic assortment is important during fission, 
then it is likely to be important in determining social structure within a 
population, as there should be significantly more similarity within rather than 
between the sub-groups that form. This would also be apparent as a result of 
increased positive assortativity (Newman 2002) of similar phenotypes within 
social networks constructed for these populations (e.g. Farine 2014). 
 
Activity synchrony 
Differences between individuals will lead to differences in their 
requirements and behaviour (Conradt 1998). Thus, phenotypic differences 
between individuals, both morphological and behavioural, can increase the 
probability of groups fragmenting as a result of differences in social interaction 
rules between phenotypes (Couzin & Krause 2003), reduced activity synchrony 
(Conradt 1998; Conradt & Roper 2000; Michelena et al. 2006) that increases 
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the costs of remaining together in a group, and potentially also differences in 
micro-habitat preferences (Conradt, Clutton-Brock & Guinness 2000; Conradt et 
al. 2001). 
 
The importance of physical phenotypes 
Theoretical work modelling movement and interaction rules in groups of 
fish has demonstrated the importance of differences in physical phenotypes in 
fission (Couzin & Krause 2003). For example, in models in which groups of fish 
consisted of two phenotypes differing in swimming speeds, fission occurred 
more rapidly than when all fish were similar. However, empirical evidence for 
the importance of activity synchrony in group cohesion of morphologically 
similar individuals is currently restricted to mammals (Conradt & Roper 2000; 
Calhim, Shi & Dunbar 2006; Michelena et al. 2006). Approaches that relate 
group size to activity synchrony and the probability of fission events in birds 
would help to understand the role of these processes. Mixed-species flocks 
perhaps offer the greatest potential, as differences between species could be 
seen as representing an extreme case of phenotypic divergence. For example, 
Farine and Milburn (2013) noted that individuals in mixed-species flocks 
frequently shifted their individual foraging niches towards those of associates. If 
future studies were able to quantify the cost of this process, and the effect on 
the maintenance of activity synchrony, then mixed-species flocks could be 
fundamental to improving our knowledge of how these processes contribute to 
fission-fusion dynamics. 
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The importance of behavioural phenotypes 
Personality differences between individuals would also be expected to 
influence their social decision-making (Michelena et al. 2010; Webster & Ward 
2011; Wilson et al. 2013) or the interaction rules followed by individuals 
(Michelena et al. 2010), and thus patterns of sub-group cohesion. One method 
available for investigating this is to look for positive assortativity of personalities 
within a social network. A good example of the potential of this approach is 
provided by a recent study of great tits, which found that individuals with less 
exploratory phenotypes were found in less central positions in a network and 
formed more stable social associations than those that were more exploratory, 
indicating considerable variation in social strategies (Aplin et al. 2013). 
 
2.3 The Ecological Environment and Fission–Fusion 
Dynamics 
Sueur et al. (2011b) suggested that fission-fusion dynamics are most 
likely to evolve in systems with intermediate spatial variability and predictable 
temporal variability in the environment. Although little studied, there is evidence 
that fission-fusion dynamics occur in birds. More generally, some life-history 
traits of birds, such as colonial nesting (Rolland, Danchin & Fraipont 1998), 
communal roosting (Beauchamp 1999) and the formation of moulting 
‘superflocks’ (e.g. Fox & Salmon 1994) will inherently lead to fission-fusion 
social dynamics at different timescales. 
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2.3.1 Spatial variation in the environment 
The predictions of Sueur et al. (2011b) about how spatial variation in the 
environment influences social dynamics are supported by theoretical (Hancock, 
Milner-Gulland & Keeling 2006; Ramos-Fernández, Boyer & Gómez 2006) and 
empirical work on mammals (Chapman, Chapman & Wrangham 1995; 
Lehmann, Korstjens & Dunbar 2007; Fortin et al. 2009; Bercovitch & Berry 
2010), which finds that patchy environments are important in driving fission-
fusion dynamics. Birds frequently occupy large home-ranges and many species 
are migratory, offering suitable study systems through which to expand on our 
understanding of the role of the spatial heterogeneity in the environment. A 
good example is provided by the effect of resource availability on aggregative 
behaviour in black kites Milvus migrans and Egyptian vultures Neophron 
percnopterus (Cortes-Avizanda et al. 2011). Both species are migratory 
scavengers, breeding in Europe and moving to the Sahel during winter. In 
Europe, food resources are scarce, resulting in aggregations of individuals, 
whereas in the Sahel, carcasses are widely available and aggregative 
behaviour is highly unusual. Thus, only where there is spatial variability in the 
environment does fission-fusion occur. 
 
2.3.2 Temporal variation in the environment 
Although spatial variability in the ecological environment can be 
important, temporal heterogeneity is the principal factor driving the occurrence 
of fission-fusion in most systems. In avian systems, variation in the environment 
across seasonal, diel and tidal cycles is most important in generating fission-
fusion dynamics. 
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Seasonal cycles 
Seasonality in social dynamics is widespread in birds (Helm, Piersma & 
Van der Jeugd 2006). Resource availability is one of the most important factors 
limiting group size (Krause & Ruxton 2002) and in many systems it varies 
predictability, with climatic shifts between seasons providing the required 
conditions for the evolution and occurrence of fission-fusion dynamics (Sueur et 
al. 2011b). For example, in dark-bellied brent geese Branta bernicla bernicla 
flock sizes increase as spring progresses, reflecting a seasonal increase in 
primary productivity, and resulting in increased benefits to foraging in larger 
groups due to improved grazing efficiency in shorter swards (Bos, Van De 
Koppel & Weissing 2004). In contrast, in greater white-fronted geese Anser 
albifrons, flock sizes decrease during winter staging as resource depletion 
results in increased competition for resources (Amano et al. 2006). Differences 
in resource availability will also cause switches in resource exploitation, and this 
may also be expected to result in fission-fusion dynamics. For example, 
Japanese cormorants Phalacrocorax capillatus form larger groups when 
foraging on ephemeral epipelagic prey than when foraging inshore on benthic 
prey (Watanuki et al. 2004). Evidently differences in resource exploitation have 
major implications for avian sociality, and therefore seasonal instability in group 
sizes should be widespread. 
Life-history constraints, particularly moulting behaviour and reproductive 
strategy, can also be fundamental in driving seasonal fission-fusion dynamics. 
Some of the most spectacular examples across an annual cycle occur in 
colonial breeding species, especially seabirds, in which large aggregations 
occur during the breeding season, but individuals are often dispersed and much 
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less social at other times of year (Haney, Fristrup & Lee 1992). Seasonality of 
social behaviour also occurs in passerines, although typically these species are 
more social during the non-breeding season (Morse 1970; Griesser et al. 2009; 
Browning et al. 2012). For example, in co-operatively breeding apostlebirds 
Struthidea cinerea and chestnut-crowned babblers Pomatostomus ruficeps, 
non-breeding flocks are larger and formed of several co-operatively breeding 
units (Griesser et al. 2009; Browning et al. 2012), resulting in fission-fusion 
social dynamics across an annual cycle. Moulting often leads to increased 
aggregation in many bird species, especially waterbirds (Geldenhuys 1981; Fox 
& Salmon 1994), also resulting in considerable seasonal variation in social 
dynamics. This could be of significance when considering social interactions on 
a large spatial scale, and may be a vital consideration in understanding disease 
dynamics in these systems. In a similar way it might be important to consider 
the impact of migration on social dynamics, as this will be another life-history 
trait that influences social dynamics across an annual cycle (e.g. Cortes-
Avizanda et al. 2011). All of these life-history constraints alter the costs and 
benefits of interacting with other individuals and are thus fundamental in driving 
fission-fusion dynamics across larger temporal scales. 
 
Diel cycles 
Variation in the ecological environment across a diel cycle leads to 
differences in predator and prey communities over the course of a day, resulting 
in changes to foraging–predation risk trade-offs and thus behaviour (Lima & 
Bednekoff 1999; Sih, Ziemba & Harding 2000), including grouping decisions 
(Creel & Winnie Jr 2005). Fission-fusion dynamics of communal roosting are 
well documented in bats (Vonhof, Whitehead & Fenton 2004; Popa-Lisseanu et 
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al. 2008; Kerth, Perony & Schweitzer 2011) and spiny lobsters (Ratchford & 
Eggleston 2000), and as communal roosting is widespread in birds (Beauchamp 
1999), it is likely to be a fundamental driver of social structure in avian 
populations. For example, communal roosts of common starlings Sturnus 
vulgaris are formed by the aggregation of foraging flocks (Carere et al. 2009). 
Additionally, differences between individuals in their body condition across a 
diel cycle may also alter the foraging-predation risk trade-off, resulting in 
variation in social interaction rules between individuals, or variation in social 
decision-making in a way that may contribute further to patterns of fission-fusion 
social dynamics. 
 
Tidal cycles 
Many bird species, especially shorebirds and wildfowl, exploit intertidal 
resources, and therefore fission-fusion dynamics may be driven by tidal cycles. 
For foraging shorebirds the main effect of high tides will be to reduce the area of 
available resources and increase aggregation size (Fleischer 1983), although 
as tides rise and birds are forced to forage closer to terrestrial habitats, changes 
in predation risk will also influence grouping decisions (Beauchamp 2010). 
Light-bellied brent geese Branta bernicla hrota forage on terrestrial grasslands 
at high tide when intertidal resources are not available, resulting in increased 
risk of predation and therefore increases in flock size (Inger et al. 2006a). For 
most species using intertidal areas, the tidal cycle is a major driver of social 
dynamics. 
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2.3.3 Unpredictable events 
Unpredictable or non-cyclic changes to the environment can also 
contribute to the occurrence of fission-fusion social dynamics. Differences 
among individuals alter the relative costs and benefits of remaining with a social 
group after environmental change, so such events can be important in triggering 
both fission and fusion of groups. This can result in less predictable 
environmental changes having predictable consequences for social dynamics. 
For example, army ant swarms in the Neotropics create an unpredictable food 
resource that results in aggregations of some bird species, especially obligate 
ant-following species, a process that results in fission-fusion social dynamics 
(Willson 2004). 
 
2.4 Researching Fission–Fusion Dynamics in Birds 
Fission-fusion dynamics in birds are likely to be highly variable and 
frequently different from those in other vertebrate groups due to birds’ mobility 
and tendency to migratory behaviour. Approaches that describe the spatio-
temporally dynamic social structures will be particularly important in describing 
patterns of social associations in birds, with a more experimental approach 
being particularly beneficial in investigating why they occur. Further 
development of theoretical ideas, especially of how fission-fusion dynamics 
might depend on landscape use and migratory behaviour in large-scale natural 
systems, would complement these methodological developments closely and 
may be particularly valuable to epidemiological or conservation research 
through a predictive modelling approach. 
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2.4.1 Using social networks 
SNA is a tool to describe social systems and reveal their underlying 
dynamics (Croft, James & Krause 2008; Wey et al. 2008; Sih, Hanser & 
McHugh 2009). Social network approaches use a series of observations of 
individually recognisable animals to construct a population-wide pattern of 
social associations using information provided by social interactions or co-
occurrence in groups (Croft, James & Krause 2008). This makes it possible to 
visualize and quantify patterns of social associations and elucidate a 
population's social structure (Fig. 2.1), even when only a small proportion of the 
population is individually identifiable (Chapter 3), suggesting that SNA will be 
applicable to colour-ringing studies (e.g. Farine & Milburn 2013). 
Using SNA makes it possible to establish the frequency and importance 
of stable associations in avian societies, especially when spatial constraints are 
imposed (Wolf et al. 2007; Mourier, Vercelloni & Planes 2012; Pinter-Wollman 
et al. 2013) or home or foraging range information incorporated into permutation 
tests for network structure (e.g. Carter et al. 2009). Additionally, the use of SNA 
in population-wide, individual-marking studies in avian systems provides an 
opportunity to investigate the role of phenotypic assortment (including in mixed-
species study systems) or kinship in more fluid fission-fusion societies, the latter 
provided genetic data are also available. 
Understanding social structure in fission-fusion systems will be 
particularly beneficial in recognising the consequences for parasite transmission 
and information transfer. For example, Aplin et al. (2012) demonstrated that 
greater connectivity in a social network was correlated with the likelihood of an 
individual finding a new foraging patch in mixed-foraging flocks of tits. Similar 
social network studies in other taxa have revealed the importance of these 
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approaches in understanding the spread of parasites and disease (e.g. Hamede 
et al. 2009; Bull, Godfrey & Gordon 2012). Many bird species represent 
significant reservoirs of zoonotic diseases, so using social network approaches 
to further our knowledge of how social dynamics in these species influence 
patterns of epidemiology will be insightful. For example, research into the 
transmission of avian influenza has highlighted the importance of social 
aggregations and population density in explaining inter-individual transmission 
(Gaidet et al. 2012), and it seems likely that an improved understanding of 
social structure and dynamics could further explain these patterns. Interestingly, 
the prevalence of the influenza virus was linked to density at a community 
rather than a species level, perhaps emphasising the importance of developing 
mixed-species network approaches. 
 
2.4.2 Migration and spatio-temporal variation in social 
dynamics 
Considering spatio-temporal variation in social dynamics will also be 
important to understanding the population-level processes outlined above. This 
is especially true for migratory species, whose differences in staging areas and 
foraging sites might alter the social dynamics that occur (e.g. godwit foraging 
densities: Gill, Sutherland & Norris 2001). Social network approaches have 
been used to investigate temporally dynamic network structures (Henzi et al. 
2009; Cantor et al. 2012; Pinter-Wollman et al. 2013), so tools to assess the 
temporal dynamics of avian social structures are available. Given that migratory 
species are of great interest from a disease perspective (Hoye et al. 2011) and 
to conservation (Vickery et al. 2014), and that many aspects of staging ecology 
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are still poorly understood (Warnock 2010), investigating social network 
dynamics across the annual cycle in these species could provide some 
important insights. By using the temporally dynamic network approaches 
introduced above, it should be possible to determine the stability of social 
structures, and even social associations themselves across the annual cycle. 
This clearly has major implications for understanding disease dynamics and 
social evolution. Predictions that the likelihood of associations persisting 
between seasons in these systems depends on the strength of associations, 
relatedness, shared use of staging areas, overall migration strategies or the 
properties of the social system itself could all be tested in avian systems. 
 
2.4.3 Using experiments to understand avian social dynamics 
The methods outlined above will provide valuable insights into 
understanding how life-history traits and ecology can influence fission-fusion 
sociality, but experimental approaches will be needed to develop a finer-scale 
understanding of the mechanisms that drive their occurrence. The use of both 
passerine (Templeton & Giraldeau 1996; Livoreil & Giraldeau 1997) and non-
passerine (Tome 1988; Guillemain, Fritz & Blais 2000) study systems to assess 
individual decision-making by artificially manipulating resource availability has 
already proved productive, and extending this to test decision-making in a social 
context could aid understanding of how variation in the environment can cause 
fission-fusion sociality. Aplin et al. (2012) manipulated the distribution of food 
resources by moving sunflower feeders to novel random locations while 
investigating the role of social structure in influencing information transfer, and 
similar experimental manipulations could be used to improve our understanding 
of the ecological drivers of fission-fusion sociality in birds. SNA could be used to 
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compare patterns of sociality between treatments that varied in the distribution 
of resources, an approach that could be compared directly with the predictions 
made by Sueur et al. (2011b) about the importance of intermediate levels of 
spatial heterogeneity in the environment in the evolution of fission-fusion. 
Mixed-species study systems may also offer particular potential in these 
respects, especially when the species involved vary in their foraging 
preferences. It may be possible to develop an even more fine-scale 
understanding of the role of the ecological environment as a driver of fission 
and fusion processes if mixed-species systems are studied under closely 
controlled conditions. Altering the ecological environment in ways that affected 
different species in contrasting ways is likely to be a powerful method to 
improve our understanding of fission-fusion. 
 
2.4.4 Observational studies and the investigation of large-scale 
natural systems 
The results of experimental investigations could be further supported with 
evidence from observational studies conducted in natural systems, especially in 
long-term colour-ringing or bio-logging studies. Particularly suitable systems 
include wildfowl or shorebirds, in which fission-fusion dynamics are already 
known to occur and colour-ringing schemes are widespread. However, some 
passerine study systems are also likely to be suitable for this research 
(Mcgowan et al. 2007; Farine & Milburn 2013), especially when reality mining 
(Krause et al. 2013) of bio-logging data can be used (e.g. Aplin et al. 2012; 
Aplin et al. 2013). The contribution of this approach is likely to be increased by 
including study systems where fission-fusion involves mixed species flocking, 
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such as shorebirds (Colwell 2010) or tits (Farine, Garroway & Sheldon 2012). 
By recording flock sizes in different environments exploited by a single 
population or community it should be possible to demonstrate the importance of 
spatio-temporal variation in the environment on variation in group size. 
Furthermore, by investigating marked individuals, the role of social decision-
making could be investigated more thoroughly. In particular, personality 
variation has previously been linked to differences in social network position 
(Croft et al. 2005; Croft et al. 2009; Krause, James & Croft 2010; Aplin et al. 
2013), but the mechanisms that result in this have received little attention and 
would be a profitable area of ornithological research. Finally, in many bird 
species levels of aggression (Inger et al. 2006a) and vigilance (Beauchamp 
2008) in foraging flocks are high, and in systems with fluid fission-fusion 
dynamics considerable variation in within-flock familiarity is likely. Classical 
observational studies that use focal and scan sampling of behaviour and are 
given a social context by complementary social network information could thus 
be highly informative. These social behaviours are observed readily in many 
birds, meaning avian systems are likely to offer excellent potential for how 
familiarity may influence social and foraging behaviour and therefore patterns of 
stable associations in natural systems. 
 
2.4.5 Collective behaviour and avian social dynamics 
Bird populations also provide a good opportunity to improve our 
understanding of the interaction rules that will be important mechanisms in 
driving fission and fusion in avian social systems. Ballerini et al. (2008) showed 
that observations of collective behaviour could be used to deduce interaction 
rules in flocks of common starlings, and by developing these approaches further 
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it will be possible to identify how interaction rules co-vary with the social and 
ecological environment as well as recognizing the consequences of this 
variation on fission-fusion dynamics themselves. By using comparative 
observational studies (Carere et al. 2009) alongside novel experimental designs 
in intra- and inter-specific study systems, ornithological research could 
contribute to understanding the link between interaction rules, intra-group 
collective behaviour and population-level fission-fusion social dynamics. 
 
 
2.5 Anthropogenic Impacts on Fission–Fusion 
Dynamics 
It is likely that anthropogenic habitat change could have a considerable 
impact on avian social systems. Perhaps the most important drivers will be 
habitat degradation, fragmentation and loss, increased disturbance and the 
provision of novel food resources (e.g. supplementary feeding). Understanding 
human impacts on avian social dynamics, and the effect this has on individuals, 
could be important in understanding the response of species to increasing 
anthropogenic pressures and in improving conservation strategies. Habitat 
degradation alters social dynamics in a comparative study of mixed-species 
flocks in urban and forest environments in Malaysia (Lee et al. 2005), and 
supplementary feeding reduces the tendency of varied tits Parus varius to join 
mixed-species flocks, thus altering social dynamics (Kubota & Nakamura 2000). 
However, although human influence on social dynamics in birds is likely to be 
very widespread, few studies explicitly link anthropogenic factors with fission-
fusion dynamics. Again, as illustrated by the available examples, using systems 
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with mixed-species flocking is likely to present a particularly good opportunity 
for research into the anthropogenic effects on fission-fusion dynamics. 
Specifically, it could be predicted that the response to anthropogenic change 
may vary between species according to differences in their ecology. 
 
2.6 Conclusions 
Fission-fusion dynamics are widespread in birds. Social structure in 
avian fission-fusion systems depends on the ecological determinants that drive 
these social dynamics and the social mechanisms that govern combined and 
partial consensus decision-making during fission events. Our understanding of 
these social mechanisms in avian social structures remains limited. SNA 
provides an ideal tool for improving our knowledge of dynamic social systems in 
birds, especially given the abundance of ongoing studies using uniquely 
identifiable individuals. Development of socio-ecological approaches in 
ornithological research offers great potential for furthering understanding of 
these social systems. 
By studying social dynamics in fission-fusion social systems, it will be 
possible to understand more fully the importance of the social environment and 
population social structure in governing patterns of social behaviour, disease 
dynamics and information transfer. Considering these key consequences of 
fission-fusion sociality has numerous applications in developing a broader 
understanding of social evolution and decision-making, as well as in 
conservation and epidemiology. In particular, an improved understanding of 
social structure dynamics in migratory populations would be of great value, as 
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many of these populations are of conservation interest or may act as important 
vectors for diseases. 
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3. The consequences of unidentifiable 
individuals for the analysis of an animal 
social network 
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3.1 Abstract 
The use of social network analysis is pervasive in understanding animal social 
systems, and is used to provide information about how individuals vary in their 
social strategy. Many long-term studies comprising uniquely marked individuals 
use social network analysis as an analytical tool. However, the assumption that 
it is possible to make inferences using network metrics calculated using a 
subset of the population has yet to be tested in an animal social network. We 
use a simulation study of networks derived from random social interactions in a 
typical fluid fission-fusion social system to determine the precision and accuracy 
of measures of individual social position based on incomplete knowledge. We 
show that individual social positions measured in partial social networks 
correlate strongly with positions in the full social network. This result is resilient 
to changes in network density and becomes stronger as the size of the 
simulated population is increased. The choice of network metric has an 
important effect on the precision of partial networks only when they include a 
small subset of the population. This work demonstrates that valid inferences 
about individual social position and strategy can be made using partial networks 
in animal social networks that are not highly structured. However, some caution 
is required using particular metrics when a low proportion of the population is 
identifiable. We also recommend extending this approach across a range of 
social network structures, as this will have important consequences for the use 
of social network analysis in a wide-range of long-term study systems.  
 
65 
 
3.2 Introduction 
Social network analysis (SNA) is now widely used to study animal social 
behaviour (Wey et al. 2008; Sih, Hanser & McHugh 2009; Farine, Garroway & 
Sheldon 2012; Pinter-Wollman et al. 2013), and is fast developing beyond being 
a descriptive tool to become fundamental in quantifying behavioural interactions 
and their subsequent consequences in a wider social context (Sueur et al. 
2011a; Formica et al. 2012; Dey et al. 2013; Kohn et al. 2013; Wey et al. 2013). 
There is a growing focus on understanding how an individual’s personality, 
phenotype and condition interact to influence its social decision-making and 
social strategy (Croft et al. 2005; Croft et al. 2009; Aplin et al. 2013; Wilson et 
al. 2013). By studying variation in individual social position, it is possible to 
make inferences about both the mechanisms that drive population social 
structure in a study system (Connor, Heithaus & Barre 2001; Wittemyer, 
Douglas-Hamilton & Getz 2005; Stanley & Dunbar 2013), and the 
consequences of following particular social strategies for individual fitness 
(McDonald 2007; Formica et al. 2012; Wey et al. 2013). Extracting individual-
level metrics from networks is therefore a major application of SNA in 
behavioural ecology, and being able to apply network analysis to infer individual 
social behaviour in a wide range of systems becomes highly significant. 
Social position has been linked to home range (see Pinter-Wollman et al. 
2013 for a review), social status (Sueur & Petit 2008), age (Patriquin et al. 
2010), sex (Gilby & Wrangham 2008; Carter et al. 2013), genetic relatedness 
(Archie, Moss & Alberts 2006; Carter et al. 2013; Schülke, Wenzel & Ostner 
2013), ability to acquire social information (Aplin et al. 2012; Claidiere et al. 
2013), disease status (Weber et al. 2013) and reproductive success (Wey et al. 
2013) in recent empirical investigations. Additionally, there has been increasing 
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recent interest in social network position as a personality trait or part of a wider 
behavioural syndrome (Krause, James & Croft 2010; Wilson et al. 2013). The 
role of these potential factors in influencing social position, and the 
consequences to an individual of that social position can be investigated using a 
simple correlative approach at an individual level (Formica et al. 2012; Wey et 
al. 2013). This makes data from many marking or tagging projects highly 
valuable in generalising our understanding of what processes drive individual 
social strategies and social evolution in many types of fission-fusion social 
system, and how this then contributes to variation in overall population social 
structure.  
Historically SNA was largely limited to systems where all (or the vast 
majority of) individuals in a system are individually identifiable (Connor, 
Heithaus & Barre 2001; Croft et al. 2005; Drewe, Madden & Pearce 2009; 
Ramos-Fernández et al. 2009). However, it is now increasingly used in a wide 
range of long-term ecological studies where this is not the case. In particular, 
there are now many examples of social networks being used in study 
populations where individuals are only identifiable once captured and tagged, a 
restriction that can substantially reduce the identifiable component of the 
population (Hamede et al. 2009; Oh & Badyaev 2010; Aplin et al. 2012; Farine 
& Milburn 2013; Weber et al. 2013). This is of concern because social networks 
are relational data, and the relations among the members of a sample will only 
be a subset of their full set of relationships (Alba 1982; Croft, James & Krause 
2008). This means that it could be expected that relational data responds more 
unreliably to sampling from a population than other data types, as missing 
individuals may exert a strong influence on the social measures of individuals 
sampled. 
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 This issue has been investigated elsewhere in the social networks 
literature (Borgatti, Carley & Krackhardt 2006; Lee, Kim & Jeong 2006; Stumpf 
& Thorne 2006). With the primary focus of these studies to explore the accuracy 
of network-level measures (Borgatti, Carley & Krackhardt 2006; Lee, Kim & 
Jeong 2006; Frantz, Cataldo & Carley 2009), node-level metrics have been 
largely ignored. The presence of unidentifiable individuals is directly analogous 
to random node sampling (Lee, Kim & Jeong 2006). Lee, Kim and Jeong (2006) 
explored structural properties of random node sampling at a network level and 
found that whilst the degree exponents of sampled networks were inaccurate 
relative to the real network, the changes were predictable suggesting that 
relative values of node-level metrics have the potential to remain similar. In 
support of this, Stumpf and Thorne (2006) found that inferences could be made 
using subsamples of molecular networks generated through random node 
sampling, suggesting that partial networks could provide useful information if 
relative values rather than accurate values of node-level metrics are required.  
Despite this finding, the effect of using “partial networks” constructed 
using a random subset of the population on the on the properties of individual 
metrics in animal social networks has received little attention (Croft, James & 
Krause 2008; Cross et al. 2012a). Franks, Ruxton and James (2010) 
investigated how various network properties depended upon the number of 
censuses and the proportion of individuals sampled in each census.  They 
concluded that the former was more important, and that network-level 
properties were fairly resilient to a low number of individuals being detected on 
each census. Whilst this focuses more on the concept of the detectability of 
identifiable individuals rather than the effects of unidentifiable individuals, it 
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does perhaps suggest that there is potential for social network studies to make 
valid inferences using only a sample of the population.  
In this study we use a simulated fluid fission-fusion social structure 
parameterised using a long-term study of light-bellied brent geese Branta 
bernicla hrota to investigate how properties of the social network vary as the 
proportion of identifiable individuals in the population changes. Light-bellied 
brent geese are a species with typical fluid fission-fusion dynamics with 
considerable spatiotemporal variation in group sizes (Fig. 3.1). The outcome of 
this is a fairly well connected social network but variation among individuals in 
social network positions, making it possible to test structural hypotheses at an 
individual-level. We examine how changing proportions of identifiable 
individuals in a population alters the relationship between an individual’s 
apparent network metrics and its real social metrics (i.e. network metrics when 
the entire population consists of identifiable individuals).  
We look at a selection of key social metrics to determine whether the 
choice of network metric in a given study could affect the accuracy and 
precision of the conclusions that can be drawn.  We investigate four of the most 
commonly used measures of centrality and one commonly used measure of 
transitivity (Table 3.1), which combined provide a range of important measures 
of social position. This study represents a first attempt to apply a simulation-
based approach to understanding the effects of random node deletion to an 
animal social system, and should serve to highlight the importance of 
understanding the consequences of this more widely in a greater range of social 
systems.  
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Metric Type How is it calculated? What does it measure? 
Degree Centrality 
A count of the number of 
individuals  a focal 
individual is connected to 
in the network 
The number of social 
connections an individual 
has 
Strength Centrality 
A sum of the total weight 
of all a focal individual's 
connections in the 
network 
Accounts for the value of 
the connections an 
individual has as well as 
the number of individuals 
it is connected 
Betweenness Centrality 
A count of the number of 
shortest paths between 
other individuals in the 
network that pass through 
a focal individual 
The importance of an 
individual in connecting 
different parts of the 
network 
Eigenvector 
centrality 
Centrality 
The focal individual's 
value in an eigenvector 
that corresponds to the 
maximum eigenvalue 
from the network in matrix 
form 
The influence of an 
individual in the  
network, taking into 
account its second-order 
connections 
Clustering 
Coefficient 
Transitivity 
The proportion of 
individuals connected to 
the focal individual that 
are inter-connected 
themselves 
The embeddedness of 
individual within its social 
clique 
 
Table 3.1. Details of the five key network metrics used in Chapter 3 
 
Figure 3.1. Group size distributions for observed and simulated data The group size 
distribution of the Dublin staging population of ECHA light-bellied brent geese in Jan-Mar 2012 
(blue bars, left) plotted against an example histogram of the corresponding negative binomial 
group size distribution used in our models (red bars, right). 
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Figure 3.2. The proportion of juveniles in observed and simulated populations 
The distribution of annual variation in the proportion of juvenile ECHA light-bellied brent geese 
(blue shaded area) based on data available in Madsen, Cracknell and Fox (1999). The median 
of this distribution is represented by the solid black line and the mean by the dashed black line. 
The proportion of juveniles present in our three simulated populations are shown using labelled 
points and fall between the median and peak of the frequency distribution. 
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3.3 Methods 
Generation of population 
The simulated populations of light-bellied brent geese analysed in this study 
were generated using data from a long-term ecological study on the Irish 
wintering population of this sub-species. 
1. Three simulated populations of geese containing 308, 591 and 978 
individuals were generated. The three population sizes used were 
selected to represent a range of realistic population sizes likely to be 
used in long-term studies. These populations were formed of family units, 
where a family unit was defined as an unpaired individual, a non-
reproductive pair or family (parents with dependent juveniles). Family 
units remained together throughout the sampling process.  
2. The frequency of family units (Fig. 3.2) and the number of juveniles in 
each family (Fig. 3.3) were specified from distributions based on real 
data. The number of juveniles in each family was generated using a 
binomial distribution that produced family sizes to that in the Irish Brent 
Goose Research Group database, with the proportion of juveniles 
generated  
3. Each individual and family unit were assigned a unique identity for use in 
social group generation and subsequent social network construction. 
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Figure 3.3. Family sizes in observed and simulated populations 
The distribution of the number of juveniles in a family group in the Irish wintering population of 
ECHA light-bellied brent geese (red dashed line) plotted against an example histogram of the 
simulated binomial distribution used in our models. 
 
Generation of social groups 
At each iteration of the algorithm the population was split into different social 
groups. Social groups were assigned at a family unit level to ensure that family 
units remained cohesive as observed in the real data. The group-size 
distribution for these groups was based on fitting a negative binomial 
distribution to real data from a focussed socioecological study of the Dublin 
wintering population in Jan-Mar 2012 (Fig. 3.1) with size = 1.4 and μ = 
population/10.  
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1. All family units in the population were randomly ordered. 
2. A group size was determined randomly from the negative binomial 
distribution outlined above, with the population size used to calculate μ 
equalling the number of family units in the population. 
3. The corresponding number of family units was taken from the reordered 
population set. 
4. Steps 2) and 3) were repeated until the total number of family units 
allocated equalled or just exceeded the number of family units in the 
population. 
5. If the latter case was true, this last group was not included and any 
remaining family units were allocated randomly to groups already 
created. 
Each of the three populations were randomly split into social groups using 
this method at each time step in a series of 5 or 10 time steps to provide the 
association information used to generate social networks of two different 
densities. Using this number of time steps was sufficient to generate 
considerable variation in edge weight whilst preventing networks from being 
completely connected, as this would impact on the ability to use certain key 
network metrics to differentiate between the social position of individuals in 
binary networks. 
 
Construction of social networks 
Social networks were constructed using the gambit of the group 
assumption (Whitehead & Dufault 1999; Croft, James & Krause 2008; Franks, 
Ruxton & James 2010), with edges connecting individuals that had co-occurred 
in the same social group. Both weighted and binary association matrices were 
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calculated so that we were able to test both weighted and binary network 
metrics. Repeating the sampling process for different numbers of time steps 
allowed us to monitor the effect of network (edge) density on the robustness of 
our conclusions. 
 
Definition of identifiable individuals 
Simulations were run for each combination of the three population sizes 
and two network densities (six in total), then analysed with five different levels of 
assigned marking effort (90%, 70%, 50%, 30%, 10% of individuals made 
identifiable). Individuals were made identifiable at random, and individuals that 
had not been made identifiable were removed from the association matrix to 
create a partial network containing only identifiable individuals. This process is 
outlined in more detail below. 10 repeats of each level of marking effort were 
run, generating 50 partial networks for each of the six full networks. 
To assign individuals as identifiable: 
1. Each individual was assigned a number from a random uniform 
distribution between 0 and 1. 
2. Individuals with a number equal to or lower than the assigned marking 
effort was defined as identifiable.  
3. To generate variation between replicates in the identity and precise 
number of individuals made identifiable steps 1) and 2) were repeated 
10 times to produce 10 different subsets of the original network.  
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Calculation of network metrics 
For each combination of identifiability, population size and network 
density, measures of strength, degree, binary betweenness, binary eigenvector 
centrality and weighted clustering coefficient (Table 3.1) were calculated for 
each node in the full network and each of the 50 partial networks (300 partial 
networks in total). 
 
Statistical analysis 
1. Precision: Correlation coefficients between network metric values in each 
partial network and the corresponding full association matrix were 
calculated. This approach (rather than matrix correlation methods) was 
used so that the slope of the regression could be calculated to provide 
information on accuracy (below). For each level of marking effort in each 
run of the simulation (30 in total; five levels of marking effort in six runs of 
the simulation for different population sizes and network densities), the 
mean and variance of the 10 correlation coefficients generated was 
calculated for each network metric. These values were then used to 
illustrate how marking effort, population size and network density affect 
the precision of estimates of each network metric in partial networks. 
This enabled us to investigate how the proportion of individually 
identifiable individuals in a population may affect our ability to use that 
partial network to infer their real social position.   
2. Accuracy: The mean slope of the regression was calculated for each of 
the five network metrics for each level of marking level in each run of the 
simulation. The slope of the regression describes how the value (rather 
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than its relative value) of network metrics calculated in each partial 
network is related to the value in the real network. This was used to 
illustrate the effect of marking effort on the accuracy with which different 
network metric values in a partial network estimated an individual’s real 
network metric values.  
3. Bias: The relationship between the real (simulated) social positions and y 
residual (both its actual value and the magnitude of this value) of an 
individual was then found for each regression. This enabled us to detect 
any potential bias towards individuals in particular social positions having 
their network metrics under- or overestimated when using partial 
networks to infer social position. 
 
Generation of the simulated populations and all SNA was carried out using 
R 2.15.1 (R development Core Team 2014). Network analysis used the 
packages tnet (Opsahl 2009) and igraph (Csardi & Nepusz 2006). 
 
3.4 Results 
Precision 
The results for the small and large populations are presented in figure 4. 
The mean correlation between partial and full networks declines non-linearly 
and the variance in the correlation coefficients calculated increases non-linearly 
as the proportion of identifiable individuals decreases (Fig. 3.4, Table 3.2). The 
precise nature of these changes depends on the size of the simulated 
population, the density of the social network and network metric being 
investigated (Fig. 3.4, Table 3.2). 
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Figure 3.4. The relationship between partial network size and metric reliability in 
simulated populations 
The relationship between the proportion of identifiable individuals and the correlation between 
five different social metrics in the partial social network (containing only these individuals) and 
full network in two simulated populations of different sizes (our small and large populations). 
The S and L panel for each population refers to the 5 time step and 10 time step sampling 
process used when generating networks and represents networks of different densities. Solid 
black lines join the mean correlation coefficients at each level of marking effort, with the light 
grey area bordered by a dashed line joining the mean ± standard deviation at each level of 
marking effort. 
78 
 
Partial 
Network 
Metric 
Small Medium Large 
Mean 
Standard 
deviation 
Mean 
Standard 
deviation 
Mean 
Standard 
deviation 
10% Degree 0.72 0.09 0.83 0.09 0.93 0.03 
10% Strength 0.74 0.12 0.86 0.08 0.94 0.04 
10% Betweenness 0.58 0.09 0.70 0.05 0.82 0.05 
10% 
Clustering 
coefficient 
0.44 0.26 0.56 0.15 0.72 0.10 
10% 
Eigenvector 
centrality 
0.77 0.10 0.85 0.11 0.92 0.07 
50% Degree 0.95 0.01 0.98 0.002 0.99 0.003 
50% Strength 0.96 0.02 0.99 0.002 0.99 0.003 
50% Betweenness 0.91 0.02 0.95 0.01 0.98 0.004 
50% 
Clustering 
coefficient 
0.83 0.07 0.94 0.01 0.95 0.01 
50% 
Eigenvector 
centrality 
0.95 0.04 0.99 0.002 0.99 0.01 
 
Table 3.2. Reliability of network metrics in partial networks of two different sizes 
The mean correlations and variance in correlation coefficients between the partial and full networks when 10% and 50% of individuals are identifiable for low density 
networks in all three populations (small, medium, large). 
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Population size 
An interaction between population size and the proportion of individuals 
in the partial network is important in explaining the correlation between metric 
values in a partial network and their corresponding values in the full network 
(Fig. 3.4). As the size of the simulated population increases (c.f. top two and 
bottom two rows of panels of Fig. 3.4), the magnitude of the changes to the 
mean and variance decrease, especially when the proportion of identifiable 
individuals in the population is low (upper two rows). The results for the small 
and large populations are shown, with the middle population being intermediate 
in this effect. This pattern was similar for all metrics investigated, although the 
scale of the effect did vary. This suggests that the use of partial networks to 
infer individual social network positions is more precise in larger study 
populations.  
Network density 
Network density (number of time steps) generally had a limited effect on 
the precision of inferences from partial networks. However, estimates of 
clustering coefficient from high density partial networks were consistently less 
precise in all population sizes (Fig. 3.4). Additionally, there was increased 
variance in the precision of partial networks at low marking efforts in the 
smallest population size investigated (Fig. 3.4).  
Network metrics 
The correlation of all network metrics between the partial and full network 
declined as the proportion of individuals included in the partial network 
decreased. For all metrics there was also a clear change in the relationship 
when the partial network contained fewer than approximately 1/3 of individuals, 
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below which correlation coefficients declined more rapidly. However, there was 
substantial variation between different network metrics (compare across 
columns of Fig. 3.4) in the extent of these changes. When 50% or more 
individuals in the population were identifiable, the values for all network metrics 
in partial networks were correlated very closely with the simulated real situation 
(Table 3.2). Measures of centrality (degree, strength and eigenvector centrality) 
in partial networks remained highly correlated with those in the full network even 
when only 10% of individuals in the population were identifiable for all 
population sizes investigated (Table 3.2). The strength of correlations for 
betweenness and clustering coefficient declined much more substantially, 
especially in the smaller population sizes used (Table 3.2). For clustering 
coefficient in particular, there was also a substantial increase in variance, 
indicating a lack of reliability in values in a partial network (Table 3.2).  
 
2. Accuracy 
Network metrics and network density  
The relationship between the number of identifiable individuals in a 
population and the accuracy with which individual metrics in a partial network 
estimated the real situation was highly dependent on the network metric being 
used (Fig. 3.5). The accuracy of degree (not illustrated as the results obtained 
were nearly identical to strength) and strength decreased linearly in direct 
proportion to the proportion of identifiable individuals in the population (Fig. 
3.5a). In contrast, the accuracy of eigenvector centrality did not depend on 
marking effort in any networks, although the estimates from partial networks 
tended to be more accurate in high density networks (Fig. 3.5d). For both 
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betweenness (Fig. 3.5b) and clustering coefficient (Fig. 3.5c) the effect of the 
proportion of identifiable individuals on the accuracy of estimates from partial 
networks is strongly influenced by the density of the network being studied. 
Estimates of betweenness remained highly accurate at all levels of marking 
effort in low density networks, but accuracy declined in direct proportion to 
marking effort in high density networks. Contrastingly, the accuracy of clustering 
coefficient declined in proportion to marking effort in low density networks and 
was independent of marking effort in high density networks, most likely as a 
result of the network being close to fully connected. This also seemed to make 
the accuracy highly dependent on the size of the simulated population (Fig. 
3.4d). These problems serve to highlight a key issue with the use of clustering 
coefficient for association data, in which networks are often highly connected. 
 
3. Bias 
The effect of social position 
Correlations between an individual’s real (simulated) social position and 
the magnitude of its y residuals for the relationship between that and its position 
in a partial network were weak for all network metrics in all runs of the 
simulation. The effects sizes of this relationship for cases in which 10% and 
50% of individuals are identifiable are presented in Table 3.3. This implies that 
the effect of an individual’s social position on the reliability of using a partial 
network to infer its real social position is minimal regardless of population size, 
network density or the proportion of marked individuals in the population. 
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Figure 3.5. The relationship between partial network size and metric accuracy in simulated populations 
The relationship between the proportion of identifiable individuals in a partial network and the slope of the linear regression for four different social metrics: a) 
strength, b) betweenness, c) clustering coefficient and d) eigenvector centrality. Solid lines represent low density networks (5 time steps) and dashed lines high 
density networks (10 time steps). Blue lines represent the small population and red lines represent the large population. In a) lines are jittered to enable them to be 
distinguished. The dot-dash black lines represent the case when accuracy is independent of the proportion of identifiable individuals (y = 1) and the case when 
accuracy decreases linearly with the proportion of identifiable individuals in a partial network (y = 1 - x). 
83 
 
Partial 
Network 
Metric 
Small Medium Large 
Low density High density Low density High density Low density High density 
10% Degree -0.006 -0.008 -0.001 -0.005 -0.001 -0.009 
10% Strength 0.001 -0.002 0.003 0.001 0.002 -0.0001 
10% Betweenness 0.018 0.003 0.016 0.004 0.009 -0.002 
10% 
Clustering 
coefficient 
-0.185 0.208 -0.108 0.033 0.007 -0.036 
10% 
Eigenvector 
centrality 
0.032 -0.0409 0.0507 0.023 0.033 0.005 
50% Degree -0.005 -0.012 -0.003 -0.012 -0.005 -0.012 
50% Strength 0.007 0.007 -0.003 0.002 0.001 0.001 
50% Betweenness 0.021 0.007 0.027 -0.002 0.010 0.001 
50% 
Clustering 
coefficient 
0.032 0.051 0.007 0.008 0.005 0.018 
50% 
Eigenvector 
centrality 
0.027 0.032 0.009 0.010 0.007 0.003 
 
Table 3.3. Bias in metric estimates in partial networks of two different sizes 
The mean effect sizes of “real” network metric value on the y residual of the relationship between individual network metric values in partial and full networks in high 
and low density networks when 10% and 50% of individuals are identifiable in all three populations (small, medium, large). 
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3.4 Discussion 
Concerns have been expressed on the reliability of using social networks 
constructed using a subset of the population (Croft, James & Krause 2008; 
Cross et al. 2012b). However, the impact of using these “partial networks” in 
lieu of full information to infer individual social network metrics has yet to be 
investigated in animal social networks. Whilst studies looking at this process of 
random node sampling (Lee, Kim & Jeong 2006), have occurred elsewhere in 
the social networks literature they have not focussed on the ability to make 
predictions about individual-level network metrics. This study investigated how 
the precision and accuracy of social metrics calculated using SNA are affected 
by varying the proportion of individually identifiable individuals in a simulated 
network parameterised using a dynamic social system. The results indicate that, 
contrary to previous expectations, in social networks based on highly fluid social 
interactions it is possible to make precise inferences about individual social 
position when not all individuals in a population are individually identifiable (i.e. 
partial networks). Significantly, there was an increase in reliability as the 
simulated population grew in size. Thus, in study populations with broadly 
similar social dynamics, the results obtained using partial networks can be 
useful, especially when the study population is relatively large. Previous work 
elsewhere in the social network literature has demonstrated the potential for 
changes in network structure to influence the consequences of sampling from a 
network (Frantz, Cataldo & Carley 2009), so a crucial next step will be to extend 
these results to more highly structured animal social networks. 
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Accuracy of individual-level metrics 
Some network metrics remain accurate in partial networks, or are 
inaccurate in a predictable manner, even when a low proportion of a population 
is identifiable. The strong relationship between the proportion of identifiable 
individuals and the accuracy with which simple centrality measures (degree and 
strength) predict the actual value of an individual’s centrality is notable, as it 
means it is likely to be possible to correct for this effect if the level of marking 
effort in a population is known. It is also clear that measurements of eigenvector 
centrality remain similar regardless of the proportion of a population in a partial 
network, so that these values could be universally considered fairly accurate. 
However, for both betweenness and clustering coefficient there is a complex 
interaction between marking effort and network density that would make using 
corrections to estimate an individual’s real values for these metrics highly 
unreliable in natural study populations. 
 
Precision of individual-level metrics 
It is the conclusions we can draw about the precision of network metrics 
calculated from partial networks that are most important. Both the precision of 
the predictions made using partial networks, and the lack of bias caused by 
variation in metric values are highly resilient to the number of identifiable 
individuals in the population, even when as few as 10% of individuals in a 
population are individually identifiable. If half or more of the individuals in a 
population can be recognised then all five of the social network metrics 
investigated can be used informatively with high levels of confidence in all 
population sizes investigated. Below this level of marking effort, simple 
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measures of centrality remain the most reliably precise at all population sizes, 
whilst betweenness and clustering coefficient become consistently less precise 
in the predictions they produce. This effect is more pronounced in high density 
networks for clustering coefficient. Whilst the mean correlations between partial 
networks and the real situation remain relatively strong even for these metrics; 
the high levels of variation that occur around these values would mean their use 
as predictive measurements of individual social position for single networks 
would have a high risk of being unreliable. As a result care is advised in 
selecting which social metrics should be used in these circumstances, 
especially in small study populations. 
 
Individual-level metrics in small partial networks 
This work reveals differences between social metrics in their precision 
when a low proportion of individuals in a population are identifiable (30% or 
less). Whilst basic measures of centrality remain highly informative when few 
individuals in the population are individually identifiable, the precision of 
betweenness and clustering coefficient decline considerably if the study 
population is relatively small. It is clear that in larger study populations this 
effect is of less importance, although the reliability of using clustering coefficient 
remains low in high density networks due to the lack of variation in values of this 
metric. It is likely that these measures perform far less well in small populations 
and marginally less well in large populations as connections between other 
individuals in the network are of more significance, thereby enhancing the 
issues associated with sub-sampling relational data (Alba 1982; Croft, James & 
Krause 2008). Measures of betweenness, for example, can be highly 
dependent on the presence or absence of a single edge. Clustering coefficients 
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are based on how well inter-connected first-order connections are, and 
therefore will also vary in precision based on what subset of these nodes is 
sampled. The additional effect of network density on the reliability of using 
clustering coefficient explained by a lack of variation between individuals in the 
network, highlight issues with the use of clustering coefficient in association-
based networks. Finding a measure of weighted transitivity that better accounts 
for the weighting of edges would, therefore, be highly beneficial in analysing 
networks such as these. 
These two metrics that perform less well are integral in understanding 
some key aspects of an individual’s social position. Betweenness measures the 
importance of an individual in connecting different parts of the network by 
measuring the number of shortest paths between other individuals that pass 
through it (Freeman 1977; Wey et al. 2008). This makes it a key metric to 
investigating the spread of disease or information through a network (Hamede 
et al. 2009; Aplin et al. 2012). For example, in many epidemiological studies, 
individuals with high betweenness are termed super-spreaders (Craft et al. 
2011; Weber et al. 2013). In contrast, the clustering coefficient (Watts & 
Strogatz 1998) measures the embeddedness of an individual within its local 
network structure, so could be important in considering repeat social 
interactions and familiarity (Croft, James & Krause 2008; Wilson et al. 2013). An 
individual with a high clustering coefficient is likely to react repeatedly with the 
same set of individuals and they are likely to have interacted previously with 
each other, considerably altering the dynamic of the social environment in a 
group. 
Given the unreliability of these metrics as indicators of real social position 
in small partial networks, finding alternative metrics or combinations of metrics 
88 
 
that do not display these properties to corroborate any inferences made would 
be beneficial. For clustering coefficient, one very basic measure that offers 
some potential is the mean and coefficient of variation of the weight of an 
individual’s network connections. Repeated interactions with individuals will 
typically result in more highly weighted connections than for a socially mobile 
individual, as well as having a higher clustering coefficient. This will result in 
individuals that tend to interact with the same subset of other individuals having 
a higher mean and more variable weight of social associations. Given the high 
precision of both degree and strength at all proportions of identifiable 
individuals, this method offers particular promise as an alternative to the more 
susceptible clustering coefficient metric. Finding an alternative social measure 
for betweenness is more complicated. Whilst betweenness is often weakly 
correlated with both degree and eigenvector centrality, it captures properties 
that neither of these measures do. An individual with high betweenness will 
almost certainly have high degree and/or eigenvector centrality, but an 
individual with high degree or eigenvector centrality does not necessarily have 
high betweenness. One possible alternative may be to use flow betweenness 
instead (Freeman, Borgatti & White 1991; Weber et al. 2013). This measures 
the proportion of total paths between all pairs of nodes passing through a focal 
node, and thus seems likely to be less susceptible to reductions in the 
proportion of identifiable individuals in a population. Additionally, measuring the 
efficiency of an individual’s egonetwork (Hanneman & Riddle 2005) may provide 
some idea of the importance of an individual in connecting different parts of a 
network, and as a more simple measure is also less likely to be affected by 
missing individuals than betweenness. Determining how other less susceptible 
measures can be used to give an equivalent social measure to betweenness 
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and clustering coefficient would enable additional key social network questions 
to be addressed confidently using limited partial networks even in small 
populations. 
  
Applications and further work 
Whilst this research is based on a system parameterised using a single 
species, there is no reason that these conclusions should not hold more 
generally for other fluid fission-fusion social systems. The social networks 
generated in this study varied in their density (the number of completed edges), 
and individual social network metrics were also highly variable. Furthermore, 
the light-bellied brent geese used as a model system form a highly fluid fission-
fusion social system (Chapter 5) are typical of many similar social foragers 
(Sundaresan et al. 2007; Conklin & Colwell 2008; Aplin et al. 2012). As such, 
the study should be seen as an important starting point in researching the 
potential of using SNA in animal populations where a substantial proportion of 
individuals are not individually identifiable. Further work generalising these 
conclusions across a range of biologically meaningful network structures is 
likely to prove highly rewarding. Varying network topologies have certainly been 
found to influence the accuracy of network-level metrics (Frantz, Cataldo & 
Carley 2009), so may have an adverse effect on the precision of individual-level 
metrics as well. Thus it could be speculated that the different properties of these 
types of network may make inferences made about individual social positions 
more susceptible to sub-sampling effects. However, this is difficult to predict 
with any certainty. Therefore, investigating similar questions about “partial 
networks” in more highly-structured social systems, such as those found in 
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primates (Lehmann & Dunbar 2009) and dolphins (Connor, Heithaus & Barre 
2001; Lusseau 2003; Cantor et al. 2012) would be especially beneficial.  
 
Conclusions 
By influencing behavioural traits, foraging success and disease status, 
social network position will often be fundamental in determining body condition, 
stress levels (Brent et al. 2011), and ultimately reproductive success (McDonald 
2007; Formica et al. 2012; Wey et al. 2013). In this regard, demonstrating the 
potential of using social network approaches in systems where many individuals 
are not identifiable is highly important. This work used a process of random 
social interactions in a simulated population of a model species with highly fluid 
fission-fusion dynamics, typical of many social animals, and therefore our 
conclusions about the use of partial networks will be widely applicable for many 
species with dynamic social systems. Additionally we highlight that the influence 
of network topology on the ability to use node-level measures to predict social 
position - rather than measuring accuracy of network-level properties – has 
received little attention in the broader networks literature. Therefore, further 
work extending this research into more highly structured networks remains of 
great importance, and clearly has important applications for the analysis of 
animal social networks. 
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4. The effects of correcting for group size 
during social network construction 
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4.1 Abstract 
Social network analysis is now a widely used tool in animal behaviour. Many 
animal social networks are constructed using the gambit of the group 
assumption. This assumes that meaningful patterns of social relationships can 
be inferred from recording co-occurrence of individuals in groups without 
measuring direct interactions. Clearly the validity of this assumption will vary 
with group size, and it has been suggested that correcting for group size when 
calculating association strength could be a solution for this. Here we study a 
variety of potential methods for making such corrections, demonstrating their 
potential utility using the results of a simple agent-based model of movement 
within a group. We then test the effect of using these corrections on key 
population-level and individual-level social metrics in simulated populations 
parameterised using a typical fluid fission-fusion social system. The results 
demonstrate that the use of these corrections can drastically alter the structure 
of the social network and the inferences made about the social position of 
individuals within the network. As a result we provide guidance on the most 
sensible way of using group size corrections. We suggest that this should rely 
on pre-existing knowledge of intra-group dynamics in a system and the 
questions being asked using network analysis. We would recommend a 
cautious application of such corrections in situations where meaningful 
interactions are unlikely in large groups, for example transmission of parasites 
by contact or social learning by demonstration, with the nature of the correction 
used being determined by the structure and behaviour of social groups in a 
specific system. 
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4.2 Introduction 
The social environment that an animal finds itself in exerts a huge 
influence on the decisions it makes (Salomon 2009; Jacobs et al. 2011; Miller et 
al. 2013), underpinning behaviour (Croft et al. 2006; Blumstein, Wey & Tang 
2009; Marshall et al. 2012)  and consequently its condition and fitness 
(McDonald 2007; Formica et al. 2012; Wey et al. 2013). Furthermore there is 
increasing evidence that social environments vary considerably among 
individuals according to the social strategies they use, which are often mediated 
via differences in morphological (Croft et al. 2005) or behavioural (Pike et al. 
2008; Croft et al. 2009; Krause, James & Croft 2010; Wilson et al. 2013) 
phenotypes. As such, improving our knowledge of how interaction rules, 
phenotypic variation, behaviour and social context are interlinked is now 
considered highly important in understanding the evolution of social behaviour 
and social systems (Sueur et al. 2011b; Silk et al. 2014).  
Social network analysis (SNA) is becoming a key tool in the 
understanding of the interaction between an individual’s behaviour and its social 
environment (Krause, Lusseau & James 2009; Sih, Hanser & McHugh 2009). It 
allows the interpretation of social interactions with other individuals in a wider 
social context (Croft, James & Krause 2008; Sih, Hanser & McHugh 2009), and 
enables both broad-scale (at a population level) and fine-scale (within groups) 
social structures to be elucidated in dynamic social systems (Croft, James & 
Krause 2008; Pinter-Wollman et al. 2013). The construction of social networks 
requires that an interaction between two individuals is defined (Whitehead 1997; 
Croft, James & Krause 2008). In a limited number of cases specific behavioural 
interactions can be observed and recorded (Madden et al. 2009; Madden et al. 
2011; Dey et al. 2013; Tóth et al. 2014), however in many systems social 
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interactions are inferred from information on group composition using the 
assumption that co-occurrence in a group constitutes a meaningful interaction - 
the gambit of the group (GoG) assumption (Whitehead & Dufault 1999). Whilst 
the potential flaws in this assumption have been extensively discussed (Croft, 
James & Krause 2008; Franks, Ruxton & James 2010), there is still some 
debate as to how best to proceed in situations when it is violated. 
One of the biggest issues relates to group sizes, which often vary 
substantially in natural systems, and are highly likely to influence the viability of 
GoG. The strength of the assumption that co-occurrence in a group constitutes 
a meaningful interaction is likely to be weakened considerably in larger groups 
as the probability of two individuals interacting, or the importance of this 
interaction when it occurs, is likely to be considerably reduced. However, the 
extent to which the GoG assumption changes with group size might be 
dependent on intra-group dynamics. In particular, GoG may be less affected by 
changes in group size when groups are more stable, individuals more mobile 
within groups or individuals can interact over great distances as these are all 
traits that increase the probability of individuals interacting in larger groups.  
Correcting for the effects of group size on the probability of any two 
individuals interacting may have major implications for SNA in weighted 
networks that have yet to be considered. In particular, giving greater importance 
to the co-occurrence of individuals in small groups will reduce the overall 
connectedness of networks and thus would be expected to increase in the 
mean and variation of average path length (average number of edges between 
any pair of individuals in the network; Wey et al. 2008) and betweenness (the 
number of shortest paths between other individuals passing through each 
individual in the network; Freeman 1977) in networks. If this increased 
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cliquishness of networks does occur, it may also have an effect on measures of 
transitivity (a measure of how clustered together individuals tend to be within 
the network; Watts & Strogatz 1998) and community structure. It is also likely 
that basic centrality measures, such as strength (the aggregate weight of all 
edges connected to an individual; Barrat et al. 2004) and eigenvector centrality 
(a measure of an individual’s influence in the network based on its number of 
second-degree connections; Bonacich 1972), in corrected networks are lower 
on average. Additionally, individual network metrics may differ depending on the 
correction employed. The role of gregariousness in influencing individual 
network metrics has been commented on previously (Godde et al. 2013). 
Individuals that are more frequently found in larger groups will typically occupy 
different social network positions and differ in certain network metric values. 
Therefore, counteracting the impact of variation in gregariousness by using 
group size corrections may result in individual network metrics describing 
different social properties in networks constructed using different corrections by 
reducing the impact of differences between individuals in gregariousness. This 
would result in weak correlations between the values of individual network 
metrics in networks constructed using different group size corrections. 
Croft, James and Krause (2008) suggested correcting for group size 
within association indices using 
 
            
  when calculating them. This was 
based on the methods used by Newman (2001) when constructing collaboration 
networks of scientists. Subsequently, a small number of empirical studies have 
implemented this group size correction (Darden et al. 2009; Edenbrow et al. 
2011). The use of a group size correction, as suggested by Croft, James and 
Krause (2008), is an intuitive method for reducing this effect. However, despite 
this, its use in social network studies has remained limited and the 
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consequences of using such a correction have remained untested. We employ 
a simple agent-based model to demonstrate the potential importance of using a 
range of corrections for group size when defining social interactions using 
association-based methods. These models assume individuals move randomly 
with respect to each other, but vary in the movement rules that individuals 
follow, inter-individual interaction distances and the amount individuals move 
within a group. We will use the outcomes of this within-group approach to 
suggest how these novel potential corrections that could be used in natural 
systems, in addition to the 
 
            
 correction suggested previously.  
 We then generated a simulated population with fluid fission-fusion 
dynamics to investigate the consequences of using these different types of 
corrections on the properties of the social network itself and also the social 
network position of individuals within the network as measured by a range of 
key network metrics. Fission-fusion social dynamics typify animal social 
systems (Couzin & Laidre 2009), and examples where these dynamic social 
systems are fluid and dominated by relatively weak social associations would 
be expected to be widespread (Silk et al. 2014). Our simulated population was 
parameterised using a long-term study system of light-bellied brent geese 
Branta bernicla hrota (Inger et al. 2006b; Harrison et al. 2010; Inger et al. 2010). 
This system was selected as a basis for the simulated population as it 
represents a good example of a dynamic social system, with considerable 
spatiotemporal variation in group sizes at different times of day, season and 
year (Irish Brent Goose Research Group unpublished data), making it an 
excellent example of a system in which employing group size corrections may 
be particularly important to understanding the true social structure of a 
population. This work represents a first attempt to describe the effect of using 
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corrections for group size when constructing social networks using GoG, with 
the results from the simulations being used to guide suggestions for how these 
methods may be developed in the future. 
 
4.3 Methods 
Within Flock Simulations 
A simple agent-based model was used to model interactions between 
individuals in different sized groups. Individuals were modelled as particles 
moving within a confined region that was related to the size of the group. Three 
conditions were used to determine the size of the region: i) fixed density, in 
which the size of the area increased linearly with group size, ii) increased 
density (asymptotic), in which the size of the area increased in proportion to the 
square root of the group size and iii) reduced density, in which the size of the 
area increased in proportion to the flock size to the power of 1.25. The former 
relationship may be expected when patches are small. However, when 
available space is not limited the latter relationship is likely to occur, as when 
groups get larger more individuals lie outside each other’s interaction distances 
resulting in reduced cohesion (Couzin & Krause 2003). Simulations were 
completed in groups of between 20 and 200 individuals to represent a fairly 
typical range of group sizes expected in dynamic social systems. For each 
combination of conditions (density, duration, interaction distance) and group 
size the simulation was repeated five times. 
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Movement 
At time (t) = 0 all individuals in the group were assigned to random 
coordinates and randomly selected an initial direction of movement (between 0° 
and 359° unless it was in close proximity to the bounds of the region – see 
below). All individuals then moved one body length in this direction. At 
subsequent time steps each individual randomly selected a movement direction 
within 20° of its current bearing, unless it was in close proximity to the bounds of 
the region in which case it was randomly assigned a movement direction to 
keep it within the bounded area. This process was repeated for predefined 
number of time steps for each group size and distance matrices between all 
individuals were calculated at each time step. The number of time steps was 
varied in different runs of the simulation to investigate how differences in the 
amount individuals moved could influence within group interactions. The 
durations used were 500, 2000 and 5000 time steps. These durations were 
defined to represent a range of realistic intervals over which groups might 
persist in fission-fusion systems 
 
Social Network Analysis 
At t=0 the mean distance between individuals in the distance matrix was 
calculated. All individuals closer than a predefined number of body lengths were 
defined as having interacted. This interaction distance was varied between 
different runs of the simulation to determine the impact it had on within group 
interactions. The interaction distances used were 3, 10 and 20 body lengths. 
The shortest interaction distance represents a distance over which behavioural 
interactions between dyads of individuals are likely to operate, while an 
interaction distance of 20 body lengths could be seen as representing the case 
99 
 
when group-level behaviour or the transmission of certain parasites was being 
considered. Individuals that had interacted were assigned a value of one in an 
association matrix created for the group. All other individuals were assigned a 
value of zero. At each subsequent time step this process was repeated and the 
association matrices summed and then made binary. This resulted in a final 
association matrix that recorded whether or not all dyads of individuals in the 
group had interacted (according to the above definition) at any point during the 
simulation. 
The “connectedness” of all individuals was then calculated using the 
equation 
      
            
. This metric ranges between 0 and 1 depending on the 
proportion of other individuals in the network a focal individual is connected to. 
The network-level mean of this metric for each run of the simulation was 
calculated and plotted against group size to illustrate the relationship between 
group size and the likelihood of two individuals being involved in a meaningful 
social interaction. 
 
Population-level Simulations 
Generation of population 
The simulated populations of light-bellied brent geese analysed in this study 
were generated using data from a long-term ecological study on the Irish 
wintering population of this sub-species (see Chapter 3). Ten simulated 
populations of geese containing 100 family units were generated. A family unit 
was defined as an unpaired (unassociated) individual, a non-reproductive pair 
or family (parents with dependent juveniles) (Inger et al. 2006b; Inger et al. 
2010). The frequency of family units and the number of juveniles in each family 
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were specified from distributions based on real data (Chapter 3). Populations 
consisted of 20 unassociated individuals, 60 non-reproductive pairs and 20 
families. Each individual and family unit were assigned a unique identity for use 
in social group generation and network construction. 
  
Generation of social groups 
Social groups were assigned over five time steps. At each time step the 
population was split into different social groups. The group size distribution for 
these groups was based on real data from a focussed socioecological study of 
the Dublin wintering population in Jan-Mar 2012 (Chapter 3). This distribution 
was a negative binomial distribution (size = 1.4, μ = population/10). Social 
groups were assigned at a family unit level to ensure that family units remained 
cohesive units. 
1. All family units in the population were randomly ordered. 
2. A group size was determined randomly from the negative binomial 
distribution outlined above, with the population size used to calculate μ 
equalling the number of family units in the population. 
3. The corresponding number of family units was taken from the resampled 
list of family units. 
4. Steps 2) and 3) were repeated until the total number of family units 
allocated equalled or exceeded the number of family units in the 
population. 
5. If the latter case was true, this last group was not included and any 
remaining family units were allocated randomly to groups already 
created.  
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Equation: AI = 
 
              
 
Method 
Correction 
type 
Correction 
shape 
Parameter a Parameter b Correction ID 
1 Uncorrected Constant -10
19 
0 A 
2 Linear 
Linear 
decrease 
10
-4           
 
 B 
3 Inverse 
Negative 
exponential 
  
          
 
  
          
 0 
a1: F 
a2: J 
4 Threshold 
Negative 
sigmoidal 
  
          
 
  
          
 
          
 
 
          
 
 
          
 
 
a1: C,D,E 
a2: G,H,I 
 
Table 4.1. The parameterisation of potential group size corrections applied in Chapter 4 
The parameterisation of the ten potential correction models applied (pairwise combinations of parameter a and parameter b within each row) using a single overall 
equation.  Columns 1-3 provide broader details on each correction model used.  
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Figure 4.1. The relationship between group size and association strength for four 
potential group size corrections 
The proposed relationship between group size and the association index assigned for each of 
the four types of correction model used: uncorrected (solid line), linear correction (dot-dash 
line), threshold model (dotted line) and negative exponential model (dashed line) 
 
Figure 4.2. A comparison of negative exponential and inverse corrections 
The proposed relationship between group size and the association index assigned for (left) the 
inverse correction suggested by Croft et al. (2008) and (right) a negative exponential correction 
with parameter a set to 24/population size. 
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Social network construction 
Social networks were then constructed using GoG, with association indices 
being corrected by one of four types of correction (Table 4.1, Fig. 4.1). As well 
as uncorrected networks (A) and corrections equivalent to 
 
            
 
corrections (F and J), a linear correction (B) and threshold models, in which 
interaction strengths declined at a particular threshold value (C, D, E, G, H and 
I) were also tested. These latter two types were added as two intuitive forms 
that this relationship could take. The linear decrease assumes that increases in 
group size reduces the probability of two individuals interacting meaningfully but 
that the rate of change in this probability remains independent of group size. 
The threshold models assume that individuals may be able to interact with most 
or all of the other individuals in a group up until a particular group size at which 
the probability of interactions declines rapidly. This might occur for example if 
individuals in larger groups behave differently to individuals in smaller groups. 
The choice of these correction types was also supported by the results of the 
within group simulations, where all four types were found to be appropriate 
depending on the intra-group dynamics.  
For each of correction types 2, 3 and 4 the association index of two 
individuals co-occurring in a group varied between one, when groups comprised 
only two individuals, to zero when a group comprised every individual in a 
population. For correction types 3 and 4 parameter a (see Table 4.1) was set at 
two different values. This altered the steepness of the threshold over which 
interaction strength declined with group size. For the larger value of a the 
reduction in interaction strength occurred rapidly over a small range either side 
of where the threshold was set (parameter b). For the smaller value of a this 
change was more gradual. The larger value for a was chosen to result in a 
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relationship similar to that obtained using the 
 
            
 correction first 
suggested by Croft, James and Krause (2008) (Fig. 4.2). 
1. Method 1 involved using no group size correction, with the co-occurrence 
of two individuals in a group of any size resulting in an association index 
value of 1.  
2. Method 2 applied a linear correction for the effect of group size on 
association strength.  
3. Method 3 applied a negative exponential correction with two possible 
threshold gradients (parameter a; table 1). The steeper of these was 
designed to be similar to the 
 
            
 correction currently used (Fig. 
4.2).  
4. Method 4 applied a threshold model, in which the association index of 
two individuals co-occurring in a group declined rapidly once a group 
contained a fixed proportion of the population. Method 4 was repeated 
with the threshold (parameter b; see Table 4.1) set at 1/2, 
1/4, and 
1/8 of 
the population size. Two threshold gradients were also used for each 
threshold level of method 4 resulting in six possible corrections.  
The sum of these association indices then provided a weighted social 
network for each method that was used in further analyses. 
 
Calculation of social metrics 
For each network generated, individual node metrics and overall mean 
network-level metrics were calculated for degree (Croft, James & Krause 2008), 
strength (Barrat et al. 2004), betweenness (Freeman 1977), eigenvector 
centrality (Bonacich 1972) and clustering coefficient (Watts & Strogatz 1998). 
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These metrics were selected as being representative of a range of different 
network-level and individual-level social properties, as well as having 
widespread usage in the animal social network literature. 
 
Statistical Analysis 
Network level metrics 
The mean and coefficient of variation of each of the five key network 
metrics at a network level was calculated for each social network. This enabled 
differences in the properties of networks constructed using each of the ten 
group size corrections to be compared. 
 
Individual level metrics 
For each network metric linear models were constructed between 
individual metrics for each pairwise combination of group size corrections within 
each run of the simulation. The correlation coefficient (r), regression slope and 
intercept were extracted from these models. The distribution of these 
parameters between different runs of the simulation were then used to show the 
similarity of the network metrics calculated for each individual when group size 
was corrected for in different ways. 
 
Generation of the simulated population and all SNA was carried out 
using R 3.0.2 (R development Core Team 2014). Network analysis used the 
packages tnet (Opsahl 2009) and igraph (Csardi & Nepusz 2006). 
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4.4 Results 
Within Flock Simulations 
Simple models of random movement within a flock indicate that a range 
of corrections may be required depending on the intra-group dynamics and 
interaction distances present in a study system (Fig. 4.3, 4.4, 4.5). When 
interaction distances are high, groups are stable (longer simulation durations) or 
group density increases as groups get larger  then not correcting for group size 
effects is likely to be appropriate (Fig. 4.5). However, as interaction distances 
get smaller and groups become more ephemeral (shorter simulation durations), 
the likelihood of group size having no or limited effects on the probability of two 
individuals interacting becomes increasingly small, especially when larger 
groups are less densely packed (Fig. 4.3). The gradient of the correction 
depends somewhat on the interaction distance used (Fig. 4.4) and the 
relationship between group size and density (Fig. 4.3), and is likely to approach 
linear in relatively stable groups of highly mobile animals especially when group 
density increases with group size. In intermediate cases where group density is 
approximately constant, within group interactions are highly dependent on 
interaction distances and group stability (Fig. 4.4). With small interaction 
distances and low simulation duration the mean connectedness of within group 
networks followed a negative exponential decrease as group size increased. 
However, as these values increased a negative sigmoidal relationship between 
group size and mean connectedness, in which interaction probability was 
initially stable and then declined rapidly at a threshold group size, was typical 
(Fig. 4.4b, 4.4c). These thresholds were steeper when interaction distances 
were small and approached linear in cases when individuals could interact over 
long distances. 
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Figure 4.3. The effect of the relationship between group density and group size on the probability of two individuals interacting in a group 
The relationship between group size and the mean interaction probability of dyads for three groups varying in their relationship between group size and density: a) 
group density increases with group size, in b) group density is independent of group size and c) group density reduces with group size. These results are for runs of 
the simulation with simulation duration fixed at 2000 time-steps and interaction distance fixed at 3 body lengths. Black lines join the mean “mean connectedness” at 
each group size. Grey shading represents the range of five runs of the simulation.  
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Figure 4.4. The effect of inter-individual interaction distances on the probability of individuals interacting in groups of different sizes 
The relationship between group size and the mean interaction probability of dyads for three groups varying in their inter-individual interaction distances: a) three 
body lengths, b) 10 body lengths and c) 20 body lengths. These results are for runs of the simulation with simulation duration fixed at 2000 time-steps and group 
density independent of group size. Black lines join the mean “mean connectedness” at each group size. Grey shading represents the range of five runs of the 
simulation. 
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Figure 4.5. The relationship between the probability of two individuals interacting and 
group size in groups of highly mobile foragers 
The relationship between group size and the mean interaction probability of dyads when groups 
were stable or highly mobile (t=5000), group density increased with group size and inter-
individual interaction distances were high (20). The black line joins the mean “mean 
connectedness” at each group size. Grey shading represents the range of five runs of the 
simulation.  
 
Population-level Simulations 
Network level metrics 
The effect of using different corrections on the mean and variation of 
network level metrics varied considerably depending on the network metric of 
interest and type of correction used (Fig. 4.6, Fig. 4.7). Qualitative descriptions 
of the key results are also included in Table 4.2. 
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Figure 4.6. The effect of applying different group size corrections on the mean of four key network metrics 
The effect of the correction applied on social network construction on network-level means for four different network metrics: a) strength, b) betweenness, c) 
clustering coefficient and d) eigenvector centrality. The black point represents the median value, the dark grey box the interquartile range and the light grey box the 
range from the 10 runs of the simulation. 
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Figure 4.7. The effect of applying different group size corrections on the coefficient of variation of four key network metrics 
The effect of the correction applied on social network construction on network-level coefficients of variation for four different network metrics: a) strength, b) 
betweenness, c) clustering coefficient and d) eigenvector centrality. The black point represents the median value, the dark grey box the interquartile range and the 
light grey box the range from the 10 runs of the simulation. 
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Linear Correction 
Linear corrections (B) produced network properties similar to uncorrected 
networks with little difference in the mean or variance in any metrics measured. 
There was a slight decrease in mean strength (Fig. 4.6a) indicating a reduction 
in the importance of gregariousness in influencing this measure. The coefficient 
of variation of all centrality measures (Fig. 4.7) also showed a slight reduction 
suggesting a stabilising effect of using this correction, presumably also on the 
influence of gregariousness on these measures. 
 
Threshold models 
Mean values of strength (Fig. 4.6a) inevitably declined as stronger 
corrections were used (thresholds tending towards zero D, E, H and I) due to 
the adjustments of the association index values used when calculating the 
networks. There is also an increase in the mean betweenness (Fig. 4.6d) and 
increase in the coefficient of variation for all metrics (Fig. 4.7) suggesting a less 
well connected network. Whilst this result is apparent with both a steep 
threshold (high value of a) and more shallow threshold (low value of a), it is very 
restricted in the latter case. In fact, whilst the patterns are qualitatively similar 
for betweenness and clustering coefficient at both threshold gradients (c.f. D 
and E versus H and I across panels b and c), for strength and eigenvector 
centrality networks corrected with a shallow threshold are more similar to 
uncorrected and linear corrected networks (c.f. H and I versus other correction 
types across panels a and d). When the threshold was set at high values (C and 
G) the networks produced were, as would be predicted, very similar to 
uncorrected networks as the threshold was set above the size of most groups. 
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Inverse corrections 
Networks constructed using inverse corrections were the most different 
to uncorrected networks. Network-level means of all centrality measures 
(strength, betweenness and eigenvector centrality) were substantially altered 
when a steep threshold (higher value of a) was used (Fig. 4.6; F all panels), and 
this pattern persisted for strength and betweenness with a less steep threshold 
(Fig. 4.6; J all panels). Mean strength and mean eigenvector centrality were 
reduced when an inverse correction was used, whilst mean betweenness 
increased. The variation in network metrics was also higher when the threshold 
was steep (Fig. 4.7; F all panels), and this pattern remained qualitatively similar 
for strength (Fig. 4.7a) and betweenness (Fig. 4.7b) when a more shallow 
threshold was used in the inverse model. The increase in variance of 
betweenness (Fig. 4.7b) and clustering coefficient (Fig. 4.7c) are particularly 
noticeable relative to other correction types (especially when a steep threshold 
was used - F versus J). This is strongly indicative that there is reduced 
connectivity and a much stronger community structure to the networks 
produced with these corrections. Increased variance in betweenness points to 
there being a small number of nodes which many shortest paths between 
individuals in the network pass through. Similarly, the fact that the mean 
clustering coefficient stays the same whilst the variation increases points to 
some individuals having higher and some individuals lower values of this metric, 
a pattern indicative of a more sub-divided network.  
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Individual level metrics 
Figure 4.8 shows the values for regression slopes between individual 
network metrics in each of the corrected networks with the same values in the 
uncorrected network for the 10 runs of the simulation. The extent of this 
decrease varies considerably between different network metrics. Figure 4.9 
shows the correlation strengths of these relationships. The key qualitative 
results are outlined in table 4.2. For clustering coefficient (Fig. 4.8c) the 
decrease is sufficiently small to make little qualitative difference. An individual’s 
clustering coefficient in any particular network is likely to be predictive of its 
clustering coefficient in any other network. However, for other network metrics 
(Figs. 4.8a, 4.8b and 4.8d) the same is not true, and values for a metric in a 
given network are only predictive in a subset of the other networks. 
 
Linear corrections 
 It is clear that for all metrics networks in which a linear correction is 
applied (B) correlate strongly with the uncorrected network. The steepness of 
the regression slope varies between metrics (Fig. 4.8). For clustering coefficient 
and eigenvector centrality it is close to one suggesting that the values 
themselves are very similar to those in the uncorrected networks. For strength 
and betweenness this not the case, implying that using a linear correction 
reduces the influence of gregariousness on these measures. 
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Figure 4.8. The regression slope for the relationship between values of individual network metrics when different group size corrections are used 
The regression slope for the linear relationship between individual network metrics in 9 social networks in which association indices have been corrected for group 
size effects (B-J) and the case in which no correction has been employed (A) for four different network metrics: a) strength, b) betweenness, c) clustering coefficient 
and d) eigenvector centrality. The black point represents the median value, the dark grey box the interquartile range and the light grey box the range from the 10 
runs of the simulation.  
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Figure 4.9. The strength of correlation between values of individual network metrics when different group size corrections are used 
The correlation of individual network metrics in 9 social networks in which association indices have been corrected for group size effects (B-J) with the case in which 
no correction has been employed (A) for four different network metrics: a) strength, b) betweenness, c) clustering coefficient and d) eigenvector centrality. The black 
point represents the median value, the dark grey box the interquartile range and the light grey box the range from the 10 runs of the simulation. 
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Threshold models  
When a threshold model is applied with a high threshold (C and G) 
individual level metrics correlate strongly with those in the uncorrected network. 
However, the strength of this correlation decreases as the threshold shifts 
towards zero (Fig. 4.9) and the slope of the regression becomes considerably 
smaller than one (Fig. 4.8). For all measures of centrality, intermediate 
threshold levels result in networks that are uncorrelated with and have 
intermediate regression slopes to both uncorrected networks and those 
corrected with the inverse model. The regression slope of strength declines at a 
slower rate than those for betweenness and eigenvector centrality, however this 
is likely to be related to the big changes apparent in network-level means of this 
metric (Fig. 4.6). The strength of correlations and regression slopes also 
become highly variable between different runs of the simulation indicating that 
the effect of using these corrections on measures of individual social position is 
unpredictable at these intermediate levels. When the threshold is close to zero 
(corrections E and I) the outcome is qualitatively very similar to that obtained by 
using inverse corrections and is discussed below. Changing the steepness of 
the threshold makes little qualitative difference to these results (compare C,D,E 
to G,H,I in each panel), although there is a slight reduction in the rate of 
decrease in regression slopes for betweenness in particular (Fig. 4.8d).  
 
Inverse corrections 
 The correlation with uncorrected networks is lowest in the negative 
exponential models (F and J). Changing the steepness of the threshold makes 
little qualitative difference to these results (compare F to J in each panel). For 
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strength (Fig. 4.9a) and eigenvector centrality (Fig. 4.9d) the correlation 
between the inverse models F and J (as well as threshold models with a low 
threshold; E and I), and uncorrected networks becomes strongly negative. For 
betweenness (Fig. 4.9b) the negative correlations are weaker, and correlations 
are close to zero or only slightly negative. The pattern for the slopes of the 
relationship is slightly altered. As thresholds at or close to zero the slope of the 
regression for strength tends towards zero (Fig. 4.8a) indicating that measures 
of strength in the uncorrected network are not predictive of measures of 
strength in the corrected network. For betweenness (Fig. 4.8b) and eigenvector 
centrality (Fig. 4.8d) the regression slopes approaches minus one. This means 
that high values of one of the metrics in the uncorrected network would predict 
low values in one of the corrected networks and vice versa. As a result all of 
these basic centrality measures may be measuring different things depending 
on how group size is corrected for when networks are constructed, with the 
reduced effect on the regression slope for strength likely to be caused by the 
considerable reduction in mean strength in corrected networks.  
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Correction Network mean 
Network-level 
variation 
Regression 
B 
 
slight reduction for strength 
slight increase for eigenvector 
centrality 
 
slight reduction for strength 
slight reduction for betweenness 
slight reduction for eigenvector 
centrality 
positive relationship for strength and 
betweenness 
highly positive relationship for 
clustering coefficient and 
eigenvector centrality 
C 
 
all metrics similar to 
uncorrected 
 
all metrics similar to uncorrected 
 
highly positive relationship for 
strength, clustering coefficient and 
eigenvector centrality 
positive relationship for 
betweenness 
 
D 
 
reduction for strength 
 
 
slight reduction for strength 
slight reduction for eigenvector 
centrality 
 
no relationship for strength, 
betweenness and eigenvector 
centrality 
highly positive relationship for 
clustering coefficient 
E 
 
considerable reduction for 
strength 
increase in betweenness 
 
increase for betweenness 
slight increase for clustering 
coefficient 
no relationship for strength negative 
relationship for betweenness and 
eigenvector centrality 
highly positive relationship for 
clustering coefficient 
F 
 
considerable reduction for 
strength 
considerable increase for 
betweenness 
 
 
increase for strength 
considerable increase for 
betweenness 
increase for clustering coefficient 
increase for eigenvector 
centrality 
 
no relationship for strength 
highly negative relationship for 
betweenness 
negative relationship for eigenvector 
centrality 
highly positive relationship for 
clustering coefficient 
G 
 
all metrics similar to 
uncorrected 
 
 
slight reduction for strength 
slight reduction for betweenness 
slight reduction for eigenvector 
centrality 
 
 
highly positive relationship for 
strength, clustering coefficient and 
eigenvector centrality 
positive relationship for 
betweenness 
 
H 
 
reduction for strength 
slight increase for eigenvector 
centrality 
 
 
reduction for strength 
slight reduction for eigenvector 
centrality 
 
 
no relationship for strength, and 
eigenvector centrality 
weak positive relationship for 
betweenness 
highly positive relationship for 
clustering coefficient 
 
I 
considerable reduction for 
strength 
slight increase for eigenvector 
centrality 
 
reduction for strength 
slight reduction for eigenvector 
centrality 
 
 
 
no relationship for strength, and 
betweenness 
weak negative relationship for 
eigenvector centrality 
highly positive relationship for 
clustering coefficient 
 
J 
 
considerable reduction for 
strength 
slight increase for 
betweenness 
slight increase for  eigenvector 
centrality 
 
 
 
reduction for strength 
slight increase for betweenness 
slight reduction for eigenvector 
centrality 
 
 
no relationship for strength 
weak negative relationship for 
betweenness 
negative relationship for eigenvector 
centrality 
highly positive relationship for 
clustering coefficient 
 
 
Table 4.2. A summary of the key qualitative results for population-level simulations by 
correction type  
Results for network-level properties are in columns one and two. Results for individual network 
metrics are in column three. 
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4.5 Discussion 
Variation in group sizes generates an important problem when social 
networks constructed using GoG are used to study social interactions in a 
population (Croft, James & Krause 2008; James, Croft & Krause 2009; Godde 
et al. 2013). The strength of the assumption is likely to vary in groups of 
different sizes as the probability of meaningful interactions between individuals 
changes (James, Croft & Krause 2009). We have shown that within group 
interactions are highly variable even when only basic agent-based models of 
random movement are used; depending on the aggregation size and density, 
inter-individual interaction distances and movement rules. This has implications 
for the probability of two individuals in a group interacting, and therefore how 
group size corrections should be employed when constructing social networks. 
Furthermore, the application of these corrections to network data generated 
from random social interactions in a simulated population of light-bellied brent 
geese made considerable qualitative and quantitative differences to the 
structure of social networks and the position of individuals within them. As a 
result we would recommend a careful consideration of the questions being 
asked and the likely intra-group dynamics of a study population before group 
size corrections are used during social network construction, as this will 
influence how the validity of the gambit of the group assumption is influenced by 
group size. We provide guidance on this process later in the discussion. 
Using our simulations of within group movement we demonstrated that in 
groups varying in these properties the probability of interaction could be 
independent of group size, decline linearly (or nearly so) as group size 
increased, undergo an exponential decrease similar to the relationship 
produced using a 
 
            
 correction, and follow a threshold model where the 
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likelihood of interaction changed substantially around a threshold group size. 
This was despite the fact that only random movement models were used. 
Variation in the relationship between the probability of interactions and group 
size were highly dependent on the exact nature of the intra-group dynamics, 
especially inter-individual density and interaction distances.  
The effect of using these different potential corrections during social 
network construction varied substantially. Using a linear correction for group 
size resulted in little change from uncorrected networks. However, network-level 
metrics were very different when a negative exponential was used or as the 
threshold group size in method 4 tended to zero. These networks typically had 
much higher mean betweenness, lower eigenvector centrality and much more 
variation in all metrics measured. These results suggest that networks 
constructed with these group size corrections are less well connected and more 
cliquish. This effect was particularly strong when the rate at which values of the 
association index declined with group size was higher. 
Correcting for group size effects also had a considerable effect on 
individual level network metrics. Centrality measures in networks constructed 
using inverse models or threshold models close to zero had a negative 
relationship to the same measures in uncorrected networks, indicating that they 
were measuring different social properties to each other. This negative 
relationship between measures in inverse or threshold corrected networks and 
uncorrected networks was particularly strong for eigenvector centrality, where 
there was a strong correlation (Fig. 4.9d) on a highly negative regression slope 
(Fig. 4.8d). Strength also had a strong negative correlation between networks 
constructed using these corrections compared to the uncorrected network (Fig. 
4.9a), but the slope of the regression was closer to zero (Fig. 4.8a). Corrections 
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at intermediate thresholds were typically not correlated with either uncorrected 
networks or networks corrected with low thresholds, and applying a linear 
correction resulted in individual metrics that correlated with those in the 
uncorrected network. These patterns were, however, highly variable. 
 
Using group size corrections for natural systems 
 
It is clear that the use of group size corrections has a fundamental effect 
on SNA, whether the focus is at the population level or individual level. In 
particular, the method most similar to that suggested in recent literature (Darden 
et al. 2009; Edenbrow et al. 2011) typically resulted in the biggest changes from 
the conventional approach to network construction without a group size 
correction. Therefore, researchers should justify their choice of group size 
correction carefully based on their knowledge of intra-group dynamics in their 
study system or the questions they are asking using SNA. This requires a 
consideration of what aspect of behaviour or ecology is being investigated using 
networks, which metrics are being used to achieve this and system-specific 
patterns of intra-group dynamics.  
 
The effect of metric choice 
It is clear that different network metrics respond differently to the use of 
group size corrections, and this may also want to be accounted for when 
choosing metrics to use in investigations of animal social structure or 
interpreting the results obtained. For example, the mean eigenvector centrality 
varies less between different group size corrections than strength at a network 
level. This indicates that differences in group size have more of an effect on 
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measures of strength, and that care should be taken when interpreting values of 
this metric depending on how it is being used. Strength in an uncorrected 
network therefore measures the gregariousness of individuals as much as 
providing information on the weight of preferred associations. Increased 
gregariousness at a population level would also be expected to reduce variation 
in metrics at a network-level, and this is particularly evident for betweenness. 
Betweenness measured in corrected networks tends to be higher and more 
variable. This is indicative of it being better able to capture variation between 
individuals in how important they are in connecting different components of the 
network when used in networks corrected using threshold or inverse 
corrections.   
This variation between individual metrics is also likely to be driven to 
some extent by the influence that individual differences in gregariousness have 
on their value (Godde et al. 2013). For example, strength in particular is highly 
dependent on the number of individuals in each group that an individual finds 
itself in. The role of gregariousness in influencing SNA has been investigated in 
the calculation of half weight association indices (HWI), and an improved 
association index developed that accounts for the effect of gregariousness 
(HWIG; Godde et al. 2013). This may provide an alternative approach, however 
it does not directly control for the effect of group size on the strength of GoG, 
and as such the need to further develop and understand  methods of group size 
correction during social network construction in natural systems is still a priority. 
For example, it may be interesting to explore how the answers achieved using 
social network methods vary according to the corrections made, and how this 
depends on the aspect of behaviour or ecology being studied.  
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Preferred associations and alliances 
Networks constructed with negative exponential or low threshold group 
size corrections generated more strongly structured networks, as evidenced by 
increased variation in all key network metrics. This could be of great use to 
researchers using SNA to develop an idea of social preferences. For example, 
social networks have often been used to study alliances (Connor, Heithaus & 
Barre 2001; Lusseau 2003; McDonald 2007; McDonald 2009; Wiszniewski, 
Brown & Möller 2012; Kurvers et al. 2013), and placing more emphasis on 
interactions in small groups might provide a more powerful approach for 
detecting alliances and long-term stable associations as strong associations are 
intuitively more likely to persist in smaller groups.   
Familiarity and social preferences are also important in modulating 
numerous social behaviours (Johnsson 1997; Croft et al. 2006; Gilby & 
Wrangham 2008; Carter et al. 2009; MacIntosh & Sicotte 2009), and therefore 
using group size corrections to increase the importance of interactions in small 
groups is also likely to be a potentially important consideration in studies that 
link animal behaviour and social networks (Croft et al. 2006; Carter et al. 2009; 
Croft et al. 2009; Aplin et al. 2013). However, the precise nature of the 
behaviour investigated should be considered before applying group size 
corrections in these cases. By using a group size correction to obtain this 
information, greater emphasis is placed on the importance of interactions in 
small groups. This is something that will be important in the study of some 
social behaviours, but less so if familiarity or repeated interactions influence 
these behaviours at a group-level or alter patterns of collective behaviour. It 
also minimises the influence of individual variation in gregariousness in a similar 
manner to Godde et al. (2013), and therefore the importance of these 
125 
 
differences in gregariousness in understanding the behaviour being investigated 
should also be a consideration. 
 
Epidemiological networks 
For other uses of social networks it is understanding interaction 
distances, and how inter-individual density covaries with group size that is most 
important. The most obvious example here is networks used to explain 
epidemiological processes (Hamede et al. 2009; Danon et al. 2011; Bull, 
Godfrey & Gordon 2012; Weber et al. 2013). It is highly likely that meaningful 
interaction distances vary greatly between pathogens, and this will influence 
how networks should be constructed. Often disease transfer requires close 
contact between individuals (Hamede et al. 2009; Weber et al. 2013), and as a 
result the probability of meaningful interactions occurring would be reduced 
considerably in larger groups, and the use of corrected networks may be 
advisable. However, other pathogens may be infective over much greater 
distances, or have longer transmission periods, considerably reducing the 
impact of increases of group size on the probability of interaction. An extreme 
example illustrating how this might occur is work by Godfrey et al. (2009) which 
demonstrated that a transmission network constructed by connecting individuals 
that had shared a refuge within 24 hours was a good predictor of parasite 
transmission in gidgee skinks (Egernia stokesii). This work clearly highlights the 
potential importance of shared space use in the spread of some parasites, and 
therefore how using uncorrected networks constructed using GoG will be useful 
in some epidemiological networks. 
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Information transfer 
Another important use of networks in ecology has been to understand 
patterns of information transfer (Aplin et al. 2012; Claidiere et al. 2013; Atton et 
al. 2014; Boogert et al. 2014). For example, (Aplin et al. 2012) found that 
individual centrality measures in uncorrected networks predicted how quickly 
individuals would find novel food resources. In this situation, where centrality 
measures will describe gregariousness and the tendency of individuals to move 
between groups, using uncorrected networks is likely to be more informative 
than using networks that greatly reduce the importance of weak interactions. 
Patch discovery will occur at a group level, so considering the likelihood of 
interactions within a group is of very limited importance. However, when the 
focus of information transfer is at a smaller scale, the group size effect becomes 
more important. For example, social learning can often occur through an 
individual observing a demonstrator (Heyes 1994; Kavaliers, Colwell & Choleris 
2005; Aplin, Sheldon & Morand-Ferron 2013), and an interaction of this nature 
will be more likely in smaller groups. In addition, empirical work has often 
demonstrated the importance of familiarity in social learning (Ward, Hart & 
Krause 2004; Kavaliers, Colwell & Choleris 2005; Atton et al. 2014), which 
furthers the importance of generating more structured networks that place 
greater emphasis on interactions in small groups. In this area of research it may 
even be possible to exploit the different information provided by uncorrected 
and corrected networks to provide some idea of how information transfer 
occurs. If close interactions or interactions with familiar individuals are important 
to the process, it would be predicted that group size corrected networks would 
better predict patterns of information transfer. 
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A better understanding of within group dynamics 
Results from our population-level simulations demonstrate the major 
impact correcting or not correcting for group size can have on the outcomes of 
SNA, as well as highlighting how correcting networks may be a powerful way of 
answering important research questions in a network context. Without knowing 
how individuals move and interact within groups, and how these interactions 
differ between different ecological processes of interest, it is impossible to be 
sure how the effect of group size should be corrected for. By using a basic 
agent-based model we have demonstrated how differences in movement 
parameters, flock density and interaction distances can substantially alter how 
changes in group size affect the probability of individuals interacting in a group. 
Even with models that solely consider random motion, several possible 
relationships emerged varying from the probability of interaction being 
independent of group size to there being a rapid negative exponential decrease 
in interaction strength as group size increased. One key finding was the relative 
importance of the relationship between group size and density in influencing 
how interaction probabilities declined with group size. Further work focussed on 
understanding intra-group dynamics would therefore also be highly beneficial, 
especially in exploring the role of random versus non-random movement rules 
in affecting these processes.  
Agent-based models of collective motion are becoming increasingly well-
developed (Couzin et al. 2002; Couzin & Krause 2003; List, Elsholtz & Seeley 
2009; Cavagna et al. 2010; Bode, Wood & Franks 2011; Sueur, Deneubourg & 
Petit 2011; Ioannou, Guttal & Couzin 2012; Miller et al. 2013), and developing a 
framework in which these can be applied to parameterise intra-group social 
dynamics in different systems would further improve our knowledge of when 
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and how to use group size corrections when constructing social networks. In 
particular, by adding basic interaction rules based upon attraction, alignment 
and repulsion (Couzin & Krause 2003), and potentially varying these rules 
according to social preferences or past interactions (Bode, Wood & Franks 
2011) it should be possible to model a wide range of biologically realistic 
scenarios. If these more complex agent-based models of collective motion can 
be developed in a way to make them widely applicable simply with system-
specific parameter changes, then these models will be incredibly powerful in 
directing future methods of social network construction. 
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5. Social and spatial explanations for 
dynamic social interactions in a migratory 
wildfowl population 
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5.1 Abstract 
Many animals form dynamic fission-fusion social systems with the resultant 
patterns of social associations being fundamental in determining many key 
ecological phenomena, such as disease dynamics and the benefits of group 
foraging. The roles of spatial and social factors in determining this social 
structure will be an important influence on the temporal dynamics of the social 
associations that result. However, these spatio-temporal dynamics remain 
poorly understood, especially in migratory populations. We use social network 
analysis to describe the spatio-temporal dynamics of social structure and stable 
social associations in a migratory wildfowl population. We demonstrate that high 
levels of site fidelity are fundamental in driving the generation of non-random 
social structures in this system, and that low levels of adult dispersal result in 
population social structures that show high inter-annual stability. However, we 
show that a purely spatial explanation for these patterns of social interactions is 
not satisfactory, with individuals forming stronger associations with fewer 
individuals than purely spatial patterns of interactions would predict. 
Furthermore, these social associations are somewhat stable throughout staging 
periods, even when individuals move to exploit different resources. Despite 
there being considerable evidence for stable associations persisting both within 
single staging periods and between years, there is no evidence for stable social 
bonds persisting throughout each annual cycle. This research raises interesting 
questions about how the evolution of limited dispersal and site fidelity might be 
closely interlinked with the development of long-term stable social associations, 
as well as having important implications for understanding of disease dynamics 
in migratory populations. 
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5.2 Introduction 
Fission-fusion social systems, in which group sizes and membership are 
spatio-temporally dynamic (Couzin 2006; Couzin & Laidre 2009; Sueur et al. 
2011b), are widespread in animals (Sueur et al. 2011b; Silk et al. 2014). 
Patterns of social interactions in these dynamic fission-fusion societies are often 
highly complex (Wittemyer, Douglas-Hamilton & Getz 2005; Couzin 2006; 
Pinter-Wollman et al. 2013; Silk et al. 2014), and are greatly dependent on 
individual differences (Wilson et al. 2013) as well as variation in the social and 
ecological environment (Sueur et al. 2011b). Fission-fusion social dynamics, 
and the strategies of individuals within them, are likely to have a major influence 
on several key population level processes. For example, information transfer 
has been closely linked to social structure in squirrel monkeys (Claidiere et al. 
2013), and variation in individual social strategy influences the rate at which this 
information is acquired in mixed-species social systems of passerines (Aplin et 
al. 2012). These population-level processes will be highly dependent on the 
temporal dynamics of fission-fusion social structures (Pinter-Wollman et al. 
2013). However, despite this there has been little research into the temporal 
dynamics of fission-fusion societies in animals (see Pinter-Wollman et al. 2013). 
Temporal social dynamics are likely to be especially pronounced in migratory 
species, as variation in the ecological environment across the migratory cycle of 
these species will alter the social dynamics that result (Cortes-Avizanda et al. 
2011). Understanding social dynamics across the annual cycle of these 
populations with have important implications in understanding social behaviour 
and epidemiology. The latter has important applications as migratory 
populations are of particular interest from a disease perspective (Chen et al. 
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2005; Hoye et al. 2011), and the social dynamics that occur across the annual 
cycle will be fundamental in underpinning their epidemiology. 
Space use plays important role in structuring social interactions in many 
fission-fusion systems (Wolf & Trillmich 2008; Mourier, Vercelloni & Planes 
2012; Carter et al. 2013; Shizuka et al. 2014), but its role is particularly 
interesting in migratory populations. Migratory populations occupy different 
areas at different points of their migratory cycle and yet often display limited 
dispersal and high levels of site fidelity (Hansson et al. 2002; Winkler et al. 
2004; Harrison et al. 2010; Buchanan et al. 2012). This creates several possible 
scenarios for the persistence of social structures and individual-level patterns of 
social associations across annual cycles and between years. If adult dispersal 
is constrained then patterns of social associations within staging periods would 
be expected to persist between years. However, empirical evidence for this is 
scarce with only one recent social network example from a fission-fusion 
population. Golden-crowned sparrows Zonotrichia atricapilla maintain social 
associations between years in a complex fission-fusion social system during 
winter staging with both spatial and social explanations being important 
(Shizuka et al. 2014). Equally little empirical research has investigated the 
persistence of non-family social associations across the annual cycle of 
migratory species. The limited evidence available, from greater snow geese 
Anser caerulescens atlantica (Desnoyers, Gauthier & Lefebvre 2012) and 
humpback whales Megaptera novaeangliae (Valsecchi et al. 2002), points to 
social associations not persisting between different points of the migratory 
cycle. However, no studies have considered social associations within the 
context of the population social structure at multiple points in the annual cycle of 
a migratory species. This will be important as an understanding of the relative 
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role of spatial constraints in explaining non-random patterns of social 
associations within staging periods, and their dynamics across the annual cycle, 
would provide valuable insights into the evolution of social behaviour and social 
systems in migratory populations. In particular, dynamic patterns of social 
associations would be expected to have a major influence on changes in social 
foraging behaviour across the annual cycle in these systems.    
Non-random social associations in fission-fusion social systems are 
suggested as being key in determining beneficial alterations to social foraging 
behaviour in such systems (Silk et al. 2014). There is widespread empirical 
evidence for previous social associations among group members - familiarity - 
reducing aggression (Johnsson 1997; Utne‐Palm & Hart 2000; Griffiths et al. 
2004) and vigilance (Roberts 1988; Carter et al. 2009; MacIntosh & Sicotte 
2009; Gaynor & Cords 2012), and thus increasing foraging efficiency (Griffiths 
et al. 2004). Increased familiarity as a result of repeated previous social 
interactions can alter behavioural interactions between both kin (e.g. Frommen 
& Bakker 2004, Edenbrow & Croft 2012) and non-kin (Kurvers et al. 2013), and 
is likely to be especially pronounced when social hierarchies are important 
mediators of social behaviour in foraging groups, as they will be stabilised by 
repeat interactions between individuals (Utne‐Palm & Hart 2000; Hsu, Earley & 
Wolf 2006). The benefits of interacting with familiar individuals can be accrued 
irrespective of the process that drives previous interactions, so in this regard 
non-random social structures driven entirely by spatial factors would still have a 
beneficial effect on social behaviour. However, it would be expected that the 
benefits obtained would be further enhanced if additional social factors 
contributed to generating repeated interactions, meaning that patterns of space 
use and the development of non-random social associations will be very closely 
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linked. This will be especially important in the context of migration. However, 
without an understanding of what drives the temporal dynamics of social 
associations in these populations, it is not possible to fully recognise their 
influence on social behaviour in foraging groups. 
We use a social network approach to investigate social dynamics at 
multiple points in a migratory cycle for the first time using staging populations of 
the east Canadian high arctic (ECHA) population of light-bellied brent geese 
(Branta bernicla hrota). Using a social network approach enables us to quantify 
individual social network positions and place them in the context of social 
interactions at a population level. This population is migratory and exhibits a 
highly dynamic fission-fusion social system during winter and spring staging. 
Individuals roost communally in intertidal areas before forming large, ephemeral 
flocks feeding on intertidal areas or coastal terrestrial grasslands. Membership 
of these foraging flocks is highly dynamic and small groups or individuals 
frequently move between different foraging groups. However, despite the high 
turnover rate of membership of foraging flocks, they typically show low levels of 
dispersal and high levels of site fidelity in site choice during these staging 
periods (Harrison et al. 2010). Additionally, dominance hierarchies remain 
important in driving social behaviour within these groups (Inger et al. 2006a).   
We explore the role of social and non-social processes in explaining 
social network structure at different stages of the annual cycle of this species. 
First we investigate the factors shaping non-random social structure in winter 
and spring staging populations. We predict that spatial constraints will be 
important in driving much of the coarse-level social network structure in these 
populations, but that additional social factors will also be important at finer-
scales meaning that networks differ from those constructed using models that 
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account for only these spatial factors. In particular, we hypothesise that 
individuals form preferred associations that result in them forming fewer but 
stronger associations than predicted by null models. We then explore how 
social associations change within a winter staging period as individuals move 
from intertidal to terrestrial foraging. If preferred social associations are 
important in determining social network structure, then social networks would be 
predicted to be correlated between these two foraging periods even once 
spatial factors have been accounted for. We then use data from our winter and 
spring staging populations to compare the population-level social structure 
between seasons and examine the persistence of social associations across 
the migratory cycle. It is predicted that high levels of site fidelity in staging site 
selection may limit the importance of social preferences driving migration 
strategies, and thus that persistent social associations among different staging 
seasons would be infrequent (Harrison et al. 2010). Finally, we determine the 
inter-annual stability of social associations within each staging period, predicting 
that pairs (dyads) of individuals will tend to remain in the same social network 
communities due to the benefits obtained from site fidelity and repeated 
interactions with other individuals. Together these approaches will provide us a 
better insight into the temporal dynamics of social structure and patterns of 
individual social associations in a migratory population. 
 
5.3 Methods 
Study system 
Data were collected in winter and spring staging populations of ECHA 
light-bellied brent geese between January 2012 and December 2013. The study 
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populations used were Dublin Bay, Ireland (winter) and Alftanes, Iceland 
(spring). In these populations ~10% of geese were marked with alphanumeric-
coded colour leg-rings that made them uniquely identifiable. This enabled social 
and spatial information about these ringed individuals to be gathered in both 
populations. Previous work has demonstrated the potential to use partial 
networks based on small samples of a population (Chapter 3). Sites were 
selected as a result of being important winter and spring staging sites for this 
population, having a relatively high proportion of marked individuals and a high 
density of volunteer observers to provide supplementary data. 
 
Data collection 
 Data collection was split into three periods: early winter (EW; 1st 
November – 31st December), late winter (LW; 16th January – 16th March) and 
spring (S; 29th April - 29th May). Data were collected for each staging period was 
collected in two years (EW: 2012 and 2013, LW: 2011 and 2012, S: 2011 and 
2012). The principal observer (MJS) was present for the majority of each of 
these study periods but additional data submitted to the Irish Brent Goose 
Research Group (IBGRG) resightings database by highly experienced 
observers were also used to supplement these observations for each winter 
study period, but not for spring staging periods. For records from volunteer 
observers, only observations of terrestrial foraging flocks were included due to it 
being easier to define distinct foraging locations for these records.  
The principal observer and team conducted observations in a structured 
manner. During spring staging observations were conducted on a fixed route 
three times on each day that observers were present. This ensured all sites 
were visited regularly and that observations of social associations were 
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conducted over a timeframe which made them independent observations. 
Observations during early winter staging were conducted on intertidal sites two 
hours either side of low water and at terrestrial sites at other times. 
Observations during winter staging periods were conducted on a more 
opportunistic basis, but all core sites were visited on at least one occasion each 
day. Additional data collected along with the individual ring combinations were 
date, time, location and flock size. It was also noted whether flocks were 
observed feeding on terrestrial, saltmarsh or intertidal areas. Family bonds (i.e. 
partners and offspring) were also recorded where possible. Individuals were 
classified as being adults in family groups (with a count of juveniles), paired 
adults, unpaired adults, juveniles in family groups or unassociated juveniles. 
Assignment to families required individuals to be found in close proximity and 
exhibit spatially and temporally coordinated movements (Inger et al. 2006a). 
Duplicated records were removed from the data used to construct social 
networks. 
  
Spatial analysis 
Location data associated with each resighting of an individual was used 
to provide home (foraging) range information for that individual. For winter 
staging periods this was done separately for intertidal and terrestrial foraging 
behaviour as well as for the entire dataset. Home range areas were only 
generated for individuals that had been resighted 10 or more times to increase 
confidence of home range estimates. Home ranges were calculated using 
bivariate normal kernels in the package adehabitatHR (Calenge 2006) in R 
3.1.1 (R development Core Team 2014) for all of these individuals that were 
observed at more than one distinct location (sample sizes are available in Table 
138 
 
5.1). Home range overlaps were calculated by computing the volume of the 
intersection of two home ranges (method “VI” in adehabitatHR). This measure 
of overlap was selected as it has previously been demonstrated to be the most 
robust method with small sample sizes of relocations (Fieberg & Kochanny 
2005). Home range centroids were determined by calculating the mean x and y 
coordinates for all resightings of an individual. A distance matrix of distances 
between home range centroids was then computed. As we were only interested 
in the extent of home range overlap and the distance between home range 
centroids we made no effort to control for the effect of the number of resightings 
on individual home range areas. However, when only individuals resighted 10 or 
more times were included, this effect was minimal.   
 
 
Table 5.1. Sample sizes for social network construction and home range area 
calculations 
Social network analysis 
Social networks were constructed by assuming that two individuals that 
co-occur in a foraging group were associated (Whitehead & Dufault 1999). 
Distinct foraging groups were defined using a chain rule (Croft, James & Krause 
2008) that defined individuals as being in distinct groups if there was a 
separation of 50 metres (a distance based on preliminary observations and 
previous literature: e.g. Pays et al. 2007) or more or they were split by an 
Population Staging period Year 
Size of 
network 
Resighted >10 times 
(individuals for which home 
range area calculated) 
Resighted 
>5 times 
Dublin EW 2012 369 185 (184) 280 
Dublin EW intertidal 2012 239 25 (-) 92 
Dublin EW 2013 317 92 (71) 232 
Dublin LW 2012 449 199 (197) 315 
Dublin LW 2013 429 214 (214) 316 
Iceland S 2012 373 225 (218) 307 
Iceland S 2013 339 213 (195) 270 
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artificial barrier (e.g. a road or fence-line). This information was used to 
construct social networks for the overall dataset, and in the case of EW data, 
separately for intertidal and terrestrial observations. 
Social networks were constructed for each study period. Networks were 
created using half weight association indices (HWI; Whitehead 2008). HWI 
matrices were calculated to account for it being more likely that two geese were 
encountered in the same group. No group size corrections were used in the 
calculation of these metrics as geese are fairly mobile within foraging groups, 
making it likely that the GoG is appropriate in almost all group sizes 
encountered (Chapter 4). Social networks containing all observations from a 
study period were constructed for each of the six periods (see Table 5.1 for the 
size of networks constructed). Additionally, a seventh network for early winter 
staging in 2012/2013 was constructed using only data from intertidal foraging 
sites. 
From these networks a range of key individual-level and population-level 
network metrics were calculated. Node-level metrics calculated and the reasons 
for their use are summarised in Table 5.1. To compare the inter-annual stability 
of networks the “fastgreedy” community detection algorithm in the R package 
igraph (Csardi & Nepusz 2006) was used to assign individuals to communities. 
The number of communities was determined by optimisation of modularity 
scores, which measure the relative number of connections formed within and 
between social communities. This algorithm was used as it was time-efficient 
relative to betweenness-based methods and never failed to run in simulated 
datasets (this was an occasional problem when using eigenvector-based 
methods). The results obtained in the observed datasets were, however, robust 
to the choice of community detection algorithm.  
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Table 5.2. Details of the key network metrics used in Chapter 5 and what they measure at 
an individual and population level  
The variation in all network-level metrics can be used to describe variation in individual social 
strategies. 
 
 
Metric How is it 
calculated? 
What does it measure 
at an individual level? 
What does it 
measure at a 
network level? 
Degree 
A count of the 
number of edges 
connected to a 
node 
 
The number of social 
associations an individual 
has 
 
 
Gives an idea of the 
density of connections in 
the network 
 
Strength 
A sum of the total 
weight of all edges 
connected to a 
node 
 
The total value of all the 
connections an individual 
has 
 
Network-level mean 
describes typical 
gregariousness and 
association weight 
Mean 
association 
strength 
Mean weight of all 
edges attached to a 
node 
 
The frequency with which 
an individual interacts with 
the same individuals 
 
 
Network-level mean 
association strength 
provides a measure of 
mixing or structure in the 
network 
 
Coefficient of 
variation 
Coefficient of 
variation of an 
individual’s 
associations to all 
other individuals in 
the population 
 
Provides a measure of the 
strength of individual 
social preference. Few, 
strong connections will 
result in a high value. Lots 
of weak connection will 
result in a low value 
 
Mean provides an 
alternative measure of 
network density and 
structure 
Betweenness 
The number of 
shortest paths 
passing through a 
node 
 
A measure of how 
important an individual is 
in connecting different 
parts of the network 
 
Network-level mean and 
variation in 
betweenness help 
describe how structured 
a network is 
Eigenvector 
centrality 
The node’s value in 
the eigenvector 
corresponding to 
the maximum 
eigenvalue from the 
association matrix 
 
A measure of the 
importance of an 
individual in the network – 
its second order centrality 
 
Network-level mean 
describes how well-
connected the network 
is  
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Construction of null networks 
Null models for social network structure were constructed using two 
methods to enable us to test the importance of spatial constraints in driving 
patterns of social associations. In method A individuals were re-assigned to 
groups randomly. In method B the locations of all groups were also maintained 
from the observed data, and individuals could only be re-assigned to a group if 
they had occurred at that location in the real dataset. This applied a spatial 
constraint on the ability of individuals to form social associations in this set of 
null models. Method B, therefore, represents an expectation of the social 
structure that would result if social associations existed purely as a function of 
spatial constraints on the probability of co-occurrence in a social group. Thus, 
any additional variation is explained either by very fine-scale patterns of space 
use or social factors, two processes that are likely to be inherently related. 
 Both methods involved re-assigning individuals to groups, with the 
number and size of groups maintained from the observed data. The order of 
individuals and groups was randomised before each re-assignment. For both 
methods individuals could also only be assigned to a group once. If individuals 
remained at the end of the re-assignment process that couldn’t be assigned to 
any of the remaining groups they were added to a randomly selected existing 
group that re-assignment rules allowed them to occur in. This resulted in some 
groups differing in size from their corresponding groups in the observed dataset. 
However, these changes had a negligible effect on the data structure, especially 
as there were a variable proportion of ringed birds in each flock in the observed 
dataset anyway.  
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For each type of null model 1000 random sets of social information were 
generated and used to construct social networks to be compared to the 
observed network for each study period.  
 
Statistical analysis 
 
All analyses were conducted in R 3.1.1 (R development Core Team 
2014) unless otherwise stated. 
 
1. The role of spatial and social factors in social structure 
In order to test whether social network structure was non-random relative 
to the assumptions of random social interactions, the mean and variance of a 
selection of key network-level metrics (Table 5.1) in observed networks were 
compared to the equivalent values in null models constructed without spatial 
constraints (method A). Observed networks were then compared to the 
equivalent values in null models constructed with spatial constraints (method B). 
This made it possible to determine whether the observed social networks 
differed from those expected from random social interactions constrained by 
individual home ranges.  
Matrix regression tests were then conducted in the sna package (Butts 
2008; Butts 2014) to test the relationship between social association strength 
(using HWI association matrices) in the observed networks and home range 
overlap and distance between home range centroids. Models were fitted using 
ordinary least squares and their statistical significance tested by using QAP 
143 
 
permutation tests to generate confidence intervals (Dekker, Krackhardt & 
Snijders 2007).  
 
2. Temporal stability of social structures within staging periods 
 Data from the 2012/2013 winter staging period (the winter for which we 
had high resolution data from both study periods) were used to quantify the 
similarity of social associations between intertidal EW and LW networks. This 
approach used networks containing only individuals that occurred in both the 
intertidal EW (five or more resightings) and LW periods (10 or more 
resightings). A lower threshold was used for intertidal networks as less data 
were available, and birds showed higher levels of site fidelity during this period. 
Matrix regression methods (see above) were employed to determine the 
stability of social associations between these periods by modelling how 
association strength and distance between home range centroids during 
intertidal foraging explained association strength and home range overlap in the 
LW period. Distance between centroids was used for intertidal data, as high 
levels of site fidelity meant many individuals used only one intertidal site, 
preventing a home range from being calculated. Using this measure also limited 
the effect that using a smaller number of relocations for this dataset might have. 
A random individual from each pair was excluded from these analyses if both 
members of a pair were colour-ringed. Otherwise there would be multiple 
measures from a single family, which are known to act as a single cohesive unit 
in this species (Inger et al. 2006a; Harrison et al. 2010). If social associations 
during intertidal foraging are maintained later in the winter then they would be 
predicted to improve model fit when modelling association strength more than 
when modelling home range overlap of the LW data. In addition, the frequency 
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of dyads in which connections were a) maintained, b) gained or c) lost between 
intertidal EW and LW networks was calculated to establish the nature of 
changes in social associations between these periods.  
 
3. Changes in social structure across the annual cycle 
 Population-level network metrics (see Table 5.1) were used to compare 
social networks constructed for each section of the annual cycle. Networks 
constructed for intertidal foraging flocks during the EW period, terrestrial 
foraging flocks during LW and the overall dataset for the S period were 
compared. A descriptive rather than statistical approach was used as 
differences in network size and composition complicates informative statistical 
analysis (Croft, James & Krause 2008). The persistence of social associations 
between winter and spring staging was also tested for both 2012 and 2013 
using mantel tests in the package vegan (Oksanen et al. 2013) on the two pairs 
of association matrices of individuals observed five or more times in each 
staging period. As previously, one individual from a pair was excluded from 
these analyses if both members of a pair were colour-ringed. 
 
4. Inter-annual stability of social network structure 
Community assignment data were used to test the stability of social 
relationships between years. Only individuals resighted 10 or more times in both 
years (148 individuals for LW, 151 individuals for S) were used in the final 
analysis to ensure confidence in their social position. For LW and S periods all 
dyads were scored as being in the same or a different community in each year; 
being assigned a one if they were in the same community or a zero if not. 
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These values were placed in an n by n matrix, with n corresponding to the 
number of individuals in the analysis. The two matrices corresponding to each 
year (2012 and 2013) were then summed for each staging period. This resulted 
in all dyads having a score of two (occurred in the same community in both 
years), one (occurred in the same community in only one year) or zero 
(occurred in the same community in neither year). The same process was then 
repeated in 100 pairs of random (method A) and spatially-constrained random 
(method B) networks for each staging period of interest, to generate a predicted 
normal distribution under these two scenarios. The frequency of individuals 
sharing a community in both years, just one year or in neither year in the 
observed networks was then compared to these normal distributions. Tests for 
significance were performed by calculating Z-scores, with p values adjusted 
following the Bonferroni correction for multiple testing.  
 
 
 
 
 
 
 
 
 
 
5.4 Results 
1. The role of spatial and social factors in generating social structure 
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Figure 5.1. A typical social network from a light-bellied brent goose staging population 
Edges have been filtered to only connect individuals that have co-occurred on 5 or more 
occasions Colours represent social communities as assigned by the Girvan-Newman algorithm 
in NetDraw. Coloured circles on the satellite image map the corresponding social communities 
to their broad geographic locations.  
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Figure 5.2. A comparison of network-level metrics in observed and randomised networks 
The mean and coefficients of variation of five key network metrics for the Dublin late winter network (a and b) and Iceland spring network (c and d) in 2012. Mean 
network metrics are represented as a proportion of the maximum observed measurement of that metric in a given network to enable them to be presented on the 
same scale. Black points represent values obtained from the real, observed network, blue distributions represent the values obtained from 1000 randomised null 
networks and the red distributions represent the values obtained from 1000 spatially constrained null networks. EC is eigenvector centrality, CVAS is the coefficient 
of variation of association strength (including all possible associations) and MAS is mean association strength. 
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Light-bellied brent goose social networks display a non-random social 
structure (Fig. 5.1, Fig. 5.2) in all staging periods. Association strength in all 
observed networks was closely correlated with home range overlap. Models 
containing just an effect of home range overlap were better supported than 
models containing just distance between home range centroids or a 
combination of the two in all staging periods (Table 5.3, and see Table 5.1 for 
sample sizes). These spatial relationships explained between 33.9 and 56.7% 
of variation in social association strength, indicating that non-spatial factors 
must also be important in explaining social network structure in all staging 
periods. 
In all periods randomised networks constructed with spatial constraints 
provided a better description of network properties than those constructed 
without spatial constraints (Fig. 5.2). However, observed networks were still 
different from these spatially constrained null networks, providing further 
evidence for the importance of non-spatial factors. In observed networks 
individuals tended to form fewer but stronger associations than predicted by 
either set of null networks (e.g. Fig. 5.2a and 5.2c). Observed networks 
generated from terrestrial foraging data also tended to have higher mean 
betweenness and lower mean eigenvector centrality than predicted by either set 
of null networks (Fig. 5.2a and 5.2c), but this pattern did not persist in EW 
networks when many birds were foraging predominantly intertidally (e.g. 
comparison to spatial null networks: betweenness Z=0.01, p=0.99; eigenvector 
centrality Z=-1.74, p=0.082). This suggests that variation in space use is more 
important in explaining betweenness values when birds are foraging intertidally, 
with additional factors important during terrestrial foraging. Variation in network 
metrics tended to be similar between observed networks and the spatially-
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constrained null models (Fig. 5.2b and 5.2d). However, in terrestrial networks 
eigenvector centrality was more variable than in null networks, indicating the 
individuals were more variable in their second-order connectivity than expected 
even in spatially-constrained null networks.  
 
Population 
Staging 
period 
Year Best model r
2 
F 
Effects size 
of home 
range 
overlap 
Dublin EW 2012 
home range 
overlap only 
0.339 10200 0.285 
Dublin EW 2012 
distance between 
centroids only 
0.270 6238 NA 
Dublin EW 2012 
overlap and 
distance 
0.380 5167 0.252 
Dublin EW 2013 
home range 
overlap only 
0.377 1503 0.339 
Dublin EW 2013 
distance between 
centroids only 
0.228 733 NA 
Dublin EW 2013 
overlap and 
distance 
0.381 765.9 0.302 
Dublin LW 2012 
home range 
overlap only 
0.366 11130 0.302 
Dublin LW 2012 
distance between 
centroids only 
0.287 7769 NA 
Dublin LW 2012 
overlap and 
distance 
0.377 5851 0.236 
Dublin LW 2013 
home range 
overlap only 
0.567 29820 0.390 
Dublin LW 2013 
distance between 
centroids only 
0.416 16200 NA 
Dublin LW 2013 
overlap and 
distance 
0.567 14920 0.379 
Iceland S 2012 
home range 
overlap only 
0.417 16900 0.273 
Iceland S 2012 
distance between 
centroids only 
0.122 3273 NA 
Iceland S 2012 
overlap and 
distance 
0.417 8450 0.273 
Iceland S 2013 
home range 
overlap only 
0.430 14280 0.270 
Iceland S 2013 
distance between 
centroids only 
0.141 3107 NA 
Iceland S 2013 
overlap and 
distance 
0.430 7143 0.272 
 
Table 5.3. A summary of the relationship between individual utilisation distributions and 
social association strength in the six staging periods studied 
The results of the three models tested is presented, with the best model in bold. 
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2. Dynamics of social networks during winter staging 
Social associations present during intertidal foraging persisted during the 
LW period when individuals foraged on terrestrial grasslands (r2=0.150, 
F=152.4, n=42, p<0.001; Fig. 5.3). This resulted in some stability in social 
interactions throughout a staging period. When social relationships in LW were 
modelled with social associations and intertidal home range information from 
EW intertidal foraging as explanatory variables (for 42 individuals for which 
sufficient information was available), both were found to be significant in the 
final model (r2=0.286, F=173.4; association strength p=0.045, distance between 
centroids p<0.001). When the same explanatory variables were used to explain 
home range overlap in LW (for the same 42 individuals) only home range 
information had a significant effect (r2=0.371, F=254.9; association strength 
p=0.601, distance between centroids p<0.001), demonstrating that previous 
social associations formed during intertidal foraging were important to some 
extent in explaining social associations later in the staging period, but home 
range overlap was independent of previous associations. The change in 
foraging strategy from intertidal to terrestrial feeding did result in a change in the 
population social structure. LW networks tended to be less highly structured 
(LW network density = 0.044, EW intertidal network density = 0.026), with many 
associations in LW networks being newly formed (Fig. 5.4).  
 
 
 
 
 
 
151 
 
 
 
 
Figure 5.3. The relationship between association strength in intertidal and terrestrial 
networks during winter staging 
A 3-D histogram showing the correlation between association strength when foraging intertidally 
and association strength in terrestrial foraging flocks later in the winter for Dublin in winter 
2012/2013. Darker colours represent a higher frequency of dyads possessing associations of 
that strength in each network. 
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Figure 5.4. Changes in associations between intertidal and late winter networks 
The frequency of different changes in social associations between all individuals resighted 
regularly in both EW and LW networks in Dublin Bay in 2012/2013. The height of the bars 
represents the number of dyads for each type of change. 
 
 
3. Dynamics of social networks between staging periods 
 Structure in social networks is broadly similar between different staging 
periods, despite differences in habitat and local topology (Table 5.4). Figure 5.2 
shows the mean network metric values for LW (Dublin) and S (Iceland) 2012 (in 
proportion to the maximum observed value of that metric in the network) and 
additionally their coefficients of variation. It can be seen that for all metrics the 
values in these networks are very similar (Fig. 5.2, Table 5.4). Individuals 
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typically form a very similar number of connections of similar strength in both 
LW and S staging periods relative to the maximum that occurs. In Iceland the 
mean coefficient of variation tends to be higher relative to the maximum value, 
suggestive of individuals having a more restricted set of social associations 
during this period. This pattern is more pronounced in intertidal networks, in 
which mean eigenvector centrality was lower and mean association strengths 
higher, suggesting that this network was much more structured. Variation in all 
key network metrics were similar in all staging periods investigated. 
However, there is no evidence from these study populations that social 
relationships persist in light-bellied brent geese outside pair or family bonds. 
Despite Dublin Bay and Álftanes being important staging population containing 
several hundred marked individuals only 46 individuals from 39 family units 
were observed five or more times at each study site in 2012, and 42 individuals 
from 36 family units were observed on five occasions or more at each study site 
in 2013. Once only one member of each family unit was included in analyses 
there was no correlation between association strength during winter staging and 
spring staging in either year (2012: r = -0.011, n=39, p=0.583; 2013: r=0.010, 
n=36, p=0.366; Fig. 5.5). For example, in 2012 most dyads observed in both 
staging seasons were weakly related in each staging season, some were 
relatively strongly associated in Dublin but lost these associations in Iceland 
and only four non-pair dyads were relatively strongly associated in each (Fig. 
5.5). 
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Pop Season Year 
Size of 
network 
Metric Network-level mean Max value 
Mean as a proportion of 
the maximum value 
Dublin EW intertidal 2012 239 Degree 20.7 76 0.272 
Dublin EW intertidal 2012 239 Mean association strength 0.331 1 0.331 
Dublin EW intertidal 2012 239 Coefficient of variation 5.54 15.5 0.357 
Dublin EW intertidal 2012 239 Eigenvector centrality 0.177 1 0.177 
Dublin EW intertidal 2012 239 Betweenness 257 4761 0.054 
Dublin LW 2012 449 Degree 114 283 0.403 
Dublin LW 2012 449 Mean association strength 0.186 0.500 0.372 
Dublin LW 2012 449 Coefficient of variation 2.90 21.2 0.137 
Dublin LW 2012 449 Eigenvector centrality 0.297 1 0.297 
Dublin LW 2012 449 Betweenness 347 3736 0.093 
Dublin LW 2013 429 Degree 110 226 0.487 
Dublin LW 2013 429 Mean association strength 0.199 0.479 0.415 
Dublin LW 2013 429 Coefficient of variation 2.61 12.1 0.215 
Dublin LW 2013 429 Eigenvector centrality 0.259 1 0.259 
Dublin LW 2013 429 Betweenness 358 4907 0.073 
Iceland S 2012 373 Degree 67.5 165 0.409 
Iceland S 2012 373 Mean association strength 0.144 0.291 0.495 
Iceland S 2012 373 Coefficient of variation 3.18 15.1 0.211 
Iceland S 2012 373 Eigenvector centrality 0.229 1 0.229 
Iceland S 2012 373 Betweenness 349 4187 0.083 
Iceland S 2013 339 Degree 61.1 154 0.397 
Iceland S 2013 339 Mean association strength 0.138 0.297 0.465 
Iceland S 2013 339 Coefficient of variation 3.38 13.2 0.256 
Iceland S 2013 339 Eigenvector centrality 0.229 1 0.229 
Iceland S 2013 339 Betweenness 326 3767 0.087 
 
Table 5.4. Descriptive network-level statistics for five of the networks investigated (one example of an intertidal network and networks for LW and S periods 
for both years). The size of the network is the number of individuals resighted two or more times in that study population during that period.  
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Figure 5.5. The relationship between association strength during late winter and spring 
networks for individuals recorded in both study areas in 2012 
A 3-D histogram showing the correlation between association strength amongst individuals that 
were resighted five or more times in LW 2012 in Dublin and S 2012 in Iceland. Darker colours 
represent a higher frequency of dyads possessing associations of that strength in each network. 
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4. Inter-annual stability in network structure 
 Dyads in observed networks tended to be found in the same and 
different communities in different frequencies than would be predicted using 
entirely randomised null networks (Fig. 5.6). During winter staging dyads tended 
to be found in the same community in both years more often (Z= 22.9, 
p<0.001), and be found in different communities less often (Z=11.8, p<0.001) 
than would be predicted if networks were entirely random. During spring staging 
dyads were found in the same communities in both years more than would be 
predicted if networks were random (Z= 9.56, p<0.001), and fewer dyads were 
found in the same community in only one year (Z=3.70, p<0.001), but there was 
no significant difference in the number of dyads found in different communities 
in both years (Z=-0.63, p=0.53). In both staging seasons randomised networks 
that accounted for spatial constraints were a much better match for the inter-
annual variability of shared community membership (Fig. 5.6). During winter 
staging observed networks fitted well within the distribution predicted by these 
spatially-constrained null networks. During spring staging in Iceland, the 
frequency of dyads found in the same communities in both years was the same 
as in spatially-constrained null networks (Z=1.40, p=0.16), however more dyads 
were found in the same community in neither year than would be predicted by 
these spatially-constrained null models (Z=3.71, p<0.001). This latter result 
indicates some role for previous social relationships in generating non-random 
patterns of social associations in addition to spatial factors. 
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Figure 5.6. Inter-annual social community dynamics in observed and randomised networks 
The frequency of dyads of individuals that occurred in the same community in neither, one of or both years (2012 and 2013) during a) late winter staging in Dublin 
and b) spring staging in Iceland. Crosses represent the frequencies in observed networks, red shaded polygons a normal distribution obtained from 100 pairs of 
spatially constrained null networks and blue distributions a normal distribution obtained from 100 pairs of randomised null networks. Box widths represent quantiles 
containing 95%, 75% and 50% of the normal distribution.  
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5.5 Discussion 
 We utilised social network analysis at multiple points in the annual cycle 
of a migratory population for the first time to explore the factors important in 
social structure and dynamics in these populations. We reveal that non-random 
social structures are linked to spatial constraints, but with additional non-
randomness that can’t be explained by spatial factors and is likely to be linked 
directly to social factors. However, despite the importance of social factors in 
structuring non-random patterns of interactions, stable associations outside 
family groups persist between staging areas only infrequently. Therefore, by 
using social network approaches at different stages of the annual cycle, we 
have demonstrated the dynamic nature of social associations over the course of 
the annual cycle as individuals change foraging preferences and move between 
different staging sites. This study highlights the importance of disentangling the 
relative importance of social and spatial explanations in explaining both social 
structure within a staging period and social dynamics throughout the year. This 
has important implications for our understanding of disease dynamics and 
patterns of social foraging behaviour in migratory populations. 
  
 Social networks in this study system display a predominantly spatial 
structure. Networks show strong spatial structuring at a population-level but 
social interactions are relatively fluid at smaller spatial scales. A similar pattern 
has been found in other avian taxa (Conklin & Colwell 2008; Aplin et al. 2012; 
Farine, Garroway & Sheldon 2012; Shizuka et al. 2014), and spatial structure in 
social networks is widespread across many taxa (Mourier, Vercelloni & Planes 
2012; Carter et al. 2013; Garroway, Bowman & Wilson 2013). The importance 
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of limited space use in the development of highly geographically structured 
social networks, and the role this has in influencing the social interactions of 
individuals might be strongly linked to the evolution of dispersal and home 
ranges. Traditionally, limited dispersal is explained by the advantages of 
interacting with kin (Bowler & Benton 2005; Hatchwell 2010), benefits accrued 
from familiarity with a landscape (Greenwood & Harvey 1982) or as a variance 
stabilising strategy due to the high risks associated with dispersal (Bowler & 
Benton 2005; Ronce 2007). In light-bellied brent geese, for example, juveniles 
remain with their parents for their entire first winter and learn migration routes 
and staging sites from them. This results in birds recruiting into or close to 
parental sites (Harrison et al. 2010), despite the potential for detrimental effects 
of inbreeding (Harrison et al. 2011). However, limited natal and adult dispersal 
coupled with high levels of site fidelity will be important mechanisms in driving 
geographical patterns of non-random social interactions. If individuals accrue 
benefits by forming non-random social associations in this way then the 
development of geographically constrained population social structure provides 
another explanation for these patterns of dispersal and site use that has rarely 
been considered. It may be that familiarity with the social environment is as 
important or even more important as familiarity with the ecological environment 
in the evolution of site fidelity in group foragers. 
 In particular, remaining highly site faithful and interacting with only a 
subset of the population will have a considerable influence on social behaviour. 
Interacting repeatedly with only a subset of individuals in the population will 
increase an individual’s familiarity with other group members and facilitate the 
formation of dominance hierarchies (Goessmann, Hemelrijk & Huber 2000; Hsu, 
Earley & Wolf 2006). Stable dominance hierarchies reduce aggression levels in 
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foraging groups (Hsu, Earley & Wolf 2006), especially as levels of familiarity 
increase (Goessmann, Hemelrijk & Huber 2000; Utne‐Palm & Hart 2000), and 
will thus have a beneficial effect on individual time budgets (Hsu, Earley & Wolf 
2006; Marshall et al. 2012). Whilst these benefits will accrue even when 
repeated social interactions occur solely as a result of shared patterns of space 
use, there would additional benefits obtained by individuals if social 
mechanisms develop to drive additional non-random variation in the social 
associations formed. 
 
Individual social strategies in a dynamic fission-fusion social 
system 
 In this system, whilst spatial constraints clearly represent the most 
important single factor explaining patterns of social associations in these 
populations, there was additional variation in patterns of social associations that 
could not be explained by these constraints. Null models that imposed spatial 
constraints fitted the observed data considerably better than null models without 
these constraints, but values obtained from the observed networks were still 
rather different for a number of key metrics (Fig. 5.2). Individuals tended to form 
fewer and stronger social associations than predicted by both randomised and 
spatially constrained networks. There also tended to be more variation in mean 
individual association strength (in all networks from completely randomised 
networks) and eigenvector centrality (in most networks from both sets of null 
networks) than predicted by these spatially constrained randomised networks, 
indicating that individuals varied more in their social strategies than would be 
predicted by chance. 
 Variation in eigenvector centrality had previously been shown to be an 
important predictor of the speed at which individuals can acquire social 
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information in a similarly structured fluid fission-fusion social system of mixed-
species passerine flocks (Aplin et al. 2012), and in the acquisition of tool use in 
bottlenose dolphins Tursiops aduncus (Mann et al. 2012). The Dublin wintering 
population of light-bellied brent geese frequently forage on agricultural land, golf 
courses and sports pitches making a better understanding of the spread of 
information in this population valuable in tackling potential human-wildlife 
conflicts.  
Variation in mean association strength represents variation in the number 
of repeated interactions between individuals. Varying familiarity among group 
members represents an important aspect of an individual’s social environment 
and is likely to mediate levels of aggression (Johnsson 1997; Utne‐Palm & Hart 
2000; Griffiths et al. 2004) and vigilance (Carter et al. 2009; MacIntosh & Sicotte 
2009; Gaynor & Cords 2012) with potential implications for foraging efficiency 
(Griffiths et al. 2004, Chapter 6). The benefits obtained by individuals from 
occupying social network positions, and the differences in these strategies 
generated by individual differences (Aplin et al. 2013; Wilson et al. 2013), are 
another important explanation for the existence of non-random patterns of 
social associations that can’t be explained purely by spatial factors. Variation 
among individuals in association strengths in this system is clearly linked to 
space use, differing from entirely random null networks but not those containing 
spatial constraints. This indicates an important role of space use in determining 
individual patterns of social associations, and thus influencing social foraging 
behaviour. 
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The consequences of fission-fusion sociality in the context of 
migration 
 It is also clear that despite the potential benefits obtained by forming 
stable social associations, social interactions are dynamic across the annual 
cycle in this species (Fig. 5.4, Fig. 5.5). Even within staging periods, changes in 
foraging behaviour alter the nature of the population social structure and 
therefore patterns of social interactions. Whilst social interactions formed while 
foraging on intertidal resources during early winter clearly explain some of the 
variation in social association strength later in the winter, the altered nature of 
social dynamics later in the winter result in individuals forming many new 
associations (Fig. 5.4). It is also clear there is limited connectivity between the 
winter and spring staging populations studied beyond family relationships, and 
that the vast majority of social associations formed during spring staging are 
with a different set of individuals (Fig. 5.5). Whilst this is the first study to look at 
the social networks of individuals of a migratory species in multiple staging 
areas, our findings are supported by work that found no evidence of stable 
associations persisting across during migration in colour-ringed snow geese 
(Desnoyers, Gauthier & Lefebvre 2012) or humpback whales (Valsecchi et al. 
2002). These migratory social dynamics will have important consequences on 
epidemiological processes in particular. The formation of a largely new set of 
associations in each staging period will present pathogens with the opportunity 
of spreading between different subpopulations that wouldn’t exist if connectivity 
between staging sites were stronger, and stable social associations persisted 
during migration. Given that waterfowl are important vectors of avian influenza, 
this is likely to have important implications for our understanding of disease 
dynamics in these populations (Hoye et al. 2011; Hill et al. 2012; Dijk et al. 
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2014), and therefore how they are likely to contribute to the global spread of 
these potentially zoonotic pathogens (Ellis et al. 2004; Chen et al. 2005). 
 For individuals, the fact that stable associations (outside of family 
groups) only rarely persist across an annual cycle is likely to influence social 
and foraging and behaviour throughout a staging period. After arriving in a new 
staging area, there are likely to be more aggressive interactions and reduced 
foraging while individuals are less familiar with each other and dominance 
hierarchies are still to be formed. This effect may be mediated somewhat by the 
high inter-annual stability in social network structure and space use, especially 
the establishment of dominance hierarchies. Although dominance in geese is 
somewhat determined by family group size (Black & Owen 1989; Mulder, 
Williams & Cooke 1995; Poisbleau et al. 2006), and therefore will vary between 
years to some extent, differences in individual quality are likely to mean 
dominance is relatively fixed over longer time-scales. Therefore, in cases where 
dominance hierarchies are key mediators of social behaviour, the continuation 
of familiarity with the social environment may be just as important as familiarity 
with the ecological environment in influencing limited dispersal and site fidelity 
in migratory populations. 
 
Conclusions 
 This is the first study to investigate social network dynamics across 
multiple stages of the annual cycle of a migratory species. We found that 
patterns of social associations within staging periods and between years are 
highly stable. This is largely, but not exclusively, driven by high levels of site 
fidelity in these populations. We have highlighted the relationship between 
space use, non-random social interaction and the evolution of limited dispersal 
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and high site fidelity. These processes will be closely interlinked, and a better 
theoretical understanding of how they might evolve together would be very 
beneficial. We have also supported the growing evidence that even in fluid 
fission-fusion social systems such as this one, individuals will vary in the social 
strategies that they follow. Finally, we have stressed the importance of following 
social interactions across multiple stages of an annual cycle to fully understand 
their impact on social behaviour and population level processes. 
  
 
 
 
 
 
 
 
 
 
 
165 
 
 
 
 
 
6. Familiarity breeds content: the 
importance of social context in explaining 
group foraging behaviour 
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6.1 Abstract 
Social foraging is widespread in animals, and often occurs in the context of 
highly dynamic fission-fusion social groups. This is likely to generate substantial 
variation in the social environment of foraging groups that would be predicted to 
have major implications for social behaviour and individual time-budgets. In 
addition there are often non-random structures that persist within these fission-
fusion populations, as sub-sets of individuals form stable long term associations 
with one another. However, our understanding of the role of the social 
environment in explaining individual behaviour in fission-fusion social groups 
remains limited, and few studies have investigated the potential foraging 
benefits of forming long-term associations in this type of system. Here we use 
social network analysis in a population of socially foraging light-bellied brent 
geese to quantify the social environment in groups and enable us to explore 
how the composition of social groups can influence aggression and vigilance. 
We show that familiarity, at a flock level and individual level, alongside more 
conventional explanations for social behaviour is vital in explaining variation in 
individual time budgets and foraging success. Individuals tend to be spend less 
time involved in aggressive interactions and vigilance when feeding in more 
familiar flocks, with an additional effect of an individual’s familiarity with the rest 
of the flock able to mediate this effect in less familiar flocks. Furthermore, 
increased aggression leads directly to increases in vigilance highlighting how 
small differences in social context can scale-up to having large effects. This is a 
rare demonstration of the benefits of forming non-random social associations in 
fission-fusion social systems for foraging success, with implications for the 
evolution of individual strategies and population-level patterns of social 
associations in these dynamic societies. 
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6.2 Introduction 
Many animals forage in groups, and the benefits and costs of group 
foraging have been the subject of considerable ecological research (Krause & 
Ruxton 2002). From this it is clear that understanding social behaviour and time 
budgets of animals that forage in groups is in turn fundamental to understanding 
the evolutionary dynamics of those systems.  One of the most important trade-
offs in group foraging is that between the anti-predation benefits of being in a 
group (Elgar 1989; Lima 1995; Parrish & Edelstein-Keshet 1999), and the 
increased competition for resources with conspecifics (Janson 1988; Focardi & 
Pecchioli 2005). This results in individuals having to balance time spent foraging 
with time spent vigilant and involved in aggressive interactions. Their ability to 
manage this trade-off is highly likely to have direct consequences for their 
survival and fitness (Inger et al. 2006a; Watson, Aebischer & Cresswell 2007; 
Cresswell & Whitfield 2008). It will therefore have considerable implications for 
the evolution for how individuals manage behavioural trade-offs as distinct 
behavioural strategies or personalities (Carter, Pays & Goldizen 2009; Sansom, 
Lind & Cresswell 2009; Couchoux & Cresswell 2012), and even social systems 
themselves (Carter et al. 2009; Silk et al. 2014). This is especially true when 
these interactions occur in dynamic fission-fusion social systems (Aureli et al. 
2008; Couzin & Laidre 2009), as group membership, and therefore the social 
context of behaviour, is more dynamic than in more stable social groups. 
Despite this there has been little exploration on social behaviour in group 
foragers in a fission-fusion context. 
More generally, individual time-budgets in group foragers have received 
considerable empirical attention (Elgar 1989; Beauchamp 1998; Krause & 
Ruxton 2002; Marshall et al. 2012), particularly the role of anti-predator 
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vigilance as an explanation for social foraging (Elgar 1989; Lima 1995; 
Beauchamp 2008; Beauchamp 2013). However, it is likely that vigilance 
behaviour could be beneficial when used to monitor any potential threat, not 
specifically predators. In social foragers it is probable that the most frequent 
threats to an individual are aggressive conspecifics. This would mean that a 
significant component of vigilance behaviour in these systems could well be 
social (MacIntosh & Sicotte 2009; Favreau, Goldizen & Pays 2010; Gaynor & 
Cords 2012), rather than anti-predatory vigilance. Thus, incorporating social 
vigilance into our view of group foraging has the potential to substantially alter 
our understanding of the trade-offs involved in group foraging. It is likely to 
considerably increase the costs of increases in aggression due to the positive 
feedback this will have on vigilance behaviour (McDonough & Loughry 1995; 
Pannozzo et al. 2007), as well as masking, or increasing variation in, the group 
size effect on anti-predator vigilance (Beauchamp 2013).The social environment 
in fission-fusion social groups will be highly variable and thus have an important 
influence on social vigilance behaviour. However, there is still a limited 
understanding of the role of the social environment on aggression and social 
vigilance in fission-fusion social groups. 
In fission-fusion systems the role of the social environment on social 
behaviour within foraging groups is likely to be much more complex than the 
outcome of well-studied processes such as stable dominance hierarchies (Hsu, 
Earley & Wolf 2006) and group size effects (Elgar 1989; Beauchamp 1998; 
Beauchamp 2008). In these systems, where group membership is spatio-
temporally dynamic (Couzin & Laidre 2009; Sueur et al. 2011b), familiarity with 
other group members will be a particularly important mechanism in influencing 
social behaviour (Sueur et al. 2011b; Silk et al. 2014) that operates alongside, 
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and in addition to, the formation of dominance hierarchies. Familiarity in 
dynamic social systems will be fundamental in the development of social 
hierarchies. For example, dominance hierarchies in juvenile European crayfish 
have been demonstrated to become more stable with reduced aggression as 
individuals become more familiar with each other (Goessmann, Hemelrijk & 
Huber 2000). However, familiarity with other individuals will also alter how 
individuals use social information (Swaney et al. 2001; Kavaliers, Colwell & 
Choleris 2005), with potential implications for how vigilance is used in a social 
context. In eastern grey kangaroos Macropus giganteus vigilance is more 
synchronised than would be expected as a result of independent scanning 
(Pays et al. 2007b; Pays et al. 2009), and experiments presenting a predator to 
a single focal female have demonstrated that individuals increase their own 
vigilance in response to other individuals detecting a threat without being able to 
detect it themselves (Pays et al. 2013). In this species stronger previous social 
associations reduce levels of vigilance in foraging groups, with it being 
speculated that this was due to a reduction in this vigilance copying behaviour 
(Carter et al. 2009). 
In order to understand the role of familiarity and the social environment in 
influencing individual time budgets it is necessary to be able to quantify patterns 
of social associations at a population level. The recent development of social 
network analysis (SNA) as a tool in animal behaviour research (Croft, James & 
Krause 2008; Wey et al. 2008; Pinter-Wollman et al. 2013) provides a 
methodology by which we can now improve our knowledge of the social 
environment in animal groups, and therefore start understanding the social 
context of these behaviours more comprehensively. SNA provides an 
opportunity to describe the social relationships of all the individuals in a 
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population, and as such can provide metrics that describe the closeness with 
which any two individuals in a population have previously associated. Using 
these metrics should provide a novel perspective on the social composition of 
animal groups, and is thus likely to prove very important in furthering our 
understanding of how variation in the social environment influences patterns of 
behaviour and consequently individual time budgets. 
Here we test predictions relating to the key factors that influence 
vigilance and aggressive behaviour in a social forager, the light-bellied brent 
goose (Branta bernicla hrota). This species forms a dynamic fission-fusion 
social system, generating considerable variation in the social environment in 
foraging groups. We combine a suite of covariates shown to be important in 
other studies of social behaviour with complementary social network information 
from the same population. This provides a unique opportunity to explore the 
importance of the social and ecological environment in explaining patterns of 
social behaviour in groups of this species. Our key predictions are that i) 
increasing levels of familiarity (as measured by social association strengths in a 
social network) in foraging flocks, both at a flock level and an individual level, 
will reduce the probability of aggression occurring and the amount of time 
individuals spend involved in agonistic interactions, ii) both reduced aggression 
levels and increased familiarity will decrease vigilance behaviour so that iii) 
individuals can spend more time foraging in flocks with higher levels of 
familiarity.  
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6.3 Methods 
Study system 
The research was conducted on a long-term study population of East 
Canadian High Arctic (ECHA) light-bellied brent geese (Inger et al. 2006a; Inger 
et al. 2008; Harrison et al. 2010; Inger et al. 2010; Harrison et al. 2011). Birds in 
this population are caught with cannon nets and fitted with coloured Darvic leg 
rings with alphanumeric combinations to make individuals uniquely identifiable. 
When caught wing length, head-bill length and mass are measured (Inger et al. 
2006b; Harrison et al. 2010; Inger et al. 2010) and some individuals are sexed 
either by cloacal examination or using molecular methods at a later date (Inger 
et al. 2006b; Harrison et al. 2010).  Data were collected in the Dublin Bay and 
Baldoyle Bay winter-staging areas between November 2012 and March 2013. 
Colour-ringed individuals made up approximately 10% of this staging population 
during this period. 
 
Social network analysis 
Social networks were constructed based on resightings of colour-ringed 
individuals during the periods November 1st – December 31st 2012 and January 
16th – March 16th 2013. Networks based on the whole winter period were used 
for all observations to ensure greater reliability in association measures. All 
resightings available in the Irish Brent Goose Research Group (IBGRG) 
database were used provided records included a site, date and flock size. Any 
duplicated records of flocks were removed from the analysis. Social networks 
were constructed using the gambit of the group assumption (Whitehead & 
Dufault 1999; Croft, James & Krause 2008) using all individuals resighted two or 
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more times in either study period. Only multiply resighted individuals were used 
to reduce error associated with misidentification of individuals. This resulted in a 
social network containing 467 unique individuals. Edges were weighted using 
the half weight index (HWI) to account for the fact that two individuals were 
more likely to be recorded when they co-occurred in a group (Whitehead 2008). 
No group size correction was applied (Chapter 4), as individuals are highly 
mobile within terrestrially foraging flocks of this species and we were interested 
in group-level patterns of social behaviour. Measures of binary degree 
(Bonacich 1972), strength (Barrat et al. 2004), betweenness (Freeman 1977), 
mean association strength (strength divided by degree) and eigenvector 
centrality (Bonacich 1987; Bonacich 1991) were calculated for all individuals in 
this network. 
The values of all network metrics with the exception of betweenness 
depended on the number of times and individual was resighted during network 
construction. To correct for this effect and collapse the network metrics used 
into a single measure of social position, a principal components analysis (PCA) 
was used. PC1 was closely correlated with resighting frequency (r=0.77, n=134, 
p<0.001) and therefore accounted for the relationship between most of the 
network metrics and resighting frequency (loadings: degree = 0.433, strength = 
0.588, mean association strength = 0.364, betweenness = -0.003, eigenvector 
centrality =0.578). PC2 was then selected as a measure of individual social 
position as it was uncorrelated with resighting frequency (r=0.09, n=134, 
p=0.31) and described differences in sociality between individuals which were 
of interest. High values of PC2 represented individuals that had high mean 
association strength (loading = 0.602) and low degree (loading = -0.549) and 
betweenness (loading = -0.570), but explained little variation in strength 
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(loading = -0.052) and eigenvector centrality (loading =0.083). Thus a high PC2 
score represents an “associative” social strategy, in which individuals tended to 
interact repeatedly with a smaller number of individuals. This measure of 
“associativeness” was categorised into high or low for use as an explanatory 
variable in statistical models based on whether individuals had positive or 
negative values for PC2. 
 
Behavioural Data Collection 
302 focal observations of behaviour were conducted on 134 uniquely 
identifiable colour-ringed individuals. Regularly resighted individuals were 
selected opportunistically for focal behavioural sampling. Observations were 
conducted for a minimum time period of three minutes and a target time period 
of five minutes, which provided a sufficient length of observation to record 
differences in the behaviours of interest. For each observation, the site of the 
observation (one of 21 urban green spaces in Dublin), date, time, group size 
and the identity of all other colour-ringed birds in the group were also recorded. 
Archived weather data for Dublin airport was also collected online for use in 
analyses. 
 
 
 
174 
 
 
Figure 6.1. An illustration of scores of aggression intensity in light-bellied geese 
Aggressive interactions are scored on a scale from 1-5 with three examples given here. A score 
of 1 indicates a bird pointing its head towards another individual. A score of 3 would indicate a 
bird extending its head and neck towards another individual and advancing several steps. A 
score of 5 would be given if a bird advances rapidly towards another individual and physical 
contact occurs. For further detail see Inger et al. (2006). 
 
For the duration of each focal observation birds were recorded as either 
head up or head down. At the same time all agonistic interactions that involved 
the focal individual were recorded and scored for aggression intensity using the 
methods of Inger et al. (2006a), as illustrated in figure 6.1. A distinction was 
made between interactions in which the focal individual was the aggressor and 
those in which it received aggression from other individuals. Throughout all 
focal observations periods preening, scratching or stretching were recorded as 
comfort behaviour (a distinct classification from vigilant or aggressive 
behaviour) and excluded from the analysis if they exceeded 30 seconds in 
length. Additionally, head up periods that contained walking behaviour (three or 
more steps in a single direction) or high local vigilance behaviour (exceptional 
levels of synchronised vigilance behaviour in all neighbouring individuals) were 
recorded. Both of these behaviours recorded simultaneously were a proxy for 
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disturbance, and so head up periods including both of these behaviours were 
excluded from the analysis.  
 
Statistical Analysis 
A proportion of time that an individual spent aggressive (head ups that 
included one or more aggressive interactions) and vigilant (head ups that did 
not include any aggression or comfort behaviour) were calculated by dividing 
the time each individual spent performing these activities by the total focal time. 
It was assumed that for the remaining time an individual was foraging (periods 
of comfort behaviour were sufficiently unusual to have a negligible impact). 
These proportions were then logit transformed to ensure the data had a 
gaussian error distribution (Warton & Hui 2011).  
HWI values from the association matrix were used to calculate the mean 
association strength of all ringed individuals in a flock, and that of each focal 
individual to all other ringed individuals in a flock. Mean individual association 
strengths were within group centred by subtracting the mean flock association 
from their value (van de Pol & Wright 2009). This prevented them from being 
correlated with flock mean association strengths and enabled us to detect how 
the advantage of association strength at an individual level depended on the 
mean familiarity of the flock. 
Linear mixed models and generalised linear mixed models were used to 
determine how vigilance and aggressive behaviour were related to a number of 
social and ecological variables (Table 6.1). “Ecological” fixed effects were used 
as blocking variables for factors known to influence individual time budgets. All 
two-way interactions between “social” fixed effects and individual social position 
were included in the full model. Group sizes were logged as the effect of group 
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size on vigilance is expected to be non-linear (Beauchamp 2003). Sex was not 
used as an explanatory variable in the models as insufficient individuals in this 
study population had been sexed on capture. Models containing a complete set 
of candidate variables and the interactions outlined above were constructed in 
R3.1.1 (R development Core Team 2014) using lme4 (Bates et al. 2014) for i) 
the occurrence of aggressive interactions (logistic model; binomial error), ii) the 
proportion of time an individual spent in aggressive head ups (head up periods 
that included one or more aggressive interactions, n=230 focal observations; 
logit-transformed, normal error), iii) the proportion of time spent vigilant (logit 
transformed, normal error) and iv) proportion of time spent feeding (logit 
transformed, normal error). Measures of group size, time of day, total 
aggression initiated, total aggression received and mean aggression intensity 
were grand mean centred in all models to make model estimates for the 
intercept more biologically relevant (Schielzeth 2010). 
Candidate models from each full model were then ranked by AICc values 
using the package MuMIn (Bartoń 2013) and models within 2 AICc units of the 
top model were retained. The estimates discussed in the results section and 
used to plot figures are from the top model in each candidate model set (Table 
6.2). However, the aggregate weights of the models in which each parameter in 
the top model set appears are represented in Table 6.2 to demonstrate that 
these variables were included in all, or the majority, of the most parsimonious 
models. Intra-class correlation coefficients (ICCs) were calculated for model i) to 
find the proportion of variation explained by flock and individual traits, and site 
differences. ICCs were calculated according to the methods of Nakagawa and 
Schielzeth (2010), with 
  
 
 used as the residual variance.  
 
177 
 
 
Variable Variable type Effect type Hypothesis 
Season (early vs. late winter) Ecological Fixed 2-level factor 
Lower vigilance in late winter 
Less aggression in late winter 
Time of day Ecological Fixed covariate 
Vigilance increases as birds 
reach daily energy intake 
requirement 
Minimum night time 
temperature 
Ecological 
Fixed 2-level factor 
(above/below zero) in 
vigilance and foraging 
model 
Vigilance is reduced when the 
night time temperature dropped 
below zero due to reduced 
feeding efficiency 
Group size Ecological Fixed covariate 
Reduced vigilance in larger 
groups 
Increased aggression in larger 
groups 
Site Ecological Random 
Differences between sites due to 
variation in risk and habitat 
structure 
Mean flock association Social Fixed covariate 
Less vigilance and aggression in 
flocks with higher mean 
association strength 
Mean individual association Social 
Fixed covariate (within 
group centred) 
Reduced vigilance and 
aggression as mean individual 
association strength increases 
Total aggression initiated Social 
Fixed covariate in 
vigilance models 
Increased vigilance as 
aggression increases if social 
vigilance is important 
Total aggression received Social 
Fixed covariate in 
vigilance models 
Increased vigilance as 
aggression received increases if 
social vigilance is important 
Mean aggression intensity Social 
Fixed covariate in 
aggression models 
Increased rate of aggression and 
time spent aggressive as 
intensity increases 
Flock Social Random 
Unexplained differences between 
flocks 
Social position* Individual Fixed 2-level factor 
Reduced vigilance and 
aggression in “associative” geese 
Individual Individual Random 
Individual differences driven by 
personality traits and differences 
in status 
 
*Social position is PC2 of a PCA of the five network metrics used in this study. “Associative” birds had lower degree, 
lower betweenness, and higher mean association strength. 
Table 6.1. Explanatory variables used in mixed models in Chapter 6, how they were used 
in the models and the reasons for their inclusion 
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6.4 Results 
What makes aggression more likely? 
No aspect of the ecological or social environment outlined in Table 6.1 
was found to have a significant effect on the probability that aggression 
occurred. The null model was within two AICc units of the top model. However, 
a considerable amount of the total variation was explained by differences 
between flocks (R=0.23), suggesting that the probability of aggressive 
interactions may be explained by other factors operating at a flock-level. This 
may be driven by recent events such as disturbance or time since arrival at a 
site, differences in the density of individuals (although densities of foraging 
flocks in Dublin tend not to be particularly variable), or positive feedback 
between agonistic interactions generating differences between flocks by making 
aggressive interactions more likely throughout a flock once some aggression 
has occurred. 
 
What influences the amount of time individuals spending in 
aggressive interactions? 
 The top model for the proportion of time an individual spent aggressive 
involved the mean flock-level association strength, an additional effect of mean 
individual-level association strength, aggression intensity and social position 
(Table 6.2). These variables were also well supported by the rest of the top 
model set (Table 6.2). The strongest effect in this model was an interaction 
between aggression intensity and mean flock-level association strength. An 
increase in mean aggression intensity had a stronger effect in flocks with higher 
mean association strength (Fig. 6.2). This resulted in individuals spending less 
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time aggressive in these more familiar flocks when mean aggression intensities 
were average (flock-level association strength intercept = -2.22±1.21) or below 
average, but more time aggressive when mean aggression intensity was high. 
While the top model did include additional effects of individual-level mean 
association strength and social position, the confidence intervals for these 
effects and their interactions crossed zero indicating that they had limited effect 
on the time each individual was spending aggressive. 
 
Figure 6.2. The relationship between mean aggression intensity and the proportion of 
time spent in agonistic interactions in foraging light-bellied brent geese 
These results are for individuals in flocks of two different mean association strengths: mean 
association strength = 0.13 (black) and mean association strength = 0.33 (grey). Lines are 
model predictions for unassociative individuals in flocks with a mean individual-level association 
strength to the rest of the flock. Shaded areas are 95% confidence intervals around these 
predictions. 
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Response Variable Variables in top model set Importance 
Estimate in 
top model 
Probability of aggression 
occurring 
Null model in top model set 
 
NA 
 
NA 
Time spent in agonistic 
interactions 
Mean flock association 
Mean individual association 
Mean aggression intensity 
Social position 
Season 
Group size 
Mean flock association*Mean 
aggression intensity 
Mean flock association*Mean 
individual association 
Mean flock association*Social 
position 
Mean individual 
association*Mean aggression 
intensity 
Mean individual 
association*Social position 
Mean aggression intensity*Social 
position 
1 
1 
1 
0.96 
0.42 
0.23 
1 
 
1 
 
0.68 
 
0.9 
 
 
0.92 
 
0.32 
-2.22±1.21 
1.29±2.26 
0.55±0.12 
0.32±0.16 
NA 
NA 
4.91±1.49 
 
11.71±13.47 
 
0.32±1.99 
 
0.62±2.49 
 
 
-0.30±3.22 
 
NA 
Time spent vigilant 
Mean flock association 
Mean individual association 
Total aggression received 
Social position 
Group size 
Season 
Mean flock association*Mean 
individual association 
Mean flock association*Social 
position 
Mean individual 
association*Social position 
1 
1 
1 
0.75 
1 
1 
1 
 
0.75 
 
0.75 
-2.36±0.81 
-0.99±1.27 
0.04±0.01 
0.02±0.10 
-0.43±0.15 
-0.33±0.10 
10.49±8.35 
 
2.41±1.23 
 
-1.24±1.95 
Time spent feeding 
Mean flock association 
Mean individual association 
Mean aggression intensity 
Social position 
Season 
Group size 
Mean flock association*Mean 
individual association 
Mean flock association*Mean 
aggression intensity 
Mean individual 
association*Mean aggression 
intensity 
Mean flock association*Social 
position 
Mean individual 
association*Social position 
1 
1 
1 
0.48 
1 
1 
1 
 
0.64 
 
0.74 
 
 
0.48 
 
0.39 
1.54±0.74 
1.59±0.86 
-0.31±0.05 
NA 
0.38±0.10 
0.43±0.16 
12.38±7.54 
 
-0.87±0.65 
 
-1.29±0.98 
 
 
NA 
 
NA 
Table 6.2. Explanatory variables present in the top model set for the four behavioural 
models constructed in Chapter 6, the importance of the models they are contained in and 
the estimate ± standard error in the top model 
Variables in bold are present in the top model.  
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What influences the proportion of time individuals spend 
vigilant? 
 A number of social and ecological variables were found to be important 
in influencing the proportion of time an individual spent vigilant. The variables 
included in the top model and the weighted importance of models containing 
each variable in the top model set is shown in Table 6.2. The proportion of time 
an individual spent vigilant increased as the total aggression it received 
increased (Fig. 6.3), whilst there was no evidence for any effect of aggression 
initiated in the top model set (Table 6.2). This is strongly suggestive of social 
vigilance being important in monitoring conspecific threats. Flock-level mean 
association strengths, individual-level mean association strengths, social 
position and their interactions were also all present in the top model. Individuals 
tended to be less vigilant in flocks with higher mean association strengths (Fig. 
6.4, Fig. 6.5), but this effect was also influenced by their relationship to other 
individuals in the group (Fig. 6.4) and the social position of an individual (Fig. 
6.5). Stronger individual relationships tended to reduce vigilance in weakly 
associated flocks, but not in more closely associated flocks, resulting in 
individuals only being more vigilant in flocks with low mean association strength 
when they had average or below average mean individual-level association 
strength (Fig. 6.4). Individuals in different social network positions responded to 
changes in mean flock-level association strength differently, with there being no 
effect of increasing mean flock-level association strength in individuals with an 
“unassociative” social position and reduced vigilance in “associative” individuals 
as flock-level association strengths became higher (Fig. 6.5). As would be 
expected individuals also spent less time vigilant as group size increased 
(estimate = -0.43±0.15) and later in the winter closer to migration (-0.33±0.10). 
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Figure 6.3. The relationship between the proportion of time an individual spends vigilant 
and the amount of aggression it receives in light-bellied brent geese  
The line shows the prediction of the top model for an unassociative individual in an early winter 
flock with the flock size, mean flock-level association and mean individual-level association set 
to mean values. The grey shaded area represents the 95% confidence intervals around this 
prediction. Points are the residuals from the model fit. 
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Figure 6.4. The relationship between vigilance rate and the mean individual-level 
association strength in flocks of light-bellied brent geese varying in mean flock-level 
association strength  
The lines are model predictions for individuals foraging in flocks with low mean flock-level 
association strength (mean = 0.08; black line) and high mean flock-level association strength 
(mean = 0.38; grey line) for unassociative individuals in early winter flocks with aggression 
received and group size set to their mean values. Shaded areas are 95% confidence intervals 
around these predictions. 
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Figure 6.5. The relationship between mean flock-level association strength and the 
proportion of time an individual spends vigilant for light-bellied brent geese varying in 
social strategy 
The lines are for associative (black line) and unassociative (grey line) individuals. They are 
model predictions for early winter flocks with group size, aggression received and mean 
individual-level association strengths set to their mean values. Shaded areas are 95% 
confidence intervals around these predictions. 
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Does this have knock-on implications for foraging success? 
 As would be predicted from their effects on the time spent aggressive 
and vigilant, flock-level mean association strength, an additional effect of 
individual-level association strength, aggression intensity, group size and 
season were all found to be important in explaining the amount of time an 
individual could spend foraging (Table 6.2). Individual social position was also 
present in the top model set, but only in models that were relatively weakly 
supported (Table 6.2). There was an interaction between flock-level mean 
association strength and the additional effect of individual-level mean 
association strength. Individuals in groups with lower mean flock-level 
association strengths obtained a benefit from being more closely associated 
with other members of the group on average, but there was no benefit in more 
familiar groups (Fig. 6.6). Increasing mean aggression intensity reduced the 
amount of time an individual spent foraging (estimate = -0.31±0.05), with weak 
evidence that this effect was stronger as flock-level mean association strength 
(estimate = -0.87±0.65) and the additional effect of individual-level association 
strength (-1.29±0.98) increased. The weakness of this effect suggests that while 
this has an important influence on the time spent in aggressive interactions (Fig. 
6.2), it has no additional effects on vigilance. Individuals also spent more time 
feeding in larger groups (estimate = 0.43±0.16) and later in the winter 
(0.38±0.10), as would be predicted from the results of the vigilance model.  
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Figure 6.6. The relationship between within flock association strengths and time spent 
foraging in light-bellied brent geese  
Bars represent different combinations of flock-level mean association strength (first letter) and 
mean individual-level association strength (second letter). H is high and L is low. The graph 
shows the predictions of the top model when group size and mean aggression are set to their 
mean values in an early winter flock. Error bars represent 95% confidence intervals of the 
model predictions. 
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6.5 Discussion 
 The benefits obtained by interacting with more familiar individuals 
provide an argument often used to explain non-random social structures in 
fission-fusion populations (Sueur et al. 2011b; Silk et al. 2014). However, 
empirical evidence for the benefits of foraging in familiar groups in fission-fusion 
social systems is very limited. We clearly demonstrate that increased levels of 
familiarity, both at a flock-level and an individual-level are important mediators 
of aggressive interactions and vigilance behaviour in socially foraging light-
bellied brent geese alongside other more frequently investigated factors such as 
group size, seasonal differences and site differences. We then show that these 
effects result in individuals being able to spend more time foraging in more 
familiar groups. This provides important evidence that how an individual 
interacts with its social environment will be an important mediator of fitness in a 
dynamic social system, with implications for our understanding of individual 
social strategies and population-level patterns of social associations. 
 
Stable social associations, dominance hierarchies and reduced 
aggression 
 Increased familiarity has previously been shown to influence the intensity 
of aggressive interactions in laboratory experiments on fish (Johnsson 1997; 
Utne‐Palm & Hart 2000; Griffiths et al. 2004; Edenbrow & Croft 2012), 
amphibians (Jaeger, Peterson & Montgomery 2002) and rodents (delBarco-
Trillo, McPhee & Johnston 2009). For example, Utne‐Palm and Hart (2000) 
showed that the frequency and intensity of aggressive interactions between 
three-spined sticklebacks (Gasterosteus aculeatus) reduced as individuals 
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became more familiar with each other. However, the only evidence from natural 
systems are cases of reduced aggression directed towards individuals from the 
same rather than different social groups (e.g. Andino et al. 2011). This reduction 
in aggression is likely to be closely linked to the establishment and stabilisation 
of dominance hierarchies (Goessmann, Hemelrijk & Huber 2000; Hsu, Earley & 
Wolf 2006). Repeated interactions between individuals are required for the 
positions of individuals in a hierarchy to be determined (Goessmann, Hemelrijk 
& Huber 2000), and will additionally stabilise social status through winner and 
loser effects (Dugatkin 1997; Dugatkin & Druen 2004; Dugatkin & Earley 2004; 
Hsu, Earley & Wolf 2006). In our study, the intensity of agonistic interactions 
was directly linked to the amount of time an individual spent performing 
agonistic behaviours (Fig. 6.2), but the strength of this relationship depended on 
the familiarity of individuals in flocks. In more familiar flocks increased 
interaction intensity had more of an effect on the time an individual spent 
involved in aggressive interactions. This perhaps suggests that interactions of 
higher intensity are less expected in these more familiar groups, and thus have 
a bigger effect on individual social behaviour than they would otherwise. 
Understanding this interaction between aggression and familiarity is vital in 
establishing the full extent of its implications for individual time budgets, as it 
would be predicted to have a considerable additional effect on individual 
vigilance levels  
 
Aggression and social monitoring 
 If vigilance is important in monitoring conspecific threats, as well as an 
anti-predator behaviour, then aggression and vigilance would be expected to be 
positively correlated. Without this link then the expectation would be for a 
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negative relationship due to the mutually exclusive nature of the activities. We 
found a clear link between aggression and vigilance in this study (Fig. 6.3), 
suggesting that social monitoring is an important explanation for vigilance in this 
species, something that remains relatively poorly documented (but see 
McDonough & Loughry 1995; Pannozzo et al. 2007). Using multiple 
observations in each social group allows us to rule out an alternative 
explanation that increased predation risk increases both anti-predator vigilance 
and aggression (due to decreased inter-individual distances) at a flock-level. 
We also found that increased vigilance was closely linked to aggression 
received rather than aggression initiated. This supports evidence from brown 
capuchins (Cebus apella) that vigilance behaviour was directed towards group 
members that were more aggressive (Pannozzo et al. 2007), highlighting that 
social monitoring is most likely as the threat posed by a conspecific becomes 
greater. There are two likely explanations for this result (which are not mutually 
exclusive by any means), both closely linked to the idea that social monitoring is 
linked to threat posed by other group members. Most simply, it may be that 
individuals that receive the most aggression are subordinate individuals that 
gain more from social monitoring behaviour. Links between vigilance levels and 
social status have been described in a number of primates (e.g. Pannozzo et al. 
2007; Gaynor & Cords 2012), but rarely in other species (but see Cameron & du 
Toit 2005) despite the fact it is probably a widespread occurrence. The other 
likely explanation is a more direct link between receiving aggression and being 
vigilant. Individuals would be expected to respond to receiving aggression on a 
short-term basis by increasing vigilance to monitor other neighbouring 
individuals or monitor aggressive group members more closely, as observed by 
Pannozzo et al. (2007).  
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Social associations and reduced social vigilance 
 There is considerably more evidence for a role of familiarity in explaining 
patterns of vigilance behaviour. Familiarity has been found to affect vigilance in 
a range of mammal species (European rabbits Oryctolagus cuniculus: Roberts 
1988, eastern grey kangaroos Macropus giganteus: Carter et al. 2009), 
especially primates (common chimpanzees Pan troglodytes: Kutsukake 2006, 
blue monkeys Ceropitheicus mitis: Gaynor & Cords 2012, ursine colobus 
monkeys Colobus vellerosus: MacIntosh & Sicotte 2009, Teichroeb & Sicotte 
2012).  However, many of these studies have taken place in primate social 
systems with highly structured patterns of interactions rather than the more fluid 
social interactions, constrained by space use, that are typical of many animals 
(e.g. Conklin & Colwell 2008; Mourier, Vercelloni & Planes 2012; Garroway, 
Bowman & Wilson 2013). Furthermore, none of these studies have considered 
the relative role of familiarity at an individual level and group level. 
Familiarity, both at a group level and individual level, is likely to influence 
aggression levels, the requirement to scan agonistic interactions to provide 
information about the current social environment, and the use of social 
information more generally. For example, MacIntosh and Sicotte (2009) 
attributed reduced vigilance in the presence of familiar neighbours to a reduced 
need for social monitoring, whilst in eastern grey kangaroos a reduction in 
allelomimetic vigilance - the copying of a neighbour’s vigilance behaviour (Pays 
et al. 2007c) - was suggested as an explanation (Carter et al. 2009). Given that 
we have demonstrated the familiarity has a direct effect on the time spent in 
agonistic interactions in light-bellied brent geese it seems likely that this forms 
at least part of the explanation for reduced vigilance in this study system. 
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However, allelomimetic vigilance cascades (Beauchamp 2011; Hare, Campbell 
& Senkiw 2014) do occur in this population (Rutter, Silk and Bearhop 
unpublished data) indicating that social information is also important. 
Furthermore, vigilance can often result from individuals responding to agonistic 
interactions between neighbouring individuals (Rutter, Silk and Bearhop 
unpublished data), which raises the possibility that social monitoring and 
allelomimetism interact closely in influencing group-level patterns of vigilance. It 
is these latter mechanisms that make considering the familiarity of all group 
members, rather than just the social relationships of a focal individual key in this 
species, and in fission-fusion social groups more generally. 
 
The social environment, individual time-budgets and fitness 
 It is clear that previous and current social interactions in a group are key 
in determining agonistic interactions and vigilance behaviour in light-bellied 
brent geese, despite the importance of environmental variables (Fig. 6.2, Fig. 
6.4, Fig. 6.5). We have gone on to demonstrate that this directly influences how 
much time an individual can spend foraging, therefore having a substantial 
impact on individual time budgets (Fig. 6.6). This is despite light-bellied brent 
geese forming highly dynamic fission-fusion social systems in which group 
membership is highly variable and many social associations relatively weak. It 
demonstrates how even small changes in the social context could have 
substantial implications for an individual’s foraging success as a result of its 
combined effect on aggression and vigilance. This may be of particularly 
important in highly-constrained migrants, in which small differences in foraging 
success will have an important effect on phenology and reproductive success. 
For example, in light-bellied brent geese carry-over effects from winter and 
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spring foraging are important in mediating reproductive success (Inger et al. 
2010), making it probable that these patterns of social behaviour could have 
substantial fitness implications. 
 One key aspect of this process that has received relatively little attention 
is how feedback mechanisms operating between and within different social 
behaviours could result in relatively small differences in the social environment 
having major implications on individual time budgets and foraging. Allelomimetic 
vigilance (Gautrais et al. 2007; Pays et al. 2007c), and the vigilance cascades 
that result (Beauchamp 2011), provide an example of how positive feedback 
can result in changes in individual behaviour having a major influence on 
collective behaviour, which in turn will further affect the individuals involved. 
However, as we have shown, aggression and vigilance are also explicitly linked 
by changes to social monitoring behaviour. Our finding that flock differences 
explain a large proportion of variance in the probability of aggression occurring 
perhaps also hint that positive feedback mechanisms operate within agonistic 
interactions as well. It therefore seems plausible that aggression can result in 
further aggression, agonistic interactions trigger increased vigilance through an 
increased requirement for social monitoring and changes in vigilance patterns 
are able to propagate through allelomimetism. These processes provide a key 
mechanism by which small changes in the social environment can have 
considerable implications for collective social behaviour. Clearly this will have a 
major impact on the time budgets and foraging of all individuals in a group with 
numerous important consequences, especially on the modification of the trade-
offs that exist between foraging and anti-predator behaviour, and the acquisition 
of resources.  
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Conclusions 
 We have demonstrated that social context is important in explaining 
aggressive interactions and vigilance behaviour in a long-term study population 
of light-bellied brent geese. Importantly, there was evidence for an interaction 
between agonistic behaviour and vigilance that has received little empirical 
attention in other species. This highlights that relatively small changes in social 
context or environmental conditions can have major implications for individual 
time budgets. Given the potential importance of changes in individual time 
budgets for fitness in dynamic social systems, further empirical and theoretical 
work exploring the impact of repeated interactions on group foraging in fission-
fusion systems will be fundamental to improving our understanding of why these 
widespread social systems are structured the way they are. 
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7. Social network position and body 
condition in a highly dynamic fission-fusion 
social system 
 
 
 
 
 
 
 
 
 
 
 
 
 
196 
 
7.1 Abstract 
Dynamic social systems are widespread in animals. In these systems, individual 
social network position will be correlated with phenotypic differences and social 
status. Some studies have also been able to link individual social network 
position with fitness differences among individuals. However, a correlation 
between fitness and social position may be generated by differences in 
individual quality generating variation in social strategy, or by differences in the 
success of different social strategies. The relative importance of these 
processes has yet to be resolved. We investigate the relationship between 
social status, social network position and body condition in a time-constrained 
staging population of long distance migrant bird. We found that social network 
position is closely linked to social status in this highly fluid fission-fusion social 
system. However, even once differences in social status had been accounted 
for, social network position was related to the ability of individuals to accrue 
energy resources and migrate to breeding grounds in better condition. The most 
beneficial social network position varied between dominants and subordinates 
and closely matched the social network position that they were likely to occupy. 
This demonstrates that social interaction rules in fission-fusion social systems 
can be adjusted according to the relative benefits obtained by following different 
social strategies. Differences in fitness related to variation in social position will 
be central in driving evolutionary processes in dynamic social systems, and this 
study highlights the importance of accounting for other differences between 
individuals when understanding the consequences of variation in social network 
position. 
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7.2 Introduction 
Fission-fusion dynamics, in which group membership is spatio-temporally 
dynamic (Couzin & Laidre 2009; Sueur et al. 2011b), are widespread in animal 
social systems (Croft et al. 2003; Kerth, Ebert & Schmidtke 2006; Lehmann, 
Korstjens & Dunbar 2007; Kerth 2008; Fortin et al. 2009; Aplin et al. 2012). 
These dynamics generate considerable variation in the social environments 
experienced by individuals in groups, which will have implications for social 
behaviour (Carter et al. 2009; Farine et al. 2014) and fitness (McDonald 2007; 
Oh & Badyaev 2010; Marshall et al. 2012). This in turn will be important in the 
evolution of non-random social structure in these dynamic social systems (e.g. 
Croft et al. 2005; Mourier, Vercelloni & Planes 2012; Shizuka et al. 2014), and 
generate variation among individuals in the social strategies they use as a 
function of both fixed (phenotypic differences: Croft et al. 2003, sex: Wolf et al. 
2007, personalities: Croft et al. 2009; Aplin et al. 2013) and conditional (age: 
Ramos-Fernández et al. 2009, body condition: Farine, Garroway & Sheldon 
2012, disease status: Weber et al. 2013) traits. As a result, it is often unclear to 
what extent links between social network position and fitness in fission-fusion 
social systems are cause or consequence. 
Fission-fusion dynamics evolve when there is temporal or spatial 
heterogeneity in the environment (Sueur et al. 2011b). The recent application of 
social network analysis in animals (Croft, James & Krause 2008; Wey et al. 
2008; Pinter-Wollman et al. 2013) has resulted in the quantification of 
population social structure, and individual social network position, in an 
increasing number of fission-fusion social systems. It is clear that patterns of 
social associations are frequently highly non-random, with spatial constraints on 
interactions (Mourier, Vercelloni & Planes 2012; Carter et al. 2013; Garroway, 
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Bowman & Wilson 2013), and other factors such as kinship (Wolf & Trillmich 
2008; Carter et al. 2013), phenotypic similarities (Croft et al. 2005; Croft et al. 
2009) and social preferences (Mourier, Vercelloni & Planes 2012; Carter et al. 
2013; Shizuka et al. 2014) key to driving these patterns. Within these broader 
population social structures individuals have often been demonstrated to 
occupy different positions in a social network as a result of phenotypic 
differences (Farine, Garroway & Sheldon 2012; Aplin et al. 2013). For example, 
Aplin et al. (2013) showed that social network position and personality traits 
were closely linked in a population of great tits Parus major. However, the 
relationship between social dominance, individual status (e.g. body condition) 
and social network position remains poorly understood (but see Farine, 
Garroway & Sheldon 2012) for an example involving dominance in a mixed-
species study system). Social dominance in particular would be expected to be 
closely linked to patterns of social interactions in a group (Rands et al. 2006; 
Marshall et al. 2012) and space use (Whiteman & Côté 2004; Murray, Mane & 
Pusey 2007), and thus be an important consideration when exploring the links 
between social network position and fitness. However, very few studies have 
linked dominance and differences in social network position (but see Farine, 
Garroway & Sheldon 2012), and this has meant the relative importance of 
differences in individual status in explaining links between social network 
position and fitness remain unknown. Unravelling this relationship will be crucial 
to improving our understanding of social evolution within fission-fusion social 
systems. 
An important part of this process is to understand how variation in social 
strategies may affect different individuals in different ways. Non-random social 
associations would be expected to have a substantial influence on individual 
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behaviour in group foragers. In particular, familiarity with individuals is known to 
modulate aggression (Johnsson 1997; Utne‐Palm & Hart 2000), vigilance 
(Carter et al. 2009; MacIntosh & Sicotte 2009; Gaynor & Cords 2012) and social 
learning (Swaney et al. 2001; Kavaliers, Colwell & Choleris 2005), with 
implications for foraging success (Griffiths et al. 2004). Likewise, interacting with 
similar phenotypes facilitates activity synchrony (Conradt & Roper 2000) and 
reduces consensus costs (Conradt & Roper 2000; Conradt & Roper 2003; 
Conradt & Roper 2005), increasing the likelihood of social cohesion with 
individuals with similar phenotypes. As such it may be predicted that individuals 
that form fewer but stronger social associations in a dynamic social system 
would be more successful. However, this may depend on differences among 
individuals, with variation in phenotypic or conditional traits, such as personality, 
influencing the way in which individuals benefit from different social strategies in 
dynamic social systems (e.g. see Aplin et al. 2013). For example, when 
dominance hierarchies are important in influencing social behaviour within 
groups, the benefits obtained from social foraging are accrued asymmetrically 
(Rands et al. 2006). It may therefore be expected that social dominance status 
and social network position covary, creating the mechanism by which 
conditional traits may be important in generating as well as being a 
consequence of any links between social network position and fitness. 
Here we combine social network analysis and a novel randomisation-
based mixed-modelling approach to explore the link between social dominance, 
social strategy and body condition in a long-distance migrant, the light-bellied 
brent goose Branta bernicla hrota (Robinson et al. 2004). Social network 
analysis was used to determine variation in social position between individually 
identifiable colour-ringed light-bellied brent geese. Light-bellied brent geese 
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forage in large groups (Inger et al. 2006a), and form highly dynamic fission-
fusion social systems with patterns of social associations that are strongly 
spatially structured, but with social factors additionally important (Chapter 5). 
Furthermore, the familiarity of individuals in foraging flocks has been 
demonstrated to have an impact on individual time budgets and foraging 
success, with the extent of this effect influenced by individual social network 
position (Chapter 6). During spring staging in particular, this population is highly 
time-constrained and individuals must quickly accumulate energy reserves for 
migration and breeding, with these energy reserves being predictive of 
reproductive success (Inger et al. 2010). This makes this period an ideal time to 
investigate the extent to which social network position can influence proxies of 
fitness.  
Firstly we explore what generates variation in individual social position, 
linking differences in association strength and network centrality to social status 
and home range areas. We then go on to investigate whether differences in an 
individual’s social position influence changes in body condition over the course 
of spring staging once the effects of sex and social status have been accounted 
for. We test the predictions that: i) an individual’s social network position is 
closely linked to its use of space, with individuals using larger areas forming 
more and weaker social associations and being more important in connecting 
different parts of the network; ii) that individuals lower in social status tend to be 
these individuals that utilise larger areas and occupy these “transient” positions 
in the population social structure (more but weaker associations and higher 
betweenness). However, we predict that iii)  more associative social network 
positions (in particular the formation of stronger social associations) will tend to 
improve the ability of individuals to end spring staging in better condition even 
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once social status has been accounted for; but that iv) variation in social 
dominance status will alter how social network position is related to body 
condition, with the ability of subordinate individuals to gain body condition being 
more affected by differences in social network position due to more constrained 
foraging opportunities. In order to incorporate non-independent network data in 
a suitable modelling framework to test these hypotheses, we compare the 
results from linear mixed-effects models run in observed networks to results 
obtained from models run in randomised networks that account for resightings 
effects and group structure. 
 
7.3 Methods 
Study system 
Data were collected during spring staging (29th April - 29th May) 
populations of east Canadian high arctic (ECHA) light-bellied brent geese in 
2012 and 2013. The study population was centred on Alftanes, Iceland (64.1N -
22.0W). In this population ~10% of geese are marked with individual 
alphanumeric-coded colour leg-rings enabling social and spatial information 
about these ringed individuals to be gathered. This site is one of the most 
important spring staging sites for this population. Spring staging is a key period 
in which individuals rapidly accumulate energy resources for migration and 
breeding (Inger et al. 2008; Inger et al. 2010). 
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Data collection  
During each study period the date, time, location and flock size of all 
observed foraging flocks that contained ringed birds were recorded. The 
principal observer and team conducted observations in a structured manner. 
Observations were conducted on a fixed route three times on each day that 
observers were present. This ensured all sites were visited regularly and that 
observations of social associations were conducted over a timeframe which 
made them independent observations.  For each flock the identity of each 
ringed individual was recorded, and additional observations of family 
relationships (presence or absence of partner and number of offspring) and 
body condition were made where possible. Individuals were classified as being 
adults in family groups (with a count of juveniles), paired adults, unpaired 
adults, juveniles in family groups or unassociated juveniles. Assignment to 
families required individuals to be found in close proximity and exhibit spatially 
and temporally coordinated movements (Inger et al. 2006a). Assignment of 
families in this way has been demonstrated to be highly accurate in this 
population (Harrison et al. 2010; Inger et al. 2010). The identity of family 
relationships in any families containing multiple colour-ringed individuals was 
also recorded. Body condition was measured using abdominal profile indices 
(APIs; Clausen, Green & Alerstam 2003; Inger et al. 2008). In this study these 
were measured on a 13 point scale (1-7 with 0.5 increments) by experienced 
and inter-calibrated observers only. In previous studies of geese APIs have 
been demonstrated to be related to body mass and total energy reserves (e.g. 
Madsen & Klaassen 2006).  
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Social network analysis  
Social networks were constructed for 373 uniquely colour-ringed 
individuals in 2012 and 339 individuals in 2013. Social networks were 
constructed using the gambit of the group (GoG) assumption (Whitehead & 
Dufault 1999; Croft, James & Krause 2008). Two individuals were deemed to 
have associated when they co-occurred in a foraging group. Distinct foraging 
groups were defined using a chain rule (Croft, James & Krause 2008) that 
classified individuals as being in distinct groups if there was a separation of 50 
metres or more, or were split by an artificial barrier that they would not cross 
while feeding (e.g. a road or fence-line). For each year networks were created 
using half weight association indices (HWI), as HWI measures better account 
for their being a higher probability of encountering two individuals when they are 
found together in a group (Whitehead 2008). From these networks measures of 
degree (the number of connections), mean association strength (the mean 
weight of each of these connections), eigenvector centrality (the importance of 
an individual within the network; a measure that takes into account second 
order connections) and betweenness (the importance of an individual in 
connecting different parts of the network) were calculated. 
 
Construction of null networks  
Null models for social network structure were constructed by randomly 
redistributing individuals between groups whilst maintaining the number and 
size of groups from the observed data. The order of individuals and groups 
were randomised before each re-assignment. Individuals could also only be 
assigned to a group once. If individuals remained at the end of the re-
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assignment process that couldn’t be assigned to any of the remaining groups 
they were added to a randomly selected group that they were not already 
present in. On the rare occasions that this was required, the process led to 
some groups being incompletely filled and thus slightly smaller, with other 
groups correspondingly slightly larger, than those in the observed data set. 
However, this made negligible difference to the group size distribution. The fact 
that observed groups also contain a variable number of unidentifiable 
individuals further reduces the impact of these slight changes to the group size 
distribution. For each spring staging season 1000 random sets of social 
information were generated and used to construct null networks to be compared 
to the observed network for each study period. The methods of network 
construction were the same as in the observed dataset, and the same metrics 
were calculated to describe the social network position of individuals. 
 
 
Spatial analysis 
Home ranges of individuals were calculated using the spatial information 
provided by resightings data. Home ranges were only generated for individuals 
which had been resighted 10 or more times to reduce the impact of the number 
of relocations on the area calculated. Home ranges were calculated using 
bivariate normal kernels in the package adehabitatHR (Calenge 2006) in R 
3.1.1 (R development Core Team 2014) for all of these individuals that were 
observed at more than one distinct location (n=218 for 2012, n=195 for 2013). 
Home range areas were calculated using 95% contours of usage probability. 
 
205 
 
Statistical analysis 
1. Space use, social status and social position 
 Home range areas were modelled as a function of the number of times 
an individual was resighted, social status and sex, using linear mixed models in 
the package lme4 (Bates et al. 2014) in R 3.1.1 (R development Core Team 
2014) with year and individual as random effects. Home range area was log 
transformed to satisfy assumptions of normality. Social status in many goose 
species, including this study population, is linked to family group size (Black & 
Owen 1989; Mulder, Williams & Cooke 1995; Poisbleau et al. 2006; Inger et al. 
2010). Therefore, we used family relationship data to classify social status, with 
only adults included in the analysis. Individuals were categorised as a) a 
member of a family group, b) a member of a reproductive pair or c) unpaired for 
this analysis. Individuals are sexed on capture, either by molecular methods or 
by cloacal examination (Inger et al. 2010). Only individuals for which sex and 
social status were available were included in the model. Model selection using 
the package MuMIn (Bartoń 2013) was used to identify the most parsimonious 
model by minimising AICc values. 
 The correlation between four key network metrics (degree, mean 
association strength, eigenvector centrality and betweenness) and home range 
area for 2012 data was then calculated in UCINET 6.380 (Borgatti, Everett & 
Freeman 2002), with the number of resightings also included as an explanatory 
variable. This approach uses permutation methods to test the significance of the 
model by randomly permuting values of network metrics between individuals 
10,000 times and calculating the corresponding multiple regressions. Values for 
degree, mean association strength and betweenness were transformed to be 
normally distributed for this analysis. 
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We then used a novel mixed-modelling approach to explain variation in 
social network position. This approach involved comparing the effect sizes 
calculated in the observed social network with equivalent values generated by 
running the same model in 1000 randomised networks. This approach accounts 
for the non-independence of network data and the data structure imposed by 
gambit of the group sampling, enabling us to use linear mixed-effects models on 
this association-based data. The values of degree, mean association strength, 
eigenvector centrality and betweenness were related to the number of times an 
individual was resighted, social status and sex using this approach. Values for 
degree, mean association strength and betweenness were transformed to 
satisfy assumptions of normality. The effect size of each explanatory variable in 
the model for the observed dataset was then compared to the distribution of 
effect sizes from models run in the null networks for each explanatory variable 
in turn. Observed effect sizes that lay outside the 95% confidence interval of the 
mean effect size in randomised networks was treated as significantly different 
from that expected by random chance. 
 
2. Social position and body condition during staging 
 Linear mixed effects models were also used to investigate changes in 
body condition during spring staging for 5316 API measurements from 328 
unique individuals in the 2012 and 2013 study periods. Year and individual were 
fitted as random intercepts, and a random slope for day within year was 
included to account for the potential of environmental factors generating 
differences in the rate of energy gain between the two years of the study. 
Explanatory variables were day, sex, social status, degree, mean association 
strength and eigenvector centrality. The values of the three metrics were 
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standardised within each year to be mean centered and have unit variance in 
the model, as raw values were of different orders of magnitude otherwise. 
Interactions between day, sex and each network metric, and day, social status 
and each network metric were fitted in the model. Models were fitted with a 
normal error distribution as API scores were approximately normally distributed 
and model plots further indicated the suitability of using this error distribution. 
The model was then run in the observed dataset and also in all the randomised 
datasets using the approach described previously. The effect size of fixed 
effects including network metrics were considered significant when the estimate 
from the observed network lay outside the 95% confidence intervals of the 
mean effect size calculated from the randomised networks. 
 
7.4 Results 
1. What explains variation in individual social position? 
Only social status was present in the top model to explain home range 
areas of individuals. Individuals that were unassociated, and therefore of low 
social status, typically used larger areas than family groups (estimate = 
0.91±0.51; Fig. 7.1) or pairs (estimate = 1.15±0.48; Fig. 7.1). Individual social 
network position was also closely linked to social status and not to sex. 
Unassociated individuals formed more, but weaker associations than those in 
pairs or family groups, and these values were outside the 5% confidence 
interval obtained from running identical models in the null networks (Table 7.1). 
These individuals also had considerably higher betweenness than individuals 
either in pairs or family groups (Table 7.1, Fig. 7.2). Individuals in pairs and 
family groups also seemed to show some differences in social network position 
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with the former having stronger associations and higher values of eigenvector 
centrality (Table 7.1). Finally, all network metrics were affected by resighting 
frequency, but the extent of this effect was reduced in the observed network 
relative to randomised networks (Table 7.1). This highlights that individual social 
network positions in these populations are different to those that would be 
expected if patterns of social interactions were truly random.  
Differences in social network position are partially driven by differences 
among the utilisation distributions of individuals at a population level. Both 
degree (r=0.166, n=168, p=0.003) and betweenness (r=0.265, n=168, p<0.001) 
are weakly and positively correlated with home range size. There was no 
relationship, however, with mean association strength (r=0.021, n=168, 
p=0.318). Taken together these relationships indicate that differences in home 
range are of some importance in explaining the differences in social 
associations among individuals of different social statuses, but that additional 
explanations are also required. 
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Metric Contrast Model estimate 
Null estimate 2.5% 
quantile 
Null estimate 97.5% 
quantile 
p value 
Degree Male cf. Female -0.06±0.13 -0.11 0.12 0.27 
Degree Pair cf. Family -0.00±0.12 -0.19 0.13 0.66 
Degree Unassociated cf. Family 0.53±0.41 -0.40 0.26 <0.001 
Degree Resightings 0.05±0.01 0.11 0.12 <0.001 
MAS Male cf. Female 0.02±0.04 -0.01 0.01 0.006 
MAS Pair cf. Family 0.08±0.04 -0.02 0.02 <0.001 
MAS Unassociated cf. Family -0.24±0.12 -0.04 0.05 <0.001 
MAS Resightings -0.01±0.00 -0.01 -0.01 <0.001 
EC Male cf. Female 0.06±0.13 -0.17 0.17 0.51 
EC Pair cf. Family 0.28±0.10 -0.27 0.20 0.007 
EC Unassociated cf. Family -0.26±0.41 -0.59 0.47 0.22 
EC Resightings -0.01±0.01 0.07 0.09 <0.001 
Betweenness Male cf. Female 0.12±0.16 -0.16 0.17 0.16 
Betweenness Pair cf. Family 0.18±0.22 -0.23 0.22 0.10 
Betweenness Unassociated cf. Family 1.68±0.59 -0.53 0.44 <0.001 
Betweenness Resightings -0.01±0.01 -0.04 -0.019 0.003 
 
Table 7.1. The effect size of sex, social status and number of resightings on social network position in observed and randomised networks 
Models for degree, mean association strength (MAS), eigenvector centrality (EC) and betweenness are presented. Contrasts for which p values for the comparison 
between observed and null networks are significant once a Bonferroni correction for multiple testing has been applied are in bold.
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Figure 7.1. The relationship between social status and utilisation distribution area  
The graph shows predictions from a linear mixed effects model. Error bars represent the 95% 
confidence intervals around model predictions. 
 
Figure 7.2. The relationship between social status and betweenness 
The graph shows predictions from a linear mixed effects model for males resighted 20 times. 
Error bars represent the 95% confidence intervals around model predictions. 
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2. How are social network position and changes in body condition related 
during spring staging? 
Change in API during spring staging was found to be affected by sex and 
social status (Table 7.2, Fig. 7.3, Fig. 7.4). Unassociated individuals gained 
body condition at a slower rate had lower fat scores at the end of spring staging 
than individuals in pairs (estimate = -1.00±0.175 API units; Fig. 7.3) or family 
groups (estimate = -0.93±0.18 API units; Fig. 7.3). Males also tended to gain 
body condition at a lower rate (estimate = -0.020±0.002 API units) and depart 
spring staging in poorer condition than females (estimate = -0.60±0.06 API 
units; Fig. 7.4). Several terms in the model containing measures of social 
network position also had confidence intervals that would not cross zero (see 
standard errors in Table 7.3 and Table 7.4). However, when the estimates from 
the model run in the observed network were compared to equivalent estimates 
from randomised networks only mean association strength was found to have a 
significant effect on changes in API scores (Table 7.3 and Table 7.4). 
Unassociated individuals differed from individuals in pairs and family groups. 
Increases in mean association strength had a negative effect on their ability to 
gain body condition, with some weak support that this meant they departed 
spring staging in worse body condition (Fig. 7.5). This results in unassociated 
individuals doing considerably worse relative to individuals of higher social 
status when following these “associative” social strategies, but faring relatively 
less badly when values of mean association strength are lower.  
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Figure 7.3. The effect of social status on API scores in spring staging light-bellied brent 
geese 
The increase in body condition during spring staging in light-bellied brent geese for females in 
pairs (dashed line), females in family groups (solid line) and unassociated females (dotted line). 
The lines are predictions from linear mixed effects models. Shaded areas represent the 95% 
confidence intervals around model predictions. 
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Figure 7.4. The effect of sex on API scores in spring staging light-bellied brent geese 
The increase in body condition during spring staging for male (dashed line) and female (solid 
line) light-bellied brent geese. The lines are predictions from linear mixed effects models for 
individuals in reproductive pairs. Shaded areas represent the 95% confidence intervals around 
model predictions. 
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Contrast Model estimate Standard error 
Daily change: 
Female in pair 
0.091 0.032 
Daily change: 
Male in pair 
0.072 0.032 
Daily change: 
Female in family 
0.093 0.032 
Daily change: 
Male in family 
0.074 0.032 
Daily change: 
Unassociated female 
0.062 0.034 
Daily change: 
Unassociated male 
0.043 0.034 
Departure condition: 
Female in pair 
4.93 0.50 
Departure condition: 
Male in pair 
4.33 0.50 
Departure condition: 
Female in family 
4.87 0.50 
Departure condition: 
Male in family 
4.27 0.50 
Departure condition: 
Unassociated female 
3.93 0.53 
Departure condition: 
Unassociated male 
3.33 0.53 
 
Table 7.2. The model estimates and associated standard errors for terms not containing 
social network information in a linear mixed-effects model for API scores  
All estimates are in API units. Estimates for each level of a factor in this model have been 
obtained by re-levelling factors to change the model intercept.  
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Contrast 
Model 
estimate 
Null estimates 
2.5% quantile 
Null estimates 
97.5% quantile 
p value 
MAS 0.04±0.07 -0.29 0.41 0.91 
Degree 0.20±0.06 -0.45 1.04 0.84 
EC -0.08±0.07 -0.84 0.44 0.73 
MAS*Sex -0.07±0.06 -0.28 0.18 0.80 
Degree*Sex -0.15±0.05 -0.67 0.29 0.94 
EC*Sex 0.00±0.07 -0.30 0.59 0.59 
MAS*Pair 0.02±0.06 -0.39 0.33 0.83 
MAS*Unassociated -1.00±0.37 -1.12 0.80 0.11 
Degree*Pair -0.06±0.06 -0.83 0.68 1.00 
Degree*Unassociated -0.74±0.33 -2.84 1.91 0.87 
EC*Pair -0.03±0.07 -0.30 0.59 0.85 
EC*Unassociated 0.91±0.35 -1.90 2.57 0.66 
 
Table 7.3. Summary of model estimates for the effect of network metrics and interactions 
containing network metrics on departure body condition in the observed network and 
randomised networks  
Units of estimates and quantile values are API scores. Model estimates from the observed 
networks are provided with standard errors. MAS is mean association strength, EC is 
eigenvector centrality. 
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Contrast 
Model 
estimate 
Null estimates 
2.5% quantile 
Null estimates 
97.5% quantile 
p value 
MAS 0.001±0.003 -0.015 0.017 0.98 
Degree 0.005±0.003 -0.028 0.041 0.91 
EC 0.001±0.003 -0.034 0.027 0.73 
MAS*Sex 0.002±0.003 -0.013 0.020 0.69 
Degree*Sex -0.001±0.002 -0.025 0.027 0.79 
EC*Sex -0.003±0.003 -0.025 0.024 0.85 
MAS*Pair 0.001±0.003 -0.014 0.020 0.88 
MAS*Unassociated -0.063±0.025 -0.038 0.065 0.006 
Degree*Pair -0.003±0.003 -0.031 0.040 0.77 
Degree*Unassociated -0.041±0.015 -0.100 0.143 0.32 
EC*Pair -0.003±0.004 -0.036 0.026 0.99 
EC*Unassociated 0.051±0.025 -0.133 0.090 0.20 
 
Table 7.4. Summary of model estimates for the effect of network metrics and interactions 
containing network metrics on daily rate of change in body condition in the observed 
network and randomised networks 
Units of estimates and quantile values are API scores. Model estimates from the observed 
networks are provided with standard errors. MAS is mean association strength, EC is 
eigenvector centrality. 
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Figure 7.5. A comparison of the effect of mean association strength on body condition 
during spring staging in the observed and randomised networks 
The model estimates for the difference between unassociated adults and adults in family groups 
in a) the effect of mean association strength on the daily rate of change in body condition and b) 
the effect of mean association strength on departure condition. The grey distribution is a normal 
distribution based on the distribution of model estimates in 1000 randomised networks. The 
dashed lines represent the 2.5% and 97.5% quantiles of this distribution. The red line 
represents the model estimate of the observed network, and the red shaded area the extent of 
the normal distribution with more extreme values than this. 
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7.5 Discussion 
 Using social network analysis we have demonstrated that individual 
status is likely to be both a cause (through the effect of social dominance 
status) and a consequence (through effects on body condition) of differences in 
social network position between individuals in a fission-fusion population for the 
first time. Whilst an increasing number of studies have linked social network 
metrics with fitness (McDonald 2007; Barocas et al. 2011; Formica et al. 2012; 
Wey et al. 2013), they have failed to account for the fact that differences in 
social network position maybe caused by differences among individuals in 
phenotype or social status, as well as having an impact on individual differences 
themselves. We clearly show that individuals differing in their social dominance 
occupy different positions in a social network, in part due to possessing larger 
utilisation distributions. However, we also show that differences in network 
position have implications for the ability for individuals to gain body condition 
during spring staging, with tentative evidence to suggest that this means they 
may leave staging areas in better condition (which can be directly linked to 
fitness: Inger et al. 2010; Harrison et al. 2013) even once these differences had 
been accounted for. Importantly, individuals of different social status typically 
did best in the social network positions that they were most likely to occupy. 
 
 As predicted, individuals that had larger utilisation distributions in this 
population had higher values of degree and betweenness. Unassociated 
individuals, that were lower in social hierarchies, were more likely to use larger 
areas (Fig. 7.2) and also formed more, but weaker social associations (Fig. 7.2) 
than individuals in pairs or family groups. It seems highly likely that space use 
explains some but not all of these differences in social network position 
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between individuals of different social dominance status. The ability to improve 
body condition during spring staging was related to social network position, 
although this effect was limited to subordinate individuals (Table 3, Table 4). 
Finally, there was a difference between individuals of different social status in 
the relationship between social network position and body condition. 
Unassociated individuals did worse relative to individuals in pairs or family 
groups when they formed stronger social associations than if they used a more 
“transient” social strategy. Therefore, it seems that individuals tend to occupy 
positions in the social network that are of most benefit to them in terms of 
foraging success. Potential explanations for subordinate individuals being more 
successful when not forming stable non-random associations, and for the fact 
that the effects of social network position were only apparent in these 
individuals, and not in more socially dominant individuals, are discussed in more 
detail in the following sections. 
 
Social status and social network position 
 Correlations between social network position and success have now 
been found in a wide-range of taxa (McDonald 2007; Barocas et al. 2011; 
Formica et al. 2012; Wey & Blumstein 2012; Wiszniewski et al. 2012; Wey et al. 
2013), but whilst several of these studies used multifactorial models, they did 
not fully account for differences in individual quality in influencing social network 
position. We clearly demonstrate that differences in social status among 
individuals is closely linked to variation in their social network position (Fig. 7.2), 
and that this is at least partly linked to differences in their utilisation distributions 
(Fig. 7.1).  
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The fact that subordinate individuals occupy different home range areas 
than more dominant individuals raises the question as to whether they are being 
coerced into following these strategies. For example, in sponge-dwelling 
cleaning gobies Elacatinus prochilos, dominants are able to monopolise 
exclusive territories, forcing subordinates to occupy larger home ranges 
(Whiteman & Côté 2004). In fission-fusion social systems, if dominant 
individuals regularly attack subordinates and force them from groups (e.g. 
Murray, Mane & Pusey 2007), then they may end up in a “transient” social 
network position that is sub-optimal for them as a consequence of this coercion. 
However, we found that relative to more dominant individuals subordinates did 
better in these “transient” social network positions. Unassociated individuals 
gained condition at a much slower rate relative to individuals in pairs or family 
groups when comparisons were made for individuals that had high mean 
association strengths (Fig. 7.5). For more “transient” social strategies, in which 
social associations tended to be weaker, these differences between individuals 
of different social status were much less pronounced. This suggests that these 
individuals are more likely to be occupying positions in the social network with 
higher degree and betweenness (Fig. 7.2) at least in part because they do 
better in these social network positions, rather than purely as a result of 
coercion. This is likely to be a result of asymmetries in benefits obtained from 
the formation of dominance hierarchies (Hsu, Earley & Wolf 2006) resulting in 
these individuals being transient and moving more regularly between smaller 
social groups.  
The benefits obtained from interacting repeatedly with other individuals 
and forming dominance hierarchies include reduced aggression (Goessmann, 
Hemelrijk & Huber 2000; Hsu, Earley & Wolf 2006), and in fission-fusion social 
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systems this is likely to increase the stability of larger social groups. However, 
these benefits are likely to be reduced for individuals at the bottom of these 
hierarchies if they still receive aggression and have to monitor the behaviour of 
other flock members to avoid aggressive encounters (Pannozzo et al. 2007; 
MacIntosh & Sicotte 2009; Favreau, Goldizen & Pays 2010; Gaynor & Cords 
2012). Additionally, subordinate individuals may be more successful in smaller 
flocks. There are increased individual contributions to anti-predator vigilance in 
smaller groups (Elgar 1989; Beauchamp 2008), and increased need for social 
monitoring in large groups (Favreau, Goldizen & Pays 2010). This results in 
reduced asymmetry in the requirement for vigilant behaviour between 
individuals at the top and bottom of dominance hierarchies in smaller groups 
due to changes in the predominant explanation for vigilance behaviour. This 
might result in subordinate individuals moving more frequently between different 
social groups in response to changes in group sizes. This will result in them in 
occupying different social network positions, and following a more “transient” 
social strategy due to differences in the optimal size and composition of social 
groups, supporting the idea that direct coercion is unlikely to be important in this 
system.  
 
Social network position and foraging success 
 For individuals higher in social hierarchies there was no strong effect of 
different social strategies on body condition (Table 7.3 and Table 7.4). 
Familiarity within foraging flocks has been demonstrated to influence foraging 
success during winter staging in this population (Chapter 6). Furthermore, there 
is empirical evidence for similar effects of familiarity on social behaviour 
(Utne‐Palm & Hart 2000; Carter et al. 2009; Gaynor & Cords 2012) and foraging 
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efficiency (Griffiths et al. 2004) in a range of other taxa. Therefore, this result is 
somewhat surprising given the scale of energy resource acquisition during 
spring staging in this population (Inger et al. 2008), and the impact of social 
network position on individuals of lower social status.  
This may suggest that spring staging is not sufficiently time-constrained 
for the differences in foraging success generated by variation in the social 
environment to be important in these more dominant individuals. In similar 
barnacle geese, for example, it has been shown that individuals arriving in 
worse condition can compensate to some extent and increase API scores 
slightly faster during the staging period (Prop, Black & Shimmings 2003). It was 
suggested by the authors that this may be achieved by individuals increasing 
the amount of time they were foraging for. Alternatively, the importance of 
accumulating energy reserves during this period may reduce aggression and 
vigilance in foraging flocks, reducing the importance of forming strong social 
associations. For example, in turnstones Arenaria interpres individuals spent 
more time foraging and less time vigilant closer to migration periods (Metcalfe & 
Furness 1984), and a similar effect in this system would reduce the impact of 
being familiar with other group members. However, it is also possible that there 
are hidden costs of reduced foraging success, such as the intake of specific 
nutrients or poor anti-oxidant balance, that are not apparent from observing the 
quantity of fat reserves an individual has accumulated. 
The costs of variation in social network position outlined above will be 
accrued on other aspects of an individual’s physiology or behaviour, and so are 
not apparent in terms of changes to APIs. Inefficient or sub-optimal 
accumulation of energy reserves may carry hidden physiological costs 
(McWilliams et al. 2004). It has been demonstrated in some migrant bird 
223 
 
species that the fatty acid composition of adipose tissue can be important 
(McWilliams et al. 2004; Pierce & McWilliams 2005). For example, the peak 
metabolic rate of migratory red-eyed vireos Vireo olivaceous can depend on the 
fatty acid composition of their diet (Pierce et al. 2005), and there is evidence 
that they adjusted their diets accordingly (Pierce et al. 2004).  Similarly, 
transport of fatty acids to flight muscles requires a substantial up-regulation of 
fatty acid transporter proteins (Guglielmo, Haunerland & Williams 1998; 
Guglielmo 2010), and this together with the requirement to increase lean body 
mass (e.g. Piersma, Gudmundsson & Lilliendahl 1999) will require increased 
uptake of nitrogen rich resources. Therefore, it is highly likely that the quality of 
resource intake, as well as the quantity, will be important. Additionally, the 
balance of reactive oxygen metabolites and anti-oxidants may be an important 
mediator of the costs of migration (Costantini 2008; Jenni-Eiermann et al. 
2014). It has been shown that migrant passerines in poor condition during 
staging periods have been found to have a poorer balance between reactive 
oxygen metabolites and plasma anti-oxidant capacity (Costantini, Cardinale & 
Carere 2007), and it may that individuals that are having to compensate for less 
efficient feeding may also pay similar costs. 
 
Statistical approaches to network analysis 
 We used a permutation-based method to enable us to use linear mixed-
effects models for the multifactorial analysis of association-based social 
networks. By running our model in the observed network and 1000 randomised 
networks generated from the original data, we were able to account for the non-
independence of individuals in the network and, importantly, the group structure 
of the original dataset in our analyses. The value of using this approach in 
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avoiding potentially erroneous conclusions is clearly highlighted by the fact that 
several terms that appeared important in the observed model, especially the 
effect of degree on departure condition (Table 7.3), were found to have an 
effect no different to that observed in the randomised networks. Therefore our 
use of this method indicates the importance of the continued development of 
network-based modelling approaches (e.g. Croft et al. 2011; Krivitsky 2012; 
Pinter-Wollman et al. 2013). 
 
Conclusions 
 This work highlights the importance of teasing apart individual status and 
quality when investigating the consequences of individual social strategies. By 
doing this we were able to show that much of the variation in condition 
attributable to variation in social network position was driven by differences in 
social status. Differences in social network position, however, still remained 
important once social dominance status had been accounted for. Our findings 
also indicate that work linking social network position and social dominance to 
physiological differences may bring important new insights, as it may be 
possible for individuals, especially more dominant individuals, to compensate 
for the relatively small differences to behaviour and foraging that occur as a 
result of variation in individual social strategies. 
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8. General Discussion 
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8.1 Overview 
I have used social network analysis and behavioural observations to 
explore the causes and consequences of fission-fusion social dynamics in a 
migratory bird species over multiple stages of its annual cycle for the first time. 
This work demonstrated that light-bellied brent geese form highly spatially 
structured social systems, akin to many other animals (Mourier, Vercelloni & 
Planes 2012; Carter et al. 2013; Garroway, Bowman & Wilson 2013; Shizuka et 
al. 2014). Furthermore, social associations within these social structures are 
highly stable within staging periods and among years. Behavioural observations 
of individuals foraging within flocks taught us that social behaviour was strongly 
influenced by the presence of familiar individuals, with implications for foraging 
success. Variation in social strategy among individuals during spring staging 
was closely linked to their social dominance status and utilisation distribution, 
and links between social status and social strategy were associated with 
success. Subordinate individuals did less well relative to dominants when 
following an “associative” social strategy, compared to when following more 
“transient” social strategies. This provides evidence that individuals in these 
fission-fusion populations tend to occupy social network positions that are 
optimal for them. 
 
8.2 Using association-based social networks in natural 
systems 
 Initially I explored the validity of using the co-occurrence of uniquely 
colour-ringed individuals in social groups to build social networks in this 
population. I was concerned that conclusions drawn from network analysis may 
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be influenced by the fact that it was only possible to identify approximately 10% 
of individuals in our study populations. Additionally, I was keen to test how 
strongly the assumption that co-occurrence in a social group would constitute a 
meaningful social interaction. Brent geese form social groups that vary 
considerably in size from a handful of individuals to well over a thousand. It 
seems possible that depending on how individuals behave and interact within 
groups, this might affect how likely or strong an interaction could be considered 
to be. 
Despite a large body of work elsewhere in the social networks literature 
focussing on the effects of sampling from networks on the accuracy of network 
metrics at a network or population level (e.g. Borgatti, Carley & Krackhardt 
2006; Lee, Kim & Jeong 2006), there was little research on the ability to use a 
sampled “partial network” to make inferences about individuals (although see 
Stumpf & Thorne 2006 for an example from neurological networks). I found that 
for individual-level metrics in a simulated population with highly fluid fission-
fusion dynamics it was appropriate to make inferences about the social position 
or strategy from small partial networks, although care should be taken in 
interpreting the value of some metrics. I highlight that, based on work 
demonstrating the susceptibility of network-level properties to changes in 
network topology (Frantz, Cataldo & Carley 2009), work extending this to a wide 
range of animal study systems, especially those with highly structured patterns 
of interactions (e.g. Connor, Heithaus & Barre 2001; Wittemyer, Douglas-
Hamilton & Getz 2005; Lehmann, Korstjens & Dunbar 2007; Wiszniewski, 
Brown & Möller 2012) would be greatly beneficial. However, in the meantime 
these results suggest the application of social networks in long-term marking, 
tagging or biologging projects (e.g. Hamede et al. 2009; Aplin et al. 2013; 
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Farine & Milburn 2013; Weber et al. 2013), in which not all individuals in a 
population are identifiable is still likely to provide a reliable indication of the real 
social strategy of individuals. 
The use of association-based methods of network construction in natural 
systems is also going to be influenced by the second issue outlined at the start 
of this section. By modelling within-group behaviour, I showed that relationship 
between the likelihood of meaningful social interactions occurring and group 
size would be highly dependent on the nature of the interaction, the 
ephemerality of social groups, the movement of individuals within them, and 
how group density depended on group size. Understanding within-group 
dynamics and deploying the appropriate correction for this effect is likely to be 
of great importance, as I demonstrated that the use of different corrections can 
have considerable qualitative and quantitative effects on network- and 
individual-level metrics. Brent geese are highly mobile within their social groups 
and group density often increases with the size of the groups. Furthermore, I 
was interested in group-level effects on social behaviour. As a result I chose to 
persist with using traditional association indices. However, this approach may 
not be suitable in all studies using association-based methods of network 
construction, and I would advocate a careful consideration of how individuals 
behave within groups and the types of interaction of interest before deciding 
whether association indices should be corrected for group size effects. It is 
certainly clear that the use of association indices in the current literature is too 
prescriptive given the extent of the qualitative effect that using different 
measures of association can have. 
Collectively, these simulation-modelling chapters highlight that social 
network analysis in natural study systems will continue to be very useful in 
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providing a framework to improve our understanding of fission-fusion dynamics, 
and the variation in individual strategies within them. However, there has very 
been little effort made to validate the use of network analysis in many of the 
systems it is now used in, and further modelling work exploring the role of 
missing individuals and interactions on the conclusions made (both at an 
individual and network level) should be considered a priority. Integrating ideas 
from elsewhere in the networks literature into the approaches we use to study 
animal sociality is likely to be an especially useful approach to this problem.  
 
8.3 Fission-fusion dynamics in a migratory species 
 Migration is likely to be an important process in driving changes in social 
associations across larger temporal scales, affecting both overall social 
dynamics and individual associations. Migration is likely to lead to changes in 
social dynamics if the habitats used or distribution of resources changes at 
different points across the migratory cycle. For example, Cortes-Avizanda et al. 
(2011) found social dynamics in black kites Milvus migrans and Egyptian 
vultures Neophron percnopterus social dynamics differed between breeding and 
non-breeding areas due to changes in resource distribution. However, my 
research is the first to use social network analysis across multiple stages of a 
migratory cycle, and I found that social structure was relatively similar between 
my two core study sites. I did find overall changes in social structure, however, 
when individuals moved from foraging on intertidal to terrestrial resources early 
in winter staging, supporting the importance of resource distribution in driving 
variation in social dynamics in migrants. The broad similarity between 
population-level patterns of social interactions during winter and spring staging 
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suggests that birds are using similar social foraging strategies for terrestrial 
areas during both staging periods, despite differences in habitats. Further 
research, relating population social structures to changes in habitat, diet or 
resource distribution across multiple points of a migratory cycle could provide 
some useful insights into the flexibility of social dynamics in fission-fusion 
systems. It might be predicted that there will be some plasticity in social 
dynamics, but there may be constraints on the extent of the changes that can 
occur in any one population. 
 The persistence and stability of individual social associations across the 
annual cycle will be central to some key population-level processes, especially 
disease dynamics. Previous work in wildfowl has suggested that non-family 
associations do not persist across the migratory cycle (Desnoyers, Gauthier & 
Lefebvre 2012). Our results in chapter 5 indicate that this is also likely to be the 
case in this population, albeit with the caveat that I was only working with one 
pair of staging sites and a relatively low number of marked individuals. Migration 
routes are culturally inherited in wildfowl with juveniles learning staging sites 
from their parents during their first winter (Åkesson & Hedenström 2007; 
Harrison et al. 2010; Inger et al. 2010; Jonker et al. 2011). Thus, there is no 
expectation for social associations to be the key process in driving migratory 
connectivity. However, the limited natal dispersal observed in this species 
(Harrison et al. 2010), may result in a cryptic kin structure (Hatchwell 2010) that 
persists across multiple stages of the annual cycle and explain some low-level 
persistence of social associations between winter and spring staging in our 
study populations. This can be illustrated very clearly with the example of a 
family group caught in south Dublin in February 2012 that continued to be seen 
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at the same winter and spring staging sites, and often in the same flocks, 
throughout the 2012/2013 winter and 2013 spring (Silk M. pers. obs.). 
 Understanding the influence of migration on the temporal dynamics of 
fission-fusion social systems has clear implications for understanding how 
information and disease might spread through an entire population. For 
example, changes in social dynamics, and in particular any changes in 
individual social associations, will have major implications for the transmission 
of infections between sub-populations. Therefore, not only does using social 
network analysis provide us information on the fine-scale social structure in 
different periods, but also an insight into the level of mixing between different 
staging sub-populations. Given the importance of migratory populations in 
transferring disease between geographically widely separated areas, better 
understanding the epidemiology of these populations is of great consequence 
(Hoye et al. 2011). This is nowhere more true than in wildfowl, which are 
important vectors of avian influenza (Chen et al. 2005; Hoye et al. 2011; Dijk et 
al. 2014). Migratory wildfowl populations are therefore often feared to have the 
potential to be major players in any global pandemic of this zoonotic infection 
(Chen et al. 2005). 
 
8.4 Space use, repeated interactions and stable social 
hierarchies 
 In chapter 5 I discussed the difficulties of distinguishing between stable 
social associations and space use at the finest spatial scales. For networks 
such as ours that are based on the spatio-temporal co-occurrence of two 
individuals (albeit in a pre-defined social group), it can be very hard to separate 
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these two processes. As a result, our spatially constrained randomised 
networks did not account for differences in the probabilities of site use within the 
home range of an individual as it was felt that this would potentially incorporate 
social effects into the randomised data. Our results made it clear that 
incorporating space in this way was insufficient to explain the network structures 
that I observed in our populations. Thus I concluded that it was highly likely that 
social factors were involved to some extent in the social structures found in 
light-bellied brent goose staging populations. Whilst, I can’t entirely rule out 
differences in space use at incredibly fine-scales, it seems unlikely that this is a 
sufficient explanation given that birds will travel together to these foraging areas 
from communal roosts. 
 It is also clear that shared use of space and social interactions will be 
closely linked processes in the evolutionary ecology of social systems such as 
this regardless. The benefits obtained from interacting with familiar individuals 
will be present even in the case that individuals make grouping decisions 
entirely independently of the social environment, as long as shared patterns of 
site use result in individuals interacting repeatedly. Thus the evolution of limited 
(adult) dispersal and high levels of site fidelity might be closely related to the 
advantages of developing structured patterns of social interactions. This might 
be predicted to be particularly important or frequent in species with social 
hierarchies, as familiarity will result in a better-established hierarchy and 
reduced aggression (Goessmann, Hemelrijk & Huber 2000). The link between 
high levels of site fidelity, social interactions and the stability of dominance 
hierarchies may add a new level to our understanding of why social animals use 
limited home ranges. In these species it may be that familiarity with the social 
environment is just an important as familiarity with the ecological environment. 
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Furthermore, these benefits of familiarity with the social environment will 
additionally be influenced by the development of cryptic kin structure (Hatchwell 
2010) if natal dispersal is also limited, as is the case in this population (Harrison 
et al. 2010). 
 The importance of the social environment in explaining social behaviour 
in group foragers is borne out by the growing empirical evidence for a role of 
social monitoring in explaining vigilance behaviour (Cameron & du Toit 2005; 
Pannozzo et al. 2007; Favreau, Goldizen & Pays 2010; Gaynor & Cords 2012). 
I was able to demonstrate in chapter 6 that light-bellied brent geese that 
received aggression were more vigilant, and that flocks that were more familiar 
with each other tended to be less vigilant. These results are strongly indicative 
of social monitoring being a key process in helping to explain individual time 
budgets in this population. It would be of great interest to extend our 
understanding of social behaviour in this species to directly link aggressive 
behaviour and vigilance at shorter temporal scales and explore how individual 
or dyadic behaviour scales up to collective group-level phenomena. This is an 
exciting area of animal behaviour research that is closely linked to growing 
interest in dynamic social systems. Placing this sort of behavioural research in 
the context of repeated interactions and familiarity would provide fascinating 
insights into the co-evolution of space use and social structure in these social 
systems. 
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Figure 8.1. A framework for a better understanding of the relationship between 
conditional traits and social network position for individuals in a fission-fusion social 
system 
 
8.5 The individual in a complex social world 
Interaction rules and social decision-making will be highly dependent on 
these patterns of behaviour and interactions within groups, as they will be 
important in determining the costs and benefits associated with different 
individual social strategies (Fig. 8.1). There is a great deal of complexity in the 
dynamics of individual time budgets, which I explored to some extent in chapter 
6. Feedback mechanisms operating within and between social behaviours can 
have a massive influence on individual time budgets. For example I showed 
how increased aggression could lead to increased vigilance. Furthermore, the 
social context of these interactions will also be important in determining group-
level collective patterns of behaviour (Marshall et al. 2012), as the use of social 
information often results in cascades of behaviours within groups (Beauchamp 
2011; Beauchamp, Alexander & Jovani 2012; Hare, Campbell & Senkiw 2014). 
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A better understanding of how these feedback mechanisms influence individual 
time budgets will be fundamental in determining how familiarity, dominance and 
personality alter foraging success in different groups (Fig. 8.1). Clearly this 
forms a necessary part in understanding of the evolution of interaction rules, the 
decisions of individuals in fission-fusion social systems, and thus the 
development and evolution of individual social strategies in these dynamic 
systems. 
 The dynamic nature of fission-fusion systems results in greater 
complexity in the social environment, and this creates a different set of 
problems for individuals in these social systems than in species with more 
stable social groups. In fission-fusion social systems an individual’s social 
strategy will be flexible and depend on the interaction between its condition, the 
ecological environment and social environment. Plasticity in social strategies 
would be expected to result in individuals occupying social positions (or niches; 
Bergmüller & Taborsky 2010) that are optimal for them at that given time, a 
concept supported by the results of chapter 7. This will make individual social 
position an incredibly dynamic concept, with knock-on implications for 
population-level social structures. Thus, in order to fully understand how social 
behaviour and interaction rules combine to determine flexible strategies in these 
dynamic social systems a vital step will be to further develop temporally 
dynamic network approaches (Pinter-Wollman et al. 2013). A key approach 
here is likely to be to i) develop agent-based models of fission-fusion social 
systems that can be used to better understand how variation in interaction rules 
leads to the development of distinct social strategies that can vary over time; 
and ii) develop models to better understand the formation or breaking of social 
associations according to a range of fixed and time-dependent individual 
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attributes. These approaches would help us understand how independent social 
decisions or a set of state-dependent interaction rules can combine to build 
social strategies, and how this may relate to phenotypic differences between 
individuals. 
 
8.6 Concluding remarks 
 This research demonstrates the potential of applying social network 
methods in long-term study populations where individuals can be identified at 
repeated time points. I used simulation-modelling approaches to test the 
robustness of network approaches under the sort of conditions likely to arise in 
natural systems, before applying network-based methods to study the causes 
and consequences of variation in social structure and individual social strategy 
in a migratory population. I was able to show the key processes important in 
generating non-random patterns of social associations in this species, and how 
they drive social dynamics across the annual cycle. I was also able to 
demonstrate the importance of these non-random social associations in 
influencing individual time budgets in foraging groups.  I then showed that 
variation between individuals in social network position could influence body 
condition, over and above the confounding effects of social status. Intriguingly, 
this effect was most apparent in subordinate individuals, suggesting that its 
influence on foraging success is higher in individuals whose foraging 
opportunities are more restricted by the social environment. These individuals 
tended to do relatively better using a transient social strategy that was typical of 
individuals of their social status, highlighting how the interaction between 
individual differences and social strategy may well be adaptive. Additional 
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empirical research focussed on linking behaviour within groups to variation in 
individual social position and space use using individually-marked animals 
would be of great benefit in unravelling these processes further. 
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If I could have it back 
All the time that we wasted 
I'd only waste it again 
If I could have it back 
You know I'd love to waste it again 
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