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Abstract
We consider a class of mass transfer models on a one-dimensional lattice with
nearest-neighbour interactions. The evolution is given by the backward parabolic
equation ∂tx = −
β
|β|∆x
β , with β in the fast diffusion regime (−∞, 0) ∪ (0, 1]. Sites
with mass zero are deleted from the system, which leads to a coarsening of the
mass distribution. The rate of coarsening suggested by scaling is t
1
1−β if β 6= 1 and
exponential if β = 1. We prove that such solutions actually exist by an analysis
of the time-reversed evolution. In particular we establish positivity estimates and
long-time equilibrium properties for discrete parabolic equations with initial data in
ℓ∞+ (Z).
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1 Introduction
Discrete mass transfer models with local interactions have been studied by several au-
thors in different contexts. They have several applications in physics such as the growth
and coarsening of sand ripples in [HK02] or the clustering in granular gases [vvL01],
while also serving as approximations or toy models for more complex coarsening sce-
narios such as the evolution of droplets in dewetting films [GW03, GW05] and grain
growth [HNO04]. If the mass transport between sites is symmetric, the evolution of
such systems in one dimension is governed by an infinite system of ODEs,
d
dt
x(t, k) = F (x(t, k − 1))− 2F (x(t, k)) + F (x(t, k + 1)), (1.1)
where the right hand side represents the net mass flux at a site k which receives and
transfers mass from its neighbours at rates controlled by the flux function F . This sys-
tem can also be interpreted as the spatially discrete non-linear PDE ∂tx = ∆F (x). The
monotonicity properties of F are crucial for the qualitative behaviour of solutions and
depend on the application, as an increasing flux function will lead to mass diffusion and
a decreasing flux function will lead to aggregation and coarsening. A combination of
both is also possible, for example in models that were investigated in [ES08, EG09].
In this paper we are interested in the coarsening model proposed in [HNV16], with flux
function
F (x) = Fβ(x) = −
β
|β|
xβ, (1.2)
where −∞ < β < 0 or 0 < β ≤ 1. This largely resembles the sand ripple scenario
[HK02], although we will refer to the lattice points as particles from now on. Distinctive
features of the model are the infinite number of particles and the vanishing rule: Par-
ticles that reach mass zero are deleted from the system and the remaining particles are
relabeled accordingly. This way small particles vanish from the system while transferring
their mass to the rest of the system, which leads to a growth of the average particle size
and an overall coarsening of the system.
With this particular choice of the flux function (except when β = 1), the equation has
an invariant scaling: If x = x(t, k) is a solution, then
2
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Figure 1: Small particles vanish at t2 and the average mass increases.
xλ(t, k) = λ
1
β−1x(λt, k) (1.3)
is another solution. Thus, if 〈x〉 denotes a suitable lenght-scale, we expect that
〈x〉 ∼ t
1
1−β . (1.4)
In the case β = 1 the mean-field analysis in [HK02] indicates that 〈x〉 ∼ exp(λt), where
λ is not universal but depends on the initial distribution.
The problem in the mathematical analysis of such models is to rigorously establish such
coarsening rates. The method of Kohn and Otto [KO02] has proved very useful in several
situations to obtain upper bounds. Here, 〈x〉 is usually some negative Sobolev norm. In
our setting however, their technique is not obviously applicable. Although the system is
formally an H−1 gradient flow, the corresponding energy is infinite due to the presence
of infinitely many particles. Additionally, the vanishing and relabeling of particles is
problematic in this context. Still, the simple structure of our model enables us to apply
more elementary arguments to derive upper bounds: For positive β, the right hand side
of equation (1.1) can be estimated to obtain
x˙ ≤ 2xβ , (1.5)
which can be integrated to yield the desired bound in the ℓ∞-norm. For negative β the
equation gives x˙ ≥ −2xβ, which can be used to derive a weak upper bound, see Proposi-
tion 2.4 in [HNV16]. Furthermore, the numerical simulations and heuristics in [HNV16]
demonstrate that single particles can grow linearly (thus faster than the scaling law) in
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Figure 2: After the smaller particles have vanished, the configuration is constant.
time, showing that an ℓ∞-bound cannot be expected in this case.
On the other hand, not much is known about the validity of lower bounds. As will be
demonstrated below, there are many non-constant initial configurations which become
stationary after a finite time due to the vanishing of particles. An easy example for this
is a 2-periodic configuration of large and small particles. During the evolution, the large
particles grow and the small particles shrink until disappearing at the same time, at
which all large particles will be left with the same size and the evolution stops.
The problem of classifying all initial data for which some form of a lower coarsening
bound holds is completely open. The main result of this work is the existence of initial
data and corresponding solutions with scale-characteristic coarsening rates, where 〈x〉 is
a suitable average of the configuration, see Theorem 2.2. Our general ansatz is to reverse
time, which transforms the equation into a non-linear discrete parabolic equation which
behaves much better and can be analysed by means of Harnack-type positivity estimates
(see [BV06]) and parabolic regularity theory (see [Nas58] for the continuum theory and
[GOS01] for the discrete analogue). It should be mentioned that the solutions that we
construct coarsen in a very organised manner, whereas numerical simulations and heuris-
tics that were done in [HNV16] indicate that the generic coarsening behaviour is more
disorganised. Nevertheless we believe that this result is useful as a first step to a bet-
ter understanding of the coarsening dynamics of this model. In particular, our methods
imply the instability of constant configurations in a rather strong sense, see Corollary 2.4.
The rest of the paper is organised as follows: In Section 2 we give a precise description
of the model and our main result. A general technique for the construction of solutions
is presented in Section 3, while the main result is proved in Section 4. We postpone
the proofs of some necessary technical results such as existence of solutions for the
time-reversed setting, Harnack inequalities and discrete Nash-Aronson estimates to the
appendix.
2 Statement of results
We collect some definitions and introduce appropriate notation to give a rigorous descrip-
tion of our setting. We largely follow [HNV16], where this model was first introduced in
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a mathematical context. Then we state our main result and give a short outline of the
proof.
2.1 Setup and notation
We consider a discrete infinite number of particles with non-negative mass on a one-
dimensional lattice. That means each configuration is an element of the space
ℓ∞+ (Z) = {x = x(k) ∈ ℓ
∞(Z) : x(k) ≥ 0} . (2.1)
As described above, particles with zero mass will be deleted from the system during
the evolution. However, relabeling the particle indices whenever a particle vanishes
can be problematic. On the one hand, relabeling can be ambiguous, for example the
vanishing times might not be in order or could have accumulation points. On the other
hand the solution will be discontinuous in time. Thus it is more convenient to leave
the configuration unchanged and update the interaction term on the right-hand side
of equation (1.1) instead. For this purpose we define the the nearest living neighbour
indices
σ+(x, k) = inf{l > k : x(l) > 0}, (2.2)
σ−(x, k) = sup{l < k : x(l) > 0}, (2.3)
where we just write σ±(k) if there is no danger of confusion. Also we define the ordinary
discrete Laplacian ∆ and the living particles Laplacian ∆σ as
∆x = x(k − 1)− 2x(k) + x(k), (2.4)
∆σx(k) = (x(σ−(k)) − 2x(k) + x(σ+(k))) · χ{x(k)6=0}. (2.5)
Then the evolution of the system is governed by the following equation:
{
∂tx = ∆σFβ(x) in (0,∞)× Z,
x(0, ·) = x0,
(2.6)
with x0 ∈ ℓ
∞
+ and
Fβ(x) = −
β
|β|
xβ, (2.7)
with Fβ(0) := 0 for β < 0. The only drawback is that the right-hand side of (2.6) is no
longer continuous, hence we have to use a concept of mild solutions, as in [HNV16]:
5
0 σ+(0)σ−(0)
Figure 3: Vanished particles remain in the physical domain, only neighbour relations
σ+, σ− change.
Definition 2.1. Let 0 < T ≤ ∞. We say that x : [0, T ) → ℓ∞+ (Z) is a solution to
problem (2.6) if the following conditions are satisfied:
1. t 7→ x(t, k) is continuous on [0, T ) and x(0, k) = x0(k) for every k ∈ Z.
2. t 7→ Fβ(x) · χ{x(k)6=0} is locally integrable on [0, T ) for every k ∈ Z.
3. For every 0 ≤ t1 < t2 < T and every k ∈ Z we have
x(t1, k)− x(t2, k) =
∫ t2
t1
∆σFβ(x)(s, k) ds. (2.8)
The second condition is automatically satisfied if β is positive. For the existence of
solutions we refer to [HNV16], where the case β < 0 is discussed. We expect a similar
result to hold for positive β but since we are only concerned with special solutions anyway
we will give no proof here. More important for our result is the well-posedness of the
time-reversed evolution
∂tu = ∆Gβ(u), (2.9)
with Gβ(u) = −Fβ(u), which is the discrete analogue of a fast diffusion equation. This
is addressed in the appendix, see Theorem A.3.
It is easy to check that the evolution (2.6) conserves the average mass
〈x〉 = lim
N→∞
1
2N + 1
N∑
k=−N
x(k). (2.10)
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This is not really meaningful, since vanished and living particles are treated the same.
To adequately measure the coarsening process, one has to average only over the living
particles. Consequently we define
Lσ+,N =
N⋃
k=1
{σk+(0)}, (2.11)
Lσ−,N =
N⋃
k=1
{σk−(0)}, (2.12)
(2.13)
as sets of the first N positive, respectively negative living particle particle indices and
set
Lσ,N =
{
Lσ+,N ∪ Lσ−,N , if x(0) = 0,
Lσ+,N ∪ Lσ−,N ∪ 0, if x(0) > 0.
(2.14)
Then we can define the living particle means
〈x〉σ,N =
1
|Lσ,N |
∑
k∈Lσ,N
x(k), (2.15)
〈x〉+σ = lim sup
N→∞
〈x〉σ,N , (2.16)
〈x〉−σ = lim inf
N→∞
〈x〉σ,N . (2.17)
Since mass is transferred from small to large particles and the small particles eventually
vanish, we expect the living particle means to grow in time.
2.2 Main result
In the main result of the paper we show that there exist solutions where the average
particle size grows with the characteristic rate that is indicated by scaling:
Theorem 2.2. Let β ∈ (−∞, 0) ∪ (0, 1] and Fβ be defined as above. Then the following
statements hold:
1. For every β ∈ (−∞, 0) ∪ (0, 1) there exists x0 ∈ ℓ
∞
+ (Z) and a solution to equation
(2.6) with initial data x0 that satisfies
〈x〉−σ & t
1
1−β , (2.18)
||x||∞ . t
1
1−β . (2.19)
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2. For β = 1 there exists 0 < λ ≤ 2, x0 ∈ ℓ
∞
+ (Z) and a solution to equation (2.6) with
initial data x0 that satisfies
〈x〉−σ & exp(λt), (2.20)
||x||∞ . exp(λt). (2.21)
Here, & and . mean that the corresponding inequalities hold up to a multiplicative
constant that depends only on β.
In the following we give a short outline of the proof. The key observation is that the
time-reversed system corresponding to equation (2.6) is a non-linear parabolic equation
where particles are inserted instead of vanishing, which is much easier to handle. Thus
the idea is to make a more or less explicit construction in the time-reversed setting and
then reverse time again to obtain a sequence of approximate solutions x(n) which solve
(2.6) and eventually converge to a solution with the desired properties. Each solution
x(n) will be constructed in n steps, starting in the future time Tn (with Tn →∞), where
the particle sizes are of order θn for some θ > 1. We then insert particles to lower the
average particle size to order θn−1 and run the time-reversed evolution, equilibrating the
system until all particle sizes are of order θn−1. The procedure is then iterated, going
from sizes of order θn+1−j to θn−j, until after n steps all particles sizes are of order
one. A suitable compactness argument for n→∞ then yields a solution x on [0,∞) to
equation (2.6).
In order to achieve the desired coarsening rate the time-span to equilibrate in the j-
th step has to be of order θ(1−β)(n+1−j), which is a-priori not clear. Due to scaling
however, every step is equivalent to the problem of inserting particles into a configuration
u0 of order one (denoted by u0 7→ Ψ∗u0) such that after evolving the system under
the backward equation for a uniform timespan T the particles are of order θ−1. More
precisely, we will prove the following result, which is the heart of the argument:
Lemma 2.3 (Key Lemma). Let β ∈ (−∞, 0) ∪ (0, 1] and Gβ = −Fβ . Then for every
ε > 0 there exists T = T (β, ε) > 0, such that the following holds: For every u0 ∈ ℓ
∞
+ (Z)
with 12 ≤ u0 ≤ 1 there exists a creation operator Ψ∗ and a solution u of the equation
{
∂tu = ∆Gβ(u) in (0,∞) × Z,
u(0, ·) = Ψ∗u0,
(2.22)
that satisfies
∣∣∣∣u(T, .)− 12
∣∣∣∣ ≤ ε. (2.23)
8
θn+1−j
1
2θ
n+1−j
Ψ∗
∆t ∼ θ(1−β)(n+1−j)θn−j
1
2θ
n−j
Figure 4: The j-th step in the back-in-time construction.
The precise meaning of Ψ∗u0 will be explained in the next section. In particular, if we
set θ−1 = 1/2 + ε with ε ≤ 1/6 then u will satisfy the desired estimate
1
2
θ−1 ≤ u(T, .) ≤ θ−1. (2.24)
The main idea to prove the lemma is to insert particles such that 1/2−ε ≤ Ψ∗u0 ≤ 1/2+ε
holds in an averaged sense. Since the backward equation is a diffusion, it is expected
that the system equilibrates and average-wise estimates eventually induce point-wise
estimates after a certain timespan, see Lemma 4.5. Note that due to the freedom of
choice in the parameter ε, the back-in-time construction can generate initial data that
are arbitrarily flat, demonstrating the instability of constant data:
Corollary 2.4. Let c > 0. Then for every ε > 0 there exist initial data x0 as in Theorem
2.2 such that
||x0 − c||∞ ≤ ε. (2.25)
Before proving these results we introduce the formalism Ψ∗ for the insertion of particles
and explain the general construction of solutions to the coarsening equation.
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3 Construction of solutions
The general idea to construct (local-in-time) solutions to equation (2.6) is to choose some
terminal data x(T, ·) and go backward in time from there. The crucial observation is
that the vanishing of particles corresponds to the creation of particles if time is reversed.
Additionally, since the living particles do not carry any information of the vanished
particles in the forward-in-time equation, new particles can be created at arbitrary times
τj and positions {Ψ
(j)
∗ } (for notation see below) in the backward equation. This gives
the necessary freedom to construct solutions with desirable properties. Summarizing
the above considerations, each data triple (x(T, ·), {τj}, {Ψ
(j)
∗ }) gives rise to a solution of
equation (2.6) on the interval [0, T ]. In the following section we carry this out in detail.
3.1 Insertion of particles
First we fix the notation for the insertion of particles. Basically, we need a precise way
to insert zeroes into a given sequence of numbers. The most practical way to do this is
via push-forward of a suitable increasing map Ψ : Z → Z. This map can be defined by
the corresponding sequence of ”jumps”. We make the following definition:
Definition 3.1. Let d : Z → N0 be a given sequence of jumps. Then define the corre-
sponding deformation as
Ψ : Z→ Z (3.1)
Ψ(k) = k +
k∑
m=0
d(m). (3.2)
Now for every x ∈ ℓ∞+ (Z) we define the push-forward sequence Ψ∗x as
Ψ∗x(Ψ(k)) = x(k), (3.3)
for all k ∈ Z and Ψ∗x(l) = 0 if l /∈ Im(Ψ).
With this definition, if x represents a particle configuration, then Ψ∗x represents the same
configuration with new mass-zero particles created. To be more precise, the condition
d(k) = l exactly means that we are inserting l new particles between the k-th and the (k±
1)-th particle, (depending on the sign of k). We will refer to the mapping Ψ∗ as particle
creation operator and, to keep notation as compact as possible, not explicitly refer to
the deformation Ψ or the specific jump sequence d any more, but rather just state where
particles are inserted. This is potentially ambiguous, for instance, ”creating a particle
between each two living particles” can be achieved by different d, potentially translating
the original living particles. However, in the following sections these ambiguities do not
affect the arguments, hence we will ignore them.
10
3.2 Back-in-time construction
Next we describe how to obtain a solution from a given terminal configuration xter, an
increasing sequence of vanishing/creation times {τj}j=1,..,n and corresponding creation
operators {Ψ
(j)
∗ }j=1,..,n. We define the solution piecewise by iteratively using the back-
ward evolution (2.22) on [τj−1, τj ] after inserting particles at t = τj−1 and continuing
the procedure. To be precise, we define u(j) on the interval [τj−1, τj] to be a solution of
the following problem:
{
∂tu
(j) = ∆Gβ(u
(j)) in (τj−1, τj ]× Z,
u(j)(τj−1) = Ψ
(j)
∗
[
u(j−1)(τj−1)
]
,
(3.4)
for j = 1, .., n, with τ0 := 0, u
(0)(τ0) := xter and Gβ = −Fβ . We should note that by
a solution we mean a classical solution, i.e u(j) ∈ C0([τj−1,∞), ℓ
∞
+ (Z)), for every k ∈ Z
we have u(j)(., k) ∈ C1((τj−1,∞)) and the equation holds pointwise. Well-posedness of
this problem is a-priori not clear, especially for the case β < 0. For the moment we
just assume that the equation is solvable and focus on carrying out the construction of
solutions to the coarsening equation. In Theorem A.3 we give a sufficient condition on
the initial data for existence of solutions that is easily verified for the data considered in
the next section.
Reversing the time direction we obtain piecewise solutions of our original equation.
However, one has to compose u(j) with the creation operators once more, since vanished
particles remain in the ”physical” domain in the original evolution (2.6). To be more
precise, we set
x(j)(t) =
(
j−1∏
l=1
Ψ
(n+1−l)
∗
)[
u(n+1−j)(τn − t)
]
, (3.5)
which lets us glue the solutions together in a continuous way:
x(t) = x(j)(t), if t ∈ [τn − τn+1−j, τn − τn−j), (3.6)
for j = 1, .., n. Using u(j)(τj−1) = Ψ
(j)
∗
[
u(j−1)(τj−1)
]
it is easy to check that x defined
this way is continuous in time. The next lemma shows that x is indeed a solution to our
original equation:
Lemma 3.2. Let Ψ∗ be a creation operator as above. Then we have
1. σ±(Ψ∗x,Ψ(k)) = Ψ(σ±(x, k)) for every x ∈ ℓ
∞
+ and k ∈ Z.
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2. [∆σ,Ψ∗]x = (∆σΨ∗ −Ψ∗∆σ) x = 0 for every x ∈ ℓ
∞
+ .
3. 〈Ψ∗x〉σ,N = 〈x〉σ,N for every N > 0 and x ∈ ℓ
∞
+ .
Proof. 1. It suffices to prove the claim for σ+, the other case is completely analogous.
Because Ψ is strictly increasing, we have Ψ(σ+(x, k)) > Ψ(k). We also have
Ψ∗x(Ψ(σ+(x, k))) = x(σ+(x, k)) > 0, (3.7)
which shows σ+(Ψ∗x,Ψ(k)) ≤ Ψ(σ+(x, k)). For the other inequality, we note that
Ψ∗x(l) > 0 implies that l = Ψ(m) for some m ∈ Z. In this case we have
0 < Ψ∗x(l) = x(m) (3.8)
which implies m ≥ σ+(x, k), and because Ψ is increasing we conclude
l = Ψ(m) ≥ Ψ(σ+(x, k)), (3.9)
which proves the first assertion.
2. Let l = Ψ(k). We apply the identity in 1. to get
∆σΨ∗x(l) = (Ψ∗x(σ−(Ψ∗x, l))− 2Ψ∗x(l) + Ψ∗x(σ+(Ψ∗x, l))) · χ{Ψ∗x(l)6=0} (3.10)
= (x(σ−(k)) − 2x(k) + x(σ+(k))) · χ{x(k)6=0} (3.11)
= ∆σx(k) = Ψ∗∆σx(l). (3.12)
On the other hand, if l /∈ Im(Ψ), the identity is trivial.
3. Obvious from the definition.
With the second statement of the above lemma, it is not difficult to verify that the
sequence x we have constructed above solves equation (2.6):
Corollary 3.3. Let xter, {τj} and {Ψ
(j)
∗ } be given and x be constructed as above. If
t 7→ Fβ(x) · χ{x(k)6=0} is locally integrable for every k ∈ Z, then x is a (mild) solution to
equation (2.6) on [0, τn).
Proof. Since x is continuous and piecewise smooth by construction, it suffices to show
that ∂tx = ∆σFβ(x) holds pointwise on all intervals [τn− τn+1−j, τn− τn−j). Indeed, we
calculate
12
∂tx
(j)(t) =
(
j−1∏
l=1
Ψ
(n+1−l)
∗
)[
∂tu
(n+1−j)(τn − t)
]
(3.13)
=
(
j−1∏
l=1
Ψ
(n+1−l)
∗
)[
∆σFβ(u
(n+1−j))(τn − t)
]
(3.14)
= ∆σFβ
((
j−1∏
l=1
Ψ
(n+1−l)
∗
)[
u(n+1−j)(τn − t)
])
= ∆σFβ
(
x(j)
)
. (3.15)
Here we used that ∆σ commutes with creation operators by the previous lemma, as well
as composition with the function Fβ .
Remark. The above construction scheme implies the existence of many initial data
and corresponding solutions to the coarsening equation which become stationary after a
finite time. Indeed, x as above has this property if we pick xter to be a constant sequence.
Because there is much freedom in the choice of particle creations and vanishing times
this means that finding conditions on initial data such that lower coarsening bounds
hold is a difficult task and remains an open problem. In the construction for the proof
of Theorem 2.2 we will in fact choose xter(k) = θ
n so that each approximate solution
becomes stationary. Because θn →∞ and τn →∞ the limit solution however will grow
indefinitely. The details will be explained in the next section.
4 Proof of the main result
We divide the full proof of Theorem 2.2 into four main steps. In the first step we show
how to insert particles to modify the local average in a uniform way. The second step is
to prove a long-time diffusive property of the backward equation which, together with
the first step, will enable us to prove Lemma 2.3. In the third step the construction of
the approximate sequence x(n) is thoroughly carried out. Finally we use a compactness
argument to pass to the limit and obtain a solution with the desired properties, finishing
the proof.
4.1 Step 1: Average modification by particle insertion
Definition 4.1 (Local Averages). Let x ∈ ℓ∞(Z). Then define the associated sequence
of local averages as
Λ(x, k,N) =
1
2N + 1
N∑
l=−N
x(k − l). (4.1)
In the next lemma we show how to modify the local averages of a given sequence by
inserting particles in a suitable way:
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Lemma 4.2 (Particle insertion). Let u0 ∈ ℓ
∞
+ (Z) with
1
2
≤ u0 ≤ 1. (4.2)
Then for every ε > 0 there exists a creation operator Ψ∗ and N0 ∈ N such that
∣∣∣∣Λ(Ψ∗u0, ., N)− 12
∣∣∣∣ ≤ ε, (4.3)
for N ≥ N0. Furthermore, if d is the jump sequence associated to Ψ∗, then ||d||∞ is
finite and depends only on ε.
Proof. Let (λi) be an equidistant partition of the interval [1/2, 1] with |λi − λi+1| ≤ ε.
We give an explicit scheme for the particle insertion as follows: We divide Z into disjoint
blocks of particles with length K, where K is determined later:
Z =
⋃
j∈Z
Bj , (4.4)
with Bj = {jK, ..., (j + 1)K − 1}. Let Λj denote the average mass in Bj with respect
to u0. We define the deformation Ψ by inserting Li (determined later) particles to the
right of (j + 1)K − 1 whenever he have
λi ≤ Λj ≤ λi+1. (4.5)
This gives rise to a new partition of Z into blocks B˜j with varying lenghts K+Li, where
B˜j contains all elements of Ψ(Bj) and the next Li numbers that are not elements of
Im(Ψ). We call a block with Li inserted particles a block of the i-th kind. Then the
average mass Λ˜j of such a block with respect to Ψ∗u0 is by construction
Λ˜j =
1
K + Li

∑
k∈Bj
u0(k)

 = K
K + Li
Λj , (4.6)
which gives
λi
K
K + Li
≤ Λ˜j ≤ λi+1
K
K + Li
:= λi+1θi. (4.7)
Because 1/2 ≤ λi ≤ 1 we can, if K is large enough, choose Li ≤ K such that
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∣∣∣∣λiθi − 12
∣∣∣∣ ≤ O(ε), (4.8)
and because λi and λi+1 are close we also have
∣∣∣∣λi+1θi − 12
∣∣∣∣ ≤ O(ε). (4.9)
This implies that the average mass of every block B˜j can be estimated as
∣∣∣∣Λ˜j − 12
∣∣∣∣ ≤ O(ε). (4.10)
Next we calculate Λ(Ψ∗u0, k,N) for N ≫ K and arbitrary k ∈ Z. Denote by ni the
number of blocks of the i-th kind in the domain of summation, that is {k−N, ...., k+N}.
This implies that
|{k −N, ...., k +N}| = 2N + 1 =
∑
i
(K + Li)ni +O(K). (4.11)
Then we divide the summation in Λ(Ψ∗u0, k,N) into summation over the respective
blocks and the rest of the particles in {k−N, ...., k+N}, whose number, and thus total
mass R, is of order K. Thus we have
Λ(Ψ∗u0, k,N) =
1
2N + 1
( ∑
sum over blocks
+R
)
(4.12)
= (1 +O(K/N))
∑
sum over blocks∑
i(K + Li)ni
+O(K/N). (4.13)
By the estimates on the average masses of the blocks we have
(
1
2
− ε
)∑
i
(K + Li)ni ≤
∑
sum over blocks
≤
(
1
2
+ ε
)∑
i
(K + Li)ni, (4.14)
which implies the desired estimate if K/N ≤ O(ε). Because Li ≤ K by construction the
jump sequence satisfies d ≤ K and K depends only on ε.
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4.2 Step 2: Estimate for the backward equation
The basic idea to analyse equation (2.22) is to view it as a discrete parabolic equation
in divergence form with time-dependent coefficients. More precisely, with the finite
difference operators
∂+u(k) = u(k + 1)− u(k), (4.15)
∂−u(k) = u(k)− u(k − 1), (4.16)
we calculate
∂tu = ∆Gβ(u) = ∂
−∂+(Gβ(u)) = ∂
−(a∂+u), (4.17)
where
a(t, k) = aβ(t, k) =
Gβ(u(t, k + 1)) −Gβ(u(t, k))
u(t, k + 1)− u(t, k)
. (4.18)
The coefficient a is strictly positive and bounded from below if u is bounded from above
but becomes singular at u = 0, except for β = 1, where a = 1. Because of this we want
to work with solutions that are bounded from above and below:
Lemma 4.3. (Positivity estimate) Let β ∈ (−∞, 0) ∪ (0, 1) and u0 ∈ ℓ
∞
+ (Z) with
1
2 ≤
u0 ≤ 1. Let Ψ∗ be a creation operator with associated jump sequence d that satisfies
d(k) ≤ L. Then there exists a (classical) solution to equation (2.22) with initial data
Ψ∗u0. Furthermore, we have u ≤ 1 and
u(t, ·) ≥ c
(
1 ∧ t
1
1−β
)
, (4.19)
where c depends only on β and L.
Proof. Because the jump sequence satisfies d ≤ L, the distance between particles that
have mass at least 1/2 is at most L+ 1. Then the result follows directly from Theorem
A.3, since the above considerations imply Ψ∗u0 ∈ PL+1, 1
2
.
The lemma implies that there exists a solution u such that equation (2.22) is immedi-
ately strictly parabolic. Before we turn to the analysis of linear parabolic equations we
establish uniform Ho¨lder continuity. This is important for the stability of local averages
for small times and later for the compactness of the approximating sequence.
Lemma 4.4. (Uniform Ho¨lder continuity) Let u0, β,Ψ∗ and u be as above. Then the
following statements hold:
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1. For β < 0 and T > 0 there exists C = C(β,L, T ) such that
|u(t2, k) − u(t1, k)| ≤ C|t2 − t1|
1
1−β , (4.20)
for all 0 < t ≤ T and k ∈ Z.
2. For β ∈ (0, 1] we have
|u(t2, k) − u(t1, k)| ≤ 4|t2 − t1|, (4.21)
for all t > 0 and k ∈ Z.
Proof. First we note that due to equation (2.22) we have for t2 > t1:
|u(t2, k)− u(t1, k)| ≤
∫ t2
t1
|∆Gβ(u)(s, k)| ds.
The estimate u ≤ 1 implies |∆Gβ(u)| ≤ 4 if β ∈ (0, 1]. For negative β we use the lower
bound (4.19) to get |∆Gβ(u)(s, k)| ≤ C(β,L, T )s
β
1−β on each compact interval [0, T ].
Then the desired inequality follows by using the estimates on ∆Gβ(u) in the above
identity and the elementary inequality a
1
1−β − b
1
1−β ≤ (a− b)
1
1−β for a ≥ b and β < 0.
The next step is the long-time diffusivity result for linear equations, making use of
discrete parabolic Ho¨lder regularity (see appendix for details).
Lemma 4.5. (Long-time estimate) Let a : [0,∞) → ℓ∞+ (Z) with 0 < λ1 ≤ a ≤ λ2 and
a(., k) ∈ C0([0,∞)) for every k ∈ Z. Let u0 ∈ ℓ
∞
+ (Z) and assume that there exist positive
constants c1, c2 such that c1 ≤ Λ(u0, ., N) ≤ c2 for N ≥ N0. Let u be the solution of
{
∂tu = ∂
−(a∂+u) = L(t)u
u(0, .) = u0.
(4.22)
Then for every ε > 0 there exists T = T (ε) > 0, depending only on N0 and the bounds
on a, such that
c1 − ε ≤ u(t, k) ≤ c2 + ε (4.23)
for all t ≥ T , k ∈ Z.
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Proof. Since spatial translation does not change the type of equation and the bounds on
a, it suffices to estimate u(t, 0). Let φ = φ(t, k, s, l) denote the full fundamental solution
to equation (4.22). Then we have
u(t, 0) =
∑
l
φ(t, 0, 0, l)u0(l) =
∫
R
U(t, ξ)u0(⌊t
1
2 ξ⌋) dξ, (4.24)
with
U(t, ξ) = t
1
2φ(t, 0, 0, ⌊t
1
2 ξ⌋). (4.25)
Let ε > 0. By Corollary A.19 there exist T, δ > 0 depending only on ε and the bounds
on a such that U(t, .) can be approximated in L1 by step-functions (which can be chosen
to be positive since φ is positive) of step-width δ up to an error of ε for t ≥ T . Let
χ =
∑
k akχIk be such a step-function, then we calculate
∫
R
χ(ξ)u0(⌊t
1
2 ξ⌋) dξ =
∑
k
ak
∫
Ik
u0(⌊t
1
2 ξ⌋) dξ (4.26)
=
∑
k
|Ik|ak
1
t
1
2 |Ik|
∫
t
1
2 Ik
u0(⌊ξ⌋) dξ. (4.27)
Since c1 ≤ Λ(u0, ., N) ≤ c2 for N ≥ N0, we have
c1 − ε ≤
1
2R
∫
[−R,R]
u0(⌊ξ − η⌋) dη ≤ c2 + ε, (4.28)
for large enough R. Hence we have
(c1 − ε)||χ||L1 ≤
∫
R
χ(ξ)u0(⌊t
1
2 ξ⌋) dξ ≤ (c2 + ε)||χ||L1 , (4.29)
for large enough t ≥ T , since |Ik| ≥ δ. For such t and χ approximating U we calculate
∫
R
U(t, ξ)u0(⌊t
1
2 ξ⌋) dξ ≥ (c1 − ε)||χ||L1 − ||u0||∞||U(t, .) − χ||L1 (4.30)
= c1 +O(ε), (4.31)
where we used ||χ||L1 = ||U(t, .)||L1 +O(ε) = 1+O(ε) in the last step. The other bound
is analogous.
Combining these two results we can prove the Key Lemma 2.3:
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Proof of Lemma 2.3. Let ε > 0. By Lemma 4.2 there exists Ψ∗ (with ||d||∞ depending
on ε) and N0 = N0(ε) such that
1
2
− ε ≤ Λ(Ψ∗u0, ·, N) ≤
1
2
+ ε, (4.32)
for N ≥ N0. Because of uniform Ho¨lder continuity (see Lemma 4.4) there exists t1 =
t1(β, ε) > 0 such that
1
2
− 2ε ≤ Λ(u(t1, ·), ·, N) ≤
1
2
+ 2ε. (4.33)
On the other hand, Lemma 4.3 implies that
u(t1, ·) ≥ δ = δ(β, ε) > 0, (4.34)
for all t ≥ t1. In particular, equation (2.22) is strictly parabolic on (t1,∞) (for β = 1
this step is obsolete). Then according to Lemma 4.5 there exists t2 = t2(β, ε) such that
1
2
− 3ε ≤ u(T, ·) ≤
1
2
+ 3ε, (4.35)
with T = t2 + t1.
4.3 Step 3: Approximating sequence
We will now construct the approximating sequence x(n), using the technique established
in Section 3. Thus for every n we have to specify the terminal data, creation times τn,j
and creation operators Ψ
(n,j)
∗ . For the rest of the section we fix 0 < ε ≤ 1/6 and define
θ−1 =
1
2
+ ε. (4.36)
Let T be as in Lemma 2.3 and set
x
(n)
ter = θ
n, (4.37)
a constant sequence. Now τn,j and Ψ
(n,j)
∗ are constructed iteratively. We choose Ψ
(n,1)
∗
according to Lemma 2.3 applied to the constant sequence 1, then by the statement of
the lemma, the fact that 1/2 − ε ≥ θ−1/2 and the scaling properties of the equation we
have
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θn−1 ≤ u(n,1)(Tθ(1−β)n, ·) ≤ θn−1, (4.38)
where u(n,1) is a solution to the backward equation (2.22) with initial data Ψ
(n,1)
∗ x
(n)
ter
according to Lemma 2.3. Consequently we set
τn,1 = Tθ
(1−β)n. (4.39)
Iterating the procedure, for given τn,j−1 and u
(n,j−1) with
1
2
θn−j+1 ≤ u(n,j−1)(τn,j−1, .) ≤ θ
n−j+1, (4.40)
we apply Lemma 2.3 to the rescaled sequence
θ−n+j−1u(n,j−1)(τn,j−1, .), (4.41)
which yields a creation operator Ψ∗ =: Ψ
(n,j)
∗ and a solution u
(n,j) to
{
∂tu
(n,j) = ∆Gβ(u
(n,j)) in (τj−1, τj ]× Z,
u(n,j)(τn,j−1) = Ψ
(n,j)
∗
[
u(n,j−1)(τn,j−1)
] , (4.42)
that, by scaling, satisfies
1
2
θn−j ≤ u(n,j)(τn,j, .) ≤ θ
n−j, (4.43)
with
τn,j = τn,j−1 + Tθ
(1−β)(n+1−j). (4.44)
As described in the previous section, this procedure yields a solution x(n) on the interval
[0, τn,n] to the coarsening equation. The local integrability condition for negative β is
satisfied due to (4.19). Since x(n)(τn,n) is constant up to vanished particles, the solution
can be extended to [0,∞). Let
Tn = τn,n,
tj = Tn − τn,n−j = T
n∑
k=n+1−j
θ(1−β)(n+1−k) = T
j∑
m=1
θ(1−β)m. (4.45)
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The numbers tj are exactly the times where particles can vanish and are the same for
all n. In particular, the vanishing times of the limit will be contained in the set {tj}.
We summarize the properties of of x(n) that follow directly by construction:
∂tx
(n) = ∆σFβ(x
(n)) in (0,∞) × Z, (4.46)
x(n)(t, k) = θn for all t ≥ Tn and x
(n)(t, k) > 0, (4.47)
x(n)(t, k) ≤ θj for all tj−1 ≤ t ≤ tj and k ∈ Z, (4.48)
x(n)(tj , k) ≥
1
2
θj for all 1 ≤ j ≤ n and k ∈ Z with x(n)(tj, k) > 0. (4.49)
4.4 Step 4: Passage to the limit
Before using an appropriate compactness argument on the approximating sequence it
is also necessary to control the decay of particles near their vanishing times uniformly
since the particle interaction is discontinuous at x(k) = 0. y
Lemma 4.6. Let x(n) be defined as above and β 6= 1. For every j > 0 there exists
C = C(j, β) and ε = ε(j, β) > 0, such that for all particles k ∈ Z that vanish at t = tj
we have
x(n)(t, k) ≥ C(tj − t)
1
1−β , (4.50)
for t ∈ [tj − ε, tj ]. For β = 1 the statement holds in the same way except we have the
lower bound
x(n)(t, k) ≥ C exp(−2(tj − t))IL(2(tj − t)), (4.51)
where IL is the L-th modified Bessel function of the first kind and L depends only on β.
Proof. The construction of x(n) and Lemma 4.3 directly imply the statement for β 6= 1.
The inequality for β = 1 follows from Theorem A.3 in the same way as Lemma 4.3.
With the previous preparation we can prove the main result:
Proof of Theorem 2.2. Using the explicit construction of the sequence x(n) and Lemma
4.4 it is easy to see that x(n)(·, k) is uniformly Ho¨lder continuous on [0, T ] for every k ∈ Z
and T > 0 defined above. By the Arzela-Ascoli Theorem we can, after an exhaustion
TN ր +∞ and a diagonal argument, extract a subsequence (not renamed) and a limit
x = x(t, k) such that
x(n)(t, k)→ x(t, k) as n→∞ for all t ∈ [0,∞) and k ∈ Z, (4.52)
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and x(., k) ∈ C([0,∞)) for all k ∈ Z. Let
η
(n)
k = inf{t > 0 : x
(n)(t, k) = 0}
denote the vanishing time of the k-th particle. By another diagonal argument we can
further restrict ourselves to a subsequence such that the particle vanishing times {η
(n)
k }
converge:
η
(n)
k → ηk ∈ {tj}j=0,..,∞ ∪+∞ as n→∞ for all k ∈ Z. (4.53)
In fact if η
(n)
k is bounded we even have η
(n)
k = ηk for n large enough because the set {tj}
is discrete. Otherwise we can assume η
(n)
k → +∞ increasingly. If ηk = tj we check that
this is indeed the vanishing time of x(., k):
0 = lim
n→∞
x(n)(t, k) = x(t, k), (4.54)
for every t > ηk. Furthermore, by Lemma 4.6 we have for β 6= 1
x(n)(t, k) ≥ C(tj − t)
1
1−β > 0 for all t ∈ [tj − ε, tj), (4.55)
for large enough n, hence also x(t, k) > 0 for t < tj, and the analogous argument works
for β = 1 with the corresponding estimate. Next we show that x solves equation (2.6).
Fix k ∈ Z, 0 ≤ j1 < j2 and integrate equation (2.6) with x
(n) from s1 to s2, where
tj1 ≤ s1 < s2 ≤ tj2 , to obtain
x(n)(s2, k)− x
(n)(s1, k) =
∫ s2
s1
∆σFβ
(
x(n)
)
(t, k) dt. (4.56)
By construction, the function t 7→ σ±(x
(n)(t, .), k) is constant on (s1, s2). Furthermore,
by the construction of the sequence x(n), the number of values of σ±(x
(n)(t, .), k) regarded
as a sequence in n is finite, hence we can assume this to be independent of n after taking
another subsequence, in other words
σ±(x
(n)(t, .), k) = σ±(x(t, .), k) for all s1 < t < s2. (4.57)
Let s1 < t < s2. If x(t, k) > 0, then also x
(n)(t, k) > 0 for large n and by the point-wise
convergence of x(n) and the above identity we conclude
∆σFβ(x
(n))(t, k)→ ∆σFβ(x(t, k)) as n→∞. (4.58)
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On the other hand, x(t, k) = 0 implies ηk ≤ tj1 and x
(n)(t, k) = 0, since η
(n)
k = ηk
for n large, hence we also get ∆σFβ(x
(n))(t, k) → ∆σFβ(x(t, k)). Then we can apply
dominated convergence, where we use that x(n) is locally bounded in the case β > 0 and
the lower bound from Lemma 4.6 in the case β < 0, and pass to the limit in the above
integral identity to conclude
x(s2, k)− x(s1, k) =
∫ s2
s1
∆σFβ(x)(t, k) dt, (4.59)
which shows that x is a solution to the coarsening equation.
It remains to show that x satisfies the desired bounds. We first consider the case β 6= 1.
By (4.49) we have
x(n)(tj , k) ≥
1
2
θj, (4.60)
for all j ∈ N and living particles, and by convergence the same inequality holds in the
limit n→∞. In particular we have
〈x(tj)〉
−
σ ≥
1
2
θj. (4.61)
On the other hand, it is easy to check that 〈x〉−σ is conserved between particle vanishings,
hence we have
〈x(t)〉−σ ≥
1
2
θj, (4.62)
whenever tj ≤ t ≤ tj+1. Because of (4.45) we have
tj ∼ θ
(1−β)j . (4.63)
This means that tj ≤ t ≤ tj+1 implies
1
1− β
logθ(t)− C ≤ j ≤
1
1− β
logθ(t) + C, (4.64)
and consequently
〈x(t)〉−σ & t
1
1−β . (4.65)
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The upper bound on ||x||∞ follows in the same way by (4.48). For the case β = 1 the
same argument applies, but in this case we have
tj = jT, (4.66)
which leads to
〈x(t)〉−σ & θ
t
T = exp(λt). (4.67)
The restriction λ ≤ 2 follows from the fact that equation (2.6) for β = 1 implies x˙ ≤
2x.
The proof of Corollary 2.4 follows easily with a very similar argument:
Proof of Corollary 2.4. Let ε > 0. It suffices to consider the case c = 1/2. We apply
the same construction as in the proof of Theorem 2.2 (with potentially different ε in
the definition of θ) to get an approximate solution x(n), but in the iteration scheme
we apply an additional step to u(n,n), satisfying 1/2 ≤ u(n,n) ≤ 1 according to(4.43).
Using Lemma 2.3 with ε from above yields T˜ , only depending on β and ε and a solution
u(n,n+1) to the backward equation that satisfies
∣∣∣∣u(n,n+1)(τn,n + T˜ , ·)− 12
∣∣∣∣ ≤ ε. (4.68)
Then the sequence x(n) has the same properties as in the proof of Theorem 2.2 with the
addition that the initial data are in an ε-ball around 1/2 for all n by the above inequality,
which gives the desired result after sending n to infinity.
Remarks.
1. For β ∈ (0, 1) the achieved growth rate is optimal, because equation (2.6) implies
x˙ ≤ 2xβ, which can be integrated to obtain ||x||∞ . t
1
1−β .
2. The fact that it was possible to choose τn,j−τn,j−1 = Tθ
n+1−j in the iteration step
was crucial to obtain the desired growth rates. By comparison principle however,
the estimate (4.43) also remains valid if we choose a much larger time-span between
particle insertions. This means that the above method can be adapted to produce
solutions that are unbounded but grow arbitrarily slowly.
3. For convenience we chose x
(n)
ter to be constant in the approximation scheme. For
the construction however we only used that 12θ
n ≤ x
(n)
ter ≤ θ
n so that one can use
arbitrary sequences satisfying these bounds in our construction scheme to produce
solutions with the same coarsening behaviour.
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A Appendix
Here we we address all technical results that were used in the previous sections and
either prove them or give a reference. In the first three parts we discuss aspects of the
discrete fast diffusion equation, while the rest of the appendix contains results about
parabolic Ho¨lder regularity in the discrete setting.
A.1 The equation ∂tu = ∆Gβ(u)
We consider the Cauchy problem for the discrete fast diffusion equation
{
∂tu =
β
|β|∆u
β = ∆Gβ(u) in (0,∞) × Z,
u(0, ·) = u0,
(A.1)
with β ∈ (−∞, 0) ∪ (0, 1], u0 ∈ ℓ
∞
+ (Z) and
∆u = u(k − 1)− 2u(k) + u(k + 1). (A.2)
We are concerned with the long-time existence of classical solutions:
Definition A.1. A function u : [0,∞) → ℓ∞+ (Z) is a solution to problem (A.1) if the
following conditions are satisfied:
1. t 7→ u(t, ·) is in C0([0,∞); ℓ∞+ (Z)) and u(0, ·) = u0.
2. For every k ∈ Z we have u(., k) ∈ C1((0,∞);R>0) and
d
dt
u(t, k) = ∆Gβ(u)(t, k), (A.3)
for all k ∈ Z and t > 0.
For positive β it is not hard to prove the existence of a solution for any kind of initial
data, since Gβ is bounded at zero and one has simple a-priori estimates due to the
comparison principle (see below). For negative β the existence of a sufficiently regular
solution for arbitrary data cannot be expected due to Gβ(x) becoming singular at x = 0.
Similar to the result in [HNV16], we have to restrict to initial data which satisfy a certain
positivity condition:
Definition A.2. For u ∈ ℓ∞+ (Z) and d > 0 let
σ+(u, k, d) = inf{l > k : u(l) ≥ d}. (A.4)
Then for any L ∈ N and d > 0 we define
PL,d =
{
u ∈ ℓ∞+ : sup
k∈Z
σ+(u, k, d) ≤ L
}
. (A.5)
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In other words, u ∈ PL,d means that particles with large mass cannot be very far apart.
This is also relevant for the case β > 0 since it allows us to prove certain Harnack-type
positivity estimates. We have the following result:
Theorem A.3. Let β ∈ (−∞, 0) ∪ (0, 1], and consider initial data u0 ∈ PL,d. Then the
following statements hold:
1. If β ∈ (−∞, 0) ∪ (0, 1), there exists a positive constant c = c (L, d, β, ||u0||∞) and
a solution u to equation (A.1) on [0,∞) with initial data u0 satisfying
u(t, k) ≥ c
(
1 ∧ t
1
1−β
)
, for all k ∈ Z. (A.6)
2. If β = 1, the same statement holds with estimate (A.6) replaced by
u(t, k) ≥ c exp(−2t)IL(2t), (A.7)
where IL(t) denotes the L-th modified Bessel function of the first kind.
3. Comparison principle: If c1 ≤ u0 ≤ c2, then u satisfies these bounds for all times.
In this and the next two sections we give a full proof of the above result. The general
strategy to prove existence of solutions for equation (2.22) is to use regularization and
standard ODE theory. Instead of infinitely many particles with non-negative mass we
first consider a periodic N -particle ensemble where particles have strictly positive mass.
The first important a-priori estimate is the comparison principle:
Lemma A.4 (Finite positive ensemble). Let TN denote the one-dimensional periodic
lattice with N lattice points. Let u0 ∈ ℓ
∞
+ (TN ) with 0 < δ ≤ u0 ≤ C. Then there exists
a unique solution u : [0,∞)→ ℓ∞+ (TN ) of (A.1) with δ ≤ u(t, ·) ≤ C.
Proof. The proof is very similar to Lemma 2 in [EG09] and a standard maximum
principle argument. Because u0 ≥ δ, standard ODE theory gives the existence and
uniqueness of a smooth solution u on the time interval [0, t∗] to equation (A.1) with
δ/2 ≤ u(t, .) ≤ 2C for some positive t∗. For small ε > 0 we then consider the solution
uε of the modified problem
∂tuε = ∆Gβ(uε) + ε, (A.8)
uε(0, ·) = u0, (A.9)
that exists on the same time interval as u and satisfies the same bounds after possibly
making t∗ smaller. Because Gβ is smooth on [δ/2, 2C] we have that uε → u uniformly
on [0, t∗]. We claim that uε attains its minimum over [0, t
∗]× TN at t = 0. If not, there
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exists t0 ∈ (0, t
∗] and k1 such that uε(t1, k1) is the absolute minimum. Consequently we
get
0 ≥ ∂tuε(t1, k1) = ∆Gβ(uε)(t1, k1) + ε ≥ ε, (A.10)
a contradiction. Here we used that Gβ is increasing. Hence uε(t, .) ≥ δ for all t ∈ [0, t
∗]
and, sending ε→ 0, the same bound holds for u. The same argument for the maximum
where +ε is replaced with −ε yields that u ≤ C. Iterating from t = t∗, we see that the
solution can be extended to [0,∞) and always satisfies the desired bounds.
From this result we can easily pass to the limit as N →∞ to obtain solutions for infinite
numbers of particles:
Corollary A.5 (Infinite positive ensemble). Let u0 ∈ ℓ
∞
+ (Z) with 0 < δ ≤ u0 ≤ C.
Then there exists a solution u : [0,∞)→ ℓ∞+ (Z) of (A.1) with δ ≤ u(t, .) ≤ C.
Proof. This is a standard compactness argument. We choose u
(N)
0 to be N -periodic such
that u
(N)
0 (k)→ u0(k) for each k ∈ Z. Let u
(N) be the corresponding solutions from the
above lemma. Then due to the a-priori bounds δ ≤ u(N) ≤ C and equation (A.1) we
have
∣∣∣∣ ddtu(N)
∣∣∣∣ =
∣∣∣∆Gβ (u(N))∣∣∣ ≤ K(δ, C), (A.11)
hence the solutions are uniformly Lipschitz continuous. Applying the Arzela-Ascoli The-
orem and a diagonal argument we can extract a convergent subsequence (not relabeled)
such that u(N)(·, k) → u(·, k) for some uniformly on compact time intervals, where
u(·, k) ∈ C0([0,∞). In particular u satisfies the same bounds as u(N). Integrating (A.1)
in time and passing to the limit (which is possible due to the a-priori bounds) then yields
u(t, k) = u0(k) +
∫ t
0
∆σGβ(u)(s, k) ds. (A.12)
This in turn shows that u(., k) is continuously differentiable and solves (A.1) pointwise.
Again, the bounds on u yield Lipschitz continuity in ℓ∞+ (Z).
For our purpose, we need the existence of solutions in particular for initial data with
mass zero particles. The general strategy is to approximate the initial data by regularized
data via
u0,δ = u0 ∨ δ. (A.13)
The above existence result then yields long-time solutions uδ with initial data u0,δ. In
the case β > 0 one can pass to the limit δ → 0 in the same manner as above, since Gβ
is bounded at zero, yielding a general existence result:
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Corollary A.6 (Existence for positive β). Let β ∈ (0, 1] and u0 ∈ ℓ
∞
+ (Z). Then there
exists a solution u : [0,∞)→ ℓ∞+ (Z) of (A.1).
Alternatively it is likely possible to prove this result directly via an infinite dimensional
fixed-point method. Since we need Corollary (A.5) for the case β < 0 anyway, the above
method is the fastest for our purpose. In the next section we deal with the negative β
case, including existence and the positivity estimate (A.6). Then we prove the positivity
estimate for positive β, completing the proof of Theorem A.3.
A.2 Existence of solutions for β < 0
In the following we always assume β < 0. The key idea to prove existence of solutions
is to exploit the fact that regions which are enclosed by large particles (called traps) are
screened from the rest of the particles, very similar to [HNV16]. One important difference
however is the fact that the backward equation does not yield a-priori estimates on the
persistence of traps. We make the following definition:
Definition A.7. We say that a solution u to equation (A.1) with initial data u0 ∈ PL,d
has the persistence property on [0, T ] if u(0, k) ≥ d implies u(t, k) ≥ d2 for all t ∈ [0, T ].
By making use of the theory for the coarsening equation developed in [HNV16] we have
the following result concerning Ho¨lder regularity:
Lemma A.8. There exist constants T ′ = T ′(β, d) and C = C(β,L) > 0 such that the
following holds: If a solution u to equation (A.1) with initial data u0 ∈ PL,d has the
persistence property on [0, T ] and T ≤ T ′, then
|u(t2, k)− u(t1, k)| ≤ C|t2 − t1|
1
1−β , (A.14)
for all t2, t1 ∈ [0, T ] and k ∈ Z.
Proof. We consider the time reversed function
x(s, k) = u(T − s, k), (A.15)
then x is a solution to the coarsening equation for 0 ≤ s ≤ T that satisfies x(0, .) ∈ PL, d
2
.
Applying Lemma 3.3 from [HNV16] (if T ≤ T ∗(β, d2) =: T
′) yields the desired Ho¨lder
continuity for x, and thus also for u.
From this result we derive the first a-priori estimate:
Lemma A.9. Let u0,δ be as above and let uδ be the corresponding solution of equation
(A.1), which exists by Lemma A.5. Then there exists T = T (L, d) > 0 such that uδ has
the persistence property on [0, T ].
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Proof. First we note that because the solution satisfies uδ ≥ δ for all times then we have
the Lipschitz estimate
|∂tuδ| ≤ 4δ
β . (A.16)
This means that uδ(0, k) ≥ d implies uδ(t, k) ≥
d
2 for 0 ≤ t ≤ t0, where
t0 =
d
8δβ
. (A.17)
Let T be the largest time such that uδ(0, k) ≥ d implies uδ(t, k) ≥
d
2 on [0, T ]. By the
above considerations we already know that T > 0. If T ≤ T ′(β, d) we can apply Lemma
A.8 and get
uδ(t, k) ≥ uδ(0, k) − Ct
1
1−β . (A.18)
If uδ(0, k) ≥ d, this implies uδ(T, k) ≥ d−CT
1
1−β . On the other hand, by the definition
of T there exists such a k with uδ(T, k) ≤
3d
4 , hence
3d
4
≥ d− C(L)T
1
1−β , (A.19)
which gives a lower bound for T in terms of L and d.
The next a-priori estimate is crucial to get uniform Ho¨lder bounds on uδ, as well as
integral bounds which are needed to pass to the limit.
Lemma A.10. Let uδ be as above. Then there exists c = c(β,L, d) > 0 and t
∗ =
t∗(β,L, d) > 0 such that
uδ(t, ·) ≥ ct
1
1−β , (A.20)
for 0 ≤ t ≤ t∗.
Proof. We apply a very similar argument as in the proof of Lemma 3.5 in [HNV16]. If
the statement is false, there exist sequences u(n), tn → 0, δn → 0 and kn ∈ Z such that
u
(n)
δn
(tn, kn) ≤
1
n
t
1
1−β
n . (A.21)
By translation invariance we can assume that kn = k0 is constant. We rescale and define
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vn(s, k) = t
1
β−1
n u
(n)
δn
(tns, k). (A.22)
Then vn is a solution to equation (A.1) with vn(1, k0) → 0. Additionally we have
vn(0, .) ∈ PL,d and vn satisfies the persistence property on [0, 1] for large n by Lemma
A.9. Since t
1
β−1
n d→∞ and T ′ →∞ as d→∞ we also have that vn is uniformly Ho¨lder
continuous by Lemma A.8. Let B be the largest set of consecutive indices containing k0
such that
lim inf
n→∞
vn(1, k) > 0, (A.23)
for k ∈ B. Observe that we have |B| ≤ L due to t
1
β−1
n d → ∞ and the persistence
property. Let l−, l+ be the nearest particle index to the left, respectively to the right of
B. We restrict to a subsequence such that vn(1, k)→ 0 for k ∈ B and vn(1, l±) ≥ λ > 0.
If we define the local mass Mn(s) as
Mn(s) =
∑
k∈B
vn(s, k), (A.24)
then an elementary calculation gives
d
ds
Mn(s) = v
β
n(s, l− + 1)− v
β
n(s, l−) + v
β
n(s, l+ − 1)− v
β
n(s, l+). (A.25)
Due to uniform Ho¨lder continuity and particles in B going to zero there exists ε > 0
such that
vβn(s, l±) ≤
1
2
vβn(s, l± ∓ 1), (A.26)
for s ∈ [1 − ε, 1] and large enough n. Using equation (A.25) on this time interval we
obtain
2
d
ds
Mn(s) ≥ v
β
n(s, l− + 1) + v
β
n(s, l+ − 1) ≥M
β
n (s), (A.27)
which, after integrating from 1− ε to 1 yields
Mn(1) ≥ ε˜ > 0, (A.28)
which gives a contradiction after sending n to infinity.
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This result gives us the a-priori estimates we need to pass to the limit:
Corollary A.11 (Ho¨lder continuity). Let uδ and t
∗ be as above. Then there exists
C = C(β,L, d) such that
|uδ(t2, k)− uδ(t1, k)| ≤ C|t2 − t1|
1
1−β , (A.29)
for all t2, t1 ∈ [0, t
∗] and k ∈ Z.
Proof. Let t2, t1 ∈ [0, t
∗], t2 > t1. We integrate (A.1) in time and estimate
|u(t2, k)− u(t1, k)| ≤
∫ t
0
|∆G(uδ)(s, k)| ds .
∫ t2
t1
s
β
1−β ds (A.30)
∼ t
1
1−β
2 − t
1
1−β
1 ≤ (t2 − t1)
1
1−β , (A.31)
where we used Lemma A.10 to estimate |∆Gβ(uδ)|.
With these preparations we can prove the first statement of Theorem A.3 for negative
β:
Proof of existence and positivity bound for β < 0. Let u0,δ and uδ as above. By Corol-
lary A.11 and the Arzela-Ascoli Theorem there exists a subsequence δ → 0 such that
uδ → u uniformly on [0, t
∗]. Moreover, by Lemma A.10 we have
uβδ (t, k) ≤ c
βt
β
1−β , (A.32)
which implies uβδ → u
β in L1([0, t∗]). Using this we can pass to the limit in the integral
equation
uδ(t, k) = u0,δ(k)−
∫ t
0
∆G(uδ)(s, k) ds, (A.33)
showing that u is a solution to the backward equation with initial data u0 on [0, t
∗]. Since
the lower bound from Lemma A.10 also holds in the limit, we can extend the solution
from t∗ to arbitrary times via comparison principle, which also changes the lower bound
to ∼ 1 ∧ t
1
1−β for large times.
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A.3 Harnack-type inequality for 0 < β ≤ 1
In the previous part Lemma A.10 was crucial to prove existence of a solution. The
result of the lemma, together with the positivity condition PL,d can be interpreted as a
Harnack-type inequality, see [BV06]. For 0 < β < 1 a similar result holds, the equation
however behaves differently and the indirect proof does not work here. We will pursue
another approach and show the inequality directly with explicit constants, handling the
case β = 1 separately. The key observation is that a large particle next to a small particle
will always induce growth on the small particle, despite the size of the other neighbour
of the small particle. This decouples the equation in a sense and we only need to study
the local problem:
Lemma A.12 (Local Problem). Let 0 < β < 1 and T > 0. Consider two functions
F ∈ C0([0, T ]; [0,∞)) and u ∈ C1([0, T ]; [0,∞)) which satisfy
F (t) ≥ ct
β
1−β , (A.34)
u˙(t) ≥ F (t)− 2uβ(t). (A.35)
on [0, T ]. Then u satisfies
u(t) ≥ η1(c)t
1
1−β , (A.36)
on the interval [0, T ], where η1 is a positive strictly increasing function which depends
only on β.
Proof. We define the rescaled function
v(t) = t
1
β−1u(t), (A.37)
on the half-open interval (0, T ]. Then it suffices to show that v is bounded from below
by η1(c). We calculate
tv˙(t) = t
(
t
1
β−1 u˙(t) +
1
β − 1
t
1
β−1
−1u(t)
)
(A.38)
≥ t
(
t
1
β−1F (t)− 2t
1
β−1uβ(t) +
1
β − 1
t
1
β−1
−1
u(t)
)
(A.39)
= t
β
β−1F (t)− 2vβ(t)−
1
1− β
v(t) (A.40)
=: t
β
β−1F (t)− θ(v(t)), (A.41)
in particular the assumption on F implies that
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tv˙(t) ≥ c− θ(v(t)). (A.42)
Since the function θ is strictly increasing on [0,∞) we can define the inverse function
η1 = θ
−1, which is also strictly increasing. We claim that v ≥ η1(c) on (0, T ]. If this is
not true, there is ε > 0 and t∗ ∈ (0, T ] such that v(t∗) ≤ η1(c)− ε. In particular we have
c− θ(v(t∗)) ≥ ε˜ > 0, (A.43)
for some ε˜ > 0. But then the differential inequality (A.42) implies that v(t) ≤ η1(c)− ε,
and hence c− θ(v(t)) ≥ ε˜ for all t ∈ (0, t∗]. Dividing by t and integrating (A.42) in time
gives
v(t∗)− v(t) ≥ ε log
(
t∗
t
)
, (A.44)
for all 0 < t ≤ t∗. Sending t to zero then gives a contradiction.
The above lemma enables us to prove a Harnack type inequality:
Lemma A.13 (Harnack type inequality). Let u be a solution to equation (A.1) with
0 < β < 1 and initial data 0 ≤ u0 ≤ 1. Then we have
u(t, k) ≥ η(|k − l|)(t− s)
1
1−β , (A.45)
for all k, l ∈ Z and 0 ≤ t − s ≤ t∗(u(s, l)). The function η is strictly positive and the
function t∗ is non-negative, strictly increasing with t∗(u) = 0 iff u = 0. Furthermore,
both functions depend only on β.
Proof. Due to translation invariance in space and time it suffices to consider the case
s = 0 and l = 0. We will make an iterative argument, using Lemma A.12 in each step.
First we note that due to u0 ≤ 1 and the comparison principle we have the Lipschitz
estimate
|u˙| ≤ 4, (A.46)
in particular
u(t, 0) ≥ u0(0)− 4t. (A.47)
The case u0(0) = 0 is trivial. If u0(0) > 0, the Lipschitz estimate implies
33
u(t, 0) ≥ t
1
1−β , (A.48)
whenever u0(0) − 4t − t
1
1−β > 0. If we set f(t) = 4t + t
1
1−β then t∗ is defined as the
inverse of f . Thus the above lower bound holds for 0 ≤ t ≤ t∗(u0(0)). For u(t, 1) we
have
u˙(t, 1) = uβ(t, 0) − 2uβ(t, 1) + uβ(t, 2) (A.49)
≥ uβ(t, 0) − 2uβ(t, 1). (A.50)
This means that uβ(t, 0) and u(t, 1) satisfy the assumptions of Lemma A.12 with T =
t∗(u0(0)) and c = 1. Thus we have
u(t, 1) ≥ η1(1)t
1
1−β , (A.51)
on [0, t∗(u0(0))]. Now we can successively apply the same argument to the pairs of
functions (uβ(t, 1),u(t, 2)),...,(uβ (t, k−1),u(t, k)), for k ∈ N. The argument for −k is the
same. Then the desired inequality follows with the function η = η(r) (r ∈ N) defined as
η(r) = η
(r)
1 (1), (A.52)
η(0) = 1, (A.53)
where η
(r)
1 means that η is r times composed with itself.
Lemma A.14. Let u be a solution to the constant coefficient linear equation equation
(A.1) with β = 1. Then for every k ∈ Z and N ∈ N we have
u(t, k) ≥M(u0, k,N) exp(−2t)IN (2t), (A.54)
where Ik(t) denotes the k-th modified Bessel function of the first kind and
M(u0, k,N) =
N∑
l=−N
u0(k − l) (A.55)
denotes the local initial mass.
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Proof. In the linear constant-coefficient case we can give an explicit formula by Fourier-
analysis: We write
uˆ(t, θ) =
k=+∞∑
k=−∞
u(t, k) exp(−ikθ), (A.56)
taking the time derivative on both sides and using the equation then yields
∂tuˆ(t, θ) = exp(−iθ)
k=+∞∑
k=−∞
u(t, k) exp(−ikθ) (A.57)
− 2
k=+∞∑
k=−∞
u(t, k) exp(−ikθ) (A.58)
+ exp(iθ)
k=+∞∑
k=−∞
u(t, k) exp(−ikθ) (A.59)
= 2(cos(θ)− 1)uˆ(t, θ). (A.60)
We solve this ODE in t with initial data fˆ to obtain
uˆ(t, θ) = fˆ(θ) exp(2t(cos(θ)− 1)), (A.61)
which gives the discrete heat kernel
φ(t, k) = exp(−2t)
1
2π
∫ pi
−pi
exp(2t cos(θ)− ikθ) dθ (A.62)
= exp(−2t)
1
π
∫ pi
0
exp(2t cos(θ)) cos(kθ) dθ (A.63)
= exp(−2t)Ik(2t), (A.64)
where Ik is the kth modified Bessel function of the first kind. Then the desired inequality
follows directly by the standard representation
u(t, k) =
∑
l∈Z
u0(k − l)φ(t, l), (A.65)
the fact that φ is decreasing in the second argument and the obvious estimate.
We summarize the findings of this section and prove the remaining statements of Theo-
rem A.3:
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Proof of positivity estimate for 0 < β ≤ 1. First we consider the case β 6= 1. It suffices
to consider the case u0 ≤ 1 by scaling (this means that for general data the constants get
an additional dependence on ||u0||∞). Because u0 ∈ PL,d, for every k ∈ Z there exists
k′ with u0(k
′) ≥ d and |k − k′| ≤ L. Then Lemma A.13 with s = 0 and l = k′ yields
u(t, k) ≥ min
j=1,..,L
η(j)t
1
1−β , (A.66)
for 0 ≤ t ≤ t∗(d) because t∗ is monotone. For β = 1 we note that u0 ∈ PL,d implies
that M(u, k, L) ≥ 2d, since there are at least two terms in the sum that are greater than
or equal to d by definition of PL,d. Then the statement follows directly from Lemma
A.14.
A.4 Nash-Aronson estimates and Ho¨lder continuity
For u = u(k) ∈ ℓ∞(Z) we define the forward and backward difference operators
∂+u(k) = u(k + 1)− u(k) (A.67)
∂−u(k) = u(k)− u(k − 1). (A.68)
For a = a(t, k) with 0 < c1 ≤ a ≤ c2 and a(., k) ∈ C
0([0,∞)) we consider the discrete
analogue to a parabolic evolution equation in divergence form:
{
∂tu = ∂
−(a∂+u) =: L(t)u
u(0, .) = u0.
(A.69)
We denote by φ(t, k, s, l) the fundamental solution to (A.69), in other words, φ(., ., s, l)
is the solution to the above equation starting at time s with initial data φ0(k) = δkl.
Since L(t) is a bounded operator from ℓ2(Z) to ℓ2(Z), φ can be written as
φ(t, k, s, l) =
〈
exp
(∫ t
s
L(r) dr
)
δl, δk
〉
, (A.70)
where δk are the canonical basis vectors in ℓ
2(Z). The general solution starting at time
t = s to (4.22) is then given by
u(t, k) =
∑
l∈Zd
φ(t, k, s, l)u0(l). (A.71)
We also define the reduced fundamental solution
ψ(t, k) = φ(t, k, 0, 0) = φ(t, 0, 0, k), (A.72)
36
and the corresponding ”macroscopic” rescaled function
U : R→ [0,+∞) (A.73)
U(t, ξ) = t
1
2ψ(t, ⌊t
1
2 ξ⌋). (A.74)
We have the following Nash-Aronson estimates on the fundamental solution:
Theorem A.15. There exist constants t0 > 0, C > 0 and α > 0, depending only on the
bounds on a, such that the following statements hold:
• Aronson estimate:
ψ(t, k) ≤
C
1 ∨ t
1
2
exp
(
−
|k|
1 ∨ t
1
2
)
, (A.75)
for every k ∈ Z and t ≥ 0.
• Nash continuity estimate:
|ψ(t, k) − ψ(t, l)| ≤
C
t
1
2
(
|k − l|
t
1
2
)α
, (A.76)
for every k, l ∈ Z and t ≥ 0.
Proof. Here we cite the results from Appendix B of [GOS01]. Inequality (A.75) is pre-
cisely the statement of Proposition B.3. For the second inequality (A.76) we first note
that (A.75) implies |ψ1/2| . t
− 1
2 . Then the desired estimate at a time t∗ follows from
Proposition B.6 applied at t = s = t∗/2 with f = ψ(t∗/2, .) and the semigroup prop-
erty.
These estimates have important consequences for the function U . Inequality (A.75)
implies that
U(t, ξ) ≤ Φ(ξ), (A.77)
for some integrable function Φ. In particular the function family U(t, .) are tight proba-
bility measures. On the other hand, the estimate (A.76) implies that the function U(t, .),
which is a step-function by definition, becomes Ho¨lder continuous in the following sense:
Definition A.16 (Approximate Ho¨lder Continuity). Let {fn} ⊂ L
∞(R) be a sequence of
functions. Then {fn} is said to be approximately Ho¨lder continuous with exponent
α ∈ (0, 1] if for every ε > 0 there exists n = n(ε) such that |x− y| ≥ ε implies
|fn(x)− fn(y)| ≤ C|x− y|
α, (A.78)
for n ≥ n(ε) and a universal positive constant C.
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The important observation is that Ho¨lder continuity on the discrete microscopic level
implies approximate Ho¨lder continuity on the macroscopic scale:
Lemma A.17. The function U(t, .) is approximately Ho¨lder continuous as t → ∞.
Furthermore, the constants C,α and t = t(ε) only depend on the bounds of the coefficient
a in (A.69).
Proof. By the estimate (A.76) from Theorem A.15 we calculate
|U(t, ξ)− U(t, η)| .
(
|⌊t
1
2 ξ⌋ − ⌊t
1
2 η⌋|
t
1
2
)α
. (A.79)
Since
|⌊t
1
2 ξ⌋ − ⌊t
1
2 η⌋|
t
1
2
= |ξ − η|+O(t−
1
2 ), (A.80)
we get the desired estimate for |ξ − η| & t−
1
2 .
The next result is of crucial importance for the main result of the paper. Denote by
Tδ(R) the set of step-functions with step-width at least δ. Then we have:
Lemma A.18. Let (fn) ⊂ L
1(R) be tight and approximately Ho¨lder continuous. Then
for every ε > 0 there exists n0 and δ > 0, such that for every fn with n ≥ n0 there exists
χ ∈ Tδ(R) with
||fn − χ||L1(R) ≤ ε. (A.81)
Proof. Let ε > 0. Because (fn) is tight in L
1 there exists R > 0 such that
∫
|x|≥R
|fn(x)| dx ≤ ε, (A.82)
hence it suffices to approximate (fn) in L
∞. By approximate Ho¨lder continuity there
exists n0 such that
|fn(x)− fn(y)| ≤ C|x− y|
α, (A.83)
for n ≥ n0 and |x− y| ≥ R
− 1
α ε. This means that the piecewise-constant interpolation χ
of fn with step-width R
− 1
α ε approximates fn uniformly up to an error of R
−1εα, hence
||fn − χ||L1 . ε+ ε
α. (A.84)
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Combining the last two lemmas we obtain the following corollary, which is used in the
proof of the main result:
Corollary A.19. For every ε > 0 there exists T > 0 and δ > 0, such that for every
U(t, .) with t ≥ T there exists χ ∈ Tδ(R) with
||U(t, .) − χ||L1(R) ≤ ε. (A.85)
Furthermore, T and δ only depend on ε and the bounds on a.
Proof. Approximate Ho¨lder continuity was already established, while tightness in L1
follows from the estimate (A.75) of Theorem A.15. The dependence of the constants is
easily checked revisiting the proofs of the previous two lemmas.
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