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Recently, linear programming models for test construction were developed. 
These models were based on the information function from item response 
theory. In this paper another approach is followed. Two 0-1 linear pro- 
gramming models for the construction of tests using classical item and test 
parameters are given. These models are useful, for instance, when classical 
test theory has to serve as an interface between an IRT-based item banking 
system and a test constructor not familiar with the underlying theory. 
In this paper the construction of tests from an item bank calibrated under 
an item response model is considered. It is assumed that estimates of the 
parameters representing such properties as item difficulty, discriminating 
power, and the effect of random guessing are stored with the items in the 
bank. Given such a system, it is possible at any desired moment to construct 
tests with useful properties. Until now the information function was used 
for constructing tests (e.g., Theunissen, 1985; van der Linden & Boekkooi- 
Timminga, in press). In this approach tests are constructed so that a target 
for the information function is approximated as closely as possible. The ap- 
proach has the disadvantage that the test constructor has to specify a target 
information function. This can be a difficult task, in particular when test 
constructors are unfamiliar with the underlying theory. Therefore, some 
test constructors may want to have the option of using classical item param- 
eters, and the question arises as to if it is possible to use classical test theory 
as an interface between the item bank system and the test constructor. 
Van der Linden (1986) has shown that the usual classical item and test 
parameters can be deduced from the item response theory (IRT) param- 
eters under the assumption of a population distribution over the person 
parameter, even if the item bank is multidimensional. For the difficulty and 
discriminating power parameter, the reverse is also possible, provided that 
some conditions are met (see Lord, 1980, p. 33). It is not possible, however, 
to derive IRT item parameters from classical test parameters such as the 
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reliability coefficient, although the former are needed to calculate test in- 
formation functions. Therefore, target information functions cannot be 
derived from classical test specifications. So, if a test constructor unfamiliar 
with item response theory wants to construct a test from an item bank 
calibrated under an IRT model, classical item and test parameters have to 
be used in the process of item selection. The only difference is that the 
parameter values need not be estimated directly from empirical data, but 
can be derived a priori from the IRT parameters. 
Although the present research was motivated by an IRT item banking 
project in which the option of classical test construction was needed, it 
should be observed that the results in this paper do not hold only for this 
case. In fact, they can be used in any environment where tests are con- 
structed using classical test and item parameters, irrespective of the number 
of items available and the way in which estimates of the parameters are 
obtained. 
In the following it is assumed that, for the population of examinees con- 
sidered, the item bank system has generated the classical item difficulty 
and discrimination parameters. Also, the test constructor not only wants 
a test with maximal reliability but also imposes other constraints on the 
tests, for instance, with respect to the range of item difficulties, the distri- 
bution of the items over subject matter, the administration time needed, 
the "history" of the items (e.g., the frequencies of previous usage), or the 
length of the test. It is obvious that in this case test construction by hand 
will lead to combinatorial problems if all possibilities have to be considered. 
It is the purpose of this paper to offer two linear programming models that 
can be applied to solve these problems and for which standard algorithms 
in computer code are amply available in textbooks (e.g., Kuester & Mize, 
1973; Land & Powell, 1973; Syslo, Kowalik, & Deo, 1983), software li- 
braries such as NAG (Numerical Algorithms Group Limited), and software 
packages as MPSX/370 (IBM), Lando (Center for Mathematics and Com- 
puter Science), or Lindo (Lindo Systems Inc.). 
Reliability of a Test 
The test construction goal we will consider is maximization of the classi- 
cal reliability of the test for a given population of examinees. The reliability 
of a test is defined as the squared correlation between the observed and the 
true scores, pXh. This quantity is dependent, however, on the covariance 
between all items (Lord & Novick, 1968, Formula 15.3.9), and it is not 
possible to write the reliability coefficient as a function of a more limited 
number of item parameters. Therefore, it is impossible to maximize the re- 
liability of a test directly, and we shall resort to maximization of a lower 
bound. 
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A well-known and simple lower bound to test reliability is coefficient a 
(Lord & Novick, 1968, p. 331): 
a = n(n( 1) -1 11 Pi=) ii ix1 (1) n - (1)= 
where n is the number if items in the test, r• is the variance of item i, and 
pix is the item-test correlation of item i. Other lower bounds (Guttman, 
1945; Jackson & Agunwamba, 1977; Raju, 1977; ten Berge, Snijders, & 
Zeegers, 1981) cannot be used in our application. Because they depend on 
the covariances or higher order moments between the items, these lower 
bounds cannot be linearized satisfactorily. Also, in order to deal with co- 
variances, decision variables have to be introduced to denote whether or 
not pairs of items should be included in the test. The number of variables 
required for an item bank of practical size makes the maximization of lower 
bounds with covariances impossible. 
If no restriction were imposed on the test length, the number of items in 
the test would become too large, because adding items with a positive item- 
test covariance tends to increase the value of a. Hence we will fix the length 
of the test. Maximization of a then implies minimization of 
n i= 
i= 1 \i= 1 
for a fixed value of n. 
Suppose the item bank consists of I items and define the decision vari- 
ables xi, i = 1, 2,0..., I as 
Xi 0 item i not in the test 
1 item i in the test. 
A maximal value of a is then obtained for a solution to the following 0-1 
nonlinear programming model: 
I 12 




i = n; (4) 
i= 1 
I 
SijXi , = 1,2,... ,J; (5) i= 1 
xi {0, 1}, i = 1, 2, ...,I, (6) 
where constraint (4) implies that the test length equals n, and (5) has been 
added to deal with possible practical constraints, that is, demands that the 
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test constructor imposes on possible properties of the test, like the distribu- 
tion of the items over subject matter, the frequency of previous usage of the 
items, the final date of administration of the items, and the administration 
time available for the test. A review of the possibilities to formulate such 
constraints linearly has been given elsewhere (van der Linden & Boekkooi- 
Timminga, in press) and will not be repeated here. Each different applica- 
tion of (5) will involve different definitions of vii and wj. 
There is no efficient algorithm for solving integer nonlinear program- 
ming models (Rao, 1985), so the above model cannot be used in practice. 
If the problem can be formulated as a 0-1 linear programming model, 
however, more efficient algorithms are available. 
Formulation of the Problem as a 0-1 LP Model 
In this section, two 0-1 linear programming models (0-1 LP models) will 
be formulated. The performance of these models will be compared in a sim- 
ulation study. The possibility to use expressions like (5) to include practical 
constraints in the test construction process is skipped during the presenta- 
tion of the models, but will be taken up again in an example at the end of 
the paper. 
Inspection of (3) shows that both of its sums are linear in the decision 
variables. This suggests an approach in which one of these expressions is 
used as an objective function and the other as a constraint. Because for a 
wide range of possible values of rr, the classical difficulty of an item, the 
numerator of (3) varies less than the denominator, a can be expected to de- 
pend more strongly on the latter. This effect is verified empirically in Ebel 
(1967). Also, if the numerator of (3) is restricted to a low (high) value, the 
denominator takes on a low (high) value, because ai figures both in the 
numerator and in the denominator. So a restriction on the numerator 
probably does not influence the value of a very much. Therefore, it seems 
sensible to maximize the denominator of (3), constraining the numerator to 
a low value. This is realized in the following model. 
Test Construction Model I 
I 
max ( i QixXi (7) 
i= 1 
subject to 
Sx<- c; (8) 
i=1 
I 
i xi = n ; (9) i=1 
I 
vx w, j = 1, 2,... ,J; (10) i=l 
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xi E {0,1}, i = 1,2,...,I, (11) 
where c > 0 is a constant. This model is linear in its variables and can be 
solved for (xl,... ,xl) by a branch-and-bound method (Dakin, 1965; Land 
& Doig, 1960). 
The choice of a value for c can be motivated as follows. The maximal 
possible value of the sum of the item variances in the model is equal to n/4. 
In addition, the numerator and denominator of (2) have Oi as a common 
factor. Therefore, if c approaches its maximum, a maximal value will be 
found, but at the same time the numerator will tend to be too large. On the 
other hand, if c approaches its minimum, a minimal value for the numerator 
will be attained, at the cost of a constrained denominator. The latter is due 
not only to the common factor oi, but also to a restriction-of-range effect 
on pix. Hence, the optimal value of c will tend to be closer to n/4 than to 
zero. This issue will be pursued further in the section on empirical results 
below. 
Because the variances of the items are not as important as the item 
discriminations, the following 0-1 LP model, which selects items with the 
highest discriminations, is an alternative to Test Construction Model I. 
Test Construction Model II 
I 
max 
• pixxi (12) i=1 
subject to 
I 
Sxii -- n ; (13) i=1 
I 
SVi x W, j = 1,2,..., J; (14) i=l 1 
xi E {0, 1}, i= 1, 2,..., I. (15) 
The advantage of this model is that we do not have to choose a value for 
c. The approach implemented in Model II is recommended in Gulliksen 
(1950, p. 379). The application of complex engineering methods like math- 
ematical programming methods is useful because in practice constraints like 
(14) are involved (see the example below). Otherwise, selection by hand 
would be preferable. 
Empirical Validation and Comparison 
In this section the assumptions underlying model (7)-(11) are verified 
empirically, and the performances of the models in (7)-(11) and (12)-(15) 
are compared. An example at the end of this section illustrates the possi- 
bility of including practical constraints in the model. 
283 
This content downloaded from 130.89.45.231 on Mon, 21 Dec 2015 13:49:19 UTC
All use subject to JSTOR Terms and Conditions
Adema and van der Linden 
Two item banks of 500 items were generated. For Item Bank 1, the 
underlying response model was the Rasch model with item parameters 
drawn from the distribution N(-0.5, 1). For Item Bank 2, the underlying 
model was the 3-parameter logistic model with item parameters ai and bi 
drawn from the distributions U(0.5, 1.5) and U(-3,3), respectively. The 
guessing parameters ci were set equal to 0.2 for the first 250 items and 
equal to 0.0 for the other items. To estimate the classical item difficulties, 
7ri, and item discriminations (i.e., item-test correlations where the whole 
item bank was considered as a test), piB, 1,000 examinees (0 - N(0, 1)) were 
generated to answer the items. 
The computer program Lando was used to solve the 0-1 linear program- 
ming models on a DEC2060 computer. Because it takes too much time to 
find a 0-1 solution for the model in (7)-(9) and (11) directly, the relaxation 
of this model was solved, that is, the model with constraints 0 < xi - 1 
instead of xi E {0, 1} for i = 1, 2,... , I. This could be done, because it is 
known that the number of fractional values in the solution is not greater 
than the number of constraints (Dantzig, 1957). Therefore, the solution to 
the model in (7)-(9) and (11) was found by rounding fractional values for 
at most two of the I decision variables. 
The model assumptions were first verified by comparing tests from Item 
Bank 1 for different values of c. The number of items in the tests was 20. 
Table 1 shows the values of coefficient a. In this table, oa* denotes coeffi- 
cient alpha with piB replacing item pix, whereas ae is the exact value of the 
coefficient calculated after the test was selected. 
Table 1 shows that the differences between values of a of tests con- 
structed for different values of c were small. However, high values of c 
generally gave the best results. 
For Item Bank 2 (3-parameter model), again tests were constructed for 
TABLE 1 
Coefficient (x for tests constructed from a simulated 
Rasch calibrated item bank (n = 20) using model 
(7)-(9), (11) 
c O* aO 
5.0 .8096 .8478 
4.5 .8028 .8413 
4.0 .7803 .8252 
3.5 .7491 .8069 
Note. x* and a are the coefficients ao based on PiB and 
pix, respectively. Parameter c is given in constraint 
(8). 
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TABLE 2 
Coefficient ct for tests constructed from a simulated 
item bank calibrated under the 3-parameter logistic 
model (n = 20) using model (7)-(9), (11) 
c O* aO 
5.0 .8395 .8712 
4.5 .8388 .8678 
4.0 .8288 .8559 
3.5 .8008 .8401 
3.0 .7696 .8205 
Note. a* and oa are the coefficients oa based on PiB and 
pix, respectively. Parameter c is given in constraint (8). 
TABLE 3 
Coefficient a for tests constructed from both simulated item banks using models 
(7), (9), (11), and (12)-(13), (15) 
Model (7), (9), (11) Model (12)-(13), (15) 
Item bank n OL* o Oo* oa 
1 20 .8096 .8478 .8107 .8465 
40 .9013 .9122 .9020 .9122 
2 20 .8395 .8712 .8411 .8723 
40 .9088 .9189 .9114 .9210 
Note. a* and a are the coefficients a based on PiB and pix, respectively. 
different values of c. The results are displayed in Table 2. Once more, the 
best results tended to be found for high values of c. Therefore, it seems 
possible to choose c maximal, implying that constraint (8) becomes redun- 
dant and can be omitted. 
In Table 3, a comparison is made between model (7), (9), (11) (with c 
maximal), and model (12)-(13), (15). The numbers of items in the tests 
were equal to 20 or 40, and the models were applied to both item banks. 
Table 3 demonstrates that the model in (12)-(13) and (15) gave excellent 
results. The values of oa were as good as for the best choices of c in Tables 
1 and 2. 
Practical Constraints in Test Construction 
The models considered so far in the simulation study are not realistic, 
because practical constraints were not included. In fact, it is the presence 
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of such constraints that forces us to use algorithms for solving the combina- 
torial problems involved. Therefore, the two models were extended with 
the following illustrative constraints: 
500 
i tixi 35*n; (16) i=1 
250 
1 xi >0.5*n ; (17) i=1 
500 
Ei xi> 0.25*n; (18) i=251 
125 375 
E 
Xi "f+ xi 0.4*nn; (19) i=1 i=251 
250 500 
E Xi + E xi1 -0.4*n; (20) i= 126 i= 376 
500 
0.45*n 
- • pixi, 0.55*n; (21) 
i= 1 
xi < el*10; i = 1,...,500. (22) 
Constraint (16) implied that the administration time of the test was 
not allowed to exceed 35*n seconds. The parameter ti in this inequality was 
the estimated administration time for item i, for example, an estimate of 
the 95th percentile of the distribution of time needed to solve item i in the 
population of examinees. The item banks were supposed to be divided into 
two subsets. The first subset consisted of 250 multiple-choice items; the 
other of 250 essay items. The constraint in (17) stipulated that at least half 
of the items in the test were multiple-choice items, whereas (18) guaranteed 
that at least a quarter of the items in the test were essay items. The item 
banks were also divided into subsets by content. The items with index 
values equal to 1-125 and 251-375 were grammar items. The other items 
were vocabulary items. Thus, constraint (19) and (20) implied that at least 
40% of the items in the test were grammar and vocabulary items, respec- 
tively. The coefficients pi, i = 1,... ,500, in constraint (21) were the esti- 
mated classical item difficulties. According to constraint (21) the mean item 
difficulty of the test should be in the range .45-.55. Suppose the test has 
to be administered to a population of men and women and that for this 
application some of the items are biased. For each item the hypothesis has 
been tested that men and women have identical response functions. Let ei 
be the one-sided probability of exceedance under the null hypothesis of no 
bias. The hypothesis has to be rejected for probabilities smaller than .10. 
Constraints (22) select only test items for which the hypothesis of no bias 
holds. 
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The extended models were not solved by rounding the optimal solution 
to the relaxed model, because this could yield an infeasible solution. A heu- 
ristic based on modifications in the branch-and-bound method was used. 
Papadimitriou and Steiglitz call the branch-and-bound method an approach 
in which 
we try to construct a proof that a solution is optimal, based on successive 
partitioning of the solution space. The branch in branch-and-bound refers 
to this partitioning process; the bound refers to upper bounds that are 
used to construct a proof of optimality without exhaustive search. (1982, 
p. 433) 
In our case the solution space was partitioned successively by setting 
variables at their lower and upper bounds (0 and 1). We started with the 
solution space formed by the constraints (13), (16)-(22) and 0 -xi 51, 
i = 1,... ,500. The upper bound ZLP to the objective function value of 
the best 0-1 solution was computed by solving the LP problem (12), (13), 
(16)-(22), or (7), (9), (16)-(22) and 0O5-xi-- 1 with the simplex method 
(see, e.g., Papadimitriou & Steiglitz). Solution spaces with a corresponding 
LP problem for which no feasible solution existed, or for which the objec- 
tive function value (upper bound) was smaller than the objective function 
value z* for the best 0-1 solution found so far, were not partitioned any 
further, because they could not contain the best 0-1 solution. The modifica- 
tions in the heuristic were as follows. 
1. A large number of variables were fixed after solving the first relaxed 
problem using the reduced costs (see, e.g., Murtagh, 1981, p. 25). 
2. z * was not initialized by z * = -oo as usual but by z * = KZLP, where 
K is a constant close to 1 (0 << K < 1); also, the first 0-1 solution found 
during the search process was accepted. 
Both modifications are based on the small difference between the objec- 
tive function values for the solution of the relaxed 0-1 and the 0-1 LP 
problem in test construction problems. 
The latter modification was such that the size of the possible error was 
under control, because the maximum possible difference between the val- 
ues of the objective function for the optimal solution to the relaxed model 
and for the 0-1 solution could be set in advance by choosing a value for K. 
It should be observed that such solutions always meet the constraints in the 
model. More details about the heuristic are given in Adema (1988). 
Table 4 is similar to Table 3; Table 4, however, presents results for the ex- 
tended models. The maximal possible error was chosen to be 1% of the 
objective function value for the optimal solution to the relaxed model. In 
Table 4, the results for the model with objective function (12) were again 
slightly better. 
Finally, Tables 1-4 show that it is possible to construct tests with pix re- 
placed by piB, because generally tests with a high value for a* also have a 
high value for or. 
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TABLE 4 
Coefficient ct for tests constructed from both simulated item banks using models 
(7), (9), (11), (16)-(22) and (12), (13), (15)-(22) 
Model Model 
(7), (9), (11), (16)-(22) (12), (13), (15)-(22) 
Item bank n ao* o o* o 
1 20 .7966 .8393 .8023 .8413 
40 .8971 .9080 .8970 .9081 
2 20 .8017 .8437 .8083 .8456 
40 .8887 .9024 .8913 .9042 
Note. a* and oa are the coefficients a based on piB and pix, respectively. 
Discussion 
Two 0-1 linear programming models were proposed for the construction 
of tests using classical item parameters. Simulations were conducted to 
verify the assumptions underlying model (7)-(11). Ample experience with 
the model for various types of data (Adema, 1987) has shown that the 
solution invariably produces the maximal value for a for c close to n/4 
(maximum of lOi2 in the model). For example, for I = 500, all simulations 
produced the maximum of alpha for c in the neighborhood of 95% of n/4. 
Also, the optimal value of ao increased monotonically with c to the point at 
which the maximum was obtained and then showed a monotonic but slight 
decrease. Therefore, for large item banks, I > 500, say, it is recommended 
to set c at its maximal value. Model (12)-(15) produced results comparable 
to those for model (7)-(11), in most cases producing results even slightly 
better. If no practical constraints have to be met, the models in (7), (9), (11) 
and (12)-(13), (15) can be solved by a simple algorithm that picks the items 
with the largest values for piB and ai piB, respectively. In practical situations, 
however, constraints on the contents of the test are always available, and 
then a formulation of the problem as a 0-1 LP model is needed. Such 
models can always be solved by the heuristic used in this paper (Adema, 
1988). 
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