Abstract. Let D k f mean the vector composed by all partial derivatives of
Introduction
Let W k p = W k p (Ω) mean a standard Sobolev space on the bounded open set Ω ⊂ R n (for simplicity, we may assume |Ω| = 1 ). As known, the classical Sobolev embedding
(when it is true) gives the best possible value of the exponent q for a given p, but the corresponding space L q is not optimal among all rearrangement invariant spaces suitable for such an embedding. The best possible result was obtained by O'Neil [21] and Dikarev [9] , using the Lorentz spaces
(recall that L(q, p) is essentially smaller than L q , since q > p). The situation is still more complicated for the "limiting" case p = n/k , when the embeddings (1.1) and (1.2) are true for any q < ∞ but not for q = ∞ that should follow from the definition q = np/(n − kp). This case was studied in 60's by Yudovich [32] , Pokhozhaev [24] , Trudinger [30] , Peetre [22] etc. with the help of Orlicz spaces
Although the exponent λ = n/(n − k) was later shown as best possible, the space L Φ itself turned out to be not such and was replaced in 1979-1980 by essentially smaller (and, in fact, the smallest possible) rearrangementinvariant space B with the norm
, where, as usual, f * stands for the non-increasing rearrangement of the function f (see, e.g., Maz'ya [18] , Hansson [12] , Brezis-Wainger [4] ).
Involving various functional spaces as the range of embedding, it is natural to use such spaces also in definition of Sobolev spaces themselves. The main idea of their classical definition is to put certain summability conditions not only on considered functions, but also on their derivatives up to some fixed order. These conditions have usually a form of belonging to corresponding L p -spaces. Thus the direct way for generalization is replacement of L p by other function spaces. The mostly used and studied substitutes for this are Lorentz and Orlicz spaces, but the last time some papers began to consider more general spaces (see, e.g., [7] , [10] etc.).
Let A(Ω) be a Banach function space on some open set Ω ⊂ R n . For a given positive integer k , a (generalized) Sobolev space W k A (Ω) is defined as the collection of all functions f ∈ A(Ω) such that all their weak (distributional) derivatives up to order k also belong to A(Ω). This space is usually normed by
The main problem is to find a space B(Ω) (as small as possible), for which W k
A (Ω) → B(Ω).
For the normed and quasinormed rearrangement-invariant (r.i.) spaces A, B , this problem is discussed rather deeply and in detail in the paper [10] (with supplements in [23] ), proving some general criteria of optimality of the spaces involved. Moreover, in the case of a given range space B , the opposite problem is solved there explicitly, with analytical formula for the corresponding optimal domain space A. Unfortunately, the initial problem of optimal range space B for a given A is much more complicated, and the corresponding general solution in the above mentioned papers is not explicit enough, containing some actions hard for computations. Therefore it makes sense to find other possible estimates for range spaces B , if even they are not optimal but sharp and have a workable analytical form.
Another way for studying Sobolev type embeddings between r.i. spaces is proposed in [20] , containing a rather sharp inequality for the norm (1.3) of a new type. In fact, this inequality gives an embedding of W k A into some set of functions Y k (A) which even may be not a linear space. In the present paper we show that this inequality remains true also for some non r.i. spaces A. Basing on such inequalities, we are able to obtain optimal (or rather sharp) estimates for the range spaces B as above with explicit analytical description. This way turns out to be particularly effective for the ultrasymmetric spaces, defined in [27] . Note that this class of spaces comprises many classical r.i. spaces such as Lorentz, Lorentz-Zygmund and so on. And in the very difficult "limiting" case of embeddings (see Section 6 below), this class includes most of Orlicz spaces, that leads to rather sharp estimations for Orlicz-Sobolev norms.
As in the case of classical spaces (see, e.g., [19] , [29] ), under rather mild conditions on A(Ω), the norm (1.3) is equivalent to the sum containing only derivatives of the zero and of the highest order. Comparison of the norms f B and f A (without derivatives) is a usual part of the function space theory, hence a new task is to compare f B with the sum of norms in A of the highest derivatives; the last, in turn, is equivalent to |D k f | A , where D k stands for the vector composed by all derivatives of order k . The corresponding inequalities are said to be of Sobolev type; in the present paper we will prove such inequalities for u.s. spaces with consequences for Orlicz spaces.
It should be noticed that during the last years the Orlicz-Sobolev embeddings were studied rather intensively in a number of papers by A. Cianchi (see, e.g., [5] and the references there). Moreover, the paper [5] gives some formulas for optimal r.i. embeddings of spaces W 1 A (Ω) with arbitrary Orlicz spaces A. In the present paper we consider Orlicz-Sobolev spaces of any order k ≤ n − 1 , but only in the context of ultrasymmetric spaces. Unfortunately, we cannot compare our results from Section 6 (except for the formula (6.2)) with results from [5] even when k = 1, since the general formulas in [5] , Theorem 1.1, are rather hard for concrete calculations.
Throughout the paper we do not differentiate spaces with equivalent norms and quasi-norms. The letters C, c, c 1 etc. will stand for any nonspecified constant and the records like f ≈ g will mean equivalence of considered functions (expressions). Given a function set (space) X(Ω), we denote by X 0 (Ω) the subset of functions from X(Ω) having compact supports in Ω.
Preliminaries
From now on let Ω be an open, maybe unbounded, set in R n with the standard Lebesgue measure. A Banach space A of measurable functions f : Ω → R is called function space if, for any g ∈ A(Ω) and for any measurable f such that |f (x)| ≤ |g(x)| for a.e. x ∈ Ω, it follows that
The function space A(Ω) is called rearrangement-invariant (r.i.) if, for any g ∈ A(Ω), it contains all functions f such that f * (t) = g * (t) for all t > 0 and f A(Ω) = g A(Ω) . Let us assume that every f (x) = 0 whenever x ∈ R n \ Ω, then any r.i. space A(Ω) can be "reduced" to one-dimensional
Any r.i. space is characterized by the fundamental function ϕ A (s) = χ (0,s) (t) A and their extension indices
Another characteristic is the dilation function
which is used for definition of the so-called Boyd indices
Remark. The dilation function may be defined for nonrearrangementinvariant spaces too, but in this case it can be infinite for some values of s.
For the main definitions and properties concerning Banach function and rearrangement-invariant spaces as well as interpolation theory, we refer the reader to the monograph [3] . It is assumed there additionally that all considered spaces have the Fatou property so that any Banach r.i. space E with this property is exact interpolation between L 1 and L ∞ . In other words, any such a space can be defined as E = F (L 1 , L ∞ ) for some interpolation functor F . Given a Banach r.i. space E , we apply the same functor for defining another space
Except L ∞ , every E is not a usual r.i. space but rearrangement-invariant with respect to the measure dt/t. These spaces will be used for the following definition (see [27] ):
Definition. A rearrangement-invariant space G is called ultrasymmetric (u.s.) if its norm is equivalent to ϕ(t)f * (t) E for some positive increasing parameter-function ϕ(t) with finite extension indices and some parameterspace E . For such spaces, we will use a notation G = L ϕ,E .
As shown in [27] , an r.i. space G with π G > 0 is u.s. if and only if it is interpolation between corresponding Lorentz space Λ ϕ and Marcinkiewicz space M ϕ with the norms
thus the fundamental function ϕ G (t) is equivalent to ϕ(t). Some other properties of u.s. spaces, proved in [27] , also will be used below. We will also need the following Hardy operators
and the notation f * * (t) = P (f * )(t). We say the space A(Ω) has (P ) (or (Q)) property if the corresponding Hardy operator is bounded on A(0, ∞). For r.i. spaces, the (P ) property is equivalent to the inequality ρ A < 1 and the (Q) property is equivalent to the inequality π A > 0.
Let 0 ≤ k < n. We say the space A has Q(k) property if
(it is easy to see that the Q(0) property coincides with (Q)). In the case of a r.i. space A, this property is equivalent to the inequality
Indeed, using the generalized Minkowski's inequality (see, e.g., [14] , p. 45), we obtain that
Analogously we can show that
Note that this quantity is finite for any Banach r.i. space A, because in this case d A (s) ≤ max{1, s} . That is why we do not introduce the P (k) property here. Being decreasing functions, both f * (t) and f * * (t) have limits on infinity; it is easy to see that these limits are equal. Thus f * * (∞) = 0 whenever f ∈ A ⊃ L ∞ (0, ∞), and the last property of the space A is provided by any of Q or Q(k) properties.
Any function space A generates an r.i. space A with the norm f A = f * * A that will be useful in the future discussions. It is easy to check that
Basic inequalities
In the last years it was revealed that various first order differential properties of measurable functions f (x) can be characterized, using some special differences f * (εt)−f * (t), 0 < ε < 1, and f * * (t)−f * (t). The first of them was widely studied and used by Kolyada (see, e.g., [13] ), Sagher and Shvartsman (see, e.g., [28] ), Malý and Pick [17] and some others. The second difference appeared first in a paper by Ulyanov [31] , then in the BennettDeVore-Sharpley's characterization of BMO-spaces (see [3] , Section 5.7); its behaviour in weighted L p -spaces was investigated in [15] . An important role of this difference for new properties of the Sobolev space W 1 p was stated in the recent paper by Bastero-Milman-Ruiz [2] .
Both differences are tightly connected one with another by the relations
The first of them follows immediately, since
The proof of (3.2) is a bit longer:
and thus
As a consequence, both differences have equivalent norms in any space with the (P ) property.
The use of the difference f * (εt) − f * (t) for studying the first derivatives of a function f (x) ∈ C 1 (R n ) with f * (∞) = 0 is based on the following fundamental inequality
where ∇ stands for the usual gradient ∇f = ∂f ∂x 1 , . . . , ∂f ∂x n and (∇f ) * * means |∇f | * * . This inequality (in a slightly different form) was proved by Kolyada (see [13] ), using the classical Loomis -Whitney theorem. Applying the Hardy operator P to both sides of (3.3) and changing the integration order in the right-hand side, we obtain that also
Together with the relation (3.2) this gives that
and this will be the starting point of our discussion in the present paper.
Remark. Another (direct) proof of the inequality (3.4) is given in the paper [2] : first for the spherically symmetric functions f (x) = g(|x|) and then using the Polya-Szegö symmetrization principle in the form proposed by Fournier [11] .
For any function space A, we obtain from (3.4) immediately that
(the result from [2] for the case of A = L n and from [20] for arbitrary Banach r.i. space A). In contrast to the inequality (3.4), the last inequality can be generalized to higher order derivatives of f , using the ideas of [20] , namely, that
For instance, if the space A has Q(1) property, then by (2.2), (3.5) and (3.6) we obtain that
and, taking |∇f | in place of f , we come by (3.4) to the inequality 
(in the same style as before,
Proof. Assume that (3.7) is already proved for k − 1 :
Due to Q(k − 1) property and (2.2), this implies that
Summing such inequalities over all i = 1, . . . , n and using properties of the "double-star" operation
we arrive at inequality
which by (3.4) leads to (3.7).
Note that all requirements to functions f (x) from this theorem are fulfilled if we consider only f ∈ C k 0 (Ω).
Some consequences for rearrangement-invariant spaces
If A is an r.i. space with (P ) property then we may omit two stars in the right-hand term of the inequality (3.7). And if we consider only functions f ∈ C k 0 (Ω) or if the boundary ∂Ω satisfies some minimal smoothness conditions sufficient for the extension theorems (see, e.g., [29] ), then we may replace D k f by various reduced expression, for example, by k -th order gradient (see [1] )
where Δ means the standard Laplace operator. We arrive at the inequality
which in such a form was obtained in [20] .
Remark. The right-hand term of the inequality (3.7) is the norm of |D k f | in the space A which is always rearrangement-invariant. Thus if even A is arbitrary function space with (P ) property, the inequality (3.7) for any function f ∈ C k 0 (Ω) is equivalent to an analog of inequality (4.1), namely, to
In the case of r.i. spaces the result of Theorem 3.1 is optimal in the following sense. 
Proof. We shall use the following result from [10] , Section 3. For any nonnegative continuous function g(t), t ∈ (0, |Ω|), there exists a function
with some ε independent of g . Combining this result with the inequality (4.3), we obtain that the linear operator
is bounded from A to B , which, for the function g(s
, thus the last inequality takes a form
If |Ω| = ∞ this finishes the proof, since f * * (∞) = 0. Alternatively, f * * (|Ω|) B = f L1 χ (0,|Ω|) B and again f * * (|Ω|) may be omitted.
Corollary. If A is a r.i. space such that ρ
and X is the smallest r.i. space providing such an inequality.
Proof. Indeed, by (3.6) and (2.2) we obtain that
and may use the inequality (3.7). Optimality of the space X follows then immediately from Theorem 4.1.
The last assertion gives, by the way, that in the case, when the space A has Q(k) property, the set of function
is a linear space coinciding with r.i. space X . If A does not possess this property, the set Y k (A) may be not linear at all, and the problem on optimal r.i. space B such that f B ≤ c |D k f | A turns out to be very difficult. Nevertheless, even in such cases, Theorem 3.1 allows us to construct suitable spaces B which are rather "close" to optimality. For this purpose, we can use the following statement.
Theorem 4.2. Let a function space A be as in Theorem 3.1 and let another function space B be such that the operator (4.5) is bounded from
Proof. Like the proof of Theorem 4.1, we take a function g(t) = t −k/n f * * (t) − f * (t) and by inequality S k g B ≤ c g A again obtain that
so that it remains only to refer to the inequality (3.7).
Of course, the term f L1 in the right-hand side of (4.8) may be omitted if |Ω| = ∞ or if |Ω| < ∞ but B is a Banach function space no larger than L 1 . In both these cases we obtain that the space B = S k (A ) is the smallest function space giving inequality f * * B ≤ c (D k f ) * * A . Unfortunately, analytical description of the space S k (A ) may be very difficult and, generally speaking, we can use the result of Theorem 4.2 only for checking that a given space B is suitable for desired Sobolev type embeddings and for estimating its proximity to the optimal space.
Results for ultrasymmetric spaces
The u.s. spaces are a partial case of r.i. spaces, thus all results of the preceding section are valid for them. However the presentation of results thus obtained is not always the best possible. Sometimes it is better to consider first the function space E(ϕ) with the norm g E(ϕ) = ϕ(t)g(t) E , to write needed inequalities for it and only then to substitute g * in place of g . This way is particularly useful when the corresponding function g is not decreasing. Proof. By definition, the norm in the space A is equivalent to ϕ(t)f * (t) E . As shown in [27] , the Boyd indices of this space are π A = π ϕ and ρ A = ρ ϕ . Thus the space A has both (P ) and Q(k) properties, which allows us to apply Corollary of Theorem 4.1, defining the best possible r.i. space X by the norm
is a decreasing function. But ρ X = ρ ϕ − k/n < 1 , hence the norm f X is equivalent to ϕ(t)t −k/n f * (t) E and we are done.
Now we return to the main assertion given in Theorem 3.1 and study its form for the u.s. spaces.
Theorem 5.2. Let A be a u.s. space with the fundamental function
and with a parameter-space E . Then
Proof. In contrast to the previous proof, we cannot apply (3.7) directly to A, since the function t −k/n f * * (t) − f * (t) may be not decreasing. Let us show that (3.7) holds with the space E(ϕ) instead of A. It is enough to check that E(ϕ) has Q(k − 1) property. We have
Now we may apply (3.7) to the space E(ϕ) that gives
and we are done.
Let us give some applications of the last theorem to particular u.s. spaces.
Example 1.
We will use the spaces L(∞, p), introduced in [2] as sets of
This result was obtained in [2] for k = 1 and in [20] for the general case. 
and for p = n/k , we obtain that
But the left-hand term
is equivalent to the norm of f in L ∞ . Thus we obtain that any function
this inequality was proved in [6] ). 
Example 3. The parameter-space for
Except for Example 2, in the case of π ϕ ≤ k/n all studied till now sets Y k (A), defined by (4.7), turn out to be not linear spaces (see, e.g., [20] , Section 4.1); it is very likely that Example 2 is really unique. Thus these sets cannot be taken as optimal r.i. spaces for Sobolev type inequalities. The following theorem defines some "almost" optimal spaces for such a situation. Theorem 5.3. Let A = L ϕ,E with ρ ϕ < 1 and let the function ω(t) = ϕ(t)t −k/n satisfy inequalities ω (t) > 0 and
.
, where the u.s. space B is L ψ,E with the parameter-function ψ(t) = tω (t).
Proof. We see that π ϕ ≥ k/n, thus the space A satisfies all conditions of Theorem 3.1. Let us show that the space B satisfies the conditions of Theorem 4.2, i.e., that S k : A → B . As for any positive operator, it suffices to study S k f only for nonnegative functions f ∈ A so that (S k f ) * = S k f . Thus the desired property of S k is equivalent to the inequality
Consider first the case E = L 1 . We have
But the function ϕ(s)/s is decreasing and equivalent to ϕ (s), thus
An analogous estimate for the case E = L ∞ can be obtained immediately only for decreasing functions:
In order to estimate S k f for arbitrary f , let us consider another operator
As follows from definition, the function ω(t)/t is decreasing, thus tω (t) ≤ ω(t). Therefore
But the last expression is equivalent to f Mϕ , so that we get
On the other hand,
since the function min t k/n−1 , s
is decreasing. Thus
The relations obtained mean that the operator S k is bounded from Λ ϕ to L 1 (ψ) and from M ϕ to L ∞ (ψ). But, as shown in [27] , the triple (Λ ϕ , M ϕ , L ϕ,E ) is always interpolation with respect to the triple L 1 (ψ), L ∞ (ψ), E(ψ) , hence this operator is also bounded from L ϕ,E to E(ψ) and the inequality (5.3) is proved.
Sharpness of this theorem can be seen on estimation of functions ψ(t)S k f (t) in L 1 and in L ∞ . And in some special cases of ω(t) the space L ψ,E turns out to be optimal among all r.i. spaces satisfying the corresponding Sobolev inequalities. For example, if π ω > 0 then the function tω (t) is equivalent to ω(t) so that ψ(t) is equivalent to t −k/n ϕ(t). In result we obtain that the space L ψ,E from the last theorem is the same as X from Theorem 5.1. Another example can be given as follows. 
We construct f by a method similar to one used in [8] , Section 5, assuming additionally that ρ E < 1 (this condition is not necessary but simplifies the proof).
As soon as a function g(t) is given, we define, step by step, the functions
and, at last, f (t) = z ln(1/t) /ϕ(t). The properties of the function ψ(t) allow us to apply Theorem 4.2 from [26] , which gives that the function ζ(t) belongs to the same r.i. space as the function ψ(t)g * (t), namely, to E .
Subsequently the function f belongs to E(ϕ). Let us show that
Note that, for any b ∈ (0, 1), the function f (t) is bounded on the interval (b, 1), thus the function f 1 (t) = f (t)χ (b,1) (t) belongs to any u.s. space, and we have to investigate only the function f 0 (t) = f (t)χ (0,b) (t) for some convenient b . We will show that the number b = e −n/k is just such, since
The properties of functions ω(t) and W (u) provide that ω(t 2 ) ≈ ω(t), thus
Remark. Theorem 5.3 can be also applied to the cases when ω (t)= 0 for some t, since we always may replace ω(t) by equivalent strictly increasing functions. For example, we get a new proof for the following result from [7] :
and the space L ψ,E is optimal among all possible r.i. spaces in this inequality.
Sobolev type inequalities for Orlicz spaces
In this section we consider only sets Ω with finite measure. Recall that a function Φ : (0, ∞) → (0, ∞) is said to be a Young function, if it is convex, increasing and
Any of such functions defines the corresponding Orlicz space L Φ as the collection of all measurable functions f : Ω → R, for which there exists a positive number λ such that
This space is usually endowed with the so-called Luxemburg norm
The space L Φ is rearrangement-invariant with a fundamental function ϕ(t) ≈ 1/Φ −1 (1/t), i.e., up to equivalence of norms, any Orlicz space is uniquely defined by its fundamental function which may be taken as a parameter defining L Φ . Moreover, we can give an explicit formula for the norm in L Φ , expressed via ϕ (see, e.g., [25] ):
Note that the Boyd indices of the space L Φ are equal to the extension indices of its fundamental function. Thus if π ϕ > k/n, we may use (4.6), obtaining the best possible Sobolev type inequality for Orlicz spaces
This case in the theory of Orlicz-Sobolev embeddings is usually named "nonlimiting"; the last formula gives the full solution for such a case. The "superlimiting" inequality
Thus the further discussion may be devoted only to the "limiting" case π ϕ = k/n.
As in Theorem 5.3, we define the function ω(t) = ϕ(t)t −1/p , p = n/k , and assume that ω (t) > 0 . We obtain that π ω = π ϕ − 1/p = 0 , hence the function ω(t) increases slower than any power function with positive exponent. It turns out that this condition is "almost sufficient" for the Orlicz space L Φ with Φ(t) ≈ 1/ϕ −1 (1/t) to be ultrasymmetric. Namely, as
shown by Lorentz in [16] , the condition
< ∞ is necessary and sufficient for an Orlicz space L Φ with the fundamental function ϕ(t) = ω(t)t 1/p , p > 1 , to have an equivalent norm
For instance, we obtain all Orlicz spaces generated by the Young functions Proof. First of all let us show that the fundamental function ϕ(t) of the space L Φ satisfies the Lorentz condition (6.3) and thus L Φ is a u.s. space with the norm (6.4). The power growth of the function F (v) implies that ln F (v) ≈ ln v , hence ln Φ(u) ≈ ln u too. Setting t = Φ(u), we obtain that t ≈ u p /F (ln t) and thus
We obtain that ω(t) ≈ F ln This means that B again is a weighted Orlicz space L Ψ (t −k/n ) generated now by the Young function Ψ(u) = Φ(u)(ln u) p(ε−1) .
If one defines a function ω(t) from (6.6) with ε = 1 , this function becomes a power function, corresponding to the "nonlimiting" case of Orlicz-Sobolev embeddings. However there are increasing functions ω(t) which are intermediate between functions (6.6) with ε < 1 and power functions -for example, 
