Recently, many neural network models have been applied to Chinese word segmentation. However, such models focus more on collecting local information while long distance dependencies are not well learned. To integrate local features with long distance dependencies, we propose a dependency-based gated recursive neural network. Local features are first collected by bi-directional long short term memory network, then combined and refined to long distance dependencies via gated recursive neural network. Experimental results show that our model is a competitive model for Chinese word segmentation.
Introduction
Word segmentation is an important pre-process step in Chinese language processing. Most widely used approaches treat Chinese word segmentation (CWS) task as a sequence labeling problem in which each character in the input sequence is assigned with a tag. Many previous approaches have been effectively applied to CWS problem (Lafferty et al., 2001; Xue and Shen, 2003; Sun et al., 2012; Sun, 2014; Cheng et al., 2015) . However, these approaches incorporated many handcrafted features, thus restricting the generalization ability of these models. Neural network models have the advantage of minimizing the effort in feature engineering. Collobert et al. (2011) developed a general neural network architecture for sequence labeling tasks. Following this work, neural network approaches have been well studied and widely applied to CWS task with good results (Zheng et al., 2013; Pei et al., 2014; Ma and Hinrichs, 2015; Chen et al., 2015) .
"The ground is covered with thick snow " "This area is really not small." Figure 1 : An illustration for the segmentation ambiguity. The character "面" is labeled as "E" (end of word) in the top sentence while labeled as "B" (begin of word) in the bottom one even though "面" has the same adjacent characters, "地" and "积".
However, these models focus more on collecting local features while long distance dependencies are not well learned. In fact, relying on the information of adjacent words is not enough for CWS task. An example is shown in Figure 1 . The character "面" has different tags in two sentences, even with the same adjacent characters, " 地" and " 积". Only long distance dependencies can help the model recognize tag correctly in this example. Thus, long distance information is an important factor for CWS task.
The main limitation of chain structure for sequence labeling is that long distance dependencies decay inevitably. Though forget gate mechanism is added, it is difficult for bi-directional long short term memory network (Bi-LSTM), a kind of chain structure, to avoid this problem. In general, tree structure works better than chain structure to model long term information. Therefore, we use gated recursive neural network (GRNN) (Chen et al., 2015) which is a kind of tree structure to capture long distance dependencies.
Motivated by the fact, we propose the dependency-based gated recursive neural network (DGRNN) to integrate local features with long dis-tance dependencies. Figure 2 shows the structure of DGRNN. First of all, local features are collected by Bi-LSTM. Secondly, GRNN recursively combines and refines local features to capture long distance dependencies. Finally, with the help of local features and long distance dependencies, our model generates the probability of the tag of word.
The main contributions of the paper are as follows:
• We present the dependency-based gated recursive neural network to combine local features with long distance dependencies.
• To verify the effectiveness of the proposed approach, we conduct experiments on three widely used datasets. Our proposed model achieves the best performance compared with other state-of-the-art approaches.
2 Dependency-based Gated Recursive Neural Network
In order to capture local features and long distance dependencies, we propose dependency-based gated recursive neural network. Figure 2 illustrates the structure of the model.
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We use bi-directional long short term memory (Bi-LSTM) with single layer to collect local features. Bi-LSTM is composed of two directional tanh sig sig tanh f (t) h (t) s (t) i (t) s (t-1) sig o (t) x (t) , h (t-1)
Figure 3: Structure of LSTM unit. The behavior of the LSTM cell is controlled by three "gates", namely input gate i (t) , forget gate f (t) and output gate o (t) .
long short term memory networks with single layer, which can model word representation with context information. Figure 3 shows the calculation process of LSTM. The behavior of LSTM cell is controlled by three "gates", namely input gate i (t) , forget gate f (t) and output gate o (t) . The input of LSTM cell are x (t) , s (t−1) and h (t−1) . x (t) is the character embeddings of input sentence. s (t−1) and h (t−1) stand for the state and output of the former LSTM cell, respectively. The core of the L-STM model is s (t) , which is computed using the former state of cell and two gates, i (t) and f (t) . In the end, the output of LSTM cell h (t) is calculated making use of s (t) and o (t) .
Refine Long Distance Dependencies
GRNN recursively combines and refines local features to capture long distance dependencies. The structure of GRNN is like a binary tree, where every two continuous vectors in a sentence is combined to form a new vector. For a sequence s with length n, there are n layers in total. Figure 4 shows the calculation process of GRNN cell. The core of GRNN cell are two kinds of gates, reset gates, r L , r R , and update gates z. Reset gates control how to adjust the proportion of the input h i−1 and h i , which results to the current new activation h ′ . By the update gates, the activation of an output neuron can be regarded as a choice among the current new activation h ′ , the left child h i−1 and the right child h i .
Loss Function
Following the work of Pei et al. (2014) , we adopt the max-margin criterion as loss function. For an input sentence c [1:n] with a tag sequence t [1:n] , a sentence-level score is given by the sum of net-
The structure of GRNN cell.
work scores:
where
is the score output for tag t i at the i th character by the network with parameters θ. We define a structured margin loss ∆(y i , y) for predicting a tag sequence y and a given correct tag sequence y i :
where κ is a discount parameter. This leads to the regularized objective function for m training examples:
where J(θ) is a loss function with parameters θ. λ is regularization factor. By minimizing this object, the score of the correct tag sequence y i is increased and score of the highest scoring incorrect tag sequence y is decreased.
Amplification Gate and Training
A direct adaptive method for faster backpropagation learning method (RPROP) (Riedmiller and Braun, 1993 ) was a practical adaptive learning method to train large neural networks. We use mini-batch version RPROP (RMSPROP) (Hinton, 2012) to minimize the loss function. Intuitively, extra hidden layers are able to improve accuracy performance. However, it is common that extra hidden layers decrease classification accuracy. This is mainly because extra hidden layers lead to the inadequate training of later layers due to the vanishing gradient problem. This problem will decline the utilization of local and long distance information in our model. To overcome this problem, we propose a simple amplification gate mechanism which appropriately expands the value of gradient while not changing the direction.
Higher amplification may not always perform better while lower value may bring about the unsatisfied result. Therefore, the amplification gate must be carefully selected. Large magnification will cause expanding gradient problem. On the contrary, small amplification gate will hardly reach the desired effect. Thus, we introduce the threshold mechanism to guarantee the robustness of the algorithm, where gradient which is greater than threshold will not be expanded. Amplification gate of difference layer is distinct. For every sample, the training procedure is as follows.
First, recursively calculate m t and v t which depend on the gradient of time t − 1 or the square of gradient respectively. β 1 and β 2 aim to control the impact of last state.
Second, calculate ∆W (t) based on v t and square of m t . ϵ and µ are smooth parameters.
Third, update weight based on the amplification gate and ∆W (t). The parameter update for the i th parameter for the Θ t,i at time step t with amplification gate γ is as follows: 
Experiments

Data and Settings
We evaluate our proposed approach on three datasets, PKU, MSRA and CTB6. The PKU and MSRA data both are provided by the second International Chinese Word Segmentation Bakeoff (Emerson, 2005) and CTB6 is from Chinese TreeBank 6.0 1 (Xue et al., 2005) . We randomly divide the whole training data into the 90% sentences as training set and the rest 10% sentences as development set. All datasets are preprocessed by replacing the Chinese idioms and the continuous English characters. The character embeddings are pre-trained on unlabeled data, Chinese Gigaword corpus 2 . We use MSRA dataset to preprocess model weights before training on CTB6 and PKU datasets.
Following previous work and our experimental results, hyper parameters configurations are set as follows: minibatch size n = 16, window size w = 5, character embedding size d 1 = 100, amplification gate range γ = [0, 4] and margin loss discount κ = 0.2. All weight matrixes are diagonal matrixes and randomly initialized by normal distribution.
Experimental Results and Discussions
We first compare our model with baseline methods, Bi-LSTM and GRNN on three datasets. The results evaluated by F-score (F 1 score) are reported in Table 1 .
• Bi-LSTM. First, the output of Bi-LSTM is concatenated to a vector. Second, softmax layer takes the vector as input and generates each tag probability. Table 2 : Comparisons for DGRNN and state-ofthe-art non-neural network approaches on F-score.
• GRNN. The structure of GRNN is recursive. GRNN combines adjacent word vectors to the more abstract representation in bottom-up way.
Furthermore, we conduct experiments with amplification gate on three development datasets. Figure 5 shows that amplification gate significantly increases F-score on three datasets. Amplification even achieves 0.9% improvement on CTB6 dataset. It is demonstrated that amplification gate is an effective mechanism.
We compare our proposed model with previous neural approaches on PKU, MSRA and CT-B6 test datasets. Experimental results are reported in Table 1 We also compare DGRNN with other state-ofthe-art non-neural networks, as shown in Table 2 . Chen et al. (2015) implements the work of Sun and Xu (2011) on CTB6 dataset and achieves 95.7% F-score. We achieve the best result on P-KU dataset only with unigram embeddings. The experimental results show that our model is a competitive model for Chinese word segmentation.
Statistical Significance Tests
We use the t-test to intuitively show the improvement of DGRNN over baselines. According to the results shown in Table 3 , we can draw a conclusion that, by conventional criteria, this improvement is considered to be statistically significant between DGRNN with baselines, except for GRN-N approach on MSRA dataset.
Conclusions
In this work, we propose dependency-based recursive neural network to combine local features with long distance dependencies, which achieves substantial improvement over the state-of-the-art approaches. Our work indicates that long distance dependencies can improve the performance of local segmenter. In the future, we will study alternative ways of modeling long distance dependencies.
