Abstract: Existence of steady states in elastic media at small strains with diffusion of a solvent or fluid due to Fick's or Darcy's laws is proved by combining usage of variational methods inspired from static situations with Schauder's fixed-point arguments. In the plain variant, the problem consists in the force equilibrium coupled with the continuity equation, and the underlying operator is non-potential and non-pseudomonotone so that conventional methods are not applicable. In advanced variants, electrically-charged multi-component flows through an electrically charged elastic solid are treated, employing critical points of the saddle-point type. Eventually, anisothermal variants involving heat-transfer equation are treated, too.
Introduction
Some elastic materials allow for a penetration of very small atoms into a solid atomic grid in crystalline metals or into spaces between big macromolecules of polymers. In the former case, the interstitial solute is hydrogen and such metals then undergo a so-called metal-hydride phase transformation as schematically depicted in Fig. 1 -left, see e.g. [6, 7, 11] . The latter mentioned mechanism occurs in polymers allowing for a diffusion of a specific solvent causing unpacking of macromolecules as schematically depicted in Fig. 1 -middle. In both cases, the solvent which diffuses thorough the elastic body influences the volume considerably (sometimes by tens of percents), which is referred to as a swelling. In turn, this swelling influences stress/strain distribution and therefore also the diffusion process itself. The diffusion is driven rather by the concentration gradient, which is referred to as a Fick law.
Other, microscopically different mechanism occurs in macroscopically solid materials that posses various pores or voids which are mutually connected and which allows for some fluids (sometimes referred to as a diffusant) to flow thorough the solid. It is manifested macroscopically as a homogeneous mixture of a solid elastic body and fluid which diffuses throughout the volume as schematically depicted in Fig. 1 -right. Examples are poroelastic rocks or porous polymers filled with water (and in the latter case possibly also with ionized hydrogen, i.e. protons, while the poroelastic polymer itself is negatively charged by fixed dopands as used in polymer-electrolyte fuel cells [8] ). Interaction of solids with diffusants may be manifested by squeezing. The diffusion is driven rather by the pressure gradient, which is referred to as Darcy's law.
The solid-diffusant interaction is surely a complicated multi-scale problem and a big amount of phenomenology is usually applied to build a simplified model. A wide menagerie of models can thus be obtained, cf. [9] for a survey. Typically, small velocity of the diffusant is assumed. In this paper, we additionally assume small strains.
In order to explain our ideas on a simple steady-state problem, we introduce a material model in which elasticity depends on an internal variable c denoting a concentration of a diffusant or fluid. Concretely, in the simplest variant we will be concerned with the following boundary-value problem:
with σ = ∂ e ϕ(e(u), c),
div(M(c)∇µ) = 0 with µ = ∂ c ϕ(e(u), c)
to be solved on a bounded Lipschitz domain Ω ⊂ R d . Later we will also investigate various generalization towards thermodynamics or coupling with electric field. The system (1) should be completed PSfrag replacements by suitable boundary conditions, e.g.
where Γ denotes the boundary of Ω divided into the parts Γ D and Γ N . One should distinguish between the general steady-state (sometimes also called stationary) situations and purely static situation (in the sense of steady states in thermodynamical equilibrium). The former one means that all fields including the specific dissipation rates are independent of time, while the latter means in addition that the dissipation rates are zero (which here means that all transportation processes vanish).
The plan of this paper is as follows: In Section 2, we start with examples of free energies ϕ typically arising in problems from continuum mechanics of poroelastic or swelling-exhibiting materials. The static case enjoys a full variational structure, which is presented in Section 3. It can be exploited for general steady-state problems where it is combined with the Schauder fixed point technique, which is scrutinized in Section 4. The steady-state problems (1)-(2) suggest interesting thermodynamically consistent anisothermal augmentation by a heat-transfer equation. This again combines variational technique for auxiliary static-like problems with Schauder's fixed point arguments, as presented in Section 5. In each Sections 3-5, we also consider a (possibly electrically charged) multi-component generalization which leads to a necessity of considering critical points of a saddle-point-type variational problems instead of mere minimizers. Various remarks close this paper in Section 6, addressing in particular uniqueness issue, electroneutrality limit, or a general evolutionary thermodynamical context.
Convex free energies leading to Fick or Darcy flows
With a certain simplification, one may say that two basic alternatives in the isotropic continuum are that either the strain is directly influenced by a concentration c of the solvent which diffuses through the material or the solvent has its own pressure which influences the overall stress and eventually indirectly the strain too. These two options microscopically reflect that the solvent does not directly contribute to the pressure but can change the reference configuration by influencing the atomic grid (as in the mentioned metal-hydride transformation) or the the solvent flows though pores under its pressure and, from the macroscopical viewpoint, the resulted porous solid is phenomenologically homogenized.
The simplest form of the free energy in the former option is ϕ(e, c) = 1 2 Ce el : e el + κ c ln c c eq −1 + δ (0,∞) (c) with e el := e−Ec+Ec eq ,
with C ∈ R d×d×d×d a symmetric positive definite 4rt-order elasticity tensor, κ ≥ 0 a coefficient weighting chemical versus mechanical effects, E ∈ R d×d sym a matrix of the swelling coefficients (which, in isotropic materials, is an identity matrix up to a coefficient) and with c eq an equilibrium concentration minimizing ϕ(0, ·). Moreover, δ S (c) denotes the indicator function, i.e. δ S (c) = 0 if c ∈ S while δ S (c) = ∞ otherwise. This yields the stress σ = ∂ e ϕ(e, c) = Ce el = C(e−Ec+Ec eq )
and the chemical potential µ = ∂ c ϕ(e, c) = κln c − E : σ for c > 0, or, taking into account that ϕ(e, ·) : R → R ∪ {∞} is a proper convex function which is nonsmooth, rather
note that the last term E : σ is the pressure. Also note that lim c→0+ ∂ c ϕ(e, c) = −∞, which causes that indeed ∂ c ϕ(e, 0) = ∅, cf. also [10, Fig. 11 ]. The latter option relies on the idea that the diffusant (fluid) fully occupies the pores (i.e. so-called saturated flow) whose volume is proportional to tr e(u) through a coefficient β > 0 and its pressure is
with M allowing an interpretation as the compressibility modulus of the fluid; actually, M and β are the so-called Biot modulus and the Biot coefficient used in conventional models of porous media [3] . The (positive) parameter c eq denotes the equilibrium concentration and is considered here fixed, being related with the porosity of the material which is here considered as a fixed material property. This pressure is then summed up with the stress σ el in the elastic solid. In isotropic materials, the total stress is then σ = σ el + βp fld I. In such simplest variant, it leads to the potential
which yields the stress and the chemical potential σ = ∂ e ϕ(e, c) = Ce + βM (βtr e−c+c eq )I and (5b)
the emptyness of the subdifferential for c ≤ 0 being analogous to (3c). Then, choosing still a standard ansatz M(c) = cM 0 , the flux j = −M(c)∇µ turns into
Fick law with p = E : C(e−Ec+Ec eq ) in case (3), M (βtr e−c+c eq ) in case (5) provided c > 0. Depending on κ, either Darcy's mechanism or the Fick's one may dominate. Note also that |p| = O(|E|) in the case (3). An interesting phenomenon is that the equilibrium concentration c eq does not influence ∇µ and can influence the solution only through the boundary conditions (2). The mass-conservation equation (8b) reveals that the pressure gradient ∇p is needed and it also reveals a certain "optical" difficulty because there is no obvious estimate on ∇p. Indeed, in the evolution variant (except simple linearized problems like (5a) for κ = 0 and M(·) constant, like considered in fact in [13] ), a certain "regularization" of the problem seems to be necessary, by introducing a suitable phase field and its gradient as in [11] , or a gradient of c leading to the Cahn-Hilliard "capillarity-like" model, or a gradient of e(u) leading to a 2nd-grade nonsimple material concept. Yet, the standard definition of a weak solution to the boundary-value problem (1)- (2) avoids explicit occurrence of ∇p, and it indeed works if M is constant; note that the fixed-point argument used in the proofs of all "non-static" Propositions 4.1-5.2 becomes rather trivial because the distribution of the chemical potential µ is then fully determined by µ ext in the boundary condition (2b). However, quite surprisingly, the non-static steady-state models allow for a lot of results without any regularization even when M depends on c; cf. also Remark 6.2 below.
The following standard notation will be used: L p will stand for the Lebesgue spaces of measurable functions whose p-power is integrable and W 1,p for Sobolev spaces whose distributional derivatives are in L p -spaces. For p = 2, we abbreviate H 1 = W 1,2 . Moreover, we use the standard notation p ′ = p/(p−1), and p * for the Sobolev exponent p * = pd/(d−p) for p < d while p * < ∞ for p = d and p * = ∞ for p > d, and the "trace exponent" p ♯ defined as
Eventually, " · " or " : " denotes the scalar products of vectors or matrices, respectively.
Moreover, in what follows we will use the standard notation "∂" either for the partial derivative or a (partial) convex subdifferential. Without restricting generality towards applications of our interest, we assume ϕ nonsmooth in terms of c only so that ∂ e ϕ will be single-valued. Our variational methods will need coercivity of the involved convex or convex/concave functionals but not necessarily their controlled growth, so the related Euler-Lagrange equations are to be understood in a variational rather than a conventional weak sense. Avoiding the growth conditions is one of the benefits of the variational approach to this problem.
Problems in thermodynamical equilibrium
Let us now focus on special steady-state problems where the dissipation rate is not only constant in time but just zero. Then also temperature is not influenced by the mechanical/diffusion part and we can ignore the heat transfer. As we already said, such problems are called static. The diffusion is related with the dissipation rate (and entropy and heat production rate), namely that the overall dissipation (or also the heat-production) rate is Ω M∇µ · ∇µ dx, cf. also to (40) below. This implies ∇µ everywhere on Ω, and in particular also the boundary flux j = −M∇µ is to be zero. When assuming Ω connected in such static case, ∇µ = 0 on Ω leads to that µ is constant. Let us denote this constant byμ.
Therefore, solvability of such problem essentially requires either the system to be in equilibrium with the external environment or to be isolated. The former option is rather trivial: assuming µ ext =μ in (2) with a given constantμ and α > 0, it fixes µ =μ and then one can eliminate c. From µ = ∂ c ϕ(e, c), we can then find the concentration c = [∂ c ϕ(e, ·)] −1 (μ) as a function of e. If ϕ(e, ·) is convex, we can even write a bit more specifically
with ϕ * (e, ·) denoting the convex conjugate function of ϕ(e, ·). Note that, even if ϕ(e, ·) is not smooth as in the examples in Section 2, ϕ * (e, ·) is indeed single-valued if the natural requirement ∂ 2 cc ϕ > 0 holds. The concentration c can thus be completely eliminated.
The latter option (i.e. the boundary permeability coefficient α = 0) is more interesting. When the profile e = e(u(x)) is known, the overall amount of solvent Ω c dx = C total depends monotonically onμ due to (6) , which allows us to specifyμ if C total is given. Yet, the displacement u is a part of solution itself so that, unfortunately, it does not seem possible to fixμ just from knowing C total . In this isolated situation, it is natural to prescribe the total amount of diffusant Ω c dx = C total with C total ≥ 0 given.
Interestingly, this special steady-state (=static) case enjoys a full variational structure at least in the sense that some (if not all) solutions can be obtained by such way as critical points. The general steady-state system (1) then modifies to
to be coupled with (7) and with the boundary conditions (2a). Let us recall that ϕ(e, ·) is allowed to be nonsmooth so that ∂ c ϕ maybe set-valued so that (8b) is an inclusion rather than equation. More specifically, the mentioned variational structure consists in the following constrained minimization problem is of a certain relevance:
Proposition 3.1 (Existence of static solutions). Let ϕ : R d×d sym × R → R ∪ {∞} be convex, lower semicontinuous, and coercive in the sense that ϕ(e, c) ≥ ǫ|e| 2 +ǫ|c| 1+ǫ for some ǫ > 0,
Moreover, let the body be isolated (i.e. α = 0) and the overall content C total be given, assuming ϕ(0, C total /meas d (Ω)) < ∞. Then the boundary-value problem (8) with boundary conditions (2a) and with the side condition (7) possesses at least one variational Proof. We use the direct method for minimization of the convex coercive functional subject to the affine constraint (9) . Note that the assumption ϕ(0, C total /meas d (Ω)) < ∞ guarantees that this problem is feasible, i.e. its admissible set contains at least one pair (u, c) :
As the functional in (9) is convex, lower semicontinuous, and the constraint is affine, introducing the Lagrange multiplierμ to the scalar-valued constraint (7) which is involved in (9), this problem is equivalent to finding a critical point of the functional (a so-called Lagrangian):
If this functional is smooth, from putting the Gâteaux derivative with respect to c zero, we can read that ∂ c ϕ(e(u), c) =μ on Ω, i.e. the chemical potential is constant. In a general nonsmooth case, by disintegration of the condition ∂ c J(u, c,μ) ∋ 0 we obtain the inclusion (8b) a.e. on Ω. From putting ∂μJ(u, c,μ) = 0, we can read that Ω −c dx + C total = 0, i.e. that the affine constraint (7) is satisfied. Eventually, if the Gâteaux derivative ∂ u J(u, c,μ) exists, it must be zero, and we can read the equilibrium equation (8a) with the boundary conditions (2a) in the weak formulation. In a general case, (8a)-(2a) holds formally in a variational sense, i.e. the solution u is considered as a minimizer of J(·, c,μ).
The above proof reveals the role of the scalarμ as the Lagrange multiplier to the scalar constraint Ω c dx = C total , and it is a vital part of the solution. This is consistent with the above observation that, if the mechanical part of the solution u is fixed, thenμ is determined by C total .
If ϕ is strictly convex (as e.g. in the examples from Sect. 2) the minimization problem (9) has a unique solution, although the relation to solutions of the static problem in question may be more delicate, cf. Remark 6.1 below.
An interesting and useful generalization of the above basic scenario is towards a multi-component fluid with N ≥ 2 components which can even be electrically charged with specific charges z = (z 1 , ..., z N ). Also the elastic medium can charged by some dopands with the specific charge z DOP . In
The right-hand side z DOP ∇φ in (11a) is the Lorenz force acting on a charged elastic solid in the electrostatic field. In (11c), ε = ε(x) > 0 denotes the permittivity and the equation (11c) itself is the rest of the full Maxwell system if all evolution and magnetic effects are neglected. Note that (11c) is to be solved on the whole universe with the natural "boundary" condition φ(∞) = 0, assuming naturally that z, c, and z DOP are extended on R d \Ω by zero. Actually, the physical units are fixed for notational simplicity in such a way that the Faraday constant (which should multiply the charges in (11c)) equals 1. It is interesting that the underlying potential is not convex and, instead of a minimizer as in (9), we are now to seek a more general critical point, namely a saddle point solving the variational problem:
This convex/concave structure is sometimes referred under the name of electrostatic Lagrangian [8, Sect.3.2] and is consistent with a convex structure of the internal energy, cf. the argumentation in Remark 6.3 or (40)-(41) below. Proof. Existence of a saddle point in this problem is to be seen by the classical (Banach-space-valued extension [4] of) von Neumann theorem [16] (see also [17, Ch.49] ) as well as that it yields some solution to the system (11) with µ being the (vector-valued) Lagrange multiplier to the constraint in (12) . The assumption ϕ(0, C total /meas d (Ω)) < ∞ again guarantees the feasibility of (12).
and g be qualified as in Proposition 3.1,
z DOP ∈ L ∞ (Ω), z ∈ L ∞ (Ω; R N ),
General steady-state problems
The peculiarity behind the general non-static steady-state problem (1) is that it mixes stored energy and the dissipation energy, cf. (40) below. Thus one should not expect a simple variational structure which is usual in problems governed merely by stored energy. To illustrate this peculiarity more, let us consider ϕ(e, c) = 
This linear operator is obviously nonsymmetric (thus does not have any potential) and nonmonotone (and even not pseudomonotone) due to the 3rd-order term −∆CE : e(u). Therefore, standard methods does not seem to be applicable. Yet, advantageously, the variational structure of the static problems in Section 3 can be combined with a carefully constructed fixed point. 
Then the boundary-value problem (1) with boundary conditions
Proof. We construct the single-valued mappingμ → (u, c) → µ for which the Schauder fixed-point theorem will be used. First, fixingμ ∈ H 1 (Ω), we solve
Note that the termμc is integrable and (μ, c) →μc :
is (weak,weak)-continuous due to the condition q > 2 * ′ and the Rellich theorem. Due to the assumed strict convexity of ϕ, this problem has a unique solution (u, c). It is also important that this solution depends continuously onμ in the sense thatμ → (u, c) :
is (weak,strong)-continuous, which can be seen when exploiting the assumed strict convexity of ϕ, cf. [15] .
Having c ∈ L 1 (Ω), we then
Due to the assumed positive definiteness of M and the (partial) positivity of α, the problem (15) has a unique solution µ. It is important that the mapping c → µ :
is (strong,weak)-continuous. Actually, even (strong,strong)-continuity can easily be proved but it is not needed for our fixed-point argument.
It should be emphasized that µ from (15) does not need to be a chemical potential corresponding to (u, c). Yet, we will show that it is if µ =μ. Such pair (µ,μ) does exists due to the Schauder fixed point theorem. Here we also used that the solution µ ranges an a-priori bounded set in H 1 (Ω) because M(·) is assumed uniformly positive definite.
The 1st-order optimality conditions for (14) compose from the partial Gâteaux derivatives with respect to u and to c to vanish. The former condition means the Euler-Lagrange equation representing the weak formulation of the boundary-value problem:
div ∂ e ϕ(e(u), c) + f = 0
on Ω, (16a)
while the latter conditions written forμ = µ yields
The 1st-order optimality conditions for (15) means the Euler-Lagrange equation representing the weak formulation of the boundary-value problem:
Altogether, (16)- (18) reveal that (u, c) solves the problem (1)-(2).
Let us now investigate the steady-state variant of the static electrically-charged multi-component problem (11) . This results to
with r = r(c) the rate of chemical reactions, to be completed by the boundary conditions (2) and φ(∞) = 0.
Proposition 4.2. Let again ϕ : R d×d sym × R N → R ∪ {∞} be lower semicontinuous, strictly convex, and now even uniformly convex in c and coercive in the sense that, for some ǫ > 0,
Let further M : R N → R d×d×N be continuous, bounded, and uniformly positive definite, r :
Then the boundary-value problem (19) with boundary conditions (2) and φ(∞) = 0 possesses at least one variational solution
Proof. We construct the single-valued mappingμ → (u, c, φ) → µ for which the Schauder fixed-point theorem will be used. First, we fixμ ∈ H 1 (Ω; R N ) and, being motivated by (12), we modify (14) as
Due to the assumed strict convexity of ϕ, this problem has a unique solution (u, c, φ) which depends continuously onμ in the sense thatμ → (u, c, φ) :
is (weak,strong)-continuous. More in detail, the existence of this saddle point is the classical (Banach-space-valued extension [4] of) von Neumann theorem [16] . The uniqueness can be proved by analyzing the optimality conditions (19a) and (19c) together with ∂ c ϕ(e(u), c) + zφ ∋μ written as m + zφ =μ for some m ∈ ∂ c ϕ(e(u), c),
considered for two solutions (u i , c i , φ i , m i ), i = 1, 2, and subtracted. Using the abbreviation u 12 = u 1 −u 2 , c 12 = c 1 −c 2 , φ 12 = φ 1 −φ 2 , and m 12 = m 1 −m 2 , this results to the system div ∂ e ϕ(e(u 1 ),
with the homogeneous boundary conditions for (23a), i.e. u 12 = 0 on Γ D and (∂ e ϕ(e(u 1 ), c 1 ) − ∂ e ϕ(e(u 2 ), c 2 )) n = 0 on Γ N . Testing (23a) by u 12 and also (23c) by c 12 (integrated it over Ω) and (23b) by φ 12 (integrated it over R d ) gives
We used that z = 0 on R d \Ω and then cancellation of the terms ±z·c 12 φ 12 as well as that φ 12 (∞) = 0 and z DOP (∞) = 0.
From the strict monotonicity of ∂ϕ, we can easily see uniqueness of the saddle point of (21), needed for the Schauder fixed point. Moreover, the mentioned continuity is to be proved by taking two right-hand sidesμ i , i = 1, 2, in (22). This gives rise the additional term Ωμ 12 ·c 12 dx on the righthand side of (24), which can be estimated by using the Hölder inequality and then, by the assumption (20a) and the uniform convexity of the L q (Ω; R N )-space, again obtain the desired (weak,strong)-continuity ofμ → c :
Having c ∈ L 1 (Ω; R N ), we again solve (15) now in addition with a term −r(c) · µ and, as in the proof of Proposition 4.1, we prove that the mapping c → µ :
It should be emphasized that µ from (15) does not need to be a chemical potential corresponding to (u, c). Yet, it is if µ =μ. Such pair (µ,μ) does exist due to the Schauder fixed point theorem.
Here we also used that the solution µ ranges in an a-priori bounded subset of H 1 (Ω) because of the assumed uniform positive definiteness of M(·) and the boundedness of the reaction rates r(·).
Anisothermal problems
We already mentioned that the diffusion equation (1b) or (19b) is related to the dissipation rather than the stored energy. Thermodynamically, the dissipation rate (i.e. here M∇µ·∇µ) leads to the heat production which might substantially influence temperature if the specimen is large or/and the produced heat cannot be transferred away sufficiently fast. In turn, variation of temperature may influence the dissipation mechanism and the stored energy too, and thus gives rise to a thermomechanically coupled system. The free energy ϕ as well as the mobility tensor M now may depend on temperature, let us denote it by θ. The original system (1) then augments as
to be solved on a bounded Lipschitz domain Ω ⊂ R d . Note that (25c) involves the Fourier law, saying that the heat flux equals −K(c, θ)∇θ. This system should be completed by suitable boundary conditions, e.g.
In (25c) and (26c), K = K(c, θ) denotes a heat-conductivity tensor.
In this scalar case, an interesting transformation (used also in a steady-state thermistor problem [10, Sect. 6.4] ) is based on the formula div(av) = a div v + ∇a · v. One can indeed rely on
If µ ∈ L ∞ (Ω), it indeed can be tested by functions from H 1 (Ω) and thus lives in H 1 (Ω) * . In the scalar case, one has the information µ ∈ L ∞ (Ω) at disposal due to the maximum principle if the external chemical potential µ ext is in L ∞ (Γ). Thus, instead of (25c), one can equivalently consider
Proposition 5.1 (Existence of steady states). Let ϕ : R d×d sym × R × R → R ∪ {∞} be lower semicontinuous and coercive in the sense that ϕ(e, c, θ) ≥ ǫ|e| 2 + ǫ|c| q for some q > 2 * ′ and ǫ > 0 and ϕ(·, ·, θ) be strictly convex for any θ ∈ R and θ → ϕ(·, ·, θ) be continuous in the sense of Γ -convergence as stated in (30) below, and let M, K : R 2 → R d×d be continuous, bounded, and uniformly positive definite, 
Proof. We construct the single-valued mapping (μ,θ) → (u, c, θ) → µ for which the Schauder fixedpoint theorem will be used.
Due to the assumed strict convexity of ϕ, this problem has a unique solution (u, c). It is also important that this solution depends continuously on (μ,θ) in the sense that (μ,θ) → (u, c) :
is (weak,strong)-continuous. In particular, we use the assumed Γ-convergence, meaning that the set-valued mapping
is continuous in the Hausdorff sense, and also the Rellich compactness theorem so that the functional
. From this and the strict convexity, the desired continuity of (μ,θ) → (u, c) is seen. Further, we solve the boundary-value problem (18) now with M(c,θ) instead of M(c). In addition, assuming µ ext ∈ L ∞ (Γ), we can use the maximum principle yielding the estimate ess inf µ ext (Γ) ≤ µ(x) ≤ ess sup µ ext (Γ) for a.a. x ∈ Ω. This estimate is independent of (μ,θ), as well as the estimates µ H 1 (Ω) ≤ C and θ H 1 (Ω) ≤ C provided C is large enough.
Eventually, having c, µ, andθ at disposal, we solve Minimize θ → 
For the (strong×strong×weak,weak)-continuity of the mapping (c,θ,μ) → θ, it is important that the weak convergence of µ in H 1 (Ω) implies that div(µM(c,θ)∇µ) converges weakly in H 1 (Ω) * so that the weak convergence temperatures in H 1 (Ω) easily follows. This allows to execute the Schauder fixed point for the mapping (μ,θ) → (µ, θ) : H 1 (Ω) 2 → H 1 (Ω) 2 in the weak topology. (In fact, even strong convergence of µ's solving (18) now with M = M(c,θ) and thus also of θ's solving (28) with K = K(c,θ) and M = M(c,θ) can be proved but, in contrast with the proof of Proposition 5.2, we will not need it here.)
The thermodynamical completion of the electrically-charged multicomponent system combines (19) with (25), resulting to div ∂ e ϕ(e(u), c, θ) + f = z DOP ∇φ on Ω,
div(M(c, θ)∇µ) + r(c, θ) = 0 with µ ∈ ∂ c ϕ(e(u), c, θ) + zφ on Ω,
div(K(c, θ)∇θ) + M(c, θ)∇µ : ∇µ + h(c, θ) = µ · r(c, θ) on Ω, (32c)
The right-hand side µ · r(c, θ) of (32c) represents the (negative) heat production where h = h(c, θ) denotes the heat-production rate due to chemical reactions. Exploiting (32b), the calculus (27) modifies to div µM(c, θ)∇µ = M(c, θ)∇µ : ∇µ − µ·r(c, θ) so that the heat-transfer problem (32c) turns again to (28). The multi-component system (32) is more complicated than (25) because the maximum principle for µ and the variational structure for the heat-transfer equation (even if transformed into (28)) is not at disposal, however. Sketch of the proof. We organize the Schauder fixed point for a composed single-valued mapping (μ,θ) →(u, c, φ):
, and eventually (33b)
