We generalize Reimer's Inequality 
Introduction
Let n be a positive integer. Let Ω 1 , . . . , Ω n be finite sets and let Ω = It does not change the definition to additionally require that S and T be a partition of [n] , for if S and T satisfy the conditions of the definition, then so do S 0 = [n] \ T and T 0 = T since S ⊆ S 0 implies Ω(b, S 0 ) ⊆ Ω(b, S). The box product of A and B is defined (in [1] ) to be A2B = {b ∈ Ω : b ∈ A and b ∈ B hold disjointly}.
(
Note A2B ⊆ A ∩ B.
We say a probability measure µ on Ω = n i=1 Ω i is a product probability measure if µ = n i=1 µ i where µ i is a probability measure on Ω i for each i with 1 ≤ i ≤ n. We have the following theorem. Theorem 1.1 (Reimer's Inequality [6] ) If Ω = n i=1 Ω i is a finite product of finite sets and µ is a product probability measure on Ω then µ(A2B) ≤ µ(A)µ(B), for all A, B ⊆ Ω.
Inequality (2) was originally conjectured by van den Berg and Kesten [1] who proved it for increasing sets on products of chains. Theorem 1.1 is sometimes known as the BKR Inequality. We generalize this theorem to finite distributive lattices, see Theorem 1.2 below.
Let L be a finite bounded lattice. Let 0
Let b ∈ L and let A, B ⊆ L. We say b ∈ A and b ∈ B hold disjointly if there exist x, y, z, w ∈ L with x ≤ y, z ≤ w, x ∧ z = 0 L , y ∨ w = 1 L , and
and is log-modular if
Our main theorem is the following. Theorem 1.2 Let L be a finite distributive lattice and let µ be a log-modular probability measure on L. Then
Distributivity is a necessary condition in Theorem 1.2. In the nondistributive lattice N 5 ∼ = ({∅, {1}, {2}, {2, 3}, {1, 2, 3}}, ⊆), the sets A = {{2}, {2, 3}, {1, 2, 3}} and B = {∅, {2}, {2, 3}} furnish a counterexample when µ is uniform:
. Essentially the same counterexample can be found in the non-distributive lattice M 3 ∼ = ({∅, {1}, {2}, {3}, {1, 2, 3}}, ⊆).
If P is a partially ordered set and X ⊆ P , then X is increasing if for all x, y ∈ P , x ∈ X and x ≤ y imply y ∈ X. X is decreasing if for all x, y ∈ P , x ∈ X and x ≥ y imply y ∈ X. If f :
We state the following well-known theorem.
If L is a finite distributive lattice and µ is a log-supermodular probability measure on L then
Let Ω = n i=1 Ω i be a finite product of finite sets. Let
be the set of lattices obtained from Ω by viewing each factor Ω i as a chain. If Ω is a finite product of finite sets, µ is a product probability measure on Ω, and
The proofs in [4, 5] only handled the case where Ω = {0, 1} n . As a product measure is log-modular (see Proposition 1.6, statement 1), Theorem 1.3 implies Theorem 1.4.
We make the following observations on our definitions, proved in Section 4. i. Suppose Ω is a finite product of finite sets, µ is a probability measure on Ω, and L ∈ L(Ω). Then the condition that µ is a product probability measure on Ω is equivalent to the condition that µ is a log-modular probability measure on L.
ii. Suppose L and K are finite distributive lattices and L is a sublattice of K. If µ : L → (0, +∞) is log-modular, then there exists a log-modular
iii. If L is a finite distributive lattice and µ is a probability measure on L, then there is a product of chains, K, that contains L as a sublattice and a product probability measure ν on K such that µ(·) = ν(·|L).
Given Propositions 1.5 and 1.6 it is easy to prove the following observations on how Theorem 1.2 relates to Theorems 1.1, 1.3, and 1.4.
Proposition 1.7
We have the following implications.
i. Theorem 1.2 implies Reimer's Inequality, Theorem 1.1, and is a stronger statement.
ii. Theorem 1.2 implies the FKG Theorem, Theorem 1.3, in the case that µ is log-modular.
iii. Theorem 1.2 implies the Harris-Kleitman theorem, Theorem 1.4.
We prove Theorem 1.2 in Section 3 after developing the preliminaries we need in Section 2. We'll prove Propositions 1.5, 1.6 and 1.7 in Section 4. This last section only requires the material from the introduction and the first paragraph of Section 2.
Butterflies
Let L be a bounded lattice. An L-butterfly is a 6-tuple β = (x, y, z, w, b, L) where
Butterflies have been defined in [6] , but only for Ω = {0, 1}
n . We'll soon see that the two definitions are equivalent on {0, 1} n .
Then f is a lattice homomorphism and hence order preserving.
The proof that f preserves joins is similar. If K is a sublattice of L and
is also closed under joins and hence is a lattice. The other statements are just as straightforward.
Butterflies on intervals restrict to subintervals in a nice way.
] is similar and all the other statements follow straightforwardly from Lemma 2.1:
Since all the sets we now consider are intervals of L we'll drop the sub-
Let L be a bounded lattice. We say x, y ∈ L are L-complementary if x ∧ y = 0 L and x ∨ y = 1 L . In this case, we say x and y are complemented in L and that the complement of x in L is y, which is also denoted as ( 
Proof: First we show that a = (b) [x,y] and a = (b) [z,w] . This will mean that the formulas given for x, y, z, w hold. We then show that a = (a) [c,d] . This will mean a, a , b, b are all members of the lattice C([c, d]) and thus so are x, y, z, w. The conditions that remain to be proved about x, y, z, w all immediately follow from the fact that β is a [c, d]-butterfly:
Let L be a bounded lattice and let B be a family of butterflies on L. Let R(B) = β∈B R(β) and Y(B) = β∈B Y(β). We say B has distinct bodies if for all β 1 , β 2 ∈ B with
Reimer proved Lemma 2.4, below, in [6] , where it was the crux of his proof of Theorem 1.1. We will use it in the next section to prove Theorem 1.2. 
The second equality follows from the log-modularity of µ. Similarly we mul-
To complete the proof, we will show that |(
n for some n ≥ 1, we apply Lemma 2.4 to finish the proof:
Note that the last inequality in the chain holds because of the inclusions 
(10) It is not hard to prove that
, which by definition of S is equivalent to a i = x i = y i for all i ∈ S. Since x i ≤ b i ≤ y i for all i, this last statement is equivalent to a i = b i for all i ∈ S or a ∈ Ω(b, S).
(iv.) Suppose k 1 , . . . , k n , i 0 are positive integers with 1 ≤ i 0 ≤ n and
x i 0 ≥ 2} and let B = {x ∈ Ω : x i 0 ≤ k i 0 − 1}. Note that for any x ∈ Ω, Ω(x, S) is not contained in A or in B if i 0 ∈ S, thus A2B = ∅. Since A is increasing and B is decreasing, (ii.) implies
A similar example is given by Ω = L = {0, 1, 2} n , A = {x :
Proof of Proposition 1.6.
Suppose now that µ is log-modular on L, then for any
where
is a permutation of ((x 1 ) i , . . . , (x k ) i ). Indeed, both products are equal to
that is weakly increasing in Ω i , for all i. If i < j consider the products µ(a 1 ) · · · µ(a k ) and µ(b 1 ) · · · µ(b k ) where b i = a i ∧ a j , b j = a i ∨ a j , and b l = a l for l = i, j. By log-modularity, the products are equal, but also for each l,
One can thus bring the product µ(x 1 ) · · · µ(x k ) to the form µ(z 1 ) · · · µ(z k ) by repeatedly using such two-factor replacements.
If µ is additionally a probability measure, we claim that µ(x) = n i=1 µ i (x i ) is a product probability measure where
Clearly µ i is a probability distribution on Ω i , as , z 1,2 , . . . , z 1,n )) · · · µ((z n,1 , . . . , z n,n−1 , x n )).
Let π ∈ S n such that π(i) is the unique number in [n] equivalent to i + 1 mod n. Since one can arbitrarily permute the ith coordinates of the products occurring in the summation,
(ii.) It suffices to prove the result in the case that K = {0, 1} n . In the general case, one may use the fundamental theorem on finite distributive lattices ( [3] , p.82) to embed K (and hence L) as a sublattice of some {0, 1} n . One can find ν log-modular on {0, 1} n restricting to µ on L and then restrict ν to K to get ν.
It is completely straightforward to verify the following facts. If
given by f (x) = x ∧ y and g(x) = x ∨ a are inverse lattice isomorphisms.
We assume now that K = {0, 1} n and proceed by induction on |L|. If |L| = 1 there is nothing to prove. If |L| = 2, let ν(x) = ar |{i:x i =1}| where a, r > 0. Note that ν is log-modular. Let w 0 = |{i : (0 L ) i = 1}| and
. Suppose now that |L| > 2. By induction, we get ν 1 log-modular on [0 K , y] K restricting to µ on L y . Let ν 2 be log-modular on [y, 1 K ] K restricting to the measure µ on {y, 1 L } given by µ (y) = 1 and µ(1 L ) = µ(1 L )/µ(y). We claim that ν(x) = ν 1 (x ∧ y)ν 2 (x ∨ y) is log-modular on K and restricts to µ on L.
Indeed, since ν 1 is log-modular,
. Thus the function ν 1 (· ∧ y) : K → (0, +∞) is log-modular. One can prove the same for ν 2 (· ∨ y) : K → (0, +∞). This means their product, ν, is also log-modular. If x ∈ L y then ν(x) = ν 1 (x)ν 2 (y) = µ(x) · 1. If x ∈ L 1 , ν(x) = ν 1 (x ∧ y)ν(1 L ) = µ(x ∧ y)µ(1 L )/µ(y) = µ(x). (This holds by the log-modularity of µ and the fact that x ∨ y = 1 L .)
Note that we do need that µ to be positive. If L = {x 1 , x 2 , x 3 } with x 1 < x 2 < x 3 is a sublattice of K = {0, 1} n and µ(x 1 ) = µ(x 2 ) = 1 while µ(x 1 ) = 0, then µ does not extend to any log-modular function ν on K. If x 1 is the complement of x 1 in [x 0 , x 2 ] K , then we would have to have 0 = ν(x 1 )ν(x 1 ) = ν(x 0 )ν(x 2 ) = 1, an impossibility.
(iii.) Suppose µ is a log-modular probability measure on L. Let K be a product of chains containing L as a sublattice. Let ν : K → (0, +∞) be log-modular restricting to µ on L. ν(x) = ν (x)/ν (K) is a log-modular probability measure on K. (iii.) By Proposition 1.6 (i.), Theorem 1.4 is a special case of the log-modular case of Theorem 1.3.
