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The notion of regular equivalence or bisimulation arises in different applications, such as
positional analysis of social networks and behavior analysis of state transition systems.
The common characteristic of these applications is that the system under modeling can
be represented as a graph. Thus, regular equivalence is a notion used to capture the simi-
larity between nodes based on their linking patterns with other nodes. According to Borg-
atti and Everett, two nodes are regularly equivalent if they are equally related to equivalent
others. In recent years, fuzzy graphs have also received considerable attention because they
can represent both the qualitative relationships and the degrees of connection between
nodes. In this paper, we generalize the notion of regular equivalence to fuzzy graphs based
on two alternative deﬁnitions of regular equivalence. While the two deﬁnitions are equiv-
alent for crisp graphs, they induce different generalizations for fuzzy graphs. The ﬁrst gen-
eralization, called regular similarity, is based on the characterization of regular equivalence
as an equivalence relation that commutes with the underlying graph edges. The regular
similarity is then a fuzzy binary relation that speciﬁes the degree of similarity between
nodes in the graph. The second generalization, called generalized regular equivalence, is
based on the deﬁnition of coloring. A coloring is a mapping from the set of nodes to a
set of colors. A coloring is regular if nodes that are mapped to the same color, have the
same colors in their neighborhoods. Hence, generalized regular equivalence is an equiva-
lence relation that can determine a crisp partition of the nodes in a fuzzy graph.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Granular computing (GrC) is a novel problem-solving concept deeply rooted in human thinking. Many objects can be
granulated into ‘‘sub-objects”. For example, the human body can be granulated into the head, the neck, and so forth; while
geographic features can be granulated into mountains, plains, etc. Although the notion of granulation is essentially fuzzy,
vague, and imprecise, mathematicians have idealized it into partitions (equivalence relations) and developed a fundamental
problem-solving methodology based on it. The notion has played a major role in solving many important problems through-
out the history of mathematics. In recent years, rough set theory [33,34] has introduced the idea to the ﬁeld of computer
science, where it has been successfully applied to data analysis and uncertainty management. Nevertheless, the notion of
partitions, which does not permit any overlap among granules (equivalence classes), is too restrictive for real-world appli-
cations. Even in the natural sciences, classiﬁcations permit a small degree of overlap. For example, there are creatures that. All rights reserved.
d in [13].
iaucj@iis.sinica.edu.tw (C.-J. Liau), tylin@cs.sjsu.edu (T.-Y. Lin).
T.-F. Fan et al. / International Journal of Approximate Reasoning 49 (2008) 678–688 679are the proper subjects of both zoology and botany. A more general theory is thus needed. GrC is a new, rapidly emerging
paradigm designed to meet this need [20–27,43].
Currently, there are no widely-accepted formal deﬁnitions of GrC. However, informally, any computing theory/technology
that processes elements and granules (subsets) of the universe of discourse may be regarded as GrC. Mathematically, rough
set theory has two perspectives: algebraically, it is a theory of equivalence relations; while geometrically, it is a theory of
topological spaces (approximations).
In rough set theory, objects are partitioned into equivalence classes based on their attribute values, which essentially rep-
resent functional information associated with the objects. A natural generalization considers granulation deﬁned by the rela-
tional information between objects. Such information is deﬁned by general binary relations, which are extensions of the
functional attributes of the objects. Geometrically, granulation is derived from the neighborhood system of topological
spaces [37], where each point/object is assigned at most one neighborhood/granule. This kind of granulation is called rela-
tional granulation, while granulation based only on attribute values is called functional granulation [19,14].
Interestingly, social scientists have applied the same techniques of relational granulation (albeit by different names) to
positional analysis in social networks [3,6,12,18,42]. Social network analysis (SNA) is a methodology used extensively in so-
cial and behavioral sciences, as well as in political science, economics, organization theory, and industrial engineering
[36,15,41]. Positional analysis of a social network tries to ﬁnd similarities between nodes in the network. While many tra-
ditional clustering methods are based on the attributes of the individual nodes, SNA is more concerned with the structural
similarity between the nodes. In SNA, a category, called a social role or social position, is deﬁned in terms of the similarities of
the patterns of relations among the nodes, rather than the attributes of the nodes. For example, one useful way to think about
the social role ‘‘husband” is to consider it as a set of patterned interactions with a member or members of some other social
categories: ‘‘wife” and ‘‘child” (and probably others) [15]. One of the most studied notions in the positional analysis of social
networks is called regular equivalence [3,10,31,32]. According to Borgatti and Everett [3], two actors are regularly equivalent
if they are equally related to equivalent others.
On the other hand, bisimulation has played a key role in the analysis of state transition systems [2]. In general, two states
in a state transition system are bisimilar if they have matching transition possibilities. It has been shown that bisimulation
and regular equivalence are actually the same notion proposed from different perspectives [28]. Thus, from a mathematical
viewpoint, regular equivalence can be used to granulate the nodes of a graph based on their linking patterns with other
nodes.
In recent years, fuzzy graphs have also received considerable attention because they can represent both the qualitative
relationships and the degrees of connection between nodes [29]. In this paper, we generalize the notion of regular equiva-
lence to fuzzy graphs based on two alternative deﬁnitions of regular equivalence. While the two deﬁnitions are equivalent
for crisp graphs, they induce different generalizations for fuzzy graphs. The ﬁrst generalization, called regular similarity, is
based on the characterization of regular equivalence as an equivalence relation that commutes with the underlying graph
edges [6]. Thus, regular similarity is a fuzzy relation that describes the degree of similarity between nodes in the graph.
The second generalization, called generalized regular equivalence, is based on the deﬁnition of coloring [18]. A coloring is a
mapping from the set of nodes to a set of colors. A coloring is regular if nodes that are mapped to the same color, have
the same colors in their neighborhoods. Hence, generalized regular equivalence is an equivalence relation that can partition
the nodes in a fuzzy graph.
The remainder of this paper is organized as follows: In Section 2, we review some basic concepts of fuzzy graphs and fuz-
zy relations. In Sections 3 and 4, we present the deﬁnitions of regular similarity and generalized regular equivalence, respec-
tively. We also discuss the computational process based on the deﬁnitions. In Section 5, we compare the proposed approach
with some related works. In Section 6, we discuss the signiﬁcance of regular similarity in terms of its potential applications
to fuzzy granular computing and the analysis of fuzzy transition systems. Then, in Section 7, we summarize our conclusions
and indicate some future research directions.2. Graphs and fuzzy relations
2.1. Graphs
Graphs are deﬁned by nodes and edges [15]. A (hyper-)graph is generally deﬁned as a relational structure N ¼ ðA; ðaiÞi2IÞ,
where A is the set of nodes, I is an index set, and for each i 2 I, ai#Aki is a ki-ary relation on the domain A, where ki is a positive
integer. If ki ¼ 1, then ai is called an attribute. For simplicity, we focus on a graph with only one binary relation. Thus, the
graph considered in this paper is a structureN ¼ ðA;aÞ, where A is a ﬁnite set of nodes and a is a binary relation on A. In terms
of graph theory,N is a directed graph, where A is the set of nodes and a denotes the set of (directed) edges. For each a 2 A, the
out-neighborhood and in-neighborhood of a, denoted, respectively by Nþa ðaÞ and Na ðaÞ, are deﬁned as follows:Nþa ðaÞ ¼ fb 2 A j ða; bÞ 2 ag;
Na ðaÞ ¼ fb 2 A j ðb; aÞ 2 ag:A binary relation q on A is called an equivalence relation if it satisﬁes the conditions of reﬂexivity ð8a 2 A; ða; aÞ 2 qÞ,
symmetry ð8a; b 2 A; ða; bÞ 2 q) ðb; aÞ 2 qÞ, and transitivity ð8a; b; c 2 A; ða; bÞ 2 q ^ ðb; cÞ 2 q) ða; cÞ 2 qÞ. Given an
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latter equality holds because of the symmetry of q. If ða; bÞ 2 q, then a and b belong to the same equivalence class. For any
B#A, we denote ½Bq by the set f½aq j a 2 Bg.
Several equivalence relations have been proposed for exploring the structural similarity between nodes. Among them,
regular equivalence has been extensively studied [3,6,12,18,42]. Although there are several deﬁnitions of regular equiva-
lence, we only consider two of them in this paper. The ﬁrst is based on the characterization given by Boyd and Everett
[6], which states that an equivalence relation q is a regular equivalencewith respect to a binary relation a if it commutes with
a; i.e.,aq ¼ qa;
where aq ¼ fða; bÞ j 9c 2 A; ða; cÞ 2 a ^ ðc; bÞ 2 qg is the composition of a and q. By this deﬁnition, if q is a regular equivalence
with respect to a and ða; bÞ 2 q, then for each c 2 Nþa ðaÞðresp: Na ðaÞÞ, there exists c0 2 Nþa ðbÞðresp: Na ðbÞÞ such that ðc; c0Þ 2 q.
The property naturally leads to an alternative deﬁnition of regular equivalence [18], which states that an equivalence rela-
tion q is a regular equivalence with respect to a binary relation a if for a; b 2 A,ða; bÞ 2 q) ½Nþa ðaÞq ¼ ½Nþa ðbÞq and ½Na ðaÞq ¼ ½Na ðbÞq:
According to this deﬁnition, if a and b are regularly equivalent, then they are connected to equivalent neighborhoods. Obvi-
ously, the above deﬁnitions are equivalent. However, the situation is quite different when we consider fuzzy graphs. In this
paper, we deﬁne a fuzzy graph as a structure F ¼ ðA;aÞ, where a is a binary fuzzy relation on A, which we deﬁne in the next
sub-section.
Obviously, a graph can model different data and systems in various applications. When a graph represents a social net-
work, its nodes and edges denote actors and their interactions, respectively. In such cases, two actors are regularly equivalent
if they interact equally with equivalent others. On the other hand, when a graph models a state transition system, its nodes
and edges denote the states of the system and the transitions between the states, respectively. Hence, two states are regu-
larly equivalent (usually called bisimilar) if they always move from/to equivalent states.
2.2. Fuzzy relations
It is well-known that a binary relation a on A can be represented by its characteristic function (adjacency matrix)
la : A A ! f0;1g. A binary fuzzy relation a on A can thus be characterized by its membership function
la : A A ! ½0;1. Obviously, a binary fuzzy relation is a generalization of a binary relation, so the lower-case Greek letters
a; b;q; k, etc., are used to denote both fuzzy and crisp relations. Since we only consider binary fuzzy relations in this paper,
we call them fuzzy relations hereafter, and the term ‘‘binary relation” means crisp relations only. A fuzzy relation a is in-
cluded in another fuzzy relation b, denoted by a#b, if laða; bÞ 6 lbða; bÞ for all a; b 2 A. Several basic operations for binary
relations [6] can be easily generalized to fuzzy relations.
Deﬁnition 2.1. Given two fuzzy relations a and b on A, the following fuzzy relations can be derived:
(1) the identity relation i:liða; bÞ ¼
1; if a ¼ b;
0; otherwise;
(2) the converse of a, a:la ða; bÞ ¼ laðb; aÞ;
(3) the composition of a and b, ab:muabða; bÞ ¼ sup
c2A
minðlaða; cÞ;lbðc; bÞÞ;(4) the union of a and b, a [ b:
la[bða; bÞ ¼maxðlaða; bÞ;lbða; bÞÞ;(5) the intersection of a and b, a \ b:
la\bða; bÞ ¼minðlaða; bÞ;lbða; bÞÞ;(6) the right residual of a by b, a=b: the largest fuzzy relation k such that bk#a;
(7) the left residual of a by b, a n b: the largest fuzzy relation k such that kb#a;
(8) the symmetric interior of a, as: as ¼ a \ a.
The composition of a with itself k times is denoted by ak and the transitive closure of a is deﬁned as a1 ¼ SkP1ak. In the
fuzzy case, equivalence relation is generalized to a similarity relation.
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 reﬂexivity: i#q,
 symmetry: q ¼ q, and
 (sup-min) transitivity: q2#q.
Intuitively, if q is a similarity relation, then qða; bÞ speciﬁes the degree of similarity between a and b. As with equivalence
relations, the set of all similarity relations on a domain A form a lattice. The meet and join of two similarity relations a and b
in the lattice are deﬁned as a u b ¼ a \ b and a t b ¼ ða [ bÞ1, respectively.
Given any S#A A and a fuzzy relation a on A, the a-membership image of S is laðSÞ ¼ flaða; bÞ j ða; bÞ 2 Sg. Note that
j laðSÞ j6j S j, where jj denotes the cardinality of a set. Speciﬁcally, laðA AÞ is a ﬁnite subset of [0,1], since A is ﬁnite.
The following lemma shows that the range of the membership function of a compound fuzzy relation only comprises mem-
bership values occurring in the components’ fuzzy relations.
Lemma 1. Let a and b be two fuzzy relations on a ﬁnite set A, * denote the converse or symmetric interior,  denote composition,
union, or intersection, and j denote the right residual or left residual. Then,
(1) la ðA AÞ#laðA AÞ,
(2) labðA AÞ#laðA AÞ [ lbðA AÞ,
(3) lajbðA AÞ#laðA AÞ [ f1g.
Proof. The ﬁrst two points follow straightforwardly from the deﬁnitions. For the third point, we only prove the case of the
right residual, since the proof of the left residual is analogous. Let k be any fuzzy relation, then bk#a iff for any a; b 2 A,
lkða; bÞ satisﬁes8c 2 A;minðlbðc; aÞ;lkða; bÞÞ 6 laðc; bÞ:
Thus, the largest value of lkða; bÞ that can satisfy the constraint is equal tominflaðc; bÞ j c 2 A;lbðc; aÞ > laðc; bÞg;
where we stipulate that min ; ¼ 1. This means la=bða; bÞ 2 laðA AÞ [ f1g for all a; b 2 A. h
From this lemma, it is straightforward to derive the following corollary.
Corollary 1. Let u be any relational expression composed from a set of fuzzy relations RelðuÞ by the operations introduced in
Deﬁnition 2.1. Then, luðA AÞ#
S
a2RelðuÞlaðA AÞ [ f1g.3. Regular similarity
Just as regular equivalence determines a partition based on a graph’s connections, we can induce a kind of structural sim-
ilarity between nodes from fuzzy graph connections. Such similarity is modeled by regular similarity. Formally, a similarity
relation q is called a regular similarity with respect to a fuzzy relation a if it commutes with a, i.e., aq ¼ qa.
As in the case of regular equivalence, regular similarities are closed with respect to the usual join of similarity relations.
This fact follows easily from the left and right distributivity of the composition on the inﬁnite union, i.e., aðS1i¼1biÞ ¼ S1i¼1abi
and
S1
i¼1bi
 
a ¼ S1i¼1bia. Thus, if fqi j iP 1g is a set of regular similarities with respect to a, then a SiP1qi  ¼ SiP1qi a by
the distributivity and the regularity of each qi; consequentlya
G
iP1
qi ¼ a
[1
k¼1
[
iP1
qi
 !k
¼
[1
k¼1
a
[
iP1
qi
 !k
¼
[1
k¼1
[
iP1
qi
 !k
a ¼
G
iP1
qi
 !
a:The closure property of regular similarities with respect to the join of similarity relations makes it possible to deﬁne the reg-
ular interior of any similarity relation. Let p be any similarity relation. Then, the (similarity-based) regular interior of p (with
respect to a fuzzy relation a), denoted by po, is deﬁned as the join of all regular similarities (with respect to a) included in p.
In other words, po ¼ Ffq j q#p;q is a regular similarity ðwith respect to aÞg.
Several basic properties of regular equivalences also hold for regular similarities. These properties, which we summarize
in the following lemma, are useful in the computational characterization of the regular interior operator.
Lemma 2
(1) Let a be any fuzzy relation and q be a fuzzy relation that satisﬁes reﬂexivity and transitivity. Then,ðqaÞ=a ¼ ðqaÞ=ðqaÞ and ðaqÞ n a ¼ ðaqÞ n ðaqÞ:
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(3) If q is a regular similarity with respect to a fuzzy relation a, then q# ððaqÞ n aÞ \ ððqaÞ=aÞ.
Proof. See Lemma 8, Eq. (16), and Lemma 10 in [6]. h
The next theorem, which is analogous to Theorem 11 in [6], shows that the regular interior can be computed iteratively.
Theorem 3.1. Let a be a fuzzy relation and p be a similarity relation, both on a ﬁnite set A. Then, the regular interior of p is equal
topo ¼
\
iP0
pi;where p0 ¼ p andpiþ1 ¼ ½ððapiÞ n aÞ \ ððpiaÞ=aÞ \ pis:Recall that s is the symmetric interior of a fuzzy relation.
Proof. Since the proof that each p is a similarity relation and the proof of the regularity and maximality of po follow exactly
the same steps as the proof of Theorem 11 in [6], we only have to prove that the sequence p0;p1;p2; . . . ; will eventually ter-
minate for some k such that pk ¼ pkþ1. By deﬁnition, this sequence is decreasing. Moreover, by Corollary 1, we know that
lpi ðA AÞ#laðA AÞ [ lpðA AÞ for each iP 0. Note that 1 2 lpðA AÞ because p is reﬂexive. Since
laðA AÞ [ lpðA AÞ is ﬁnite, there is only a ﬁnite number of choices for the membership values of lpi ; therefore, the
decreasing sequence p0;p1;p2; . . . will eventually reach a point where no further changes are possible. h
This theorem provides an effective way to obtain the regular similarities of a fuzzy graph, after which traditional similar-
ity-based clustering methods [16] can be applied to granulate the graph.
4. Generalized regular equivalence
Although regular similarity is a fuzzy relation, we sometimes need a crisp partition of nodes in a fuzzy graph. In such
cases, we can use the concept of generalized regular equivalence (GRE). To deﬁne GRE, we need to consider the neighborhoods
of the nodes in fuzzy graphs. Let F ¼ ðA;aÞ be a fuzzy graph. Then, for each a 2 A, the out-neighborhood and in-neighborhood
of a, denoted by Nþa ðaÞ and Na ðaÞ, respectively, are two fuzzy subsets of A with the following membership functions:lNþa ðaÞðbÞ ¼ laða; bÞ;
lNa ðaÞðaÞ ¼ laðb; aÞ:Let B be a fuzzy subset of A and q be an equivalence relation on A. Then, ½Bq is a fuzzy subset of the quotient set
A=q ¼ f½aq j a 2 Ag with the following membership function:l½Bq ð½aÞ ¼maxb2½a lBðbÞ:Thus, an equivalence relation q is a GRE with respect to a fuzzy relation a if ða; bÞ 2 q implies that
½Nþa ðaÞq ¼ ½Nþa ðbÞq and ½Na ðaÞq ¼ ½Na ðbÞq:Let us somewhat abuse the notation and write laða; ½bqÞ and lað½aq; bÞ to denote maxc2½blaða; cÞ and maxc2½alaðc; bÞ, respec-
tively. Then, we have the following alternative formulation of GRE.
Lemma 3. An equivalence relation q is a GRE with respect to a fuzzy relation a iff for a; b 2 A, ða; bÞ 2 q implies that
laða; ½cqÞ ¼ laðb; ½cqÞ and lað½cq; aÞ ¼ lað½cq; bÞ for all c 2 A.
Based on this formulation, we can establish the connection between regular similarity and GRE.
Lemma 4. Let a be a fuzzy relation and q be an equivalence relation on a ﬁnite set A. Then, q is a GRE with respect to a iff aq ¼ qa.
Proof. Let a; b 2 A, then
laqða; bÞ ¼ maxc2A minðlaða; cÞ;lqðc; bÞÞ ¼ laða; ½bqÞ;
lqaða; bÞ ¼ maxc2A minðlqða; cÞ;laðc; bÞÞ ¼ lað½aq; bÞ:(if): If aq ¼ qa, then ða; cÞ 2 q implies that
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¼lað½aq; bÞ
¼lað½cq; bÞ
¼lqaðc; bÞ
¼laqðc; bÞ
¼laðc; ½bqÞ;for any b 2 A. In the same way, it can be shown that if aq ¼ qa, then ðb; cÞ 2 q implies that lað½aq; bÞ ¼ lað½aq; cÞ for any
a 2 A. Thus, if aq ¼ qa, then q is a GRE with respect to a.
(only if): Let q be a GRE with respect to a. For a; b 2 A, there exists c 2 A such that ðb; cÞ 2 q and laða; ½bqÞ ¼ laða; cÞ by the
deﬁnition of laða; ½bqÞ. Since ðb; cÞ 2 qlað½aq; bÞ ¼lað½aq; cÞ
Plaða; cÞ
¼laða; ½bqÞ:In the same way, we can also prove that laða; ½bqÞP lað½aq; bÞ. Thus, laqða; bÞ ¼ lqaða; bÞ for all a; b 2 A, i.e., aq ¼ qa. h
Since an equivalence relation can be seen as a special case of a similarity relation, Lemma 4 shows that regular similarity
and GRE are the same for equivalence relations.
Like regular equivalences, GRE is also closed with respect to the usual join of equivalence relations. Thus, given an equiv-
alence relation p, we can deﬁne the generalized regular interior of p (with respect to a fuzzy relation a), denoted by pg , as the
join of all GRE’s (with respect to a) included in p (i.e., the largest GRE included in p). The next theorem shows that the well-
known CATREGE algorithm [5] can be used to compute the generalized regular interior of a given equivalence relation. Given
an equivalence relation p and a fuzzy relation a on the domain A, neða;pÞ (meaning the neighborhood equality) is used to
denote the equivalence relation fða; bÞj½Nþa ðaÞp ¼ ½Nþa ðbÞp ^ ½Na ðaÞp ¼ ½Na ðbÞpg:
Theorem 4.1. Let a be a fuzzy relation and p be an equivalence relation, both on a ﬁnite set A. Then, the generalized regular
interior of p with respect to a is equal topg ¼
\
iP0
pi;where p0 ¼ p and
piþ1 ¼ pi \ neða;piÞ:Note that, although GRE is equivalent to regular similarity for equivalence relations, the generalized regular interior and
similarity-based regular interior are not necessarily the same for a given equivalence relation.
Example 1. Let us consider a trivial two node fuzzy graph ðf1;2g;aÞwith a, as shown in Fig. 1, where we assume that r1–r2.
Then, the largest GRE with respect to a is the identity relation, but the largest regular similarity is speciﬁed by the following
matrix equation:0 r1
r2 0
 
1 x
x 1
 
¼ 1 x
x 1
 
0 r1
r2 0
 
;which can be rewritten asminðr1; xÞ r1
r2 minðr2; xÞ
 
¼ minðr2; xÞ r1
r2 minðr1; xÞ
 
:Fig. 1. A fuzzy relation between two nodes.
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with respect to a is1 minðr1; r2Þ
minðr1; r2Þ 1
 
;which is obviously not equal to the identity matrix if minðr1; r2Þ–0.5. Related work
The study of fuzzy graphs is relatively new in SNA [29], but the more general notion of valued networks has been inves-
tigated extensively [4]. A (simpliﬁed) valued network is a structureN ¼ ðA;aÞ, where A is a set of nodes and a : A A ! D is a
D-valued binary relation. The set of values Dmay be numerical, ordinal, or categorical. In this sense, a fuzzy graph is simply a
special kind of valued network, where D ¼ ½0;1 is a set of numerical values. On the other hand, both numerical and ordinal
valued networks can be normalized to [0,1]-valued networks. Thus, the regular equivalences deﬁned for fuzzy graphs are
comparable to those deﬁned for valued social networks.
Deﬁnitions of regular equivalence for valued networks are proposed in [1,4]. Let ðA;aÞ be a valued network and q be an
equivalence relation on A. In [4], q is deﬁned as a regular equivalence if ða; bÞ 2 q implies that for each X 2 A=qfaða; cÞ j c 2 Xg ¼ faðb; cÞjc 2 Xg and faðc; aÞ j c 2 Xg ¼ faðc; bÞjc 2 Xg:
Meanwhile, in [1], q is deﬁned as a regular equivalence if ða; bÞ 2 q implies that for each X 2 A=q,max
c2X
aða; cÞ ¼max
c2X
aðb; cÞ and max
c2X
aðc; aÞ ¼max
c2X
aðc; bÞ:Obviously, the deﬁnition in [1] is the same as our deﬁnition of GRE for fuzzy graphs. Recently, the following uniform deﬁ-
nition of f-regular equivalence was proposed in [40]. An equivalence relation q is said to be an f-regular equivalence if
ða; bÞ 2 q implies that for each X 2 A=q,fc2Xfaða; cÞg ¼ fc2Xfaðb; cÞg and f c2Xfaðc; aÞg ¼ fc2Xfaðc; bÞg;
where f is a function, such as sum, max, or mean. When f is the identity function, f-regular equivalence is the same as the
regular equivalence deﬁned in [4]; and when f ¼max, it is equivalent to both GRE deﬁned here and the regular equivalence
deﬁned in [1].
For regular equivalence, only the occurrence or non-occurrence of a position in the neighborhood of a node is relevant.
However, the number of occurrences is sometimes an important factor. In such cases, a number restriction can be added
to the deﬁnition of regular equivalences, which leads to the notion of exact equivalence or equitable partition [18]. Hence,
the number of equivalent neighbors must be the same for two nodes to be considered exactly equivalent. By generalizing the
notion of exact equivalence to graph spaces, a notion of structural similarity that can be applied to valued networks is pro-
posed in [7,8]. Structural similarity is characterized by its commutativity with the underlying valued relations. Thus, a valued
relation q is a structural similarity of the valued network ðA;aÞ iff q  a ¼ a  q, where the relational composition is the sum-
product composition, instead of the max–min composition used in the deﬁnition of regular similarity.
6. Discussion
6.1. Fuzzy state transition systems
While GRE is essentially the same as the notion of regular equivalence in valued networks, regular similarity provides
more precise information about the proximity of nodes based on their connection patterns with other nodes. To further elab-
orate on this point, we use ﬁnite state transition systems to explain the difference between GRE and regular similarity.
State transition systems were originally proposed in [30] as models of concurrency and now play an important role in
formal speciﬁcation and veriﬁcation of software systems. A state transition system is formally deﬁned as a triplet
ðQ ;R;!Þ, where Q is a set of states, R is an alphabet of events, and ! #Q  R Q is a (labeled) transition relation. When
Q is ﬁnite, the system is called a ﬁnite state transition system. A transition ðq1; e; q2Þ 2! is usually denoted by q1!
e
q2. Be-
cause each transition of the system is labeled by an event symbol, the system is also called a labeled transition system. When
R ¼ feg is a singleton, we simply denote the system as ðQ ;!Þ and the labels can be omitted from the transition arcs. In this
paper, we only consider ﬁnite transition systems in which R is a singleton. Such a system is also a special kind of ﬁnite-state
automaton. As fuzzy automata have been investigated extensively in the literature [9], we can easily deﬁne fuzzy state tran-
sition systems. In our case, a fuzzy state transition system can be represented as a fuzzy graph ðQ ;aÞ, where a : Q  Q ! ½0;1
is a fuzzy transition relation. Thus, the regular equivalence of fuzzy graphs can play a role in the analysis of the behavioral
similarity of different states. The following example shows the difference between GRE and regular similarity in this respect.
Example 2. Let us consider a simple fuzzy state transition system with four states, as shown by the fuzzy graph in Fig. 2. The
system can be a component of a larger system. However, for ease of illustration, we ignore the scalability issue and assume
Fig. 2. A fuzzy state transition system.
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membership degree of the corresponding transition. Thus, the incidence matrix of the fuzzy relation for the system isa ¼
0 0 c d
0 0 c þ e d e
0 0 0 0
0 0 0 0
2
6664
3
7775:We assume that c > d and 0–e 	 0. Obviously, the only GRE of the fuzzy graph is the identity relation. On the other hand,
an arbitrary similarity relation between the states can be represented by the following incidence matrix:q ¼
1 x0 x1 x2
x0 1 x3 x4
x1 x3 1 x5
x2 x4 x5 1
2
6664
3
7775:Requiring that qa ¼ aq results in the following equations:
x1 ¼ x2 ¼ x3 ¼ x4 ¼ 0;
maxðc;minðc þ e; x0ÞÞ ¼ c;
maxðd;minðc; x5ÞÞ ¼ d; and
maxðd e;minðd; x0ÞÞ ¼maxðd e;minðc þ e; x5ÞÞ:Clearly, the maximal solutions of the above equations are x0 ¼ c and x5 ¼ d. Hence, our (maximal) regular similarity can
be represented by the following incidence matrix:1 c 0 0
c 1 0 0
0 0 1 d
0 0 d 1
2
6664
3
7775:In other words, s1 is similar to s2 with a degree (c) larger than the similarity degree (d) of s3 and s4. Obviously, the states
can be partitioned into two blocks, fs1; s2g and fs3; s4g, according to the matrix.
The resultant regular similarity in the preceding example can be informally justiﬁed by using the divergence of possibility
distributions (fuzzy sets) introduced in [17]. Based on the interpretation of a fuzzy graph ðQ ;aÞ as a fuzzy transition system,
the out-neighborhood and in-neighborhood of a states denote the possibility distributions of its next state and previous
state, respectively. Thus, the similarity between two states can be roughly estimated by the divergence of their correspond-
ing fuzzy neighborhoods.
In [17], the divergence of possibility distributions is deﬁned by the Choquet integral. Let X ¼ fx1; x2; . . . ; xng be a ﬁnite uni-
verse, f : X ! ½0;1Þ be a function on X, and l : 2X ! ½0;1Þ be a monotonic measure on X, i.e., lð;Þ ¼ 0 and lðAÞ 6 lðBÞ for
any A#B#X. Then, the Choquet integral of f with respect to l is deﬁned by the formulaZ
C
fdl ¼
Xn
i¼1
ðf ðxiÞ  f ðxi1ÞÞlðXiÞ;where Xi ¼ fxi; . . . ; xng. Without loss of generality, we can assume that 0 ¼ f ðx0Þ 6 f ðx1Þ 6 f ðx2Þ 6 . . . 6 f ðxnÞ by permutating
the set X appropriately. In fuzzy set theory, a membership function l on the universe X can induce a possibility measure, also
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same domain, we can deﬁne the difference between them as dðl1;l2Þ : X ! ½0;1 such that1 Twdðl1;l2ÞðxÞ ¼ jl1ðxÞ  l2ðxÞj;
for all x 2 X. Then, the divergence of l1 with respect to l2 is deﬁned asDðl1jl2Þ ¼
Z
C
dðl1;l2Þdl1:Strictly speaking, the divergence measure so deﬁned is not a distance metric. In particular, it is not symmetric, i.e., Dðl1 j l2Þ
is not necessarily equal to Dðl2 j l1Þ. Since our similarity relation is symmetric, we use the symmetric closure of D, deﬁned asDsðl1;l2Þ ¼maxðDðl1jl2Þ;Dðl2jl1ÞÞ;
to estimate the (informational) similarity between two fuzzy sets. The larger the value of Dsðl1;l2Þ, the less similar l1 and
l2 will be.
Example 3. Continuing with Example 2, we deﬁne li ¼ lNþa ðsiÞ and mi ¼ lNa ðsiÞ for 1 6 i 6 4. By using the deﬁnition of Ds and
ignoring the additive e-terms, we obtain the following values of the symmetric divergence between these fuzzy
neighborhoods:
The similarity between in-neighborhoods and that between out-neighborhoods must be considered simultaneously to
determine the similarity of two states. Therefore, we use the term maxðDsðli;ljÞ;Dsðmi; mjÞÞ shown in the following
divergence matrix to estimate the similarity between two states.
Recalling that the regular similarity in Example 2 naturally partitions the set of states into two blocks fs1; s2g and fs3; s4g,
we can see that the divergence between states in different blocks is the largest; and the divergence between s3 and s4 is
larger than that between s1 and s2. Qualitatively, this matches the regular similarity obtained in Example 2.
Note that the above justiﬁcation is quite informal, since we do not recursively account for the similarity between states in
the neighborhoods. In fact, the similarity between states based on the divergence of their neighborhoods is more like the
generalization of structural equivalence1 than the generalization of regular equivalence. However, it shows that a fuzzy rela-
tion like regular similarity can provide a much ﬁner description of the connection patterns between the nodes in fuzzy networks
than crisp regular equivalence.
6.2. Fuzzy rough sets
The basic construct of rough set theory [33] is called an approximation space, deﬁned as a pair ðU;qÞ, where U is the uni-
verse and q#U  U is an equivalence relation on U. According to Pawlak, knowledge is deep-seated in the classiﬁcation
capabilities of human beings. A classiﬁcation is simply a partition of the universe, so an approximation space constructs
the basic knowledge about objects in the universe. In philosophy, the extension of a concept is deﬁned as the objects thato nodes, a and b, in a graph are structurally equivalent if Nþa ðaÞ ¼ Nþa ðbÞ and Na ðaÞ ¼ Na ðbÞ [18].
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Pawlak identiﬁed a concept by its extension. Thus, in rough set theory, a subset of the universe is called a concept or a
category.
Given an approximation space ðU;qÞ, each equivalence class of q is called a q-basic category or q-basic concept, and any
union of q-basic categories is called a q-category. Now, for an arbitrary concept X#U, we are interested in the deﬁnability of
X using q-basic categories. We say that X is q-deﬁnable, if it is a q-category; otherwise X is q-undeﬁnable. The q-deﬁnable
concepts are also called q-exact sets, whereas q-undeﬁnable concepts are described as q-inexact or q-rough. When the
approximation space is explicit from the context, we simply omit the qualiﬁer q and call the set an exact set or a rough set.
The lower and upper approximations of X are denoted by qX and qX, respectively, and deﬁned as follows:2 AlsoqX ¼ fx 2 U j ½xq#Xg;
qX ¼ fx 2 U j ½xq \ X–;g:Rough set theory provides an effective tool for extracting knowledge from data tables, and many powerful data mining algo-
rithms are based on it (see [38,39,35] for some recently proposed examples.). A data table2 is formally deﬁned as a tupleT ¼ ðU;A; fViji 2 Ag; ffiji 2 AgÞ;
where U is a non-empty ﬁnite set, called the universe; A is a non-empty ﬁnite set of primitive attributes; for each i 2 A, Vi is
the domain of values for i; and for each i 2 A, fi : U ! Vi is a total function.
While an approximation space is an abstract framework used to represent classiﬁcation knowledge, it can easily be de-
rived from a real data table. Let T ¼ ðU;A; fVi j i 2 Ag; ffi j i 2 AgÞ be a data table and B#A be a subset of attributes. Then, we
can deﬁne an equivalence relation, called an indiscernibility relation based on B, as follows:indðBÞ ¼ fðx; yÞ j x; y 2 U; fiðxÞ ¼ fiðyÞ8i 2 Bg:
In other words, x and y are B-indiscernible if they have the same values with respect to all attributes in B. Consequently, for
each B#A, ðU; indðBÞÞ is an approximation space.
As mentioned in Section 1, the approximation space deﬁned in this way results in a partition of the universe based on the
functional information associated with the objects. In an analogous way, when dealing with relational data, regular equiv-
alence can be used to partition the data space. Then, rough set-based data mining techniques can be applied effectively to the
analysis of relational data.
On the other hand, to deal with imprecise data, the upper and lower approximations of fuzzy concepts with respect to
similarity relations have been proposed in [11]. When X is a fuzzy subset of U and q is a similarity relation on U, the lower
and upper approximations of X are fuzzy sets deﬁned by the following membership functions:lqXðxÞ ¼ infy2U qðx; yÞ!minlXðyÞ;
lqXðxÞ ¼ sup
y2U
minðqðx; yÞ;lXðyÞÞ;where !min : ½0;1  ½0;1 ! ½0;1 is the residuated implication operator with respect to min deﬁned as
r!mins ¼ supft 2 ½0;1 jminðr; tÞ 6 sg. Based on these deﬁnitions, the notion of regular similarity studied in this paper has
potential applications in the analysis of imprecise relational data with rough set methodology. Essentially, given a fuzzy
graph F ¼ ðU;aÞ, a represents (imprecise) relational data about the objects in U. Thus, a regular similarity q with respect
to a can induce a (fuzzy) approximation space ðU;qÞ, and the lower and upper approximations of any fuzzy subsets of U
can be deﬁned using q as above.
7. Conclusion
We have generalized the notion of regular equivalences to fuzzy graphs. There exist different, but equivalent, deﬁnitions
of regular equivalences in the literature. However, when generalized to fuzzy graphs, these deﬁnitions may result in inequiv-
alent notions of similarity. In this paper, we consider two kinds of generalization: regular similarity and GRE. Regular sim-
ilarity is generalized according to the commutativity between the similarity relation and the underlying fuzzy relation, while
the GRE is generalized according to the equivalence of neighborhoods of equivalent nodes. We show that, in some special
cases, these two generalizations are still equivalent, but the regular interiors based on them may be different. In addition,
we discuss the signiﬁcance of regular similarity in different applications, namely the analysis of fuzzy state transition sys-
tems and imprecise relational data.
Although, in this paper, the fuzziﬁcation of regular equivalence is investigated from a broad perspective across different
disciplines, it should be particularly useful for fuzzy social network analysis, in the same way the traditional notion of regular
equivalence is useful for social position analysis. In the future, we will explore potential applications of our results to fuzzy
social network analysis of real-world problems.called knowledge representation systems, information systems, or attribute-value systems.
688 T.-F. Fan et al. / International Journal of Approximate Reasoning 49 (2008) 678–688We also present effective procedures for computing the regular interiors of a given equivalence relation or similarity rela-
tion. Although these procedures are effective, they are not efﬁcient enough for large-scale graphs. Therefore, in a future work,
we will explore the possibility of adapting the more efﬁcient RCPP (relational coarsest partition problem) algorithm [18] to
the fuzzy case. In addition to regular equivalences, we will consider generalizing other notions of structural equivalence [18]
to fuzzy graphs.
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