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Jung-Hua Wang, Jen-Da Rau, and Chung-Yun Peng Abstract-This paper optimizes the performance of the GCS model [1] in learning topology and vector quantization. Each node in GCS is attached with a resource counter. During the competitive learning process, the counter of the best-matching node is increased by a defined resource measure after each input presentation, and then all resource counters are decayed by a factor . We show that the summation of all resource counters conserves. This conservation principle provides useful clues for exploring important characteristics of GCS, which in turn provide an insight into how the GCS can be optimized.
In the context of information entropy, we show that performance of GCS in learning topology and vector quantization can be optimized by using = 0 incorporated with a threshold-free node-removal scheme, regardless of input data being stationary or nonstationary. The meaning of optimization is twofold: 1) for learning topology, the information entropy is maximized in terms of equiprobable criterion and 2) for learning vector quantization, the mse is minimized in terms of equi-error criterion.
M would have been more proper. A solution to this stability-plasticity dilemma is to determine the size of the network during the training process in an incremental fashion.
Compared to the conventional LBG method [5] , competitive learning algorithms offer the advantages of on-line operation and require little storage. In competitive learning [6] , [7] , every node c has a n-dimensional weight vector attached. Denote w w wi(t); i = 1; 111 M, as the connection weight vector between the input vector x x x(t) and the ith node at time t. Initially, A A A is randomized with weight vectors w w w i (0). The network is trained on a set of training data that consists of a sequence of input vectors x x x(t). In the Kohonen learning law [4] , for example, an input vector is randomly drawn according to a probability density function p(x x x), and presented into the network. The output zi of the ith node is set to 1 if w w w i is closest to x x x(t), otherwise z i is set to 0. The competition process iterates a number of times through the training data set, after each successive input presentation the winning (best-matching) node adjusts its weight vector in accordance with the equation w w w i (t + 1) = w w
where " b (t) denotes the learning rate of the winning node. The Kohonen learning law does not, in general, produce a set of equiprobable weight vectors (i.e., a set of vectors such that an x x x(t) chosen randomly in accordance to p(x x x) will have an equal probability of being closest to each of the weight vectors). In SOFM, the winner-take-quota (WTQ) prescribed by (2) was incorporated with the Kohonen learning law to facilitate topological mapping w w w^(t + 1) = w w
where^denotes the rectangular neighborhood centered at the winning node, and " n (t) is the learning rate of the neighboring nodes. As learning proceeds, the range of^as well as " b (t) and "n(t) are gradually decayed to a very small value for final equilibrium. GCS in principle adopts the same basic strategies of SOFM, but unlike SOFM, learning rates " b and "n in GCS are constant over time.
In addition, SOFM is not a self-creating network, as it needs to specify the network size before training. In GCS, on the other hand, every node has a local resource counter. During the training process, the counter of the winning node is increased by a predefined resource measure after each input presentation, and then all resource counters are decayed by a forgetting factor . A new node will regularly be inserted between the node with the largest resource value and its farthest direct neighbor. Furthermore, some superfluous nodes can be deleted too. For example, when applying GCS to learning topology, nodes that have a resource measure being less than a specified threshold will be deleted [1] . In this work, this approach of node removal will be referred to as the -threshold scheme. Due to its simplicity and flexibility, GCS has become influential in learning topology and vector quantization. Recently, various variants of GCS have been proposed and applied to applications such as data visualization [8] and function approximation [9] . The major contribution of this paper is to optimize the performance of the GCS in learning topology and vector quantization, regardless of input data being stationary or nonstationary. The purposes of this study are to obtain a better understanding of GCS models and their behavior in learning topology and vector quantization, which, in turn, may give us more insight into their capability for fulfilling other more complicated tasks. Thus, the remainder of this paper is organized as follows. In Section II, the basics of GCS are reviewed. In particular, the conservation 1083-4419/00$10.00 © 2000 IEEE law in total resource counters is first proved, followed by the descriptions of three important properties of GCS: chain reaction, race-condition, and the trap of short-term memory. By analyzing the correlation between the short-term memory and the value of , we show that the undesirable race-condition is a direct consequence of using improperly large and the -threshold scheme in deleting superfluous nodes.
This discovery in turn leads us to show, in the context of information entropy, that performance of GCS in learning topology can be optimized by using = 0 and a threshold-free node-removal scheme. In Section III, some useful rules for improving the performance of GCS in learning vector quantization are presented. We show that the use of = 0 incorporated with the threshold-free scheme can also optimize GCS in learning vector quantization. Finally, concluding remarks are given in Section IV.
II. OPTIMIZING GCS IN LEARNING TOPOLOGY

A. Review of the GCS Network
To explore the characteristics of GCS, we need to introduce some terminology first. Denote nodes that have connections to a node c as the set of direct topological neighbors Nc, an adaptation procedure in GCS is formulated in [1] as follows. 
where 1 is a concise notation for incremental changes, i.e., b (t + 1) = b (t) + 1 b .
6) Decay all resource counters by a predefined forgetting factor, which weights the influence of more recent input presentations more strongly: 1j = 0j; j = 1; 1 11M(t) and 0 < < 1 (6) where M(t) is the number of nodes at time t. In addition, the relative signal frequency of an arbitrary node c is de- 
Then, a new node r is always inserted in between f and q. The weight vector of new node r is initialized as w w w r = 0:5(w w w f + w q ), and its resource counter is initialized as r = 0 c2N 1c: (9) That is, the initial resource counter of r equals the total changes of resource counters of its topological neighbors. From the perspective of growth process, this redistribution of resources in essence implements the conscience principle [11] .
B. Conservation Law
This property refers to the state when the sum of all resource counters S(t) in the network remains changeless during the growth process. We prove this property as follows.
Initially, all resource counters are set to zero. Therefore, S(0) = 0.
After the first input is presented, a winning node b is determined and its resource counter is increased by s, namely b (1) = 0+s = s. Then, according to (6), b will be decayed by b = (10)1 b = (10)1s,with all other counters still being zeros. Hence, at t = 1,
Therefore, the sum would be increased by an amount of s after each input presentation, regardless of the current number of nodes. Explicitly
Clearly, S(n) is a geometric series with a ratio of (1 0 ). Thus, we can write S(t) as
Because 0 < < 1, when t ! 1, the series S(t) would converge to
In general, S(t) quickly saturates in less than 100 input presentations.
Also, it needs more input presentations to reach a (larger) saturation value when is smaller. Interestingly, the saturation value is irrelevant to , the number of nodes, and the form of input distribution. The property that total resource always conserves in GCS via using nonzero is useful in hardware implementation, because the resource counters would never overflow. Furthermore, it was claimed in [1] that a GCS, in general, works well when the value of = 0:05. In the following, we will show that better performance can be obtained by using a much smaller . Ultimately, GCS performs best when the forgetting factor is not applied to decay the resource counters.
C. Chain Reaction
Recall that the initial topology of GCS is a two-dimensional (2-D) simplex, i.e., a triangle. To properly learn topological mappings, it is required that the network structures in GCS always remain consistent during the growth process, i.e., structures with every edge belonging to at least one triangle and every node to at least two edges. However, occasionally it is necessary to delete a superfluous node as well as all triangles that the node is part of. Edges for which the pertaining ending nodes do not share at least one triangle are removed, and nodes having no more edges are removed as well. In GCS, a node is considered superfluous if it has a weight vector in a region with very low probability density. To be more specific, letp c = h c =F c can be approximated [1] by (lc) n = M c=1 (lc) n , where lc = the mean length of the edges emanating from node c. According to the -threshold scheme, after every input presentation, the nodes with small values ofp c below a specific threshold will be removed. One of the major features in GCS is the prevailing use of fixed parameters; in fact, Fritzke [1] , [2] suggested that = 0:09 along with s = 1, = 0:05, = 100, " b = 0:06, and "n = 0:002 for training with general input distributions. We also note that because the removed node must have a very small value of resource counter, the saturation constant remains to be the upper bound of S(t) throughout the training process.
The real problem is that a node removal might trigger, owing to the structural consistency requirement, the removal of other nodes and pertaining edges, which in turn triggers more nodes and edges to be removed. Hence, if a large is used, must use a very small number in order to avoid excessive node removals. Otherwise, a removed node might trigger many nodes to be deleted in a "chain-reaction" fashion.
To verify this, we used = 0:05 and a Gaussian input. The resultant topologies for = 0:000 09, 0.09 are shown in Fig. 1(a) and (b), respectively. It can be seen that = 0:000 09 achieved better topology wherein fewer nodes were removed. Thus, in order to reduce the chain-reaction effect and to avoid the difficulty in choosing a proper value for , a an smaller than 0.05 (e.g., 0.001) should be used.
In addition to visual inspection, a measure defined as the sum of edge lengths of a triangle simplex can be used for evaluating the performance of GCS in learning topology. For our purpose here, it is sufficient to use a uniform distribution in which an equilateral simplex should correspond to a Delaunay triangulation [15] . From basic trigonometry, among different types of triangles that have identical area size, the equilateral has the smallest . Therefore, the topology of a uniform distribution should contain all equilateral simplexes. In this sense, the averaged value of a topology can be used to quantitatively measure GCS performance. Using a structured input data that contains two local uniform distributions, Fig. 2(a) -(c) illustrates the topology configurations after ten training iterations when = 0:05, 0:005, and 0:001 were tested, respectively. As expected, for = 0:05, nodes are very apt to be removed during the training process. On the contrary, the network with = 0:001 has the largest number of nodes (376) generated, and it also achieves the smallest value in (hence, the best topology). For comparison, Fig. 2(d) shows the topological mapping at the early stage of training of Fig. 2(c) , in which many more nodes are already generated than in Fig. 2(a) and (b) . We can also see [from the transition from Fig. 2(d) to (c) ] that only a few superfluous nodes could exist for a short period of time before they are permanently removed.
D. Race-Condition
We have seen that the network topology is generated incrementally in GCS. The network regularly checks if superfluous nodes exist, and if so, they will be removed. However, in GCS for which 6 = 0, a phenomenon called "race-condition" could happen where nodes are removed soon after they are generated, and then regenerated again at the same places, and so on. This phenomenon is best illustrated in Fig. 3 , where the area of the larger squares is 92 (in area) the smaller one. and t = 8500 are shown in Fig. 3(a)-(f) . It can be seen that the network attempts to grow from lower-right square to upper-left square, but nodes are removed soon after they are generated; as a result, the network would very likely return to where it started, as shown in Fig. 3(f) . Although at some point [e.g., Fig. 3(e) ] the GCS can generate nodes, new node generations are likely accompanied by some existing nodes being removed. An even worse situation might occur in that the speed of generating new nodes approximately equals that of node removal, provided that is too large. Using the same input of Fig. 3, Fig. 4 depicts the number of nodes in the course of 50 training iterations using different values of . One can see that the number of nodes appears to "oscillate" within a narrow band when is too large, especially for the cases of = 0:005 and = 0:05.
Assume that the sum of resource counters is K after t 0 1 input presentations and kc = value of resource counter associated with an arbitrary nonwinning node c. From (7), the relative frequency of a node c after the tth input presentation can be written as Apparently, if is relatively large, the relative signal frequency hc of nonwinning nodes will soon become insignificantly small, making it easier for node removal to occur. It should be noted that, due to the structural consistency requirement in the GCS, the possibility of occurring chain reaction cannot be entirely eliminated; it can only be reduced by using a small or even a zero . On the other hand, the race-condition can be completely avoided by using a very small or = 0.
E. Optimizing by Using = 0
Previous results have shown that improper choice of values for and could result in rather poor topological mapping results. We have also shown that GCS using a smaller value of in general achieved better performance of topological mapping. What could be the underlying physical explanation for these observations? Although we are unable to answer this question analytically, examining (11) there are 56 nodes having h h hi in the range specified by the bin. Interestingly, we see that the smaller the value of is, the closer the histogram is to the true equiprobability (i.e., h h h i = 0:01 for all nodes). This property holds, regardless of whether node removal is employed or not in training GCS. For comparison, the node removal was intentionally prohibited in the training process of Fig. 5 . To proceed, we define information entropy [17] as
Because H(S) has its maximum when all h h h i are equal, a GCS using a smaller should have better capability in maximizing the information entropy, which in turn explains the results of Figs. 1 and 2 . For the case of uniform input distributions, the results are similar, and thus are omitted here. Subsequently, one may wonder if the decay step of (6) is really necessary. We tested an input distribution that contains two data areas with the same number of data points (but one with much higher density). Resulting topologies of using = 0:0005 and = 0 are shown in Fig. 6 (a) and (b), respectively. Clearly, the GCS with = 0 outperforms, both quantitatively and qualitatively, the one with nonzero in learning topology. Finally, we note that the conservation law in the sum of the resource counters does not hold for = 0, implying that values of resource counters might overflow after a large number of training iterations. Resetting all counters periodically (e.g., after every 10th iteration) can easily solve this problem.
F. Trap of Short-Term Memory
According to the definition of "short-term memory," a larger forgetting factor usually provides faster input tracking performance [18] at the expense of accuracy, and vice versa. Therefore, if the input is wide sense stationary, one can reasonably expect that the GCS can be optimized by using = 0. Previous experimental results (Figs. 5 and 6) have verified this viewpoint too. For the case of nonstationary input, a nonzero has the effect of decaying past memory so that the adaptive algorithm can adjust its behavior to learn the recent input sources. To verify this property, Fig. 7 shows the performance of GCS under various values of in learning nonstationary inputs. Consider a 2-D Gaussian nonstationary input. At t = 0, the input source is ( = x = y = 150, = x = y = 30), at t = 20 000 (i.e., 20th iteration) the input will change abruptly to ( = 110, = 27), at the 40th iteration to ( = 80, = 24), and, finally, at the 60th iteration the input changes to (i.e., = 50, = 20). As shown in Fig. 7(a) , the larger the is, the faster the network is in tracking input changes. However, we also see that a too large value of [i.e., = 0:05 in Fig. 7(a) ] can result in rather poor entropy, which is, again, the direct consequence of race-condition. Hereafter, the term "trap of short-term memory" is used to denote the dilemma wherein a larger can generally provide faster input tracking capability; yet using a too large may well likely incur the race-condition.
From the above discussions, to estimate the upper bound in such that the race-condition will not occur is essential. Unfortunately, this is not an easy task. Currently, trial-and-error on a case-by-case basis remains the only feasible solution. Apparently, we are faced with the dilemma of increasing the capability of tracking input changes and the difficulty in determining a proper value for so as to avoid the race-condition. However, in analyzing the nature of the dilemma, we unwittingly found that both the race-condition and the trap of short-term memory would disappear when the -threshold is purposely disallowed, as shown in Fig. 7(b) . This result has inspired us the idea of "-free" (or threshold-free) node-removal scheme, i.e., nodes that never won during a complete iteration are deleted. Fig. 7(c) shows the results when the "-free" scheme was used. Clearly, performances of using various values of are similar, and they are as good as in the case of = 0:005 in Fig. 7(a) . Namely, both the race-condition and the trap of short-term memory disappeared. More significantly, results of Fig. 7 have led to an important conclusion that both the race-condition and the trap of short-term memory in the original GCS are, in essence, attributed to the -threshold scheme, for which the node-deletion operation relies on the use of nonzero .
We want to point out that the "-free" is also applicable to learning stationary topology. Using the same input in Fig. 2 and the "-free" scheme, Fig. 8 compares the topology mappings for = 0:05 and for = 0. As can be seen, in the case of = 0:05, the density of nodes lacks uniformity in triangulation simplexes. This is because the differences (in h h h) between resource counters tend to increase when a larger is used, and nodes that have larger resource counters would excessively generate son nodes, resulting in worse mapping. Moreover, from the viewpoint of computation efficiency, the "-free" scheme (and = 0)
is simpler and faster than the original GCS, because it altogether eliminates the decay step, the need to estimate the Voronoi volume F 0 c , and the computations for h h h c andp c parameters. As such, = 0 and the "-free" scheme are recommended when applying GCS to learning topology.
III. LEARNING VECTOR QUANTIZATION
In applying GCS to vector quantization (VQ), five alterations are made to the original GCS [1] , [2] . They are 1) replace the constant s in (5) with the input square error kx x x(t) 0 w w w i (t)k 2 when updating i (t) of the winning node;
2) the structural consistency requirement is loosened by allowing isolated nodes; 3) nodes that never won during a complete iteration will be deleted; 4) use " b "n; To differentiate, hereafter we will use GCS vq to denote this variant GCS model. Note that the parameter h h hc in (7) is now referred to as the relative error. It is important to consider a special (but not rare) case wherein a node q with the largest value in the resource counter happens to be an isolated node. In that case, it is suggested in [2] that one can link the new node r to q as its neighbor. The weight vector of the new node r can be initialized as w w w r = w w w q , and the original resource of node q is shared equally by node q and node r. Furthermore, we note that the chain reaction will not occur in GCS vq due to the discarded requirement in structural consistency. As explained previously, due to the "-free" node-removal scheme, the race-condition problem and the short-term memory effect would no longer exist in GCS vq .
It has been shown that minimizing mse (i.e., equi-error) and maximizing entropy are equivalent only in the limit sense [13] . That is, when n ! 1, VQ that minimizes mse also maximizes entropy.
Often, in learning VQ, the goal is to minimize mse. Moreover, the conservation law does not hold in GCSvq, because the input square error of the winning node is not a constant. Then, the question is this: can GCSvq be equi-error? We have conducted simulations using various input distributions; all have the same conclusion. For example, we tested a Gaussian input under various values of , and plotted in Fig. 9 the corresponding histograms of h h hc. Clearly, GCSvq with = 0 has the best performance in equalizing relative error h h h c (i.e., equi-error criterion). Although GCS vq in principle can be equi-error, in practice some rules must be followed in order to obtain satisfactory results. For that matter, in the following discussions we characterize GCS vq in learning vector quantization for stationary inputs (e.g., still images) and nonstationary inputs (e.g., animated images). 
A. Learning Image Coding
Assume input a 512 2 512 gray-level Lena image [19] , which is divided into 4096 blocks. Each block has 8 2 8 pixels (i.e., a 64-dimension vector). Simulation results (not shown here) indicated that the parameter has great effect on training time (to finish in ITER iterations) as well as on MAE and mse. Depending on the input nature, a too small value in could incur too many nodes being generated at improper locations due to insufficient number of input presentations. On the other hand, a larger in general results in shorter training time due to less number of nodes being generated at the early stage of training.
In fact, if values of and the total number of training vectors L are known, the number of iterations (ITER) required to grow to a specified size M f can be estimated by the formula M f = (L2 ITER)=. After grown to M f , certain number of iterations (for fine-tuning) is needed in order to achieve small mse. As a rule of thumb, when a small ITER is preferred, a small should be used. Table I shows the results when using different values of . It shows that = 0 is superior to > 0 when minimizing the mse. However, it appears that mse performance of GCS vq is not so sensitive to as to . This is mainly due to the abolition of structural consistency and the use of the "-free" scheme in deleting nodes. Using M f = 256, " b = 0:24, "n = 0, = 100, and = 0, Recall that the original strategy for updating the connection weights in GCS [1] , [2] is the winner-take-quota (WTQ). Although WTQ is employed by many competitive-type networks to learn topology, in learning VQ the primary objective is minimizing the mse. We thus conjecture that WTA might outperform WTQ in minimizing mse. We used a 2-D Gaussian test input ( = 150, = 30); each mse value is calculated by averaging more than 100 different runs. The learning rate " n is changed from 0.1 to 0.000 01; the latter approximates WTA (winner-take-all, i.e., " n = 0). Fig. 10 shows that using smaller " n achieves smaller mse.
B. Learning Nonstationary VQ
We show the performance of GCS vq in learning nonstationary VQ. Using the same input as in Fig. 7, Fig. 11 shows the quantization results after 100 iterations when = 0. Fig. 11(a) shows the result of using WTQ without node removal; Fig. 11(b) for WTQ with node removal; Fig. 11(c) for WTA without node removal; and Fig. 11(d) for WTA with node removal. Clearly, WTA with node removal has the best mse performance in learning nonstationary VQ. In particular, if without node removal, then WTQ is necessary. Otherwise, GCS vq will show very poor adaptation to the new input, as can be seen in Fig. 11(c) .
Under various values of , Fig. 12 shows dynamic behavior of GCS vq . By comparing Fig. 12(a) and (b) , one can see that the -free scheme greatly enhances the input tracking capability. Since GCSvq is a self-creating network, removing superfluous nodes and having them replaced by new nodes in proper locations provide an effective way of adapting input changes. The difference in mse due to the variance in is insignificantly small, although closer examination reveals that = 0 has slightly better mse performance over > 0. Clearly, the combination of = 0 and -free scheme can provide needed adaptation capability in matching new input changes in the course of minimizing mse. From Figs. 11 and 12 , we conclude that if one does not know whether the input is stationary or nonstationary, it is recommended that GCS vq should be trained with WTA, = 0, and allow node removal.
IV. CONCLUSIONS AND DISCUSSIONS
We have improved the performance of GCS by exploring its characteristics, comparing its performance with other competitive-type networks and further validation through simulation studies. If a forgetting factor is applied to decay the resource counters, we have shown that the summation of all resource counters quickly saturates. An interesting viewpoint concerning the use of the conservation law in explaining why GCS performs better with a smaller is described as follows. If we think of the conserved resource as being proportional to a limited capacity of long-term memory, then a larger would result in quicker forgetfulness and less long-term memory. In this sense, the use of a larger seems to give up long-term memory in exchange for more short-term memory, and vice versa. The significance of this observation, in applying GCS to learning topology, is twofold.
First, consider = 0, namely no short-term memory at all, which is fine with wide sense stationary inputs. In Section II, we have shown that information entropy can be maximized by using = 0. In dealing with stationary inputs, a too large could trigger excessive node removals. Chance of chain reaction and race-condition can be greatly reduced if a very small is used. After all, it is the structural consistency requirement that incurs the chain reaction. Thus, in learning topology the chain reaction cannot be entirely eliminated; it can only be reduced by using a small or even a zero . Whereas the race-condition can be completely avoided by using a very small or = 0. In short, from the perspective of maximizing information entropy and minimizing the training time, = 0 is suggested. Second, with = 0, it seems that the network cannot possibly adapt to recent input changes. In principle, this statement is true for rigid networks such as SOFM and FSCL. But for a self-creating network like GCS, it is not necessarily true, because we have shown that a proper node-removal scheme can provide equivalent or even better adaptation to match input changes. One such scheme is the -free strategy whereby nodes that never won during a complete iteration are deleted. In addition, in dealing with nonstationary inputs, although a larger can track input changes faster, it likely incurs the undesirable race-condition. The solution to this dilemma is to use = 0 incorporated with the -free scheme. The use of = 0 not only eliminates the difficulty in determining a proper value of , it also entirely avoids the race-condition and reduces the chance of chain reaction. Incorporation of = 0 and the -free scheme provides good adaptation capability in matching new input changes; better yet, it is simpler and faster than the original GCS, because it altogether eliminates the decay step and the need to compute the Voronoi volume, h h h c , andp c .
Another contribution of this paper is the characterization for GCSvq in learning vector quantization. In the context of information entropy, we have shown that performance of GCS vq can be optimized by using = 0, just as in the case of original GCS. Empirical results involving stationary and nonstationary inputs all demonstrate that GCS vq performs best in minimizing the quantization error when the resource counters are not decayed. Also, fast adaptation to match new inputs in GCS vq is achieved by using the -free scheme incorporated with the WTA (winner-take-all) strategy in weight updating, as shown in Fig. 11(d) .
In conclusion, the performance of GCS in learning topology and vector quantization can be optimized by using = 0 incorporated with the -free node-removal scheme, regardless of input being stationary or nonstationary. For future works, it is hoped that results presented in this paper can provide useful leads to the study of GCS in learning harmonic competition [14] ; namely, harmonizing equiprobable and equi-error criteria.
