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Abstract 
Every textbook is built upon the foundation of key concepts. Books that contain concepts that share some 
common properties and are semantically related are more lucid and intelligible than those that contain many 
unrelated concepts. These key concepts follow a certain widely used grammatical linguistic patterns. An enormous 
amount of information can be derived regarding these key concepts such as their dispersion across chapters and, the 
relationship among the concepts, etc. The relationship among key concepts can be used to evaluate the books, and 
draw concept graphs. Since we live in an increasingly visual society, graphic representation of the key concepts may 
well help readers in easily understanding textbook content.This paper describes an experiments performed on 
selected chapters from social science and technology textbooks. The goal of the experiments was to evaluate the 
effectiveness of the grammatical linguistic pattern in identifying the key concepts in these textbooks and to quantify 
the suitability of linguistic patterns in different fields. 
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1. Introduction 
With an increasing amount of textual data available, grammatical linguistic patterns have proven their importance 
in the text mining and knowledge engineering field1.  There are many linguistic patterns widely used in natural 
language processing (NLP) and each grammar follows a certain pattern. Linguistic patterns are the ways in which 
various parts of speech are associated with each other. 
The goal of the paper is to evaluate and analyze the grammatical linguistic patterns in social science and technology 
textbooks based on the key concepts used therein. The key concepts in our context correspond to the terminological 
noun phrases (e.g., the word cognitive dissonance is an adjective followed by noun. So the grammatical pattern is 
AN, where A is adjective and N is noun).This research is based on the intuition that a book that contains the right set 
of related key concepts is more comprehensible for the reader than those that do not. The set of key concepts in a 
textbook can further be used to draw concept graphs. We implement text mining techniques proposed in paper2 and 
assess their effectiveness in analyzing textbooks in two different subject’s viz., social science and technology. The 
choice is governed by the intuition that the metrics for quantifying a social science book will be different from those 
for quantifying a technology book. This difference can be attributed to the differences in the usage of words in 
defining the key concepts in the two domains. Our overall approach adopted in tackling this problem consists of the 
following steps: (1) Identifying the key concepts in chapters of the textbooks using a linguistic pattern (2) Pruning of 
the malformed and common knowledge key concepts (3) Analyzing the key concepts to draw useful conclusion and 
(4) Drawing a concept graph of the key concepts. 
2. Related work 
Much work has been done on grammatical linguistic patterns in the field of NLP. Algorithms on grammatical 
linguistic patterns are based on key concepts in a textbook. The key concepts are extracted using linguistic patterns. 
In this paper, we used the linguistic pattern P3proposed in paper
2: 
*
3P A N
                                                                                           (1) 
A and N represent Adjectives and Nouns in the sentence respectively. * represents zero or more terms. + represents 
one or more terms. Presently, there are two popular linguistic patterns widely used in the NLP2: 
*
1P C N                                                                                           (2) 
    and 
    
?
2 ( * ) ( * )P C N P C N                                                                    (3) 
From a comparison of linguistic patterns carried out in paper3, the authors concluded that pattern P1 outperform 
pattern P2 in maximal pattern matches. They also observed that pattern P3 performs better than pattern P1 although 
only slightly. The impressive performances of pattern P3 continues to hold after Microsoft Web N-gram Services 
pruning. With this successful experimental result and the good performance of grammatical linguistic pattern P3 in 
determining the key concepts, we decided to adopt linguistic pattern P3 in this paper. With pattern P3, we are 
typically interested in phrases containing noun, adjectives and sometimes prepositions.  
3. System overview 
Fig. 1 demonstrates the sequential step by step implementation of all the tasks carried out in this research. The 
first task is to tag each word in the text file using a part of speech (POS) tagger and to evaluate the tagged file. This 
evaluation is important as all the subsequent text processing is based on the input from tagging. The linguistic 
pattern adopted is used to extract the key concepts from the tagged text file. The key concept extraction is carried 
out by the JavaCC parser. To eliminate disambiguates in tagging, the WordNet lexical database is used to correct 
tagging errors. With the above processing steps, the set of noun phrases obtained is likely to contain malformed and 
common knowledge phrases. So, further Microsoft Web N-gram Services pruning is carried out to extract a good set 
of noun phrases. With this final set of key concepts, detailed experimental analyses are carried out to produce useful 
information. 
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Fig. 1. Implementation of methods in the system 
4. Methodologies Used 
The field of data mining has produced technologies that can perform computational task without much human 
intervention. These technologies has helped fields such as text mining, and image mining in discovering new 
information from a rough set of inputs. Technologies such as Stanford POS Tagger, Java Compiler Compiler 
(JavaCC), WordNet lexical database, JWNL-Java WordNet Library, Microsoft Web N-gram Services, JWPL – Java 
Wikipedia Library, RCaller- Calling R from Java, Gephi are used extensively in this paper. 
4.1. Key Concepts 
The basic approach adopted in this paper is the identification of key concepts using the linguistic pattern in the 
textbook chapter and inferring the relationship between the concepts. The back-of-the-book index4 is an important 
source to obtain the concept phrases in a textbook. The methods of extracting the key phrases from a textbook 
chapter can guide the task. The candidate set of key concepts are formed using the grammatical linguistic pattern 
with the help of a POS tagger. The linguistic pattern supplemented by Rakesh Agrawal2, 3 is adopted here. The 
following tasks are carried out to correctly determine the key concept phrases: (1) Perform the part of speech 
tagging, (2) Select a grammatical linguistic pattern and detect the terminological noun phrases, (3) Correct the 
errors made by POS tagger using WordNet lexical database, and (4) Prune the undesirable phrases form the 
candidate set using Microsoft Web N-gram Services. 
4.1.1 Tagging the words with part of speech 
The POS tagger breaks the sentence into words and assigns a unique part of speech to each word. The input to 
Stanford POS Tagger may contain poorly formed words. For such words, the assigned part-of-speech tags may be 
incorrect. Every sentence in the chapter of a textbook is tagged using the Stanford POS Tagger. The Java archive 
library Stanford-postagger.jar is used to tag each word. For each word, the tagger gets unique part of speech and 
then assigns the result to the word. The tag set used by Stanford POS Tagger is the Penn TreeBank tag set. The 
following example demonstrates the process of tagging the words in a sentence. Consider the following sentence: 
This page is about South Asian University 
The Stanford POS Tagger returns the tagged output: 
This/DT page/NN is/VBZ about/IN South/NNP Asian/NNP University/NNP 
where DT, NN, VBZ are different part of speech - DT-Determiner, NN-Noun, singular or mass, VBZ-Verb, 3rd 
person singular present, etc.5. 
4.1.2 Formation of Terminological Noun Phrases 
A candidate set of key concepts is formed using a grammatical linguistic pattern from the tagged words by POS 
tagger. The pattern P3 in Eq. 1 is used to extract the noun phrases. The concepts of interest are concepts containing 
nouns and adjectives. The regular expression of the linguistic pattern is implemented in Java using the JavaCC 
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parser generator and lexical analyser. The set of extracted noun phrases consists of maximum pattern matches. For 
example, consider the sentence, "The experiment with Swadeshi gave Mahatma Gandhi important ideas about using 
cloth as a symbolic weapon against British rule", mentioned as an example in2 for evaluating the patterns. Due to 
the arbitrary order of adjectives and nouns, the linguistic pattern P1 in Eq. 2 returns the result "Mahatma Gandhi 
important ideas". On the other hand, pattern P3 returns the result "Mahatma Gandhi" and "important ideas". The 
latter pattern satisfies the notion of maximum pattern matches.  
4.1.3 Correction of tagging errors using WordNet lexical database 
The Stanford POS Tagger makes mistakes on sentences containing ill-formed and unknown words. The reason is 
that the Stanford POS Tagger is an aggressive tagger and it returns part-of-speech tags for unknown words and 
always returns a unique assignment for each sentence. WordNet lexical database is used to correct these errors. 
However, WordNet fails to recognize the words which are not in its' lexical database. WordNet therefore is used as a 
validation and error-correction tool. The tags assigned by Stanford POS Tagger are checked with the WordNet 
assignment for consistency. A phrase is said to have disagreement if for some word w in the phrase, WordNet 
recognizes w and returns one or more part of speech tags and the part-of-speech tags assigned by the Stanford POS 
Tagger is not among the part-of-speech tags assigned by WordNet. 
For example, consider the following noun phrase: "causeless emotional conditions". The POS tagging for the 
noun phrase is: "causeless/JJ emotional/JJ conditions/NNS". This noun phrase is first checked for its existence in 
the WordNet lexical database. If it does exist as a collocation, then the WordNet tagging corresponding to the phrase 
is returned. If it does not exist, the noun phrase is further split into phrases as in the following example: 
First the noun phrase is split in a pattern of 2:1. Splitting is done on the condition that all the noun phrases which are 
split into further sub-phrases must exist in the WordNet lexical database. 
Causeless emotional conditions 
These two noun phrases are checked for existence in the WordNet lexical database. Since they do not exist, a new 
pattern 1:2 is formed as follows: 
Causeless emotional conditions 
With all the splitting procedures returning a noun phrase which does not exist in WordNet database, the multi-word 
noun phrases are finally split into individual noun phrases as follows: 
Causeless emotional conditions 
The part of speech returned by WordNet for the tokenized noun phrases is: 
causeless/[POS : adjective]emotional/[POS : adjective]conditions/[POS : Noun][POS : Verb] 
The set of sub-phrases obtained is checked for disagreement with Stanford POS Tagger tagging. If the noun 
phrases exist in the WordNet lexical database and there is no disagreement in tagging, the noun phrase is checked 
for its match with the linguistic pattern. 
4.1.4 Pruning using Microsoft Web N-gram Services 
The WordNet corrected phrases are likely to contain undesirable phrases such as common knowledge phrases and 
malformed phrases. To check whether the noun phrases fall into these categories, we obtained the log probability of 
occurrence of these noun phrases on the web using the Microsoft Web N-gram Services. Common knowledge 
phrases have significant presence while malformed noun phrase have fewer occurrences on the web. 
After obtaining the probability score for each phrase, the score's distribution across noun phrases over the entire 
text file i.e., a chapter from textbook, is computed. The pruning is performed based on the distribution to remove 
undesirable phrases. Microsoft Web N-gram Services provides the probability of occurrence of a given phrases over 
three corpora; bodies of web pages, titles of pages, and anchor texts for web pages. Compared to title or body, in3 
the authors concluded that an anchor text provides a stronger signal. This is because an anchor text represents how 
the web authors describe the target page concisely.  
Given the distribution D of N-gram log probability scores of the candidate noun phrases across the entire text file of 
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a chapter from a textbook, a parameterized statistical boundaries is computed. 
Let Q1 denote the first quartile that is Q1satisfies 1P r ( ) 0 .2 5x D x Q   . Similarly, let Q3 denote the third quartile, 
that is, Q3 satisfies 3P r ( ) 0 .7 5x D x Q   . The inter-quartile range, IQR = Q3-Q1 is a measure of mid-spread of 
the distribution. A non-negative pruning parameters t1 and t2 is used to define fences on both ends of the distribution 
as in the following equation: 
IQRtQtLF .)( 111                                                                                                            (4) 
IQRtQtUF .+)( 232                                                                                    (5) 
The noun phrases whose log probability scores are not within the fences are pruned. Noun phrases with low 
scores below the fence LF(t1) are likely to be malformed and those with scores above the upper fence UF(t2) are 
likely to be of common knowledge2. The pruning parameters are selected based on the distribution of the log 
probability scores around the mean. 
4.2. Graphical Representation of the Key Concepts 
After successfully extracting the set of key concepts using the Microsoft Web N-gram Services, further analysis 
is carried out to determine the relationships between the key concepts and their influence over a textbook chapter. 
The straightforward approach to derive the relationship between key concepts is to manually label the concept pairs. 
Concept graph algorithm in2 is used to draw the concept graph. In text mining, concept graphs are used as formalism 
for knowledge representation. 
The input to the algorithm is a set of key concepts extracted after performing the final pruning process. The 
external source considered is the English Wikipedia dump database. Only the set of key concepts that has an exact 
match with the titles of Wikipedia articles is considered. To infer the relationship between the concepts, a concept Ci 
(i = 1, 2, 3, ...) is considered to be related to other concepts Cj (j = 1, 2, 3, ...) if Wikipedia articles corresponding to 
Ci have links to the Wikipedia articles corresponding to Cj. Then the directed graph induced by the mapping of the 
articles and Wikipedia links between them is considered, thereby obtaining a concept graph that encapsulates the 
relationship between the key concepts. 
The intuition of dispersion is as follows: Let V represents the set of key concepts in a section s, and rel be a 
binary relation that determines whether a concept in V is related to another concept in V, that is, rel(x,y) is true if 
concept x is related to concept y and false otherwise. Dispersion of a chapter is defined as the fraction of ordered key 
concept pairs that are not related: 
| { ( , ) | , ( , )} |
| | ( | | 1)
x y x y V x y r e l x y
d is
V V
                                                                   (6) 
In the process of calculating the dispersion of the key concepts, the isolated nodes are omitted i.e., noun phrases 
which have zero in-links and out-links. Dispersion takes a value between 0 and 1, with 0 corresponding to a section 
where all key concepts are mutually related and 1 corresponding to a section with mutually unrelated concepts. 
5. Experimental Analyses and Observation   
Dataset: This section describes the experiments performed on selected chapters from social science and 
technology textbooks. The goal of the experiments was to evaluate the effectiveness of the grammatical linguistic 
pattern adopted in identifying the key concepts in a textbook and to quantify the suitability of linguistic patterns in 
textbooks in different fields. We also make an attempt to compare the quality of similar chapters from social science 
and technology textbooks. 
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5.1. Consistency of WordNet and POS Tagger tagging 
A study of tagging between WordNet and Stanford POS Tagger was carried out to determine the effectiveness of 
these two technologies. An experiment on the consistency in tagging between Stanford POS Tagger and WordNet 
tagging can answer the question regarding the effectiveness of the Stanford POS Tagger and WordNet. Consistency 
in our context is defined as how often the Stanford POS Tagger and WordNet produce the same tagging3. 
Table 1. Percentage of Consistency on Technology Textbooks 
Chapter Book Consistency 
 
 
Deadlocks 
Operating Systems 
Tanenbaum, Woodhull 
86.76 
Operating Systems 
William Stalling 
77.20 
Operating System Concepts 
Silberschatz, Galvin, Gagne 
80.04 
 
 
Sorting 
Algorithms and Data Structures 
N. Wirth 
74.68 
Data Structures and Algorithms  in Java 
Robert Lafore 
78.68 
Algorithms and Data Structures 
Alfred V. Aho 
78.50 
All (Average) 79.31 
Table 2. Percentage of Consistency on Social Science Textbooks 
Chapter Book Consistency 
 
 
Emotion 
Psychology: The Science of Mind and 
Behaviour 
Richard Gross 
80.27 
Psychology and Life 
Gerrig, Zimbardo 
81.24 
The Principles of Psychology 
William James 
79.72 
 
 
Motivation 
Psychology: The Science of Mind and 
Behaviour 
Richard Gross 
83.47 
Psychology and Life 
Gerrig, Zimbardo 
80.74 
The Principles of Psychology 
William James 
86.54 
All (Average) 82.00 
 
Table 1 and Table 2 represent the selected chapters from technology and social science textbooks with the 
percentage of consistency. The average POS tagging consistency is higher for textbooks belonging to social science 
by a small percentage compared to the technology textbooks. This difference in percentage can be attributed to the 
high usage of technical phrases and nature of the writing style employed for technical textbooks. These technical 
noun phrases were discovered by virtue of their match with the linguistic pattern and they rarely exist as entries in 
the lexical database. 
5.2. Microsoft Web-N gram Services based pruning 
    The analysis of the whole set of WordNet corrected key concepts is an expensive and time consuming process. A 
new measure is required to further extract a good set of key concepts. A pruning technique, Microsoft Web N-gram 
Services, is used to perform the desired task. The measure of the effectiveness of Web N-gram Services based 
pruning is based on two important metrics i.e., change in overlap and pruning rate. Overlap is defined as the 
fraction of generated noun phrases that match the Wikipedia page title3. The outcome of the pruning process is 
measured by evaluating the change in overlap before pruning and after pruning. Microsoft Web N-gram Services 
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based pruning results in dropping or exclusion of some of the candidate noun phrases. The dropped phrases are 
classified into two groups: bad drop and good drop. These concepts are defined as follows: 
 Bad drop: Those phrases which match the Wikipedia page titles but dropped during the pruning process. 
 Good drop: Those phrases which do not match with Wikipedia page titles and are dropped during the 
pruning. 
   Before pruning is performed, the noun phrases are further classified into covered phrases (those phrases which 
match with Wikipedia page titles) and uncovered phrases. English Wikipedia dump database is used to perform the 
task of matching the noun phrases with the Wikipedia page titles. The rate of undesirable pruning and the rate of 
desirable pruning are calculated for the above concepts. The Rate of Undesirable Pruning (UPR) is defined as the 
ratio of bad drops to covered phrases. Similarly, the Rate of Desirable Pruning (DPR) is defined as the ratio of good 
drops to uncovered phrases. 
5.2.1 Parameters for log probability score pruning 
Fig. 2 and Fig 3 shows the histograms and box plots of log probability scores obtained from Microsoft Web N-
gram Services over all candidate phrases from textbook chapters belonging to technology and social science 
textbooks. A small fraction of phrases with log probability scores below -12 are excluded because noun phrases with 
log probability scores below -12 are mostly malformed phrases. They came into existence simply because the tags 
associated matched the grammatical linguistic pattern. We observed that log probability score distributions of the 
noun phrases for each chapter for the textbooks from two fields of study are unique. These indicate the requirement 
for a different pruning parameter for the two fences, Upper fence (UF) and Lower fence (LF). After performing 
some experiments where the pruning parameters t1 and t2 are adjusted to give the best pruning results, we observed 
that by setting t1 = 1.3 and t2 = 0 in Eq. 4 and Eq. 5 respectively, desired set of noun phrases are extracted. For 
chapter 7: Deadlocks from the textbook Operating System Concepts by Silberschatz, Galvin and Gagne and chapter 
9: Motivation, Psychology: The Science of Mind and Behaviour by Richard Gross, we obtained the following data in 
Table 3. All the noun phrases with the log probability score between LF (Eq. 4) and UF (Eq. 5) are successfully 
extracted for further analysis of the data. This set consists of meaningful noun phrase which is likely to yield 
valuable information upon further examination. 
 
Fig. 2. Histograms of log probability scores of chapters from technology textbooks obtained from Microsoft Web N-gram Services 
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Fig 3.  Histograms of log probability scores of chapters from social science textbooks obtained from Microsoft Web N-gram Services 
Table 3. Data required for fencing the log probability score distribution 
 Chapter 7: Deadlocks Chapter 9: 
Motivation 
Pruning parameter (t1) 1.3 1.3 
Pruning parameter (t2) 0 0 
First quartile (Q1) -6.262 -5.908 
Second quartile (Median) -4.670 -4.847 
Third quartile (Q3) -4.122 -4.197 
Inter quartile range (IQR) 2:140 1:820 
Left fence(LF) -9.044 -8.592 
Upper fence(UF) -4.122 -4.404 
5.2.2 Key concepts improvement with pruning 
While incurring a small rate of undesirable pruning (UPR), pruning with Microsoft Web N-gram Services helps 
to improve overall overlap of the noun phrases with the Wikipedia articles. Table 4 shows the benefit of performing 
pruning across textbooks on social science. From the table, we can clearly observe that the rate of desirable pruning 
(DPR) is high for all the chapters of the textbooks. The rate of undesirable pruning is low or zero. In an ideal 
condition, it is desirable to have low UPR and high DPR. The results of our experiment suggest that Microsoft Web 
N-gram Services can be useful in segregating good phrases from malformed or common knowledge phrases. 
 
Table 4. Percentage of pruning rate on Social Science textbook 
Chapter Book DPR UPR 
 
 
Emotion 
Psychology: The Science of Mind and Behaviour 
Richard Gross 
48.00 0.00 
Psychology and Life 
Gerrig, Zimbardo 
21.54 4.55 
The Principle of Psychology 
William James 
50.00 0.00 
 
 
Motivation 
Psychology: The Science of Mind and Behaviour 
Richard Gross 
40.79 0.00 
Psychology and Life 
Gerrig, Zimbardo 
37.84 0.00 
The Principles of Psychology 
William James 
48.21 9.09 
All (Average) 41.06 2.27 
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5.2.3 Overlap value calculation and its significance 
    An approach to evaluating the pruning process is to measure the improvement in overlap after Microsoft Web N-
gram Services pruning. In the process of calculating the set of overlapping noun phrases, only the multi-word 
phrases are taken. The reason behind opting for multi-word phrases is that Wikipedia pages with single word title 
typically correspond to broad concepts. The overlaps of the noun phrases from chapters belonging to textbooks in 
the respective field are calculated. The resulting overlap values for chapters from different textbooks are averaged 
for the analysis of effectiveness of pruning process. The effectiveness of process is demonstrated in Table 5 and 
Table 6. 
    Upon the experimental analysis, we observed that the percentage of overlap is low for the set of compound noun 
phrases extracted using Stanford POS Tagger i.e., computing a set of terminological noun phrases that maximally 
matches the linguistic pattern. There is gradual improvement in the overlap values in case of WordNet lexical 
correction and Microsoft Web N-gram Services based pruning respectively. We carried out a comparative study on 
the overlap between technology and social science textbooks. We observed that the overlap value is high for all 
columns in the overlap experimental table for social science textbooks. These differences in the average overlap 
percentage can be noticed in Table 5 and 6. With these successful experimental results, we conclude that the 
linguistic pattern proposed by the authors captures more noun phrases from textbooks related to social science field. 
The reason behind such promising result is because the buildup of such textbooks is around the noun and adjective 
family words. Unlike technology textbooks which contain raw keywords like stacks, algorithms, and pseudo-codes, 
social science textbooks contain smooth keywords and are highly descriptive in nature. 
Table 5. Percentage of overlap on Social Science Textbooks 
Chapter Book POS 
Tagger 
WordNet Microsoft Web 
N-gram 
 
 
Emotion 
Psychology: The Science of Mind and 
Behaviour 
Richard Gross 
3.89 20.63 33.33 
Psychology and Life 
Gerrig, Zimbardo 
5.62 25.29 29.17 
The Principles of Psychology 
William James 
1.55 14.75 25.71 
 
 
Motivation 
Psychology: The Science of Mind and 
Behaviour 
Richard Gross 
5.76 23.23 33.82 
Psychology and Life 
Gerrig, Zimbardo 
3.64 23.71 33.33 
The Principles of Psychology 
William James 
3.98 28.21 40.82 
All (Average) 4.07 22.63 32.70 
 
Table 6. Percentage of overlap on Technology textbooks 
Chapter Book POS Tagger WordNet Microsoft 
Web N-gram 
 
 
Deadlocks 
Operating Systems 
Tanenbaum, Woodhull 
2.12 15.38 27.27 
Operating Systems 
William Stalling 
2.67 8.27 8.66 
Operating System Concepts 
Silberschatz, Galvin, Gagne 
1.38 5.88 7.14 
 
 
Algorithms and Data Structures 
N. Wirth 
1.07 10.61 25.93 
Data Structures and Algorithms  in Java 3.48 16.22 35.29 
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Sorting Robert Lafore 
Algorithms and Data Structures 
Alfred V. Aho 
2.87 13.16 18.52 
All (Average) 2.27 11.57 20.47 
 
     The resulting overlap value is usually low. Various factors play a vital role in determining the overlap values. 
Firstly, for some of the key concepts, the corresponding Wikipedia page may not have been written. The other factor 
contributing to the low overlap value is the matching algorithm employed. In this paper, the multi-word phrases with 
exact match with the Wikipedia page titles are taken as candidate in the overlapping noun phrase set. With the 
intention to narrow down the number of top noun phrases, the low number of noun phrases in overlap does not 
matter. Further, with the concept of maximal pattern match, the noun phrases may be very specific3. 
5.2.4 Concept graph - dispersion value of key concepts and its' significance 
    The experiments are performed on all the chapters of a textbook belonging to technology and social science. The 
graph in Fig. 4 and Fig. 5 illustrates an overview of concepts graph of key concepts across a selected social science 
and technology textbook chapter respectively. We observed that important key concepts formed a dense concept 
cloud in the center of a graph while less important key concept formed the periphery. 
 
 
Fig. 4. Key concept graph of the noun phrases from a chapter (Motivation) in Psychology and Life textbook, Gerrig and Zimbardo 
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Fig. 5. Key concept graph of the noun phrases from a chapter (Deadlocks) in an Operating System Concepts textbook, Galvin 
    We also calculated the dispersion value (Eq. 6) of the key concepts in the above mentioned textbooks. Table 7 
and 8 shows the calculated dispersion value. Though the ideal value of dispersion should be 0, the dispersion value 
is high for all the textbook chapters. In case of the social science textbook, the number of extracted key concepts or 
number of nodes is more than technology textbooks. As well as, the number of edges of social science textbook is 
higher than the number of edges of technology textbook. The final dispersion result is almost equal in textbooks in 
both fields. But we can see good dispersion in social science by considering the number of nodes and number of 
edges. 
 
Table 7. Dispersion value of key concepts in chapters from Social Science textbooks 
Chapter Book Number of 
Nodes 
Number of Edges Dispersion 
Value 
 
 
Emotion 
Psychology: The Science of Mind and Behaviour 
Richard Gross 
131 546 0.97 
Psychology and Life 
Gerrig, Zimbardo 
133 577 0.97 
The Principles of Psychology 
William James 
123 423 0.98 
 
Table 8. Dispersion value of key concepts in chapters from Technology textbooks 
Chapter Book Number of 
Nodes 
Number of Edges Dispersion 
Value 
 
 
 
Deadlocks 
Operating Systems 
Tanenbaum, Woodhull 
22 37 0.92 
Operating Systems 
William Stalling 
45 55 0.97 
Operating System Concepts 
Silberschatz, Galvin, Gagne 
20 22 0.94 
 
6. Conclusion 
In this paper, we have presented detailed illustrations of the methods used to evaluate and analyze the 
grammatical linguistic patterns used in social science and technology textbooks and the experimental results. The 
linguistic pattern adopted, i.e., P3 is used throughout the paper due to its advantage over the other patterns widely 
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used in NLP2.We successfully extracted the key concepts from textbook chapters using the Stanford POS Tagger. 
The key concepts set consist of noun phrases which exactly match the grammatical linguistic pattern. This set of 
noun phrases is likely to have inconsistent tagging. These disagreements in tagging are corrected using the WordNet 
lexical database. Such correction in tagging resulted in eliminating some noun phrases from the candidate set which 
were discovered by virtue of their match with the linguistic pattern. The pruning process employed further extracted 
a set of meaningful noun phrases. These noun phrases are used in the detailed analysis to produce useful 
information. The pruning process also helped improve the overlap value of the key concepts from a respective 
textbook chapter. We hypothetically assume that this set of key concepts obtained with pruning is free of malformed 
and common knowledge phrases. In the process of obtaining the covered phrases, uncovered phrases, and the 
overlap values, the authoritative structured external source used is the Wikipedia dump dated February 04, 2013. 
In Algo. 1, the extracted meaningful key concepts are mapped with other concepts which share common a 
relationship and use it to infer the relationship between the concepts in a textbook chapter. These relationships 
among the concepts are used to draw a concept graph of all the key concepts. The calculation of the dispersion value 
from the concept graph suggests that chapters which contains related concepts results in lower dispersion of 
concepts. Such textbook chapters are ideal for study and it lowers the comprehension burden. Our results suggest 
that the linguistic pattern i.e., P3 captures more noun phrases from textbooks related to social science field than from 
those in the field of technology. Unlike technology textbooks which contain raw keywords like stacks, algorithms, 
and pseudo-codes, the grammatical linguistic pattern proposed by the authors2 is more suitable for social science 
textbooks. 
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