Stability Analysis and Design of a Network of Event-based Systems by Ramesh, Chithrupa et al.
StabilityAnalysis andDesign of
aNetwork ofEvent-basedSystems
Chithrupa Ramesh, Henrik Sandberg, Karl H. Johansson
ACCESS Linnaeus Centre, KTH Royal Institute of Technology, Electrical Engineering, Stockholm, Sweden
Abstract
We consider a network of event-based systems that use a shared wireless medium to communicate with their respective
controllers. These systems use a contention resolution mechanism to arbitrate access to the shared network. We identify
sufficient conditions for Lyapunov mean square stability of each control system in the network, and design event-based policies
that guarantee it. Our stability analysis is based on a Markov model that removes the network-induced correlation between the
states of the control systems in the network. Analyzing the stability of this Markov model remains a challenge, as the event-
triggering policy renders the estimation error non-Gaussian. Hence, we identify an auxiliary system that furnishes an upper
bound for the variance of the system states. Using the stability analysis, we design policies, such as the constant-probability
policy, for adapting the event-triggering thresholds to the delay in accessing the network. Realistic wireless networked control
examples illustrate the applicability of the presented approach.
Key words: Stabilizing networks, multiloop control, stability analysis.
1 Introduction
1.1 Motivation
A wireless networked control system comprises of many
plants that communicate with their respective con-
trollers over a shared wireless network. The control
systems may use the shared network for sensing, as
depicted in Fig. 1, or for actuation, or both. Using a
wireless network brings many benefits such as mobility,
ease of adding sensors and reduced wiring costs. How-
ever, using a common medium to communicate data
from multiple control systems can result in congestion,
which degrades control performance. This can be mit-
igated by reducing the number of transmissions from
each control system. Event-based systems provide a
means of accomplishing this, by transmitting only select
events in place of periodic samples from the plant [1,2].
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From the network perspective, periodic packet arrivals
from multiple sources can be easily scheduled. How-
ever, plant-generated event arrivals cannot be antici-
pated and consequently, cannot be scheduled a priori.
Also, more than one event may arise simultaneously, re-
sulting in a conflict for access to the shared medium.
Thus, a Contention Resolution Mechanism (CRM), com-
monly used in wireless networking, is required to resolve
such conflicts [3]. The CRM is a distributed and non-
coordinated protocol, and hence, sometimes results in
collisions, wherein all the data packets involved are lost.
Now, an essential question for wireless networked con-
trol systems is how should event-based systems be de-
signed to compensate for such losses, and yet provide a
control system guarantee?
The event-triggering policies considered here are de-
signed to detect a level crossing in the plant output [4]. If
the physical medium causes packet losses, then altering
the triggering level to permit more frequent transmis-
sions improves the packet reception rate [5]. However,
this strategy may not work when packets are lost due
to collisions. This is because increasing the number of
events may increase the number of collisions. Thus, the
triggering levels may have to be altered to reduce the
number of transmissions, so as to alleviate congestion
in the network. This is the same principle used in con-
gestion control in TCP/IP or in the backoff mechanism
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Fig. 1. M control systems comprising of a plant (Pj) and a controller (Cj) each, use a shared network (N ) for communication
between their respective sensors and controllers. The controllers and actuators communicate over dedicated point to point
links. We seek to design an event-triggering policy that results in stability for each control system, and for the network itself.
in Carrier-Sense Multiple Access (CSMA) protocols.
However, will such a policy lead to stability of the net-
worked control system? In other words, how should the
levels be selected, to ensure stability of the network and
stability of the control system? Answering this question
is the main objective of this paper.
1.2 Main Contributions
There are two main contributions in this paper. Our
first contribution is to identify stability conditions for a
network of event-based systems. To analyze stability of
this network, we use the network-interaction model pro-
posed in [6]. Here, Bianchi’s assumption [7] is used to de-
couple interaction between the various loops, resulting
in a steady state Markov model. A statistical descrip-
tion of the system evolution through the states of the
Markov chain is not analytically tractable, and hence,
we identify an upper bound to describe the system us-
ing majorization theory. We obtain sufficient conditions
for Lyapunov mean square stability by analyzing the re-
sulting upper bound, and find that this notion of stabil-
ity is achievable, if the probability of increasing delay is
suitably restricted.
Our second contribution is to use the above stability
analysis to design event-triggering policies that guaran-
tee stability. We introduce a constant-law policy, where
the event probabilities are mandated to remain constant,
with increasing delay. We derive conditions for Lyapunov
mean square stability for this policy, and present a de-
sign algorithm that guarantees it for a network of control
systems using this policy. Hence, the paper is construc-
tive in delivering an explicit policy guaranteeing network
and closed-loop stability under suitable assumptions.
1.3 Related Work
Event-based systems were proposed as a means to reduce
congestion in Networked Control Systems (NCS) [1, 8,
9]. Early work showed that the same control perfor-
mance can be achieved using fewer samples with event-
based systems, for a single system [8,10]. Various event-
triggering policies have been proposed for different prob-
lem formulations, both stochastic [4, 11] and determin-
istic [12,13]. The event-triggering policies considered in
this paper use the estimation error to decide when to
transmit. Different variations of policies that use the in-
novations or estimation error can be found for networked
estimation [14, 15] and networked control [16, 17]. Mea-
surement policies based on the innovations have been
suggested much earlier, notably in the encoder design
problem for data-rate limited channels [18].
The multiple access problem for event-based systems
has not received as much attention. Much of the work
focussing on the design of event-based systems for a
shared network [19,20] does not explicitly deal with the
problem of multiple access. Others use protocols such
as the CAN bus for wired networks [21], or dynamic
real-time scheduling for multiple tasks on a single pro-
cessor [12]. These protocols are not well-suited to wire-
less networks [22, 23]. There have been some attempts
to analyze a network of event-based systems with ran-
dom access [5, 24, 25], albeit with simplifying assump-
tions such as independent packet losses, or by ignoring
collisions. More recently, event-based systems which use
Aloha and Slotted Aloha have been analyzed [26], but
with an event-triggering policy that is not adapted to
the network. In this paper, we use the Markov chain
from [6] to model the interactions between the event-
triggering policy and the CRM. A similar Markov chain
has been used, but to model only the event-triggering
policy, in [14,17].
The problem of level selection after a packet loss was
introduced in [5], where the authors evaluated the con-
trol cost of level triggering subject to i.i.d packet losses.
Stochastic stability of event-based systems with i.i.d in-
tervals between arrivals have been studied in [27, 28].
However, event arrivals in a contention-based network
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are not i.i.d, and the event arrivals considered in this
paper exhibit a dependence on the delay since the last
transmission. The notion of stability that we use in this
analysis has been used in [29], to analyze i.i.d erasures,
with a provision to extend to Markov models, in NCSs.
1.4 Outline
The rest of this paper is organized as follows. The prob-
lem formulation, along with a Markov chain represen-
tation, is presented in Section 2. The main results on
sufficient conditions for Lyapunov mean square stabil-
ity are presented in Section 3, and three design laws are
presented in Section 4. Some examples and conclusions
follow in Sections 5 and 6, respectively.
2 Problem Formulation
We consider a network ofM event-based systems, shown
in Fig. 2. We first describe a model for each event-based
system in the network, indexed by j ∈ {1, . . . ,M}, and
then present a model for the interaction of the M sys-
tems.
2.1 Closed-loop System Model
The network on the sensor link can be modelled from
the perspective of a single control system, as illustrated
in Fig. 3. We describe each block in this model below.
When the context is clear, we skip the system index j.
Plant: The plant Pj has state dynamics given by
xjk+1 = Ajx
j
k +Bju
j
k + w
j
k , (1)
where xjk ∈ Rn, ujk ∈ Rm and the initial state xj0 and
the process noise wjk are i.i.d. zero-mean Gaussians with
covariance matrices Rj0 and R
j
w, respectively. They are
independent and uncorrelated to each other and to the
initial states and process noises of other plants in the
network. This discrete time model is defined with respect
to a sampling period T for each plant, and the sampling
instants are generated by a synchronized network clock.
Scheduler: A local scheduler Sj , situated in the sensor
node, executes the event-triggering policy. The event in-
dicator is denoted γjk ∈ {0, 1}, with γjk = 1 in the case
of an event. The event-triggering policy uses the innova-
tions process to determine γjk, as given by
γjk =
{
1, ||xjk − xˆs,jk|τk−1 || > ∆jd,
0, otherwise.
(2)
Here, xˆs,jk|τk−1 = Aj xˆ
c,j
k−1|k−1 +Bju
j
k−1 and xˆ
c,j
k−1|k−1 de-
notes the estimate at the controller, defined in (5) below.
Furthermore, τ jk is the time index of the last received
packet, given by τ jk = {max{n,−1} : δjn = 1, n ≤ k}.
Also, ∆jd > 0 is the event threshold, and it may vary
with the delay d = djk , k − τ jk . The parameters τ jk and
djk are illustrated in Fig. 4. To realize the above event-
triggering policy, the observer and controller must be
replicated within the scheduler, and an explicit ac-
knowledgement (ACK) of a successful transmission is
required.
Network: The network N generates exogenous traffic,
as is indicated by njk ∈ {0, 1}. It takes a value 1 when
a network source generates an event, and 0 otherwise.
The network traffic is stochastic, and hence, njk ∈ {0, 1}
is not required to be i.i.d.
CRM: The CRM resolves contention between simulta-
neous channel access requests. For simplicity, we assume
that the network uses p-persistent CSMA with either no
retransmissions or multiple retransmissions. We describe
the CRM without retransmissions here, and explain how
our model extends to the multiple retransmissions case
in Section 2.2. The CRM output is denoted αjk ∈ {0, 1},
and we have
P(αjk = 1|γjk = 1) = pα (3)
where p
α
denotes the persistence probability of the
CRM. Thus, with probability q
α
= 1− p
α
, some events
are suppressed by the CRM and not permitted to access
the medium. Similarly, αN,jk is the CRM output for the
rest of the network, and P(αN,jk = 1|njk = 1) = pα .
The resolution block (R) maps the CRM outputs αjk and
αN,jk to the channel access indicator δ
j
k, as given by
δjk = α
j
k(1− αN,jk ) (4)
where (δjk = 1) indicates that a successful transmission
of the event has occurred. This is possible only when
the CRM permits a transmission and none of the other
nodes attempt to transmit.
Observer (Oj): The input to the observer is the received
measurement signal yjk = δ
j
kx
j
k. The observer generates
the estimate xˆc,jk|k as given by
xˆc,jk|k = (1− δjk)(Aj xˆc,jk−1|k−1 +Bjujk−1) + δjkxjk , (5)
where the estimate for δjk = 0 is the model-based pre-
diction from the last received data packet at time τ jk .
The estimation error is defined as x˜c,jk|k , xjk − xˆc,jk|k , and
P jk|k = E[x˜
c,j
k|k(x˜
c,j
k|k)
T ] is the covariance of the estimation
error. We denote the variance as tr{P jk|k}, where tr is
the trace operator.
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Fig. 2. An overview of a multiple access network (N ) of plants (Pj), state-based schedulers (Sj) and controllers (Cj), for
j ∈ {1, . . . ,M}, using a CRM to access the shared network.
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Fig. 3. A model of the control system from the perspective of a single NCS in the network. The other control loops in the
network are abstracted by the network traffic block (N ). The resolution block (R) maps the CRM output α to the channel
access indicator δ. A copy of the observer (O) and controller (C) are required at the scheduler.
Controller (Cj): The controller generates the signal ujk
as given by
ujk = −Lj xˆc,jk|k , (6)
where Lj is the controller gain chosen to minimize a
control cost, such as an infinite horizon Linear Quadratic
Gaussian (LQG) cost function.
We are interested in investigating mean square bound-
edness of the plant state in steady state, or equivalently
Lyapunov mean square stability. It is defined below for a
control system in the above network. We skip the index
j as the definition is applicable for each control system.
Definition 2.1 (Lyapunov Mean Square Stabil-
ity [30]) A state is said to possess Lyapunov mean
square stability if given ζ > 0, there exists ξ(ζ) > 0 such
that |x0| < ξ implies
lim sup
k→∞
E[xTk xk] ≤ ζ . (7)
The Certainty Equivalence Principle has been shown
to hold in the architecture described in (1)–(6) in [31].
Thus, we can translate the stability property in Defini-
tion 2.1 from the state to the estimation error, as shown
below.
Lemma 2.1 For a control system in the network given
by (1)–(6), there exists a constant ς, with 0 < ς < ζ,
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Fig. 4. An illustration of the delay since the last received
packet, dk, and the index of the last received packet, τk.
Events (γk = 1) are chosen from the samples, and only some
events are successfully transmitted (δk = 1).
such that (7) is equivalent to
lim sup
k→∞
tr{E[Pk|k ]} ≤ ς . (8)
Proof The estimate at the controller in (5) can be
rewritten as
xˆck|k = (A−BL)xˆck−1|k−1 + δk(Ax˜ck−1|k−1 + wk−1) .
(9)
Since xˆck−1|k−1 is the minimum mean square er-
ror estimate [31], we have E[xTk xk] = tr{(A −
BL) E[xˆck−1|k−1(xˆ
c
k−1|k−1)
T ](A − BL)T } + tr{E[Pk|k ]},
which must be bounded in steady state for stability,
as per Definition 2.1. Certainty equivalence implies
that the control law ensures mean square bounded-
ness of the estimate xˆck−1|k−1 in (9). Hence, the sta-
bility condition depends only on the estimation error,
so xk possesses Lyapunov mean square stability iff
lim supk→∞ tr{E[Pk|k ]} ≤ ς. 
In the rest of the paper, we identify sufficient conditions
that guarantee Lyapunov mean square stability, in the
sense of (8), for the states of each of the M control sys-
tems described above. Furthermore, we seek a design
procedure for selecting the event thresholds, ∆d, so as to
guarantee Lyapunov mean square stability for the over-
all network of systems.
2.2 Network Interaction Model
We have defined a model and a notion of stability for
each control system. Next, we model the interactions in
the network of M control systems, and define a notion
of stability for the entire network. We first present an
example to motivate the need for such a model.
Example 2.1 We consider scenarios corresponding to
M ∈ {2, 4, 6, 8, 10} event-based systems. The rest of the
parameters, chosen identically for all the systems in the
network, are A = 1, B = 1, Σw = 1 and ∆d = 0.25,
∀d > 0. The network uses p-persistent CSMA with 10
retransmissions in the CRM. Retransmissions improve
the performance of a CRM, and are further explained in
Remark 2.1. From the simulations shown in Fig. 5, we
see that the upper bound of the state magnitude varies
with M .
The result of the example is not surprising. However,
it is not clear how we can identify the network size
that can be supported by a given event-triggering pol-
icy. Equivalently, for a given network size, how can we
identify a stabilizing event-triggering policy? From the
example, it is clear that the network interaction between
the event-based systems provides the answer. Thus, we
now present a model for the network interactions, and
derive stability conditions and stabilizing designs using
this model.
We use a Markov chain to jointly model the event-
triggering policy and CRM, through which each control
system interacts with the rest of the network. Since this
model applies to each control system, we skip the index
j unless we need it to explain the interaction between
multiple systems. However, it is useful to keep in mind
that every parameter in the following discussion, includ-
ing probabilities, are unique to each control system, and
must be understood to be indexed by j. The delay d and
an index S are used to denote each state in the Markov
chain in Fig. 6. The index S ∈ {I,N,E, T} denotes an
idle state (I), a non-event state (N), an event-state (E)
and a transmission state (T ), respectively. We denote
the steady state probability of the state (S, d) as pi
(S,d)
,
and compute these values in Lemma 2.2. A successful
transmission brings the system to state (I, 0), where it
awaits the next sampling instant. If the packet is not
transmitted, either due to a collision or the lack of an
event, the delay increases.
Let us trace through the chain for some delay dk−1 = d−
1, beginning with the plant in the idle state (I, d−1). At
the next sampling instant k, the state xk is declared to be
an event or a non-event. The control system transitions
to (E, d) with event probability p
γ,d
, P(γk = 1|dk−1 =
d−1), or to (N, d) with complimentary event probability
q
γ,d
= 1 − p
γ,d
, respectively. From the non-event state
(N, d), the system transitions directly to the next idle
state (I, d), to wait for the next sampling instant.
An event is sent to the CRM, where it is either trans-
mitted or suppressed. The control system transitions to
(T, d) with persistence probability pα , or returns to the
next idle state (I, d) with complimentary persistence
probability qα = 1 = pα , respectively. A system in the
transmission state, (T, d), sees a busy channel if another
control system in the network is in one of its transmis-
sion states, (T, d), for any d > 0. This happens with
probability p, and the packet is lost due to a collision.
The system then returns to the idle state (I, d). With
complimentary probability q = 1−p, the transmission is
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Fig. 5. A comparison of the trace of the plant state x for identical plants in different sized networks; the event-triggering design
appears to result in stability for small sized networks only.
successful, and the system transitions to the state (I, 0),
with the delay reset to zero.
We now present our first assumption, used in the con-
struction of the Markov model.
Assumption 2.1 (Bianchi’s Conditional Indepen-
dence Assumption) The conditional probability of a
busy channel for a node that is ready to transmit (in state
(T, d), for d > 0), is given by an independent probability
p. This probability, called the busy channel probability,
can be evaluated as
pj = 1−
M∏
i 6=j,i=1
(
1−
∞∑
d=1
pii
(T,d)
)
, (10)
where, pii
(T,d)
is the steady state probability of the ith con-
trol system being in the state (T, d) in the Markov model
in Fig. 6.
This assumption was introduced by Bianchi in his much-
acclaimed analysis of CSMA/CA in 802.11, and has been
verified by many studies [7,32,33]. For the problem setup
considered in this paper, it is verified through simula-
tions in [6].
Remark 2.1 (Extension to CSMA with Multiple
Retransmissions) The CRM typically makes multiple
attempts to transmit the same packet, within a single
plant sampling period. This is because the operational
time-scale of the CRM is much finer that that of the
control system itself. The Markov model presented above
can also be used to model such a CRM, by redefining the
conditional probability of a busy channel p. We do this by
first defining a unique conditional probability of a busy
channel, pr, for each retransmission attempt 1 ≤ r ≤
rmax. Applying Assumption 2.1 to each retransmission
attempt, the conditional probability of a busy channel in
the rth retransmission instant is given by
pjr = 1−
M∏
i 6=j,i=1
(
1−
∞∑
d=1
pii
(T,d,r)
)
, (11)
where pii
(T,d,r)
is the steady state probability of the ith con-
trol system being in the state (T, d) during the rth re-
transmission attempt. We now redefine the busy channel
probability p to represent an aggregate conditional prob-
ability of a busy channel across all the retransmission
instants, as given by
p = 1− 1
pα
(
1−
rmax∏
r=1
(1− pαqr)
)
, (12)
where qr denotes the complimentary probability 1− pr.
We now analyze the reliability of a link, defined as the
probability of a successful transmission, in this network.
Lemma 2.2 (Reliability Analysis [6]) For a net-
work of event-based systems described by (1)–(6) under
Assumption 2.1, the network reliability in steady state is
given by limk→∞P(δk = 1) = pi(I,0) = q ·
∑∞
d=0 pi(T,d) .
Proof The steady state distribution of the Markov
chain, pi
(S,d)
corresponding to the state (S, d), can be
calculated when Assumption 2.1 holds. The steady state
probabilities of a node in the states (I, d) and (T, d),
respectively, are given by
pi
(I,d)
= (1− p
γ,d
p
α
q)pi
(I,d−1) , (13)
pi
(T,d)
= p
γ,d
pαpi(I,d−1) . (14)
Then, the probability of a successful transmission is
given by P(δk = 1) = pi(I,0) and can be obtained by si-
multaneously solving
∑∞
d=0 pi(I,d) = 1 with (10) or (12).

We now define network steady state as a notion of sta-
bility for the network of M control systems.
Definition 2.2 The network of M control systems is
said to be in steady state when 0 ≤ p < 1, for the busy
channel probability p in (12).
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Fig. 6. A Markov chain representation for the event-triggering policy in (2) and p-persistent CSMA with no retransmissions.
When p = 1, no transmissions occur in the Markov chain
in Fig. 6. Thus, the network steady state property sim-
ply implies that at least some transmissions occur suc-
cessfully in the network. We show that network steady
state is a necessary condition for Lyapunov mean square
stability, for unstable plants.
Proposition 2.3 For unstable plants with spectral ra-
dius ρ(A) > 1 in the network given by (1)–(6), network
steady state is a necessary condition for Lyapunov mean
square stability, under Assumption 2.1.
Proof The states (S, d), ∀S ∈ {I,N,E, T}, d ≥ 0, are
transient when the busy channel probability p = 1, ex-
cept for the infinite-delay states. For an unstable system,
the condition for Lyapunov mean square stability given
by (8) cannot be satisfied when p = 1, as the variance of
the estimation error at infinite delay is not bounded. 
The above lemma clarifies that a control system cannot
be Lyapunov mean square stable without network sta-
bility, in the sense defined above. Thus, we begin with
the necessary condition that network steady state exists,
and then proceed to find conditions for Lyapunov mean
square stability. Network steady state is not sufficient
to guarantee Lyapunov mean square stability. However,
the Lyapunov mean square stability conditions we de-
rive guarantee that network steady state holds.
Remark 2.2 (Necessary Conditions for Bianchi’s
Assumption to Hold) The existence of the indepen-
dent process in Bianchi’s assumption has been studied
in [34], among others. The conditions for the decoupling
to occur would provide necessary conditions for Proposi-
tion 2.3. An analysis of such conditions for stability of
the control system is out of the scope of this paper.
Remark 2.3 (From Event Thresholds to Event
Probabilities) Note that the event thresholds do not
directly appear in the Markov model in Fig. 6. The model
uses a set of event probabilities {p
γ,d
}, in place of the
event thresholds {∆d} to represent the event-triggering
policy. The event probabilities are obtained using the
event thresholds and the underlying distributions. This
alternative representation affords no loss of generality.
We now summarize the design approach used in this pa-
per. We use a two step strategy to design a stabilizing
event-triggering policy. First, we select a stabilizing set
of event probabilities, and then, we find a set of event
thresholds that result in the designed event probabilities.
The motivation for this strategy is because our analysis
of a network of event-based systems is parameterized by
the event probabilities, rather than the triggering levels,
as we saw in the above model. To select suitable event
probabilities, we first find conditions that guarantee sta-
bility of the control systems in the network, and then
outline a design process based on these conditions, as
depicted in Fig. 7.
3 Stability Analysis
We use the Markov chain in Fig. 6 to analyze the stabil-
ity of each control system in this section. This analysis
includes the effect of all the other control systems in the
network through the parameters of the Markov chain.
We dispense with the system index j in this section, as
our analysis applies to each control system in the net-
work. We begin with the main stability result in this sec-
tion, and then develop its proof. To arrive at this proof,
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Fig. 7. The event probabilities {pγ,d} and the persistence
probability {pα,r} are the inputs to our design process. The
stability conditions that we derive in this paper give us a sta-
bility guarantee, as an output. The Markov model parame-
ters, p in (12) and {pi
(I,d)
} in (13), are intermediary parame-
ters that must be computed to check the stability conditions.
we examine the underlying density of the estimation er-
ror, and construct an auxiliary system that furnishes an
upper bound for the variance of each control system.
3.1 Main Result: Stability Conditions for the Markov
Chain
We begin by presenting one of the main results of the pa-
per. It is a sufficient condition for stabilizing the Markov
chain in Fig. 6, in a Lyapunov mean square sense.
Theorem 3.1 Consider the network of control systems
(1)–(6) and suppose Assumption 2.1 holds. Let ρ(Aj)
denote the spectral radius of the jth control system. For
1 ≤ j ≤M , if
lim sup
d→∞
pij
(I,d+1)
pij(I,d)
<
1
1 + ρ(Aj)2
(15)
holds, then each of the control systems in the network is
Lyapunov mean square stable.
The proof is presented in Section 3.5. The above result
requires the probability of the idle states in the tail of
the Markov model in Fig. 6 to decrease in a stipulated
manner, as determined by the spectral radius of each
control system ρ(A). The larger the value of ρ(A), the
sharper is the mandated fall off in the probabilities of
the idle states.
The role of the spectral radius suggests a similarity to
other mean square stability results in networked con-
trol systems, particularly for packet losses in the sens-
ing or actuation channel [29, 35] and encoder design for
data rate limited channels [36–38]. The results for packet
loss channels specifies a critical probability of loss, be-
yond which a control system cannot be stabilized in the
mean square sense. This result is obtainable only under
a Bernoulli packet loss model, which cannot be applied
to our problem setup. The stability result in the case of
encoder design specifies a stabilizing rate, derived from
a source coding perspective. The Markov model we con-
sider in Fig. 6 is quite general, and a more specific stabil-
ity result is difficult to find. In practice, one must find a
finite parameterization of the Markov model parameters
to obtain a stability condition that can be checked, as il-
lustrated for an event-triggering design that we present
in Section 4.
Remark 3.1 (Lyapunov mean square stability im-
plies network steady state) Network steady state is
not sufficient to guarantee Lyapunov mean square sta-
bility. This can be seen by noting that the condition for
the busy channel probability, p < 1, as required by net-
work steady state, implies that pi
(I,d+1)
< pi
(I,d)
. Thus,
network steady state ensures that the loop is sometimes
closed, as against the case p = 1, when the loop is never
closed. But, this feedback may not be sufficient to sta-
bilize the control system, in the sense of Definition 2.1.
However, Lyapunov mean square stability for all M con-
trol systems in the network ensures a network steady
state, in the sense of Definition 2.2. To see this, note that
pi
(I,d+1)
<
pi
(I,d)
1+ρ(A)2 < pi(I,d) , for all ρ(A) > 0. Hence, net-
work steady state is indeed achieved by the control sys-
tems in stability.
Remark 3.2 (Guaranteeing Stability for Unsta-
ble Processes) Let us assume that we choose the event
probabilities such that (15) is true for all d ≥ 0, as op-
posed to the tail of the sequence alone. Then, using (15)
in
∑∞
d=0 pi(I,d) = 1, we get a lower bound for the network
reliability as pi
(I,0)
> ρ(A)2/(1 + ρ(A)2). This implies
that the network reliability must lie above the line shown
in Fig. 8, and thus, unstable processes require a higher
network reliability to guarantee stability.
Remark 3.3 (Role of the Persistence Probability)
Using the recursive relationship for the idle state proba-
bilities p
(I,d+1)
in (13), along with the sufficient condition
in (15), we obtain
lim sup
d→∞
(1− p
γ,d+1
p
α
q)pi
(I,d)
pi
(I,d)
<
1
1 + ρ(A)2
,
which can be rearranged to obtain lim supd→∞ pγ,dq >
κ
α
, where κ
α
= 1pα
ρ(A)2
1+ρ(A)2 . The value of κα can be tuned
by varying the persistence probability p
α
. A small value
for p
α
can increase the lower bound for p
γ,d
q, which in
turn can improve the network reliability.
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Fig. 8. A sufficient condition for Lyapunov mean square stability that requires the network reliability, pi
(I,0)
, to be greater than
the line demarcating the regions, with respect to the spectral radius ρ(A). Thus, unstable processes require a higher network
reliability to guarantee stability.
We first attempt to prove Theorem 3.1 directly by ex-
amining the underlying density of the estimation error.
This is a difficult approach, as we show in Section 3.2.
Then, we construct auxiliary systems in Sections 3.3
and 3.4, and use these systems to prove Theorem 3.1 in
Section 3.5.
3.2 A Difficult Direct Approach
We seek an expression for the variance of the estimation
error. Let us associate with each state (S, d) for S ∈
{I,N,E, T} a probability density function (PDF) for the
estimation error (filtered or predicted) at the controller,
denoted by φ
(S,d)
, for the appropriate estimation error
corresponding to the state (S, d) of the Markov model.
Then, the variance of the estimation error con-
ditioned on a delay d is given by tr{Pd}, where
Pd =
∫∞
−∞ x˜x˜
Tφ
(I,d)
(x˜)dx˜. Marginalizing over the idle
state distribution, we get
tr{E[Pk|k ]} =
∞∑
d=0
tr{Pd}pi(I,d) . (16)
The above expression is simple, but the PDFs can be
hard to evaluate. To see why, let us look at the evolu-
tion of these PDFs as the delay d increases. For d = 0,
φ
(I,0)
:= limk→∞ φ(x˜ck|k−1 |δk−1 = 1) is the PDF associ-
ated with the predicted estimate, one step after a trans-
mission. Clearly, φ
(I,0)
= φN (Σw), where φN is the PDF
of a normal distribution with covariance Σw. For any de-
lay d, the PDFs associated with the event (γk = 1) and
non-event (γk = 0) states are truncated versions of the
PDF associated with the previous idle state. They can
be defined as φ
(N,d)
:= limk→∞ φ(x˜ck|τk−1 |γk = 0, dk−1 =
d − 1) and φ
(E,d)
:= limk→∞ φ(x˜ck|τk−1 |γk = 0, dk−1 =
d− 1), respectively. Thus, we get
φ
(N,d)
=
{φ
(I,d−1) (x˜)
q
γ,d
|x˜| ≤ ∆d ,
0 otherwise ,
, (17)
φ
(E,d)
=
{φ
(I,d−1) (x˜)
p
γ,d
|x˜| > ∆d ,
0 otherwise ,
(18)
where, q
γ,d
=
∫∆d
−∆d φ(I,d−1)(x˜)dx˜ is the probability of a
non-event and p
γ,d
= 1 − q
γ,d
is the probability of an
event.
Then, let us denote ed as the innovations process that
does not get transmitted after a delay d, and denote its
PDF as φe
(I,d)
:= limk→∞ φ(x˜ck|k |δk = 0, dk = d). This
PDF can be rewritten as
φe
(I,d)
=φ
(N,d)
(x˜) · qγ,d
q
γ,d
+ p
γ,d
(q
α
+ pp
α
)
(19)
+ φ
(E,d)
(x˜) · (qα + ppα)pγ,d
q
γ,d
+ p
γ,d
(qα + ppα)
Substituting for φ
(N,d)
and φ
(E,d)
from (17) and (18),
respectively, we obtain
φe
(I,d)
=
φ(I,d−1)(x˜) ·
1
q
γ,d
+p
γ,d
(qα+ppα )
|x˜| ≤ ∆d
φ
(I,d−1)(x˜) · (qα+ppα )q
γ,d
+p
γ,d
(qα+ppα )
|x˜| > ∆d
(20)
Finally, the PDF of the idle state with delay d is denoted
φ
(I,d)
:= limk→∞ φ(x˜ck+1|τk |dk = d). For a plant with
an invertible A matrix 1 , we can use the state update
equation in (1) to find an expression for φ
(I,d)
as
φ
(I,d)
=
1
|det(A)|φ
e
(I,d)
(A−1x˜) ∗ φN (Σw) , (21)
1 If the matrix A is non-invertible, the PDF corresponding
to the idle state is no longer defined in Rn. A measure on
the subspace orthogonal to the null-space of A is absolutely
continuous w.r.t. the Lebesgue measure, and the PDF, along
with the expected value or covariance, is defined using this
measure. Thus, the approach presented in this paper is ap-
plicable for plants with non-invertible A matrices. However,
for ease of exposition, we present the results assuming that
A is invertible.
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where ∗ denotes the convolution operator.
The above operations must be performed recursively, to
obtain the PDF associated with the state (I, d). This
computation is in general hard. Hence, we find auxiliary
systems that result in upper bounds for the variance of
the estimation error in the following subsections.
3.3 Auxiliary PDFs for First-Order Systems
We wish to find an upper bound for the variance of the
estimation error in the idle states of the Markov chain.
To do this, we must first find a sequence of PDFs, φˆ
(I,d)
,
that are more ‘spread out’ than the PDFs φ
(I,d)
. We use
stochastic majorization to do this. Our approach, in this
section, is restricted to first-order systems, due to a sym-
metry requirement on PDFs. In the following section,
we extend these results to higher-order systems using
other methods that give us more conservative results.
We need the following notation and definitions, adapted
from [39], to define majorization.
Definition 3.1 (Symmetric Non-increasing Func-
tion) A function f : Rn → R is said to be symmetric
non-increasing if f(x) = φ(|x|), for some non-increasing
function φ on R+, where |x| denotes the Euclidean norm
of x ∈ Rn.
Given any integrable, non-negative function, we wish
to ‘rearrange’ the function to obtain a symmetric non-
increasing function. The exact sense in which we rear-
range the function is defined below. We begin with a
definition for the symmetric rearrangement of a Borel
set. Then, we apply this definition to the level sets of
a non-negative function, and obtain its symmetric rear-
rangement. We illustrate this notion in Fig. 9.
Definition 3.2 (Symmetric Rearrangement) Let
G ∈ B be a Borel set in Rn, with finite Lebesgue measure
L(G). The symmetric rearrangement of G, denoted by
Gσ, is the open ball in Rn centered at the origin, with
measure L(Gσ) = L(G).
For an integrable, non-negative function h on Rn, its
symmetric non-increasing rearrangement, denoted hσ is
given by
hσ(x) ,
∫ ∞
0
I{x′:h(x′)>l}σ (x)dl , (22)
where I{x′:x′∈G}σ (x) = {x : x ∈ Gσ}, denotes the set
of elements belonging to the symmetric rearrangement of
its argument set G.
We now define majorization with the help of the dis-
tribution functions corresponding to the symmetrically
rearranged densities.
Definition 3.3 (Majorization) Given two PDFs φa
and φb on Rn, we say that φa majorizes φb, denoted as
φa  φb, if∫
|x|≤ρ
φσa(x)dx ≥
∫
|x|≤ρ
φσb (x)dx , ∀ρ ≥ 0 .
Thus, φa, as per the above definition is more contained,
or less spread out, than φb. Some results involving the
majorization operator are listed in Appendix A. The
most important consequence for us is that we obtain an
upper bound for the estimation error variance. This is
stated below.
Lemma 3.2 (Ordering of Estimation Error Vari-
ance) If φa and φb are symmetric non-increasing PDFs
on Rn such that φa  φb, then
∫∞
−∞ |x|2φa(x)dx ≤∫∞
−∞ |x|2φb(x)dx.
Proof Use h(x) = |x|2 in Lemma A.5 to obtain the
results. 
We now describe the PDFs that we are interested in, as
adapted from [40].
Definition 3.4 (Neat PDF) We say that a PDF φ is
neat if it is quasi-concave and if there exists a real number
r such that φ is non-decreasing on (−∞, r] and non-
increasing on [r,∞).
Note that PDFs on R are symmetric non-increasing if
and only if they are neat and even. Thus, for neat PDFs,
the definition of majorization can be directly applied
to the PDF itself. Using Definition 3.3, we find a more
spread out φˆ
(I,d)
, as stated below.
Lemma 3.3 Let the auxiliary PDF, φˆ
(I,d)
, be defined by
the recursive relation
φˆ
(I,d)
=
1
A
φˆ
(I,d−1) ∗ φN ,
with φˆ
(I,0)
= φN . Then, φ(I,d)  φˆ(I,d) for all d ≥ 0.
Proof We show this using induction. Trivially, at d = 0,
φ
(I,0)
= φˆ
(I,0)
= φN . Let us assume that, for some
d, φ
(I,d)
 φˆ
(I,d)
. Then, from (20), we can show that
φe
(I,d+1)
 φ
(I,d)
. To see this, recall that φe
(I,d+1)
is ob-
tained by appropriately combining the truncated PDFs
for the event and non-event states, as shown in (20).
Then, we have
• For |e| ≤ ∆d+1, we have∫ e
−e
φ
(I,d)
(x˜)
q
γ,d+1
+ p
γ,d+1
(q
α
+ pp
α
)
dx˜ ≥
∫ e
−e
φ
(I,d)
(x˜)dx˜ ,
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Fig. 9. An illustration of symmetric rearrangement in Definition 3.2. The level sets of the PDF on the left are symmetrically
placed around the origin, to obtain the symmetric rearrangement on the right. An example of a level set is G, given by the
union of the three shaded segments on the left. The symmetric rearrangement of this level set results in Gσ on the right, with
length equal to the sum of the lengths of the three shaded segments on the left. From this figure, it is easy to see how the
variance of the symmetrically rearranged PDF is always less than the variance of the original PDF (Lemma 3.2).
because q
γ,d+1
+ p
γ,d+1
(q
α
+ pp
α
) ≤ 1.
• For |e| > ∆d+1, we have∫ −e
−∞
φ
(I,d)
(x˜)
(q
α
+ pp
α
)
q
γ,d+1
+ p
γ,d+1
(q
α
+ pp
α
)
dx˜
+
∫ ∞
e
φ
(I,d)
(x˜)
(qα + ppα)
q
γ,d+1
+ p
γ,d+1
(q
α
+ pp
α
)
dx˜
≤
∫ −e
−∞
φ
(I,d)
(x˜)dx˜+
∫ ∞
e
φ
(I,d)
(x˜)dx˜ ,
because
(qα+ppα )
q
γ,d+1
+p
γ,d+1
(qα+ppα )
≤ 1.
Since φe
(I,d+1)
 φ
(I,d)
and φ
(I,d)
 φˆ
(I,d)
, we have
φe
(I,d+1)
 φˆ
(I,d)
1
A
φe
(I,d+1)
(
x˜
A
)  1
A
φˆ
(I,d)
(
x˜
A
)
φN ∗ 1
A
φe
(I,d+1)
(
x˜
A
)  φN ∗ 1
A
φˆ
(I,d)
(
x˜
A
) ,
where, the last two expressions are obtained from the re-
sults of Lemma A.4 and Lemma A.1, respectively. Hence,
φ
(I,d+1)
 φˆ
(I,d+1)
. 
Remark 3.4 (Worst-Case Evolution of the Sys-
tem) The PDFs given by φˆ
(I,d)
correspond to the evolu-
tion of the control system when the busy channel proba-
bility p = 1, in the Markov model. For such systems, no
event is successfully transmitted, and hence, the density
of the tail (|x˜| > ∆) is never reduced, due to a perpetu-
ally busy channel (p = 1). Thus, the gaussian property
of the estimation error is retained and its PDF is given
by φˆ
(I,d)
.
3.4 Auxiliary PDFs for Higher-Order Systems
In this section, we find an upper bound for the variance
of the estimation error, for higher-order systems. The
PDF of the state for such control systems need not be
symmetric, and hence, the results developed in the pre-
vious section cannot be directly applied to such systems.
We denote the multivariate PDFs in this section with Φ
in place of φ.
We now find an upper bound for the variance of the
estimation error associated with the Markov chain states
(I, d) for all d ≥ 0, by finding suitable PDFs Φˆ
(I,d)
. We
first define the matrix A¯ = ρ(A)In, where ρ(A) is the
spectral radius ofA and In ∈ Rn×n is an identity matrix.
Let var(Φ) denote the variance of the PDF Φ. We now
have the following bound on the variance, cf. Lemma 3.3.
Lemma 3.4 Let the auxiliary PDF, Φˆ
(I,d)
, be defined by
the recursive relation
Φˆ
(I,d)
(x˜) =
1
|det(A¯)| Φˆ(I,d−1)(A¯
−1x˜) ∗ ΦN ,
with Φˆ
(I,0)
= φN (Σw). Then, var(φ(I,d)) ≤ var(Φˆ(I,d))
for all d ≥ 0.
Proof We show this using induction. Trivially, at d =
0, Φ
(I,0)
= Φˆ
(I,0)
= ΦN (Σw). Thus, the variances are
equal for d = 0. Let us assume that, for some d > 0,
var(φ
(I,d)
) ≤ var(Φˆ
(I,d)
). We denote the variance of ed,
the innovations process that does not get transmitted
after a delay d, as var(φe
(I,d+1)
), following the notation in
(20). Then, we show that var(φe
(I,d+1)
) ≤ var(Φ
(I,d)
) in
Lemma B.1. Combining this with our induction assump-
tion, we obtain var(Φˆ
(I,d)
) ≥ var(φ
(I,d)
) ≥ var(φe
(I,d+1)
).
At the next sampling instant, the state is updated ac-
cording to the state-space model, with a linear trans-
formation and an addition of process noise. The linear
transformation of a random vector results in the PDFs
denoted Φe,+
(I,d+1)
for the original system, and Φˆ+
(I,d)
for
the auxiliary system. The transformed PDFs are given
by
Φe,+
(I,d+1)
=
1
|det(A)|Φ
e
(I,d+1)
(A−1x˜)
Φˆ+
(I,d)
=
1
|det(A¯)| Φˆ(I,d)(A¯
−1x˜) .
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The variances can be written as
var(Φe,+
(I,d+1)
) = tr{AΣe
(I,d+1)
AT } = tr{Σe
(I,d+1)
ATA}
var(Φˆ+
(I,d)
) = tr{A¯Σˆ
(I,d)
A¯T } = tr{Σˆ
(I,d)
A¯T A¯} ,
where Σe
(I,d+1)
and Σˆ
(I,d)
are the covariance matri-
ces associated with PDFs Φe
(I,d+1)
and Φˆ
(I,d)
, respec-
tively. Now, note that Σe
(I,d+1)
and ATA are symmet-
ric matrices, and that their product Σe,+
(I,d+1)
is also
a symmetric matrix. Thus, the matrices commute,
and we can apply the spectral value inequality to ob-
tain ρ(Σe,+
(I,d+1)
) ≤ ρ(Σe
(I,d+1)
) · ρ(ATA). Furthermore,
tr{Σˆ
(I,d)
A¯T A¯} = ρ2(A)var(Φˆ
(I,d)
). Combining these
facts, we obtain var(φe,+
(I,d+1)
) ≤ var(Φˆ+
(I,d)
).
We have not yet accounted for the addition of process
noise in the state update. This operation results in an
addition of a constant term tr{Rw}, corresponding to
the variance of the process noise wk, to both the origi-
nal and auxiliary system. Thus, the variance ordering is
preserved, and we have the desired result var(φ
(I,d+1)
) ≤
var(Φˆ
(I,d+1)
). 
Remark 3.5 (Lossy Network as Upper Bound)
The PDFs of the auxiliary systems are used along with
the probabilities in the Markov chain in Fig. 6 to upper
bound the variance of the estimation error of the control
system. The resulting approximation describes the evolu-
tion of a system with a lossy sensor link, albeit with a loss
probability that varies with delay, as shown in Fig. 10.
The loss probability is given by p
l,d
= 1 − p
γ,d
p
α
q. The
estimation error covariance of this system for zero delay
is clearly Pˆ0 = Σw, and for all other delays d > 0, is
given by
Pˆd = ρ(A)
2Pˆd−1 + Σw . (23)
3.5 Proof of Theorem 3.1
Let us now prove the stability conditions in Theorem 3.1
using the auxiliary systems we have identified.
Proof The estimation error covariance can be bounded
from above, using the approximations from Lemma 3.3,
as
tr{E[Pk|k ]} =
∞∑
d=1
pi
(I,d)
tr{Pd} ≤
∞∑
d=1
pi
(I,d)
tr{Pˆd} .
For this expression to be bounded [41], we require
lim sup
d→∞
pi
(I,d+1)
tr{Pˆd+1}
pi
(I,d)
tr{Pˆd}
< 1 .
Since tr{Pˆd} = Σw(1 + ρ(A)2 + · · · + ρ(A)2(d−1)), the
left hand side of the above inequality can be written as
lim sup
d→∞
pi
(I,d+1)
pi
(I,d)
[
1 + ρ(A)2
ρ(A)2(d−1)
1 + ρ(A)2 + · · ·+ ρ(A)2(d−1)
]
≤ lim sup
d→∞
pi
(I,d+1)
pi
(I,d)
[1 + ρ(A)2] .
By requiring the last expression to be strictly less than
1, we satisfy the condition in (15) required to obtain
Lyapunov mean square stability. 
4 Event-Triggering Policy Synthesis
We now look at the problem of designing stabilizing
event-triggering policies. In particular, how should the
event probabilities {p
γ,d
} be chosen as a function of d
to achieve Lyapunov mean square stability? We can im-
mediately think of three possible ways to let the event
probabilities vary with the delay: holding it a constant,
additively increasing or decreasing it, or multiplicatively
increasing or decreasing it. We discuss the constant-
probability policy in detail and identify stability condi-
tions for such policies. We then discuss the feasibility of
the other policies briefly.
4.1 Constant-Probability Policy
The constant-probability policy provides a constant
event probability for all delays, i.e. p
γ,d
= pγ , for all
d > 0. Using the lossy network model from Section 3, we
identify stability conditions for this particular policy.
Theorem 4.1 For the control system given by (1)–(6),
a sufficient condition for Lyapunov mean square stabil-
ity for the constant-probability event-triggering policy is
given by
pγ
( rmax∑
r=1
(
qr ·
rmax−1∏
r=1
(1− pαqr )
))
>
1
pα
(1− 1
ρ(A)2
) .
(24)
Proof Using a constant scheduling law, note that the
lossy network model has a constant loss probability, p
l
=
1 − p
γ
p
α
q. Thus, the estimation error variance in this
model, given in (23), converges if
p
l
ρ(A)2 < 1 .
Substituting for p
l
above from (12), and rearranging, we
obtain the condition in (24). 
The constant-probability policy results in simple, closed-
form expressions for the probability of successful trans-
mission p
I,0
and the loss probability p
l
. To see this, note
12
I, 0 I, 1 I, d− 1 I, dpl,1 pl,d
ql,1 ql,2 ql,d ql,d+1
Fig. 10. The majorized PDFs, from Lemma 3.3, along with the probabilities from the original Markov chain are combined to
describe a lossy sensor link. The estimation error variance of this system is an upper bound for the control system.
that the sum of the probabilities of the idle states is
given by the sum of a geometric series,
∑∞
d=0 pi(I,d) =
pi
(I,0)
∑∞
d=0 p
d
l
. Thus, we have
pi
(I,0)
= pγpαq , (25)
using the expression for the loss probability, where q
is the complimentary busy channel probability 1 − p.
The conditional probability of a busy channel in each
retransmission attempt can be computed using (11) and
(14) as
∞∑
d=1
p
T,d,r
= pγpα
r∏
s=1
(1− pαqs)
∞∑
d=1
pi
(I,d−1)
which leads to
pr = 1−
(
1− p
γ
p
α
r∏
s=1
(1− p
α
qs)
)M−1
, r ∈ {1, . . . , rmax}
(26)
Equations (25)–(26) along with (24), gives us the event
probability p
γ,d
for a given persistence probability pα ,
that guarantees Lyapunov mean square stability. The
flowchart in Fig. 7 gives us a set of p
α
and p
γ
that gen-
erate a stable system. We present an example of this
design procedure in Section 3.
4.2 Additive-Probability Policy
The additive-probability policy is designed to provide
an additive increase/decrease in the event probability
with delay, i.e., p
γ,d
= p
γ,d−1 + ν, for ν ≷ 0. Note that
limd→∞ pγ,d →∞ for ν > 0 and limd→∞ pγ,d → −∞ for
ν < 0. Thus, we let the additive terms decrease in magni-
tude, such that
∑∞
d=1 νd is bounded and limd→∞ pγ,d <
1. Many such examples can be found. A simple example
is
p
γ,d
= p
γ,1
+ η + η2 + · · ·+ ηd−1 , (27)
which gives rise to an increasing law when η > 0, and
a decreasing law when η < 0. Thus, p
γ,∞ = pγ,1 +
η
1−η ,
and p
γ,1
and η must be chosen such that p
γ,1
< 1 and
p
γ,∞ < 1. Then, we can apply Theorem 3.1 to identify
designs that are guaranteed to result in Lyapunov mean
square stability.
4.3 Exponential-Probability Policy
The exponential-probability policy is designed to pro-
vide an exponential increase/decrease in the event prob-
ability with delay, i.e., p
γ,d
= µp
γ,d−1 , for µ < 1. Note
that if µ > 1, p
γ,d
increases exponentially with delay and
the sequence of event probabilities {pγ}∞1 diverges. For
µ < 1, the decreasing probability law can be checked for
Lyapunov mean square stability using Theorem 3.1.
5 Example
We now illustrate some of the results presented in this
work. We begin with an illustration of the upper bound
derived in Section 3.3. Our next example illustrates how
the sufficient conditions for Lyapunov mean square sta-
bility, presented in Theorem 3.1, can be used to infer
stability properties of the control system. Our third ex-
ample illustrates the design of a constant-law scheduler
that guarantees Lyapunov mean square stability. The fi-
nal example illustrates the selection of event thresholds
corresponding to a given design.
Example 5.1 (Illustration of Majorization) In
Lemma 3.3, we find an approximating PDF φˆ
(I,d)
, which
is majorized by the real PDF φ
(I,d)
, for all delays d > 0.
We illustrate this for a control system with parameters
A = 2, B = 1, Σw = 1 and a constant event threshold
∆d = 1, for all d > 0. The CRM persistence probabil-
ity is set to p
α
= 1, and the conditional probability of
a busy channel is p = 0.6. For this setup, we compare
the cumulative distribution function (CDF) correspond-
ing to φ
(I,d)
, with the CDF corresponding to φˆ
(I,d)
, for
d = {1, . . . , 5}, in Fig. 11. The arrows indicate the in-
creasing delays. Clearly, φ
(I,d)
 φˆ
(I,d)
, for each of the
five delays, according to Definition 3.3. This figure also
illustrates why the estimation error covariance of the
approximated PDF is greater than that of the real PDF.
The auxiliary system was chosen to correspond to the
worst-case evolution of the real system, with saturated
network traffic. Thus, the upper bound is tighter for a
large busy channel probability p and small state transi-
tion matrix A.
Next, we return to Example 2.1, where we illustrated
that different network sizes result in different stability
properties. We use our sufficient conditions for Lyapunov
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Fig. 11. The approximate PDF in Lemma 3.3 is majorized by the actual PDF, as seen in this comparison of the CDFs. The
approximate distribution has a larger variance, and is an upper bound for the actual variance.
Fig. 12. The shaded region denotes the set of event and persistence probabilities, pγ and pα , respectively, that guarantee
Lyapunov mean square stability. We use the sufficient conditions in Theorem 4.1, for a constant-probability scheduler, to
determine Lyapunov mean square stability.
Fig. 13. A surface plot of the network reliability pi
(I,0)
, and the probability of loss pl , respectively, versus the event probability
pγ and the persistence probability pα , for a constant-probability scheduler.
mean square stability to confirm the observed stability
properties for two network sizes.
Example 5.2 (Checking for Lyapunov Mean
Square Stability) We consider two network scenarios:
case 1 corresponds to a network with M = 2 nodes and
case 2 to a network with M = 10 nodes. The control
systems in both network scenarios are identical to the
systems described in Example 2.1, and so is the CRM.
We use Theorem 3.1 to show that in case 1, Lyapunov
mean square stability is achievable, and that in case 2,
Lyapunov mean square stability cannot be guaranteed.
This can be seen by using (15), where we see that the
idle state probabilities must achieve a ratio of less than
0.5 for large d. Case 1 achieves a ratio of less than 0.1
for d > 10, whereas case 2 has a ratio of 0.98 even after
d = 50. The Lyapunov mean square stability properties
can be inferred from a trace of the state x as illustrated
in Fig. 5.
In the next example, we illustrate the design procedure
outlined in Fig. 7.
Example 5.3 (Constant-Probability Policy) We
consider a network of M = 5 control systems with iden-
tical parameters A = 1.5, B = 1 and Σw = 1, and
rmax = 10 retransmissions in the CRM. For simplicity,
we assume that the persistence probability pα is constant
for all retransmission attempts. Using an algorithm
similar to the one outlined in the flowchart in Fig. 7,
we obtain the set of event probabilities p
γ
, and the set
of persistence probabilities p
α
, that result in Lyapunov
mean square stability. The results are depicted in Fig. 12.
The shaded region in the figure corresponds to this set.
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(a) Probability of Transmission Success, A = 1.25
(b) Probability of Transmission Success, A = 2
(c) Probability of Loss, A = 1.25
(d) Probability of Loss, A = 2
Fig. 14. Surface Plots of the probability of transmission suc-
cess (above), and plots indicating the region of stability (be-
low), for A = 1.25 (left) and A = 2 (right). The region
guaranteed to be Lyapunov mean square stability by our
sufficient conditions shrinks considerably for highly unstable
control systems.
In Fig. 13, we present surface plots of the network reli-
ability pi
(I,0)
and the probability of loss p
l
, respectively,
versus pγ and pα . It is interesting to note the importance
of jointly selecting pγ and pα .
Now, we compare the Lyapunov mean square stability
regions obtained for the same network, but with control
system parameters A = 1.25 and A = 2, i.e., less un-
stable and more unstable systems, respectively. The sur-
face plots of the probability of successful transmission are
shown in Fig. 14(a) and Fig. 14(b). The shaded regions
in Fig 14(c) and Fig 14(d) denote the sets of event and
persistence probabilities that guarantee Lyapunov mean
square stability. Notice how the Lyapunov mean square
stability region given by our sufficient condition in The-
orem 3.1 shrinks as A increases.
We now illustrate how to select event thresholds for an
event probability p
γ
and persistence probability p
α
cho-
sen from the outcome of Example 5.3.
Example 5.4 (Selecting Event Thresholds) For
the control system with parameters A = 1.5, , B = 1 and
Σw = 1, choose pγ = 0.8 and pα = 0.4. This choice of
probabilities yields a network reliability of pi
(I,0)
= 0.7056
and a loss probability of p
l
= 0.2944, from Fig. 12
and Fig. 13, respectively. The delay distribution for the
constant-probability scheduler is easily seen to be given
by P(dk = d) = pi(I,0) · pdl , for any delay d ≥ 0. The
exponential delay distribution considerably simplifies
our task. We now need to identify only a set of D event
thresholds, where we choose D to be sufficiently larger
than the smallest probability we wish to consider. In this
example, we choose D = 12.
We now numerically compute event thresholds that give
us the above event probabilities. To do this, we simulate
the evolution of distributions described in (17)–(21), and
assign the event thresholds as ∆d := t :
∫
|x|≤t φddx = pγ ,
for all d ≥ 0. We present the event thresholds, thus iden-
tified, in Fig. 5. To validate our design procedure, we run
Monte Carlo simulations using the thresholds identified
above, and confirm that the event probabilities we obtain
are as desired, as shown in Fig. 5. For delays larger than
D = 12, the probabilities we obtain are not accurate, as
there are too few instances of these events to result in a
precise value.
6 Conclusions
We have presented a stability analysis and synthesis
for event-triggering policies in a network of control sys-
tems that use a CRM to access the network. The event-
triggering policy and the CRM sometimes result in con-
gestion, and consequently packet losses and delays. We
presented a two-step approach to design event-based sys-
tems in this network. We began by designing event prob-
abilities that guarantee Lyapunov mean square stabil-
ity for each control system in the network, and then il-
lustrated how to select event thresholds to achieve the
designed event probabilities. Our event probability de-
signs were based on the stability analysis presented in
this paper.
The results in this paper indicate a potential for per-
formance optimization through joint design of the event
probabilities and the CRM. This, and a study into the
feasibility of implementing such a joint design, are left
for future work.
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A Properties of the Majorization Operator
We first need the following result on neat and even PDFs.
Lemma A.1 If the PDFs φa and φb on R are neat and
even, then φa ∗ φb is also neat and even.
Proof The PDF φb is a convex combination of indicator
functions, χn(x) = 1 for x ∈ [−n, n] and zero otherwise.
For any n, note that φa ∗ χn is symmetric and non-
increasing. Convex combinations of neat distributions
are neat, and hence, the result follows. 
We now present a series of results that use the majoriza-
tion operator. The proofs presented here are adapted
from [39]. These results are used in the proofs presented
in Section 3.3.
Lemma A.2 If the PDFs φa and φb on Rn are such that
φa  φb, then
∫
φσa(x)h(x)dx ≥
∫
φσb (x)h(x)dx for any
symmetric non-increasing function h.
Proof The function h is a convex combination of indi-
cator functions of balls centered at the origin. For any
such indicator function, the above result is obvious from
the definition of majorization. Hence, the result follows.

Lemma A.3 If the PDFs φa, φb and ψ on Rn are such
that φa  φb, and if φa and ψ are symmetric non-
increasing, then φa ∗ ψ  φb ∗ ψ.
This proof uses Riesz’s rearrangement inequality and is
given as proof of Lemma 6.7 in [39].
Lemma A.4 If the PDFs φa and φb on R are such that
φa  φb, and φ+(x) , 1|a|φ(xa ), then φ+a  φ+b .
Proof Using the definition of majorization, and the def-
initions of φ+a and φ
+
b , the result can be shown to hold
directly. 
Lemma A.5 If the symmetric non-increasing PDFs
φa and φb on Rn are such that φa  φb, and if h
be a symmetric non-decreasing positive function, then∫
φσa(x)h(x)dx ≤
∫
φσb (x)h(x)dx.
Proof Note that the function h is symmetric and quasi-
concave, thus making it Schur-concave. It is known that
Eφa [h] ≤ Eφb [h], for Schur-concave functions. Thus, the
desired result follows. 
B Other Lemmas
Lemma B.1 For a general nth-order plant in the net-
work setup given by (1)–(6), the posterior variance
of the innovations is less than its a priori value, i.e.,
var(φe
(I,d+1)
) ≤ var(φ
(I,d)
).
Proof We can find expressions for the a priori variance,
denoted σ2
(I,d)
, var(φ
(I,d)
), and the posterior variance,
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denoted (σe
(I,d+1)
)2 , var(φe
(I,d+1)
), as
σ2
(I,d)
= σ2∆−,d + σ
2
∆+,d ,
(σe
(I,d+1)
)2 = σ2∆−,d
1
1− p
γ,d
pαq
+ σ2∆+,d
(1− p
α
q)
1− p
γ,d
pαq
,
where σ2∆−,d =
∫
|x˜|≤∆d |x˜|2ψ(x˜)dx˜ and σ2∆+,d =∫
|x˜|>∆d |x˜|2ψ(x˜)dx˜. Now, the variance of the posterior
distribution can be rewritten as
(σe
(I,d+1)
)2 = σ2
(I,d)
+ σ2∆−,d
(
1
1− p
γ,d
p
α
q
− 1
)
+ σ2∆+,d
(
(1− p
α
q)
1− p
γ,d
p
α
q
− 1
)
≤ σ2
(I,d)
+ max
(
σ2∆−,d
(
1
1− p
γ,d
pαq
− 1
)
+ σ2∆+,d
(
(1− pαq)
1− p
γ,d
p
α
q
− 1
))
.
The maximum value of the first term can be found by
evaluating the integral at the upper boundary to obtain
maxσ2∆−,d = ∆
2
dqγ,d . However, the second term is nega-
tive as
(1−pαq)
1−p
γ,d
pαq
< 1. The maximum value of this term
is found by evaluating the integral at the lower bound-
ary. Doing so, we obtain
(σe
(I,d+1)
)2 ≤ σ2
(I,d)
+ ∆2d
(
q
γ,d
(
1
1− p
γ,d
pαq
− 1
)
− p
γ,d
(
(1− pαq)
1− p
γ,d
p
α
q
− 1
))
= σ2
(I,d)
+ 0 ,
where it is easy to check that the terms in the inner
bracket sum to zero. 
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