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Abstract--This paper is concerned with the extension of the power method, used for finding the largest 
eigenvalue and associated ¢igenvector f a matrix, to its block form for computing the largest block 
eigenvalue and associated block eigenvector f a non-symmetric matrix. Based on the developed block 
power method, several algorithms are developed for solving the complete set of solvents and spectral 
factors of a matrix polynomial, without prior knowledge of the latent roots of the matrix polynomial. 
Moreover, when any right/left solvent of a matrix polynomial is given, the proposed method can be used 
to determine the corresponding left/right solvent such that both right and left solvents have the same 
eigenspectra. The matrix polynomial of interest must have distinct block solvents and a corresponding 
non-singular polynomial matrix. The established algorithms can be applied in the analysis and/or design 
of systems described by high-degree vector differential equations and/or matrix fraction descriptions. 
1. INTRODUCTION 
There are numerous methods for computing the largest (scalar) eigenvahie and associated 
eigenvector f a matrix. The power method [1, 2] is one of the simplest procedures for computing 
the largest eigenvalue and associated eigenvector f a matrix, A of dimension  x n. This method 
in essence takes uccessively high powers of the vector esulting from the product of the normalized 
matrix and a non-trivial initial vector, and this vector converges to the eigenvector associated with 
the largest eigenvalue of the matrix. The convergence rate of the power method, in general, is very 
slow; however, it can be improved by an appropriate choice of a shift factor of the form, A - c ln,  
where e is a constant scalar and In is an n x n identity matrix. By taking advantage of certain 
orthogonal relationships, efficient algorithms have been developed for computing the largest 
eigenvalue and the associated eigenvector of a symmetric matrix. Two such methods are the 
subspace iteration method [3], which can find several eigenvalues and the associated eigenvectors 
simultaneously, and the Lanczos method [4], which utilizes the best approximated eigenvector 
generated from the initial vectors to improve the computational spects. It has been reported in 
Ref. [3] that significant progress has recently been made on the non-symmetric Lanczos algorithms; 
however, it has also been indicated [3] that much theoretical gorithmic development remains to 
be done. 
The purpose of this paper is to extend the (scalar) power method to its block form for use in 
the computation of the block eigenvalues and associated block eigenvectors of non-symmetric 
matrices. The block power method is based on the convergence of a block vector formed from the 
product of high powers of the normalized matrix and a non-trivial initial block vector to the block 
eigenvector associated with the largest block eigenvalue of the matrix. The largest block eigenvalue 
is also the largest solvent of the characteristic matrix polynomial of the matrix. This method is then 
utilized in developing various algorithms for determining the complete set of distinct solvents and 
spectral factors of a matrix polynomial whose corresponding polynomial matrix is non-singular. 
The paper is organized as follows. In Section 2, we review some definitions pertinent to the 
discussion of this paper. Next, the comprehensive proof and algorithms for finding the largest 
solvent of a monic matrix polynomial are developed in Section 3. Then, algorithms for finding the 
complete set of distinct solvents and spectral factors of a monic matrix polynomial are discussed 
in Section 4. Next, in Section 5, these algorithms are extended to cover general classes of matrix 
polynomials. Illustrative xamples are given in Section 6, and the results are summarized in 
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Section 7. In this paper, we concentrate on the development of computational lgorithms for 
finding the solvents and spectral factors of a matrix polynomial via the block power method 
rather than on the discussion of the computational complexity and numerical stability of the block 
power method. 
2. REVIEW OF SOME DEF IN IT IONS OF A MATRIX POLYNOMIAL 
AND A POLYNOMIAL  MATRIX 
For completeness of derivations presented in the latter part of this paper, we review pertinent 
definitions below. 
Definition 1 [5-I0] 
Consider an rth-degree mth-order monic matrix polynomial described by 
D(s) = i Ai s'-i, 
i=0  
where Aie C ~ x % A0 = Ira, Im is an m x m identity matrix, and s is a complex variablel The left and 
right matrix polynomials of D(s) are defined by 
DL(X)= ~ Xr-'A, and DR(X)= ~ A,X'- ' ,  
iffiO i=0 
respectively, where X ~ C m× m. A left solvent L ~ C m×m is defined by 
DL(L) = i Lr-iAi =Om 
i=0  
and a right solvent R ~ C ~ × m is defined by 
DR(R) = ~ A,R~-'= Ore, 
i=0  
where 0, is an m x m null matrix. Let 2i be a complex number such that det(D(2i))= 0; 
then, 2i is a latent root of D (s). Also, let D (s) have m linearly independent left latent vectors 
ql,. •. ,  qm (right latent vectors pt . . . . .  Pro) corresponding to latent roots 21 . . . . .  2~; then, Q-IAQ 
(PAP -I) is a left solvent L (right solvent R), where QT= (ql . . . . .  qm) (P = (p~ . . . . .  p,)) and 
A = diag(21 . . . . .  2m). A complete set of distinct left (right) solvents of D(s) is a set of m x m 
matrices L~(Ri) such that 
o (,o ) tT (L j )  = {2i, i = 1 . . . . .  n } = a (D (2,)) tr (Rg) = {2,, i = 1 . . . . .  n } = tr (D (2,)) 
j f f i¿ I 
and the block Vandermonde matrix VL(VR) is non-singular, where a ( , )  is the eigenspectrum of
(,), and n = rm. The block Vandermonde matrices are defined as follows: 
Ii i L] L2...Lrl - Imlrt I °°..''" Irtll 
VL ~ Im L2 L~. . .  Li  -I , VR ~ RI R2 . . .  R, . (la) 
fr f2r.., frr--I ,~--1 Rrg--I ..°Rrr--I 
The complete set of distinct left solvents (Li) and right solvents (Ri) satisfy the following matrix 
equations, respectively: 
r , - I  ., (lb) L j+L j  A I+L~-2A2+. . .+L jA ,_ t+A,=Om,  j= l ,2 , . ,  r, 
and 
R~+AiR~- I+A2R~-2+ ' ' ' +Ar_ IR/+A,=Om, j=1,2  . . . . .  r. (lc) 
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The spectral factorization of the matrix polynomial D(s) can be described by 
D(s)  = (s t .  - SO(s t .  - &)  . . . . .  ( s t .  - S , ) ,  (ld) 
where S~ e C" ×'. The relationships among the left solvents (Lj), the right solvents (Rj) and the 
spectral factors (Sj) of D(s) can be found in Ref. [10]. For a general matrix polynomial, S~ # Lj, 
S~ # Rj, L; # Rj, for any i and j;  except St = Lj and S, = Rj, for anyj. When A0 in D (s) is an identity 
matrix or a non-singular matrix, the matrix polynomial, D(s), is said to be monic or regular, 
respectively. Also, when A, in D(s) is an identity matrix or a non-singular matrix, the matrix 
polynomial, D(s), is referred to as co-monic or co-regular [6], respectively. • 
Definition 2 [11, 12] 
Define D[s]=[dij(s)], where dij(s) is a (scalar) polynomial in s, located at the ith row 
and the j th column in D Is]. D [s] is called a non-singular polynomial matrix when det(D[s])= 
det(D(s)) # 0, where the matrix polynomial D (s) has been defined in Definition 1. D [s] is said to 
be row-reduced (column-reduced) if the highest-row-degree co fficient matrix, denoted as Dhr (the 
highest-column-degree co fficient matrix, denoted as Dhc), is non-singular. In addition, it is defined 
as co-row-reduced (co-column-reduced) if the lowest-row-degree co fficient matrix, denoted as Du 
(the lowest-column-degree co fficient matrix, denoted as Dtc), is non-singular. • 
It has been shown [11, 12] that for a non-singular m x m polynomial matrix, /5Is], there 
exists a non-singular left polynomial matrix, P[s] (right polynomial matrix, Q[s]), such that 
L3 [s] = P [s]/) Is] (/5 Is] =/~ [s] Q Is]), where L~ [s] (/5 Is]) is either a row-reduced (column-reduced) or 
a co-row-reduced (co-column-reduced) polynomial matrix. P[s] (Q [s]) is a unimodular matrix if 
det(P[s])(det(Q Is])) is a constant. 
Definition 3 
Define the eigenspectra of Gi6 C "×" and Gj~ C "×" as a(Gl)= {2~,1 for 1 = 1, 2 . . . . .  m} and 
a (G2) = {2j.i for 1 = 1, 2 . . . . .  m }, respectively. Also, define the absolute values of the eigenspectra 
of G, and Gj as I,~,,ll and I,~y, ll, for 1 = 1, 2, . . .  ,m, respectively. In addition, la(G/)l > I~(Gj)l 
denotes {IA,,,I > IAj, A fo r /= 1,2, . . . ,m}. • 
3. BLOCK POWER METHOD FOR SOLVING THE SOLVENTS AND 
SPECTRAL FACTORS OF A MATRIX POLYNOMIAL 
Various computational algorithms [7, 8, 13-17] are available for finding the solvents and spectral 
factors of a matrix polynomial, or a ;t-matrix. A popular approach [8, 13, 14] is the use of the 
eigenvalues and eigenvectors of a matrix (represented in a bottom-type block companion form and 
having the g-matrix of interest as the characteristic matrix polynomial) to construct the solvents 
of the A-matrix based upon the definitions of solvents. However, it is often inefficient to explicitly 
determine the eigenvalues and eigenvectors of a matrix, which could be ill-conditioned non- 
defective or defective [2]. On the other hand, without prior knowledge of the eigenvalues and 
eigenvectors of the matrix, the Newton-Raphson method [15, 16] has been successfully utilized for 
finding the solvents of a A-matrix, but this method epends largely upon the initial guess. A more 
effective method [17] for finding the solvents of a matrix polynomial is the use of an algebra- 
geometric approach together with the matrix sign algorithm [18-21], which is a variant of the 
Newton-Raphson algorithm. Using this approach, the fast and stable matrix sign algorithm has 
been applied to find the block eigenvector, M, of the matrix A (defective or non-defective), where 
M is associated with a set of unknown eigenvalues lying within a specific region in the complex 
plane. Then the desired solvent can be obtained by finding the product of M+AM, where M + is 
the generalized inverse of the block eigenvector, M, of the matrix A. 
In this paper, we propose a method for finding the solvents and spectral factors of a A-matrix 
by extending the well-known (scalar) power method to the block power method for non-symmetric 
matrices. The block power method will be used to compute the block eigenvectors and associated 
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block eigenvalues of a matrix. The block eigenvalue is also the solvent of the characteristic matrix 
polynomial of the matrix. Various algorithms are developed in the later sections for solving the 
complete set of distinct solvents and spectral factors of a non-singular polynomial matrix. 
Now, consider a block state equation, 
XR(k -t- 1) = ARXR(k),  (2a) 
XR(0) = (cL ,  cL  . . . . .  cLY ,  (2b) 
where the system matrix ARe C "×" is in a bottom-type block companion form with n = rm and 
AR= 
is represented as 
0m i~ 0~ 0~ 0m 
Om Om Im Om Om 
Om Om Om Om Im 
-A  r - -Ar_  l - -h r_  2 - -A  2 - -A  1 
(2c) 
The block state vector, XR(k ) e C n×m, with block elements, XR~(k)e C m×', for i = 1, 2 . . . . .  r, 
is expressed as 
XR(k) = (XT¿ (k), XTR2(k),..., .e~L(k)) T (2d) 
and XR(0) is a combination of the block eigenveetors of AR. 
Another block state equation can be obtained by taking the block transpose [5, 7] of equation 
(2a) and its representation is 
XL(k + 1) = XL(k)AL, 
where 
0 m Or. Or. 
Im Om Om 
AL= O~ I~ Om 
Om Om O~ 
0 m 0 m Or. 
XL(0 ) = (CLI , CL2 . . . . .  CLr ), (3a) 
Om --Ar 
Or, -A t_  
Om --At-2 
Or. - A2 
I m - -A!  
= A ~. (3b) 
The block state vector, XL(k ) E C m x n, with block elements, XLi(k ) e C m × m, for i = 1, 2 , . . . ,  r, is 
XL(k) = (XLI(k), XL2(k) . . . . .  XLr(k)). (3C) 
In equation (3b), the superscript B denotes the block transpose operation, AieC "×r", 
CRi e C m × m and CL~ e C" × m are the non-trivial block elements, and any superscript T denotes the 
transpose operation. Note that, in general, XRi(k) # Xu(k). The characteristic matrix polynomial 
of the systems in equations (2a-d) and (3a-c) is represented as a monic matrix polynomial, or a 
A-matrix, as 
D(2 ) = lmAt-l- A,Ar-'  + . . .  -Jl- Ar_12 -~I- Ar. (4) 
The system matrices in equations (2c) and (3b) can be block-diagonalized via the block 
Vandermonde matrices [7] as follows: 
V R I A R V R = block diag(Rl, R2, . . . ,  Rr) (5a) 
and 
VLALVL  I = block diag(Li, L2 . . . . .  L,). (Sb) 
The block power method and matrix polynomials 687 
Theorem I
Consider the block state equation in system (2a-d) with 
XR(O) = MR(CIIm, C2I~ . . . . .  c, lm) r
= ((i@I Picl)T, (iffi~I R~Pic2)T, . . . , (i~=I R~-I picr)T)T, (6a) 
where Ms(= VxP) is a modal matrix ofAR, c~ for i = l, 2 . . . .  , r and ct # 0 are the weighting factors 
of the block eigenvectors of A R, P = block diag(Pi, P2 . . . . .  p,) ~ C ~ ×n and P~1R~P~ = Ate C m×=, 
for i = l, 2 , . . . ,  r. The matrices VR, P~, Ri and Ai have been defined in Definition I. Let 
Rt ~ C m x m be the largest right solvent of the complete set of distinct right solvents of DR(X) and 
Itr(R~)l > I*(R~+x)l, for i = 1, 2 , . . . ,  r - l; then, the largest right block eigenvcctor becomes 
lim Xx(k)X£~ t (k) = (Ira, R T, (R2) r . . . .  , (R~-t)T)T. (6b) 
k~oo 
Also, the desired largest right solvent is 
lira XRE(k) X~ ~ (k) -- Rt. (6c) 
k~oo 
Proof. The block state equation in system (2a-d) can be transformed into a block-diagonal form 
via the following similarity transformation [7]: 
XR(k) = MRXj(k). (7) 
The transformed block state equation in system (2a-d) becomes 
Xj(k + 1) = AjXj(k), (8a) 
where 
and 
Aj = M~IARMR = block diag(Ai, A2, • • •, Ar) 
Xj(0) = M~ IX R (0) = (cl Ir,,, C2 Im . . . . .  CrI,,,) T. 
The solution of system (Sa-c) is 
Xj(k) = ((a~c,) "r, (A~c2)T,..., (AkrCr)T) "r. 
Correspondingly, the solution of system (2a-d) becomes 
XR(k) = MRXj(k) 
" PI A~cI" 
= VR e2A~c2 
P,.Ak, c,. 
• piAkc~ 
ill 
= ~ RiPiAkici 
iffil 
~ r - l  k Ri P~Ai ci 
Since Itx(Al)l > [~(At+m)l (from Definition 3), we have 
t I-, lira (AtATl) k = 0.,, 
~ OOm, 
I XRI (k) 1 
L Xsj(k) 3 
for i =j ,  
for i # j  = l, 
for i < j, 
(8b) 
(8c) 
(9) 
(10a) 
(10b) 
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where 0%, is defined as a matrix of dimension m x m with an infinity matrix norm. Hence 
piAkct  )l lim XR(k)X~l (k )= lira VR P2A~c2 P~A~c~ (lOc) 
k~ot~ k~oo : i=1 
PrAkrcr  
=~ 
)-' 
Pi lim Akc iC l l (A? l )*P?  l
i=1 k~ov 
~P~ lim A~c~cf l (A f l )kP f  l 
i l l  k~ov 
( )' ~Pi  lira A~cic2-t(A2-1)kpi -1 
=~ 
Im 
Om = I 
LRI- 
(lOd) 
Thus, we obtain the result in equation (6b). The result in equation (6c) follows directly from 
equation (10d). • 
Corollary 1 
Consider the block state equation in system (2a-d) with 
X R (0) = M R (0 . . . . .  , Or,,, C f ,  0 . . . . . .  Om)X 
= (C, (RjCj) T, (RY CJ) T . . . . .  (R;-~ Cj)T) T, 
where C: e C "×m is a non-singular matrix. Then, we have 
lim XR(k)XR~t(k) T 2 T = ( In,  R j , (R j )  . . . . .  (R ;  - I)T)T 
k ~oo 
and 
(l la) 
( l lb) 
lim XR2 (k) Xff,' (k) = Rj, ( 11 c) 
k~oc 
where the right solvent R: may not be the largest right solvent of D(2). 
Note that when the matrix MR in Corollary 1 is unknown, XR(0) can be chosen as 
XR(0) = (/,,, yr, (y2)T . . . . .  (y,-I)T)T, 
where Y ~ C mxra is an approximant of the solvent Rj. 
Theorem 2 
Consider the block state equation in system (3a-c) with 
XL(0) = (C~Im, C2I,,, . . . . .  C,I.,)M~ 1, (12a) 
where ci for i = 1, 2 . . . . .  r and c~ # 0 are the weighting factors of the block eigenvectors of AL, 
Mr (=QVr)  is a modal matrix of AL, 
Q = block diag(Ql, Q2 . . . . .  Qr) ~ C" ×" and Q~L, Q7 a = A~ C "~ × m 
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The matrices VL, Q~, L~ and At have been defined in Definition 1. Let L~¢C '~m be the largest 
left solvent of the complete set of distinct left solvents of D(A) and la(L31 > I(L+~)l, for 
i -- 1, 2 . . . .  , r - 1; then, the largest left block eigenvector becomes 
Hm X~ll(k ) XL(k ) ~- (Ira, LI, L 2 . . . . .  L't-I) (12b) 
k~oo 
and the desired largest left solvent is 
lim Xc~(k) XL2(k) = Lt. (12c) 
Proof Since the block state equation in system (3a-c) is a block transpose of system (2a-d), 
Theorem 2 can be proved in a similar fashion to Theorem 1. • 
Corollary 2 
Consider the block state equation in system (3a-c) with 
XL(0 ) = (0m, . . . ,  0m, Cj, 0m,. . .  , Ore)Me l, 
where Cj ¢ C = x m i s  a non-singular matrix. Then, we have 
lim X~lt(k )XL(k ) = (In, Lj, L~, . . . .  Lj'-') 
k ~oo 
and 
(13a) 
(13b) 
lim Xu t (k) XL2(k) = Lj, (13c) 
k~oo 
where the left solvent L /may not be the largest left solvent of D(2). 
We observe that the convergence rate of the algorithm in equations (6a-c) depends trongly on 
the ratios of 12~,A to 12~,A, for l = 1, 2 . . . . .  m and i -- 2, 3 . . . .  , r, where {~;,t for l = 1, 2 . . . . .  m} 
are the eigenspectra of R~, for i = 1, 2 . . . . .  r, respectively. The convergence rate of the block 
power method is typically slow when one of the ratios of I.~,l] to 12~,~l, for l = 1, 2 . . . . .  m, and 
i = 2, 3 . . . . .  r, tends to unity. One method to improve the convergence rate is by modifying the 
matrix As with a scalar shift factor of the form (As - cI.), where c is often chosen as 
c = [ -  trace(A~) - trace(RO]/[(r - 1)m] (14a) 
-'~ ~ i , I -  ~I, [(r - 1)m], (14b) 
iffil I~ l  
which is the arithmetic mean of 
~ ~ (R,). 
i -2  
The shifted matrix, (.d R - cI,) with A'~ & A , -  cIm, for i = 1, 2 . . . . .  r, has the same modal matrix 
as AR, but the ratios of I~;.tl to IJl~.d, for l = 1, 2 . . . . .  m and i = 2, 3 . . . . .  r, could be maximized 
to improve the convergence rate. Note that if the arithmetic mean of the system matrix As 
(i.e.- ,,r°,= 
is chosen as the shift factor c, then at least one of the above ratios I,t~.tl to I~;.A could tend towards 
unity. As a result, the algorithm converges lowly. 
Since the m~dmum solvent of the ~-matrix is unknown before we apply the block power method, 
we cannot determine the desired shift factor c exactly. However, from Theorem 1, Xpa(k) (at the 
kth iteration) is an approximant of the maximum solvent, R;; therefore, we can determine an 
approximate shift factor c (defined as a variable shift factor e(k) at the kth iteration) as 
e (k) = [ -  trace(A0 - trace(Xpa(k))]/[(r - l)ml. (14c) 
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Note that the use of the block power method to the shifted matrix will give a solvent of the original 
A-matrix; however, it may not be the desired maximum solvent of the same A-matrix. 
For a special set of weighting factors, ct = 1 and c~ = 0, for i = 2, 3 . . . . .  r, in equation (6a), the 
corresponding initial block eigenvector becomes XR(0) = (I,,, (RO T, (R~) T . . . . .  (RT-~)T)T. Since R~ 
is unknown, the initial block state vector can be chosen as XR(0) = (I,,, Im . . . . .  L,) T for simplicity. 
Algorithm 1--right solvent of a monic matrix polynomial 
Given: a monic A-matrix, 
D(A) = ~ hiA r-i, 
i=0 
of degree r with coefficient matrices, Ai, of  dimension m × m. 
Find: R~, a right solvent of D(A). 
Initialization: XR(0) = (Ira, yT, (yA)T . . . . .  (y,-~)T)T = X(0), where Y is a non-trivial matrix and 
X~(0) = yi-~, for i = 1, 2 , . . . ,  r. Set k = 0. 
Procedure: 
Step 1. Compute the variable shift factor c(k) as 
c (k) = [ -  trace(Al) - trace(XA(k))]/[(r - 1)m]. 
Step 2. Compute the next block state X(k + 1) with block elements X,(k + 1) as 
Xi(k + 1)= -c(k)Xi(k)+X~+~(k), for i = 1,2 . . . . .  (r - 1), 
r - - [  
Xr(~C + l)= -c (k )X , (k ) -  y~ Ar_,X,+~(k). 
i=0  
Step 3. Normalize the block state X(k + 1) to avoid numerical overflow, i.e. 
X(k + 1),=X(k + 1)Xi-'(k + 1). 
Step 4. Compute 6 = II XA(k + 1) - XA(k)II. I f  6 is greater than a specified tolerance or k < r, then 
set k ,= k + 1 and go to Step 1; otherwise, go to Step 5. 
Step 5. Obtain the desired R~ = XA(k). • 
The algorithm for finding a left solvent of a monic matrix polynomial is given below. 
Algorithm 2--1eft solvent of a monic matrix polynomial 
Given: a monic A-matrix, 
D(A) = ~ Ai Ar-i, 
i=O 
of degree r with coefficient matrices, A~, of dimension m × m. 
Find: Li, a left solvent of D(A). 
Initialization: Xe(O)=(Im, Y, y2 . . . .  , Yr - t )=X(0) ,  where Y is a non-trivial matrix and 
X,.(0) = y i - l ,  for i = 1, 2 . . . . .  r. Set k = 0. 
Procedure: 
Step 1. Compute the variable shift factor c(k) as 
c (k) = [ -  trace(A0 - trace(X2 (k))]/[(r - 1)m]. 
Step 2. Compute the next block state X(k + 1) with block elements X~(k + 1) as 
X~(k + 1)= -X,.(k)c(k)+X~+l(k), for i=  1,2 . . . . .  (r - 1), 
r - - I  
Xr(k .-1- 1)= -Xr (k )c (k  ) - 2 Xi+,(k)Ar-i" 
i=O 
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Step 3. Normalize the block state X(k + 1) to avoid numerical overflow, i.e. 
X(k + 1),=Xi-'(k + 1)X(k + 1). 
Step 4. Compute 6 = [[ X2(k + 1) - X2(k)II. If 6 is greater than a specified tolerance or k < r, then 
set k ,= k + 1 and go to Step l; otherwise, go to Step 5. 
Step 5. Obtain the desired L, = X2(k ). • 
Some complicated procedures have been proposed in Refs [7,9, 10, 16] for obtaining the 
left solvent, L (the right solvent, R), of D(2), given its corresponding right solvent, R (left 
solvent, L), with o(R)  = o (L). A simple procedure is proposed in this paper to solve this problem. 
From Theorems 1 and 2, we observe that if we let XR(0)= X~.(0) and apply the respective 
Algorithms 1 and 2, then the resultant right solvent (R) and left solvent (L), respectively, would 
satisfy o(R)= o(L)  and o'(XRi(k))= O(XLi(k)) because A R -----A~ and XR(0)= X~(0). Therefore, 
given a left solvent (L), if XR(0) = (In, L T, (L2) T . . . . .  (L r- I)T)T is used in Algorithm 1, then, the 
obtained right solvent (R) possesses the property o(R)= o(L).  
4. ALGORITHMS FOR THE COMPLETE SET OF SOLVENTS AND 
SPECTRAL FACTORS OF A MONIC MATRIX POLYNOMIAL 
The complete set of solvents and spectral factors of a monic matrix polynomial can be 
determined via the proposed block power method in conjunction with a matrix long-division 
method. The procedures are described in the following. First, Algorithm 1 is applied to find a right 
solvent, R~, of the A-matrix, D(2). Next, Algorithm 2 is utilized to find an associated left solvent, 
SI, of D(A) by choosing the initial block state in Algorithm 2 as XL(0)= (Ira, R~, R~ . . . . .  i~-m). 
This left solvent SI possesses the property o(S~)= o(Rm). A deflated ).-matrix of D(A), DL:(A), 
can be obtained by factoring out the linear spectral factor, Aim- Sin, from D(2) via a matrix 
long-division method, i.e. 
D (A) = (him -- Si) DLl (2) (15a) 
or 
DLI(A ) -- (Ai m -- Sl)-ID (A). (15b) 
Then, Algorithm 1 is employed again to find a right solvent, R2, of DLI0"), which is also the desired 
second right solvent, R2, of D(A). This statement can be verified as follows. 
Substituting the determined right solvent, R2, in equation (15a), we have 
D(R2) = DL,(R2) x /~2-  S, x DLI(R2). (15c) 
Since DI.~(R2) = 0m; therefore, by the definition of the right solvent of D(A), D(/~2) = 0m. AS a 
result, R2 is a right solvent of D(2). 
The above procedures are repeated, until the complete set of right solvents (/~i, i = 1, 2 . . . . .  r) 
and associated left solvents (Si, i = 1, 2 . . . . .  r) of the deflated Du(A) are sequentially obtained. 
Thus, the desired complete set of right solvents of D(A) are R~(=Ri), for i = 1, 2 , . . . ,  r, and the 
spectral factorized D (4) becomes 
D(A) = (him - S,)(AIm -- $2) . . . . .  (Aim - S,). (16) 
The algorithm to determine the solvents can be summarized as follows: 
Algorithm 3--complete sets of left spectral factors and right solvents of a monic matrix polynomial 
Given: a monic A-matrix, D(A), of degree r with coefficient matrices of dimension m x m. 
Find: the complete set of left spectral factors, Si, i = 1, 2 . . . . .  r, and the corresponding set of right 
solvents, R~, i ffi 1, 2 . . . . .  r. 
Initialization: set index i = 1, and let D0(A)= D0.). 
692 J.S.H. TSAI et al. 
Praeedure: 
Step 1. Apply Algorithm 1 to D,_ ,().) to solve for R,. Then, employ Algorithm 2 (using R, as the 
initial matrix, Y, to construct XL(0)) to D,_ ,().) for obtaining the left solvent L~(= S,). 
Step 2. Compute the deflated ).-matrix, D,(2) of degree n - i ,  by factoring out ()` I"-  S,) from 
D,_,(2) using a matrix long-division method, i.e. 
D,()`) = (slm - S,)-'D,_, ()`). 
Step 3. Raise the index, i .'= i + 1. If i < r, then go to Step 1; otherwise, go to Step 4. 
Step 4. Set the last deflated ).-matrix, D,_ l().), to be equal to zero and solve the last solvent, R,, 
which is also the last spectral factor, S,. 
R~ul t :  the spectral factorized D().) becomes 
D().) = (2I,, - S,) (2I,. - $2) . . . . .  ().I,, - S,_ ,)(21,. - S,) 
and the complete set of right solvents of D (2) is R,, for i = 1, 2 . . . . .  r. Note that S, and R, have 
the same eigenspectra for i = 1, 2 . . . . .  r. • 
Algorithm 4--complete sets of right spectral factors and left solvents of a monic matrix polynomial 
Given: a monic )`-matrix, D(2), of degree r with coefficient matrices of dimension m × m. 
Find: the complete set of right spectral factors, S,, i = 1, 2 . . . . .  r, and the corresponding set of left 
solvents, L,, i = 1, 2 . . . . .  r. 
Initialization: set index i = 1, and let Do(A) = D(2). 
Procedure: 
Step 1. Apply Algorithm 2 to D,_ ~(2) to solve for L~. Then, employ Algorithm 2 (using L~ as the 
initial matrix, Y, to construct Xr(0)) to D~_ ,(2) for obtaining the left solvent R ; (= S,). 
Step 2. Compute the deflated 2-matrix, D,(2) of degree n - i ,  by factoring out (21"-  S,) from 
D,_,(2) using a matrix long-division method, i.e. 
0,(2) = 0,_ ,(2)(sI,, - S~)-'. 
Step 3. Raise the index, i ..= i + 1. If i < r, then go to Step 1; otherwise, go to Step 4. 
Step 4. Set the last deflated ).-matrix, D,_ ~(2), to be equal to zero and solve the last left solvent, 
L,, which is also the last spectral factor, S,. 
Readt: the spectral factorized D()`) becomes 
0(2)  = (2I,. - Sr ) (2 I , , ,  - Sr-- ,) . . . . .  ()`Ira - -  S2) ( ) . Im - -  S , )  
and the complete set of left solvents of D().) is L,, for i = 1, 2 . . . . .  r. Note that S~ and L, have 
the same eigenspectra for i = 1, 2 . . . . .  r. • 
5. ALGORITHMS FOR SOLVENTS AND SPECTRAL FACTORS 
OF GENERAL MATRIX POLYNOMIALS 
In this section, we generalize the algorithms developed in the previous ection to cover general 
classes of 2-matrices which have non-singular polynomial matrices. 
Let a given regular matrix polynomial be 
D(2)= Ao)`" + A1)`r-I + "'" + Ar-I)` + Ar. (17a) 
Then, A0 can be factored out from D0,) to result in a monic A-matrix,/)()`), i.e. 
/)(2) = I , .2 '+ ~,il2'-' + • • • + ~,i,_,2 +.zi,. (17b) 
This conversion enables the algorithms described in Section 4 to be applied to equations (17a, b) 
for the computation of the complete set of solvents and spectral factors. 
The block power method and matrix polynomials 693 
If the matrix polynomial in equation (17a) has a singular leading coefficient matrix, det(A0) = 0; 
then, we cannot directly apply the algorithms described in Section 4. Therefore, we introduce two 
methods, the inverse block power method and the shift block power method for finding the solvents 
and spectral factors of a non-singular polynomial matrix. The introduced methods will rearrange 
the coefficient matrices of the corresponding matrix polynomial so that Algorithms 3 and 4 can 
be applied. 
(a) Inverse block power method 
Given: 
D(s) = ~ Ai s'-i, 
i -O  
at least one of At, for 0 ~< i ~< r - 1, is non-singuiar and det(A,) # 0, where Ai~ C rex= and s is a 
complex variable. 
Find: Ri, one of the right solvents of D(s). 
Procedure: 
Step 1. Form/5(s), where 
/5(s) =ATID(s-I)s "= ~ ~--1"4 r--i " - r  " - r - - i  s " 
i=0  
Step 2. Apply Algorithm 1 to/5(s) to find R~, and compute the desired Ri= (/~i) -m. • 
In a similar fashion, the desired left solvent Ll can be obtained by switching the order of matrix 
multiplication,/5 (s)= s'D (s-~)A 7 ~, and then applying Algorithm 2 to/5 (s). 
(b ) Shift block power method 
Given: 
D(s) = ~ Ais "-l, 
i=O 
with all ~j > 0, for j = 1, 2 . . . . .  m, where Aie C" x % s is a complex variable, and ~j is the highest 
degree of the elements in the jth column of the corresponding polynomial matrix, D [s]. 
Find: Ri, one of the right solvents of D(s). 
Procedure: 
Step 1. Select a constant k to form 
" - i  
i - -0  i - -  I 
such that at least one of A;, for 0 ~< i ~< r - 1, is non-singular, and det(,~,) # 0. 
Step 2. If det(A0)= 0 (e.g., A0 is singular), then apply the inverse block power method to get a 
fight solvent Ri; else, normalize A0 to Im and apply Algorithm 1 to get Ri. 
Step 3. The desired Ri -- Ri - klm. • 
Similarly, we can obtain the desired left solvent, L; by switching the order of matrix multiplication 
and then applying Algorithm 2 to the above/~ (~). 
We now extend the algorithms described in Section 4, which solve the complete set of 
solvents and spectral factors of a monic 2-matrix, to the general classes of 2-matrices which have 
corresponding on-singular polynomial matrices. Basically, it requires an additional procedure to 
convert a non-row-reduced (non-column-reduced) 2-matrix to a row-reduced (column-reduced) 
2-matrix. In other words, if the A-matrix is row-reduced (column-reduced), then we can proceed 
in a similar fashion to that outlined in Section 4; otherwise, we must find a unimodular matrix 
that would make the polynomial matrix row-reduced (column-reduced). Then, the following 
algorithms can be used to solve the complete sets of solvents and spectral factors of a general 
-matrix. 
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Algorithm 5--complete sets of right and left solvents of a non-singular polynomial matrix 
Given: 
D(s) = ~ Ai s'-i, 
i=0 
a general matrix polynomial with distinct block solvents and det(D [s]) ~ 0, where A; ~ C m x,  and 
s is a complex variable. 
Find: the complete set of right (left) solvents of D(s). 
Procedure: 
Step 1. If all Kj > 0, for j = 1,2 . . . . .  m, and det(Dhc)# 0, then go to Step 3. Dhc is the highest- 
column-degree coefficient matrix of D[s]. 
Step 2. If any ~j = 0, for j  = 1, 2 . . . . .  m, or det(Dh¢) = 0, then find a left (right) unimodular matrix, 
U[s], such that U[s]D[s](D[s]U[s]) is a row-reduced (column-reduced) A-matrix with 
fly#0, fo r j  = 1, 2 . . . . .  m. 
Step 3. Apply the inverse block power method to find the right (left) solvent of the updated D (s). 
Step 4. Apply the appropriate algorithms in Section 4 for solving the complete set of solvents 
of a monic matrix polynomial, and then go back to Step 1 withthe updated D(s). The 
procedure continues, until we get all r' right (left) solvents, or the deflated A-matrix 
becomes a unimodular matrix. • 
Note that the obtained right (left) solvents of the corresponding U[s]D[s](D[s] U[s]) are the 
right (left) solvents of D (s). However, the left (right) solvents of the U [s] D [s] (D [s] U [s]) are not 
the left (right) solvents of D(s). 
Algorithm 6--complete sets of spectral factors of a non-singular polynomial matrix 
Given: 
D(s) = ~ Ais "-~, 
i=0 
a general matrix polynomial with distinct block solvents and det(D [s]) ~ 0, where A~ e C m × m and 
s is a complex variable. 
Find: the complete set of spectral factors of D(s). 
Procedure: 
Step 1. If all gj > 0, for j = 1, 2 . . . . .  m, and det(Dhc)# 0, then go to Step 3. 
Step 2. If any ~j = 0, for j  = 1, 2 . . . . .  m, or det(Dhc) = 0, then find a unimodular matrix, U[s], such 
that 
Case 1: D'[s] = U[s]D[s], if the search sequence of spectral factors is from the left-most 
to the right, 
Case 2: D'[s] = D [s] U[s], if the search sequence of spectral factors is from the right-most 
to the left; 
D'[s] denotes a row-reduced or column-reduced A-matrix, such that ~j # 0, for 
j = 1, 2 . . . . .  m and det(Dh¢) ~ 0. 
Step 3. Maintain the previous earch sequence of spectral factors if the procedure isa continuation 
of Step 1; else, reverse the search sequence of spectral factors from either left to right or 
right to left. 
Step 4. Apply the appropriate algorithms in Section 4 for obtaining the spectral factors of the 
updated D (s), and then go back to Step 1. The procedure continues, until we have obtained 
all r' spectral factors, or the deflated A-matrix becomes a unimodular matrix. • 
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Let us summarize the search sequence of spectral factors of D(s), Sj, as follows: 
If D(s) and the updated D(s) (or the deflated D(s)) are all row-reduced (column- 
reduced) A-matrices, then the search sequence of the spectral factors of D (s) can be 
listed as Si, $2, $3 . . . . .  S, (S~ . . . . .  S;, S~, S~). When any D(s) or the updated D(s) 
(or the deflated D(s)) is not a row-reduced (column-reduced) 2-matrix, then a 
unimodular matrix, U,[s] (Uo[s]) is to be found. Then, the search sequence should 
be modified as 
S,, S2 . . . . .  S~, U,[s] . . . . .  Sk + 2, S~ + ,(S~+ ,, S~+ 2 . . . . .  Uo[s], S: . . . . .  S~, S~) 
where, in general, Si ~ S:, Ur[S] ~ Uc[s], and k may not be equal to j. 
6. ILLUSTRATIVE EXAMPLES 
Example I 
Given a matrix polynomial, D (s), or a non-singular polynomial matrix, D [s], as 
0 3 D(s)=(~ ~)ss+(l~ 5 00)s4-1-(4 ~ 1)s +(766 -2' 2 /.28 205 ) ,.,~' +c,, _~),+(_39.,_18 
sS+l l .5s4+46s3+76s2+28s- -39 .5  --2s2--4s + 2.5~ = 
= 6s 2 + 33s -- 18 s 3 + 5.5s 2 -  3s ,] D[s], 
find the complete set of fight and left solvents of D(s). 
Case 1. Solve all the fight solvents of D(s). 
Step 1. Since ~1(= 5) # 0, ~2(= 3) # 0, Dh¢ = 12 and det(Dho) ~ 0, applying the inverse block power 
method with XR(0) = (Ira, I,, . . . . .  Ira) r and an error tolerance UY2(k + 1) - Y2(k)II ~< 10 -6, 
gives 
R1=(005 005)and L~=(005 0~5)" 
Step 2. Form DLI(S ) to solve for R2, where DLl(S)= (s I2-  L~)-ID(s), i.e. 
0 2 79 0'3 +(lO +Co o') 
Since gl(=4) # 0, 1~2(= 2 ) ~ 0, D~ =/2 and det(Dhc) ~ 0, applying the inverse block power 
method results in 
(-~6 606)  :~_,.~,,,,~ 0~909~ 
Re= 0.1 667 and L~ \-1.136359 -0.318180,]" 
Step 3. Form DL2(S) to solve for R3, i.e., 
DL2(S) = (sI2 -- L~)-l(sl2 - L ~)-iD(s) = (sI2 - L'2)-IDLI(s) 
 )s3+(,03,8,85 0 2,3,.,8,8,60 
-,.,36~9 op +t-,,.3~3~9, /  
( ~9.,6370~ -~.~90~08] 
+ \-29.227180 5.681820,/" 
Since gl(=3) ~ 0, g2(= 1) ~ 0, D~ = 12 and det(D~) ~ 0, employing the inverse block 
power method yields 
(:'0 D ( 0681~9 ,,9o~o~ 
R3 = and L~= -6.206535 -5.681820]" 
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Step 4. Form DL3(S ) to solve for R4, i.e., 
DL3(s) = (sI2 -- L'3)-'(sI2 - L~)-l(sI2 -- L~)- 'D(s)  = (sI2 - L;)- 'DL2(s) 
0 2 11 0 30 
=(~ O) s +(-7.342894 0) s+(-37.914566 ~)" 
Because if2 = 0, the inverse block power method can not be directly applied to DL3(S ) 
for solving P~. Let us find a left unimodular matrix, Ur[s], such that Ur[s]DL3[S] is a 
row-reduced A-matrix with non-zero Ke, for i = 1, 2, i.e., 
Then, 
D[3(s)= Ur[S]DL3[S]=(Io 0.136186s\ 1 ) DL3 [S ] 
( o) 
= -7.342894 s + -37.914566 1 
=(10 0'~ 4 /'12 0'~ 3 /'52 0'~ 2 /'102 79 
O) s +~ 0 O) s +~ 0 1) s +~, 6 62)s+(36  05)  . 
Since ~1(=4)$0, ~2(=3)$0, Dh¢ =Is and det(Dh¢)$0, using the inverse block power 
method, we obtain 
(-1.681815 0.409092'~ ( -2  0.166667) 
L2= 1.136359 -0.318180] and R~= -6  
Step 3. Form Din(s) to solve for L3, i.e., 
Dm.(s) = D(s)(sI2 - R~)-t(sI2 - R'2)-' = DR,(S)(SI2 -- R~) -~ 
=(10 0"~ 3 /10 0.166667'~ 2 /'31 1.66~667)s+(300 3.1666667 ) 
o y+ o 
Since det(Dh¢) = 0, we need to find a right unimodular matrix, Uc [s], such that Dpa [s] U¢ [s] 
is column-reduced with Dho = 12 and det(Dh¢)S 0, i.e., (1 
OK(s)  = Opa[sl U¢[sl = Opa[sl -6s  
=(_06 0.1606667)s2+(_1326 1.66~667)s+(3 ~ 3.166667). 
Applying the inverse block power method to the above D~a(s), gives 
=(--2.529416--0.058822) (06  0.166667) 
L3 \--4.235319 --2.470572,/ and R~= _ _ . 
Thus, we have obtained all the right solvents (R~ . . . . .  R4) of D(s). 
Case 2. Solve for all the left solvents of D (s). 
Step 1. Since ff~( = 5) S 0, x2( = 3) S 0 and det(Dh¢) S 0, utilizing the inverse block power method 
with XL(0) = (I,,, I m . . . . .  Ira) and an error tolerance II X2(k + 1) - X2(k)II ~< 10 -6, we obtain 
(7 
Step 2. Form Drtl(s) to solve for L2, i.e., 
DR, (s )  = D(s ) (s I2  - R ' , )  -~ 
(-5.163436 0.136186'~ 
R,=Ao ' ( -A , )=\  1.004082 -5.836571J" 
Step 4. 
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Form Dn3(s ) to solve for/-,4, i.e., 
DR3($ ) ---- D(8) ($ I  2 - -  R~) -1 ($ I2  - -  R.~) -I U¢[s]($12 - -  R; )  - I  
= D~u(s)(sI2 - .R;) - I  
=(_ :  0'1606667)s+(_366 0'833333)=Aos+A,. 
Thus, 
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Step 2. Form D~(s) to determine $2, i.e., 
D1(s) = (sI2 - Si)-lD(s) 
= (~ ~)S4 +(1~ 0'X 3 /52 0"X 2 /102 79 1j, o') 
Since gt(=4) ~ 0, g2(=2) # 0, D~ = 12 and det(Dh~) ~0, applying the inverse block power 
method to D (s) gives 
( -  1.681815 0.409092\ , 
$2= \_1.136359 -0.318180)= L2" 
Step 3. Form D2($ ) to determine S3, i.e., 
D2(s) = (sic - S2)-t(sI2 - Si)-t  D(s) = (sI2 - S2)-' Dl(s) 
=I10 0"~ 3 / 10.318185 (34 .181846 
0)s +~_1.136359 00)s2 + 0 \-11.36596 l / s  
( .86370: -1 9090   
+ \-29.227180 5.681820]" 
Since ~l(= 3) # 0, ~2(= 1) # 0, Dh¢ =/2 and det(Dh¢) # 0, utilizing the inverse block power 
method yields 
=(  0.681829 1.590908~ = 
$3 \_6.206535 -5.681820] L~. 
Step 4. Form D3(s ) to determine $4, i.e., 
D3(s)  = (s I2  - S3) - ' ( s I2  - S2) - ' ( s I2  - S,)-'D (s) = (sI~ - S3) - '  D~(s)  
11 
= ( 1000) s2+ (-7.34289400Is+ (-37.91456630 ~). 
L 4 -- ( -A l )Ao  I = 
L~, i = 1, 2, 3, 4, are the desired left solvents of D(s). Note that Ur[s] # Uc[s]. 
Example 2 
Given the same D(s) as shown in Example 1, find the complete set of spectral factors of D(s) 
with the search sequences starting from the left-most and the right-most, respectively. 
Case 1. The search sequence starting from the left-most. 
Step 1. Since rl(= 5) # 0, ~2(= 3) # 0, D}~ =/2 and det(Dh,) # 0, applying the inverse block power 
method with XL(0) = (Ira, Im . . . . .  I , )  and an error tolerance [] X2(k + 1) - X2(k) II -< 10 -6 
to the D(s), we obtain 
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Because ~2 = 0, we construct a left unimodular matrix, Ur[s], such that Ur[S]D3[s ] is 
row-reduced with non-zero ~, for i = 1, 2. Then, we reverse the search sequence from the 
left-most o the right-most to obtain 
Thus, we obtain 
D~(s)= Ur[s]D3[s]=(lo 0"136186s) D3[s ] l  
(5 .836567 0.136186) ( 30 01) 
= s + -37.914566 " 
- 7.342894 
(-5.163436 0.136186)= 
$4=\  1.004082 -5.836571,] L~. 
Step 5. Form D4(s) to determine the unimodular matrix of D3[s], i.e., 
D4(s )=D3(s ) (s I2 -84)_  l = (s + 5.836581_7.342894 0"130186)= U,[s]. 
Hence, the desired complete set of spectral factors of D(s)  can be written as follows: 
D(s)  = (sI2 - $1)(si2 - $2) (sI2 - $3)U,[s](sI2 - S4). 
Note that Ur[s] ~ U,[s]. 
Case 2. The search sequence starting from the right-most. 
Applying Algorithm 6, we obtain an alternative set of spectral factors of D (s), 
O(s)  = (sI2 - S'3)(si2 - ¢'~ U' [sl(sI2 - S~)(sI2 - S'l), 
where 
and 
__(Oo5 
-2.529416 
S; = \-4.235319 
Note that U,[s] # U,[s].  
-0.058822) 
-2.470572,]' 
0,6666 ) 
( :0 880:  
S~= -1.764668 -3.529453,] 
(s 0,6666 ) 
U,[s] = _6 
7. CONCLUSION 
The (scalar) power method for computing the largest eigenvalue and associated eigenvector f 
a matrix has been extended to a block form for finding the largest block eigenvalue (solvent) and 
associated block eigenvcctor f a matrix. Also, a computational procedure has been devdoped for 
finding the solvents and spectral factors of a general non-singular polynomial matrix, which may 
not be monic and/or co-monic. The obtained solvents can be used to carry out the block partial 
fraction expansion [8, 9] of a rational matrix and the parallel decomposition of a multivariable 
control system for block-pole placement [22] and model reduction [7]. Also, they can be utilized 
for decomposing a multivariable control system in a cascaded form for block modal control [23] 
and a block controller ealization [24]. In addition, the proposed method can be employed to carry 
out the block spectral factorization of a matrix polynomial for problems in optimal control, 
filtering and estimation [12, 25]. 
The block power method and matrix polynomials 699 
The advantages of the block power method are that, it is easy to implement and the block 
cigenvector and associated dominant block cigenvalue are generalized at the same time. However, 
the usefulness of the block power method epends on the choice of a non-trivial block cigenvcctor 
and the ratio of the two block cigenvalues of the largest magnitude. Since the ratio of the two block 
eigenvalues dictates the rate of the convergence, we have proposed a variable shift factor, c (k), 
based on the arithmetic mean of the eigenvalues of the matrix, for possible nlargement of this 
ratio. The relationship between the choice of a shift factor and the rate of convergence of the 
(scalar) power method have been discussed by Wilkinson [2]. The choice of an optimal shift factor, 
the numerical stability of the proposed algorithm and the computational procedure for finding the 
solvents of a matrix polynomial with repeated solvents need to be investigated further. 
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