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Abstract: We investigate the scheduling problem for failure-prone transfer
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old based on these models. Simulation studies show that the procedure can
converge to near optimal threshold values.
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1.1 INTRODUCTION
This paper considers the scheduling of transfer lines, illustrated in Figure 1.1,
with unreliable machines. In Figure 1.1, Machine 1 produces material, tem-
porarily stored in a holding buﬀer, x1, that will be processed by Machine 2.
The ﬁnal product from Machine 2 is distributed to meet demand, d. The buﬀer
x2 either represents inventory (for x2 positive) or backlog (for x2 negative). For
further background and motivation for the study of transfer lines, see the text
[6].
The objective in scheduling for transfer lines is to meet the demand while
balancing inventory costs and backlog costs. This is complicated by the pos-
sibility of unreliable machines, and hence uncertain intervals of operation and
downtime.
Figure 1.1 Transfer Line
In the pioneering works of [10, 1, 3], the authors consider a one-machine
problem with a constant demand and machine failures and repair modeled as a
Markov process. These works show that the optimal scheduling policy is a so-
called threshold, or hedging point, policy. That is, the machine should produce
at full capacity whenever the machine is operational and the inventory is less
than a speciﬁed threshold. At the threshold, the machine should produce just
enough to meet demand. For further reference, see also [6, 7, 12, 14, 16, 18].
For the one-machine problem, there are closed form expressions for the op-
timal hedging point. However the two-machine case is considerably more com-
plicated, and to date there are no closed form expressions for optimal schedul-
ing policies. Signiﬁcant work has been done to ﬁnd the structure of optimal
scheduling policies. Reference [17] uses dynamic programming to show that the
optimal policies can be determined in terms of certain switching surfaces. For
further work, see [11, 15]
An approach to simplify the problem is to limit the class of policies to indi-
vidual machine hedging point policies. The optimization problem then becomes
determining optimal threshold levels. Even in this limited case, closed form ex-
pressions for optimal threshold levels are not available. Reference [5] computes
hedging points by computing the steady-state probability density function for
the buﬀer levels. References [19] use perturbation analysis to estimate cost
function gradients with respect to threshold values and then prove the con-
vergence of stochastic gradient search algorithm to obtain optimal threshold
values.
In this paper, we will pursue a decomposition approach to ﬁnding thresh-
old values. The idea is to iteratively compute threshold values based on past
observations by breaking the transfer line into one-machine subsystems andA DECOMPOSITION APPROACH TO SCHEDULINGOF FAILURE-PRONE TRANSFER LINES 3
solving one-machine optimal threshold problems. These one-machine problems
are based on each machine forming a model of the downstream demand behav-
ior and the upstream supply behavior. The iterations of system observation
and threshold update continue until convergence is reached in the cost func-
tion. Reference [9] also investigates a decomposition approach. The author
presents a non-iterative procedure to derive a threshold policy based on ana-
lytical expressions for optimal cost in one-machine problems.
The remainder of this paper is organized as follows. Section 2 presents the
problem formulation. Section 3 presents results for one-machine systems which
will form the foundation for the decomposition procedure stated in Section 4.
Finally, Section 5 presents the results from a numerical study of the decompo-
sition approach.
Notation: The notation o(t) means limt→0
o(t)
t = 0, and diag[a] denotes a
diagonal matrix A with the vector a along the diagonal.
1.2 PROBLEM FORMULATION
We will consider the problem of optimal scheduling for the two machine transfer
line illustrated in Figure 1.1. The system dynamics are
˙ x1(t) = α1(t)u1(t) − α2(t)u2(t) (1.1)
˙ x2(t) = α2(t)u2(t) − d (1.2)
where xi denotes the ith buﬀer size, ui denotes the ith machine production,
d denotes a constant demand, and αi takes values 0 or 1 and denotes the
operational status of the ith machine. Prior work [2] has shown that such
continuous ﬂow models are good approximations of actual discrete part models
if the averagetimes to failure and repair are much largerthan averageprocessing
times.
We will model each machine state as a Markov process with transition rate
matrix
Pi =
 
−pi(01) pi(01)
pi(10) −pi(10)
 
The production rates must satisfy the constraints
0 ≤ u1(t) ≤ µ1
0 ≤ u2(t) ≤
 
µ2 x1(t) > 0,
0 x1(t) = 0,α1(t) = 0
The constraint on u2(t) reﬂects the possibility of Machine 2 starvation, i.e., a
condition where Machine 2 is operational while Machine 1 is down and buﬀer
x1 is empty. For convenience, we will assume that
µ1 > µ24
The objective is to derive scheduling policies which optimize the expected
average cost
lim
T→∞
1
T
E
  T
0
[c1x1(t) + c
+
2 x
+
2 (t) + c
−
2 x
−
2 (t)]dt, (1.3)
where x
+
2 = max(x2,0), x
−
2 = max(−x2,0), and c1,c
+
2 ,c
−
2 ≥ 0.
We will restrict ourselves to hedging point policies, deﬁned by the threshold
values z1 and z2,
u1(t) =
 
u2(t) if x1(t) = z1
µ1 if x1(t) < z1
and
u2(t) =



d if x2(t) = z2 and x1(t) > 0
µ2 if x2 < z2 and x1 > 0
0 otherwise
(1.4)
As mentioned in the introduction, the explicit computation of optimal hedg-
ing points is eﬀectively prohibited by analytical and computational diﬃculties.
Therefore, we will pursue a suboptimal heuristic approach based on a decom-
position into two one-machine problems. Towards this end, the follow section
states optimal scheduling results for one-machine problems.
1.3 ONE MACHINE PROBLEMS
In this section, we consider the problem of one unreliable machine with demand,
˜ d, as illustrated in Figure 1.2. The system dynamics are
˙ x(t) = α(t)u(t) − ˜ d(t) (1.5)
where x and u represent inventory and production, respectively; α denotes the
machine state with values 0 (down) and 1 (operational). We will model machine
failure and repair behavior as a Markov process with transition rate matrix
 
−p01 p01
p10 −p10
 
where pij denotes the rate of transfer from state i to state j. Furthermore, the
control, u(t), must satisfy the machine capacity constraint
0 ≤ u(t) ≤ µ
The following subsections discuss the two cases of
Random demand with backlog prohibited
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1.3.1 Random Demand with Backlog Prohibited
We ﬁrst consider the dynamics (1.5) where the demand, ˜ d, is random with
values {0,d1,d2}, and backlog, or negative inventory, is prohibited. A new
form of system dynamics that reﬂects the prohibited backlog is
˙ x(t) =



u(t) − ˜ d(t) α(t) = 1
−˜ d(t) α(t) = 0,x(t) > 0
0 α(t) = 0,x(t) = 0
The demand is modeled as a Markov process with transition rate matrix


−(r01 + r02) r01 r02
r10 −(r10 + r12) r12
r20 r21 −(r20 + r21)

.
Figure 1.2 One Machine with Demand
Our objective is to minimize the cost
lim
T→∞
1
T
E
  T
0
cx(t) + c01(x(t) = 0,α(t) = 0, ˜ d(t) > 0)dt (1.6)
where 1(·) denotes the indicator function. This cost penalizes inventory through
the term cx(t) while penalizing unsatisﬁed demand through the term c01(·).
We will be interested in threshold policies of the form
u(t) =



˜ d(t) if x(t) = z
µ if x(t) < z
0 otherwise
where the threshold value z is called the hedging point.
We will follow a fairly standard approach in optimizing the hedging point.
We will derive diﬀerential equations and boundary conditions which must be
satisﬁed by a steady state probability distribution function, denoted f(x,α, ˜ d).
By solving these diﬀerential equations, the cost function can be computed, and
hence optimized, as a function of the hedging point. For related results, see
[4, 8].
Deﬁne the vector
f(x) = (f(x,0,0) f(x,0,d1) f(x,0,d2) f(x,1,0) f(x,1,d1) f(x,1,d2))
T6
Theorem 1 The density functions f(x) satisfy
diag



 



0
d1
d2
−µ
(d1 − µ)
(d2 − µ)



 



df(x)
dx
(1.7)
= diag


 




p01 + r01 + r02
p01 + r10 + r12
p01 + r20 + r21
p10 + r01 + r02
p10 + r10 + r12
p10 + r20 + r21


 




f(x) −


 




0 r10 r20 p10 0 0
r01 0 r21 0 p10 0
r02 r12 0 0 0 p10
p01 0 0 0 r10 r20
0 p01 0 r01 0 r21
0 0 p01 r02 r12 0


 




f(x)
Note that f(x,0,0) can be expressed as a linear combination of the remaining
functions by the ﬁrst algebraic equation.
The set of diﬀerential equations (1.7) describe the steady state distribution
for 0 < x < z. At x = 0 and x = z, there are probability masses denoted by
p(z,1,0), p(z,1,d1), p(z,1,d2), p(z,0,0), p(0,0,0), p(0,0,d1), and p(0,0,d2).
The probability masses for other machine and demand states equal 0, e.g.,
p(z,0,d1) = 0 because x(t) is decreasing whenever α = 0.
We now state expressions relating the non-zero probability masses and the
boundary conditions for (1.7). We will only consider the case µ > d2:
p01
p01 + p10
= p(z,1,0)+ p(z,1,d1) + p(z,1,d2) (1.8)
+
  z
0
[f(x,1,0) + f(x,1,d1) + f(x,1,d2)]dx
−(p01 + r01 + r02)p(z,0,0) + p10p(z,1,0) = 0 (1.9)
p01p(z,0,0) − (p10 + r01 + r02)p(z,1,0) + r10p(z,1,d1)
+r20p(z,1,d2) + µf(z,1,0) = 0 (1.10)
r01p(z,1,0) − (p10 + r10 + r12)p(z,1,d1) + r21p(z,1,d2)
+(µ − d1)f(z,1,d1) = 0 (1.11)
r12p(z,1,d1) − (p10 + r20 + r21)p(z,1,d2) + r02p(z,1,0)
+(µ − d2)f(z,1,d2) = 0 (1.12)
r01p(z,0,0) + p10p(z,1,d1) − d1f(z,0,d1) = 0 (1.13)
r02p(z,0,0) + p10p(z,1,d2) − d2f(z,0,d2) = 0 (1.14)
−(p01 + r01 + r02)p(0,0,0) + r10p(0,0,d1)A DECOMPOSITION APPROACH TO SCHEDULINGOF FAILURE-PRONE TRANSFER LINES 7
+r20p(0,0,d2) = 0, (1.15)
r01p(0,0,0) − (p01 + r10 + r12)p(0,0,d1) + r21p(0,0,d2)
+d1f(0,0,d1) = 0 (1.16)
r12p(0,0,d1) − (p01 + r20 + r21)p(0,0,d2)
+r02p(0,0,0) + d2f(0,0,d2) = 0 (1.17)
p01p(0,0,d2) + (d2 − µ)f(0,1,d2) = 0 (1.18)
p01p(0,0,0) − µf(0,1,0) = 0, (1.19)
p01p(0,0,d1) − (µ − d1)f(0,1,d1) = 0 (1.20)
In terms of the steady state distribution, the cost (1.6) now takes the form
J(z) = c
6  
i=1
  z
0
xfi(x)dx + c0(p(0,0,d1) + p(0,0,d2))
+zc(p(z,0,0)+ p(z,1,0) + p(z,1,d1) + p(z,1,d2))
The diﬀerential equation (1.7) with boundary conditions (1.8)–(1.20) can be
solved numerically to obtain the overall steady state distribution as a function
of the hedging point, z. A simple numerical search can then be used to optimize
the hedging point.
1.3.2 Constant Demand with Backlog Permitted
We now consider the case where backlog is permitted, and the demand, ˜ d, is
constant. The objective is to minimize
lim
T→∞
1
T
E
  T
0
c+x+(t) + c−x−(t)dt
where inventory is penalized by the term c+x+(t) and backlog is penalized by
the term c−x−(t).
This optimization was considered in [3], which contains closed form expres-
sions for the optimal hedging point. The details are omitted here. For further
discussion, see [6].
1.4 TWO MACHINE PROBLEM VIA DECOMPOSITION
Figure 1.3 Decomposed Tandem Machines8
We will now take a decomposition approach to the two-machine problem.
The idea of the decomposition, illustrated in Figure 1.3, is to replace the ma-
chine interaction by a false demand, ˜ d, for the ﬁrst machine and a false supply,
S, for the second machine. The decomposed system dynamics are written as
˙ x1(t) = α1(t)u1(t) − ˜ d
˙ x2(t) = ˜ α2(t)u2(t) − d
where the false supply S and the machine state α2 are combined to form a new
machine state ˜ α2.
Machine 1 will seek to minimize
J1(z1) = lim
T→∞
1
T
E
  T
0
[c1x1(t) + c01(x1(t) = 0,α1(t) = 0)]dt (1.21)
where c0 > 0 is the unit shortage cost for unsatisﬁed demand and 1(·) is the
indicator function. The value of c0 plays the important role of coupling the two
optimizations by penalizing Machine 1 for downstream starvation. Similarly,
Machine 2 will seek to minimize the cost
J2(z2) = lim
T→∞
1
T
E
  T
0
[c
+
2 x
+
2 (t) + c
−
2 x
−
2 (t)]dt (1.22)
We will use an iterative procedure to compute hedging points z1 and z2:
1. Select initial values for z1 and z2.
2. Simulate the system dynamics. Based on simulation results:
From Machine 1’s perspective, generate a Markov model for ˜ d.
From Machine 2’s perspective, generate a Markov model for ˜ α2.
Compute a suitable starvation cost c0.
3. Solve the one machine problems associated with cost functions (1.21)–
(1.22). Let ˜ z denote the optimal hedging points.
4. Repeat steps 2–6 with a combination of the new hedging points, ˜ z, and
the prior hedging points, z.
A key component to this decomposition strategy is the generation of Markov
models from each machine’s perspective. Note that the actual behavior of ˜ d
and ˜ α2 will not be Markov. Nevertheless, a Markov structure will be imposed
in order to compute new hedging points. Another key component is the com-
putation of the starvation cost, c0. In [9], a starvation cost is introduced which
depends on the changing buﬀer size x2(t). Our objective is to derive completely
decentralized policy, and as a result, the selection of c0 is heuristic.
The following sections describe the construction of Markov models for ˜ d and
˜ α2 and the selection of c0.A DECOMPOSITION APPROACH TO SCHEDULINGOF FAILURE-PRONE TRANSFER LINES 9
Markov Model of ˜ d
Consider simulating the two machine dynamics in (1.1). Since Machine 2 em-
ploys a hedging point policy, u2(t) satisﬁes
u2(t) ∈ {0,d,µ2}
Now u2(t) = 0 either because of failure by Machine 2 or because of starvation
by Machine 1. When the cause is starvation, then Machine 2 can be viewed
as being denied by Machine 1 a request to produce at the µ2 level. Let us
distinguish this possibility by writing
u2(t) ∈ {0,d,µ2,µ2,s}
where the value 0 means Machine 2 failure, and the value µ2,s means Machine
1 starvation. Now deﬁne holding times, Tij, and transition counts, Kij, where
i,j ∈ {0,d,µ2,µ2,s}, as follows. Let Tij denote the total time during which
u2(t) = i but changed to j. Similarly, let Kij denote the total number of such
transitions. Then deﬁne ˜ d to be a demand process with values {0,d,µ2} and
transition matrix


−(K0µ2,s + K0µ2)/φ1 0 (K0µ2,s + K0µ2)/φ1
Kd0/φ2 −(Kd0 + Kdµ2,s)/φ2 (Kdµ2,s)/φ2
(Kµ2,s0 + Kµ20)/φ3 (Kµ2d)/φ3 −(Kµ2,s0 + Kµ20 + Kµ2d)/φ3


where
φ1 = T0µ2,s + T0µ2
φ2 = Td0 + Tdµ2,s
φ3 = Tµ2,s0 + Tµ2,sµ2 + Tµ20 + Tµ2d + T2s
The above transition matrix corresponds to a Markov process which conforms
to the observed average holding times. Note that the behavior of u2(t), and
hence ˜ d, is not a Markov process in itself. Nevertheless, the philosophy of
the decomposition is to impose a Markov model for the sake of computational
simpliﬁcation.
Markov Model of ˜ α2
Consider again simulating the two machine dynamics in (1.1). Starvation occurs
whenever Machine 2 is up (α2(t) = 1) while Machine 1 is down (α1(t) = 0)
and the ﬁrst buﬀer is empty (x1(t) = 0). For these intervals, Machine 2 is
“eﬀectively” down. Using this perspective, we can form a new up/down process,
˜ α2, as follows. As with the false demand process, ˜ d, deﬁne holding times, Tij,
and transition counts, Kij, with i,j ∈ {0,1} based on simulation observations.
Set T01 equal to the total time where either Machine 2 is down or being starved,
and K01 equal to the number of such intervals. Similarly, set T10 equal to the
total time where Machine 2 is operational, and set K10 equal to the number10
of such intervals. Then deﬁne the new process, α2 with values {0,1} by the
transition matrix  
−K01/T01 K01/T01
K10/T10 −K10/T10
 
The reasoning follows that of the false demand process, ˜ d.
Selection of c0
To complete the decomposition, we must introduce a starvation penalty on
Machine 1. The selection of c0 is based on the heuristic objective of making
the decomposed cost (1.21) approximate the total cost (1.3). Towards this
end, consider simulating the two machine dynamics over an interval, [0,T ∗].
Let Tstarve denote the total amount of time Machine 2 was starved. Assuming
Tstarve > 0, set
c0 =
1
T ∗E
  T
∗
0 [c
+
2 x
+
2 (t) + c
−
2 x
−
2 (t)]dt
(Tstarve/T ∗)
The denominator reﬂects the percentage of time Machine 2 was starved. Sub-
stituting this c0 into the decomposed cost (1.21) will lead to an approximation
of the overall cost (1.3) whenever this percentage is close to the average value
of the starvation indicator function in the decomposed cost (1.21).
Solution to One Machine Problems
For Machine 1, we solve the one machine problem associated with (1.21) with
the artiﬁcial demand process ˜ d with values {0,d,µ2} and starvation cost c0.
This is exactly the setting discussed in Section 3.1, and we can compute an
associated optimal hedging point, ˜ z1.
For Machine 2, we have a one machine problem associated with (1.22) with a
constant demand and random failure and repairs characterized by the artiﬁcial
process ˜ α2. This is the problem considered in Section 3.2, and we can compute
an associated optimal hedging point, ˜ z2.
Combination and Repetition
There are many ways to combine the new decomposed optimal hedging points
˜ z1 and ˜ z2 with the hedging points used in the simulation. One possibility (which
is used in the forthcoming illustration) is the simple average
znew = (z + ˜ z)/2
With this new set of hedging points, a new simulation is performed and the
process is repeated until the hedging points converge.
1.5 SIMULATION RESULTS
The above results are used and compared to a direct search via discrete event
simulations. Starting from initial hedging points (z1(0),z2(0)), the values zi,A DECOMPOSITION APPROACH TO SCHEDULINGOF FAILURE-PRONE TRANSFER LINES 11
Ji, and J are the ﬁnal hedging points, decomposed costs, and total cost, respec-
tively. We used 30 iterations as the maximum number to obtain the optimal
decomposed hedging points. The results for direct search discrete event sim-
ulations, denoted zis, Jis, and Js, also are shown in Table 1. The last row
represents the percentage of the deviation for the decomposed cost from the
optimal cost. Each iteration took 10,000 seconds of virtual simulation time.
The ﬁnal values of z and zs were used and simulated 10 times to obtain the
average cost comparisons.
Example 1 is the base case. In comparison with Example 1, Machine 2 in
Example 2 has a longer average machine up time. Example 3 has a smaller
penalty on backlog. The machine capacity of Machine 1 in Example 4 is larger.
As shown in the last row, the proposed decomposition cost is usually within
10% of the direct search cost.
Examples 1 2 3 4
p1(01) 0.2 0.2 0.2 0.2
p1(10) 0.1 0.1 0.1 0.1
p2(01) 1 1 1 1
p2(10) 0.35 0.125 0.35 0.35
µ1 2 2 2 4
µ2 1.99 1.99 1.99 1.99
d 1 1 1 1
c1 2 2 2 2
c+
2
2 2 2 2
c−
2
10 10 2 10
z1(0) 2 2 2 2
z2(0) 10 10 10 10
Examples 1 2 3 4
z1 19.00 13.00 6.15 12.50
z2 2.50 1.03 2.08 2.28
J1 26.65 16.38 7.34 20.45
J2 17.77 19.07 14.12 11.32
J 44.42 35.45 21.46 31.77
z1s 16.50 13.00 8.00 10.50
z2s 3.50 1.50 1.50 3.00
J1s 22.86 16.63 9.85 17.00
J2s 17.13 18.70 9.95 13.20
Js 39.99 35.33 19.80 30.20
J−Js
Js
11% 0.34% 8.4% 5.2%
Table 1.1 Simulation results for two tandem machines
1.6 CONCLUDING REMARKS
An appealing aspect of the decomposition approach presented here is the idea of
decentralized modeling of interactions with the “environment”, i.e., upstream
and downstream behavior. In this approach, the Markov models were imposed
even though the interactions need not exhibit Markov behavior. This modeling
was for the sake of computing threshold values. Since Markov behavior itself is
a modeling assumption, such an approximation is not necessarily a major deﬁ-
ciency. In fact, an interesting direction would be to pursue optimal policies for
alternative models of demand and machine status with the intention from the
outset that such models would be better suited for a decomposition approach.
Finally, a remaining question would be the convergence of the threshold value
iterations.12
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