Abstract-In this paper a new latent variable model is proposed for the realisation of 2-D linear causal systems. For the general (n, m)-th order 2-D system, the latent variable model obtained here is implicit when n = m. Importantly however, even in this case the model is recursively computable. The advantage of this realisation is that its order is nm, which is much smaller than the orders of the existing latent variable realisations such as Fornasini-Marchesini (FM) models and Roesser model. In addition, given a particular 2-D system, an algorithm is developed for further reducing the size of the realisation.
I. INTRODUCTION
In the past three decades, two-dimensional (2-D) latent variable models have been widely used in the analysis and synthesis of 2-D linear systems, including stability analysis [19] , [4] , digital filter design [10] , [4] , estimation [25] , [5] , optimal control [5] , [18] . Moreover, 2-D latent variable models have been successfully applied to the design of iterative learning control (ILC) schemes [16] , [1] .
A motivation for the use of latent variable representations of causal input-output processes -both within a one and twodimensional context -lies in the possibility of computing the output of a system recursively, given the input. In fact, the recursive structure is often exploited when dealing with optimal synthesis problems (e.g. dynamic programming). As such, one fundamental issue of systems and control theory is the realisation of input-output transfer function representations in terms of latent variable models. While in the one dimensional case the latent variable model usually employed to this purpose is the classic state-space model, in the 2-D case there are more degrees of freedom in the choice of the type of the latent variable model to be employed. In fact, the models commonly utilised for the realisation of causal 2-D transfer functions are the Roesser model [23] , Fornasini-Marchesini first (FM-I) model [6] and second (FM-II) model [7] , the Kurek model [15] .
When the input-output process to be realised is not causal, a realisation can be obtained in terms of so-called implicit models. These models were first introduced in [20] and [21] in the 1-D case, and then extended to the multidimensional case in [12] and [17] for Fornasini-Marchesini and Roesser models, respectively. The general drawback of implicit models is their lack of recursibility. In other words, for implicit latent variable models an iterative technique for the solution of the associated one or two-dimensional difference equation may not exist, [17] .
In this paper, we show that causal 2-D transfer functions can be realised in terms of implicit latent variable models without losing the property of recursive computability of the input-output relation given appropriate boundary conditions. By taking advantage of implicit models for the realisation of causal transfer functions, we obtain a realisation whose size is smaller than the sizes of the usual realisations given in terms of Roesser or Fornasini-Marchesini models. More precisely, for a general 2-D system described by an (n, m)-th order transfer function, a realisation with system matrices of size nm is provided. It is also shown that the size of this realisation may be further reduced if some coefficients appearing in the transfer function are zero. And for this purpose, an algorithm is developed for the reduction of the size of the realisation in these particular cases.
The motivation for developing the realisation technique presented here with implicit models is shown by an example.
Example 1:
Consider the 2-D sequences u i, j and y i, j which are representative of the input and the output of the 2-D (1, 3)-th order process ruled by Table I . WeA15. 6 1-4244-1498-9/07/$25.00 ©2007 IEEE.
Consider the following latent variable model
along with the boundary conditions ∞) . Notice that this model is implicit. However, with these boundary conditions it is still causal in terms of the input-output relationship, since the first equation can be written explicitly as (4) into (5), and by taking the boundary conditions into account, the input-output relation of the model thus obtained is found to be consistent with (1) . In other words, the latent variable model obtained is a realisation of (1) and its size is 3, which is much smaller than the orders of the realisations shown in Table I .
Observe that if z i, j is removed from (5), together with the output equation, (5) represents a (1, 1)-st order 2-D system, i.e.
The addition of another latent variable z i, j yields a realisation for the (1, 3)-th order system (1). Following this idea, a new realisation method can be developed for the general (n, m)-th order 2-D system
with a 0,0 = 1, where n is not necessarily equal to m. The latent variable model used here is of the implicit form
with the following boundary conditions
where
. In Section II it is shown that the solution of (7) with boundary conditions (8) is uniquely determined, and can be computed recursively. When n = m, E is an identity matrix. When n < m, the matrices of the model (7) have the following structure
(9) When n > m, the matrices of the latent variable model (7) have the following structure
(10) The details about the realisation for this model are given in Section II. Based on this, an algorithm is then developed to reduce the size of the realisation for 2-D systems with particular zero structure.
II. MAIN RESULTS
The solution to the realisation for the 2-D general model is given in the next theorem.
Theorem 1:
Given an (n, m)-th order 2-D system in the form of (6), a realisation in terms of the model (7-8) is given by the following matrices:
. . .
with r = max(n, m), s = min(n, m), and
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Sketch of the proof: It can be shown by direct calculation that
see [22] for the details. We want to show that in all three cases (6) is satisfied. Let
denote the formal power series associated with the signals x, u and y. Moreover, notice that by
x i,0 λ h i + x 0,0 , see also [13] . By writing the model (7) in terms of power series we therefore get
On the other hand, if x i,−1 = x −1, j = 0 and u i,−1 = u −1, j = 0 for i, j = 0, 1, 2, · · · , according to (7), it can be easily tested 46th IEEE CDC, New Orleans, USA, Dec. 12-14, 2007
It follows that
(13) Therefore, (7) expressed in terms of formal power series becomes
which is clearly equivalent to (6) . By using the complex variables z 1 and z 2 in place of the indeterminates λ h and λ v in the association of a signal with a power series representation, we recall that a necessary and sufficient condition for the latent variable model (7) to be asymptotically stable for any set of admissible boundary conditions is that the determinant of H(z 1 , z 2 ) differ from zero for all 0 < |z 1 | ≤ 1 and 0 < |z 2 | ≤ 1, see [26, Theorem 3] . In Section II-A it will be proved that every set of boundary conditions (8) is admissible for the latent variable realisation in Theorem 1, so that the condition det H(z 1 , z 2 ) = 0 for all 0 < |z 1 | ≤ 1 and 0 < |z 2 | ≤ 1 guarantees asymptotic stability of (7) for any boundary condition (8) . Now, consider the input-output process (6) . Assume that
has no nonessential singularities of the second kind on the unit bi-torus T := {(z 1 , z 2 ) ∈ C × C | |z 1 | = 1, |z 2 | = 1} 1 . Then, the inputoutput process (6) is BIBO stable if and only if p(z 1 , z 2 ) differs from zero for all |z 1 | ≤ 1 and |z 2 | ≤ 1, [9] . Consider a BIBO stable input-output process (6) . If, say, n < m, the corresponding latent variable model given in Theorem 1 is such that detH(z 1 , z 2 ) = z n (m−n) 1 p(z 1 , z 2 ). For all 0 < |z 1 | ≤ 1 the complex number z n (m−n) 1 differs from zero, while p(z 1 , z 2 ) differs from zero for all |z 1 | ≤ 1 and |z 2 | ≤ 1. As a result, the polynomial z n (m−n) 1 p(z 1 , z 2 ) differs from zero for all 0 < |z 1 | ≤ 1 and 0 < |z 2 | ≤ 1, which is equivalent to saying that det H(z 1 , z 2 ) = 0 for all 0 < |z 1 | ≤ 1 and 0 < |z 2 | ≤ 1. 1 When p(z 1 ,z 2 ) has nonessential singularities of the second kind on the unit bi-torus, the input-output process may be BIBO stable, see [9] , but any Fornasini-Marchesini realisation will result to be non-asymptotically stable, see [26, Lemma 3] .
Hence, in view of Theorem 3 in [26] it follows that the latent variable model (7) is asymptotically stable.
Example 2:
Consider a simple case where (n, m) = (2, 3) . By Theorem 1, we have
A simple computation shows that
Therefore, it is readily seen that
Thus, (14) is a realisation of (6).
A. Recursibility
With the boundary conditions (8), it is easy to check that the solution of (7) is unique and can be determined recursively.
For the case where n = m, the matrix E in the realisation (7) is the identity matrix. The model thus obtained is therefore a Fornasini-Marchesini model in Kurek form, [15] . As such, the latent variable x can be computed recursively when the boundary conditions (8) are assigned.
For the case where n < m, the matrices appearing in the realisation (7) are in the form given in (9) . We may then partition the latent variable x comformably, so as to obtain
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Consider for simplicity that (15) (16) (17) N,0 does not influence the output over the bounded frame of interest, due to the fact that y depends on x ′ only through x ′′ in view of (17) . We can now compute x ′′ on the same row. In fact, now x ′′ i,0 can be computed for all i = 0, . . . , N by using (16) , since It turns out that in all three cases (i.e., n = m, n < m and n > m), when the boundary conditions of (7) are defined in a suitable way as in (8) , the latent variable update equation of (7) can be iterated recursively in order to find x i, j for all i, j ≥ 0.
B. Order reduction
Theorem 1 provides a latent variable realisation of size n · m for a general 2-D process described by the input-output relation (6) . This means that the latent variable x is an n · m vector. If some of the coefficients a i, j andb i, j in (6) 
If j = 0, i.e. if there does not exist s i such that (19) holds, then
For a certain k, the k-th element of x can be deleted if ρ k = {0}.
To show the basic idea of this algorithm, consider the realisation (14) for the case (n, m) = (2, 3). It can be found that for the special case a 2,3 = 0 andb 2,3 = 0, ρ 1 = {0} because the (1, 6)-th entries of all matrices are zero, and there does not exist s i ∈ {0, . . . , k − 1} such that (19) is satisfied because k is just 1. By Algorithm 1, the first row and the first column of H(λ h , λ v ) can be removed, and the new
To further verify and illustrate the proposed algorithm, consider the following example.
Example 3:
Consider a 2-D system ruled by
(21) By Theorem 1, a realisation in the form of (7) For the particular system (21), it is found that all elements in ρ 2 , ρ 4 , ρ 6 and ρ 7 are zero. As such, the 2nd, 4th, 6th and 7th components of the latent variable x can be removed. As a result of this, the realisation becomes 
III. CONCLUSIONS
This paper investigates the possibility of representing a causal 2-D linear input-output process by means of an implicit latent variable model. The advantage of the proposed model is that it provides system matrices of much smaller size with respect to other realisations presented so far in the literature. Indeed, for the general (n, m)-th order 2-D system in the form of (6), the size of the realisation by using the proposed model is n · m. Importantly, this goal is achieved without affecting recursibility of the latent variable model thus obtained. For the Fornasini-Marchesini second model, on the other hand, the size of the realisation given in [24] is nm + m + n, which is the smallest dimension of all the realisations available in literature using Fornasini-Marchesini realisations [3] , [6] .
Another contribution of this paper is an algorithm to further reduce the size of the realisation when some of the coefficients of the transfer function are zero.
