Abstract. An adaptive rule-based algorithm, SpaseLoc, is described to solve localization problems for ad hoc wireless sensor networks. A large problem is solved as a sequence of very small subproblems, each of which is solved by semidefinite programming relaxation of a geometric optimization model. The subproblems are generated according to a set of sensor/anchor selection rules. Computational results compared with existing approaches show that the SpaseLoc algorithm scales well and provides excellent localization accuracy.
locations are known for only some of the sensors (which are called anchors). If the networks are to achieve their purpose, the locations of the remaining sensors must be determined. One approach to localizing these sensors with unknown locations is to use known anchor locations and distance measurements that neighboring sensors and anchors obtain among themselves. The mathematical problem is to estimate all sensors' locations using a sparse data matrix of noisy distance measurements. This leads to a large, nonconvex, constrained optimization problem. Large networks may contain many thousands of sensors, whose locations should be determined accurately and quickly.
If a measurement does exist between node i and j but it is zero (i and j are at the same spot), we do not set d ij to zero: we set it to machine precision instead to distinguish from the case of d ij = 0 when two nodes' distance is beyond the sensor device's measuring range.
Related research work.
Sensor localization in ad hoc wireless networks has been a booming research area recently. Hightower and Boriello [12] give an extensive review of the area and available methods. There are many ways to solve the localization problem [6, 8, 10, 13, 17, 19, 20, 21, 22] , with two main ones based on triangulation and optimization.
Triangulation methods estimate node locations based on distance measurements between neighboring nodes, and some algorithms use iterative steps to localize all sensors.
Early work using optimization techniques is reported by Doherty, El Ghaoui, and Pister [8] . Ideally the Euclidean distance between neighboring nodes should be fitted in some near-equality sense to the distance measurements:
(1.1) Doherty, El Ghaoui, and Pister formulate a convex optimization model by treating the constraints as x i − x j ≤ d ij and x i − a k ≤ d ik , and by including certain other convex constraints. This formulation takes advantage of available optimization algorithms, including those for convex optimization. However, the method needs sufficient anchors to be on the boundary of the localization area for it to work effectively.
Biswas and Ye [2] work with the near-equality constraints (1.1), and more importantly introduced a semidefinite programming (SDP) relaxation method in order to retain the benefits of convex optimization. They report that their method yields more accuracy than the approach in [8] .
The SDP relaxation approach can solve small problems effectively. The paper [2] reports a few seconds of laptop execution time for a 50-node localization problem. However, the number of constraints in the SDP model is O(n 2 ), where n is the number of nodes in the network. Even a few-hundred-node problem leads to excessive memory and computation time by available SDP solvers such as DSDP (Benson, Ye, and Zhang [1] ) and SeDuMi (Sturm [23] ). These solvers are effective for SDP problems with dimension and number of constraints up to a few thousand.
Tseng [25] has presented a second-order cone programming (SOCP) relaxation model that permits solution for problem sizes up to a few thousand using available SOCP solvers. However, the additional relaxation of the original model usually generates larger error rates, and the run-times are high. The author reports CPU times of 330 seconds for 1000 nodes and 3 hours for 2000 nodes using SeDuMi 1.05 [23] and MATLAB 6.1 on a Linux PC.
Biswas and Ye [3] propose a decomposition scheme to overcome the scalability issue with SDP solvers. The anchors in the network are first partitioned into many clusters according to their physical locations, and sensors are assigned to these clusters if they have a direct connection to one of the anchors. Each cluster formulates a subproblem, and the subproblems are solved independently on each cluster using the SDP relaxation of [2] . The paper reports results for randomly generated sensor networks of 4000 sensors partitioned into 100 clusters strictly according to their geographic locations. Sensors with distance connections to more than one cluster are included in multiple clusters. The final estimation of their locations is determined by the cluster that gives the least estimated errors. An execution time of about 4 minutes on a 1.2GHz Pentium laptop is reported for a problem of this size. Thus, the decomposition approach makes large-scale sensor network localization possible on a single processor. The further advantage is that multiple CPUs can be used in a natural way.
SpaseLoc.
A basic tool that we have developed during this research is a rule-based iterative algorithm named SpaseLoc (subproblem algorithm for sensor localization). It is effective for networks involving tens of thousands of sensors and beyond, using a single CPU.
To solve a large localization problem (defined as the full problem), SpaseLoc proceeds iteratively by estimating only a portion of the total sensors' locations at each iteration. Some anchors and sensors are chosen according to a set of rules. They form a sensor localization subproblem that can be treated similarly to the basic SDP formulation of Biswas and Ye [2] . The solution from the subproblem is fed back to the full problem and the algorithm iterates again until all sensors are localized.
Computational results show that SpaseLoc can solve small or large problems with excellent accuracy and scalability. It is capable of localizing 4000 nodes with great accuracy in under 20 seconds, and 10000 nodes in under a minute on a 2.4 GHz laptop.
2. The subproblem SDP model. This section reviews the quadratic programming formulation of the sensor localization problem and the SDP relaxation model of Biswas and Ye [2] that the SpaseLoc subproblem is based on. Error analysis is also reviewed here as a reference for later sections. Figure 1 .1. For any point in the network, there could be three types of distance measurements. Since we generally do not need the distance information between two anchor points, we exclude this type of measurement from now on.
Euclidean distance model. Consider a network of sensors and anchors labeled as in
The other types of distance measurements are the two we need for the localization model. First is the distance measurement between two sensors (i and j) with unknown locations; second is the distance measurement between a sensor (i) and an anchor (k) with known location. Corresponding to these two types of distances, we define sets N 1 , N 1 , N 2 , and N 2 as follows:
• N 1 includes pairwise sensors (i, j) if i < j and there exists a distance measurement d ij : Introduce α ij to be the difference between the measured squared distance ( d ij )
2 and the squared Euclidean distance x i − x j 2 from sensor i to sensor j. Also, let α ik be the difference between the measured squared distance ( d ik ) 2 and the squared Euclidean distance x i −a k 2 from sensor i to anchor k. Intuitively, we seek a solution for which the magnitude of these differences is small. Lower bounds r ij or r ik are imposed if (i, j) ∈ N 1 or if (i, k) ∈ N 2 . Typically each r ij or r ik value is the radio range (also known as radius) within which the associated sensors can detect each other.
Biswas and Ye [2] formulate the sensor localization problem as minimizing the 1 -norm of the squared-distance errors α ij and α ik subject to mixed equality and inequality constraints:
The above model is a nonconvex constrained optimization problem. As yet there is no effective solution method. In the following subsections, we review Biswas and Ye's [2] relaxation method for solving this problem approximately.
The Euclidean distance model in matrix form.
The distance model (2.1) is reformulated into (2.2) (refer to Biswas and Ye [2] ) by introducing matrix variables as follows:
where
is a 2 × s matrix to be determined;
• e ij is a zero column vector except for 1 in location i and −1 in location j, so that
• e i is a zero column vector except for 1 in position i, so that
ik are made to deal with |α ij | and |α ik | in the normal way.
2.3. The SDP relaxation model. The approach of Biswas and Ye [2] is to relax the constraint Y = X T X to be Y X T X, for which an equivalent matrix inequality is (Boyd et al. [5] )
With the definitions
where 0 in A I is a zero column vector of dimension s, problem (2.2) is relaxed to a linear SDP: 4) where the constraint diag(A T I ZA I ) = b I ensures that the matrix variable Z's lower right corner is a 2 × 2 identity matrix I, so that Z takes the form of Z I in (2.3).
Initially, Biswas and Ye [2, 3] omit the ≥ inequalities involving r ij and r ik and solve the resulting problem to obtain an initial solution Z 1 . (The inequality constraints increase the problem size dramatically, and Z 1 is likely to satisfy most of them.) They then adopt an "iterative active-constraint generation technique" in which inequalities violated by Z k are added to the problem and the resulting SDP is solved to give Z k+1 (k = 1, 2, . . . ). The process usually terminates before all constraints are included. Further study of this approach is presented in section 4.1.
SDP model analysis.
be a feasible solution of the relaxed SDP (2.4). Assuming the distance measurements are exact (no noise), Biswas and Ye [2] give conditions under whichX andȲ solve problem (2.2) exactly as follows:
•Z is the unique optimal solution of (2.4), including all inequality constraints.
• In (2.4), there are 2n + n(n + 1)/2 exact pairwise distance measurements. These conditions ensure thatȲ =X TX . In practice, distance measurements have noise and we only know that the SDP solution satisfiesȲ −X TX 0. This inequality can be used for error analysis of the location estimates provided by the relaxation. For example, trace(Ȳ −X TX ) = τ i , where
is a measure of deviation of the SDP solution from the desired constraint Y = X T X (ignoring off-diagonal elements). The individual trace τ i can be used to evaluate the location estimatex i for sensor i. In particular, we interpret a smaller τ i to mean higher accuracy in the estimated location x i . Further explanation is given in [2] .
3. SpaseLoc: A scalable localization algorithm. When the number of nodes in (2.4) is large, applying a general SDP solver such as DSDP5.0 [1] or SeDuMi [23] would not scale well. In this section, we present a sequential subproblem approach named SpaseLoc to solve the full localization problem iteratively.
Adaptive subproblem approach.
We call the overall sensor localization problem including all sensors and anchors the full problem. At each iteration, SpaseLoc selects from the full problem a subset of the unlocalized sensors and a subset of the anchors to form a localization subproblem. We call the selected sensors in the subproblem subsensors, and the selected anchors in the subproblem subanchors, These subsensors and subanchors, together with their known distance measurements and known anchors' locations, form a sub-SDP relaxation model to be solved using the same formulation as in (2.4).
In our adaptive approach, the subsensors and subanchors for each subproblem are chosen dynamically according to rule sets. (Rather than using predefined data, every new iteration's subproblem generation is based on the previous iteration's results.) The resulting SDP subproblems are of varying but limited size. Currently they are solved by Benson, Ye, and Zhang's SDP solver DSDP5.0 [1] .
SpaseLoc is a greedy algorithm in the sense that each subproblem determines the final estimate of the associated sensor locations. In step A0, subproblem size specifies a limit on the number of unlocalized sensors to be included in each subproblem. It can range from 1 to an upper limit value that is potentially solvable by the SDP solver. In our experiments, the upper limit is 150. The most effective subproblem size seems to change with the full problem size, the model parameters such as radius, and the SDP solver used. We perform an approximate linesearch to find subproblem size that corresponds to the minimum time because, empirically, the total execution time with all other parameters fixed is essentially a convex function of subproblem size.
The
For example, when full problem size is 10000 with 100 anchors, radius 0.0226, and no noise, subproblem size 7 seems to give the best execution time with the DSDP5.0 solver (refer to Figure 3 .1). The search time for subproblem size is not included as part of the SpaseLoc execution time.
Step A1 involves choosing a subset of unlocalized sensors (no more than subproblem size) and an associated subset of nodes with known locations. The latter can include a subset of the original anchors and/or a subset of sensors already localized by a previous subproblem (we define them as acting anchors). The rules for choosing subsensors and subanchors in this iteration are discussed in sections 3.4-3.5.
In step A4, the error in sensor i's location is estimated by its individual trace τ i as discussed in section 2.4. Subsensors whose τ i value is within a given tolerance τ are labeled as localized and treated as acting anchors for the next iteration, whereas subsensors whose localization error is higher than the tolerance are also labeled as localized but are not used as acting anchors in later iterations. These new acting anchors are labeled with different acting levels as explained in section 3.4. The value of τ has an impact on the localization accuracy. Bigger values allow more localized sensors to be acting anchors, but with possibly greater transitive errors. Smaller values may increase the estimation accuracy for some of the sensors, but could lead to fewer connections to anchors for some unlocalized sensors. A rule of thumb is to use a small τ for networks with high anchor density to achieve potentially more accuracy, and a bigger τ for networks with low anchor density to avoid lacking connections to anchors. In order to avoid the side effect of a bigger τ eliminating too many potential acting anchors, at some later iteration we utilize all localized sensors as acting anchors (including those whose τ i value is bigger than the given tolerance τ ). This change only starts when the remaining unlocalized sensors are connected to fewer than three anchors. It makes sure that we use acting anchors with higher accuracy first, but if no such acting anchors are available, we use localized points whose locations might be less accurate. In most cases, this is better than using no reference points at all.
In step A5, an unlocalized sensor is called an outlier when it does not have any distance information for the algorithm to decide its location. If a sensor has no connection to any anchor, it is classified as an outlier. In addition, if a connected cluster of sensors has no connection to any anchors, then all sensors in the cluster will be outliers.
The next sections explain the subproblem creation procedure used by step A1. Section 3.3 lists steps S1-S8 of the creation procedure itself. Section 3.4 presents rules RS1-RS4 for subsensor selection in step S5. Section 3.5 presents rules RA1-RA3 for subanchor selection in step S7. Section 3.6 illustrates the method for independent subanchor selection used in rules RA2-RA3. Sections 3.7-3.8 discuss the routines used in step S8 to localize sensors that have fewer than 3 connected anchors.
Subproblem creation procedure.
As explained, subproblem size is a predetermined parameter that represents the maximum number of unlocalized sensors that can be selected as subsensors in a subproblem. When there are more than subproblem size unlocalized sensors, we have a choice to make among them.
The subproblem creation procedure makes sure that the choice of subsensors is based first on the number of connected anchors they have, and second on the type of connected anchors such as original anchors and different levels of acting anchors as defined in section 3.4, and that the choice of subanchors is based on a set of rules (section 3.5). The main steps are listed below, followed by explanations of the steps and definitions of new terms used. S1. Specify MaxAnchorReq. S2. Initialize AnchorReq = MaxAnchorReq. S3. Loop through unlocalized sensors, finding all that are connected to at least AnchorReq anchors. If AnchorReq ≥ 3, determine if there are 3 independent subanchors; if not, go to the next sensor. 1 Enter each found sensor into a candidate subsensor list, and enter its connected anchors into a corresponding candidate subanchor list. Each sensor in the candidate subsensor list has its own candidate subanchor list (so there are as many candidate subanchor lists as the number of sensors in the candidate subsensor list). Let sub s candidate be the length of the candidate subsensor list. S4. If 0 < sub s candidate ≤ subproblem size, the candidate subsensor list becomes the chosen subsensors list. Go to step S7. S5. If sub s candidate > subproblem size, the choice of subsensors is further based on subsensor selection rules RS1-RS4 described in section 3.4. After exactly subproblem size subsensors are selected from the candidate list according these rules, go to step S7. S6. Now sub s candidate = 0. Reduce AnchorReq by 1.
If AnchorReq > 0, go to step S3 for another round of subproblem creation. Otherwise, AnchorReq = 0 and sub s candidate = 0 indicates that there are still unlocalized sensors left that are not connected to any localized node. We classify them as outliers and exit this procedure to continue at step A6 of section 3.2. S7. Now that we have a subsensor list and the candidate subanchor lists, choose subanchors using selection rules RA1-RA3 presented in section 3.5. S8. The subsensors and subanchors are selected and the subproblem creation routine finishes here. If AnchorReq ≥ 3, go to step A2 in section 3.2.
If AnchorReq = 2, apply the procedure in section 3.7 and go to step A5. If AnchorReq = 1, apply the procedure in section 3.8 and go to step A5. In step S1, MaxAnchorReq determines the initial (maximum) value of AnchorReq. It is useful for scalability when connectivity is dense. A smaller MaxAnchorReq would generally cause fewer subanchors to be included in the subproblem, thus reducing the number of distance constraints in each SDP subproblem and hence reducing execution time for each iteration. For instance, under ideal conditions (where there is no noise), even if a sensor has 10 distance measurements to 10 anchors, we don't need to include all 10 anchors because we can use 3 to localize that sensor accurately.
In the presence of noise, a bigger MaxAnchorReq should reduce the average estimation error. For example, if there is a large distance measurement error from one particular anchor, since MaxAnchorReq anchors are all taken into consideration for deciding the sensor's actual location, the large error would be averaged out. Another consideration for setting MaxAnchorReq is the trade-off between estimation accuracy and execution speed. If we are in a static environment and would like to have localization as accurate as possible under noise conditions, we might choose a large MaxAnchorReq. However, in a real-time environment involving moving sensors, where speed might take priority, we would consider a smaller MaxAnchorReq.
In step S2, AnchorReq is a dynamic parameter that may decrease in later steps. In step S4, the subproblem may contain fewer than subproblem size subsensors, which is perfectly acceptable. The alternative is to reduce AnchorReq by 1 and find more subsensor candidates that have fewer distance connections. However, this approach might reduce the accuracy of the algorithm, because we do want to localize the subsensors as accurately as possible as the iteration progresses, and the newly localized subsensors could be further used as acting anchors for the next iteration.
In step S6, AnchorReq is iteratively reduced by 1 from MaxAnchorReq to 0 eventually. This approach allows sensors with at least AnchorReq connections to anchors to be localized before sensors with fewer connections to anchors.
As we know, under no-noise conditions, a sensor's location can be uniquely determined by connections to at least 3 independent anchors. If a sensor has connections to only 2 anchors, there are two possible locations; and if there is only 1 connection to an anchor, the sensor can be anywhere on a circle. In step S8, we use heuristic subroutines described in sections 3.7-3.8 to include the sensor's anchors' connected neighboring nodes in the subproblem in order to improve the estimation accuracy.
Subsensor selection.
In step S5, when the number of sensors in the candidate subsensor list is bigger than subproblem size, the choice of subsensors is further based on the types of anchors each sensor is connected to.
First, we introduce the concept of sensor priority. We assign a priority to each sensor in the candidate subsensor list. A sensor with a smaller priority value is selected to be localized before one with a bigger priority value. A sensor's priority is based on the types of anchors the sensor is directly connected to. Next, in order to define different types of anchors, we introduce the concept of anchor acting levels. All anchors including acting anchors are assigned certain acting levels. Original anchors 
are always set to acting level 1. Every acting anchor is set to an acting level after it has been localized as a sensor. Essentially, acting anchors are set with acting levels depending on the levels of the anchors that localized them. The priority rules for selecting subsensors from a candidate subsensor list are as follows:
RS1. When AnchorReq ≥ 3 and a sensor has at least 3 connected anchors that are independent, the sensor's priority depends on the 3 connected anchors that have the lowest acting levels among all its connected anchors. The sensor's priority value is defined as the summation of these 3 connected anchors' acting levels. RS2. If the sensor has 3 connected anchors that are dependent, it is ranked with the same priority as when the sensor is connected to only 2 anchors. RS3. Sensors with 2 anchor connections are ranked with equal priority, independent of the acting levels of the 2 connected anchors. (This can be easily expanded to be more granular according to the connected anchors' acting levels.) Sensors in this category are assigned lower priority than any sensors that have at least 3 independent anchor connections. RS4. Sensors with 1 anchor connection are ranked with equal priority, independent of the acting level of the connected anchor. (Again, this can be more granular according to the connected anchor's acting level.) Sensors in this category are assigned lower priority than any sensors that have at least 2 anchor connections. Table 3 .1 illustrates the priority list for an example where MaxAnchorReq = 3 and the sensor's priority is determined by the 3 anchors that have the lowest acting levels among all the sensor's connected anchors. We can certainly add more granularity by further classifying the acting levels of the sensor's fourth or fifth connected anchors (if any). Although more categorization of the priorities should increase localization accuracy under most noise conditions, more computational effort is required to handle more levels of priorities.
Each item in the table represents the number of anchors with different acting levels that are needed at each priority. The last column represents the resulting acting anchors' acting levels for subsequent iterations. For example, if a sensor has at least three independent connections to anchors, and if 3 of the anchors are original anchors (acting level 1), this sensor belongs to priority 1 as listed in row 1 of the table. Also, when this sensor is localized, it becomes acting anchor level 3 (the summation of the anchor levels of the three anchors that localized it). Similarly, if a sensor has at least three independent connections to anchors, and if 2 of the anchors are original anchors (acting level 1) and at least 1 of the connected anchors is at acting level 3, then this sensor belongs to priority 2 as listed in row 2 of the table. Also, when this sensor is localized, it becomes acting anchor level 5. The sensors that connect to two anchors belong to the second to last priority, and sensors that connect to only one anchor belong to the last priority. We use a big enough number bigN in the implementation to ensure that sensors connected to fewer than 3 anchors are given the lowest priority.
3.5. Subanchor selection. In step S7, for each unlocalized subsensor in the subsensor list, only AnchorReq of the connected anchors are allowed to be included in the subproblem. We use the following rules to select subanchors from a candidate subanchor list that contains more than AnchorReq anchors.
RA1. Original anchors are selected first, followed by acting anchors with lower acting level. RA2. The subanchors chosen should be linearly independent. RA3. Among independent anchors in the candidate subanchor list, we use distance scale-factors to encourage selection of the closest subanchors. Rules RA2 and RA3 are implemented as in section 3.6. Rule RA3 is based on the assumption that under noise conditions, we trust the shorter distance measurements more than the longer ones. 
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We select an independent subset by a QR factorization with column interchanges [11] : 
Geometric subroutine (two connected anchors).
This section illustrates the heuristic techniques used in step S8 of section 3.3 to localize sensors connected to only two anchors.
When a sensor's connected anchors are also connected to other anchors, this subroutine may improve the accuracy of the sensor's localization, as illustrated by an example in Figure 3 .2.
In this example, assume s 1 and s 2 are sensors with unknown locations, and a 3 (1, 3), a 4 (1, 2) , a 5 (2, 2), a 6 (4, 1), a 7 (5, 1) are anchors with known locations in brackets. Assume that the sensors' radio range is √ 2, and we are also given two distance measurements d 13 a 3 (1, 3) , a 4 (1, 2) in an SDP subproblem, then SDP relaxation will give a solution near the middle of the two possible points, which would be very close to point (1, 3) . If there is any anchor (a 5 ) that is near s 1 's connected anchors (a 3 and a 4 ) with any of the two possible sensor points within their radio range (point (2, 3) is within a 5 's range), that point (2, 3) must not be the real location of s 1 , or else s 1 would be connected to this anchor (a 5 ) as well. Thus we can infer that s 1 must be at the other point (0, 3).
Inspired by the above observation, when a sensor has at most 2 connected anchors, we include these anchors' connected anchors in the subproblem (we call them the connected anchors' neighboring anchors) together with the sensor and its directly connected anchors. By including the neighboring anchors, we might hope that the inequality constraints in the SDP relaxation model (2.4) would push the estimation towards the right point. However, because of the relaxation, enforcing inequalities in (2.4) is not equivalent to enforcing them in the distance model (2.2). The added inequality constraints only push the original solution near (1, 3) a tiny bit towards s 1 's real location (0, 3), and the solution essentially stays at around (1, 3) .
Given the ineffectiveness of the SDP relaxation approach under this condition, we propose instead a geometric approach as illustrated in Figure 3 .3. Assume s 1 (x x , x y ) has measurements d 12 to anchor a 2 (a 2x , a 2y ) and d 13 to anchor a 3 (a 3x , a 3y ) . We also assume d 12 ≤ d 13 (we can always swap the two indexes otherwise). Let a l (l = 4, . . . , k) be a 2 and/or a 3 's neighboring anchors with radio range r 1l (l = 4, . . . , k), and let d 23 be the known (exact) Euclidean distance between a 2 and a 3 .
• If two circles centered at a 2 and a 3 with radii d 12 Figure 3 .3(b).
-The solutions x * and x * * of the following equations give two possible points for s 1 on the a 2 circle:
where x is on the line through a 2 and a 3 represented by the second equation.
-If x * − a 3 < x * * − a 3 , then x = x * * ; otherwise x = x * . This guarantees that the point further from a 3 is chosen. Note that we base the sensor's estimation on the closest anchor (a 2 here since d 13 ≥ d 12 ), assuming that a shorter measurement is generally more accurate than longer ones, given similar anchor properties. The same approach applies when the a 3 circle is inside the a 2 circle (
• Under noise conditions, the a 2 and a 3 circles may again have no intersection Figure 3 .3(c).
-The solutions x * and x * * of the following equations give two possible points for s 1 on the circle for the anchor with smaller radius. Let us assume d 12 ≤ d 13 :
This guarantees that the point closer to a 3 (in between a 2 and a 3 ) is chosen.
Geometric subroutine (one connected anchor).
Similar inefficiency occurs in the SDP solution when a sensor connects to only one anchor. The SDP solver under this condition gives a solution for the sensor to be in the same location as the sensor's connected anchor. In reality, the sensor could be anywhere on the circle. The SDP gives an average point, at the center of the circle, and that is where the connected anchor is. Even if the anchor's neighboring anchor is included in the SDP subproblem, the inequality constraints are not active most of the time because the SDP solution may not provide optimal solutions all the time.
We propose a heuristic for estimating a sensor's location with only one connecting anchor. The idea is to use one neighboring anchor's radio range information to eliminate the portion of the circle that the sensor would not be on, and then calculate the middle of the other portion of the circle to be the sensor's location. For the example in Figure 3 .2, because we know the distance between s 2 and a 7 is 1, we know that s 2 could be anywhere on the circle surrounding a 7 with radius 1. Knowing a 7 's neighboring anchor node a 6 is not connected to s 2 , we know that s 2 would not be in the area surrounding a 6 with radius √ 2. Thus, s 2 could be anywhere around the half circle including points (5, 2), (6, 1), (5, 0). The heuristic chooses the middle point between the two circles' intersection points (5, 2) and (5, 0), which happens to be (6, 1) in this example. The heuristic gives better accuracy for the sensor's location than the SDP solution under most conditions. The procedure follows.
• Assume s has one distance measurement d to anchor a, and b is the closest connected neighboring anchor to a with radio range r (refer to Figure 3.4(a) ).
• The solutions x * and x * * of the following equations give two possible points s on the circle:
where x is on the line through a and b represented by the second equation.
• If x * − b < r, then x = x * * ; otherwise x = x * . This guarantees that the point further from b is chosen. The above heuristic provides a simple way of estimating a sensor's location when the sensor connects to only one anchor. A more complicated approach can be adopted when the connected anchor has more than one neighboring anchor, which can increase the accuracy of the sensor's location. We call it an arc elimination heuristic. The idea is to loop through each of the neighboring anchors and find the portion of the circle that the sensor won't be on, and eliminate that arc as a possible location of the sensor. Eventually, when one or more plausible arcs remain, we choose the middle of the largest arc to be the sensor's location. For example, assume we add one more neighboring anchor c to sensor s's anchor a from the previous example in Figure  3 .4(a). The new scenario is shown in Figure 3.4(b) . First, we find the intersections (points 1 and 2) of two circles: one at a with radius d, the other at b with radius r. We know that the 1-2 portion of the arc closer to point b won't be the location of s. Second, we find the intersections (points 3 and 4) of two circles: one at a with radius d, the other at c with radius r. We know that the arc 3-4 closer to point c won't be the location of s. Thus we deduce that s must be somewhere on the arc 1-4 further away from b or c. The estimation of s is given in the middle of the arc 1-4. As we see, this method should provide more accuracy than the one-neighboring-anchor approach.
Subproblem optimality.
For the case of one sensor connected to three independent anchors, Biswas and Ye [2] prove when there is no noise that the SDP relaxation (2.4) gives an optimal solution to (2.2). The proof depends on the fact that there are three independent equations and only three variables.
In SpaseLoc, the subproblems are constructed from sensors that have three independent anchors (or acting anchors) where possible. If each of these subsensors (say total s) were included in separate subproblems together with their connected 3 independent anchors, the proof in [2] shows that they would be localized exactly by the SDP approach. If these s subsensors and their connected anchors are treated together in a single subproblem, the larger SDP relaxation contains sets of the same three equations that would arise in the separate SDP relaxations. The equations form a block-diagonal system in the larger SDP. There are 3s independent equations and the same number of variables containing only For the simulation, a total number of nodes n (including s sensors and m anchors) is specified in the range 4 to 10000. The locations of these nodes are assigned with a uniform random distribution on a square region of size r × r where r = 1, or put on the grid-points of a regular topology such as a square or an equilateral triangle on the same region. The m anchors are randomly chosen from the given n nodes. We assume all sensors have the same radio range (radius) for any given test case. Various radio ranges were tested in the simulation.
Euclidean distances d ij = x i − x j are calculated among all sensor pairs (i, j) for i < j. We then use d ij to simulate measured distances, where d ij is d ij times a random error simulated by noise factor ∈ [0, 1]. For a given radius ⊆ [0, 1] it is defined as follows:
where rn is normally distributed with mean zero and variance one. (Any numbers generated outside (−1, 1) are regenerated.) In practical networks, depending on the technologies that are being used to obtain the distance measurements, there may be many factors that contribute to the noise level. For example, one way to obtain the distance measurement is to use the received radio signal strength between two sensors. The signal strength could be affected by media or obstacles in between the two sensors. In this study, noise factor is a normally distributed random variable with mean zero and variance one. This model could be replaced by any other noise model in practice.
• If d ij > radius, then d ij = 0, and the bound r ij = 1.001 * radius is used in the SDP model. In the simulation, we define the average estimation error to be 1 s s i=1 x i −x i , wherē x i is from the SDP solution and x i is the ith node's true location. In a practical setting, we wouldn't know the node's true location x i . Instead, we would use the node's trace τ i (2.5) to gauge the estimation error.
To convey the distribution of estimation errors and trace, we also give the 95%
quartile. Factors such as noise level, radio range, and anchor densities can directly impact localization accuracy. The sensors' estimated locations are derived directly from the given distance measurements. If the noise level in these measurements is high, the estimation accuracy cannot be high. We also need sufficiently large radio range to achieve accurate localization, because too small a range could cause many sensors to have low connectivity or even be unreachable. Finally, more anchors in the network should help with the estimation accuracy because there are more reference points.
In the following subsections, we present simulation results (most results averaged over 10 runs) to show the accuracy and scalability of the SpaseLoc algorithm. We observe the impact of various radio ranges, anchor densities, and noise levels on the accuracy and performance of the algorithm. Computations were performed on a laptop computer with 2.4 GHz CPU and 1GB system memory, using MATLAB 6. .4) is not equivalent to enforcing them in the distance model (2.2). In order to observe the effectiveness of including these inequality constraints, we conduct simulations with the following three strategies, according to the number of times we check for violated inequality constraints and then include them to obtain a new solution.
I0. This corresponds to solving the SDP problem with equality constraints only.
(No inequality constraints are ever added.) The final solution is optimal for problem (2.4) without the inequality constraints involving r 2 ij and r 2 ik . I1. This corresponds to solving the SDP problem with all equalities (and no inequalities) first, and then adding violated inequality constraints and resolving it at most once. I2. This corresponds to solving the SDP problem with all equalities (and no inequalities) first, and then adding violated inequality constraints and resolving one or more times until all inequalities are satisfied. The final solution is an optimal solution to problem (2.4). Our experimental results show that the added inequality constraints do not always provide better localization accuracy, but can greatly increase the execution time. In this section, we illustrate the inequality constraints' impact through two simulation examples: one with no noise but low connectivity; the other with full connectivity but with noise.
In our first example, we run simulation results on a network of 100 randomly uniform-distributed sensors with radius 0.2275 and 10 randomly selected anchors. One of the sensors happens to be connected to only two other nodes. The sensors are localized with the full SDP and with SpaseLoc, using each of the I0, I1, I2 strategies in turn. In addition, we examine each case with or without our geometric routines for SpaseLoc. The results are shown in I2 produces the same results, which means violated inequalities are found only once. Comparing (b) and (c), we see that including violated inequalities does improve the estimation accuracy a little. Best of all in (d), SpaseLoc with I0 and our geometric routines localizes all sensors with virtually no error. Table 4 .1 shows that adding violated inequalities increases execution time slightly for SpaseLoc.
In our second example, in order to observe the effectiveness of the inequality constraints under noise conditions, we run simulations for a network of 100 nodes whose true locations are at the vertices of an equilateral triangle grid. Ten anchors are placed at the middle grid-point of each row, and the radius is 0.25. A noise factor of 0.1 is applied to the distance measurements. The sensors are localized with either full SDP or SpaseLoc using I0, I1, I2 in turn without geometric routines. (Although we do not activate the geometric routines in this experiment, they are not a factor here because the localization error is not caused by low connectivity but by the noisy measurements.) The results are shown in Figure 4 .2 and Table 4 .2. Figure 4 .2(b) and (d) correspond to strategy I1 or I2 for full SDP and SpaseLoc. As we can see, adding violated inequalities for full SDP not only increases the execution times dramatically, but also increases the localization error. For SpaseLoc, adding violated inequalities improves the estimation accuracy slightly. Note that I1 and I2 produce the same results for SpaseLoc.
In summary, the first experiment shows that when the errors are caused by low connectivity, SpaseLoc with geometric routines and no inequality constraints (I0) outperforms SpaseLoc with inequalities (I1 or I2) and all of the full SDP options. Given this observation, from now on we only use SpaseLoc with geometric routines, which means the geometric routines are used instead of SDP to localize sensors connected to less than 3 anchors.
The second experiment indicates that under noise conditions, although adding violated inequalities does not seem to improve the estimation accuracy for full SDP, it does improve accuracy for SpaseLoc.
In the subsequent sections, we continue to examine the inequality constraints' effects on accuracy and speed.
Accuracy and speed comparison:
Full SDP versus SpaseLoc. For very small networks, the SDP approach is both accurate and efficient. (This is vital to SpaseLoc, as many small subproblems must be solved using SDP.) However, the performance of the full SDP approach deteriorates rapidly with network size. Table 4 .3 shows the localization results using full SDP (a) and using SpaseLoc (b) for a range of examples with various numbers of nodes whose true locations in the network are at the vertices of an equilateral triangle grid. Anchors are placed at the middle grid-point of each row. A noise factor of 0.1 is applied to the distance measurements.
Let us first look at the impact of I0, I1, and I2 on estimation accuracy. Table 4 .3 (a) shows that for full SDP, 8 errors with I1 are bigger than with I2, and 5 errors with I2 are bigger than with I1. Comparing I0 with I2, we see that for each strategy, 9 errors in I0 are bigger than the errors for the other strategy. It appears that full SDP with added inequalities does not always improve the estimation accuracy. For SpaseLoc, I1 and I2 generate almost equivalent estimation accuracy; I0 has 8 errors that are bigger than with I1, while I1 has 5 errors bigger than with I0. Therefore, the added inequalities provide only marginal accuracy improvement for SpaseLoc. Now let us compare full SDP with SpaseLoc. Figures 4.3-4 .4 plot results for full SDP with I0 and SpaseLoc with I0 for two of these examples: 9 and 49 nodes, including 3 and 7 anchors placed at the grid-point in the middle of each row. As we can see from these two figures and Table 4 .3, for localizing 4 and 9 nodes, full SDP and SpaseLoc show comparable performance. Beyond that size, the contrast grows rapidly. For localizing 49 nodes, SpaseLoc is 10 times faster than the full SDP method, with more than four times the accuracy. For 400 nodes, SpaseLoc with strategies I0, I1, and I2 is, respectively, 800, 2500, and 8500 times faster than full SDP with the same strategies, while achieving 10 times greater accuracy. Thus, the full SDP model becomes less effective as problem size increases. In fact, for problem sizes above 49 nodes, the average estimation error using full SDP becomes so large that the computed solution is of little value.
It may seem nonintuitive that SpaseLoc's greedy approach could produce smaller errors than the full SDP method. However, all of the SDP problems and subproblems of the form (2.4) are relaxations of Euclidean models of the form (2.2). As we discussed in section 3.9, SpaseLoc always tries to create a subproblem whose subsensors have three independent anchor connections, so that the SDP solution is exact. The same conclusion cannot be drawn under noise conditions, but experimentally the relaxations under noise conditions appear to be tighter in SpaseLoc's subproblems than in the single large SDP. In the following sections, we run more simulations only with SpaseLoc. Table 4 .4 shows simulation results for 49 to 10000 randomly uniform-distributed sensors being localized using SpaseLoc with strategies I0, I1, and I2. The node numbers 49, 100, 225, . . . are squares k 2 , and the radius is the minimum value that permits localization on a regular k ×k grid. The number of anchors changes with the number of sensors and is chosen to be k. Noise is not included in this simulation. When the items under I1, I2 are empty, it means that they are equal to the values under I0 in the same row. sensors in the network, even though the full SDP approach has much greater complexity, as we now show.
Scalability.
We know that in the full SDP model (2.4), the number of constraints is O(n 2 ), and in each iteration of its interior-point algorithm the SDP solver needs to solve a sparse linear system of equations whose dimension is the number of constraints. Figure 4 .5 plots the CPU time for strategy I0 from Table 4 .3(a) as well as three curves of the form time = a p n p for p = 2, 3, 4, where a p is determined by a least-squares fit. It appears that the SDP complexity with strategy I0 lies somewhere between O(n 3 ) and O(n 4 ). In SpaseLoc, we partition the full problem into p subproblems of size q or less, where p × q = n. We generally set q to be much smaller than n, ranging from 2 to around 10 in most of our simulations. If t represents the execution time taken by the full SDP method for a 10-node network, in the worst case the computation time for SpaseLoc is t × O(p). Thus, SpaseLoc is really linear in p in theory. Since we can assume q to be a parameter ranging from 2 to 10, with worst case 2, we know that
In the remaining subsections we choose the middle network size from Table 4 .4 (nodes = 3969) to observe the effect of varying radio range, number of anchors, and noise.
Radio range impact.
With a fixed total number of randomly uniformdistributed nodes (3969, of which 63 are anchors), Table 4 .5 shows the direct impact of radius in the range 0.0304 to 0.0334 on accuracy and performance.
Strategies I1 and I2 produce essentially the same results, and with slightly better accuracy than I0 for 8 of the 16 radius values, while I0 produces slightly better accuracy than I1 or I2 in 4 cases. However, I1 and I2 take more time than I0 because they need more SDP calls. Time  SDP's  ius  I0  I1  I2  I0  I1  I2  I0  I1  I2  I0  I1  I2 As we see, increasing radius leads to increased accuracy and only slightly more computational time. The simulation could assist sensor network designers in selecting a radio range to achieve a desired estimation accuracy with little concern about algorithm speed.
Number of anchors impact.
With constant radius (0.0334) and the same randomly distributed nodes (3969), Table 4 .6 shows the impact of the number of anchors, ranging from 1% to 10% of the total number of points. (Noise is not included.) Strategies I1 and I2 produce identical results. Comparing I0 with I1 or I2, we see that added inequalities slightly improve the average error consistently, although the 95% error remains essentially the same. Increasing the number of anchors in the network improves the estimation accuracy in general, with no obvious impact on algorithm speed. However, we don't see accuracy improvement when the number of anchors reaches more than 10% of the total points. This analysis is beneficial for designers to avoid the cost of deploying unnecessary anchors.
Noise impact.
With constant radius (0.0334) and the same randomly distributed nodes (3969), Table 4 .7 shows the impact of noise conditions on accuracy and performance.
We see that strategies I1 and I2 do not provide consistent improvement over I0 for both average and 95% error, yet they always increase execution time. Also, more noise in the network has a direct impact on estimation accuracy. Simulations of this kind may help designers determine the measurement noise level that will give an acceptable estimation error. Time  SDP's  factor  I0  I1  I2  I0  I1  I2  I0  I1  I2  I0  I1  I2 5. Summary and extensions. We have shown that SpaseLoc achieves the aims of accuracy, speed, and scalability with a single processor on very large networks. It takes full advantage of the recent SDP approach of Biswas and Ye [2] . The latter has computational complexity O(n p ), where n is the network size and p is between 3 and 4, but we use it on multiple tiny subproblems to obtain an algorithm with essentially linear complexity. On a 2.4GHz laptop with 1GB memory, SpaseLoc maintains efficiency and provides accurate location estimation for networks with 10000 sensors and beyond. The right-hand graph summarizes results in terms of execution time on various network sizes. Data for the full SDP method is taken from Table 4 .3, and data for SpaseLoc is taken from Table 4 .4. The figure confirms near-linear complexity for SpaseLoc.
More general problems.
In Jin [14] , SpaseLoc is used as a building block for more general localization algorithms. A dynamic version can estimate moving sensors' locations in real time, and a three-dimensional version extends its utility further. For clustered and distributed environments, it is shown how to use SpaseLoc in parallel (on multiple large subproblems) to obtain essentially linear complexity on clustered networks of unlimited size. Finally, a preprocessor for SpaseLoc has been developed in [14] to localize sensors in anchorless networks.
A bootstrap procedure. SpaseLoc works effectively when
Step A1 (subproblem creation) finds subsensors connected to at least 3 anchors. A difficult situation arises if there are more than 3 anchors in the network but no subsensor is directly connected to 3 anchors. A network with anchors placed at the borders of the region is such an example. SpaseLoc's subproblems will involve sensors connected to only 2 or 1 anchors, leading to a less accurate final solution.
When there is sufficient connection information for sensors to be indirectly connected to at least 3 anchors through other sensors, the full SDP approach can find a solution. We are developing a procedure to choose a subproblem in the above situation. It will include the anchors, certain subsensors, and the sensors on each shortest path from a subsensor to an anchor.
Alternative subproblem solvers.
At present, most of the SpaseLoc subproblems are solved by the SDP approach of Biswas and Ye [2] . This is an approximation method that may produce large errors with noisy data. A recent development by Biswas et al. [4] adds regularization terms to the SDP problem and uses a gradientdescent method to refine the SDP solution. Significant accuracy improvement is reported. An advantage of SpaseLoc is that it can solve each subproblem by any method that is effective on small networks. Our next step is to experiment with such approaches, including that of [4] and various triangulation-based methods.
