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RÉSUMÉ. Une interface cerveau-ordinateur (ICO) est un nouveau type d’interface homme-
machine qui permet la communication directe entre l’utilisateur et la machine en décodant
l’activité cérébrale. Les potentiels cognitifs évoqués comme le P300 peuvent être obtenus
grâce au paradigme oddball – stimulus discordant – où les cibles sont sélectionnées par l’uti-
lisateur. Une nouvelle méthode pour la réduction des capteurs des signaux électroencéphalo-
graphiqes (EEG) est proposée. La réduction du nombre de capteurs permet d’accroître le
confort de l’utilisateur en diminuant le temps nécessaire à la pose des capteurs. L’approche
proposée est basée sur une élimination récursive des capteurs où la fonction de coût est basée
sur une évaluation du rapport signal sur signal plus bruit (RSSB), après un filtrage spatial.
Nous montrons que cette fonction de coût est plus robuste et moins coûteuse en temps de cal-
cul que d’autres fonctions basées sur l’évaluation de la détection du P300 ou des cibles, per-
mettant ainsi d’éviter une étape de classification. Nous proposons également une fonction de
décision qui permet de mieux catégoriser l’importance d’un capteur en fonction du nombre de
capteurs désirés. L’approche proposée est testée et validée sur 20 sujets au cours de plusieurs
sessions.
ABSTRACT. A Brain-Computer Interface (BCI) is a new type of human-machine interface that
allows direct communication between user and machine by decoding brain activity. The ERPs
as the P300 can be obtained through the odd ball paradigm, where targets are selected by the
user. A new method for reducing the number of sensors that record electroencephalography
(EEG) signals is proposed. Reducing the number of sensors allows reducing the time required
for the installation of sensors and therefore increases user’s comfort. The proposed approach
is based on a recursive elimination where the cost function is based on the signal to signal plus
noise ratio (SSNR), after spatial filtering. We show that this cost function is more robust and
less costly in computing time than other functions based on evaluation of the detection of P300
or targets, thus avoiding a step of classification. We also propose a decision function to better
categorize the importance of a sensor based on the number of desired sensors. The proposed
approach is tested and validated on 20 subjects over several sessions.
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Extended Abstract
A Brain-Computer Interface (BCI) is a new type of human-computer interface
that enables the direct communication between humans and computers through
decoding of brain activity. BCI can be the only communication mean for people with
motor disabilities so severe that they cannot communicate with their relatives.
Patients with spinal cord injuries or amyotrophic lateral sclerosis (ALS), also called
Lou Gehrig’s disease, are the current best candidates for BCI. Event-related
potentials (ERPs), like the P300, can be obtained with an oddball paradigm whose
targets are selected by the user. In the P300 speller, the user can spell letters by
paying attention to the letters the user wishes to spell. While such BCI can achieve
relatively good performance, an important challenge is to bring this type of system
outside of the laboratory to provide clinical/commercial applications. There exists a
high need for some disabled people. The BCI field proposes many challenges in the
signal processing and pattern recognition communities. Among these challenges,
signal detection and feature selection are relevant topics for increasing the
performance of BCI. Sensor selection is a particular case of feature selection, where
different input features correspond to a sensor. Reducing the number of sensors is
relevant and necessary step to bring BCI to a broader audience. A low number of
sensors yields more comfort for the user, it may decrease installation time duration
and it may also reduce the financial cost of the BCI product as the cost of an EEG
cap and an amplifier depend on the number of channels. This study deals with
methods that rank subsets of EEG sensors in the P300 speller application.
Several cost functions during sensor selection are proposed and evaluated: the
signal to signal-plus-noise ration (signal processing level), the P300 detection
(classification level), and the P300 speller accuracy (application level). The goal is to
find a reliable cost function that translates the efficiency of the BCI system. These
cost functions represent different stages for the detection of a character in the P300
speller. For the P300 detection, it corresponds to a binary classification where the
input is a matrix containing the EEG signal corresponding to the recorded signal of
different electrodes over a short time after the presentation of a visual stimulus. If the
user pays attention to the target where the visual stimulus occurs, we expect to detect
a P300 (class 1), otherwise we do not have a P300 (class 2). For the P300 speller, the
classifier outputs corresponding to several visual stimuli are combined to determine
accurately the target selected by the user. These cost functions are evaluated with and
without spatial filtering. Our new approach to select relevant sensors is based on
backward elimination using a cost function based on the signal to signal-plus-noise
ratio (SSNR), after some spatial filtering. An algebraic model of the recorded signals
is considered. It is composed of three terms: the P300 responses, a response common
to all stimuli (on targets and non target) and the residual noise. Applied on the signal,
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signal filters shall enhance the P300 responses. Spatial filters are obtained through
the xDAWN algorithm. This method considers the Rayleigh quotient by maximizing
the SSNR after two QR decompositions and a singular value decomposition. For both
the classification of ERP and the cost function based on the P300 detection, we
consider a Bayesian Linear Discriminant Analysis (BLDA) classifier, which
considers an objective function for ridge regression as the exponent of a probability
distribution from the exponential family. We validate our selection strategy on data
from 20 healthy subjects. A session of 50 characters is dedicated to the sensor
selection and classifier training. Three other sessions of 60 characters are considered
for the evaluation of the different methods. The results indicate that the best strategies
always consider spatial filters as pre-processing. We show that the cost function
selects sensors subsets that provide a better accuracy in the speller recognition rate
during the test sessions than selected subsets based on classification accuracy. The
accuracy is equivalent or better than cost functions based on mining evaluations
related to the P300 or the character recognition rate. The two best methods are based
on the evaluation of the SSNR and the P300 recognition, showing that it is useless to
take into account the speller stage. While the SSNR and the P300 recognition provide
both equivalent results, both consider spatial filters based on the xDAWN algorithm.
With only eight sensors, the speller accuracy is superior to 94 %. When we consider
adaptive subsets, the average performance with eight sensors is equivalent to the
whole set of 32 sensors. Considering the signal processing stage is therefore more
efficient than the P300 detection and P300 speller stages. In addition, we present the
best sensor locations, which are located at the parietal and occipital area. Across
subjects, the five best sensors for the P300 speller are PZ, P8, OZ, P3 and P7. These
sensor subsets are consistent with other studies that have evaluated predefined
subsets of sensors.
Although the brain responses that we want to detect remains the same across
subjects, we highlight the differences that can occur if the sensors are not directly set
in relation to a particular individual. A sensor selection procedure for each individual
is justified. Some persons would get a poor performance with a predefined set of
sensors. Finally, a decision function is proposed to better analyze the rank of every
sensor, given a desired number of sensors. This cost function is based on a sigmoid
function and considers as input the rank of the sensors during backward elimination.
1. Introduction
Une interface cerveau-ordinateur (ICO) est un moyen de communication direct
entre le cerveau d’un utilisateur et un ordinateur. Ce type d’interface permet la
communication grâce à l’analyse directe et en ligne de mesures de l’activité
cérébrale, sans aucune activité musculaire (Allison et al., 2007). L’utilisation
principale des ICO est pour les personnes handicapées qui ne sont pas capables de
communiquer par des moyens plus conventionnels (clavier, souris...). Dans certains
cas de paralysie, pour les patients atteints du syndrome d’enfermement, une ICO peut
représenter le seul moyen de communication possible (Birbaumer et al., 2007). Par
conséquent, les ICO sont des systèmes prometteurs pour la restauration de la
communication et d’une certaine autonomie pour certains patients (Cecotti et al.,
2009b ; Volosyak et al., 2009).
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Actuellement, un des défis majeurs est de réduire l’ensemble des capteurs qui
mesurent l’activité cérébrale de façon adaptative, personnalisée à l’utilisateur.
Réduire le nombre de capteurs permet d’améliorer le confort de l’utilisateur lorsque
les capteurs ne sont pas invasifs, c’est-à-dire, lorsqu’ils sont placés sur la surface du
scalp. En effet, avec moins de capteurs le temps de préparation du patient requiert
moins de temps pour le personnel soignant. De plus, la réduction du nombre de
capteurs permet de diminuer le coût d’un casque EEG (électroencéphalographique)
et de l’amplificateur de signaux qui nécessitera moins de canaux. La réduction du
nombre de capteurs peut aussi augmenter la durée d’utilisation des casque EEG sans
fil (Shih et al., 2009). Par ailleurs, avec un nombre limité de capteurs, il serait
possible d’améliorer la détection du P300 en focalisant les observations uniquement
sur les zones les plus pertinentes. La localisation des électrodes est sous-optimale car
elle est soumise à des standards, comme le système international 10-20 (Chatrian et
al., 1985).
Les méthodes de traitement du signal et de reconnaissance de formes sont
généralement utilisées dans les ICO pour la détection de signaux cérébraux
particuliers. Parmi ces méthodes, les modèles basés sur un apprentissage ont prouvé
leurs intérêts grâce à leurs robustesses (Blankertz et al., 2006 ; Müller et al., 2004 ;
Müller et al., 2008). En effet, ces méthodes permettent une adaptation à la variabilité
du signal en cours du temps et entre les sujets. Ainsi, les réseaux de neurones
(Anderson et al., 1995 ; Cecotti et al., 2010 ; Felzer et al., 2003 ; Haselsteiner et al.,
2000 ; Masic et al., 1993 ; Masic et al., 1995), les machines à vecteurs de support
(SVM) (Blankertz et al., 2002 ; Rakotomamonjy et al., 2008) ont notamment été
utilisés dans des ICO pour la classification de signaux EEG. Pour ces méthodes, la
sélection d’un ensemble de caractéristiques d’entrée peut être déterminante pour les
performances de classification. En effet, la réduction du nombre de capteurs permet
naturellement de diminuer le nombre de caractéristiques. La réduction du nombre de
capteurs pourrait donc permettre à la fois d’augmenter les performances de
classification, de s’adapter à l’utilisateur, et de réduire les coûts de fabrication et les
difficultés d’utilisation d’une ICO.
Il est important de distinguer sélection de capteurs et sélection de
caractéristiques. En effet, un capteur correspond le plus souvent à un ensemble de
caractéristiques. C’est le cas en particulier dans une ICO où la réponse cérébrale à
détecter correspond souvent à un tenseur dont l’une des dimensions représente le
domaine spatial (les capteurs), et les autres dimensions peuvent représenter le signal
dans le domaine temporel et/ou fréquentiel. Pour éviter toute confusion dans la suite
de cet article, nous assimilons la notion de capteur à celle d’une source de signal, à
la différence des capteurs dédiés à la référence et à la masse.
Plusieurs types de stratégies existent pour la sélection de capteurs. Il est possible
de sélectionner les capteurs à partir de connaissance a priori du problème ou à partir
d’expériences antérieures. Dans ce cas, l’ensemble prédéfini de capteurs est fixe et
ne peut pas s’adapter en fonction de particularités individuelles. Cette stratégie peut
mettre en péril les performances du système pour certains sujets qui nécessitent un
ensemble de capteurs personnalisé (Hoffmann et al., 2008). Pour N capteurs, il existe
2N ensembles possibles de capteurs. Trois approches peuvent être considérées pour
la recherche d’un ensemble de capteurs. Avec la recherche exhaustive, on compare
les performances de tous les ensembles possibles. Cette approche n’est pas réalisable
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car l’ensemble des capteurs à tester est trop important même pour un N petit
(N ≈ 10). Avec la recherche aléatoire, la méthode commence avec un ensemble
aléatoire et génère de nouveaux ensembles, comme l’algorithme Las Vegas
(Algorithms and Theory of Computation Handbook, 1999). Enfin, la dernière
approche ne garantit pas l’optimalité de la sélection. Ces méthodes sont basées sur
des approches gloutons et récursives d’ajout et/ou de suppression de capteurs. Par
exemple, l’élimination récursive de caractéristiques a été utilisée dans les ICO basées
sur de la reconnaissance d’imagerie motrice (Lal et al., 2004 ; Schroder et al., 2005).
Dans cet article, nous considérons l’élimination récursive de capteurs et nous
proposons une fonction de coût efficace déterminant quel capteur doit être éliminé à
chaque étape de l’algorithme, c’est-à-dire une fonction qui détermine au mieux la
pertinence d’un ensemble de capteurs. La pertinence des capteurs sélectionnés est
évaluée lors de l’évaluation de l’ICO, en l’occurrence un clavier virtuel P300.
Le reste de cet article suit le plan décrit ci-après. Le paradigme du clavier virtuel
P300 (CV-P300) est décrit dans la section suivante. La stratégie de sélection de
capteurs et les différentes fonctions de coûts pour l’évaluation des ensembles de
capteurs sont décrites dans la troisième section. La section quatre est dédiée quant à
elle au calcul des filtres spatiaux, à l’évaluation du rapport signal sur signal plus bruit
(RSSB), et au classifieur permettant la détection du P300. Le protocole expérimental
est présenté dans la cinquième section. Les résultats de la sélection de capteurs pour
les différentes fonctions de coûts sont comparés et analysés dans les deux dernières
sections.
2. Le clavier virtuel P300
Le CV-P300 permet à un utilisateur d’écrire des symboles sur un écran
d’ordinateur. L’interface graphique de cette ICO représentée par une matrice
contenant tous les symboles est affichée à l’écran (Farwell et al., 1988 ; Donchin et
al., 2000). Dans les expériences, nous considérons une matrice de taille 6 × 6,
permettant d’afficher les 26 caractères de l’alphabet latin et quelques autres
caractères (Farwell et al., 1988). Pour écrire un symbole, l’utilisateur porte son
attention sur le caractère que la personne veut épeler.
Les lignes et les colonnes de la matrice sont flashées alternativement et de façon
aléatoire. La visualisation du flash sur le symbole observé par l’utilisateur entraîne
un potentiel cognitif, le P300, qui correspond à une onde positive dans le signal EEG,
environ 300 ms après le début du flash (Hansenne, 2000a ; Hansenne, 2000b ; Polich,
2007). Les stimulations visuelles sont regroupées par bloc de 12 flashs (un flash pour
chaque ligne et colonne de la matrice). Ces 12 flashs sont répétés sur Nrep répétitions
pour chaque caractères. Ainsi, le système doit détecter la présence de 2 × Nrep
réponses P300 lors de la saisie d’un caractère.
L’identification d’un caractère par le CV-P300 est effectuée en deux étapes
successives. Tout d’abord, il faut identifier la présence d’une réponse P300 ou non à
chaque flash dans le signal EEG. Cette étape correspond à une classification binaire
(présence ou absence de P300). Ensuite, il faut combiner ces résultats de
classification pour obtenir le caractère sélectionné. Le caractère sélectionné est défini
par un couple ligne/colonne. On note V ∈ R12×Nrep la matrice contenant les
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probabilités accumulées de la détection du P300 pour chaque flash et pour chaque
répétition :
V (i, j) =
j∑
k=1
EP300(P(i,k)) [1]
où P(i,k) ∈ RN f ×Ne est le signal d’entrée pour le flash i, à la répétition k,
(i,k) ∈ {1,. . . ,12} × {1,. . . ,Nrep} . N f et Ne représentent respectivement le nombre
de capteurs virtuels et le nombre d’échantillons dans le signal à traiter. Enfin,
EP300(.) représente le classifieur retournant une valeur de confiance entre 0 et 1 
(1 signifie que le P300 a été détecté parfaitement, 0 signifie qu’aucun P300 n’est
détecté).
À chaque répétition j, on peut déterminer les coordonnées (x j ,yj ) du symbole
sélectionné en cherchant la ligne et la colonne ayant la plus grande probabilité
d’avoir engendré un P300 :
x j = argmax1≤i≤6V (i, j) [2]
yj = argmax7≤i≤12V (i, j). [3]
On note par ECV ({P(1,Nrep),. . . ,P(12,Nrep)}) = (row,column) , le symbole
sélectionné.
3. La sélection des capteurs
3.1. Élimination récursive
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Figure 1. CV-P300. Fig. 2 : écran, Fig. 1(b) : moyenne de la réponse P300 
sur le capteur localisé en Cz
(a) Interface graphique du CV-P300 (b) Potentiel évoqué cognitif P300
La méthode pour sélectionner de façon personnalisée un sous-ensemble de
capteurs est basée sur l’élimination récursive. À partir de l’ensemble total des
capteurs, la méthode consiste à tester pour chaque capteur s’il est pertinent de le
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supprimer de l’ensemble courant des capteurs. Un capteur peu pertinent est un
capteur dont l’absence dans l’ensemble courant des capteurs modifie très peu un
certain critère. Dans la version de l’élimination récursive que nous considérons, nous
éliminons deux capteurs à chaque itération. L’élimination des capteurs continue
jusqu’à ce qu’il ne reste que deux capteurs, c’est-à-dire les deux capteurs les plus
significatifs. En effet, un capteur peu important va être éliminé lors des premières
itérations alors que les capteurs à conserver sont éliminés lors des dernières étapes.
Nous définissons le rang d’un capteur, R(s) , par Ns/2 − i où i est l’itération où le
capteur a été éliminé, Ns étant le nombre de capteurs. Par conséquent, plus le rang
d’un capteur est élevé, plus le capteur est pertinent et doit être conservé.
3.2. Évaluation des ensembles de capteurs
Pour les critères d’évaluation d’un ensemble de capteurs, on distingue les critères
dépendant et indépendant. Les critères dépendants sont basés sur une mesure du taux
de reconnaissance pour établir la pertinence d’un ensemble de capteurs donné. Les
critères indépendants ne sont pas basés sur le sens donné aux capteurs. Par
conséquent, il est naturel de penser qu’un critère dépendant basé sur l’objectif à
atteindre (par exemple, une bonne reconnaissance des symboles dans le CV-P300)
pourrait donner une meilleure estimation des capteurs à choisir. Cependant, une telle
stratégie nécessite l’évaluation des différents capteurs et elle est souvent plus
coûteuse en temps de calcul. Les critères indépendants sont basés sur des mesures
simples de distances, de mesures de cohérences, de dépendances statistiques... (Abe
et al., 2006). Dans le CV-P300, l’évaluation des  sous-ensembles de capteurs peut
être effectuée à trois niveaux : (i) une mesure globale du signal EEG, comme le
RSSB, (ii) le taux de détection du P300 (EP300), c’est-à-dire la capacité à détecter
chaque réponse P300 individuellement, et (iii) la performance du CV-P300
(ECV −P300), c’est-à-dire le taux de bonne classification. Ces critères peuvent être
comparés, en utilisant ou non un pré-traitement comme l’utilisation de filtres
spatiaux (SF). Nous distinguons quatre critères/fonctions de coût. Elles sont
présentées dans le paragraphe suivant.
3.3. Fonction de coût basée sur le RSSB
La première fonction de coût est basée sur le rapport signal sur signal plus bruit
(RSSB). Nous considérons un modèle algébrique du signal enregistré X qui est
composé de trois parties : la réponse cognitive associée au P300 (D1 A1), la réponse
cognitive associée à chaque flash (cible et non-cible) (D2 A2) et le bruit résiduel (H).
X = D1 A1 + D2 A2 + H. [4]
où X ∈ RNt×Ns, Nt et Ns sont respectivement le nombre d’échantillons temporels et
le nombre de capteurs. A1 ∈ RN1×Ns et A2 ∈ RN2×Ns sont des matrices représentant
les potentiels évoqués cognitifs. N 1e et N 2e sont respectivement le nombre
d’échantillons décrivant la réponse P300 et la réponse survenant à chaque flash. Dans
les sections suivantes, N 1e et N 2e correspondent à 0.6 seconde. D1 et D2 sont deux
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matrices réelles de Toeplitz, respectivement de taille Nt × N1 et Nt × N2. D1 est telle
que les éléments  de sa première colonne soient nuls exceptés ceux correspondant
aux instants de stimulations des lignes et colonnes cibles, qui ont une valeur égale à
1. Pour D2, les éléments de la première colonne sont nuls sauf ceux correspondant
au début de chaque stimulus. N1 et N2 sont respectivement le nombre d’échantillons
temporels représentant la cible (la réponse P300) et la réponse commune à tous les
flashs. H est une matrice réelle de taille Nt × Ns .
Le RSSB est alors défini par :
RSSB =
T r( ÂT1 DT1 D1 Â1)
T r(X T X)
[5]
où Â1 correspond à l’estimation des moindres carré de A1
Â =
[
Â1
Â2
]
= ([D1; D2]T [D1; D2])−1[D1; D2]T X [6]
où [D1; D2] est une matrice de taille Nt × (N1 + N2) composée de D1 et D2.
3.4. Fonction de coût basée sur la puissance du signal
La puissance P(i) du P300 sur le i eme capteur si est estimé par :
P(i) =
1
Nt
â1
T (i)DT1 D1â1(i) [7]
où 1 ≤ i ≤ Ns et Â1 = [â1(i),. . . ,â1(Ns)]. La puissance totale P du P300 est définie
par :
P =
Ns∑
i=1
P(i). [8]
3.5. Fonction de coût basée sur la détection du P300
Nous définissons la fonction de coût basée sur la reconnaissance du P300,
AccP300 , comme la moyenne du taux de reconnaissance de classification du P300
pour les différents nombres de répétitions possibles, pour chaque flash et pour Nsymb
symboles. Le taux de reconnaissance du classifieur prend aussi en compte la
détection des non P300. Un classifieur linéaire bayésien est utilisé pour la
classification binaire des réponses P300 (Hoffmann et al., 2008 ; MacKay, 1992).
Ces critères représentent la stratégie classique qui est généralement utilisée dans la
littérature où les capteurs sont supprimés dans le but de maximiser le taux de
reconnaissance du classifieur (Schroder et al., 2005).
3.6. Fonction de coût basée sur la performance du CV-P300
Enfin, la fonction de coût basée sur le taux de reconnaissance de caractère du CV-
P300, AccCV , est basé sur les performances de l’application. AccCV est défini comme
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le taux de reconnaissance moyen des caractères pour les différents nombres de
répétitions possibles. Ce taux de reconnaissance n’est pas le taux de reconnaissance
du CV-P300 à la dernière répétition, il tient compte des différentes répétitions. Au
niveau de la complexité, notons que le calcul de AccCV requiert les principales étapes
de calcul de AccP300 .
4. Filtres spatiaux
En plus de la sélection de capteurs, il est possible de réduire le nombre de
caractéristiques en déterminant des capteurs virtuels issus du filtrage spatial des
capteurs initiaux. Ainsi, les fonctions de coûts définies dans les sections 3.3, 3.4, 3.5
et 3.6 peuvent être combinées avec l’utilisation de filtres spatiaux pour améliorer la
qualité du signal. Les filtres spatiaux doivent permettre la mise en évidence des
caractéristiques particulières du signal. De nombreuses méthodes existent dans la
littérature pour la création de filtres spatiaux. On peut citer des approches assez
simples utilisant des combinaisons bipolaires ou des Laplaciens pour supprimer le
bruit commun à plusieurs capteurs (Müller-Putz et al., 2005). Des filtres spatiaux
adaptatifs utilisent l’analyse en composantes indépendantes (Independant
Component Analysis (ICA)) (Xu et al., 2004) ou des méthode statistiques comme
Common Spatial Pattern (CSP) (Blankertz et al., 2008 ; Brunner et al., 2007 ;
Tomioka et al., 2006). Les filtres spatiaux peuvent être déterminés avec une approche
générative comme la méthode de minimisation d’énergie (Friman et al., 2007), ou
avec une approche discriminante (Cecotti et al., 2009a ; Cecotti et al., 2010). Nous
utilisons ici l’algorithme xDAWN pour créer les filtres spatiaux (Rivet et al., 2008 ;
Rivet et al., 2009). La méthode considère deux hypothèses principales : il existe un
potentiel évoqué synchronisé avec les flashs observés par l’utilisateur et ce potentiel
peut être mis en valeur grâce à des filtres spatiaux.
Nous considérons les filtres spatiaux U1 ∈ RNs×N f pour améliorer le RSSB de la
réponse P300 (D1 A1U1), où N f est le nombre de filtres spatiaux :
XU1 = D1 A1U1 + D2 A2U1 + HU1. [9]
On définit le RSSB en fonction des filtres spatiaux par :
RSSB(U1) =
T r(U T1 ÂT1 DT1 D1 Â1U1)
T r(U T1 X T XU1)
[10]
Le RSSB est maximisé par :
Û1 = argmaxU1 RSSB(U1). [11]
La procédure pour calculer Û1 et RSSB(U1) est la suivante. On remplace Â1 par
BT1 X où BT1 est une partie de l’estimation des moindres carrés définie dans l’équation
[6]. On applique alors une décomposition QR sur D1 = Q1 R1 et X = Qx Rx . On
peut finalement exprimer l’équation [10] par :
SSNR(V1) =
T r(V T1 (QTx B1 RT1 R1 BT1 Qx)V1)
T r(V T1 V1)
, [12]
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où V1 = RxU1. V1 est obtenu grâce au quotient de Rayleigh, qui correspond à la
concaténation des N f vecteurs propres associés aux N f plus grandes valeurs propres
de QTx B1 RT1 R1 BT1 Qx (Golub et al., 1996). Ces vecteurs sont estimés grâce à une
SVD (Singular Value Decomposition) de R1 BT1 Qx = 	
T,  et 
 étant deux
matrices orthogonales, 	 est une matrice diagonales à valeurs positives ou nulles
placées en ordre décroissant.
Après simplification, on obtient :
SSNR(V1) =
T r(V T1 (
	2
T )V1)
T r(V T1 V1)
. [13]
De nouveau, on considère le quotient de Rayleigh pour V1 dont la solution
correspond aux N f plus grandes valeurs propres de 
	2
T, c’est-à-dire 	2. Notons
que le dénominateur peut être réduit à la trace d’une matrice identité de taille
N f × N f, car 
 et Qx sont des matrices orthogonales. Le RSSB du signal pré-traité
(après filtrage spatial), peut s’écrire :
SSNR = T r(	2)/N f . [14]
Enfin, la solution de l’équation [11] permet d’obtenir les filtres spatiaux qui sont
ordonnés par ordre décroissant d’importance.
Û1 = R−1x 
. [15]
Le signal après filtrage est finalement obtenu par :
X̂ = XÛ1. [16]
La puissance du signal filtré est déterminé par :
PU =
T r(U T1 Â1
T DT1 D1 Â1U T1 )
Nt
[17]
5. Protocole expérimental
5.1. Objectifs
Les objectifs des expériences sont d’évaluer et de comparer les différentes
fonctions de coût qui ont été considérées pour l’élimination récursive des capteurs.
Ces critères sont résumés dans le tableau 1. Les fonctions de coût définies dans les
sections 3.3, 3.4, 3.5 et 3.6 sont utilisées sans (C1, C2, C3, C4) ou avec filtrage
spatial (FS) (C1F S, C2F S, C3F S, C4F S). C1 et C1F S sont basés sur le RSSB. C1
et C1F S sont définies respectivement par les équations [5] et [14]. C2 et C2F S sont
basés sur l’estimation de la puissance du signal définie dans les équations [8] et [17].
C1F S et C2F S étant équivalentes, nous utilisons uniquement C1F S dans les sections
suivantes. C3 et C3F S sont basés sur AccP300 défini dans la section 3.5. Enfin, C4
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et C4F S sont basés sur AccCV défini dans la section 3.6. L’évaluation du CV-P300 au
cours de plusieurs sessions doit permettre de déterminer la meilleure fonction de coût
pour sélectionner les meilleurs sous-ensembles de capteurs à partir d’un nombre de
capteurs désiré.
5.2. Acquisition des données et pré-traitement
Le signal EEG a été enregistré sur 20 sujets sains (13 hommes et 7 femmes) avec
la plate-forme OpenViBE  (Maby et al., 2010). L’âge moyen des sujets est de 26 ans,
avec une déviation standard de 5,7. Les sujets portaient un casque EEG de 32
capteurs (Chatrian et al., 1985). L’activité EEG était enregistrée à partir de 32
électrodes actives (actiCap, Brain Products GmbH, Munich). Les électrodes pour la
référence et la masse étaient placées respectivement sur le nez et le front. Pour tester
les différents sous-ensembles de capteurs obtenus, nous considérons quatre sessions :
la session d’apprentissage, contenant 50 caractères avec 10 répétitions et trois
sessions de tests contenant 60 caractères avec 5, 8 et 10 répétitions. Le signal EEG
est échantillonné à 100 Hz. Il est ensuite filtré entre 1 Hz et 12,5 Hz avec un filtre de
Butterworth d’ordre 4. Le signal est ré-échantillonné à 25 Hz. Pour chaque capteur,
le signal est normalisé pour obtenir une déviation standard égale à un.
5.3. Reconnaissance hors-ligne des symboles du CV-P300
Le CV-P300 est évalué avec différents sous-ensembles de capteurs obtenus grâce
aux méthodes présentées dans la section précédente. Pour chaque ensemble de
capteurs, le signal est filtré à l’aide des filtres spatiaux définis dans l’équation [15].
Le classifieur BLDA (MacKay, 1992), décrit dans la section 3.5, est utilisé pour la
détection du P300. Nous considérons ici uniquement les quatre premiers capteurs
virtuels lors de la classification (lorsque le nombre de capteurs est inférieur à 4, nous
utilisons autant de capteurs virtuels que de capteurs). L’évaluation du CV-P300
permet de mesurer l’efficacité de la méthode de filtrage spatiale pour les ensembles
de capteurs, de comparer les différentes fonctions de coûts, et de prouver l’intérêt de
C1F S qui permet d’obtenir à la fois les filtres spatiaux et le RSSB.
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Tableau 1. Les différentes fonctions de coût pour l’élimination récursive
C1 : RSSB
C2 : Puissance
C3 : AccP300
C4 : AccCV
C1F S : FS + RSSB
C2F S : FS + Puissance
C3F S : FS + AccP300
C4F S : FS + AccCV
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6. Résultats
6.1. Performance du CV-P300
La figure 2 représente le taux de reconnaissance du CV-P300 pour la session de
test no3 avec 10 répétitions, pour chaque méthode d’évaluation de capteurs et pour
différents nombres de capteurs (de 2 à 32). Les méthodes de sélection de capteurs qui
n’utilisent pas de filtres spatiaux donnent les moins bons résultats : entre 66.42 %
(C4) et 89.58 % (C1) pour un ensemble de 8 capteurs. Avec 8 capteurs, le taux de
reconnaissance moyen du CV-P300 est de 94.92 %, 94.00 % et 93.00 %,
respectivement pour les méthodes C1F S, C3F S et C4F S. Ces résultats montrent qu’il
est possible de réduire le nombre de capteurs de 32 à 8 sans trop diminuer les
performances. En effet, le taux de reconnaissance le plus élevé est obtenu avec 32
capteurs, où il atteint 95.83 % de reconnaissance. 
L’un des aspects les plus significatifs est l’importance des filtres spatiaux pour la
sélection de capteurs. En effet, lorsque l’on réduit le nombre de capteurs à 8, les
filtres spatiaux améliorent la reconnaissance du CV-P300 par 5.34 %, 11.25 % et
26.58 %, respectivement pour C1F S, C3F S et C4F S. Ces résultats justifient
l’utilisation des filtres spatiaux estimés par l’algorithme xDAWN.
Au niveau du choix de la fonction de coût, C1F S est suffisant pour créer des
ensembles de capteurs pertinents pour un CV-P300. La différence de performance
entre C1F S et C3F S est faible. Cette différence n’étant pas significative, il n’est pas
possible de déterminer la meilleure méthode en termes de performance. 
Cependant, la complexité de la méthode (temps de calcul) est moindre avec
C1F S. Ce critère basé sur le RSSB après filtrage spatial (C1F S) s’effectue en une
étape grâce à l’algorithme xDAWN. En effet pour obtenir les filtres spatiaux, il faut
maximiser le RSSB. Par conséquent, l’obtention des filtres spatiaux fournit aussi le
RSSB. Cette solution permet donc d’éviter des étapes de classifications
supplémentaires comme AccP300 (C3F S) ou AccCV (C4F S). 
La fonction basée sur le taux de reconnaissance des symboles du CV-P300
(C4F S) donne les moins bons résultats. Ces résultats peuvent s’expliquer par le faible
nombre de symboles qui est pris en compte pour déterminer la pertinence d’un sous-
ensemble. Une autre raison pourrait être l’utilisation de l’intersection des lignes et
des colonnes pour déterminer les performances, ignorant ainsi les performances
individuelles du classifieur (le système peut reconnaître correctement la ligne ou la
colonne mais pas les deux en même temps).
Le taux de reconnaissance du CV-P300 en fonction du nombre de répétitions est
présenté dans la figure 3. Plus le nombre de répétitions est élevé, plus le taux de
reconnaissance est élevé. Notons que le taux de reconnaissance demeure acceptable
avec au moins 5 répétitions. Les meilleures performances sont obtenues avec C1F S
et C3F S avec respectivement 87.08 % et 87.75 % avec seulement 5 répétitions.
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6.2. Impact des filtres spatiaux
L’évolution de chaque fonction de coût définie dans la section 3.2 en fonction du
nombre de capteurs sélectionnés est présentée dans la figure 4. Pour la figure 4(a), la
performance de classification est calculée grâce aux fonctions définies dans les
sections 3.5 et 3.6, respectivement pour les fonctions de coût (C3, C3F S) et (C4,
C4F S). Comme prévu, les fonctions de coût décroissent lorsque le nombre de
capteurs présents pour C3F S et C4F S augmente. Par ailleurs, les valeurs de C3F S
sont toujours inférieures à C4F S, soulignant la difficulté d’atteindre de hautes
performances pour la reconnaissance du P300. Avec des filtres spatiaux en guise de
pré-traitement, la réduction du nombre de caractéristiques permet d’augmenter le
taux de reconnaissance en évitant un sur-apprentissage. Dans la figure 4(b),
l’évolution des valeurs pour C1 et C1F S diminue en fonction du nombre de capteurs
restant durant l’élimination récursive. Par ailleurs, ces observations montrent que le
filtrage spatial permet de réduire l’influence du bruit en gardant un RSSB élevé tout
en diminuant le nombre de capteurs. L’impact des filtres spatiaux est plus grand
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Figure 2. Taux de reconnaissance du CV-P300 
en fonction du nombre de capteurs sélectionnés
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Figure 3. Taux de reconnaissance du CV-P300 
en fonction de nombre de répétitions, avec 8 capteurs
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6.3. Reconnaissance du CV au cours des sessions
Nous présentons à la figure 5 le taux de reconnaissance pour les trois sessions en
fonction du nombre de capteurs sélectionnés. L’objectif est de vérifier si la
performance du CV-P300 reste stable au cours des sessions. Dans la colonne de
gauche, le nombre de répétitions est différent pour chaque session. La différence
entre 8 et 10 répétitions est relativement faible. Lorsque l’on utilise uniquement 5
répétitions, on observe une diminution des performances du CV-P300. Ainsi, le taux
de reconnaissance entre 10 et 5 répétitions diminue en moyenne de 7.42 %. Dans la
colonne de droite, nous limitons l’évaluation à 5 répétitions pour évaluer la stabilité
de la méthode au cours des sessions. Pour C1F S et C3F S, la performance est stable
entre les trois sessions. Cependant, on observe d’avantage de différences avec C4F S.
Ces différences montrent que le critère basé sur la performance du CV-P300 est
moins robuste au cours du temps.
6.4. Analyse du choix des capteurs
Pour une meilleure compréhension de la sélection de capteurs et de leur impact
en fonction des sujets, nous proposons d’évaluer les différences et les similarités des
sous-ensembles de capteurs déterminés pour chaque sujet. La figure 6 illustre les
différences entre sujets. Cette figure contient la moyenne du rang des capteurs de
chaque sujet (a). Nous définissons une fonction binaire de classement Rb(s)qui est
égale à 1 si le capteur est sélectionné et 0 sinon. La moyenne, la déviation standard
(D.S.) de Rb pour les 20 sujets avec un sous-ensemble de 8 capteurs sont présentés
figure 6, respectivement dans les colonnes (b), (c). La première colonne représente la
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Figure 4. Evolution des différentes fonction de coût 
en relation du nombre de capteurs sélectionnés
lorsque le nombre de capteurs est petit (inférieur à 8). En effet, la différence entre C1
et C1F S est important dans ces conditions. Avec la méthode de sélection utilisée avec
C1, les capteurs avec les RSSB les plus faibles sont supprimés à chaque itération.
Cette stratégie glouton qui se concentre sur le RSSB de chaque capteur n’est pas
optimale. Par ailleurs, les performances C1 et C2 sont quasiment équivalentes.
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Dans la section 3.1, la définition du rang des capteurs permet d’obtenir une valeur
entre 1 et Ns/2. Nous proposons d’introduire une nouvelle fonction de classement
qui retranscrit mieux l’importance d’un capteur en fonction du nombre désiré de
capteurs. Cette fonction permet de renseigner si un capteur s doit être sélectionné ou
non.
On définit ainsi la fonction de classement R1(s) :
R1(s) =
1
2
(
tanh
(
1 + R(s)–(Ns − Nds)/2
σs
)
+ 1
)
[18]
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Figure 5. Reconnaissance du CV-P300 pour les différentes sessions de test. 
La fonction de coût est C1F S pour (a,b), C3F S pour (c,d) et C4F S pour (e,f)
moyenne pour tous les sujets et sous-ensembles de capteurs. La sélection moyenne
des capteurs est très similaire entre les méthodes C1F S et C3F S, comme déjà observé
avec une nette sélection des capteurs localisés en Pz , Oz, et P8. Cette observation se
retrouve avec la fonction Rb, colonne (b) , qui se limite à la moyenne entre les sujets
pour les sous-ensembles de capteurs de taille 8. Pz , Oz et P8 sont sélectionnés comme
étant les trois capteurs communs aux méthodes C1F S et C3F S. En effet, Pz , Oz et P8
sont sélectionnés 14, 13 et 14  fois avec C1F S pour les 20 sujets. Pour C4F S, la
localisation idéale des capteurs est plus difficile à déterminer. Pour C1F S et C3F S, la
D.S. est faible sur la partie frontale, ces capteurs ne sont pratiquement jamais
sélectionnés. Sur la partie occipitale et pariétale, la D.S. est plus élevée. 
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La figure 8 présente pour trois sujets la fonction de classement R1 où Nds = 8,
pour la sélection de 8 capteurs, et σs = 4. Cette figure présente également la forme
d’onde moyenne du P300 associé à chaque capteur (l’onde commence 0.6s après un
flash cible). Les formes d’onde du P300 sont estimées grâce à Â1. Ces résultats
mettent en évidence les différences entre sujets qui se traduisent par des différences
dans le choix des sous-ensembles de capteurs.
Le tableau 2 présente les 8 meilleurs capteurs pour C1F S, C3F S et C4F S. Chaque
cellule du tableau représente la position du capteur sur le scalp dans le système 10-
20 et la fréquence d’apparition comme l’un des 8 meilleurs capteurs pour les 20
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Figure 6. Pertinence de chaque capteur. Un gris foncé signifie l’importance 
des capteurs et leur sélection fréquenté parmi les 8 meilleurs capteurs.
Inversement, un gris clair dénote une faible importance du capteur
où Ns est le nombre total de capteur et Nds représente le nombre de capteurs désirés.
σs est une constante permettant de lisser la décision des capteurs à sélectionner. Si
R1(s) est proche de 1 alors s est un capteur significatif. Inversement, si la valeur de
R1(s) est proche de 0, s n’est pas important. Notons que l’on considère (Ns − Nds)/2
car on enlève deux capteurs à chaque étape de l’élimination récursive des capteurs.
La figure 7 représente la fonction de classement R1 en fonction de la fonction R avec
différents choix de paramètres.
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Figure 7. Fonction de classement des capteurs (R1) en fonction de R. 
Nds représente le nombre de capteurs désiré
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Figure 8. Rang de chaque capteur (a), (b) et (c) ; réponse P300 pour chaque
capteur, basée sur l’estimation de Â1 (d), (e) et (f)
sujets. Les 8 meilleurs capteurs des méthodes C1F S et C3F S sont presque identiques.
La seule différence est C P6 pour C1F S et T8 pour C3F S. Notons cependant que ces
deux capteurs sont très proches l’un de l’autre. Les méthodes C1F S et C3F S
convergent sur des ensembles de capteurs très proches, ce qui explique leurs
performances très proches. 
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Pour chaque sujet, une comparaison de la performance du CV-P300 est effectuée
entre l’ensemble commun à tous les sujets des 8 meilleurs capteurs (commun), les 8
meilleurs capteurs pour chaque sujet (individuel), et l’ensemble total des 32 capteurs
(tout) dans la figure 9. Ces résultats correspondent au taux de reconnaissance du CV-
P300 sur la session 3, avec 10 répétitions. La sélection adaptative permet d’obtenir
en général les meilleurs résultats. C’est particulièrement le cas pour les sujets 1, 6 et
12. La sélection de capteurs personnalisée est essentielle pour le sujet 1 car les
performances sont alors largement améliorées. Pour plusieurs sujets (2, 3, 4, 13, 14),
le taux de reconnaissance est quasi identique pour les 3 ensembles de capteurs.
Naturellement, l’utilisation de tous les capteurs permet d’obtenir les meilleurs
résultats en moyenne, mais dans le cadre d’un système utilisant peu d’électrodes, ces
résultats justifient l’utilisation d’une méthode adaptative.
7. Discussion
Bien que le problème de la sélection de caractéristiques soit un problème
largement discuté dans la littérature, le problème de sélection de capteurs dans les
ICO et plus particulièrement pour les CV-P300 n’a pas été exploré complètement. En
effet, l’approche classique pour déterminer les ensembles de capteurs était d’utiliser
des ensembles prédéfinis comme dans (Krusienski et al., 2008) où quatre ensembles
de capteurs étaient analysés et comparés. Contrairement à ce type d’approche, la
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Figure 9. Impact de la sélection adaptative de la sélection de capteurs 
(session 3, 10 répétitions) pour la méthode C1F S
Rang 1 2 3 4 5 6 7 8 
C1F S PZ ; 14 P8 ; 14 OZ ; 13 P3 ; 11 P7 ; 10 P O9 ; 9 O1 ; 9 C P6 ; 7
C3F S OZ ; 15 PZ ; 14 P8 ; 14 P7 ; 12 O1 ; 12 P O9 ; 10 T8 ; 9 P3 ; 9
C4F S P8 ; 13 OZ ; 11 P7 ; 9 PZ ; 8 F4 ; 7 P3 ; 7 P4 ; 7 P O10 ; 7
Tableau 2. Top 8 des capteurs pour C1F S, C3F S, et C4F S. Chaque cellule
représente la position d’une électrode dans le système international EEG 10-20,
et le nombre de fois où l’électrode a été sélectionnée comme l’un des 8 meilleurs
capteurs pour les 20 sujets
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méthode proposée permet de déterminer des ensembles de capteurs sans a priori sur
leurs positions. Cette stratégie pourrait donc être utilisée pour d’autres ICO. De plus,
un avantage certain de la méthode C1F S est de ne pas nécessiter de classifieur. Les
expériences sur 20 sujets ont montré qu’il est possible d’obtenir des performances
acceptables pour une application en ligne avec uniquement 8 capteurs, avec un taux
de reconnaissance d’environ 94 % avec 10 répétitions.
L’analyse du choix des capteurs pour la fonction de coût C1F S (RSSB avec filtres
spatiaux) a démontré que plusieurs capteurs sont communs à tous les sujets. Pour les
différents sous-ensembles de 8 capteurs qui sont personnalisés pour chaque sujet,
5 capteurs sont communs à la moitié des sujets (Pz,P8,Oz,P3,P7 ). Ces capteurs sont
la partie pariétale, à la fois au centre (Pz) et sur les côtés (P8 et P7). Un capteur est
localisé sur la partie occipitale (Oz). Ces capteurs sont conformes à d’autres études
du CV-P300 où la sélection de capteurs était a priori (Krusienski et al., 2008) ou lors
de l’apprentissage du classifieur (Cecotti et al., 2010). 
Les résultats décrits dans la section 6.3 mettent en évidence la robustesse des
capteurs au cours du temps. En effet, dans une application clinique et commerciale,
une chute des performances entre deux sessions serait un problème critique pour la
fiabilité de l’ICO. La variation entre les sujets pourraient être un désavantage pour la
réalisation d’un casque EEG avec un positionnement et un nombre limité de capteurs
même si pour un casque spécialisé pour le P300, il serait judicieux de placer une
majorité des capteurs sur la partie occipitale et pariétale en particulier PZ, P8, P7 et
OZ. Un casque avec un nombre limité de capteurs devrait idéalement autoriser le
déplacement de ces capteurs. La procédure d’élimination récursive des capteurs se
termine lorsqu’il ne reste plus de capteurs à éliminer. 
Une sélection des capteurs adaptées pour chaque sujet est cependant nécessaire
pour obtenir des performances optimales avec un nombre réduit de capteurs. Lorsque
l’on considère des ensembles de capteurs adaptatifs, la performance moyenne avec
huit capteurs est équivalente à celle avec 32 capteurs. Il serait également possible de
diminuer le nombre de capteurs jusqu’à 4 tout en gardant des performances
acceptables (supérieure à 80 %). 
Pour la sélection de capteurs, plusieurs contributions ont été proposées. Tout
d’abord, il est observé qu’il est contre-performant d’utiliser l’étape de
reconnaissance des symboles lors de l’évaluation des sous-ensembles de capteurs. De
plus, il est également possible de s’affranchir d’un classifieur pour la détection du
P300 comme critère d’évaluation. Un critère basé sur la détection du P300 permet
d’obtenir des sous-ensembles de capteurs pertinents, cependant l’évaluation du
RSSB est suffisante. L’utilisation du RSSB qui est totalement indépendante du
problème montre que la technique proposée peut être étendue à d’autres paradigmes
d’ICO, comme pour de l’imagerie motrice.
8. Conclusion
Plusieurs fonctions de coût pour l’évaluation d’un ensemble de capteurs pour une
ICO de type P300 ont été évaluées et comparées. Ces fonctions étaient définies
suivant différents niveaux d’analyse : l’application avec le taux de reconnaissance du
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CV-P300, le classifieur avec le taux de reconnaissance du P300, et l’aspect traitement
du signal avec l’évaluation du RSSB. Les résultats ont clairement indiqué que les
meilleures stratégies considèrent toujours l’utilisation de filtres spatiaux comme pré-
traitement. Les deux meilleures fonctions de coûts sont basées sur l’évaluation du
SSNR et la reconnaissance du P300, montrant l’inutilité de baser la fonction de coût
sur les résultats finaux de l’application. Alors que l’utilisation du RSSB et de la
reconnaissance du P300 procurent des résultats quasi équivalents après filtrage
spatial, il faut noter que l’évaluation du RSSB se traduit directement après
l’évaluation de filtres spatiaux. Par conséquent, l’étape supplémentaire de
classification du P300 est facultative pour l’évaluation d’un ensemble de capteur.
L’évaluation du RSSB permet d’obtenir à la fois des ensembles de capteurs pertinents
mais aussi de diminuer le temps de calcul lors de l’élimination récursive des capteurs.
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