Online ride-sharing platforms have become a critical part of the urban transportation system. Accurately recommending hotspots to drivers in such platforms is essential to help drivers find passengers and improve users' experience, which calls for efficient passenger demand prediction strategy. However, predicting multistep passenger demand is challenging due to its high dynamicity, complex dependencies along spatial and temporal dimensions, and sensitivity to external factors (meteorological data and time meta). We propose an end-to-end deep learning framework to address the above problems. Our model comprises three components in pipeline: 1) a cascade graph convolutional recurrent neural network to accurately extract the spatial-temporal correlations within citywide historical passenger demand data; 2) two multi-layer LSTM networks to represent the external meteorological data and time meta, respectively; 3) an encoder-decoder module to fuse the above two parts and decode the representation to predict over multi-steps into the future. The experimental results on three real-world datasets demonstrate that our model can achieve accurate prediction and outperform the most discriminative state-of-the-art methods.
INTRODUCTION
Online ride-sharing platforms such as Didi and Uber have become a critical part of the urban transportation system and serves a large number of passengers on a daily basis. Despite the adoption of sophisticated ICT technologies, drivers in such platforms still lack knowledge about the locations of potential passengers. As a result, they often have to drive a long way before finding a passenger due to low demand volumes in their proximity. This issue not only incurs income loss and energy waste to drivers but also leads to excessive waiting time to users and harms users experience. Thus, recommending regions with high probability of finding passengers, namely hotspots, for drivers in a timely manner is pressing for online ride-sharing platforms [9] . In general, citywide passenger demand prediction which aims at forecasting the future (next one or few time steps) variations of passenger demand in each region is the fundamental step for recommending hotspots.
However, predicting multi-step passenger demand still remains challenging: 1) passenger demand in a region is influenced by other regions' demand in the city. Accurately capturing these spatial correlations requires to not only find out closely related regions but also filter out weakly related regions to avoid irrelevant interference; 2) as the typical time series data, passenger demand changes over time and fluctuates tremendously; 3) the passenger demand is sensitive to external factors such as meteorological data (e.g. rain) and time meta (e.g. morning rush hour).
To tackle these challenges, we propose an end-to-end trainable framework to achieve efficient multi-step passenger demand prediction. The framework consists of three components. Firstly, we design a cascade graph convolutional recurrent neural network module to extract the spatial-temporal correlations from the citywide historical demand. To model the spatial correlations, we treat a city as a graph where each region is a specific node. The adjacency matrix of the graph is generated according to the similarities between historical passenger demands of different regions. Then, we apply Graph Convolutional Network (GCN) to the graph to extract the shared patterns only within closely related regions. Our method can precisely learn spatial correlations by emphasizing regions with similar demand patterns and ignoring the noise from weakly related regions, regardless of the geographcial proximity. In addition, our approach does not presuppose one particular abstraction of the city, be it grid based or road network based. Secondly, we use Session: Short -Urbanism and Mobility CIKM '19, November 3-7, 2019, Beijing, China two multi-layer LSTM networks to extract representations of the external meteorological data and time meta, respectively. Thirdly, we fuse the aforementioned components into a joint hidden representation and decode it under an encoder-decoder structure to generate the multi-step prediction. We have evaluated our approach with three real-world passenger demand datasets of different scales: DidiSY, TaxiBJ and BikeNYC. The experimental results demonstrate that our method consistently outperforms a set of baselines and state-of-the-art methods.
NOTATIONS AND PROBLEM STATEMENT
Suppose a city is partitioned into N small regions, irrespective of whether grid or road network based partitioning is employed. We represent the region sets as {r 1 , r 2 , ..., r i , ...r N }. At each time step t, a scalar D t (r i ) represents the passenger demand of region r i in time step t. Respectively, a vector D t ∈ R N represents the passenger demand of all regions in time step t. The vector E t represents the external features in time step t. In this work, external features include the meteorological data (e.g. weather state, temperature, wind speed) and time meta (e.g., time of day, day of week, holidays), which are represented as EM t and ET t , respectively.
Given the citywide historical passenger demand {D 0 , D 1 , ..., D t } and external features {E 0 , E 1 , ..., E t }, our target is to learn a prediction function Γ(·) that forecasts the citywide passenger demand in the next τ (τ > 1) time steps: Figure 1 illustrates the framework of our proposed method based on the encoder-decoder architecture. The encoder encodes all inputs into a joint representation. It includes a graph spatial-temporal network, two multi-layer LSTM networks and a Hadamard fusion module. Subsequently, the decoder decodes the representation into a sequence of predictions. We will elaborate on these modules in the following.
MODEL

Graph Spatial-Temporal Network
We first introduce the design of graph spatial-temporal network to process the historical citywide passenger demand data. For extracting the spatial correlations, previous works assume that the passenger demand in one region is influenced by other regions. They either apply CNN to capture global spatial influences over the entire city [8] [7] or local influences from geographic near regions [6] . Distinct from these existing studies, we assume that spatial correlations only depend on regions with similar demand patterns, while independent of geographic locations [1] . Passenger demand of remote regions with similar attributes (such as PoIs, functions) could also share similar demand patterns and vice versa. Thus, existing methods either introduce excessive noise from weakly related regions or neglects the correlations from remote similar regions.
In this regard, we treat the city as a graph G = (ν, ξ , A), where ν is the set of regions ν = {r i |i = 1, 2, ...N }, ξ is a set of edges and A is an adjacent matrix. We define the connectivity of the graph according to the passenger demand pattern similarity among regions.
where ϵ is a threshold to control the sparsity of matrix A. In order to get the similarity of region r i and r j , a direct way is calculating the correlations (e.g., Pearson Coefficient) by historical demand. Let D 0∼t (r i ) represent historical order sequence of region r i from time 0 to t in the training data. Then Figure 2 , the inputs of the graph spatial-temporal module are citywide passenger demand for the past q time steps and the calculated adjacency matrix A of the city region graph. At each time step, we feed the citywide passenger demand of the current time step into a set of connected GCN layers. GCN Layer In this work, we use the graph convolution operation defined in the spectral domain with graph Fourier Transform [3] . Taking the graph signal D t at time step t and adjacency matrix A as inputs, the spectral graph convolutional operation with kernel Θ is defined as follows:
where Θ is the graph convolution operator, U ∈ R N ×N is the matrix of eigenvectors of the normalized graph Laplacian L =
where I N is the identity matrix, A is the adjecency matrix of the graph and P ∈ R N ×N is the diagonal degree matrix with P ii = j A i j . However, calculating graph convolution on Eq.(4) is computationally expensive. To overcome this problem, Chebyshev polynomials are used to expand and approximate Θ(Λ). Kipf et.al [3] further proposed to set the order of Chebyshev polynominals to 1 and approximate the largest eigenvalue of L to 2. Finally, the approximated efficient calculation of graph convolution layer is generalized as follows:
where Z l ∈ R N ×C with C dimensions, Θ ∈ R C×F and Z l +1 ∈ R N ×F with F dimensions. This formulation can be efficiently implemented. As K is simplified to 1, successively applying k GCN layers can capture correlations from k t h -order neighbours of a node. Considering that our graph is generated by passenger demand similarity, our design can automatically capture spatial correlations from most related regions while excluding weakly correlated regions, regardless of their geographic proximity. LSTM Layer Representations extracted from the GCN layers are then fed into a multi-layer LSTM network to capture the temporal relationships and encode citywide passenger demand of the previous q time steps into a joint representation. Notice that, we use passenger demand from the previous q time steps as input to GCN Correspondingly, we get q distinct representations. In Figure 3 , we use a one-layer LSTM as an example to elaborate, where q outputs of GCN layers are shown as X t −q+1 , X t −q+2 , ..., X t . Each LSTM cell has three inputs: X i , the cell state of last cell C i −1 , and the output of last cell
The cell state C i is transferred and updated in all LSTM cells and can be regarded as an accumulation of all previous information. So C t generated by the last (q th ) LSTM cell contains all spatial-temporal information from the passenger demand of the previous q time steps. We use C t and H t as the output of the LSTM network. When stacking multiple LSTM layers, the outputs are C t and H t of the last LSTM cell in all layers. We represent them as (S h D , S c D ) in Figure 1 .
Representation of External Features
In addition to the spatial-temporal correlations in historical citywide demand, external factors such as time meta (e.g., time of day, day of week, holidays) and meteorological data (e.g., weather, temperature, wind speed) also influence the passenger demand. For example, passenger demand tends to be very high in the morning rush hour and low at midnight. Moreover, the influence of time meta and meteorological data is independent of each other [8] .
Based on these observations, we feed the meteorological data and time meta of past q time steps into two separate multi-layer LSTM networks to obtain their representation. Similar to Section 4.1, we only get the state and output of the last LSTM cell in the multi-layer LSTM networks as the output and representation of inputs because they integrate all the information in the input data. In addition, we use a fully-connected layer to map the final state of time meta part to N times the higher dimension to make it match the number of regions, based on the fact that time meta is the same among all regions. This way, we can represent meteorological data and time meta as (S h M , S c M ) and (S h T , S c T ).
Fusion and Decoding
Before feeding the representations of historical citywide passenger demand, meteorological data, and time meta into the decoder module, they should be fused together:
where S h and S c are joint representations of all inputs to our model,
⊙ is elementwise hadamard product operation, which can simultaneously learn a joint representation of each region from historical passenger demand, meteorological data and time meta separately.
To predict the passenger demand in the next τ time steps, we use another LSTM networks to decode the joint representation (S h , S C ). The inputs of the decoder are comprised of two parts: the encoded representation of encoder, and an initial variable. The encoded representation (S h , S C ) is fed into the decoder as the initial state of LSTM network (as shown in Figure 3 ), and the initial variable is served as the first input of LSTM network to start the decoding. In machine translation research, the most commonly used initial variable is the 'End-of-sentence" token. In our work, we use the first part of the joint representation S h as the initial variable as it contains more information than the zero variable. The inputs to the subsequent cells of the decoder are the output of the last LSTM cell, as shown in the right part of Figure 1 .
EXPERIMENTS 4.1 Experiment Settings
We use three real-world datasets in our comparisons: 1) DidiSY [2] : a self-collected dataset that consists the share car demand data from Didi, time-meta (time of day, day of week and holidays), and meteorological data. This dataset is collected from 5/Dec/2016 to 4/Feb/2017 in Shenyang, China. Each time step is one hour. We use the last 6 days data as for testing; 2) BikeNYC [8] : a public dataset that consists of two parts: the bike demand and the time meta. This dataset covers the shared bike hire and returns data of CityBike in New York from 1/Apr/2014 to 30/Sep/2014. Each time step is one hour. To be consistent with previous work using the dataset [8] [7] , the last ten days data are chosen for testing; 3) TaxiBJ [8]: a public dataset containing taxi demand in Beijing from 1/Mar/2015 to 30/Jun/2015. Similar to the DidiSY, TaxiBJ contains passenger demand, time meta, and meteorological data. Each time step is 30 minutes and last ten days data are chosen for testing.
During training, we use the mean squared error of the predicted passenger demand and the actual passenger demand as loss function, and use Adam optimizer as the optimization function. After parameter tuning, we set historical demand length q to 12, batch_size to 32, learning rate to {0.0001, 0.0007, 0.001} for {DidiSY, BikeNYC, TaxiBJ}. Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE) are used as evaluation metrics.
Evaluation on Next-step Prediction
We first compare our method with with two representative traditional baselines: Historical Average (HA), Ordinary Linear Regression (OLR), and five discriminative state-of-the-art methods including DeepST [7] , ResST-Net [8] , DMVST-Net [6] , ConvLSTM Figure 4 : Evaluation on multi-step prediction. [5] and DCRNN [4] to evaluate the ability of our model in capturing the spatial-temporal correlations. All methods have the same input data source with our model except for HA, which only utilizes the passenger demand data. Considering the fact that most state-ofthe-art methods can only achieve next-step prediction, we use our prediction in the first time step as our result in this part.
As can be observed from 
Evaluation on Multi-step Prediction
Next, we evaluate the ability of our model in conducting multi-step prediction. We predict the passenger demand for the next three time steps and compare it to three methods: HA, ConvLSTM, and DCRNN. RMSE and MAE are used as comparison metrics. As can be observed from Figure 4 , the prediction of HA remains the same for all time steps while the prediction of other methods deteriorates with time. Moreover, the performance of HA is the worst in all steps. In summary, our model performs the best for all steps and it deteriorates slower than the other two state-of-the-art methods.
CONCLUSIONS
In this paper, we studied the citywide multi-step passenger demand prediction problem. We proposed a new deep learning model based on the Graph Convolution Network and Long-Short Term Memory network under the encoder-decoder framework. Our proposed model can capture more accurate spatial-temporal correlations hidden in citywide historical passenger demand data, achieves multi-step prediction with less deterioration and is flexible to different city partitioning methods. Experimental results show that our model consistently outperforms all the baselines and discriminative state-of-the-art methods.
