Introduction.
In this paper we consider some questions on the boundary behavior and uniqueness of solutions of the one-dimensional heat equation in the infinite strip 0<t<c and in the half plane 0<t< w. For convenience we adopt the following notation.
Suppose that u = u(x, t) is defined over some domain 8 in the x/-plane. We say that uEH in 5 if u has continuous second partial derivatives and if ut = uxx at each point of 5. We say that uEH+ in 5 if, in addition, u^O in 5 and that uEHA in 8 if u =ut -«2 where «i, u2EH+ in 8. Clearly H+EHA.
By a well known theorem due to Widder [19] [3] or [21 ] . This is also a simple consequence of Theorem 1.) Hence with each uEHA in 0<t<c
we can associate an a, unique except for an additive constant, satisfying (1.1), (1.2) , and (1.3). If we think of u(x, t) as the temperature of an infinite insulated rod, extended along the x-axis, at the point x of the rod and at time /, then a(x) represents the heat distribution in the rod at time t = 0.
Solutions of the heat equation and harmonic functions have many similar properties and in this paper we obtain the analogues, for functions in 77A over 0<t<c, of several well known theorems concerning functions which are harmonic in a half plane or, alternatively, which are harmonic in the unit circle. In §2 we consider various forms of the Fatou theorem and obtain information on the behavior of w(x, t) as (x, /) approaches (x0, 0) from information on the behavior of a(x) near xo. A simple example shows that, in general, it is not possible to invert the results of §2 and obtain information on the behavior of a(x) near x0 from the behavior of m(x, t) near (xo, 0). However, in §3 and §4, we restrict our attention to the important subclass of functions in 77+ and we obtain the "corrected converses" or Tauberian theorems corresponding to the Abelian theorems of §2. (For functions in 77A and in 77+ over 0 <t < oo we establish analogous relations between the behavior of w(x, t) as t->co and the behavior of a(x) for large x.) In §5 we list some uniqueness theorems and in §6 we give an analogue for an inequality due to Fejer and F. Riesz.
2. Fatou theorem. For each o>0 we let 5(cx, x0) and Pia, x0) denote, respectively, the following sector and parabolic domains:
Sia, xo) = {(x, t): \ x -x01 < at, t > 0}, Pia, xo) = {(x, /): | x -xo | < at1'2, t> 0}.
From the identity /"I x " 1 /n+l\ -kix, l)dx = -TI-), n > -1, it is not difficult to show that, for each c>0, there exists a constant G = Ci(a) < oo such that /°° C °° Ci | ykyix -y,t)\dyS Cu J I y*™(* -y,l)\dyS -for all (x, t)EPia, 0).
For functions in 774 we have the following "localization" theorem.
Functions in HA satisfy the following order condition near the line I = 0.
Lemma 2. Suppose that uEHA in 0<t<c. If a is continuous at x0, then
as (x, t)-+(xo, 0), t >0. If a has a jump of\ at x0, then, for each a>0, for a jump of X at x0. Then «(x, 0=1 kix -y, t)daciy) + X/fe(x -x0, /), and (2.6) follows from (2.5).
We consider next the following two versions of the Fatou theorem for functions in 77A. The (x, <)->(xo, 0) parts of each of these results are known [15] but proofs are included for the sake of completeness.
We let Pa(xo) denote the symmetric derivative of a at xo, i.e.
Theorem 1. Suppose that uEHA in 0<t<c. If Da(x0)=A, then, for each a>0,
as (x, t)-^(x0, 0), (x, t)ES(a, x0). Suppose that uEHA in 0<t< <*>. If Proof of Theorem 1. If we replace a(x) by a(x) -a(x0) and x by x-x0, we see we can assume that a(xo)=0 and that x0 = 0. The hypotheses for the first part of the theorem are then that 
4/
we can write (2.11) u(0,t)= f k(y,t)da(y) =(-^) ff-dfi(*). The hypotheses for the second part of Theorem 2 imply that (2.14) holds for |x| *zd. From (2.3) and integration by parts, we obtain (2.15) as t-»oo, uniformly in x, with the integration taken over the range |y| ^d. The proof is then completed as before.
We will require the following results in § §3-4 and in §5, respectively. They can be obtained with trivial modifications of the argument used in the proof of Theorem 2. as t-+0 + .
3. Converses for the Fatou theorem. We begin with an example which shows that, in general, Theorems 1 and 2 cannot be inverted (cf. [12, p. 246] Proof of Theorem 4. Assume that a(x0) =0, x0 = 0, and consider the first part of Theorem 4. From (3.6) and Lemma 2 we see that u(0, t) -> A as /->0 + . Now define z, s, /3, as in (2.10). The hypothesis that uEH+ implies that /3 is nondecreasing and, with (2.2), we can assume that the Laplace integral in (2.11) is convergent for 0<s< oo. From the above we conclude that (2.13) holds as 5->oo and we obtain (2.12), as z-^0 + , from a well known Tauberian theorem for the Laplace transform [20, p. 192 ]. This completes the proof for the first part of Theorem 4. The argument for the second part is very similar.
The proofs for Theorems 5 and 6 are more complicated and depend upon a number of preliminary results.
We begin with some definitions [8] . We say that fEM it f is continuous in 0<x< oo and if 00 23 max ! xf(x) | < co.
n^-K 2"Sl<2"+>.
For such functions we adopt the notation (3.10)
where p is real. We say that aE V il a has bounded variation over each finite interval in 0<x< co and if
is bounded for (2) that a(0) =j8(0) =0, and that
In the proof of Theorems 5 and 6 we use the following result to show that condition (3.11) is satisfied for a special set of functions. where R(z) denotes the real part of the complex number z. We conclude that w has a as its only real root and that w' has no real roots at all. Now suppose that (3.12) does not hold for some a^b. Then we can find a nontrivial pair of constants A and B such that (3.15) w(x) = AOiix) + B62ix)
has real roots at a and b. By differentiating under the integral sign it is easy to verify that w, as defined in (3.15) , is a solution of (3.14). Hence, by the previous argument, w = 0. But this is clearly impossible since, for x = 0, the Wronskian of di and 62 is simply -2^(0)^(0) = -r^-±-^Wi + jj 5* 0.
Similarly if (3.13) does not hold we can find a nontrivial pair of constants A and B such that w, as defined in (3.15), has a root at a and such that w' has a root at b. Again this implies that w = 0 and we obtain a contradiction as before.
Finally we require the following partial converse for Corollary 1.
Lemma 5. Suppose that uEH+ in 0<t<c. If, for some path yEPia, x0), We consider now the proofs for Theorem 5 and Theorem 6. Proof of Theorem 5. We begin with the first part of Theorem 5. Let a(xo) =0, Xo = 0, and, for convenience, replace a by 2a and b by 2b in (3.7). Then we can write
= -f Kfiiy/s)da(y) + -f fi(y/s)dp(y), 
The hypotheses (3.7) now imply that -f fi(y/s)da(y) +-f My/s)dp(y) -» 4, When P is any set in the x/-plane, we let Ec denote the part of E which is contained in the half plane tSc. If we make use of the following maximum principle (see [7] or [17] ) for functions in 77, we can replace the two parabolic arcs in Theorem 5 by more general curves. for all (xi, ti)Eyc, then uSA in Sc.
Here, and in what follows, we let P/=P>(x0) denote an infinite domain bounded by two disjoint arcs in 0 <t < oo which terminate at the point (x0, 0) and which cross the line t = c for each 0<c< oo. We assume further that Dc is bounded for each such c and we let r = r(x0) denote the boundary for D. If (4.1) holds as t-*<*>, ix, t) ET, then (4.1) holds as *-> oo, ix, t) ED.
Proof. Consider the first part. For each e>0 we can find a>0 such that \u-A\ <M in Da and such that for all but a finite set of (xi, /i)GYo then uSA in 5C.
We can now prove the following extension of Theorem 5. Proof. The hypotheses for the first part of Theorem 9 imply that (4.4) u(x,t) = 0 (1) as (x, <)->(x0, 0) along some path in P(a, Xo). From Lemma 5 and Corollary 1 we conclude that (4.4) holds as (x, /)->(xo, 0), (x, t)EP(a, Xo), and hence that u is bounded in Dh for some 0<b<c.
With Theorem 8 we see that (4.3) holds as (x, 2)->(xo, 0) along the two parabolic arcs in D and the desired conclusion follows from Theorem 5. The proof for the second part is very similar.
Corollary
4. If, in Theorem 9, u is bounded, we can drop the restriction that D(xo) lie in some P(a, xo). This is an immediate consequence of the above argument since this restriction is used only in proving that u is bounded in Db or in D -Db. On the other hand, without boundedness it is clear that some such restriction is k(x -y, t)dp(y), fi(x) = I u(y, c)dy.
-oo J 0
If u(x, c) is nondecreasing or nonincreasing in x, it follows that /3(x)/x is nondecreasing or nonincreasing, respectively, in x, x?*0. Next (4.7) and Lemma 5 imply that /3(x)/x is bounded as |x| -»<». We conclude that fi(x) -ff(-x) for all x0. 5. Uniqueness theorems. We consider here some one-sided uniqueness theorems for functions in 77 over 0<t<c.
We begin with the following preliminary result.
Lemma 7. Suppose that a has bounded variation over each finite interval, that
for all x, and that a'(x) < oo for all x, except an enumerable set, at which the derivative exists. Then /> X, a'ix)dx *i for all Xi, x2, Xi<x2.
Proof. This is an immediate consequence of the de la Vallee Poussin decomposition theorem [16, p. 127] . For let 7 denote the open interval Xi <x <x2, let X denote the points in 7 where a is continuous, and let PM = {x: a'ix) = oo, x E X}, P_M = {x: «'(*) = -oo, x E X}.
If p = p(P) denotes the signed measure corresponding to a, then the de la Vallee Poussin theorem yields (S • 2) uiX) = p(PM) + m(P-.o) + f a'ixfdx.
J x
By hypothesis Poo is at most enumerable and hence p(Poo) = 0. Clearly p(P_M) 0 and, from (5.1), we see that (5-3) p(7) = u(7 -X) + piX) S piX).
Since 7-X is enumerable we can combine (5.1), (5.2), and (5.3) to obtain
The following theorem extends results of Rosenbloom [15] and Widder [19] and is a one-sided analogue of a theorem on harmonic functions due to
Theorem 10. Suppose that uEHA in 0<t<c. If (5.4) \imu(x, 0 < 00
for all x at which this limit exists and if (3) (5. for all x, then u=A in 0<t<c.
Theorem 10 can also be used to obtain the following one-sided version of a well known theorem due to Tychonoff [18].
Theorem 11. Suppose that uEH in 0<t<c. If for all x at which this limit exists and, appealing to Theorem 10, we conclude that u^A in 0</<&. If b<c, the proof is completed by a familiar step-bystep argument [18] . for almost all xi, x2, Xi<X2, then uSA in 0<t<c.
Proof. By the last hypothesis we mean that (5.10) holds for all Xi, x2GP»
Xi <x2, where P is a set of measure zero in the x-axis. For each h>0 let 1 /•* Vhix, t) = -I «(x + y, t)dy. xt «(y, t)dy = Aix2 -xf) «i for almost all xi, x2, then u=A in 0<t<c.
In the Birkhoff-Kotik theorem, the one-sided restriction (5.9) is replaced by a two-sided condition equivalent to the following: f 2«(y, t)dy S Me'<*+A\ M > 0, a > 0, \J *t for all xlt x2, 0<t<c.
Proof. By Theorem 12 we see that uSA'mO<t<c and hence that «G77A in this strip. Next if we assume, as we may, that a is normalized, then (1.3) and (5.11) yield uiy, l)dy = Aix2 -xf) xi for almost all Xi, x2. Since (5.12) holds for all Xi, x2££, where £ is dense in the x-axis, we conclude from a limiting argument that a(x2) -a(xi) = A(xi -xi) lor all Xi, Xi, and hence that u=A in 0<t<c.
The following is an immediate consequence of the above argument. We consider next the following extension of a uniqueness theorem due to
Cooper [2] . Theorem 14. Suppose that uEH in 0<t<c and that {xn} is a sequence, defined for -00 < n < 00 , such that x"-> <x> (-00) as ra-> 00 (-co). If for all x and, with Lemma 6, we obtain u^v in the rectangle bounded by the lines x=xm, x = x", / = 0, t = b. Arguing as before we conclude that uEHA in 0<t<b and Theorem 10 yields u^A in this strip. for all x, then u=A in 0 <t <c.
6. Fejer-Riesz inequality. We conclude this paper with a heat equation analogue of the following well known inequality [4] This inequality has an important interpretation, namely that under any conformal mapping of the unit disk onto a Jordan domain, the length of the image of a diameter never exceeds one-half the length of the image of the unit circle.
The following result suggests a new interpretation for this inequality. The proof for (6.2) is then completed as before. Both (6.1) and (6.2) have physical interpretations, if we think of u as the temperature, on an absolute scale, of an infinite insulated rod with unit cross-section and unit thermal diffusivity. For (6.1), suppose that at time t = c the total heat in the rod is finite and equal to A, i.e. /u(x, c)dx = A.
-oo
Then it follows that the amount of heat which crosses any fixed section of the rod, in the time interval cg/<co, never exceeds .4/2. For (6.2), suppose that at time t = c the temperature variation along the rod is bounded and equal to A. Then at each section of the rod the temperature variation in time, for c^/< oo, never exceeds A/2.
