Fast schemes for compressed-domain image size change, are proposed. Fast Winograd DCTs are applied to resizing images by a factor of two to one. First, we speed up the DCT domain downsampling scheme which uses the bilinear interpolation. Then, we speed up other image resizing schemes which use DCT lowpass truncated approximations. The schemes proposed here reduce the computational complexities significantly, while there is no difference in the overall quality of the images compared to previous works.
Introduction
Changing the size of a video frame is required to convert between image and video compression standards like JPEG, MPEG-1,2,4, and H.26x series [1] . When browsing a remote image (or video), downsampled images may be sent initially and then images of a larger size are sent later depending on the request from the client [2] . Since images are usually stored in the transformed domain as compressed data, it is more efficient to resize images directly in the compressed domain than in the spatial domain (see Fig. 1 ). In other words, compressed domain manipulation can reduce the computational complexity, will enable manipulation of data at lesser rate, and improve the precision of computations [3] compared to the spatial domain approach.
Another application is of transcoding from the digital video (DV) streams to MPEG-2 intra coded streams. Here, the chroma format conversion from 4:1:1 to 4:2:2 requires 1:2 horizontal upsampling for chrominance blocks [3] .
Exact DCT-domain downsampling is as follows. Given four adjacent 8 × 8 DCT coded blocks, construct the 8 × 8 DCT of the four corresponding image blocks scaled down by a factor of two (see Fig. 2 ). The straightforward spatial domain approach consists of performing the inverse DCT (IDCT) for the four input blocks, scaling down the four input blocks using bilinear interpolation to form a single 8×8 image block, and then computing the DCT of this block [5] .
Multiplication-free approximation methods [6] , [7] Manuscript have shown a PSNR value of 37.4 dB [7] when applied to the Lena image and lower computational complexity over the exact DCT-domain downsampling method. To ensure even greater image quality than this, more exact methods like ours or those described in [3] are necessary. A method taking advantage of a quantizer, which is essential part of compression systems has been developed [3] . Based on this method, we present a faster method by using the DCTdomain downsampling property.
Martucci developed a DCT-domain downsampling property [8] . According to this property, we can reduce a DCT coded block size 8 × 8 to that of a size 4× 4 by operating entirely in the DCT domain. However, image compression systems decode DCT coded blocks size 8×8. Thus we propose in this paper a fast algorithm converting four DCT coded blocks of size 4×4 into one DCT coded block of size 8 × 8. To this end, we use not only fast eight-point but also fast four-point DCTs both of which are based on the Winograd DFT algorithms. The new method saves 58% of the number of multiplications and 34% of the number of additions compared to the method described in [3] .
Other image resizing algorithms in [9] use the fact that taking a 4×4 inverse DCT of the 4×4 low frequency coefficients of an 8 × 8 DCT coded block directly, gives a lowpassed and half-decimated block in the spatial domain. We also apply the Winograd DCTs to these methods to accelerate the processing time.
A fast four-point DCT based on the Winograd algorithm is addressed in Sect. 2. In Sect. 3, we briefly describe the DCT-domain downsampling property [8] to convert it into matrix form. Then we combine it with the DCTsize conversion mentioned above. In Sect. 4 
Preliminaries
Tseng et al. [10] have shown that the DCT of an N-point sequence can be computed rapidly by taking a 2N-point fast Fourier transform (FFT). The DCT (specifically type-2) pair is defined as
where c p = 1/ √ 2 for p = 0, c p = 1 otherwise, and the Npoint sequence {x(n)} and the transformed sequence {X(m)} are real. The Winograd Fourier transform algorithm [11] , [12] 
Then S 4 can be factored as [13] 
where D 4 is a diagonal matrix represented by
P 4 is a permutation matrix represented by
and the remaining matrices are defined as follows.
where I 2 is a unit matrix of size (2 × 2), J 2 is an opposite diagonal unit matrix of size (2 × 2). The matrixS 4 in (4) is defined for later use. Thus the 4-point DCT requires only one multiplication and nine additions, when the matrix D 4 is absorbed in the quantizer. The Winograd DCT algorithm was presented originally by Arai et al. [14] for use in an 8-point sequence.
In the same manner, the 6-point DCT can be derived and is included in the Appendix. The 8-point DCT matrix S 8 can be factored as
The readers can refer to [14] and [3] for the factorization used in (11).
DCT Domain Downsampling Using a Bilinear Interpolation

The Basic Idea
We introduce our fast downsampling algorithm in one dimension, and then proceed to the two dimensional case as a straightforward extension. Martucci [8] developed an image decimation method by using his earlier contribution, the DCT convolution-multiplication properties [15] . We briefly explain his method here, and then combine the decimation method with the quantization process. The orthogonal form of the type-2 DCT of the sequence x(n), n = 0, 1, . . . , N − 1, is computed by using (1) and is also represented by
His method performs all filtering using an even-length symmetric filter. Suppose the L-tap filter h(n), n = −L/2, . . . , L/2 − 1, is such a filter. For symmetric convolution, the filter-right-half is defined as
where L/2 ≤ N. Then we compute the filter transform coefficients using the convolution form C 2 of the type-2 DCT according to:
Then filtering using the DCTs is performed as follows [8] . (13) is designed as follows. Corresponding to the element-by-element multiplication of two sequences of type-2 DCT coefficients, the spatial domain convolution is depicted in Fig. 3 † . We assume N = 4 in this example for convenience. When L = 2, the filter assumes the form of h(n) = {a, a}, for an arbitrary constant a. The filtered and downsampled elements,
, however, the filter assumes the form of h(n) = {b, a, a, b} for arbitrary constants a and b, andX d (1) is the result of symmetric convolution. Thus the algorithm accommodates only a two-tap filter for linear convolution unless the input sequence is padded with zeros in the spatial domain. Since the filter should be even and symmetric from (13) , the filter selected is as follows.
It is noted that the filter h(n) is a linear averaging filter, which is equivalent to the filter adopted in [3] . We are given two eight-dimensional vectors X 1 and X 2 of DCT coefficients, corresponding to adjacent time domain vectors of length eight,
8 X 2 and we wish to calculateX, the DCT of the eight-dimensional vectorx, whose each element is the uniformly weighted average of the two appropriate adjacent elements in x 1 or x 2 . In this paper,X is an eight-dimensional estimated DCT coefficient vector for the one-dimensional operation and an 8 × 8 estimated DCT coefficient matrix for the two-dimensional one. Let the (m, m)th element of a diagonal matrix H be H r (m), m = 0, 1, . . . , N −1, in (14) . Note that H r (N) = 0. The proposed 2:1 decimation operation is computed according to:
where
I p is a unit matrix of size (p× p), and O p and O p×1 are zero matrices of size (p×p) and (p×1) respectively. The matrices S 4 andS 8 are defined in (4) and (11), respectively. We can designate S 
. ThusS
where D e is a diagonal matrix represented by 
Thus multiplications by D e and H in (21), and D 8 in (22) can be absorbed in the dequantizer and the requantizer and can be ignored, when we count the numbers of multiplication and addition operations.
The Two-Dimensional Case
The two-dimensional case is obtained by just repeatedly applying the one-dimensional operation to each row and then to each column. When we are given 2 × 2 DCT blocks X 0,0 , X 0,1 , . . . , X 1,1 , we can convert them into one DCT block X. One DCT block is of size 8 × 8. Let the one dimensional linear operation be represented by matrix T . Then, we can compute the two dimensional linear operation as Fig. 2 in [15] for the symmetric extensions of two sequences to be convolved.
First, the operation in (25) is anti-aliasing lowpass filtering in the DCT domain. Next, the operations in (26), (27) are a two-dimensional inverse DCT and downsampling in the DCT domain. Finally, the operation in (28) is a twodimensional DCT. Multiplication by De in (26) and the last two steps are required to attain image and video compression standards.
For a multiplication and b addition/subtraction operations, we denote it aM+bA. The fast DCT algorithms built on the Winograd algorithm require one multiplication and 9 addition operations (1M+9A) for the four-point input sequence as shown in Sect. 2 and 5 multiplication and 29 addition operations (5M +29A) for the eight-point input sequence [14] . Thus we can count the numbers of multiplication and addition operations for our approach as follows. We compare the computational complexity of our method with that of the fast algorithm presented in [3] . Both are implementations of exact DCT domain downsampling using the bilinear interpolation. From (22) of [3] , we have the following. Thus our downsampling requires 112M+944A, whereas the fast algorithm in [3] requires 264M +1432A. Therefore, the proposed method can save 58% of the number of multiplication operations and 34% of the number of addition operations over the method explained in [3] , while there is no change in the quality of the image, since both downsampling algorithms are theoretically equal.
Eight multiplication operations by
Resizing by Computing DCT Approximately
For applications like spatial scalability in HDTV, other fast image resizing algorithms have been presented by Dugad and Ahuja in [9] . They have designed a sparse anti-aliasing filter in the DCT domain instead of a sparse one in the spatial domain, to reduce the number of computations used in the compressed domain. In this section, we apply our approach to these algorithms to accelerate the processing time.
We can reduce the size of an image, observed in the spatial domain by halving the image in the DCT domain. This can be done by considering the 4 × 4 low frequency coefficients out of an 8×8 DCT block and applying a 4-point inverse DCT to them. Thus we can get a 4×4 block from an 8×8 block in the spatial domain. By combining four adjacent (4×4) downsampled blocks in the spatial domain, an (8×8) 2D-DCT can be applied (see Fig. 4) .
By approximately computing X II (m), m =0, 1, . . . , N/2 − 1, we can implement downsampling in one dimension as follows.
where X N/2 II (m) is the N/2-point type-2 DCT. Similarly, the image size can be doubled. First, the DCT encoded image is transformed to its spatial domain. Then for each 4 × 4 block, we compute the 4 × 4 DCT coefficients applying a 4-point DCT. These 4 × 4 DCT coefficients are directly used as the low-frequency coefficients of 8 × 8 blocks, all the other coefficients are set as zeros. These zero padded blocks are subsequently converted to 8 × 8 blocks in the spatial domain by applying an 8-point IDCT. We can approximate the N-point DCT X II (m), m = 0, 1, . . . , N −1 in one dimension as follows.
whereX
From (31), there are two options for implementation of this downsampling. They are downsamplings from an 8 × 8 to a 4 × 4 image block, and from a 16 × 16 to an 8 × 8 image block. The former is proposed in [9] . The latter is not covered here since it requires a 16-point Winograd DCT algorithm. Image halving for our approach can be represented in the matrix form as [13] 
where I p is an identity matrix of size (p × p). Whenever one halves the image size in one dimension, one should multiply input DCT coefficients by a factor of √ 1/2. This can be extended directly to the two dimensional case as shown in the pervious section. Thus another fast algorithm for two dimensional 2:1 downsampling requires 112M +752A operations [13] . The number of operations of this algorithm is equal to that of the proposed in the previous section minus the number of operations conducted by the matrices, W and W t . Thus this method reduces by about 13% computational complexity over the proposed method presented in the previous section, while visual qualities are very similar in both methods, according to [9] . It is also noted in [9] that the upsampling scheme plays the deciding role in the final quality of selected images. Thus the upsampling scheme to be presented in this section is recommended for better quality in images over bilinear interpolation for upsampling.
As for upsampling, implementing the fast exact bilinear interpolation in the DCT-domain, is cumbersome, since one of two samples to be averaged is not entirely within the same 8-point DCT sequence in one dimension (see an approximate approach in [16] ). By using lowpass truncated approximation, fast DCT domain upsampling has been introduced in [9] with better image quality results than those using the bilinear interpolation. From (32), there are also two options for upsampling. They are upsamplings from a 4×4 to an 8×8 image block, and from an 8 × 8 to a 16×16 image block. The former is proposed in [9] and the latter in [2] . A fast algorithm for the latter is not discussed here. Dugad and Ahuja [9] have shown that their filter (which corresponds to upsampling) outperforms the spatial-domain bilinear averaging filter, subjectively and in PSNR-wise. The upsampling technique using lowpass truncated approximation and proposed by Dugad and Ahuja [9] is referred to as DA upsampling and their fast algorithm is referred to as DA fast upsampling. Here, we apply our approach to DA upsampling to make the computation process faster. The one dimensional case is computed as
whereX represents the input one that is downsampled according to (34). The vectorX k is the approximation of Table 1 Computational amounts for four blocks of the original image for downsampling and for one block for upsampling in the compressed domain.
Scheme Complexity MB fast downsampling [3] 264M + 1432A Proposed fast for MB downsampling 112M + 944A DA fast downsampling [9] 320M + 320A Proposed fast for DA downsampling 112M + 752A DA fast upsampling [9] 320M + 320A Proposed fast for DA upsampling 112M + 752A the DCT coefficients of an upsampled sequence and is the block (in the DCT domain) corresponding to the block X k in the original image. Our fast upsampling method requires 112M+752A per one output block, whereas the DA fast upsampling one requires 320M+320A [9] . The numbers of operations are compared in Table 1 , where the downsampling technique introduced by Merhav and Bhaskaran [3] is referred to as MB downsampling and their fast algorithm is referred to as MB fast downsampling. It is known that floating-point multiplication is more expensive in terms of CPU usage than addition in a typical processor. Thus all the cases considered here result in a significant reduction of computational complexities.
Similar resizing algorithms for ratios of 4:1, 4:3 and so on are also possible. For example, 4:3 resizing requires Winograd six-point DCT. This DCT (Appendix) also has low complexity (one multiplication and 24 additions).
Simulations
The particular combination of downsampling and upsampling methods used can significantly impact the reconstructed image quality. Downsampling methods using the upper left quadrant of an 8×8 DCT coefficient block and a 16 × 16 DCT coefficient block are referred to as 8:4 downsampling method and 16:8 downsampling method, respectively. Upsampling methods are also referred to in the same way. The following four cases are evaluated.
• Simulations of some cases have been performed in [9] and [2] , and the rest are completed for purposes of comparison. Here the quantization step size is assumed to be one (see Fig. 5 ).
In Table 2 , we have included the results on the same set of images as used in [9] . Case 4 has better quality than Case 2. However, Case 4 has more complexity than Case 2 when they are implemented based on [9] and [2] , respectively. In other words, the complexity of Case 4 is about three times as much as that of Case 2 for upsampling only. Thus, there is a tradeoff between image quality and complexity. It is noted that Case 1 yields poor results among the four cases as shown in the table. 
Conclusions
A significant improvement in implementation complexity is shown for the compressed domain size change in images by using Winograd DCTs and quantizers. We have significantly accelerated two downsampling schemes which use the bilinear interpolation and DCT lowpass truncated approximation, respectively. The proposed fast algorithm has image quality similar to that in [3] and with much less computational complexity. Also, we have accelerated the processing time of the upsampling scheme which exploits DCT lowpass truncated approximation. We can additionally reduce the computational complexity of proposed schemes by using fixed-point arithmetic for low-cost/low-power applications. We did not implement our schemes using fixed-point arithmetic. However, the fixed-point implementation of our schemes is quite simpler than the floating-point one and also straightforward. In terms of the PSNR and MSE, the overall performance of the fixed-point implementation will be similar with the floating-point one and will not change much.
