Abstract. In this paper, we define and investigate the properties of the principal eigenvalue of the singular infinity Laplace operator
Introduction
Eigenvalue problems are an integral part of the theory of second order elliptic partial differential equations and appear frequently in various applications. In the most classical case of a linear self-adjoint operator L in divergence form
Lu = − div[A(x)Du + B(x)u] + B(x) · Du + c(x)u,
the principal eigenvalue of L, i.e., the least number λ ∈ R for which the Dirichlet problem Lu + λu = 0 in Ω, u = 0 on ∂Ω, has a non-trivial solution, can be characterized as the infimum of the associated Rayleigh quotient
0 (Ω) \ {0}. Moreover, the minimizers of this quotient are precisely the principal eigenfunctions. See e.g. [17] . Here, and throughout the paper, we assume that Ω ⊂ R n is a bounded domain.
The method involving the Rayleigh quotient uses heavily the variational structure and cannot be applied to operators in non-divergence form. Hence another approach is needed. In their famous paper [5] , Berestycki, Nirenberg and Varadhan showed that it is possible to define the principal eigenvalue of a linear operator with the aid of the maximum principle. More precisely, they proved that for uniformly elliptic linear operators the number λ 1 = sup{λ ∈ R : L + λI satisfies the maximum principle} is the least eigenvalue of L. Recall that L + λI satisfies the maximum principle in Ω if any subsolution of the equation Lu + λu = 0 that is non-positive on ∂Ω is non-positive in Ω. Several other properties such as simplicity and stability of the principal eigenvalue were also studied thoroughly in [5] .
The task of developing an eigenvalue theory for nonlinear operators in non-divergence form has been taken up recently by several authors. The Pucci extremal operators were treated by Busca, Esteban and Quaas in [10] (see also [15] and [29] ), and their results have been improved and extended to fully nonlinear, uniformly elliptic operators in [30] by Quaas and Sirakov. Similar results have been obtained independently by Ishii and Yoshimura [19] . However, closest to the framework of this paper is the work by Birindelli and Demengel [8] , who allow singular operators and, in particular, do not assume uniform ellipticity. Instead they require, among other assumptions, that the operator F (Du, D 2 u) satisfies 
In this paper, we are interested in the eigenvalue problem
is known as the infinity Laplace operator. Note that (1.1) does not hold for the infinity Laplacian, and therefore the problem (1.2) is not covered by the work of Birindelli and Demengel. In fact, the infinity Laplacian is non-degenerate only in the direction of the gradient. The motivation to study (1.2) stems partially from the usefulness of the infinity Laplace operator in certain applications. The by-now well known geometric interpretation of the viscosity solutions of the infinity Laplace equation −∆ ∞ u = 0 as absolutely minimizing Lipschitz extensions, see [1] , [2] , has attracted considerable interest for example in image processing, the main usage being in the reconstruction of damaged digital images, see e.g. [11] . On the other hand, while the equation −∆ ∞ u = 0 has been studied extensively after the fundamental paper by Jensen [21] , a systematic investigation of the infinity Poisson equation −∆ ∞ u = f (x) has barely begun. Most of the known results are due to Peres, Schramm, Sheffield and Wilson [28] (see also [3] ) and are obtained via a game-theoretic interpretation of the equation. In order to broaden the study to include right-hand sides of the form f (x, u), it seems well motivated to consider the eigenvalue problem associated to (1.3).
We define the principal eigenvalue λ 1 as in [5] , [8] , by setting
It turns out that this number is positive and it can be explicitly computed in the case of a ball; this yields reasonably good upper and lower bounds for λ 1 in the general case. We are able to show that λ 1 is an eigenvalue and that it is the least eigenvalue of the infinity Laplacian. Moreover, it admits a positive eigenfunction and can be characterized as the supremum of the values λ for which ∆ ∞ + λI satisfies the maximum principle. These results are then applied to obtain existence and uniqueness results for the equation
and decay estimates for the solutions of the corresponding evolution equation
with zero data on the lateral boundary. A key tool in the proofs is a logarithmic change of dependent variable. We want to emphasize that all our results hold for an arbitrary bounded domain Ω ⊂ R n . Moreover, it will be evident that with minor modifications in our main arguments one can prove most of the results of this paper for a class of quasilinear operators of the form
See Remark 3.3 below for more details. In the literature, there are several papers, most notably [24] , [23] , [16] , and [12] , whose topic includes both of the terms "eigenvalue" and "infinity Laplacian". Let us state very clearly that these deal with a problem that is different from the one considered in this work. Indeed, the above mentioned papers are concerned with the asymptotic behavior, as p → ∞, of the pLaplace eigenvalue problem
The limit equation in case of the principal eigenvalue is found to be
and the solutions of (1.5) minimize
(Ω) \ {0}. We want to point out that although the equation −∆ ∞ u = 0 is the limit of equations −∆ p u = 0 as p → ∞, see e.g. [2] , [21] , the infinity Laplace operator is not a limit of the p-Laplacians.
. Hence there is no reason to expect that (1.2) and (1.5) would be equivalent or even strongly related. We will provide explicit examples that corroborate this. On the other hand, since both (1.2) and (1.5) involve the infinity Laplacian, it is natural to compare the results we obtain to those known in the case of (1.5).
Definitions
Due to the fact that (1.3) is singular at the points where the gradient vanishes, we have to use the semicontinuous extensions of the function (ξ, X) → (X ξ |ξ| ) · ξ |ξ| when defining the viscosity solutions of (1.2). To this end, for a symmetric n × n-matrix A, we denote its largest and smallest eigenvalue by M (A) and m(A), respectively. That is,
Definition 2.1. Let Ω ⊂ R n be a bounded domain and λ ∈ R. An upper semicontinuous function u : Ω → R is a viscosity subsolution of (
A lower semicontinuous function v : Ω → R is a viscosity supersolution of (1.2) in Ω if −v is a viscosity subsolution, that is, wheneverx ∈ Ω and
Finally, a continuous function h : Ω → R is a viscosity solution of (1.2) in Ω if it is both a viscosity subsolution and a viscosity supersolution. Now the number λ 1 is defined as in [5] :
in Ω in the viscosity sense. Then we define
Since constant functions satisfy the equation −∆ ∞ u = 0, the number λ 1 is well-defined and non-negative. Moreover, it follows immediately from the definition that if
. This allows us to estimate λ 1 for a general domain once we obtain a formula for the principal eigenvalue of a ball. 1 The limiting behaviour, as p → ∞, of the p-Poisson equations −∆ p u = f (x) (and their connection with the mass transfer problems) has been investigated in detail in e.g. [6] , [14] , [18] , [20] and [25] .
Comparison results
We begin by establishing a series of comparison results that are needed in the verification of the fact that λ 1 is the least eigenvalue. Similar results were obtained by Birindelli and Demengel in [8] by utilizing their earlier results in [7] . To our taste, the self-contained argument presented below is simpler than that in [8] and it also makes the proof somewhat shorter. Moreover, we have the opportunity to correct a minor error that appears in [8] .
Theorem 3.1 is a special case of the following slightly more general result:
Proof. Our proof is by contradiction, and we suppose that u is not nonpositive. Since v > 0 in Ω and u ≤ 0 on ∂Ω, this means that the function
v(x) attains a positive maximum at an interior pointx ∈ Ω.
Let us denote w(x) = log u(x) and g(x) = log v(x), where w is defined only in a neighborhoodΩ ofx where u is positive. Then it is easy to check that
in the viscosity sense. Here we interpret the infinity Laplacian at the points where the gradient vanishes as in Definition 2.1. Note also thatx is a local maximum point of
where θ j (x, y) = j 4 |x − y| 4 , and let (x j , y j ) ∈Ω ×Ω be such that Ψ j (x j , y j ) = supΩ ×Ω Ψ j (x, y). Without loss of generality, we may assume that x j →x and
Next we apply the maximum principle for semicontinuous functions from [13] . There exist symmetric n × n matrices X j , Y j such that
where η j = j|x j − y j | 2 (x j − y j ), and
2 Birindelli and Demengel have themselves also detected this error and have addressed the issue in their recent paper [9] .
See [13] for the notation used above. Recalling the definition of θ j and denoting z j = x j − y j , (3.4) can be rewritten as
In particular, by evaluating the corresponding quadratic forms at ξ ξ ∈ R 2n , we see that
Hence if x j = y j , we have by using the fact that g and w satisfy (3.1) and (3.2), respectively, that
contradicting the assumption λ > µ. On the other hand, if x j = y j , then η j = z j = 0 and it follows from (3.4) that
and we obtain from (3.1) and (3.2) that
again a contradiction.
Remark 3.3. It is clear that the argument used in the proof of Proposition 3.2 works in a more general setting than just in the case of the infinity Laplacian. For example, it applies to quasilinear operators of the form
under the assumptions that the matrix valued function A = A(x, p) is positive semidefinite, homogeneous of degree 0 in the second variable and has a Lipschitz continuous (in x) square root. In fact, most of the results obtained in this paper can be quite easily generalized to this class of operators.
Then u ≡ 0 in Ω. In particular, λ is not an eigenvalue.
Combining this with the fact that λ 1 is an eigenvalue (which will be proved in Theorem 5.3 below) we have, analogously to [5] and [8] , that In order to show that λ 1 actually is an eigenvalue, we need another comparison result that also yields uniqueness for certain related problems. Theorem 3.6. Let λ < λ 1 , and let u and v be a viscosity subsolution and a supersolution, respectively, of the equation
where f ∈ C(Ω). Suppose that either
Proof. The basic strategy of the proof is the same as that of Proposition 3.2.
We argue by contradiction and suppose that the set {x ∈ Ω : u(x) > v(x)} is not empty. Since λ < λ 1 and −∆ ∞ v ≥ λv in the viscosity sense, it follows from Theorem 3.1 (applied to −v) that v is nonnegative. For λ ≥ 0 this together with the Harnack inequality for the supersolutions of −∆ ∞ ϕ = 0 (see Lemma 5.1 below) implies that in fact v > 0 in Ω. In the case λ < 0 the same conclusion can be easily reached by noticing that ϕ ≡ 0 is a testfunction (from below) at the points where v vanishes and then using the assumption f (x) > 0 for all x ∈ Ω. Let nowx ∈ Ω be such that
Without loss of generality, by scaling f if necessary, we may assume that u > v > 1 in some neighborhoodΩ ofx. If we denote w(x) = log u(x) and g(x) = log v(x), it is easy to check that they are a subsolution and a supersolution, respectively, to
in the subdomainΩ. Notice that this equation can be written in the form F (x, w, Dw, D 2 w) = 0, where the function
is increasing in the variable r if f is positive in Ω. By applying the maximum principle for semicontinuous functions to the functions
where θ j (x, y) = 
where Ψ j (x j , y j ) = supΩ ×Ω Ψ j (x, y), and
We may also assume without loss of generality that (x j , y j ) → (x,x) as j → ∞.
Now if x j = y j , it follows from X j ≤ Y j and the fact that w and g are a subsolution and a supersolution to (3.9) that
On the other hand, if x j = y j , then η j = 0 and we obtain
Thus in any case f (y j )e −g(y j ) ≤ f (x j )e −w(x j ) for each j, and if f (x) > 0, we obtain by letting j → ∞ that g(x) ≥ w(x), contradicting (3.8).
If f is merely a non-negative function, we perturb g slightly so that it becomes a strict supersolution. More precisely, for α > 1 and A > 1 let
Then h (t) > 1 and h (t) − h (t) 2 − h (t) > 0 for all t ≥ 0. Moreover, 0 < h(t) − t < A−1 α for t ≥ 0, and thus h(t) → t uniformly if
A → 1 + . See [24] for details. Now a formal computation yields that the function
where the last inequality follows from the facts λ > 0, h (t) > 1 and h(t) > t for all t ≥ 0. Since h is smooth and increasing, it is straightforward to verify that indeed
in the viscosity sense. By choosing A > 1 sufficiently small, we see that also w − G achieves its positive maximum inΩ at an interior point. Now the rest of the argument runs as in the case f > 0. We apply the maximum principle for semicontinuous functions to
and conclude, as above, that there exist symmetric n × n matrices X j ≤ Y j such that
and X j ≤ 0 ≤ Y j if x j = y j ; here, as before, x j , y j are points such that Ψ j (x j , y j ) = supΩ ×Ω Ψ j (x, y) and
11) and the fact that w is a subsolution of (3.9), this yields
if x j = y j , and
if x j = y j . Both alternatives lead to a contradiction upon letting j → ∞ and the proof is complete. 
on Ω, has at most one solution.
Remark 3.8. We do not know if the assumptions of the corollary above are optimal. An example constructed in [28] shows that in the case λ = 0 there exists a Lipschitz continuous function f , defined in the closed unit disc B 1 of R 2 , such that the problem
has more than one solution. This function f takes values of both signs. On the other hand, if f is uniformly continuous and either f ≡ 0 or inf|f | > 0, then the Dirichlet problem
has a unique viscosity solution for any uniformly continuous boundary data g and for any bounded domain Ω ⊂ R n . See [28] . Note that in the case λ = 0 the positivity of g is not a restriction since a constant can be added to a solution, and hence Corollary 3.7 in fact slightly improves the abovementioned uniqueness result in [28] .
In the case λ = λ 1 and f ≡ 0, g ≡ 0, the uniqueness for (3.13) fails because any constant multiple of an eigenfunction is also an eigenfunction. See Theorem 5.3 below. On the other hand, for λ < 0 the equation (3.5) is increasing in the φ-variable, and thus the Dirichlet problem (3.13) has at most one solution for any continuous f and g by the general uniqueness result [13, Theorem 3.3] . Finally, since the infinity Laplacian is odd, the uniqueness for (3.13) holds also when λ < λ 1 and both f and g are negative.
We do not know whether the principal eigenvalue λ 1 is simple. However, arguing as in the proof of Theorem 3.6, we can obtain local uniqueness for the positive principal eigenfunction. The result is analogous to what is known about the first eigenfunctions of the infinity eigenvalue problem (1.5), see [24] . 
The principal eigenvalue in a ball
If the domain Ω is a ball, it is natural to expect that the principal eigenvalue is simple and that the associated eigenfunction is radial. Moreover, there is also hope to find explicit formulas for the eigenvalue and the eigenfunction.
With these goals in mind, let Ω = B R = B R (0) and let us look for positive radial solutions to (1.
2). Setting h(x) = g(|x|), we have Dh(x) = g (|x|)
x |x| and
, and the equation −∆ ∞ h = λh reduces to −g = λg. This formal calculation becomes rigorous once we observe that if ϕ is a smooth test-function for g at r 0 ∈ ]0, R[, then ψ(x) := ϕ(|x|) is a smooth test-function for h at all points x for which |x| = r 0 . Taking into account the boundary condition g(R) = 0, it is not hard to see that g must be of the form
The function h(x) = C 1 cos( √ λ|x|), λ > 0 is twice differentiable everywhere and satisfies the equation (1.2) in B R (in the viscosity sense). On the contrary, the function x → C 2 sin( √ λ|x|) is only a viscosity sub-or supersolution, depending on the sign of the constant C 2 . In fact, near x = 0, this function looks like a cone having vertex at the origin, and the conical shape prevents testing from one side (hence automatically a sub/supersolution), but allows test-functions with non-zero gradient and arbitrary Hessian from the other side.
In conclusion, we have proved that the only radial viscosity solutions to (1.2) in a ball B R are the functions
In particular, the only positive radial eigenfunction is h 1 (x) = cos( 
Proof. By the above calculations and the definition of λ 1 , we easily see that
2 . Suppose that we had
. Define a function w by
otherwise.
Then −∆ ∞ w ≤ µw in B R and w ≤ 0 on ∂B R , which by Theorem 3.1 should imply w ≤ 0 in B R . Clearly this is not the case and therefore
Since
, we can deduce from the above lemma the estimate
where R E = inf{r > 0 : Ω ⊂ B r (x) for some x} and R I = sup{r > 0 : B r (x) ⊂ Ω for some x}. In particular, λ 1 (Ω) > 0 for all Ω ⊂ R n .
We do not know whether λ 1 is simple even in the case of a ball. The function h 1 (x) = cos( π 2R |x|) is only radial principal eigenfunction, but there could exist non-radial principal eigenfunctions as well.
Remark 4.2. The above reasoning shows that the eigenvalue problem considered in this paper is quite different from the so-called ∞-eigenvalue problem (1.5) studied in e.g. [24] , [23] , [16] . Namely, in case of a ball B R the first eigenvalue of the ∞-eigenvalue problem is 1 R and the corresponding eigenfunction, unique up multiplication by a constant, is x → R − |x|.
Existence results
Our main goal in this section is to show that the number λ 1 , defined by (1.4), really is an eigenvalue of the infinity Laplacian. This amounts to showing that the problem
has a nontrivial solution. The general strategy for the proof is more or less the same as in [5] , but the details are quite different. Before getting started with the actual proof, we need to recall a local Lipschitz continuity estimate for the supersolutions of the infinity Laplace equation. The proof can be found for example in [2] or [26] . Moreover,
for a.e. x ∈ Ω.
The following lemma gives us a useful characterization of the number λ 1 . Next we fix a ball B ⊂⊂ Ω of radius r > 0 and let u B be a positive radial solution, obtained in the previous section, to
In fact, we have λ 1 (B) = sup Ω w , thus contradicting the definition of λ 1 if ε is chosen so that λ 1 ε < 1.
Let us now denote 
has at least one non-negative solution.
Proof. The proof is again based on the Perron method, and it suffices to find a subsolution and a supersolution of (5.3) attaining the right boundary values. Since the unique solution (see e.g. [21] ) to −∆ ∞ u = 0 satisfying u = g on ∂Ω is non-negative, it qualifies as the subsolution. To construct the desired supersolution, we first recall that in course of proving Lemma 5.2 it was observed that there exists a positive function w ∈ C(Ω) such that
Choosing a constant C > 0 such that C ≥ max{sup Ω f,
on ∂Ω. In order to make sure that the right boundary values are attained, we use barriers of the form h z (x) = g(z) + C |x − z| 1/2 , where z ∈ ∂Ω and C ≥ 1. Since
it follows that −∆ ∞ h z ≥ λh z + sup f in B ρ (z) ∩ Ω for some ρ > 0 depending on λ, sup g and sup f , but independent of z and C ≥ 1. After choosing C so large that h z (x) ≥ w C (x) outside B ρ/2 (z) ∩ Ω, it is easy to see that
is the kind of supersolution that we were looking for.
6. An application: Decay estimates for the evolution equation This evolution problem (with more general boundary conditions) has been recently studied in [22] and it appears in several applications, for example in differential games, see [3] and [22] . In this section we are interested in the asymptotic behavior, as t → ∞, of the solution h(x, t) of (6.1). Based on the well-known results for the solutions of the ordinary heat equation, one expects h to decay to zero exponentially and that the rate of decay and the extinction profile are somehow connected with the principal eigenvalue and the eigenfunction of the infinity Laplacian, respectively. Since the problem is non-linear and very badly degenerate, precise estimates are much harder to obtain than in the case of the heat equation, where one can for example use the fact that the normalized eigenfunctions of the Laplacian form an orthonormal basis for L 2 .
Nevertheless, we attempt to shed some light on the issue and at least do manage to establish the exponential decay with (almost) the right decay rate. The question of extinction profile seems harder to grasp, mainly because it is not known what condition should replace the orthogonality requirement in our non-linear setting. So, roughly speaking, instead of obtaining precise estimates for the difference |h(x, t)e λ 1 t − ϕ 1 (x)|, where ϕ 1 is a first eigenfunction, we are only able to bound the logarithmic difference log h(x, t)e λ 1 t − log ϕ 1 (x) = log h(x, t)e λt ϕ 1 (x) .
For the purposes of our first result, suppose that Ω ⊂⊂Ω and let v ∈ C(Ω) be a positive principal eigenfunction inΩ, i.e., here λ = λ 1 (Ω).
Finally, we observe that the estimates in Propositions 6.1 and 6.3 can be made explicit by using the estimate (4.1) for the principal eigenvalue.
