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Abstract
Given two stochastic equations with different drift terms, under very
weak assumptions Liptser and Shiryaev provide the equivalence of the
laws of the solutions to these equations by means of Girsanov transform.
Their assumptions involve both the drift terms. We are interested in the
same result but with the main assumption involving only the difference of
the drift terms. Applications of our result will be presented in the finite
as well as in the infinite dimensional setting.
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1 Introduction
Let us consider the Itoˆ equation
dX(t) = b(t,X(t)) dt+ σ(t,X(t)) dW (t), X(0) = x. (1.1)
If we know that there exists a solution, we ask about uniqueness and character-
ization of its law. We can look at equation (1.1) as a modification of equation
dZ(t) = a(t, Z(t)) dt+ σ(t, Z(t)) dW (t), Z(0) = x. (1.2)
by a change of the drift term. Equation (1.2) is a ”good” reference equation,
for which existence and uniqueness hold true. Since these two equations differ
only in the drift terms, a classical tool to study equation (1.1) is the Girsanov
transform.
In [11], Chapter 7 is devoted to this problem, where Liptser and Shiryaev
investigate the relation between the laws of processes solving equations (1.1)
and (1.2). In this paper, we address the same problem.
As far as the results are concerned, first in dimension one we prove results
similar to [11] but with different assumptions; in fact, our hypotheses involve the
difference b − a whereas in [11] involve separately a and b. Then, we consider
the case of dimension bigger than one. Our analysis includes the uniqueness
1
problem, not tackled in [11]. Moreover we extend these results to the infinite
dimensional setting, whereas [11] deals only with the finite dimensional case.
Here, when we say finite dimensional we mean that the state space is finite di-
mensional, i.e. the unknown X is a vector process with a finite number (d <∞)
of components; this models stochastic differential equations on the state space
R
d. However, the infinite dimensional setting is related to abstract models of
stochastic partial differential equations (see, e.g., the book by Da Prato and
Zabczyk [3]). Actually, the infinite dimensional setting is one of the main mo-
tivations of our study, as it will be explained in Section 9.
As far as the techniques are concerned, in some parts our proofs are shorter
than in [11], in the sense that even with the same assumption of [11] we get the
results of [11] with shorter proofs.
Now, we explain how the paper is organized. We start our exposition with
the one dimensional setting. Extension to dimension bigger than one is in
Section 8. After the basic results presented in Sections 2 and 3, we shall analyze
uniqueness in law in Section 4, the absolute continuity in Section 5 and the
equivalence of the laws in Section 6. In Section 7 our results will be compared
with those in [11]. In the final section the novelty of our results will be discussed,
also in the infinite dimensional setting.
2 Preliminaries
We set our problem as in the book of Liptser and Shiryaev [11], that is in a
setting more general than (1.1)-(1.2).
Let (Ω,F,P) be a probability space and {Ft}t≥0 a filtration. We will always
assume that the probability space is complete and the filtration is right contin-
uous. We denote by E the expectation with respect to the measure P, and by
FT (X) the σ-algebra generated by {X(u), 0 ≤ u ≤ T }.
When dealing with a Polish space, i.e. a complete separable metric space,
the σ-algebra associated is the Borel σ-algebra. In particular, for 0 < t ≤ T let
Bt be the σ-algebra of Borelian subsets of C([0, t];R). We say that a measurable
functional φ : [0, T ]×C([0, T ];R)→ R is non anticipative if, for each t ∈ [0, T ],
φ(t, ·) is Bt-measurable.
The two equations to deal with are
dX(t) = b(t,X) dt+ σ(t,X) dW (t); X(0) = x (2.1)
dZ(t) = a(t, Z) dt+ σ(t, Z) dW (t); Z(0) = x (2.2)
Here, a, b and σ are non anticipative measurable functionals. W is a Wiener
process with respect to the stochastic basis (Ω,F, {Ft},P).
We need to recall what is a weak or strong solution. We consider processes
X with a.e. path in C([0, T ];R), which are adapted to the filtration {Ft}t≥0
and solve equation (2.1) a.s.:
X(t) = x+
∫ t
0
b(s,X) ds+
∫ t
0
σ(s,X) dW (s) P− a.s. (2.3)
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for every t ∈ [0, T ]. It is necessary that
P{∫ T
0
|b(s,X)|ds <∞} = P{∫ T
0
σ(s,X)2ds <∞} = 1.
For simplicity, we fix the initial data x ∈ R; however, our results can be extended
to cover the case of random initial data.
Definition 2.1 (weak solution) We say that there exists a weak solution to
equation (2.1) if there exist a stochastic basis (Ω,F, {Ft}t≥0,P), an {Ft}-Wiener
process W and an {Ft}-adapted process X defined in it such that X solves
equation (2.1) P-a.s.
We denote this solution by the triplet
(
X, (Ω,F, {Ft},P), W
)
.
On the other hand, if X solves (2.1) on a (a priori) given stochastic basis
(Ω,F, {Ft}t≥0,P) with a given Wiener process W , we have a strong solution.
Therefore the Wiener process and the filtration are not part of the solution
itself but are assigned.
Definition 2.2 (strong solution) We say that there exists a strong solution
to equation (2.1) if, given any stochastic basis (Ω,F, {Ft}t≥0,P) and {Ft}-Wiener
process W , there exists an {Ft}-adapted process X such that X solves equation
(2.1) P-a.s.
Moreover, we have two kinds of uniqueness.
Definition 2.3 (uniqueness in law) We say that uniqueness in law holds for
equation (2.1) if any two processes solving equation (2.1) with the same initial
data have the same law.
Definition 2.4 (pathwise uniqueness) We say that pathwise uniqueness
holds for equation (2.1) if given two processes X and X ′ solving equation (2.1)
with the same initial data and defined with respect to the same stochastic basis
(Ω,F, {Ft}t≥0,P) and Wiener process, we have P{X(t) = X ′(t) for all t} = 1.
In the following we shall assume that equation (2.2) has a unique strong
solution; uniqueness has to be understood as pathwise uniqueness. But, a re-
sult of Cherny (see [2]) says that uniqueness in law, together with the strong
existence, guarantees the pathwise uniqueness. Hence, we could simply assume
existence of a strong solution and uniqueness in law.
On the other hand, from now on saying uniqueness of a weak solution we will
mean uniqueness in law, unless otherwise specified.
Therefore, the coefficients a and σ are required to satisfy the usual growth
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and Lipschitz conditions (see, e.g., [11]), that is
[A1]


∃ constants L1, L2 and a function K non decreasing and right continuous,
with 0 ≤ K(s) ≤ 1, such that
a(t, Y )2 + σ(t, Y )2 ≤ L1
∫ t
0
[1 + Y (s)2]dK(s) + L2[1 + Y (t)
2]
∀t ∈ [0, T ], Y ∈ C([0, T ];R)
and
|a(t, Y1)− a(t, Y2)|2 + |σ(t, Y1)− σ(t, Y2)|2
≤ L1
∫ t
0 |Y1(s)− Y2(s)|2dK(s) + L2|Y1(t)− Y2(t)|2
∀t ∈ [0, T ], Y1, Y2 ∈ C([0, T ];R)
Moreover, the coefficients a, b and σ are such that
[A2]
[ ∃ a measurable functional γ which is non anticipative finite and such that
σ(s, Y )γ(s, Y ) = b(s, Y )− a(s, Y ) ∀s ∈ [0, T ], Y ∈ C([0, T ];R).
Few technical details: from now on, we consider only finite time intervals
[0, T ]. Then, the law of a process solving equation (2.1) or (2.2) is a probability
measure on BT . Moreover, if there is uniqueness in law for an equation with drift
term a we denote by µa this unique law (unless otherwise stated). If a measure
ν1 is absolutely continuous with respect to a measure ν2 we write ν1 ≺ ν2; if
they are equivalent, i.e. ν1 ≺ ν2 and ν2 ≺ ν1, we write ν1 ∼ ν2.
3 An easy case
In this section, we prove a result of equivalence of laws for equations (2.2) and
(2.1) but in the particular case of b = a + g with a strong assumption on σ
and g. The proof is based on classical tools of Girsanov transform and Novikov
condition.
Instead of equation (2.1), let us consider
dY (t) = a(t, Y ) dt+ g(t, Y ) dt + σ(t, Y ) dW (t), Y (0) = x, (3.1)
where g is a non anticipative measurable functional. Moreover, we assume that
there exists a finite and non anticipative measurable functional α such that
σ(s, Y )α(s, Y ) = g(s, Y ) (3.2)
for each s ∈ [0, T ] and Y ∈ C([0, T ];R).
Remark 3.1 Relationship (3.2) is a compatibility condition; it means that when
σ vanishes, also g must vanish. In this case, α may be chosen arbitrarily in order
to satisfy (3.2). But, as we shall see, in the Girsanov transform α takes into
account the change of drift between equations (3.1) and (2.2). Therefore we are
interested only in the solution α of (3.2) which vanishes when g = 0, i.e. when
the two drift terms are the same. Hence, from now on we consider
α(s, Y ) = σ+(s, Y )g(s, Y ) (3.3)
4
where
σ+(s, Y ) =


1
σ(s, Y )
, σ(s, Y ) 6= 0
0, σ(s, Y ) = 0
We have the following result.
Theorem 3.2 Assume there exists a unique weak solution
(
Z, (Ω,F, {Ft},P), W
)
to equation (2.2). If
sup
X∈C([0,T ];R)
∫ T
0
α(s,X)2ds = c <∞, (3.4)
then equation (3.1) has a weak solution, which is unique in law. Moreover, the
law of the process Z is equivalent to the law of the process solving (3.1), that is
µa ∼ µa+g. In particular
dµa+g
dµa
(Z) = E
[
e
∫ T
0
α(s, Z)dW (s) − 12
∫ T
0
α(s, Z)2ds∣∣FT (Z)] (3.5)
P-a.s.
Proof. Because of (3.4) we have that
E
[
e
1
2
∫ T
0
α(s, Z)2ds
]
≤ e
c
2 <∞.
This is Novikov condition, which allows to apply Girsanov transform. More
precisely (see [8]), Novikov condition makes sure that the process δ defined by
δt = e
∫ t
0
α(s, Z)dW (s) − 12
∫ t
0
α(s, Z)2ds, 0 ≤ t ≤ T,
is a martingale. To highlight the dependence on Z and W we will often write
δT as δT (Z,W ). We define a new probability measure on (Ω,FT ) by dP∗ =
δT (Z,W )dP. Then Girsanov theorem (see [6]) tells us that
W ∗(t) =W (t)−
∫ t
0
α(s, Z) ds , t ∈ [0, T ],
is a Wiener process with respect to (Ω,F, {Ft},P∗); substituting into equation
(2.2) we get
Z(t) = x+
∫ t
0
a(s, Z) ds+
∫ t
0
g(s, Z) ds+
∫ t
0
σ(s, Z)dW ∗(s).
This means that
(
Z, (Ω,F, {Ft},P∗), W ∗
)
is a weak solution of equation (3.1).
For any Borelian subset Λ of C([0, T ];R), set LY (Λ) = P∗{Z ∈ Λ} and
µa(Λ) = P{Z ∈ Λ}. Then LY ≺ µa, since P∗ ≺ P by construction. Moreover,
consider the random variable E[δT (Z,W )|FT (Z)]; it is FT (Z)-measurable and
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therefore there exists a BT -measurable non negative function D : C([0, T ];R)→
R such that D(Z(ω)) = E[δT (Z,W )|FT (Z)](ω) for P-a.e. ω. Now, we have
LY (Λ) = P∗{Z ∈ Λ} =
∫
{Z∈Λ}
δT (Z,W ) dP =
∫
{Z∈Λ}
E
[
δT (Z,W )|FT (Z)
]
dP
=
∫
{Z∈Λ}
D(Z) dP =
∫
Λ
D(z) dµa(z) (3.6)
Hence
dLY
dµa
(Z) = D(Z) for Z ∈ C([0, T ];R).
This proves (3.5), as soon as we have uniqueness in law for equation (3.1).
Viceversa, any weak solution
(
Y, (Ω˜, F˜, {F˜t}, P˜), W˜
)
of equation (3.1) gives
rise to a weak solution
(
Y, (Ω˜, F˜, {F˜t}, P˜∗), W˜ ∗
)
of equation (2.2), with a similar
expression of the Radon-Nikodym derivative (only a change of sign appears).
Indeed, thanks to (3.4)
δˆt(Y, W˜ ) = e
− ∫ t0 α(s, Y )dW˜ (s)− 12 ∫ t0 α(s, Y )2ds (3.7)
is a martingale; define dP˜∗ = δˆT (Y, W˜ )dP˜ and W˜
∗(t) = W˜ (t) +
∫ t
0
α(s, Y ) ds.
Then, W˜ ∗ is a Wiener process with respect to P˜∗ and
µa(Λ) = P˜∗{Y ∈ Λ} =
∫
{Y ∈Λ}
δˆT (Y, W˜ ) dP˜. (3.8)
Now, suppose there exist two different weak solutions of equation (3.1):(
Yi, (Ω˜i, F˜i, {F˜it}, P˜i), W˜i
)
i = 1, 2.
We have that dP˜∗i = δˆT (Yi, W˜i)dP˜i; moreover,
δˆt(Yi, W˜i) = e
− ∫ t
0
α(s, Yi)dW˜i(s)− 12
∫ t
0
α(s, Yi)
2ds
= e−
∫ t
0 α(s, Yi)dW˜
∗
i (s) +
1
2
∫ t
0 α(s, Yi)
2ds =:
1
δt(Yi, W˜
∗
i )
.
Again (3.4) provides that δT (Yi, W˜
∗
i ) is well defined. Then, dP˜i = δT (Yi, W˜
∗
i )dP˜
∗
i .
Now, uniqueness in law for the solution of equation (2.2) means that the joint
distribution of (Y1,W
∗
1 ) is the same as of (Y2,W
∗
2 ) (see [2] Th. 3.1). Then, we
get
P˜1(Y1 ∈ Λ) =
∫
Ω˜1
δT (Y1, W˜
∗
1 )I{Y1∈Λ}dP˜
∗
1
=
∫
Ω˜2
δT (Y2, W˜
∗
2 )I{Y2∈Λ}dP˜
∗
2 = P˜2(Y2 ∈ Λ)
for any Borelian subset Λ of C([0, T ];R); here I· is the indicator function. Thus,
we have uniqueness in law for equation (3.1). ✷
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Remark 3.3 i) The expression (3.5) can be written as
dµa+g
dµa
(Z) = E
[
e
∫ T
0 α(s, Z)dW (s)
∣∣FT (Z)]e− 12 ∫ T0 α(s, Z)2ds.
The same holds for other similar expressions of Radon-Nikodym derivatives ap-
pearing later on.
ii) Consider the assumptions of Theorem 3.2. Then, given a weak solution(
Y, (Ω˜, F˜, {F˜t}, P˜), W˜
)
of equation (3.1), from (3.8) in the previous proof we
have
dµa
dµa+g
(Y ) = E˜
[
e−
∫ T
0 α(s, Y )dW˜ (s)− 12
∫ T
0 α(s, Y )
2ds∣∣FT (Y )] (3.9)
P˜-a.s.
4 Uniqueness in law
According to Remark 3.1, if [A2] holds true we set
γ(s, Y ) = σ+(s, Y )[b(s, Y )− a(s, Y )].
We have the following
Proposition 4.1 Assume [A1] and [A2].
If there exist two weak solutions
(
X, (Ω,F, {Ft},P), W
)
and
(
X ′, (Ω′,F′, {F′t},P′), W ′
)
to equation (2.1), with the same initial data x, such that
P{∫ T0 γ(s,X)2ds <∞} = P′{∫ T0 γ(s,X ′)2ds <∞} = 1, (4.1)
then the laws of X and X ′ are the same.
Proof. Consider the first solution
(
X, (Ω,F, {Ft},P), W
)
. According to [A1]
there exists a solution Z of equation (2.2) with respect to the stochastic basis
(Ω,F, {Ft},P) and the Wiener process W . For any integer n ≥ 1, define the
truncation function
χnt (Z) =
{
1 if
∫ t
0
γ(s, Z)2ds < n,
0 otherwise.
We have that
sup
Z∈C([0,T ];R)
∫ T
0
χns (Z)γ(s, Z)
2ds ≤ n.
We use Theorem 3.2 with g(s, Y ) = χns (Y )[b(s, Y )−a(s, Y )] in order to get that
the new equation
Y (t) = x+
∫ t
0
a(s, Y ) ds+
∫ t
0
χns (Y )[b(s, Y )− a(s, Y )] ds
+
∫ t
0
σ(s, Y )dW (s) (4.2)
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has a unique weak solution. For short, we denote its law by µb,n and we have
µb,n ≺ µa, with µb,n(Λ) = P∗n{Z ∈ Λ}, dP∗n = ρnT (Z,W )dP, and the martingale
ρn = ρn(Z,W ) defined by ρnt = e
∫ t
0 χ
n
s (Z)γ(s, Z)dW (s)− 12
∫ t
0 χ
n
s (Z)γ(s, Z)
2ds.
In particular,
E[ρnt (Z,W )] = E[ρ
n
0 (Z,W )] = 1 for all t,
and
dµb,n
dµa
(Z) = E
[
e
∫ T
0 χ
n
s (Z)γ(s, Z)dW (s)− 12
∫ T
0 χ
n
s (Z)γ(s, Z)
2ds|FT (Z)
]
(4.3)
P-a.s..
This holds for any n integer. Therefore we have uniquely defined the sequence
{µb,n}∞n=1.
On the other hand, we can define a process solving equation (4.2) with the
Wiener process W . Let us define the sequence of stopping times (depending on
the process X)
τn = inf{t ∈ [0, T ] : χnt (X) = 0} ∧ T
considering the infimum to be +∞ when the set is empty.
Given any n, (Ω,F, {Ft},P) andW , if
(
X, (Ω,F, {Ft},P), W
)
is a weak solution
to equation (2.1) then equation
Xn(t) = X(t ∧ τn)
+
∫ t
0
[1− χns (X)]a(s,Xn) ds+
∫ t
0
[1− χns (X)]σ(s,Xn) dW (s) (4.4)
has a unique strong solution Xn, thanks to assumption [A1]. Moreover, by Itoˆ
calculus we get that this process Xn solves (4.2). Hence, µb,n coincides with
the law of Xn. From (4.4) we have (P-a.s)
Xn(t) =
{
X(t) on {τn ≥ t}
X(τn) +
∫ t
τn
a(s,Xn)ds+
∫ t
τn
σ(s,Xn)dWs on {τn < t}
In particular, X = Xn on the set {τn = T } ⊇ {χnT (X) = 1}. According to (4.1)
we have lim
n→∞
P{χnT (X) = 0} = 0. Hence
P{‖X −Xn‖C([0,T ];R) > 0} ≤ P{χnT (X) = 0} → 0 as n→∞.
Therefore, µb,n converges to the law of X in the metric of total variation.
If we start from another solution
(
X ′, (Ω′,F′, {F′t},P′), W ′
)
fulfilling (4.1),
we would consider the solution
(
Z ′, (Ω′,F′, {F′t},P′), W ′
)
to equation (2.2),
giving the same µb,n. Indeed, there is uniqueness in law for both equations
(2.2) and (3.1). Hence, µb,n converges to the law of X ′. Since the limit of µb,n
is unique, we conclude that the laws of X and X ′ are the same. ✷
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Remark 4.2 Given a weak solution
(
X, (Ω,F, {Ft},P), W
)
of equation (2.1),
it is easier to construct a solution
(
Xn, (Ω,F, {Ft},P), W
)
of equation (4.2)
when the noise is independent of the unknown, i.e. σ(t,X) = σ(t). Indeed, we
look for a process solving
Xn(t) = x+
∫ t
0
a(s,Xn) ds+
∫ t
0
χns (X
n)[b(s,Xn)−a(s,Xn)] ds+
∫ t
0
σ(s)dW (s).
Notice that, given a path Xnω , this equation reduces to equation (2.1) if χ
n(Xnω ) =
1 and to equation (2.2) if χn(Xnω ) = 0.
Now, we construct pathwise the solution process. For P-a.e. ω, set Xnω (t) =
Xω(t) for 0 ≤ t ≤ τn(ω). In particular, χnτn(ω)(Xnω ) = 0 and whatever is Xnω(t)
for t > τn(ω) we will have χnt (X
n
ω ) = 0 for t > τ
n(ω). Therefore the evolution
of (4.2) on the time interval ]τn(ω), T ] is given by equation (2.2). Summing
up, we have that a solution of equation (4.2) with the Wiener process W is the
process defined pathwise as follows:
Xn(t) =
{
X(t), t ∈ [0, τn]
ψτ
n
(X(τn),W )(t), t ∈]τn, T ]
where ψt0(y,W ) denotes the solution of equation (2.2) (with the Wiener process
W ) on the time interval [t0, T ] and with initial data Z(t0) = y:
ψt0(y,W )(t) = y +
∫ t
t0
a(s, ψt0(y,W )) ds+
∫ t
t0
σ(s) dW (s)
We point out that in this case is enough to assume that equation (2.2) has
a unique strong solution on any time interval [t0, T ] ⊆ [0, T ] and that the
mapping [0, T ] × R × C0([0, T ];R) ∋ (s, y,W ) 7→ ψs(y,W ) ∈ C([s, T ];R) is
measurable. Actually for fixed initial time, this mapping is already known to
have nice properties (see, e.g., [7] Ch. 4 for the properties of the mapping
ψ : R × C0([0, T ];R) → C([0, T ];R) providing a strong solution on the time
interval [0, T ]).
An easy example fulfilling these requirements is for the linear equation, i.e.
the drift term is a(t, Z) = c(t)Z(t) with c, σ:[0, T ]→ R measurable and bounded.
Indeed, we have
ψs(y,W )(t) = e
∫
t
s
c(u)duy +
∫ t
s
e
∫
t
u
c(r)drσ(u)dW (u), t ∈ [s, T ]. (4.5)
5 Absolute continuity of µb with respect to µa
We consider equations (2.1) and (2.2) with the same initial data x ∈ R. We have
the following result. The assumptions are the same as for the uniqueness result
of the previous section; therefore we denote by µb the unique law for equation
(2.1).
Let us denote by χt(Z) the indicator function of the set {
∫ t
0 γ(s, Z)
2ds <∞}.
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Proposition 5.1 Assume [A1] and [A2].
If there exists a weak solution
(
X, (Ω,F, {Ft},P), W
)
to equation (2.1) such
that
P{∫ T0 γ(s,X)2ds <∞} = 1, (4.1′)
then µb ≺ µa. Moreover,
dµb
dµa
(Z) = E
[
eIT (Z)−
1
2
∫ T
0
γ(s, Z)2ds|FT (Z)
]
P− a.s., (5.1)
where
IT (Z) = P− lim
n→∞
χT (Z)
∫ T
0
χns (Z)γ(s, Z)dW (s). (5.2)
Proof. Going back to the proof of Proposition 4.1, we have that µb,n ≺ µa
and ‖µb,n − µb‖var → 0. Then, if µa(Λ) = 0 for some Borelian subset Λ of
C([0, T ];R), then µb,n(Λ) = 0 and finally µb(Λ) = 0. This proves µb ≺ µa.
Moreover, ‖µb,n − µb‖var → 0 implies that µb,n (equivalently, P∗n) is a
Cauchy sequence in the metric of total variation. Since ‖P∗n − P∗m‖var =
‖ dP∗n
dP
− dP∗m
dP
‖L1(P), this is the same as saying that
dP∗n
dP
= ρnT (Z,W ) = e
∫ t
0 χ
n
s (Z)γ(s, Z)dW (s)− 12
∫ t
0 χ
n
s (Z)γ(s, Z)
2ds
is a Cauchy sequence in the metric of L1(P). Therefore ρnT (Z,W ) converges in
the norm of L1(P) to some limit, which is denoted by ρT (Z,W ). We want to
identify ρT (Z,W ).
Notice that if
∫ T
0
γ(s, Z)2ds < ∞ P-a.s., then the stochastic integral in the
exponent of ρnT (Z,W ) would converge in probability to
∫ T
0 γ(s, Z)dW (s) (see
[11], Section 4.2.6) and the deterministic integral to
∫ T
0 γ(s, Z)
2ds. Otherwise,
we proceed following the argument given in [11] (Section 4.2.9), but with some
modification. The random variable
InT (Z) := χT (Z)
∫ T
0
χns (Z)γ(s, Z)dW (s)
converges in probability. Indeed, χT (Z)
∫ T
0 |χns (Z)γ(s, Z) − γ(s, Z)|2ds con-
verges to 0 P-a.s.; hence there is convergence in probability. Therefore, by
Lemma 4.6 of [11], InT (Z) (n = 1, 2, . . .) is a Cauchy sequence in probability. It
follows that it converges in probability to a random variabile, which we denote
by IT (Z).
First, we have
χT (Z)ρT = χT (Z) P− lim
n
e
∫ T
0
χns (Z)γ(s, Z)dW (s)− 12
∫ T
0
χns (Z)γ(s, Z)
2ds
= P− lim
n
χT (Z)e
∫ T
0 χ
n
s (Z)γ(s, Z)dW (s)− 12
∫ T
0 χ
n
s (Z)γ(s, Z)
2ds
= χT (Z)e
P−limn[χT (Z)
∫ T
0 χ
n
s (Z)γ(s, Z)dW (s)− 12χT (Z)
∫ T
0 χ
n
s (Z)γ(s, Z)
2ds]
= χT (Z)e
IT (Z)− 12
∫ T
0
γ(s, Z)2ds
P− a.s.
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This means that
ρT (Z,W ) = e
IT (Z)− 12
∫ T
0
γ(s, Z)2ds (5.3)
a.s. on the set {χT (Z) = 1}.
Now let us check that (5.3) holds a.s. also on the set {χT (Z) = 0}, or
equivalently a.s. on the set {∫ T0 γ(s, Z)2ds = ∞}. We analyze the left and
right hand side of equality (5.3). The r.h.s. of (5.3) vanishes a.s. on the set
{∫ T0 γ(s, Z)2ds = ∞}. Indeed, by definition InT (Z) = 0 a.s. on {χT (Z) = 0}
and therefore IT (Z) = 0 a.s. on {χT (Z) = 0}.
On the other hand, the l.h.s. of (5.3) vanishes a.s. on the set {∫ T
0
γ(s, Z)2ds = ∞}.
Indeed, on this set
ρnT (Z,W ) = e
∫ T
0
χns (Z)γ(s, Z)dW (s)− 12n, P− a.s.
Therefore
ρnT (Z,W ) ≤ e−
n
4 P− a.s.
on {∫ T
0
γ(s, Z)2ds =∞} ∩ {∫ T
0
χns (Z)γ(s, Z)dW (s) ≤ n4 }. (5.4)
Using Chebyshev inequality we get
P{∫ T
0
χns (Z)γ(s, Z)dW (s) >
n
4 } =
1
2
P{| ∫ T
0
χns (Z)γ(s, Z)dW (s)| > n4 }
≤ 1
2
E[
∫ T
0 χ
n
s (Z)γ(s, Z)
2ds]
(n/4)2
≤ 1
2
n
(n/4)2
−→ 0 as n→∞.
(5.5)
Let χW,n be the indicator function of the set {∫ T
0
χns (Z)γ(s, Z)dW (s) ≤ n4 }.
According to (5.5) we have that
lim
n→∞
P{χW,n = 0} = 0. (5.6)
We investigate the convergence of ρnT (Z,W ) on the set {χT (Z) = 0}: for any
ε > 0 we have
P{ρnT (Z,W )[1 − χT (Z)] > ε}
= P{ρnT (Z,W ) > ε, χT (Z) = 0}
= P{ρnT (Z,W ) > ε, χT (Z) = 0, χW,n = 0}+ P{ρnT (Z,W ) > ε, χT (Z) = 0, χW,n = 1}
≤ P{χW,n = 0}+ P{e−n4 > ε, χT (Z) = 0, χW,n = 1} by (5.4)
≤ P{χW,n = 0}+ P{e−n4 > ε} −→ 0 as n→∞ by (5.6).
This implies that ρT (Z,W )[1 − χT (Z)] = 0 a.s.; hence, ρT (Z,W ) = 0 a.s. on
the set {χT (Z) = 0}.
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We conclude that
ρT (Z,W ) = e
IT (Z)− 12
∫ T
0
γ(s, Z)2ds
P− a.s. (5.7)
Finally, denoting by P∗ the limit of P∗n, so that µb(Λ) = P∗{Z ∈ Λ}, we
have proved that dP
∗
dP
= ρT (Z,W ). As done in the proof of Theorem 3.2, we get
(5.1). ✷
6 Equivalence of the laws
As noticed in the previous section, if P{∫ T0 γ(s, Z)2ds <∞} = 1, then
IT (Z) =
∫ T
0
γ(s, Z)dW (s) (6.1)
and therefore
dP∗
dP
= ρT (Z,W ), where
ρt(Z,W ) = e
∫ t
0 γ(s, Z)dW (s)− 12
∫ t
0 γ(s, Z)
2ds
is a strictly positive martingale.
From this, we have a result on how to use Girsanov transform under very
weak assumptions (basically, avoiding Novikov condition or similar conditions
involving the expectation of the exponential of a random variable related to the
integral of γ(s, Z); see [13], [9], [10]).
Theorem 6.1 Assume [A1], [A2] and that equation (2.1) has a weak solution(
X, (Ω,F, {Ft},P), W
)
. Denote by Z the unique solution of equation (2.2) with
respect to the same stochastic basis and Wiener process.
If
P{∫ T0 γ(s,X)2ds <∞} = 1, (6.2)
P{∫ T
0
γ(s, Z)2ds <∞} = 1, (6.3)
then
i) the process ρ = ρ(Z,W ) given by
ρt = e
∫ t
0
γ(s, Z)dW (s)− 12
∫ t
0
γ(s, Z)2ds, 0 ≤ t ≤ T, (6.4)
is a positive {Ft}-martingale; in particular
E[ρt(Z,W )] = 1 for any t ∈ [0, T ]. (6.5)
ii)
W ∗(t) =W (t)−
∫ t
0
γ(s, Z) ds , t ∈ [0, T ], (6.6)
is a Wiener process with respect to P∗, where the probability measure P∗ is
defined on (Ω,FT ) by
dP∗ = ρT (Z,W ) dP. (6.7)
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Proof. i) Notice that the exponential process ρ(Z,W ) is a positive local mar-
tingale and then, by Fatou lemma, a supermartingale. Since ρ0(Z,W ) = 1, it is
enough to have E[ρT (Z,W )] = 1 in order to prove that it is a martingale. But,
ρT (Z,W ) is the L
1(P)-limit of ρnT (Z,W ); since we already know from the proof
of Proposition 4.1 that
E[ρnT (Z,W )] = 1 for any n = 1, 2, . . .
we get that E[ρT (Z,W )] = 1.
ii) Given i), this is Girsanov theorem (see, e.g., [6]). ✷
Now we state our main result.
Theorem 6.2 Assume [A1], [A2] and that equation (2.1) has a weak solution(
X, (Ω,F, {Ft},P), W
)
. Denote by Z the unique solution of equation (2.2) with
respect to the same stochastic basis and Wiener process.
If (6.2)-(6.3) hold, then the law of the solution of equation (2.1) is unique.
Moreover, µb ∼ µa. In particular,
dµb
dµa
(Z) = E
[
e+
∫
T
0
γ(s,Z)dW (s)− 12
∫
T
0
γ(s,Z)2ds
∣∣FT (Z)] P− a.s. (6.8)
dµa
dµb
(Z) = E
[
e−
∫
T
0
γ(s,Z)dW (s)+ 12
∫
T
0
γ(s,Z)2ds|FT (Z)
]
P− a.s. (6.9)
dµa
dµb
(Z) = E∗
[
e−
∫
T
0
γ(s,Z)dW∗(s)− 12
∫
T
0
γ(s,Z)2ds|FT (Z)
]
P
∗ − a.s. (6.10)
dµa
dµb
(X) = E
[
e−
∫
T
0
γ(s,X)dW (s)− 12
∫
T
0
γ(s,X)2ds
∣∣FT (X)] P− a.s. (6.11)
where P∗,W ∗ are defined by (6.7), (6.6) respectively.
Proof. Uniqueness in law comes from Proposition 4.1, µb ≺ µa from Proposi-
tion 5.1 and (6.8) from (5.1), (6.1) with the assumption (6.3).
Moreover, (6.3) implies that P{ρT (Z,W ) = 0} = 0. Then P ≺ P∗ with
dP
dP∗
=
1
ρT (Z,W )
, P∗ − a.s.
(see Lemma 6.8 in [11]). From P ≺ P∗ follows µa ≺ µb.
As done in the proof of Theorem 3.2, from dP
dP∗
=
(
ρT (Z,W )
)−1
we get (6.9).
Moreover, using (6.6) we get
dP
dP∗
= e−
∫
T
0
γ(s,Z)dW (s)+ 12
∫
T
0
γ(s,Z)2ds = e−
∫
T
0
γ(s,Z)dW∗(s)− 12
∫
T
0
γ(s,Z)2ds;
in the same way, this gives (6.10). In particular,
E
∗
[
e−
∫ T
0
γ(s, Z)dW ∗(s)− 12
∫ T
0
γ(s, Z)2ds
]
= 1. (6.12)
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This is written for the solution
(
Z, (Ω,F, {Ft},P∗), W ∗
)
of equation (2.1). Since
there is uniqueness in law for equation (2.1), if we consider the same relationship
for the solution
(
X, (Ω,F, {Ft},P), W
)
we get
E
[
e−
∫ T
0 γ(s,X)dW (s)− 12
∫ T
0 γ(s,X)
2ds
]
= 1. (6.13)
Now, let us start from equation (2.1) and consider equation (2.2) as a modi-
fication of equation (2.1) by a change of drift. Thanks to (6.13), we can use
Girsanov theorem. Similarly to what we have done in Theorem 3.2 and Remark
3.3 ii), we get (6.11). ✷
7 Conclusions
We compare our results with whose of Liptser and Shiryaev. Let us begin
reminding a result of [11]: there Theorem 7.18 states that if we assume [A1],
[A2], that equation (2.1) has a weak solution
(
X, (Ω,F, {Ft},P), W
)
satisfying
(6.2) and
E
[
e−
∫ T
0
γ(s,X)dW (s)− 12
∫ T
0
γ(s,X)2ds
]
= 1, (7.1)
then µb ∼ µa and
dµa
dµb
(X) = E
[
e−
∫ T
0 γ(s,X)dW (s)− 12
∫ T
0 γ(s,X)
2ds∣∣FT (X)], P− a.s.
The crucial issue is how to get (7.1) without assuming the quite strong Novikov
condition (see [13])
E
[
e
1
2
∫ T
0 γ(s,X)
2ds
]
<∞
or other conditions involving the expectation of the exponential of a random
variable related to the integral of γ(s,X) (see [9], [10]). This is done in our
Theorem 6.2 with the ”P-a.s.” conditions (6.2)-(6.3).
However, Liptser and Shiryaev present another result, more operative than
Theorem 7.18. This is Theorem 7.19 of [11] providing µb ∼ µa with the same
assumptions of Theorem 7.18 except (7.1), which is replaced by
P{∫ T
0
γa(s,X)
2ds <∞} = P{∫ T
0
γb(s,X)
2ds <∞} = 1, (7.2)
P{∫ T
0
γa(s, Z)
2ds <∞} = P{∫ T
0
γb(s, Z)
2ds <∞} = 1, (7.3)
where
γa(s,X) = σ
+(s,X)a(s,X), γb(s,X) = σ
+(s,X)b(s,X).
Because of γ = γb − γa, assumptions (7.2)-(7.3) are stronger than (6.2)-(6.3).
Therefore, we can see our Theorem 6.2 as an intermediate result between
the two theorems of [11]. We have the same result as Theorem 7.18, but saying
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concretely how to get (7.1) with ”P-a.s.” conditions. This is in the same spirit as
Theorem 7.19. However, our conditions (6.2)-(6.3) involve only the difference
b − a of the drift terms, whereas conditions (7.2)-(7.3) involve both the drift
terms b and a.
We point out that our results on the absolute continuity of the laws are
identical to [11], but the expressions of the Radon-Nikodym derivatives are
different from those of Liptser and Shiryaev. In fact, under (7.2)-(7.3) Theorem
7.19 gives
dµb
dµa
(Z) = e
∫
T
0
σ+(s,Z)2[b(s,Z)−a(s,Z)] dZ(s)− 12
∫
T
0
σ+(s,Z)2[b(s,Z)2−a(s,Z)2] ds (7.4)
and
dµa
dµb
(X) = e−
∫
T
0
σ+(s,X)2[b(s,X)−a(s,X)]dX(s)+ 12
∫
T
0
σ+(s,X)2[b(s,X)2−a(s,X)2]ds
(7.5)
(P-a.s.). Let us show that (7.4) can be obtained from (6.8); similarly, for (7.5)
from (6.11). If this is true, then we conclude that with our proofs we get the
same result as Liptser and Shiryaev. However, our proofs are different from [11]
basically in one point: Liptser and Shiryaev analyze the equation satisfied by the
Radon-Nikodym derivative, whereas we analyze the Radon-Nikodym derivative
as the limit of the sequence dP
∗n
dP
. This makes our proofs shorter.
Let us come back to the expression of the Radon-Nikodym derivative dµ
b
dµa
(Z).
Now, we assume (7.2)-(7.3); of course our results hold true. Therefore dµ
b
dµa
(Z) is
given by (6.8). From (2.2) we haveW depending on Z: dW (t) = σ+(t, Z)[dZ(t)−
a(t, Z) dt]. Then
∫ T
0
γ(s, Z)dW (s)− 1
2
∫ T
0
γ(s, Z)2ds
becomes (formally)
∫ T
0
σ+(s, Z)2[b(s, Z)− a(s, Z)]dZ(s)− 1
2
∫ T
0
σ+(s, Z)2[b(s, Z)2 − a(s, Z)2]ds.
(7.6)
Since ∫ T
0
|σ+(s, Z)2[b(s, Z)− a(s, Z)]|2σ(s, Z)2 ds ≤
∫ T
0
γ(s, Z)2 ds,
the stochastic integral in (7.6) is well defined if (6.3) holds, whereas the deter-
ministic integral requires (7.3). Then, (7.6) is in fact well defined with assump-
tion (7.3) and it depends only on Z and not also on W . From (6.8) and (7.6),
we get (7.4).
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8 Bigger dimensions
Let d,m ∈ N with dm > 1. The solution processes X and Z have paths
in C([0, T ];Rd), the initial data x ∈ Rd and W is an m-dimensional Wiener
process. Any vector v is a column vector, whose transposed is the row vector
vT . We set ‖X‖2 =∑di=1X2i .
Let Bt be the σ-algebra of Borelian subsets of C([0, t];Rd), for 0 < t ≤ T .
The drift terms a and b are Rd-valued non anticipative measurable functionals,
that is
a, b : [0, T ]× C([0, T ];Rd)→ Rd,
are measurable and, for each t ∈ [0, T ], a(t, ·), b(t, ·) are Bt-measurable. Simi-
larly, the diffusion term σ : [0, T ]×C([0, T ];Rd)→ Rd×Rm is a non anticipative
measurable functional; in particular (σW )i =
∑m
k=1 σikWk for i = 1, . . . , d. The
entries satisfy the previous conditions; the two main assumptions become
[A1]


∃ constants L1, L2 and a function K non decreasing and right continuous,
with 0 ≤ K(s) ≤ 1, such that all the components ai, bik satisfy
ai(t, Y )
2 + σik(t, Y )
2 ≤ L1
∫ t
0 [1 + ‖Y (s)‖2]dK(s) + L2[1 + ‖Y (t)‖2]
∀t ∈ [0, T ], Y ∈ C([0, T ];Rd)
and
|ai(t, Y1)− ai(t, Y2)|2 + |σik(t, Y1)− σik(t, Y2)|2
≤ L1
∫ t
0
‖Y1(s)− Y2(s)‖2dK(s) + L2‖Y1(t)− Y2(t)‖2
∀t ∈ [0, T ], Y1, Y2 ∈ C([0, T ];Rd)
[A2]
[ ∃γ finite and Rm-valued non anticipative measurable functional:
σ(s, Y )γ(s, Y ) = b(s, Y )− a(s, Y ) ∀s ∈ [0, T ], Y ∈ C([0, T ];Rd).
In Remark 4.2, the solution mapping is
[0, T ]× Rd × C0([0, T ];Rm) ∋ (s, y,W ) 7→ ψs(y,W ) ∈ C([s, T ];Rd)
and the linear equation in the example has solution still given by (4.5), where
c : [0, T ]→ Rd × Rd is measurable and bounded.
All the results of the previous sections hold true with the suitable change of
notations. Mainly, γ2 becomes ‖γ‖2 = ∑mk=1 γ2k and σ+ is the pseudo-inverse
matrix of σ (see, e.g., [1], [12]); σ+ is an m× d-matrix, uniquely defined.
However, let us investigate this multidimensional problem in details. As-
sumption [A2] refers to the linear system of d equations in m unknowns
σ(s, Y )γ(s, Y ) = b(s, Y )− a(s, Y ) (8.1)
and is a consistency condition involving σ and b − a (see, e.g., [1] for all the
results on linear systems and matrices). Moreover, if a solution γ exists and
rankσ = m then the solution of (8.1) is unique and is given by
γ(s, Y ) = σ+(s, Y )[b(s, Y )− a(s, Y )]. (8.2)
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In particular, if σ has maximal rank we have
σ+ = σT (σσT )−1 or σ+ = (σTσ)−1σT . (8.3)
(Notice that if the rank of σ is maximal, then also the square matrices σσT
and σTσ have maximal rank and therefore are invertible.) And if the matrix σ
vanishes, then also σ+ has all the entries equal to 0.
Otherwise, there are infinite solutions of (8.1), one of them being given by (8.2).
This is the case of dimensions d ≥ m with rank of σ not maximal (< m), or
of dimensions m > d. To handle these cases, let us recall the singular value
decomposition of the d×m-matrix σ with rankσ = r, r ≤ min(d,m):
σ = λ(1)u(1)(v(1))T + λ(2)u(2)(v(2))T + . . .+ λ(r)u(r)(v(r))T ,
where λ(1) ≥ λ(2) ≥ . . . λ(r) > 0, {u(i)}ri=1 is an orthonormal set of d-dimensional
vectors and {v(i)}ri=1 is an orthonormal set of m-dimensional vectors. Moreover
σ+ =
1
λ(1)
v(1)(u(1))T +
1
λ(2)
v(2)(u(2))T + . . .+
1
λ(r)
v(r)(u(r))T .
Then the d-dimensional vector σ(t,X)dW (t) can be written as
λ(1)(t,X)u(1)(t,X)v(1)(t,X)TdW (t)+. . .+λ(r)(t,X)u(r)(t,X)v(r)(t,X)TdW (t).
This means that
σ(t,X)dW (t) = σ˜(t,X)dW˜X(t)
with σ˜(t,X) the d× r-matrix and W˜X(t) the r-vector defined by
σ˜ij(t,X) = λ
(j)(t,X)u
(j)
i (t,X),
W˜Xi (t) =
∫ t
0
v(i)(s,X)TdW (s) ≡
m∑
k=1
∫ t
0
v
(i)
k (s,X)dWk(s).
The matrix σ˜(t,X) has maximal rank (= r), since the vectors u(j) are orthogonal
to each other. Moreover, W˜X is an r-dimensional Wiener process. Indeed, the
components of this vectors are one dimensional independent Wiener processes,
thanks to the fact that {v(i)(s,X)}ri=1 is an orthonormal set of m-dimensional
vectors.
Now, let us read equation (2.1) with σ˜(t,X)dW˜X(t) instead of σ(t,X)dW (t);
similarly for equation (2.2). Then, according to the previous considerations for
the d × r-diffusion matrix σ˜ with r < d and maximal rank (= r), we get that
the system
σ˜(s, Y )γ˜(s, Y ) = b(s, Y )− a(s, Y );
has at most one solution, given by
γ˜(s, Y ) = σ˜+(s, Y )[b(s, Y )− a(s, Y )]
with σ˜+ = (σ˜T σ˜)−1σ˜T . Actually, σ˜ has r columns given by the vectors λ(i)u(i)
and σ˜+ has r rows given by the vectors ( 1
λ(i)
u(i))T .
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A tedious but easy computation provides
‖σ+(b− a)‖2 =
r∑
i=1
∣∣∣∣∣u
(i)T (b − a)
λ(i)
∣∣∣∣∣
2
= ‖σ˜+(b− a)‖2.
Since the latter quantity is uniquely defined, also the first is unique. Therefore
∫ T
0
‖γ(s, Y )‖2ds =
∫ T
0
‖γ˜(s, Y )‖2ds for Y ∈ C([0, T ];Rd),
where
γ(s, Y ) = σ+(s, Y )[b(s, Y )− a(s, Y )].
This expression of γ provides the unique relevant solution of (8.1) in the Gir-
sanov transform, even when the solution of (8.1) is not unique. In particular,
we have
dµb
dµa
(Z) = E
[
e+
∫ T
0 γ(s, Z)dW (s)− 12
∫ T
0 ‖γ(s, Z)‖2ds
∣∣∣FT (Z)],
dµa
dµb
(X) = E
[
e−
∫ T
0 γ(s,X)dW (s)− 12
∫ T
0 ‖γ(s,X)‖2ds
∣∣∣FT (X)],
a.s., when we assume
P{∫ T0 ‖γ(s,X)‖2ds <∞} = 1, P{∫ T0 ‖γ(s, Z)‖2ds <∞} = 1,
instead of (6.2)-(6.3).
We therefore conclude that we get all our previous results, included the
uniqueness result. Let us emphasize that the uniqueness question is not inves-
tigated in [11] for dm > 1 when equation (8.1) has more than one solution.
However, even if not stated, it appears clear from the results of [11] in the one
dimensional case that there is uniqueness in law for equation (2.1), because of
the uniqueness of γ (see also the beginning of Section 4).
9 Applications
Let us consider the case of b = a+ f , that is we deal with
dX(t) = a(t,X) dt+ f(t,X) dt+ σ(t,X) dW (t), X(0) = x
dZ(t) = a(t, Z) dt+ σ(t, Z) dW (t), Z(0) = x
To apply the results of [11], besides [A1] and [A2] we have to check conditions
on a and a + f , whereas our results require only a condition on f . Let us see
how to use our results; first, in the one dimensional problem, then in the infinite
dimensional one.
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One dimensional stochastic differential equations
We consider conditions involving the process X ; of course, the same holds
true for those involving Z.
Our condition (6.2) becomes
P{∫ T
0
σ+(t,X)2f(t,X)2 dt <∞} = 1, (9.1)
whereas (7.2) becomes
P{∫ T0 σ+(t,X)2(a(t,X)2 + [a(t,X) + f(t,X)]2) dt <∞} = 1, (9.2)
that is
P{∫ T
0
σ+(t,X)2a(t,X)2 dt <∞}
= 1 = P{∫ T
0
σ+(t,X)2[2a(t,X)f(t,X) + f(t,X)2] dt <∞}.
If af ≥ 0 this is equivalent to
P{∫ T
0
σ+(t,X)2a(t,X)2 dt <∞} = P{∫ T
0
σ+(t,X)2f(t,X)2 dt <∞} = 1,
(9.3)
In general, the latter implies (9.2).
This condition (9.3) is stronger than (9.1), unless σ is constant. In fact, if σ
is a constant 6= 0, then P{∫ T
0
σ+(t,X)2a(t,X)2 dt <∞} = 1 becomes
P{∫ T
0
a(t,X)2 dt <∞} = 1 (9.4)
which is trivially fulfilled thanks to the growth condition on a included in [A1].
Then we only have to check if
P{∫ T
0
f(t,X)2 dt <∞} = 1,
that is (9.1) and (9.3) are equivalent.
Otherwise, for general σ, condition (9.3) is stronger than our condition (9.1).
Infinite dimensional stochastic differential equations
To have weaker assumption is even more important in the infinite dimen-
sional setting. In fact, even if σ is constant, the conditions of Liptser and
Shiryaev
P{∫ T
0
‖σ+(s,X)a(s,X)‖2 ds <∞} = 1
P{∫ T
0
‖σ+(s, Z)a(s, Z)‖2 ds <∞} = 1
(9.5)
may be cumbersome (see next Remark 9.3). This is different from the finite
dimensional framework. Indeed, the coefficients σ and a are now operators in
some infinite dimensional spaces. Our results allow to obtain uniqueness in law
and absolute continuity of the laws getting rid of (9.5).
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First, we fix the Hilbert spaces to work in and we make precise the norm
to consider in (9.5). We are given separable Hilbert spaces E ⊆ E1 ⊆ H with
continuous and dense embeddings. The space E will ”replace” the state space
R
d. We denote by ‖ · ‖H the norm in H and by H〈·, ·〉H the scalar product in
H .
For simplicity, let us consider the very simple but interesting case of constant
diffusion and drift independent of the first variable t and linear in the second
variable X . Equation (2.2) becomes
dZ(t) = AZ(t) dt+
√
Q dW (t), Z(0) = x (9.6)
where W is a cylindrical Wiener process in H , defined on the probability space
(Ω,F, {Ft},P). This means that, if {ej}∞j=1 is a complete orthonormal system
of H , then we represent W (t) =
∑
j βj(t)ej with {βj}∞j=1 a sequence of i.i.d.
one dimensional Wiener processes defined on (Ω,F, {Ft},P), . The operators A
and Q are linear operators in H and x ∈ E. Therefore equation (9.6) is a linear
stochastic equation; this is the simplest infinite dimensional equation to deal
with, for which it is easy to get existence and uniqueness of solutions and of
invariant measures (see, e.g., [3], [4]). More general equations can be deal with
in a similar way; but (9.6) allows us already to cover interesting examples.
Instead of (2.1), consider the semilinear stochastic equation
dX(t) = [AX(t) + F (X(t))] dt+
√
QdW (t), X(0) = x (9.7)
where F : E → E1 is measurable.
According to Remark 4.2, we assume
[A3]

 for any initial data x ∈ E and on any time interval [t0, T ] ⊆ [0, T ]equation (9.6) has a unique strong solution Z, whose paths are in
C([t0, T ];E) a.s.
General conditions on A and Q to get it, can be found, e.g., in [3], whereas
examples are in [3] and [5].
Moreover
[A4]
[
Ran(F ) ⊆ Ran(√Q)
∃ (√Q)−1
We set
Γ(Y ) = (
√
Q)−1F (Y ) ∀Y ∈ E.
We have that Γ : E → H is measurable.
Here is our result of uniqueness in law of Section 4, stated in the infinite
dimensional setting.
Proposition 9.1 Assume [A3] and [A4].
If there exist two weak solutions
(
X, (Ω,F, {Ft},P), W
)
and
(
X ′, (Ω′,F′, {F′t},P′), W ′
)
to equation (9.7) with the same initial data x ∈ E and with paths in C([0, T ];E)
P-a.s., such that
P{∫ T0 ‖Γ(X(s))‖2Hds <∞} = P′{∫ T0 ‖Γ(X ′(s))‖2Hds <∞} = 1, (9.8)
then the laws of X and X ′ are the same.
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For the equivalence of the laws we have
Theorem 9.2 Assume [A3] and [A4].
Given x ∈ E, if there exists a weak solution (X, (Ω,F, {Ft},P), W ) to equation
(9.7) with paths in C([0, T ];E) P-a.s., and satisfying
P{∫ T
0
‖Γ(X(s))‖2Hds <∞} = 1,
then there is uniqueness in law for equation (9.7) and µA+F ≺ µA. Further, if
the strong solution
(
Z, (Ω,F, {Ft},P), W
)
to equation (9.6) satisfies
P{∫ T0 ‖Γ(Z(s))‖2Hds <∞} = 1,
then µA+F ∼ µA; in particular
dµA+F
dµA
(Z) = E
[
e+
∫ T
0H〈Γ(Z(s)), dW (s)〉H − 12
∫ T
0 ‖Γ(Z(s)‖2Hds∣∣FT (Z)],
dµA
dµA+F
(X) = E
[
e−
∫ T
0H〈Γ(X(s)), dW (s)〉H − 12
∫ T
0 ‖Γ(X(s)‖2Hds∣∣FT (X)],
P-a.s.
Remark 9.3 Conditions (9.5) become
P{∫ T0 ‖(√Q)−1AX(s)‖2H ds <∞} = 1
P{∫ T
0
‖(√Q)−1AZ(s)‖2H ds <∞} = 1.
We point out that they are not satisfied in the example of Section 4 in [5].
We conclude analyzing a consequence of the equivalence of the laws. If
µA+F ∼ µA, then for any fixed t ∈ [0, T ] the law of X(t) is equivalent to the law
of Z(t). If we know properties of the law of Z(t), then they hold a.s. also for
X(t). Usually, properties of the solutions of the linear equation (9.6) are easier
to obtain than for the non linear equation (9.7). The Girsanov transform allows
to link these results. An important application is in the study of the asymptotic
behaviour, as t → ∞, of equation (9.7) in an infinite dimensional space (see,
e.g., [4] for the general theory and examples, and [5] for examples) when our
results hold on any finite time interval [0, T ], that is for any T > 0.
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