Ergodic dynamics and thermalization in an isolated quantum system by Neill, C. et al.
Ergodic dynamics and thermalization in an isolated quantum system
C. Neill1,∗ P. Roushan2,∗ M. Fang1,∗ Y. Chen2,∗ M. Kolodrubetz3, Z. Chen1, A. Megrant2, R. Barends2,
B. Campbell1, B. Chiaro1, A. Dunsworth1, E. Jeffrey2, J. Kelly2, J. Mutus2, P. J. J. O’Malley1, C.
Quintana1, D. Sank2, A. Vainsencher1, J. Wenner1, T. C. White2, A. Polkovnikov3, and J. M. Martinis1,2†
1Department of Physics, University of California, Santa Barbara, CA 93106-9530, USA
2Google Inc., Santa Barbara, CA 93117, USA and
3Department of Physics, Boston University, Boston, MA 02215, USA
Statistical mechanics is founded on the assump-
tion that all accessible configurations of a system
are equally likely. This requires dynamics that
explore all states over time, known as ergodic
dynamics. In isolated quantum systems, how-
ever, the occurrence of ergodic behavior has re-
mained an outstanding question [1–4]. Here, we
demonstrate ergodic dynamics in a small quan-
tum system consisting of only three supercon-
ducting qubits. The qubits undergo a sequence
of rotations and interactions and we measure
the evolution of the density matrix. Maps of
the entanglement entropy show that the full sys-
tem can act like a reservoir for individual qubits,
increasing their entropy through entanglement.
Surprisingly, these maps bear a strong resem-
blance to the phase space dynamics in the classi-
cal limit; classically chaotic motion coincides with
higher entanglement entropy. We further show
that in regions of high entropy the full multi-
qubit system undergoes ergodic dynamics. Our
work illustrates how controllable quantum sys-
tems can investigate fundamental questions in
non-equilibrium thermodynamics.
Imagine air molecules in a room. They move around
with all possible velocities in all directions. Attaining
the exact knowledge of these trajectories is a daunting
and an unrealistic task. Statistical mechanics, however,
claims that exact knowledge of individual trajectories is
not required and systems can be accurately described us-
ing only a few parameters. What is the essential property
of these systems that allows for such a simple description?
Ergodic dynamics provide an explanation for this sim-
plicity. If the dynamics are ergodic, then the system will
uniformly explore all microscopic states over time, con-
strained only by conservation laws. Ergodicity ensures
that
〈O〉time = 〈O〉states (1)
where O is any macroscopic observable and brackets de-
note averaging. In thermal equilibrium, observables are
stationary and therefore at all times O (t) = 〈O〉time.
These two equations imply that, at all times, observables
are given by an average over states and this forms the
foundation for all thermodynamic calculations.
In classical systems, it is chaotic motion which
drives the system to ergodically explore the state space
[5]. Quantum systems, however, are governed by
Schrodinger’s equation which is linear and consequently
forbids chaotic motion [6]. This poses fundamental ques-
tions regarding the applicability of statistical mechan-
ics in isolated quantum systems [1–4]. Do quantum sys-
tems exhibit ergodic behavior in the sense of Eq. 1? Do
quantum systems act as their own bath in order to ap-
proach thermal equilibrium? Extensive experimental ef-
forts have been made to address these fundamental ques-
tions [12–18].
Here we investigate ergodic dynamics by considering
a simple quantum model whose classical limit is chaotic
[19–23]. This model describes a collection of spin-1/2
particles whose collective motion is equivalent to that
of a single larger spin with total angular momentum j
governed by the Hamiltonian
H (t) = pi
2τ
Jy +
κ
2j
J2z
N∑
n=1
δ (t− nτ) (2)
where Jy and Jz are angular momentum operators. The
sum over delta functions implies N applications of J2z
each at integer time steps. The angular momentum op-
erators can be expressed in terms of the constituent spin-
1/2 Pauli operators, e.g. Jz = ~2
∑
i zi. Setting τ = 1,
the first term in H causes each spin to rotate around the
y-axis by an angle pi/2. The second term couples every
spin to every other spin with strength κ/2j. This can
be seen by expanding J2z in terms of z operators, where
terms like z1z2 and all other combinations appear.
The classical dynamics, being simple to visualize and
interpret, can provide valuable intuition for studying the
quantum limit. The classical limit of this model occurs
when j is very large and quantization effects become neg-
ligible. In this limit, the system behaves like a classi-
cal spinning top with dynamics which are known to be
chaotic [19–22]. The parameter κ sets the chaoticity and
takes the dynamics from regular to chaotic as κ increases;
at intermediate values, the system exhibits a rich mixture
of both regular and chaotic motion.
Experimentally realizing this model requires a high de-
gree of control over both local terms and interactions in
a multi-qubit Hamiltonian. This led to the design of a
three-qubit ring of planar transmons with tunable inter-
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2Figure 1. Pulse sequence and the resulting quantum
dynamics. a, Pulse sequence showing first the initial state of
the three qubits (Eq. 4) followed by the unitary operations for
a single time step (Eq. 3). These operations are repeated N
times before measurement. Single qubit rotations are gener-
ated using shaped-microwave pulses in 20 ns; the three-qubit
interaction is generated using a tunable coupling circuit con-
trolled using square pulses of length 5 ns for κ = 0.5 and 25 ns
for κ = 2.5. b, The state of a single qubit is measured using
state tomography and shown in a Bloch sphere. The initial
state is shown in red with subsequent states shown in blue for
N = 1 to 20.
qubit coupling (see supplement) [24–26]. The rotations
around the y-axis (Jy) are performed using shaped mi-
crowave pulses that are resonant with the qubit transi-
tion. The simultaneous and symmetric three-qubit in-
teraction (J2z ) is turned on and off using a tunable cou-
pling circuit controlled by three separate square pulses.
The qubit-qubit interaction energy g and the duration
of the interaction pulses T set κ through the relation
κ = 3gT/~. We measure the strength of the interaction
energy κ by determining the time it takes for an excita-
tion to swap between the qubits (see supplement).
The periodic nature of H allows us to write down the
unitary evolution over one cycle as
U = e−i
κ
2j~J
2
z e−i
pi
2~Jy (3)
shown schematically in Fig. 1a. We begin by initializing
each qubit in the state
|θ0, ϕ0〉 = cos (θ0) |+z〉+ e−iϕ0 sin (θ0) |−z〉 (4)
where θ0 and ϕ0 are angles describing the orientation of
the single qubit states. This state is known as a spin
coherent state and is the most classical spin state in the
sense of minimum uncertainty and zero entanglement.
We then rotate each qubit around the y-axis by pi/2, fol-
lowed by a simultaneous multi-qubit interaction. We re-
peat these two operations N times and then tomograph-
ically reconstruct the resulting density matrix [27]. For
details regarding the pulse sequence see supplementary
information.
We visualize the evolution of the system by depicting
the single-qubit state as a vector inside of a Bloch sphere,
shown in Fig. 1b. Each Bloch vector is constructed by
measuring the expectation values of the x, y, and z Pauli
operators after evolving the system according to Eq. 3.
As the dynamics are symmetric under qubit exchange,
the qubits undergo nominally identical evolution and we
plot the average behavior (see supplement). The chosen
initial state is shown in red with the Bloch vector after
subsequent steps shown in blue. After each step, there
are two qualitative changes: a rotation and a change in
the length. The orientation is analogous to the orienta-
tion of the classical spin. The change in length, however,
describes entanglement amongst the qubits.
Entanglement can be characterized using the entangle-
ment entropy S,
S = −Tr ρsq log2 (ρsq) (5)
where ρsq is the density matrix of a single qubit. Writing
the trace as a sum reproduces the familiar definition of
entropy −∑ pi log (pi), where pi is the probability of be-
ing in the ith microstate. If the qubit is in a pure state,
then the single-qubit state is completely known and the
entropy is zero. However, if the qubits are entangled with
one another, then ρsq is a statistical mixture of states and
the entropy is non-zero.
In Fig. 2a we show the entanglement entropy between
a single qubit and the rest of the qubits at several in-
stances in time. In each panel we prepare various initial
states |θ0, ϕ0〉, evolve the system for N steps and plot
the entanglement entropy; different panels correspond to
different N . Initial states prepared close to the y-axis
have low entropy (red) which remains low as the system
evolves. States prepared farther away from the y-axis
gain higher entropy (blue) given sufficient time. We per-
form the same set of experiments for stronger interaction,
κ = 2.5, shown in Fig. 2b. At stronger interactions, the
entropy increases rapidly and regions of low entropy are
no longer isolated to near the y-axis.
In Fig. 2 a,b we see that the entropy fluctuates over
time. In small quantum systems, there are fluctuations
or revivals that vanish when the system size is taken to
infinity (known as the thermodynamic limit). For finite
systems, averaging the entropy over time is commonly
used to estimate the equilibrium value approached by
larger systems. In Fig. 2c we show the entanglement en-
tropy averaged over time (N) for both values of inter-
action strength κ. The corresponding classical dynamics
are shown in Fig. 2d.
We find a striking resemblance between entanglement
in the quantum system and chaotic dynamics in the clas-
sical limit. The regions of classical phase space where the
dynamics are chaotic correspond to high entropy (blue) in
the quantum system; regions that are classically regular
correspond to low entropy (red), including bifurcation at
large κ. The results shown in Fig. 2b have been predicted
by recent theoretical works [28, 29]. However, these stud-
ies focused on very large systems near the border of quan-
tum and classical physics [30, 31]. Here, we show that the
3Figure 2. Entanglement entropy and classical chaos. a,b, The entanglement entropy (color) of a single qubit (see Eq. 5)
averaged over qubits and mapped over a 31 x 61 grid of initial state, for various time steps N and two values of interaction
strength κ. The entanglement entropy of a single qubit can range from 0 to 1. c, The entanglement entropy averaged over
20 steps for κ = 0.5 and over 10 steps for κ = 2.5; for both experiments the maximum pulse sequence is ≈ 500 ns. The
left/right asymmetry is the result of experimental imperfections and is not present in numerical simulations (see supplement).
d, A stroboscopic map of the classical dynamics is computed numerically and shown for comparison. The map is generated
by randomly choosing initial states, propagating each state forward using the classical equations of motion, and plotting the
orientation of the state after each step as a point. We observe a clear connection between regions of chaotic behavior (classical)
and high entanglement entropy (quantum).
results hold deep in the quantum limit. It is interesting
to note that chaos and entanglement are each exclusive
to their respective classical and quantum domains and
any connection is counterintuitive. The correspondence
is even more unexpected given that our system is so far
from the classical limit [6, 32].
In Fig. 2b, the entanglement entropy in the blue re-
gions approaches 0.8, close to the maximum attainable
value of 1.0 for a single qubit. In Eq. 2, the Hamiltonian
depends on time and, as a result, energy is not conserved.
Therefore, statistical mechanics would predict the values
of observables using an ensemble with maximum entropy
or, equivalently, an infinite temperature ensemble. The
observed density matrix approaching maximum entropy
suggests that even small quantum systems undergoing
unitary dynamics can appear to thermalize [3, 10, 33].
In the supplement, we numerically compute the evo-
lution for larger systems and show that fluctuations de-
crease with increasing system size, as expected for finite-
size systems approaching thermal equilibrium. Addition-
ally, we compute the behavior at larger values of κ and
show that all initial states obtain near maximal entropy,
as opposed to the mixed phase space shown in Fig. 2.
This further supports the idea that what we see in the
experiment is the onset of thermalization in a small quan-
tum system.
The observed single-qubit entropy can originate from
two sources: entanglement with the other qubits and
entanglement with the environment (decoherence). In
Fig. 3 we show that the contrast between high and low en-
tropy results from entanglement amongst the qubits, con-
firming our assumption that the system is well isolated.
In order to distinguish these two effects, we measure the
three-qubit density matrix. Using these measurements,
we compute the expectation values of all combinations of
Pauli operators. The first nine columns in Fig. 3 contain
operators only on a single qubit and thus provide infor-
mation about local properties. The remaining columns
contain products of two- and three-qubit operators and
describe correlations between the qubits.
In the top panel we consider an initial state whose
entropy has increased by the least amount (most red),
shown inset. After ten time-steps, we see that each qubit
is oriented along the y-axis as indicated by the first three
peaks. The qubits pointing along the same direction
leads to classical correlations, as indicated by the remain-
ing peaks among the two- and three-qubit correlations.
In the lower panel we consider an initial state whose en-
tropy has increased by the largest amount (most blue).
In addition to the qubit orientations and classical cor-
relations, we also find many significant peaks among the
multi-qubit correlations. These non-classical correlations
are clear signatures of entanglement amongst the qubits.
Additionally, we find that the three-qubit state purity, a
measure of decoherence, is equal for both of these states,
showing that the contrast between high and low entropy
is entirely the result of inter-qubit entanglement (see sup-
plement).
4Figure 3. Multi-qubit entanglement. We represent the
three-qubit density-matrix for two initial states shown inset,
one where the entropy was low (top) and one where the en-
tropy was high (bottom). In both cases, the initial state was
evolved for N = 10 time-steps and κ = 0.5. Each bar indicates
the expectation value of one possible combination of Pauli
operators on the three qubits, the corresponding operator is
shown using colored squares. The increase in multi-qubit cor-
relations in the lower panel signifies that the contrast between
high and low entropy is the result of entanglement.
The advantage of studying statistical mechanics in a
small quantum system is that we can directly check for
ergodic motion in the three-qubit dynamics. Using mea-
surements of the full multi-qubit density matrix, we in-
vestigate the connection between ergodic dynamics in the
full system and entropy production in subsystems. Note
that the full system is ideally in a pure state whose en-
tropy is zero and stays zero as the system evolves - this is
in stark contrast to subsystems which gain entropy over
time through entanglement. While the full system cannot
thermalize in the sense of reaching maximum entropy, it
can undergo ergodic motion (time averages being equal to
state-space averages). In statistical mechanics, a uniform
average over states is given by the microcanonical ensem-
ble. In Fig. 4 we plot the overlap of the time-averaged
density matrix ρ¯ with a microcanonical ensemble ρmc,
given by
Overlap = Tr
√√
ρmc ρ¯
√
ρmc (6)
The overlap of these two distributions approaching 1
Figure 4. Ergodic dynamics. The overlap of the time-
averaged three-qubit density matrix with a microcanonical
ensemble (see Eq. 6) versus number of time steps N , for κ =
2.5. We choose three different initial states, shown inset. A
value of 1.0 indicates that the dynamics are fully ergodic.
would imply that time averages are equivalent to state-
space averages for all measurable quantities.
We choose three different initial states: two are chosen
from regions where subsystems had high entropy (blue
& green) and one from a region that had low entropy
(red). After just three steps, initial states where sub-
systems had high entropy approach a microcanonical en-
semble to within 94%. Initial states where subsystems
had low entropy fail to approach a microcanonical ensem-
ble. The reduction in overlap at long times results from
the accumulation of control errors and decoherence. The
strong overlap between time averages and state-space av-
erages demonstrates that the three-qubit dynamics are
ergodic and further supports the statistical mechanics
framework for understanding the entropy production in
single qubits.
It is interesting to know the generality of our results
as they could provide a generic framework for studying
quantum dynamics. Numerical results suggest that er-
godic behavior breaks down only when the evolution is
highly constrained by conservation laws, such systems
are referred to as integrable and represent models that
are fine tuned and consequently rare [3]. Our choice
of Hamiltonian was motivated by the lack of conserved
quantities where only the total spin is conserved - not
even energy is conserved. We believe that our simple
and clear descriptions of thermalization merely lay the
foundation upon which many fundamental questions in
non-equilibrium thermodynamics can be experimentally
investigated.
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I. QUBIT ARCHITECTURE
There are two fundamental requirements for imple-
menting the quantum dynamics demonstrated in this
work: a high level of individual control and long coher-
ence times. In pursuit of these goals, we have designed
three transmon qubits with tunable qubit-qubit coupling,
tunable frequencies and individual microwave control [1].
Transmon qubits, the Xmon design in particular, have
been shown to have long coherence times [2–4]. The
qubits are arranged into a ring in order to explore the
model outlined in the main text beyond the more tech-
nologically straight-forward two-qubit realization.
A circuit diagram and optical micrographs of our gmon
qubits are shown in Fig. S1. The individual qubits are
composed of a capacitor (red), a DC SQUID (blue), and
two inductors in series to ground (green). The capac-
itor and SQUID form the basis of the standard Xmon
qubit with the added inductors each allowing for tunable
coupling to a neighboring qubit.
Tunable coupling is achieved through a mutual induc-
tance to a loop containing a Josephson junction (cyan).
This loop mediates the interaction between pairs of
qubits. An excitation in either qubit generates a current
in this loop which then excites the neighboring qubit.
The strength of the qubit-qubit interaction g is modu-
lated by applying a flux to the coupler loop; this flux sets
the effective junction inductance. If the junction induc-
tance is large, then a smaller current will flow through
the coupler loop and the coupling will become weaker.
For this device, the interaction strengths g/2pi were tun-
able from +5 MHz to -15 MHz; a value of -5 MHz was
used for all of the experiments.
The energy decay times T1 for all three qubits are
shown in Fig. S2 versus qubit frequency. During the ther-
malization experiments, the qubits were operated near
5.7GHz where the decay times of the three qubits were
between 12 and 18µs. Each experimental sequence ran
for at most 500 ns, excluding measurement. The time
scales of the experiment were an order of magnitude be-
low the energy decay times. The single-qubit dephasing
times measured with Ramsey, however, ranged between
2 to 4µs, closer to the relevant time scales of the experi-
ment. In the single qubit experiments shown in Fig 2 of
Figure S1. gmon architecture. We have designed a mod-
ified version of an Xmon qubit with tunable inter-qubit cou-
pling. Panel a shows the circuit diagram for the device. Each
qubit is represented as a capacitor (C = 75 fF) in series with a
DC SQUID (LS = 8.1nH) and two inductors (Lg = 0.35 nH).
Each inductor is flux coupled to an RF SQUID (‘coupler’)
through a mutual inductance (M = 0.2nH). Applying a flux
to the RF SQUID loop modulates the effective junction in-
ductance (LC = 0.9nH) and consequently the inter-qubit cou-
pling strength. The effective SQUID inductances are the val-
ues at zero external flux. b, Optical micrograph of the device.
Grey regions correspond to aluminum; black regions are where
the aluminum has been etched away to expose the underlying
sapphire substrate to define the qubits and wiring. c,d, Op-
tical micrographs showing the coupler and qubit flux biases.
The qubit and coupler inductors Lg can be seen highlighted
in green and cyan, respectively. All crossover connections are
made using dielectric-free airbridges [5].
the main text, decoherence is indistinguishable from en-
tanglement with the other qubits. Measurements of the
full three-qubit density matrix, however, allow us to sepa-
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Figure S2. Energy decay time T1. The energy decay time
of each qubit as a function of the qubit frequency. Each data
point is measured by exciting the qubit, detuning it to the
desired frequency, waiting a variable delay time, measuring
the qubit excited state probability and fitting the decay curve
to an exponential. The experimental results in this work were
obtained near 5.7GHz where the decay times ranged from 12
to 18 µs.
rate decoherence from entanglement through multi-qubit
correlation functions [6].
II. PULSE SEQUENCE
In Fig. S3 we show the pulse sequence and correspond-
ing control waveforms used to implement the experiments
in the main text. The pulse sequence can be broken up
into three sections: state preparation, evolution and mea-
surement. The initial states |θ0, φ0〉 were prepared in
40 ns using resonant microwave pulses, shown as a red
oscillatory signal in the lower panel. The amplitude and
length of the microwave pulse set the angle θ0; the phase
of the microwave pulse sets φ0. Each time step in the
evolution then consists of two parts: a y-rotation and
a symmetric three-qubit interaction. The y-rotation is
achieved in 20 ns using a resonant microwave pulse shown
in blue. The three-qubit interaction is performed by ap-
plying a square pulse to each coupling circuit, the du-
ration of which sets κ. During the interaction, square
pulses are used to maintain the qubits on resonance with
one another as the coupler pulses cause the qubits to
shift in frequency. We additionally calibrate for cross-
talk between the six low-frequency control lines: three
lines which tune the qubit frequencies and three which
tune the coupling. The cross-talk matrix dV defined as
Figure S3. Pulse sequence and control waveforms.
a, Gate sequence used to study ergodic dynamics and ther-
malization. First, each qubit is prepared in the ground state
by waiting several energy decay times. Next, we rotate each
qubit into the state |θ0, φ0〉 through a rotation around the
axis n = − sin(φ0) xˆ+cos(φ0) yˆ by angle θ0. This initial state
is then evolved by N applications of a rotation around the
y-axis by pi/2 and a symmetric multi-qubit interaction. Fol-
lowing the evolution, the density matrix of either individual
qubits or of the full system is determined using state tomog-
raphy. State tomography consists of a rotation followed by a
measurement along the z-axis. This is repeated for different
rotation angles and axes to reconstruct the density matrix. b.
The control waveforms used to implement the gate sequence
are shown for N = 2. Oscillatory signals correspond to reso-
nant microwave pulses used to rotate the single-qubit states.
The amplitude and phase of the control waveform determine
the rotation angle and axis respectively. Square pulses ap-
plied to the coupler and qubit SQUID loops are used to turn
on the multi-qubit interaction and to maintain the qubits on
resonance.
Vactual = (1 + dV )Videal was measured to be
dV =

cp12 cp23 cp31 q1 q2 q3
0.00 0.09 0.07 −0.08 −0.05 0.15
0.03 0.00 0.05 0.14 0.06 −0.07
0.09 0.11 0.00 −0.35 0.15 −0.04
0.04 0.00 −0.05 0.00 0.05 −0.04
−0.02 0.02 0.02 0.01 0.00 0.03
0.02 0.02 −0.02 −0.01 0.04 0.00

After evolving the system forward N times, we recon-
struct the density matrix of the qubits using state to-
mography. State tomography consists of single qubit ro-
tations, shown in black, followed by measurements along
the z-axis; this is then repeated for various rotation axes
and angles. The rotations are chosen from a set of four
rotations containing I, Xpi/2, Ypi/2, and Xpi. The mea-
sured z-projections are then used along with maximum
likelihood estimates to construct a physical density ma-
trix [7].
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Figure S4. Characterizing the 3-qubit interaction. a,
Here we demonstrate that the inter-qubit interaction energies
are all of equal strength and that the qubits are on resonance
during the interaction. This is done by exciting a single qubit,
turning on the interaction for a variable length of time (hori-
zontal axis) and then measuring all three qubit excited state
probabilities Pe. We plot the change in Pe relative to having
waited the corresponding length of time. We then repeat the
experiment exciting different qubits, resulting in a total of 9
curves. The symmetry of the curves and the periodically go-
ing to zero indicate that the gate is properly calibrated. b,
Here we demonstrate that we have corrected for changes in the
single qubit phase that result from the interaction gate. We
rotate one qubit to the equator of the Bloch sphere, turn on
the interaction for a variable length of time, and then perform
state tomography on the qubit which we rotated. The agree-
ment with theory indicates that the phase is being properly
corrected for. c, The relative control phases of the different
microwave signals also needs to be corrected for. Here we
rotate one qubit to the equator of the Bloch sphere, turn on
the interaction for a variable length of time, and then perform
state tomography on a neighboring qubit. The agreement of
the curves with theory indicates that we have properly cali-
brated for this phase difference.
Figure S5. Symmetric evolution. We measure the single
qubit density matrices as a function of the number of time
steps N for κ = 2.5. At each time, we compute the overlap
of the individual single qubit density matrices and plot the
results.
III. SIMULTANEOUS THREE-QUBIT
INTERACTION
The characterization procedure for the simultaneous
three-qubit interaction is shown in Fig. S4. This proce-
dure is broken up into three steps. First, we calibrate
the six square pulse amplitudes (three qubits, three cou-
plers) to ensure that the interaction strengths are all
equal and that the qubits are on resonance. Second, these
pulses can cause the qubits to detune from the microwave
source; measuring this detuning allows us to correct for
the resulting phase accumulation. Third, if there is a
relative phase between the control signals on different
qubits, this also needs to be corrected for.
The first experiment, shown in panel (a), demonstrates
that the interaction energies are symmetric and that the
qubits are on resonance. We begin by putting one of the
qubits into its excited state, turning on the interaction
for a variable length of time, and then measuring all three
qubit excited state probabilities Pe. This experiment is
then repeated exciting a different qubit each time; all 9
curves are plotted as a function of interaction length. In
order to isolate the effects of interaction, we measure Pe
as a function of time, without interactions, and subtract
the results. If the qubits are detuned or the interaction
strengths differ from one another, then the curves will
not lie on top of each other. Additionally, both error
sources will prevent the probabilities from returning to
zero periodically. The data suggests that errors in the
coupling and detuning are small over relevant time scales.
Measurements of Pe alone do not provide information
about the phase of the qubit. In panel (b), we rotate one
qubit to the equator of the Bloch sphere, turn on the in-
teraction for a variable length of time, and then perform
state tomography on the qubit which was rotated; we
plot the expectation values of the single qubit Pauli op-
erators. If the qubit is accumulating a phase during the
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Figure S6. Dissecting the phase space dynamics. In all
four panels we plot the time-average entanglement entropy of
a single qubit versus initial state for N = 20 and κ = 0.5.
To better understand the results, we consider four different
pulse sequences: no pulses (just waiting), only y-rotations
(no interactions), only interactions (no rotations), and both
interactions and rotations. a, Average entanglement entropy
after waiting a length of time equivalent to the full pulse se-
quence. b, Here, we apply only the y-rotations and replace
the interactions with a wait of equivalent length. c, Now we
perform the opposite experiment, applying only the interac-
tions and wait instead of rotating. d, We now apply the full
pulse sequence.
interaction as a result of detuning from the microwave
source, then 〈x〉 and 〈y〉 will rotate into one another.
We determine the rate of phase accumulation by mea-
suring 〈y〉 for a 210 ns interaction length as a function
of the phase accumulation rate correction and look for
a minimum, as 〈y〉 is ideally minimum for this choice of
interaction length. Correcting for this results in tomogra-
phy which agrees well with an ideal operation; deviations
result primarily from measurement visibility.
In panel (c), we rotate one qubit to the equator of the
Bloch sphere, turn on the interaction for a variable length
of time, and then perform state tomography on a neigh-
boring qubit. If the relative phase of the microwave con-
trol signals on the individual qubits is non-zero, then the
measured 〈x〉 and 〈y〉 values will rotate into one another.
This may result from differences in electrical path lengths
in the two control lines. We determine this phase by mea-
suring 〈y〉 for a 105 ns interaction length as a function of
the relative phase and look for a minimum. Correct-
ing for this static phase difference results in tomography
which agrees well with an ideal operation.
IV. QUBIT DYNAMICS
This three-qubit interaction along with local rotations
are used to generate the dynamics that were explored in
this experiment. As both the initial state and the evolu-
Figure S7. Snapshots of entanglement entropy. a,
Entanglement entropy of a single qubit as a function of intial
state for N = 0 to 19 at κ = 0.5. b,We repeat the experiment
for N = 0 to 10 at κ = 2.5.
tion operators are symmetric under exchange of qubits,
we expect to observe nominally identical behavior. In or-
der to verify this, we measure the reduced density matrix
of the individual qubits and compute their overlap. The
results are shown in Fig. S5 for κ = 2.5 and an initial
state along the z-axis. We find that the qubits remain
symmetric over the length of the evolution.
The evolution of the qubits involves both a rotation
and an interaction. In Fig. S6 we explore the effect of
these pulses on the entanglement entropy of the individ-
ual qubits. In panel (a) we plot the time-average en-
tropy versus initial state without either the rotation or
interaction; instead, we simply wait for the corresponding
length of time. For initial states near the ground state,
the entropy is close to zero and increases slightly while
approaching the excited state as a result of energy relax-
ation. In panel (b) we plot the same quantity, however,
now we apply only the rotations without the interactions.
Here, the entropy is uniform over initial states as the ro-
tations average the results over many states. In panel
(c), we apply only the interaction without the rotations.
We see that near the ground or excited states the entropy
stays near-minimum as the qubits do not entangle here.
For initial states closer to the equator, we see an entan-
glement entropy near a half. Putting the interaction and
the rotation together we recover the results shown in the
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Figure S8. Entanglement entropy, convergence with
number of averages. Entanglement entropy of a single
qubit as a function of intial state at κ = 2.5. In the different
panels, we increase the number of time steps over which we
average the entropy. We find that the entanglement entropy
qualitatively converges to the long time behavior after merely
four time steps.
Figure S9. Entanglement entropy, comparison with
theory. a, The time-average entanglement entropy of a sin-
gle qubit versus intial state for κ = 0.5 (top) and κ = 2.5
(bottom) b, For comparison, we numerically compute the ex-
pected behavior and plot the results.
main text.
In Fig. 2 of the main text, we show the entanglement
entropy at single instances in time for N = 1,3,5 and 7 for
Figure S10. Comparison with theory. We measure the
three-qubit density matrix for two initial states, one where
subsystems thermalized (blue) and one where subsystems did
not thermalize (red). We plot the overlap of the experimental
density matrix ρexpmt and the theoretical density matrix ρthy
calculated using the model presented in the main text.
both κ = 0.5 and κ = 2.5. In Fig. S7, we show the data
for all time steps from N = 1 to 20 for κ = 0.5 (a) and
from N = 1 to 10 for κ = 2.5 (b). In Fig. S8, we vary the
number of time steps over which we average the entangle-
ment entropy. We find that the regions of high and low
entropy qualitatively approach the long time results after
just four steps. In Fig. S9a, we show the entanglement
entropy average over N , as shown in the main text. For
comparison, we numerically compute the ideal behavior
and show the results in Fig. S9b. The ideal behavior has
a left/right symmetry that is not present in the exper-
imental data. This is likely the result of control errors
arising from imperfect calibrations and modifications to
the dynamics resulting from dispersive shifts from higher
states of the transmon qubit.
In Fig. S10 we consider the degree to which the model
outlined in the main text describes the experimental re-
sults. Using the measured three-qubit density matrix
ρexpmt, we compute the overlap of ρexpmt and the the-
oretically calculated density matrix ρthy. We plot the
results as a function of time for two initial states, one
where subsystems thermalized (blue) and one where sub-
systems did not thermalize (red), and for two values of
interaction strength, κ = 0.5 and κ = 2.5.
V. UNITARY DYNAMICS VS. DECOHERENCE
In the main text we show that single-qubit subsystems
approach maximal entropy (i.e thermalize, Fig. 2) as a
result of entanglement (Fig. 3). Additionally, we show
that this occurs for initial states where time-averages are
equal to state-space averages (i.e the dynamics are er-
godic, Fig. 4). In contrast, we find that where the dynam-
ics are less ergodic that subsystems do not thermalize or
entangle. However, we have yet to determine if the con-
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Figure S11. State purity as a measure of decoher-
ence. We measure the three-qubit density matrix for two
initial states, one where subsystems thermalized (blue) and
one where subsystems did not thermalize (red). We plot the
state purity, a measure of decoherence, as a function of the
number of time-steps. We find that the decoherence is in-
dependent of initial state for all times and for both values
of interaction strength κ = 0.5 and κ = 2.5. This suggests
that the contrast between high and low entropy, entanglement
and ergodicity found in the main text is the result of coherent
quantum dynamics.
trast between high and low entropy, entanglement, and
ergodicity results from unitary dynamics or environmen-
tal decoherence.
In Fig. S11 we show the state purity of the three-qubit
density matrix ρexpmt as a function of time. We plot the
purity for both an initial state where subsystems ther-
malized (blue) and did not thermalize (red). The state-
purity, a measure of decoherence, is given by Tr ρ2expmt
and is 1 for a pure state and 1/23 for a three-qubit inco-
herent mixture. We find that the decoherence is indepen-
dent of the initial state of the qubits. This result strongly
suggests that the contrast in entropy, entanglement, and
ergodicity is the result of coherent quantum dynamics.
VI. FINITE-SIZE SCALING
In statistical mechanics, fluctuations from equilibrium
are expected to vanish with increasing system size. In our
experiment, we average over these fluctuations in order to
estimate the equilibrium value of entropy. In Fig. S12, we
numerically show that these fluctuations in entropy over
time decrease as we consider larger systems. The points
correspond to the standard deviation in entropy from N
= 10 to 500 as a function of the number of spin-1/2 from 4
to 10. The solid line corresponds to the expected behav-
ior from statistical mechanics where fluctuations decrease
with the square root of system size. We find agreement
between the fluctuations as computed from the quantum
dynamics and the predictions from statistical mechanics.
A major achievement of statistical mechanics is the
ability to predict the behavior of physical systems inde-
Figure S12. Decreasing fluctuations with system size.
a, We numerically compute the entanglement entropy S ver-
sus the number of time steps N for increasing number of
qubits. In all cases, the entropy approaches 1.0 after a few
steps. However, there are significant fluctuations from this
value over time due to the small size of the system. b, In the
lower panel, we numerically compute the standard deviation
in entropy from N = 10 to 500 as a function of the number
of qubits and show that fluctuations in entropy decrease with
increasing system size. For comparison, we overlay a curve
with the square-root of system-size behavior typically found
in statistical mechanics.
pendent of their initial configuration. In our experiment,
we show a clear difference in the entropy of initial quan-
tum states whose classical limits are either chaotic or sta-
ble. If the system were thermal for all initial states, then
we would not expect this state-dependent behavior. In
Fig. S13, we consider larger values of interaction strength
where the classical phase space is completely chaotic and
compute the quantum evolution.
When the classical phase space is completely chaotic,
we find the the entropy increases with system size inde-
pendent of the initial state. This further supports the
conclusion in the matin text that the observations corre-
spond to a thermalization process.
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Figure S13. Thermalization for all initial states. We
numerically compute the time-average entanglement entropy
S as a function of initial state for an interaction energy κ =
5.0. The value of κ is chosen so that the classical phase space
is no longer mixed but completely chaotic. In the first three
panels we observe that the time-average entropy increases as
a function of the number of spins, for all initial states. This
suggests that at strong interaction all initial states thermalize
in the limit of large systems. In the last panel (lower right),
we show the classical phase space dynamics for comparison.
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