In this paper we provide insight into the empirical properties of indirect crossvalidation (ICV), a new method of bandwidth selection for kernel density estimators.
Introduction
Let X 1 , . . . , X n be a random sample from an unknown density f . A kernel density estimator of f at the point x is defined asf
where h > 0 is the bandwidth, and K is the kernel, which is generally chosen to be a unimodal probability density function that is symmetric about zero and has finite variance.
A popular choice for K is the Gaussian kernel: φ(u) = (2π) −1/2 exp(−u 2 /2). To distinguish between estimators with different kernels, we shall refer to estimator (1) with given kernel K as a K-kernel estimator.
Practical implementation of the estimator (1) requires specification of the smoothing parameter h. The two most widely used bandwidth selection methods are least squares crossvalidation, proposed independently by Rudemo (1982) and Bowman (1984) , and the Sheather and Jones (19 plug-in method. Plug-in is often preferred since it produces more stable bandwidths than does LSCV. Nevertheless, the LSCV method is still popular since it requires fewer assumptions than the plug-in method and works well when the density is difficult to estimate;
see Loader (1999 ), van Es (1992 , and Sain, Baggerly, and Scott (1994) .
The main flaw of LSCV is high variability of the selected bandwidths. Other drawbacks include the tendency of cross-validation curves to exhibit multiple local minima with the first local minimum being too small (see Hall and Marron (1991) ), and the tendency of LSCV to select bandwidths that are much too small when the data exhibit a small amount of autocorrelation (see Hart and Vieu (1990) and Cao and Vilar Fernandez (1993) for results of a numerical study). Many modifications of LSCV have been proposed in an attempt to improve its performance. These include biased cross-validation of Scott and Terrell (1987) , a method of Chiu (1991) , the trimmed cross-validation of Feluch and Koronacki (1992) , the modified cross-validation of Stute (1992) , and the method of Ahmad and Ran (2004) based on kernel contrasts.
This paper is concerned with a new modification of the LSCV method, called indirect cross-validation (ICV), recently proposed by the authors Savchuk, Hart, and Sheather (2008) .
The ICV method depends on two parameters, α and σ. A main theoretical result is that at asymptotically optimal choices of α and σ the ICV bandwidth can converge to zero at a rate n −1/4 , which is substantially better than the n −1/10 rate of LSCV. The present paper contains the results of an empirical study of ICV. In Section 2 we provide a description of the method.
Section 3 contains the details underlying the development of a practical purpose model for α and σ. Section 4 outlines the results of a numerical study which, in particular, show that ICV has greater stability in finite samples than does LSCV. In Section 5 we apply ICV and a local version of ICV to real data sets. Section 6 provides a summary of our results.
2 Description of indirect cross-validation
Notation and definitions
We begin with some notation and definitions that will be used subsequently. For an arbitrary function g, define
where here and subsequently integrals are assumed to be over the whole real line. The popular measures of performance of the kernel estimators (1) are integrated squared error (ISE) and mean integrated squared error (MISE). The ISE is defined as
and MISE is defined as the expectation of ISE. Assuming that the underlying density f has second derivative which is continuous and square integrable and that R(K) < ∞, the bandwidth which asymptotically minimizes the MISE of the K−kernel estimator (1) has the following form:
The LSCV criterion is given by
wheref h,−i denotes the kernel estimator (1) constructed from the data without the observation X i . A well known fact is that LSCV (h) is an unbiased estimator of MISE(h) − f 2 (x) dx. For this reason the LSCV method is often called unbiased cross-validation. Let h U CV and h 0 denote the bandwidths which minimize the LSCV function (4) and the MISE of the φ-kernel estimator. Section 2.2 defines the ICV bandwidth, denoted asĥ ICV .
The basic method
The essence of the ICV method is to use different kernels at the cross-validation and density estimation stages. The same idea is exploited by the one-sided cross-validation method of Hart and Yi (1998) in the regression context. ICV first selects the bandwidth of an L−kernel estimator using least squares cross-validation. Selection kernels L used for this purpose are described in Section 2.3. The bandwidth so obtained is rescaled so that it can be used with the φ-kernel estimator. The multiplicative constant C has the following form:
which is motivated by the asymptotically optimal MISE bandwidth (3).
Selection kernels
We consider the family of kernels L = {L( · ; α, σ) :
Note that the Gaussian kernel is a special case of (6) when α = 0 or σ = 1. Each member of L is symmetric about 0 and has the second moment µ 2L = u 2 L(u) du = 1+α−ασ 2 . It follows that kernels in L are second order, with the exception of those for which σ = (1 + α)/α.
The family L can be partitioned into three families:
. Each kernel in L 1 has a negative dip centered at x = 0.
The kernels in L 1 are ones that "cut-out-the-middle," some examples of which are shown in Kernels in L 1 and L 3 turn out to be highly efficient for cross-validation purposes but very inefficient for estimating f . This explains why we do not use L as both a selection and an estimation kernel.
Selection kernels in L are mixtures of two normal densities, which greatly simplifies computations. In particular, closed form expressions exist for the LSCV and ISE functions.
This fact has been utilized by Marron and Wand (1992) to derive exact MISE expressions. Marron and Wand (1992) 
Practical issues
In this section we address the problem of choosing the parameters, α and σ, of the selection kernel in practice. We review some large sample theory for the ICV method and provide the theoretical results used to develop the practical-purpose model for α and σ.
Large sample theory
Large sample theory was developed in Savchuk, Hart, and Sheather (2008) by considering the asymptotic mean squared error (MSE) of the ICV bandwidth. Their results may be summarized as follows.
1. Under suitable regularity conditions the ICV bandwidth is asymptotically normally distributed.
2. The asymptotic MSE ofĥ ICV has been found for two cases: σ → 0 (cut-out-themiddle kernels) and σ → ∞ (negative-tailed kernels). It turns out that when the asymptotically optimal values of α and σ are used in the respective cases, the MSE converges to zero at the same rate of n −9/10 , but the limiting ratio of optimum mean squared errors is 0.752, with σ → ∞ yielding the smaller error. In comparison, the rate at which the MSE forĥ U CV converges to zero is n −6/10 .
The subsequent theoretical results are provided for the case σ → ∞.
3. The relative rate of convergence ofĥ ICV to h 0 is n −1/4 , whereas the corresponding rate forĥ U CV is n −1/10 .
4. Values of σ which minimize the asymptotic MSE are as follows:
where
. 5. The asymptotically optimal α is 2.4233. Remarkably, the optimal α does not depend on f .
6. When the asymptotically optimal values of α and σ are used, the asymptotic bias and standard deviation ofĥ ICV converge to zero at the same rate of n −9/20 .
MSE-optimal α and σ
Asymptotic results are not always reliable for practical purposes. In order to have an idea of whether the negative-tailed or cut-out-the middle kernels should really be used, and how good choices of α and σ vary with n and f , we considered the following expression for the asymptotic MSE of the ICV bandwidth:
Expression (8) is valid for either large or small values of σ and includes second order bias terms.
As our target densities we considered the following five normal mixtures defined in the article by Marron and Wand (1992) These choices for f represent density shapes that are common in practice.
In Table 1 we provide the MSE-optimal choices of α and σ for the target densities at eight sample sizes ranging from n = 100 up to n = 500000. It is obvious that the MSE-optimal α and σ vary greatly from one density to another, which is especially true for "small" sample sizes. However, the optimal α seems to converge to about 2.5 for each density as n increases, which fits with our observation that the optimal α is 2.4233. The optimal σ is increasing with sample size. It us remarkable that all the MSE-optimal α and σ in Table 1 correspond to kernels from L 3 , the family of negative-tailed kernels.
Model for the ICV parameters
We found a practical purpose model for α and σ by using polynomial regression. Our independent variable was log 10 (n) and our dependent variables were the MSE-optimal values of log 10 (α) and log 10 (σ) for different densities. The log 10 transformations for α and σ stabilize Table 2 : Model choices of α and σ.
variability. Using a sixth degree polynomial for α and a quadratic for σ, we arrived at the following models for α and σ:
α mod = 10 3.390−1.093 log 10(n)+0.025 log 10(n) 3 −0.00004 log 10(n) 6 σ mod = 10 −0.58+0.386 log 10(n)−0.012 log 10(n) 2 ,
which are appropriate for 100 ≤ n ≤ 500000. The MSE-optimal values of log 10 (α) and σ together with the model fits are shown in Figure 2 . In Table 2 we give the model choices α mod and σ mod for the same sample sizes as in Table 1 .
Simulation study
The primary goal of our simulation study was to compare ICV with ordinary LSCV. However, we will also provide simulation results for the Sheather-Jones plug-in method.
We considered the four sample sizes n = 100, 250, 500 and 5000, and took samples from the target densities listed in Section 3.2. For each combination of density and sample size we did 1000 replications. In all cases the parameters α and σ in the selection kernel L were chosen according to model (9).
Letĥ 0 denote the minimizer of ISE(h) for a Gaussian kernel estimator. For each sample, we computedĥ 0 ,ĥ * ICV ,ĥ U CV and the Sheather-Jones plug-in bandwidthĥ SJP I . The definition ofĥ * ICV is as follows:ĥ *
whereĥ OS is the oversmoothed bandwidth of Terrell (1990) . It is arguable that no datadriven bandwidth should be larger thanĥ OS since this statistic estimates an upper bound for all MISE-optimal bandwidths (under standard smoothness conditions).
For any random variable Y defined in each replication of our simulation, we denote the and Median ISE(ĥ)/ISE(ĥ 0 ) forĥ equal to each ofĥ * ICV ,ĥ U CV andĥ SJP I . We also computed the performance measure E ĥ −Ê(ĥ 0 ) 2 , which estimates the MSE of the bandwidtĥ h.
Our main simulation results for the "normal" and "bimodal" densities, as defined in Section 3.2, are given in Tables 3 and 4 The reduced variability of the ICV bandwidth is evident in our study. The ratio SD(ĥ * ICV )/ SD(ĥ U CV ) ranged between 0.9713 and 0.2103 in the twenty settings considered. However, the variances of the ICV bandwidths were always higher compared to the Sheather-Jones plug-in band- Despite the fact that the LSCV bandwidth is asymptotically normally distributed (see Hall and Marron ( its distribution in finite samples tends to be skewed to the left. In our simulations we have noticed that the distribution of the ICV bandwidth is less skewed than that of the LSCV bandwidth. A typical case is illustrated in Figure 5 , where kernel density estimates for the two data-driven bandwidths are plotted from the simulation with the Skewed Unimodal density at n = 250. Also plotted is a density estimate for the ISE-optimal bandwidths. Note that the ICV density is more concentrated near the middle of the ISE-optimal distribution than the density estimate for LSCV. of the Gaussian density and n = 500. The sample correlation coefficients were -0.52 and -0.60 for LSCV and ICV, respectively. The fact that these correlations are negative is a well-established phenomenon; see, for example, Hall and Johnstone (1992) . Note that the ICV bandwidths cluster more tightly about the MISE minimizer h 0 = 0.315.
A problem we have noticed with the ICV method is that its criterion function can have two local minima when the sample size is moderate and the density has two modes. The following example illustrates the problem. In Figure 7 quickly goes away as the sample size increases. This is illustrated in Figure 7 (b), where we have plotted three criterion curves for the Separated Bimodal case with n = 500. Thus, the selection ruleĥ * ICV given by (10) rather than justĥ ICV appears to be useful mostly for small and moderate sample sizes. 
Real data examples
In this section we show how the ICV method works on two real data sets. The purpose of the first example is to compare the performance of the ICV, LSCV, and Sheather-Jones plug-in methods. The second example illustrates the benefit of using ICV locally.
PGA data
In this example the data are the average numbers of putts per round played, for the top The estimate based on the LSCV bandwidth is apparently undersmoothed. The ICV and plug-in estimates look similar and have two modes, which agrees with evidence from the unsmoothed histogram and seems reasonable since the data were taken from two populations. In Figure 9 we have plotted kernel density estimates separately for the years 1980 and 2001. ICV seems to produce a reasonable estimate in both years, whereas LSCV yields a very wiggly and apparently undersmoothed estimate in 2001.
Local ICV example
Local cross-validation methods for density estimation, independently proposed by Hall and Schucany (1989) and Mielniczuk, Sarda, and Vieu (1989) , consist in performing LSCV at each value of the argument x using a fraction of the data that are close to x. Allowing the bandwidth to depend on x is desirable when the smoothness of the underlying density changes sufficiently with x. The local ICV method was introduced in Savchuk, Hart, and Sheather (2008) . It is different from the local LSCV method in that it uses ICV rather than LSCV for the local bandwidth selection. Another difference is that local ICV uses the first local minimizer of the local criterion function as opposed to the global minimizer of local LSCV.
The local ICV criterion function is defined as
where functionf b is the kernel density estimate based on a selection kernel L with a smoothing parameter b. The quantity w defines the extent to which the cross-validation is local, with a large choice of w corresponding to global ICV. Letb(x) be the first local minimum of the local ICV curve for the fixed value of x. Then the corresponding bandwidth of a φ−kernel estimator is defined asĥ(x) = Cb(x), where C is computed as in (5). Local ICV outperformed the local LSCV method in a simulated data example in the article of Savchuk, Hart, and Sheather (2008) . In this paper we show how local ICV and LSCV perform in a real data example.
We analyze the data of size n = 517 on the Drought Code (DC) of the Canadian Forest Fire Weather index (FWI) system. DC is one of the explanatory variables which can be used to predict the burned area of a forest in the Forest Fires data set. This data can be downloaded from the website http://archive.ics.uci.edu/ml/datasets/Forest+Fires.
The data were collected and analyzed by Cortez and Morais (2007) .
We computed the LSCV, ICV and Sheather-Jones plug-in bandwidths for the DC data.
The LSCV method failed by yieldingĥ U CV = 0. ICV and Sheather-Jones plug-in bandwidths were very close and produced similar density estimates. Figure 10 (a) gives the ICV density estimate. It shows two major modes connected with a wiggly curve, which indicates that varying the bandwidth with x may yield a smoother estimate of the underlying density.
Local ICV and LSCV have been applied to the DC data. We used w = 40 for both methods and the selection kernel with α = 6 and σ = 6 for local ICV. This (α, σ) choice performed quite well for unimodal densities in our simulation studies on global ICV, and hence seems to be reasonable for local bandwidth selection since locally the density should have relatively few features. Let x (i) , i = 1, . . . , n, denote the ith member of the ordered sequence of observations. The local ICV and LSCV bandwidth were found for 50 evenly spaced points in the interval x (1) − 0.2(x (n) − x (1) ) ≤ x ≤ x (n) + 0.2(x (n) − x (1) ). It turns out that in 45 out of 50 cases the local LSCV curve tends to −∞ as h → 0, which implies that the local LSCV estimate can not be computed. All 50 local ICV bandwidths were positive.
We found a smooth functionĥ(x) by interpolating at other values of x via a spline. The corresponding local ICV estimate, given in Figure 10 (b), shows a smoother density estimate.
Summary
Indirect cross-validation is a method of bandwidth selection in the univariate kernel density estimation context. The method first selects the bandwidth of an L−kernel estimator by least squares cross-validation, and then rescales this bandwidth so that it is appropriate for use in a
Gaussian kernel density estimator. Selection kernels L have the form (1+α)φ(u)−αφ(u/σ)/σ, where α ≥ 0, σ > 0 and φ is the Gaussian kernel. Optimal kernels from this class yield bandwidths with relative error that converges to 0 at a rate of n −1/4 , which is a substantial improvement over the n −1/10 rate of LSCV.
A practical purpose model for the selection kernel parameters, α and σ, has been developed. The model was built by performing polynomial regression on the MSE-optimal values of log 10 (α) and log 10 (σ) at different sample sizes for five target densities. Use of this model makes the ICV method completely automatic.
An extensive simulation study showed that in finite samples ICV is more stable than LSCV. Although both ICV and LSCV bandwidths are asymptotically normal, the distribution of the ICV bandwidth for finite n is usually more symmetric and better concentrated in the middle of the density for ISE-optimal bandwidths. Using an oversmoothed bandwidth as an upper bound for the bandwidth search interval reduces the bias of the method and prevents selecting an impractically large value of h when the criterion curves exhibit multiple local minima.
The ICV method performs well in real data examples. ICV applied locally yields density estimates which are more smooth than estimates based on a single bandwidth. Often, local ICV estimates may be found when the local LSCV estimates do not exist.
