Energy management has now become a critical and urgent issue in green computing. A lot of efforts have been made on energy-efficiency computing at various levels from individual hardware components, system software, to applications. In this paper, we describe the energyefficiency computing problem, as well as possible strategies to tackle the problem. We survey some recently developed energy-saving data management techniques. Benchmarks and power models are described in the end for the evaluation of energy-efficiency solutions.
INTRODUCTION
Now and in the future, green computing will be a key challenge for both information technology and business. Green computing aims at environmentally sustainable computing and responsible use of computers and related resources. Murugesan et al. defined the field of green computing as "the study and practice of designing, manufacturing, using, and disposing of computers, servers, and associated subsystems such as monitors, printers, storage devices, and networking and communications systems efficiently and effectively with minimal or no impact on the environment [28] ."
With the limited primary sources of energy and rapid climbing of energy demanded by computing, the commitment to reduce power consumption and environmental impact becomes increasingly important. Energy efficiency thus constitutes a focal point for green computing.
In fact, most people in the world today are aware of the energy problem at a high level: even if our primary sources of energy are running out, the demand for energy in both commercial and domestic environments is increasing, and the side effect of consistent energy use influences negatively our global environment. Based on the report of the US Environmental Protection Agency, "the servers and data centers in USA alone consumed about 61 billion kilowatt-hours (kWh) at a cost of $4.5 billion, which was about 1.5% of the total U.S. electricity consumption in 2006, and this energy consumption is expected to double by 2011 if continuously powering computer servers and data centers using the same methods [11] ." Xu et al. showed that electricity consumed by computer servers and cooling systems in a typical data center contributes to around 20 percent of the total ownership cost, equivalent to one-third of the total maintenance cost [42] . When a data center reaches its maximum provisioned power, it has to be replaced or augmented at a great expense [33] . In the very near future, energy efficiency is expected to be one of the key purchasing arguments in the society.
Nowadays, power and energy have started to severely constrain the design of components, systems, computing clusters, data centers, and applications. Better equipment design and better energy management policies are desirable to address these concerns.
More and more computer designers and users are concerned about energy-efficient computing. In this survey article, we overview these great efforts, with an emphasis on energy-efficient data management, which was ignored and starts to get attention very recently.
The remainder of this paper is organized as follows. In Section 2, the energy-efficiency computing problem and some guidelines to tackle the problem are discussed. In Section 3, we overview work done on energy-efficient data management. Evaluation techniques on energy performance including benchmarks and power models are described in Section 4. We conclude the paper in section 5.
FUNDAMENTALS OF ENERGY EF-FICIENT COMPUTING
In this section, after a brief description of the energy-efficiency problem, we outline some feasible ways to tackle the problem.
Energy-Efficiency Problem
Energy consumption can be generally defined as:
where Energy and AvgP ower are measured in Joule and W att, respectively, and 1 Joule = 1 W att× 1 Second.
Energy efficiency is equivalent to the ratio of performance, measured as the rate of work done, to the power used [37] and the performance can be represented by response time or throughput of the computing system.
The main approach towards energy-efficiency is efficient power management. According to equation (1), there are two ways to enhance energyefficient computing: either improving the performance with the same power, or reducing power consumption without sacrificing too much performance. For energy-efficient systems, while maximal performance for some tasks (or the whole workload) is still desirable in some cases, the systems must also ensure the energy usage is minimized. Preferably, a computing system consumes the minimum amount of energy to perform a task at the maximal performance level [10] .
Note that the relationship between performance and energy efficiency is not mutually exclusive. A maximal performance could also be achieved by deactivating some resources or lowering certain individual performance without affecting the workload's best possible completion time or throughput in order to optimize energy usage. Brown et al. treated energy efficiency as an optimization problem [10] . To minimize the total energy, an energyefficient system must adjust the system's hardware resources dynamically, so that only what is needed to execute tasks is made available. Rivoire et al. pointed out two major complementary ways to solve the energy-efficiency problem: either building energy efficiency into the initial design of computer components and systems, or adaptively managing the power consumption of systems or groups of systems in response to changing conditions related to the workload or environment [36] .
Solution Guidelines
To deliver effective solutions to the energy-efficiency problem, the following six considerations can be taken as the solution design guidelines.
1) Comprehensive Examination of System Components. To save power consumption, we shall first investigate where the power is spent and how to optimize the power usage. Within a computer system, there are generally five energy consumers, namely, processor, disk, memory, I/O devices, and chipset. Achieving energy-efficiency requires improvements in the energy usage profile of every system component.
2) Adopting Power-Manageable Hardware Components. Adopting power-manageable hardware components could help improve energy-efficiency. For example, the voltage of hardware components can be increased or decreased through dynamic voltage scaling (DVS), which is a power management technique in computer architecture, depending upon circumstances. Dynamic voltage scaling to decrease voltage is known as undervolting, and this situation can conserve power [12] . In addition, employing small form factor disk drives, solid state disk drives, large memory configurations, low power processors and memories could decrease power consumption [31] . HP and IDC also estimated that about 69 percent energy reduction can be achieved within a three-year period for IT organizations that migrate to blade self-contained architecture, where blades can span from servers and storage devices to workstations and virtual desktops [20, 1] .
3) Building Power Models for Computing Systems. Also, one needs to know how a computing system is constructed and how an energy-efficient system operates. It is important to construct a power model that allows the system to know how the power is consumed, and how the system can manipulate and tune that power [10] .
4) Understanding and Measuring System Performance. To counter for performance with the least power consumption, computing systems must have ways to timely understand and measure system performance related to task execution under different dynamic workloads.
5) Constructing Energy Optimizers. The system must accommodate an energy optimizer component, which is responsible for an energy-efficient hardware configuration throughout the system operation at all times. The optimization approaches may be based on either heuristic or analytical techniques, as indicated by Brown et al. in [10] .
6) Reducing Peak Power. Barroso et al. explained that current desktop and server processors can consume less than one-third of their peak power at very low activity modes, which can thus save around 70 percent of peak power [7] . Tsirogiannis et al. indicated that almost 50 percent of peak power is actually consumed at idle [37] .
ENERGY-EFFICIENT DATA MANAGE-MENT
Over the past few decades, performance remains as the main goal of database management systems (DBMSs). In light of an increasing concern about energy, energy management starts to draw attention of the database community. The 2008 Claremont report on database research emphasized explicitly the importance of power-aware DBMSs that limit energy costs without sacrificing scalability [4] . To achieve energy-efficient DBMSs, solutions from both hardware and software perspectives are desirable. That is, DBMSs not only need to accurately estimate and online measure the hardware energy consumption characteristics under both static and dynamic loads, but also dynamically adapt and tune data management strategies to meet response time and energy goals when initial prediction for energy consumption deviates from the real case [25, 18, 42, 41, 37] .
In this section, we describe efforts on energyefficient data management at server, sensor, and mobile sides.
Server Side
Research on energy-efficient data management at server side so far mainly considers the most fundamental database operation -query processing and optimization.
Hardware-Based Approach
Under the assumptions that a CPU consumes a significant amount of power compared to other components in a database system, and the performance of speed and energy of hard disk drive is close but does not exactly follow the change in the read block size, Lang et al. proposed a PVC (Processor Voltage/Frequency Control) mechanism to trade energy consumption for performance [25] . It aims to execute instructions at a lower processor voltage and frequency by leveraging the ability of modern processors. The CPU frequency is determined by two settings: the front side bus (FSB) speed and the CPU multiplier. There are basically two methods to modulate CPU frequency, namely, p-state transitioning and underclocking. P-states are characterized by the combination of CPU multiplier and CPU voltage settings. Underclocking has the ability to more finely tune the CPU speed by slowing the FSB speed. [25] adopted underclocking to modulate the CPU frequency, and their experiments showed that PVC can be used to reduce the CPU energy consumption by 20% and 49%, while incurring 6% and 3% response time penalties on MySQL and a commercial DBMS, respectively.
Software-Based Approaches
Hardware-based approaches constitute only part of solutions. Considering hardware heterogeneity and limited power knobs that most hardware offers today, data management software shall play an effective role in energy optimization as well. Physical data independence and query optimization of DBMSs do provide opportunities for software-level control over power-performance tradeoffs [18] .
Harizopoulos et al. categorized three kinds of software-based approaches for reducing energy in DBMSs [18] .
(1) Energy-aware optimization, i.e., using existing system-wide knobs and internal query optimization parameters to achieve the most energy-efficient configuration for the underlying hardware. Xu et al. gave a strategy to find query plans with low power costs [42, 41] . To do that, a static power profile for each basic database operation in query processing is defined and maintained as system parameters of DBMSs. The power cost can be obtained from the specifications of hardware components and divided by related estimated time through an iterative approach. The power cost of a plan can be calculated from those of the higher-level operations, containing such basic operations like CPU power cost per tuple/indexed tuple, power cost for reading/writing one page without buffering, and so on. Different power cost functions can thus be constructed for accessing single relation via different access methods and join operations.
(2) Resource use consolidation, i.e., shifting computation and relocating data to consolidate resource use in time and space. Whenever system resources are not fully utilized, the system may allow other concurrent tasks to utilize the resources or allow the resource to enter a suspended or reduced power mode to save energy.
(3) Redesign software components to minimize energy use, reduce code bloat, and sacrifice certain properties (or allow under-perform in certain metrics) to improve energy efficiency. For instance, Lang et al. proposed a QED (Improved Query Energyefficiency by Introducing Explicit Delays) mechanism, which uses query aggregation to leverage common components of queries in a workload. In QED, queries are delayed and placed into a queue on arrival. When the queue reaches a certain threshold, all the queries in the queue are examined to determine if they can be aggregated into a small number of groups, such that queries in each group can be evaluated together [25] . On a workload with sim-ple selection queries on MySQL, QED saves 54% of the CPU energy consumption while increasing the average query response time by 43%.
Tradeoff Between Energy and Performance
For getting the greatest energy efficiency in DBMSs, we must find the relationship between energy (or power) and performance. It is interesting to note two different opinions in recent research work.
• [42, 25, 18] claimed that energy efficiency and performance are two different optimization goals, and there exists the tradeoff of energy efficiency and performance.
• [37] claimed that energy efficiency and performance are consistent, and it said that "within a single node system (intended for use in scaleout architectures), the most energy-efficient configuration is typically the highest performing one."
The cause of appearing the above two different statements may be their different assumptions and different estimation methods used. In the first line of work, the baseline power (i.e., idle power) is not included in calculating the energy cost of the DBMS after processing the workload. The second work considered CPU power only rather than the system's overall active power. By experiments, they found out that the CPU power does not vary linearly with CPU utilization (which is also the number of cores in the multi-core machine), and utilization is a poor proxy for CPU power. The CPU power used by various operators can vary up to 60%, even when they have the same utilization. By measuring the power of system components from idle to full utilization, almost 50% of peak power is consumed at idle regardless of query complexity and strategy. This fixed power cost adds a large constant term to the denominator in energy-efficiency equation (1), which makes all subsequent relative power increases worth the added performance, especially when the dynamic power range is small [37] . However, in DBMSs, there do exist queries that require many CPU operations, as well as I/Ointensive queries. Considering CPU alone, the margin of improvements might be greatly reduced by factoring in the power costs of all components.
Sensor Side
Nowadays, wide applications of sensors in health care, agri-food, environmental and security sectors call for effective sensor data processing and management techniques. As the power source of sensors often comes from a battery with a limited energy, reducing energy consumption of sensors is critical to provide a long enough lifetime service and avoid inconvenient replacement of the battery in a hostile or unpractical environment. For a sensor node, the communication cost is often several orders of magnitude higher than the computation cost, and in wireless sensor networks, the majority of the energy is actually consumed for sensor's communication rather than computation. Reducing communication workloads among sensor nodes is apparently the most effective energy-efficient operation.
Anastasi et al. have made a very good comprehensive survey on existing energy-efficient sensing techniques, including duty cycling, data-driven, and mobility-based schemes. Detailed description of each scheme can be found in [5] .
1) Duty cycling schemes are oblivious to data sampled by sensor nodes. Radio transceiver nodes are put in a sleep mode whenever communication is not required. Duty cycling schemes can be achieved through two different and complementary approaches, i.e., topology control and power management. The topology control mechanism dynamically adapts the network topology based on the application needs so as to allow network operations while minimizing the number of active nodes. The power management mechanism aims at certain sensor nodes, which can sleep or wake-up by an on-demand, scheduled rendezvous, or asynchronous protocol [5] .
2) Data-driven schemes are designed to reduce the amount of sampled data without sacrificing sensing accuracy required by applications through data reduction and energy-efficient data acquisition. Data reduction approaches address the case of unneeded samples. Techniques developed involve in-network processing, data compression, and data prediction. Energy-efficient data acquisition approaches mainly focus on reducing the energy spent in sensing by means of adaptive, hierarchical, and model-based active sampling [5] . For instance, to reduce the communication cost, Jain et al. proposed a Dual Kalman Filter architecture as a general and adaptive filtering solution to the stream resource management problem [21] . The architecture lays two equal Kalman Filters between clients and servers. The dual filters predict future data values. Only when the filter at the remote source fails to predict future data within the precision constraint, the sensor sends update value to the server.
3) Mobility has been considered as an alternative solution for energy efficient data collection in wireless sensor networks. The sensors are equipped with mobilities for changing their location. Mobility-based schemes can be classified as mobile-sink and mobile-relay schemes, depending on the type of the mobile entity [5] .
Mobile Side
Advancement in computing and communication has led to an increased use of a large number of mobile devices. Mobile devices are equipped with more computing and sensing facilities include GPS, WiFi, Bluetooth, accelerometers, audio, video, light sensors, and so on. These embedded sensors in mobile devices are also major power consumers, while the devices have still limited power sources such as batteries. Recently, the problem of energy-efficient data management on mobile devices has received much attention. Whang et al. proposed to support functionalities with low power consumption, which is also a crucial requirement for a ubiquitous database management systems [39] .
Energy-efficient techniques developed at the mobile side center around position tracking, continuous context monitoring, and complex event detection.
1) Position tracking is an important feature of a modern mobile device. The most common method is to use GPS. However, GPS is extremely power hungry. To minimize energy consumption and improve accurate, Kjaergaard et al. and Paek et al. proposed to periodically duty-cycle GPS [24, 30] . The idea is to use historic information to estimate and predict users' movement while concurrently utilizing other sensors such as accelerometer and Bluetooth. In a mobile broadcast environment, index has extensively been adopted to support efficient locationbased data access and query [43, 13, 40] , since efficient indexing structures can contribute significantly to reduce the tuning time, which is frequently used to estimate the power consumption of a mobile client.
2) For continuous context monitoring, Kang et al. proposed a middle-tier framework between applications and embedded sensors in a mobile environment [23] . Wang et al. also presented an energy efficient mobile sensing framework to automatically recognize user state and detect state transition [38] . These two works also turned on a minimum set of sensors and used appropriate sensor duty cycles to reduce unnecessary, expensive computation and communication in the context monitoring process for energy savings.
3) With the widespread use of wireless connectivity and end-user mobile devices, complex event detection can be carried out by mobile devices. Considering the interaction between front-end and server, Neophytou et al. proposed three power-aware query operator placement algorithms that determine which part of a continuous query plan is executed at the stream management server and which part is executed at the users' wireless devices [29] . Gredik et al. also presented a distributed real-time approach to monitor moving object. They utilized the computational power at mobile objects to alleviate serverside load and communication cost [16] .
EVALUATION METHODS
How to compare different energy-efficient computing methods against each other and how to estimate the developed methods whether or not they correspond to reality constitutes another important question. Substantial efforts on evaluation metrics and models for energy-efficiency computing have also been made in both academia and industry.
Models and Metrics
The real power consumption of a specific system depends on many factors, such as workload, system balance, and environmental parameters. Measuring power consumption needs accurate power and thermal models on individual components, systems, data and computing centers, and applications.
Three different types of modeling approaches exist in the literature, including simulation-based, detailed analytical, and high-level black-box approaches [33, 34] .
1) Considering the difficulty in obtaining detailed knowledge about many components in a full system, simulation-based approaches intend to model individual components rather than the whole system or a collection of systems by simulation [17, 19, 9] .
2) Without simulation, detailed analytical approaches periodically collect hardware and software metrics [6, 22] . For example, Bircher et al. used microprocessor performance counters for online measurement of complete system power consumption [8] . Xu et al. presented a power model to accurately measure the energy costs of database query execution plans [42, 41] with the hypothesis that the peak power consumption of an entire system during the measurement interval is identical to the aggregate of the individual nameplate power consumption.
3) High-level black-box approaches construct a realtime model by fitting a model to the real-time metrics collected without relying on implementation knowledge. For example, Economou et al. used a onetime calibration phase to generate a power consumption model by correlating AC power measurements with user-level system utilization metrics at a system level [14] . Fan et al. aggregated power usage of large collections of servers for different classes of applications over history data [15] . Meisner et al. incorporated suspending and waking transitions to the power model [27] . Lang et al. proposed a mathematical model for the energy consumption of a MapReduce cluster, which adopted the workload characteristics and hardware characteristics as abstract meta-models [26] . Poess et al. developed a power consumption model based on data readily available in the TPC-C full disclosure report of published benchmarks [31] .
Benchmarks
Researchers, governmental agencies, and industry standard consortia for performance measurements, including Transaction Processing Performance Council (TPC), Standard Performance Evaluation Corporation (SPEC), and Storage Performance Council (SPC), have also actively developed benchmarks to measure energy consumption of computer systems. Poess et al. provided a very comprehensive overview of the currently available energy benchmarks, and analyzed their commonalities and differences along various dimensions, including hardware components, workload and type of application, along with metric attributes and accuracy and calibration requirements [31, 32] .
Basically, there are two types of energy benchmarks being developed so far. They are specialized benchmarks and extended benchmarks with additional energy metrics added to the existing benchmarks.
For example, TPC established a working group which adds energy efficiency metrics to all its benchmarks. The primary metric, reported by TPC-Energy [3] , is in the form of "Watts per Performance" for the overall System Under Test (SUT), where the performance unit is specific to each TPC Benchmark. SPEC presented the SPECpower ssj2008 [2] benchmark, which examined the relationship of power and performance and power consumption for servers at different performance levels, spanning from 100 percent utilization to idle in 10 percent segments, over a set period of time [32] .
Rivoire et al. developed a benchmark called JouleSort for evaluating energy efficiency of various sorting algorithms. It used the same workload as the other external sort benchmarks, but its metric covered total energy, which is a combination of power consumption and performance. JouleSort is now an I/O-centric benchmark that measures the energy efficiency of systems at peak use [35] .
CONCLUSION
In this survey, we present the concept and challenges of energy-efficiency problem in green computing. We focus on energy-efficient data management at server, sensor, and mobile sides in this paper. Various power models and energy benchmarks are also presented in the paper.
