This studyexamines the effect of market structure variables on stability subject to However, in markets with higher share of foreign owned assets, the pattern is inverted. The significant impact of regulatory variables contributes to the ongoing reform as a stability channel of bank competition.
Introduction
The deregulation process paves the way towards the intensification of competitive conditions, amid which financial institutions struggle to survive posing a threat to the potential incidence of financial crises. Systemic risk is large especially for incumbent whose market share and large enough to imply negative externalities to national economies in cases where cross-border activity is significant.
The ongoing restructuring towards aggregate concentration for income diversification and risk management purposes has rendered financial regulation an imperative building upon the failing premises of Basel II. In the light of the present financial crisis, capital regulation has been deficient falling short of taking account of systemic effects, market discipline ineffective due to too-big-to-fail policies, risk evaluations deficient once we consider the operation of credit ratings agencies while supervision exhausted its jurisdiction to non-shadow banking system. In line with the ingoing debate on the dynamics of competition and financial stability taking into consideration contemporary institutional reforms we shed light on the dynamics of competition in associating with the evergreen topic of financial stability.
The contribution of the underlying paper is threefold: first, it contributes to thelimitedliterature 2 focusing exclusively on Europe although some studies in theirinternational samples includethe European region (Schaeck and Cihak, 2008; Boyd et al., 2009; De Nikolo and Loukoianova, 2007; Berger et al., 2009; Laeven and Levine, 2009) . Second, the U-shaped relationship of competition and financial stability is investigated empirically since no one but Berger et al. (2009) and Beck et al. (2012) allowed for it. Third, it is challenging to see if the effects of concentration and market power are insensitive to the variation of differentinformational sets. In the light of new data on regulation and supervision by the World Bank, this study for the first time utilises them 3 following a new methodology known only in the crosscountry growth literature.
Theory
The analysis 4 of the underlying relationship stems from the seminal contribution of Keeley (1990) following those of Marcus (1984) and Chan et al. (1986) , who proposed the 'franchise (charter) value' paradigm, that is if the diminishing market power of banks,in line with the emergence of great competitive pressures, squeezes profit margins, banks in order to recoup increased returns take refuge in risky projects. Bank failures are likely to occur when adverse selection and moral hazard problems indicate that banks are getting more reluctant to monitor borrowers and thereby falling short of exploiting the benefits of relationship banking (Boot and Greenbaum, 1993) . Thus, loan portfolios tend to comprise marginal applicants and potentially exacerbate the risk exposure (Allen and Gale, 2000) . In contrast, monopolistic banking markets promote the prudent conduct of banks in engaging in less risky projects amid conditions of more profit-making opportunities and capital cushions (Beck, 2008) .
However, another severe source of instability is traced at the liability side;
thanks to the ongoing deregulation of financial markets, interest rates have slumped on the sly ever since the endeavour of removing entry barriers and expanding restrictions flourished. In such a situation, banks strive to curb low franchise value and profitability engaging in riskier asset allocation given that in hard times of insolvency and banks runs, deposit insurance schemes are stand by to intervene.
Hence, it is deemed to be essential for the authorities to impose restrictions on deposit competition to discourage 'gambling for resurrection' (Cole et al., 1995) .
On the top of that, Matutes and Vives (1996) consider the self-fulfilling expectations of depositors to endogenously affect the quality -or the failure probability -of a bank. In other words, the bank withhigh depositors' trust will enjoy higher margins and greater market share as perceived to be diversified and hence safer in their eyes. In addition, they examine the welfare implications of deposit insurance equilibria: notwithstanding the positive impact of insurance in preventing crises, mitigating transport costs and extending the market, deposit insurance guarantee that all banks are credible. Hence, in the absence of no expected diversification gains to exploit, all banks are discounted at the same rate and the resulting higher competition hits high failure probabilities. If decisive regulatory authorities allow for takeovers of the failed banks, banks' assets remain put contributing further to financial stability (Perotti and Suarez, 2000) . However, the assumption that concentration is conducive for lower competition is erroneous but, at least, possible to bring about financial stability if the preservation of long-term relationships can exploit the private and exclusive information about the way liquidity needs are probabilistically distributed (Smith, 1984) .
Even it is the case that anticompetitive conductis not an inherent feature of large banks, a relative market structure may induce stability effects in the presence of well-diversified portfolios and economies of scale (Diamond, 1984; Williamson, 1986) . The size, therefore, does matter in concentrated markets and recent economic history advocates fewer episodes of bank insolvency and runs occurred in Canada than in U.S. (Allen and Gale, 2000) . Capie (1995) show less competitive market structures in UK to be stable during the period 1840 and 1940 and sustainably profitable in the past few decades as compared to the variable performance of German banks. The argument here is in favour of large banks and concentrated markets, upon which supervisory authorities can bear the burden of monitoring and regulating.
The other strand of literature contending the competition-stability nexus emanates from Stiglitz and Weiss (1981) , who showed that monopolistic market structures are to be blamed for great charges on loans and thereby upcoming defaults.
Safe borrowers are repelled by high borrowing costs and information asymmetries render a significant part of loans nonperforming and hence constituent of financial instability. Boyd and De Nikolo (2005) employed the loan market channel in their analysis to conclude that the positive relationship between risk and competition is fragile. As monopolistic structures increase loan rates, borrowers surrender to riskier projects. Thus, the probability of default rates is conditional on banks' pricing conduct in the loan markets.
That is not the case for the model of mean shifting investment technologies by Koskela and Stenbacka (2000) , since higher competition diminishes the loan rates without necessarily triggering default risk in equilibrium out of the increased demanded volume of investments. Caminal and Matutes (2002) found that monopolistic markets, bearing the costs of monitoring, tend to be more susceptible to risky loans and thereby subsequent failures. Thus, failing credit rationing, bank willingness to loan out places the bank course in jeopardy. On the other hand, De
Nikolo and Luchetta (2009) proved out of a general equilibrium framework that efficiency, optimal portfolio quality and diversification rents best feature competitive markets, though non-perfect competition constitutes second-best alternative.
On the other hand, Allen and Gale (2004) put forward a number of theoretical models of competition and financial stability trying to shed light on the multifaceted underlying relationship. They include aspects like spatial and Schumpeterian competition, agency costs, financial intermediaries and contagion to highlight the efficient levels of potential trade-off between competition and stability. It is Pareto optimal, though socially undesirable, to have instability in cases of a) perfect competition and complete markets, b) present agency problems due to the incentive to acquire greater market share and 'last bank standing effect' (Perotti and Suarez, 2002) 5 and c) many banks occupying the same locations and lacking innovation (Schumpeterian competition). Contagion might well be an outcome triggered by the systemic risk of an aggregate shock on liquidity only where competitive interbank market leaves price takers off to liquidate their assets.
Under the perspective of supervision and precautionary regulation, interesting arguments have been articulated in the literature. The assertion that it is easier to monitor few and large banks rather than much more and smaller banks, does not cohere with operating complexity of large entities. Under conditions of expanding restructurings, universal banks and conglomerates provide the whole spectrum (or part of) of financial services -e.g. consulting (M&As), instrument and proprietary trading (derivatives included), stock broking, investment management, insurancewhich have been previously offered by more specialized banks, such as commercial, investment, and merchant banks. The subject is apparently multifarious for supervisory authorities to inspect and timely intervene rendering financial instability a presumptive reality. On the contrary, the mandate of having concentrated markets at the convenience of authorities, policies are likely to lean towards the provision of large subsidies and bail-outs in an attempt to eschew from impawning the viability of too-big-to-fail banks. Under the auspices of such tutelar policies, bank managers have an incentive to take risks potentially exacerbating the contagion risk of large and insolvent banks (Mishkin, 1999) .
Without constraining ourselves to surrender to any side of contending hypotheses, it could be the case that there exists a matching point. Martinez-Miera and Repullo (2010) concur that there exists a U-shaped relationship between competition and bank failure risk. In particular, monopolistic markets experience the risk-shifting effect, that is more competition with low loan rates stabilizes banks as they run less risk of default whereas the margin effect -lower revenues of total nondefaulting loans may jeopardize banks in view of potential entries -occurs usually in competitive markets.
Methodology
The decision upon which variables are theoretically and empirically grounded to constitute the crux of deterministic group is not that apparent. The underlying literature has proposed different econometric modelling -(e.g) GMM methodology, panel, probit, logit models and duration analysis, etc. -and various determinants of bank risk of failure. Such unwieldy bulk of variables amounts to almost 50 variables that end up with mixed results depending each time on the econometric specification and the independent set of the regression model. On those grounds, this paper considers interesting the prospect of analysing the statistical power of key effects (market power, concentration) of bank risk conditioned to the variation of every single subset of variables. In other words, utilising Extreme Bound Analysis (EBA) as set out by Leamer (1983; 1985) and Leamer and Leonard (1983) , the partial correlations of dependent and independent variables are examined to endorse whether such relationships are fragile or robust at standard confidence levels.
Hence, the employed methodology is a sensitivity analysis of linear modelling regarding multiple regressions of bank risks on explicit groups of variables. We embark upon the group of interest that comprises the effects of market power and concentration along with their quadratic terms to allow for non-linearities. All variables allowed to have variation at the bank level, namely competition and several other controls that encompass the banks' business model, are lagged one period to avoid reverse causality among them. In other words, the endogeneity of market power may reflect the impact of insolvency on market structure and pricing conduct of banks subsequently. The fact that country-level factors remain free to interact concurrently provides a prima facie insight of the potential drivers of heterogeneity. In addition, the fact that the some countries (specially Germany) are highly represented in the sample, the analysis employs the inverse of the number of banks operating within each market in a way to avoid any such bias and guarantee error clustering at the country level. My endeavour is to resolve the adverse results on the relationship between competition and concentration through the employment of the quadratic term of Lerner index to verify whether it is the case of U-shaped relationship. The underlying addition comes ad hoc, only in the models that construct the extreme bounds of competition and concentration so as to estimate the infection point; that is, the value of competition above which the relationship of soundness-competition alters;
otherwise, the use of it in all model combinations would blur the effective bounds. In case of no significance in the coefficient of the Lerner index that constructs the extreme bounds, I opt to utilise a different information set of the same size.
Moreover, the aim of gauging the impact of country-level variables on risk seems to be insufficient, if not inappropriate due to the possibility that the underlying effect may not be expressed in levels but also in slopes (model 2). Hence, the model includes interaction terms between country-level factors and the Lerner index along with lagged bank-specific controls. However, the only drawback with this approach is that interaction terms may bring about multicollinearity problems that are partially counterbalanced by more degrees of freedom due to the regression analysis conducted on a whole sample. Such problems are depicted in inflated standard errors and, consequently, in higher coefficients revealing thereby a potential weak-data problem; the latter consists in the little variation of a specific independent factor to determine cross-sectional differentials (Levine and Renelt, 1992) . The model is schematically the following:
The variable of interest is the Lerner index (L)alogside concentration (CONC), both included in the analysis simultaneously since they tend to reflect different features of bank competitiveness. Second, I utilise all possible combinations of two and three I-variable sets in order to juxtapose the results comprisingfive bank-specific variables, three country-level variables, a procedure that comes along the lines of Kormendi and Meguire (1985) and Barro (1991) .
The model
We should first estimate the price mark-up over marginal cost (Lerner index) combining the estimation of average prices and marginal costs at the bank level. The average prices are estimated over total assets (TA) along the lines of Shaffer (1993) and Berg and Kim (1994) 
where TC: total costs (total operating costs (interest expenses, personnel and other costs), Q: total bank output or total assets, W1: price of labour (personnel expenses over total assets), W2: price of physical capital (other operating expenses over fixed assets), Z1: fixed assets deflated by total equity, Z2: Off-balance sheet activities deflated by total equity and T: time trend. Fixed effects modeling accounts for different bank specificities and the estimation of model (3) where ROA: returns on assets, EQ/TA: total equity to total assets, σ(ROA): standard deviation of returns on assets, all expressed at for bank i at time t. It is interpreted as the number of standard deviations by which ROA should fall under the mean so as to extinguish the equity of a bank (Boyd and Runkle, 1993) . To avoid time invariance of the denominator, a three-year rolling window is implemented so as to potentially attribute the variation of the Z-score not only to the variation of profitability and capital, but also to the volatility of bank profitability. When it comes to set it as a dependent variable, the natural logarithm of Z-score normalises its extreme values due to high skewness. In the literature, any possible negative values are alleviated by transforming them through truncation at zero point [ln(1+Z-score)] or winsorising at 1% level and then taking logs. Since the latter produces non-negative values, I opt for it.
Determinants of stability

Bank-specific variables
Asset size has been used in the literature (e.g. Liu et al., 2012) in an attempt to see whether financial stability comes from managers attitude to exploit scale economies or by the perception that too-big-to-fail policies will constitute the facility of last resort in the form of governmental subsidies, among others.Capital ratio is the value of total equity deflated by a bank's total assets. We employ it to account for differentials in risk preference behaviour of bank managers along the lines of Schaeck and Cihak (2008) and Berger et al. (2009) . Cost efficiency turns out to be the most widely employed accounting variable that proxy for cost efficiency as contemporary efficiency modelling may produce bias due to certain methodological and econometric assumptions. A negative effect on stability is expected since inefficient (6) banks tend to engage in risky behaviour to make up for insufficient performance (Uhde and Heimeshoff, 2009) .
Liquidity is controlled for by the ratio of liquid assets over customer deposits and short-term funding. It measures what percentage of deposits and funding can be served in case there is a suddenly bank run. The higher this ratio is the less vulnerable a bank is vis-à-vis a deposit run-off case. We see similar proxies in the literature, such as liquid assets over liquid liabilities or over total assets (Laeven and Levine, 2009; Olivero et al., 2010) , with no substantial difference in practice. Diversification indicates the ability of a bank to expand its operations to off-balance sheet activities, namely to insurance, real estate and securities activities; thus, a standard proxy is the total non-interest operating income over total. I expect a negative association between diversification and risk but it also might be the case that banks with high-income diversification are exposed to greater risks in their attempt to accomplish economies of scope (Stiroh, 2004) .
Macroeconomic variables
GDP growth rate has been employed by the studies of Bonfirm and Dai (2009), Jimenez et al. (2013) and Olivero et al. (2010) in order to control for different stages of economic development. As for its expected effect, higher customer demand after the adoption of Euro may resulted in better managerial efficiency in terms of a relatively superior utilisation of production factors (Conrad et al., 2009) . Economic prosperity reduced the probability of a potential bank crisis, which usually comes along with loan risk during economic recessions. On the other hand, loan losses can occur during economic booms if high growth GDP rates promote optimistic evaluations over borrowers' creditworthiness leading to less stringent policies, and when competitive structures make managers more willing to risk-taking activities (Jimenez and Saurina, 2006) . Boyd et al. (2004) underscore inflation as another key determinant of bank failure. When the nominal rate of interest (inflation) is below a certain threshold, a relatively higher probability of bank failure is present in monopolies on the grounds that the incentive of loaning out cash reserves dominates that of paying low rates on deposit accounts. Secondly, asset loss is greater in competitive structures in times of a crisis, as monopolies tend to make profits upon the liquidation of assets (e.g. deposits)
except cash, for they are able to provide inter-temporally much lower deposit insurance.Stock market turnover is defined as the total value of trended shares over the average stock market capitalisation. I employ the degree of liquidity in stock markets in order to take account of alternative funding means of firms, which may be related to greater dissemination of credit information and, thus, to greater bank soundness (Beck et al., 2012) .
Regulatory environment
Capital regulatory index measures the degree of regulation on bank capital that should be set aside as a buffer for potential market and credit risks. In particular, it is about the initial capital stringency, that is which type -and to what extent -of regulatory funds other than cash, governmental securities or borrowed funds, is appropriate and verifiable by the official regulatory authorities. It is also about the overall capital stringency, according to which the regulatory capital is estimated accounting for risks and value losses. Thus, we quantify it by ascribing values of 0 or 1 to every single one of the nine questions included in the appendix, with the observations ranging between 0 (no stringency) and 9 (high stringency). After the advent of Euro, the necessity to build upon the inefficient or inadequate regulatory responses, respectively. From a theoretical perspective, strong supervision tends to demoralise managers to engage in excessive risk-taking -especially in countries with low accounting requirements (Fernandez and Gonzalez, 2005 ) -whereas it may be associated with corruption in lending transactions, and obstruction of bank operations (Barth et al., 2004) .
Private monitoring index is indicating the degree of information released to the public and officials relative to requirements of auditing authorities and credit rating agencies. It takes values between 0 and 10 after taking into account the 'no'
and 'yes' responses of 10 questions, respectively. Hence, higher values highlight greater private insight over the economic performance of banks. It has been overlooked in the literature and only recently has been utilised by Schaeck et al. (2009) , who argue about the insignificant concentration due to the common practice of investors, regulatory authorities and credit agencies to inspect large entities closely.
Activity restrictions is an interesting variable commensurate with the extent to which bank activities like securities, insurance and real estate activities are under constraint. In particular, it takes the responses of 'prohibited', 'restricted', 'permitted'
or 'unrestricted' and we quantify them by assigning the values of 4, 3, 2 and 1, respectively. We, finally, get the average value of the overall index and draw remarks over the degree of activity restriction. In the literature, there are two strands of reasoning in favour or against their effect on bank soundness. In cases when such restrictions forbid banks to engage in more risky projects, financial stability is evident (Uhde and Heimeshoff, 2009 ). However, if banks are restricted to diversify their portfolio to non-interest bearing products, the concomitant utility loss induces powerful bank owners to riskier conduct (Laeven and Levine, 2009 ).
Foreign ownershiphas been employed (e.g. Yeyati and Micco, 2007 ) is calculated as the total assets of banks, which are owned by foreigners with more than 50% stake, as a percentage to the total assets of the banking system they operate within. The issues related to penetration of foreign banks in a national market are the screening costs of local customers that tend to attenuate through acquired experience, and the guarantees of the parent bank that constitute a safety net in times of insolvency and liquidity shocks (De Nikolo and Loukoianova, 2007; Claessens et al. 2001 ). There is also the option to pick up national banks of monopolisic markets (dodging competition hypothesis), higher operational efficiency (cream skimming hypothesis), or large market shares through branches and subsidiaries (quest for market power hypothesis).
Data
The sample includes financial data of at most 2450 banks headquartering in the enlarged European Union (27-EU 8 In particular, through the use of questionnaires disseminated in many financial institutions, the methodology followed to construct the I-variables is explicitly encompassed in the appendix as retrieved from Barth et al. (2013 Table 2 contains information on pair wise correlations of the country-specific variables employed in the analysis. As we can see, correlation is significant at 5%
level between the variables of regulation and supervision. In particular, countries with high inflation experience higher market concentration andgrowth rates of GDP, which come in line with transaction activity in the stock market. Moreover, the decisive intervention of supervisory authorities to the decisions of bank managers is correlated with more regulation on bank capital and markets of more foreign-owned banks while it appears as a substitute mechanism to correct imprudent practices through less bank information required by public authorities. However, such transparency in a market of incumbent banks also appears as a policy complement to restrictions imposed on nontraditional banking activity. There is an explicit significance of regulatory variables when they are assessed individually notwithstanding official supervision enters with no explanatory power.
Main results
Once we plug them all in the model their compound effect turns out to be significant at 1% level. Significance of activity restrictions 11 denotes that managers are restricted to enter other non-traditional business lines for diversification purposes, taking on more risks and exacerbating thereby their portfolio risk exposure. On the contrary, capital regulation enters significant at 1% level fostering stability to the banking sector. Hence, more capitalization makes banks immune to liquidity shocks although the opportunity cost of such a 'tax burden' in cases of powerful owners, constitute a considerable motive for risk taking by means of monopolistic conduct (Laeven and Levine, 2009) . Similarly, foreign ownership is related to bank stability meaning that the openness to foreign institutions leads to competition and profit margins due to the adoption of better practices that enhance further operational performance. Bank soundness peters out as official supervision becomes more stringent on the grounds that some degree of corruption in lending activities undermines systemic efficiency (Beck et al., 2006b) . Last, private monitoring is highly significant with a negative bearing on banking system stability despite the fact that too-big-to-fail banks have been subject to close monitoring and inspection due to their potential systemic repercussions. Hence, there is a motive for excessive risk-taking among incumbent banks without hampering the effect of concentration.
Once the whole set of I-variables enters the model, the same pattern holds for regulation variables with no credit at least for the stand-alone explanatory power of foreign ownership. Considering possible policies, an increase in ACT, CAP, OFF, PRIV by one standard deviation leads to a Z-score change of -2.9%, 11.4%, -15.9%
and -11.7% 12 , respectively.In fact, there are many possible scenarios of regulatory reforming, combining the above effects towards a more rationalised too-big-to-fail banking system.
Furthermore, times of high market demand as expressed by GDP growth make banks utilize production factors in a more efficient way of diminishing average costs (Conrad et al., 2009) , while the combination of policies altogether are able to boost further the impact of the business cycle towards more stabilising practices. In contrast to the persistent positive effect of GDP growth, the stand-alone impact of inflation on bank stability is significantly negative highlighting possibly the incentive of loaning out cash reserves rather than paying low deposit rates. More liquidity in stock markets has considerable bearing on financial fragility, which is not expected. That may reflect the risk-shifting tendency of banks towards non-traditional activities, herding behaviour, among others.
A significantly positiverelationship is also evident between asset size and bank soundness coupled with a fragile effect of cost inefficiency. Hence, I conclude that the exploitation of economies of scale is below par insofar as government subsidies and other 'too-big-to-fail' policies operate as last resort mechanisms for managers with excessive risk-taking tendency. That also is in line with Schaeck and Cihak (2013) , who consider efficiency as a significant channel of stability through competition.
Furthermore,the equity ratiodemonstrates, though not persistently, its positive bearing at 1% significance level as it constitutes a buffer that insulates a bank from low profitability or profit volatility commensurate with the degree of managers' risk aversion. Moreover, portfolio diversification is explicitly significant in jeopardizing bank stability as banks on their way to accomplish economies of scope engage in excessive risk-taking (Stiroh, 2004) . The same destabilizing pattern lies in the coefficient of liquidity ratio implying excessive opportunity cost that is potentially compensated by risky portfolio allocations.
[Insert marginally reject its bearing on stability at 10% level while market power and its interaction with concentration are neutralised. Thus, foreign penetration and any policy conducive to it fail to explain the variation of the Z-score as long as they are seconded by supplementary initiatives. The expected effect of one-standard-deviation increase in ACT, CAP, FOR, OFF and PRIV on the market power-stability correlation is -2.3%, +7.1%, -32.3%, -7.3% and -9.4% 13 , respectively. Considering the negative sign as in the results of model 1, regulation policies tend to undermine financial stability, as monopolistic pricing can no longer keep up at the expense of potential systemic infection, undisciplined bank management and unreliable accounting information.
The last part of the table gives a prima facie impression of the role of the business cycle and the special characteristics of differently specialised banks. The intensity of GDP growth rate stabilise profits and concurrently minimise loan losses and profit variation while it owes its devastating impact to lower equity capital along the lines of the propensity of banks to increase their leverage profile, and follow securitisation strategies of poor quality. On the other hand, stock market funding tend to have a positive impact on profitability and a negative one on sROA and loan losses, although without sufficing to justify its negative sign in tables 1 and 2.
I also verify considerable significance in the independent effects of interaction terms between lagged competition and macroeconomic variables. I conclude that GDP growth bolsters the stabilizing bearing of market power across all cases.
Furthermore, inflation pressures and stock market liquidity does notjeopardise the competition-stability nexus. However, in the last column we see clearly the fact that regulation policies tend to deprive stock market funding from non-linear correlations with bank soundness. As in table 1, the sign of bank-specific factors remains put but their statistical significance becomes evident in fewer cases. Looking at the full model, fragility is exacerbated by financial institutions with higher asset size, less capital buffers, lower cost efficiency and greater portfolio diversification. Only bank size has a persistent effect throughout the analysis of model 2, while once the model allows for the single interaction between activity restrictions and market power, cost efficiency and non-traditional income demonstrate their explanatory power accompanied by the destabilising effect of liquid assets.
[Insert 
Is the effect of market structure variables altered by the interaction between ownership with regulation?
There exist some theories about the correlation between ownership and risk being variant along with different national regulatory policies (e.g. John et al. 2008 ). I therefore embark on a sensitivity analysis including interaction terms of regulatory variables with foreign ownership (F) to see whether prudential policies are crucially determined by certain governance structures. The employed model is the following:
Τable 7 confirms a negligible impact of market power on bank riskiness and the persistence of concentrated markets in risk-taking behaviour irrespectively of the degree of collinearity amongst interaction terms.In the regressions containing one Ivariable each time, there is considerable stand-alone effect of regulation and supervision on bank soundness that is materially contingent uponthe degree of foreign ownership. In particular, foreign ownership is positively associated with financial stability in markets where a) more restrictions are imposed on banks to engage in securities, insurance and real estate activities, b) less bank capital reserves are required, c) official authorities do intervene in bank managers' decisions and d) there is higher degree of monitoring from rating agencies and auditing authorities.
Admittedly, the results are in absolute contradistinction with the first two models implying that ownership structures may differentiate the impact of competition policies especially in (developing) markets where banking integration takes the form of M&As, branches and subsidiaries and provision of cross-border financial services. There is also significance at 10% level of market power in destabilising the financial system the more it is likely that banks under foreign control is subject to private scrutiny regarding the transparency of their books. Both capital stringency and capital requirements, when coupled with other regulatory policies, tend to exacerbate risk-taking behaviour inducing bank managers to make up for potential utility loss; especially when it is the case of foreign owner being sufficiently large (Laeven and Levine, 2009) . As for the rest macroeconomic and bank-specific controls, everything is settled even under different information sets.
Are the results robust to alternative measures of risk?
Last, the analysis tests alternative measures of market stability and to what degree the fully-fledged model (8) can predict their variation. I therefore employ all the components that build up the Z-score along with the logged nominator, the Zscore with the denominator being averaged over the whole period and credit risk as proxied by loan loss charges over average gross loans.
Risk = f [L, CONC, I, M, B) + ε (8)
Market power highly determines at 1% significance level the variation of bank profitability, non-performing loans and the Z-score with the denominator averaged over the whole period (table 8) .Market concentration enters significantly positive in the prediction of Z-score and interestingly of loans losses, profit variability and the nominator, out of which no one constituent seems to be correlated with it.
Activity restrictions drive to higher bank profitssince any potential risk diversification in non-interest bearing activities is dominated by losses on assets.
Fragility of the banking system on loan provisioning is crystallised by the efficacy of capital regulation. The results provides a clear-cut answer to which policy has a direct impact on non performing loans; that is, the more capital reserves are required to be set aside, the more managers are incentivised to take refuge in higher risk-return profiles. Thus, they are bound to extend their operation by granting more loans either to marginal applicants or to customers-defaulters at any level of informational asymmetry. Likewise, the share of foreign owned assets in a banking system does harm to stability to the extent that is associated with lower profitability, and loan losses. That might indicate fierce competition reminiscent of contestable markets, in which incumbent banks strive to survive potential market entries.
The degree of intervention of official authorities guarantees stability through greater quality of earning assets, the preservation of capital levels abiding by the Basel rules, and healthy loan portfolio devoid of excessive subordinate risks.Hence, the latter is not expected ex ante since stricter authorities tend to intervene in bank decisions through suspending dividends, superseding the rights of shareholders thereby demoralizing potential investors. Such burden on bank management that otherwisemight provoke corruption in lending activities is not the case in our analysis;
however, authorities are failing to keep pace with bank business inspection as overall risk is underestimated therebyendangering bank solvency with sub par policies.
Moreover, the fact that financial institutions are exposed to private sector surveillance appears beneficialfor banks to preserve high levels of equity capital and credit rationing.
We also observe GDP growth to predict significantly bank stability and profitability along with less credit risk and variation in profits. In contrast, inflationary pressures drive to diminishing asset returns at 1% significance level.
Furthermore, stock market activity tends to stabilize the banking sector on the grounds that the increase in profits outpaces the losses occurred in lending activities.
Hence, in cases of higher elasticity of aggregate demand, more resources of market funding make banks engage in excessive risk taking and therefore provide less credible information to the public.
As for the bank-level controls, financial fragility is attributed to asset size, which tends to diminish equity capital at 1% significance level as expected by construction. The level of equity capital seems to increase returns on assetsat the expense of considerably higher profit volatility and loan losses. Cost efficient banks tend to enjoy profits and sufficient capital base, and those expanding their business to insurance, trading and real estate products exacerbate operational risk through profit volatility and credit risk. Last, liquid assets has a more negligent negative bearing in previous specification, although its destabilising tendency is partially offset by higher profitability and capital buffers.
Concluding remarks
This study addresses whether the relationship between market structure and financial stability is significant under different specifications for the European Union The results show a fragile relationship between the Lerner index and Z-score both at 5% and 1% significance level, when utilising the effect of I-variables in levels (model 1). When interactions come into play, the Lerner index follows the same pattern taking account of different-sized information sets. We also trace this U-shaped relationship, according to which market power seems to empower bank solvency up to the level of 0.644, where monopolistic behaviour have devastating repercussions.
Concentrated markets are highly correlated with financial fragility across any specification and robustness check. However, fragility emanates from bank managers who engage in risk-taking in lending transactions and other non-interest income activities.
Besides, we come up with collateral issues that have been appealing in many studies in terms of the policy implications they put forward. In general, the majority of institutional variables are capable of affecting bank stability individually. When I assess their significance, more financial stability is traced in markets where we observe more capital regulation and foreign ownership while requirements of information dissemination, restrictions on non-traditional activities as well as supervisory intervention tend to destabilise the financial system. However, the pattern appears remarkably the opposite in markets with higher share of foreign-owned banks, where stability is fostered by restrictions on activities, management and information transparency alongside lower capital reserves. OLS model with standard errors clustered at the country level and adjusted by the number of banks operating within each market employing time dummies to capture time varying fixed effects. The first column reports the results of the baseline model totally devoid of any institutional controls. The table then includes one at a time interacting controls for regulation, supervision and governance with the Lerner index, in order to verify their stand-alone effect on bank stability as well as their compound explanatory power in the last column. Z-score is logged after 1% winsoring and all bank-specific variables are lagged one period to avoid the possibility of reverse causality. Standard errors are in parentheses while asterisks ***, **, * denote the significance level being at 1%, 5% and 10%, respectively. 'I-variables' indicates the specific information set that constructs the underlying bound, and the last two underline the relationship between market structure and financial stability as fragile or robust at 1% and 5% significance level according to whether their sign and significance persistently remains stable over many specifications. The rows in grey report the extreme bounds of L and HHI utilizing two and three-variable I-sets while in the two rows below them, the L-squared term comes in ad hoc for every extreme bound case in order to check for non-linearities. Infection points refer to the levels in Lerner distribution where the respective coefficient switches its sign. OLS model with standard errors clustered at the country level and adjusted by the number of banks operating within each market employing time dummies to capture time varying fixed effects. The first column reports the results of the baseline model totally devoid of any institutional controls; however, the possibility of country-level factors affecting bank soundness in slopes through their interaction with bank competition is investigated. The table then includes one at a time interacting controls for regulation, supervision and governance with the Lerner index, in order to verify their stand-alone effect on bank stability as well as their compound explanatory power in the last column. Z-score is logged after 1% winsoring and all bank-specific variables are lagged one period to avoid the possibility of reverse causality. Standard errors are in parentheses while asterisks ***, **, * denote the significance level being at 1%, 5% and 10%, respectively. Following model 2, the table reposts the extreme bounds of the Lerner index and the interaction term CONC*L with the respective standard errors and t-values. The column 'I-variables' indicates the specific information set that constructs the underlying bound, and the last two underline the relationship between market structure and financial stability as fragile or robust at 1% and 5% significance level according to whether their sign and significance persistently remains stable over many specifications. The rows in grey report the extreme bounds of L and CONC*L utilizing two and three-variable Isets while in the two rows below them, the L-squared term comes in ad hoc for every extreme bound case in order to check for non-linearities. Infection points refer to the levels in Lerner distribution where the respective coefficient switches its sign. 
