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ABSTRACT. - In the present paper we give necessary conditions for the well-posedness 
of the Cauchy problem for a class of first order differential hyperbolic N x N systems, 
I, = LI (:r. Or) + ~5~1 (x). with multiple characteristics. Let /j be characteristic point of 
/& (z. E) = dot LI (TX. <) of multiplicity r; we assume that rank LI (0) = N - 1. Our result is 
that there is a scalar hyperbolic differential operator P with principal symbol IL, such that, if 
the Cauchy problem for L is correctly posed, then P must satisfy the Ivrii-Petkov conditions 
at p of multiplicity T. 0 Elsevier, Paris 
1. Introduction 
In the present paper we give necessary conditions for the well-posedness 
of the Cauchy problem for a class of first order differential hyperbolic 
systems with multiple characteristics. 
In the scalar case it has been known since a fairly long time that the 
correctness of the Cauchy problem implies that a set of conditions on the 
lower order terms must be satisfied at multiple characteristic points. It 
suffices to quote here the fundamental paper of IVRII-PETKOV [8] (see also 
the references to previous work contained therein). 
In the case of hyperbolic systems the situation is much more complex; 
there is a class of hyperbolic systems for which correctness of the Cauchy 
(*) Manuscript presented by J.-P. FRANCOKE, received in December 1996 
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problem holds for any lower order terms - the so called strongly hyperbolic 
systems, and the complement, where conditions at multiple characteristic 
points must be satisfied. Yet there is no characterization up to now for both 
strong hyperbolicity and non-strong hyperbolicity (see e.g. NISHITANI [ 141 
for results in this direction), except possibly in the case of characteristics of 
multiplicity at most 2 ([3], [12]). To get the flavor of the results concerning 
the strongly hyperbolic case we would like to quote the following theorem: 
let L = L1 (x. O.,.) + Lo (:I:) be a first order hyperbolic differential system 
of size N, L1 being its principal symbol (homogeneous of degree 1) and 
LO the zeroth order term; assume that the coefficients of L are analytic in 
a neighborhood 62 of the origin. Denote by /j, (x. <) = det Ll (:I:. I) the 
determinant of the principal symbol and let p = (0. <‘I) be a characteristic 
point of 11, of multiplicity 7’. Then if L is strongly hyperbolic and 
I’[ (p) c A( IL, p) we have 
(1.1) tliln ke:r L1 (p) = 7’. 
Here I’,, (p) is the hyperbolicity cone of /L, I’: (p) its dual w.r.t. the 
symplectic form (T and A (It,, p) its lineality (i.e. {+z E T* 61\(O) such that 
hw. p (tz + w) = ho,. ,’ (w). b’ t E R, kf *w E T* 0\(O)}). 
In this paper we take a different point of view: let L be the same 
hyperbolic N x N differential system as above and p a characteristic point 
for L of multiplicity r; we assume that 
(14 ra.nk LI (p) = N - 1 
and we look for necessary conditions in order that the Cauchy problem 
be correctly posed. 
In the constant multiplicity case some very precise results have been 
obtained by a number of authors: see e.g. KAJITANI [9], MATSUMOTO 
Ill], PETKOV [ 171, TAGLIALATELA-VAILLANT [IS]. VAILLANT [19] and 
MIZOHATA'S monography [ lo]. 
If the multiplicity is not constant the problem is more difficult and new 
phenomena may arise. For the case of multiplicity 2 NISHITANI [ 131 gave 
precise necessary conditions and if the multiplicity is 3 BENVENUTI-BOVE 
[2] gave optimal necessary conditions if the localized polynomial of h can 
be factorized as the product of a linear and a hyperbolic quadratic form. 
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Here we deal with the case of higher multiplicity, and our result is that 
there is a (scalar) hyperbolic differential operator P, with principal symbol 
/J,, such that if the Cauchy problem for L is correctly posed then I’ must 
satisfy the Ivrii-Petkov condition at p of multiplicity r’. It is well known 
that the Ivrii-Petkov conditions are not optimal in general, even though 
they are so in certain involutive situations. 
We point out that the operator P above is invariantly defined and is 
such that its subprincipal symbol is a multiple - via an elliptic factor - of 
the matrix invariant introduced by DEMAY [6], BERZIN-VAILLANT [5] and 
VAILLANT [20] whose invariance properties have been proved by PETKOV 
[ 161. We refer to section 5 of the paper for an exact statement of the result 
and remark that this is an alternative proof - in the case of maximal rank 
- of Petkov’s invariance theorem. 
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2. Notation and statement of the result 
Let 62 denote an open subset of R”+l, 0 E R; we denote z = (~0. x’) = 
(~0. . . , x,,) the generic point of 12. Let L (II:, D) be a differential operator 
acting on C” ($1: CY), N being a positive integer. We are interested in 
the Cauchy problem for L ( :c, D) where the initial data are assigned on 
surfaces n:o = con&, which we shall assume to be non-characteristic for L: 
(24 
L (CL., II) u = .f: 5 E 62 f-l {Z() $ 0): 
lLl,ro=” = g (cc’); 5' E 12 n {x~~ = 0); 
here f E 2)’ (a), 9 E 27’ (Q rl { z() = 0)). We recall that the Cauchy 
problem (2.1) is said to be well-posed in (2 fl (~0 $ 0} if 
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(a) for every f E C,p (62: C-\‘), there is a 21, E I’ (0: C-‘-) such that 
L(:r:, D)u = .f in 12 n {xc, 2 0). 
(b) for every ‘IL E E’ (0: C-l-) such that L (:K. D) II, = 0 in 0fl{:r:o Z 0}, 
we have u = 0 in 0 I- { :cg Z 0}, 
Our purpose is to give necessary conditions for the well-posedness of 
the Cauchy problem (2.1). 
We make the following assumptions: 
(Hl) Let L1 (x. <) the principal symbol of L, i.e. the part homogeneous 
of degree 1 with respect to E E R”+l = RtO x R;‘,. We suppose that 
L1 (:I;.. E) is hyperbolic in the following sense: denote by k (:I;. <) = 
tlt>t, L1 (cc, 0; then 1, is a polynomial in < of degree N and 
/r (:I:, <) is hypc~rbolic wit,h respect, to <cl. 
We denote by C the characteristic set of L, i.e. 
(2.2) c = {(x. () E T* (2 / h (*I:, () = o}. 
We need a further assumption: 
(H2) Let p E C, then 
rank L1 (p) = N - I 
For every point p E C it will be useful to denote by 1‘ (/I) E N the 
multiplicity of the characteristic p. i.e. I. (0) = min {j E Nl#h (p) # O}. 
Since L is a differential operator then we may write 
(2.3) L (n:, llr) = Ll (x, D,, ) + Lo (.I.)> 
where Lo E (7” ($2; Horn (C-‘-. C”)) and 
(2.4) Ll (I. <) = -& A’ (x) t,j: 
/=o 
here Ai E C” ({I; Horn (C-‘-. C”)), ;j = 0, . . n, and A” is non 
singular since the surfaces .cg = coust are non characteristic for L,. 
In order to state our result the following definitions are useful (see 
Theorem 4.1 in [8]): 
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DEFINITION 2.1. - Let P(x, D.r) = Rv (x, or) + h-1 (z, 0.r) + 
. . . + PO (x) b 
P = (x0, r”) 
e a diflerential operator with C” coeficients in a. Let 
b e a characteristic point of multiplicity r 2 1 of 9~ (x, [). 
We may assume that 1 to 1 = 1. Let (~10, . . . , w,,-1, co) be a basis of 
R’“+1 and define 
d 
h=O wjh Gil 
j = 0, . ..) n - 1, and ‘ufl = (to, &.). Assume p E Q”+’ to be such that 
P = (PO, “‘> p,),O<p,,Ipj<pg<l,~‘=O ,..,, n;wesaythat 
P (x, D.).) is of Ivrii-Petkov type if whenever (2.3, (2.6) below hold, i.e. 
(2.5) g. Px (x0, EO) # 0; 
0 
if 
I Q: I + (P - a> P> < 7- (1 -PO>, 
we have that 
if 
I a I + (P - QI> P) < 41 -PO> - (N - 4 
where /3 = (Do, . . . . ,&) and 21” = I@ . ..TJ~. 
Let Q (x, D.r) be a scalar classical pseudo-differential operator of 
order N in a conic neighborhood of p = (x0, to). Suppose that p is 
a characteristic point of multiplicity T 2 1 of QN (x, I). By analogy with 
the preceding Definition 2.1 we say that Q is of Ivrii-Petkov type of order 
T at p (briefly of IP-type of order T at p) if (2.5)-(2.7) hold for Qn; and 
Qs, for every S, where Q N Cj~o &Iv-j. 
Of course this property is not, in general, invariant under symplectic 
transformations, since conditions (2.5)-(2.7) are not invariant either. 
However we point out explicitly that if po = pl = . . . = p, = i, 
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then conditions (2.5)-(2.7) say that if the principal symbol QJy vanishes at 
p of order T, then Q>v-j vanishes at p of order (N - 2j)+, j 1 0, and 
this condition is invariant with respect to symplectic transformations. 
DEFINITION 2.2. - Let 7r : C’ --+ CV be the orthogonal projection 
onto ker LI (p), which because of (H2) is a one-dimensional subspace of 
C”; furthermore let XI : C” -+ Cl” be the orthogonal projection onto 
range LI (p) which, for the same reason, has dimension N - 1. Dejne in a 
conic neighborhood of p the first order scalar classical pseudo-differential 
operator: 
(2.8) &&tL = (1 - 7r’) L [I,v - (IAV - 7r) (7r’ L(IiV - *))-‘7r’L] 7r> 
where it is understood that (2.8) acts from Cx (fl; Cl) to C (s2: Cl). 
We are now ready to state our: 
THEOREM 2.1. - Suppose that the Cauchy problem for L is well posed in 
C” and let p be as in Definition 2.1. Then &L in (2.8) is of Ivrii-Petkov 
type of order r at p. 
Some comments to Theorem 2.1 are in order: 
Remark 2.1. 
(i) The conditions of the theorem bear on a quantity, &t L, which 
is invariant with respect to both canonical transformation in T* S2\0 and 
to pseudo differential changes of the unknown vector function u in (2.1) 
(see also [ 161). 
(ii) Theorem 2.1 contains Lemma 1 .l of NISHITANI [ 131 when the 
multiplicity T is greater than 2. It also contains a part of the result of 
BENVENUTI-BOVE [2]. 
(iii) There is a close relationship between the subprincipal symbol of 
&t L in (2.8) and the Demay-Petkov invariant L: we explicit this fact in 
the final section of the paper. 
(iv) Assume that Lo (x) = 0 in (2.3). As in the case of systems 
with triple characteristics, this fact does not ensure the well-posedness of 
the Cauchy problem even when h (2, E) = det LI (z, [) is a hyperbolic 
polynomial with multiple characteristics. The following example shows 
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that Theorem 2.1 implies conditions on L1 (x, [) either. Let 
(2.9) 
40 + 6 0 0 0 0 0 
0 0 0 0 
0 0 
$0 it 
0 0 
0 0 0 -6 
it> 
0 
0 0 0 0 40 
1 
0 
a61(2, 8 0 0 0 0 -<o 
0 a72(2, E) 0 0 0 0 
where for simplicity we assume U61 + U72 G 0, a61 = ii(x) Dl; 
&tL in (2.8) is -(Do - D1)” DiDi6 + a’;2 D;l (DO - 01) + 
(Do - 01) 0;’ U61, hence 
It is then evident that near the point p = (0, e,) Ugl must satisfy a set 
of non trivial conditions, whereas h (2, <) = -&$ (to - [I)~ t$. 
(v) Theorem 2.1 is related with Theorem 1.3 and Corollary 1.4 of 
NISHITANI 1141, yielding that if dim ker ~51 (p) = 1 then the operator L 
cannot be strongly hyperbolic near the point zo E R. The problem of 
replacing the condition dim ker L1 (p) = 1 with dim ker L1 (p) < T, to 
our knowledge, is still open. 
(vi) The request that &tL in (2.8) is of Ivrii-Petkov type of 
order T at p is in general strictly stronger than the same request on 
det (LI (x, [) + Lo (x)). The case in (2.9), possibly introducing lower 
order terms, provides an example of this fact. 
(vii) In the case of constant multiplicity the conditions on the operator 
& L are a subset of the conditions in [ 171. Of course this is not surprising, 
since the same phenomenon occurs in the scalar case. 
3. Preparations 
The purpose of this section is to write the operator L in a more handy 
form. Since by our assumptions the matrix A0 (z) in (2.3) is non singular, 
we may assume, without loss of generality, that A0 (cc) = -Ily - the 
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N x N identity matrix. Hence 
(3.1) L(z, 0.r) = -I:\- Do + 2 A’j (x)D,J + Lo (CC). 
,j=l 
Let p E T* fl\O be a characteristic point of L1 (z! 0, of multiplicity 
T > 2. Possibly using a symplectic transformation we may s.uppose that 
0 E R and p = (0: e,, ), where e,, = (0, 0, . . . , 0, 1). As a consequence 
h (P) = A” (O), 
which, by assumption (H2) is a degenerate matrix of rank N - 1 with 
the eigenvalue zero having multiplicity T. We can then find a N x N 
non singular matrix U (x), U E Cx (w, Horn (C”, Cv) ) , where w is a 
neighborhood of the origin, w E 62, such that 
(3.2) U(X)-* A” (XT) U (x) = diag (2’ (XT), G (x)) + 0 ( 1 z I’). 
as x -+ 0, where k- is a suitably large positive integer, G E 
C” (w, Horn (Cv-“, CT-“)) is a non singular matrix and 2’ E 
C” (w, Hom(C”, Cr)). 
Exploiting again assumption (H2) we may assume that 
(3.3) 
Applying ARNOLD result [ 11, we may find a non singular matrix 
N E Cx (w, Horn (C-%-, CT”)) such that, if we denote again by A” 
the block-diagonal matrix in the left hand side of (3.2), we have 
(3.4) N (x)-l A” (cc) N (XI) = diag (A(z), G (XT)) + 0 ( 1 x I”), 
as z ---f 0. where Ic is a suitably large positive integer and 
(3.5) X(x) = 
0 0 0 . . . 
la,-(x) &.-l(X) +-2(x) ... m(z) 
TOME 122 - 1998 - No 8 
1 0 0 1 0 1 . . . 0 
HYPERBOLIC SYSTEMS WITH MULTIPLE CHARACTERISTICS 611 
the aj ‘s being smooth functions defined in w. We point out that, due to the 
hyperbolicity assumption near points of the form (z, <a, 0, . . . , 0, r,,), 
1: E w, we obtain 
(3.6) CLj (X) = O( 1X1-j) as X -+ 0, j = 1, ..‘) 7”. 
From now on we assume that the matrix A" (x) is given by the r.h.s. of 
equation (3.4) thus yielding that the operator L (z, D.T) has the form 
(3.7) L(z, 0.r)~ -I-~DcJ + 2 Aj(~)Llj + LO(Z), 
,j=l 
and 
(3.8) A" (x) = 
0 1 0 . . . 0 
0 0 1 . . . 0 
0 0 0 . . 1 
ar (x) a,-1 (z) are-2 (x) . . . al (x) 
0 
0 
for x E w, and where 
(3.9) a:j,(X)=O(lXI’-“+l) asx-+O, j = 1, . ..) T. 
4. Proof of theorem 2.1 
4.1. Reduction of the problem. - We prove Theorem 2.1 showing that 
if the operator (2.8) does not satisfy the Levi conditions, then it is possible 
to construct an asymptotic solution depending on a large parameter t > 0 
which violates the a priori estimates ensuing from the well-posedness of 
the Cauchy problem (2.1) (see e.g. [8], section 4). The main idea in 
accomplishing that is to exploit the rank assumption on L1 (XT, 0. 
We use the notations of the preceding section and work in the special 
coordinate frame selected there; p then denotes the characteristic point 
p = (0, e,,) of L in (3.7)-(3.9). 
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The following definition simplifies the notation: 
DEFINITION 4.1.1. - Let A (2, D.,+ ) be a N x N matrix of (pseudo) 
differential operators of order m E R, defined in a (conic) neighbourhood 
w x I? of (p) 0. Let i, j E (1, . . . , N}; we denote by Ai (x, Ds) the 
(N-l)x(N-1) t ma rix obtainedfrom A (x, OX) by deleting the j-th row 
and the i-th column. Hence A: : C” (w? C”-‘) --+ Cc” (w, C”-l). 
Remark 4.1.1. - When L is written as in (3.7)-(3.9), ker L1 (0, e,,) = 
[Q], range L1 (0, Q) = [el, . . . , e,-I, e,+l, . . , enr]. Thus Equation 
(2.8) becomes: 
(4.1.1) detL = Lrl (2, Or) - L’ (x, 0.r) (Lt.)-’ (x, 0.r) 2 (x, D.& 
where (Lz)-’ (2, DT) denotes a parametrix defined in the open conic set 
w x I? of the elliptic operator Li (z, D, ), and 
(4.1.2) L’ (x, Dr) = IL2 (2, D.T), . . . , Lw (2, Dz)], 
(4.1.3) 
h( x, &) 
x(x, D.r) = L-1.1 (x, Ox) 
L+I.I (x, D.r) ’ 
- L.v.1 (x, Or) - 
Here we denoted by L;j (x, DT) the (i, j)-entry of the matrix L (x, D,r). 
Obviously &L in (4.1.1) maps C” (w, C) into itself. 
Proving Theorem 2.1 - the goal of this section - is then equivalent to 
proving the following 
THEOREM 4.1.1. - Suppose that the Cauchy problem for L in (3.7)-(3.9) 
is well-posed in Coo and let p = (0, e,) be a characteristic point for L of 
multiplicity r. Then &L in (4.1.1) is of IP-type of order r at p. 
Next we need to multiply L on the right by an N x N elliptic matrix 
R (x, OX) of differential operators of order N - 1 defined near the 
origin. 
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We have 
(4.1.4) 
1 
/l-l 
LE (x, D,r) = (A” (x))~ D,, - 11~ DO - C A’ (x) D,j - LO (x) . 
j=l r 
In a conic neighborhood of p the operator D,, is elliptic; in what follows 
we denote by 0;’ its inverse and it will be understood that everything 
takes place in a conic neighborhood of p of the form w x I and we shall 
possibly shrink it as needed. 
Equation (4.1.4) can be rewritten as: 
(4.1.5) 
[ ( 71-l 
1 
L; = I,\T-~ - Ilv Do - c Aj (XT) Dj - Lo (a~) ((A” (z));)-1 D,l 
j=l I 
n-l 
1 
- Ilv DO - C A’ Dj - LO [D,‘, ((A” Cx,,;,-‘1 (A” (4); Drt 
j=l 
r 1 
= (hi-1 - C (z, Ox)) (A” (x>,t, D,,. 
where C (z, [) N Cj>O Cj (x:, C)Elll-j and the Cj (x:, 5)‘s are first 
order differential operators in 2, = (DO, . . . , D,-1 ) depending smoothly 
on zll. It is useful to interchange the first and the r-th rows of L applying 
the matrix A defined as follows: 
(4.1.6) 
We define the matrix R(z, Dx) by: 
(4.1.7) 
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where 2 (2, O,r) is a N - 1 dimensional vector of differential operators 
of order N - 1. 
The matrix R is used as a left multiplier for L, needed to get a step 
closer to a scalar case. To this end a crucial role is played by the operator 
E (2, D.r), which is given by: 
(4.18) 2(X, &) = 
r-2 ‘v-1 rj-(.V-1)SC C-l-k1 r;-(x-2)+C* 
-lx c c c c .‘. 
,j=O T=N-1-r; li, =o (,=X-2-P; kz=O 
t,-2-l-k,-, r;-(aV-,j)+l,-l (,-,-l-k, 
. . 
c c c 
C,-,=.V-j-1,; k,=O C,=S-(j+l)-r; 
(-1)2V-(j+l)-E:=, k,-C, (Nil) (I-;+) (+;2-~2) 
(  
Yj-1 - 1 - k,j . . . 
4 > 
where rj* = [(l - pu) (r - j - l)] and 0: C,Q (x? D,,.) denotes the first 
order differential operator obtained from Ck (2, D.,.) taking h derivatives 
of the coefficients with respect to z,?. 
Before motivating Definition (4.1 .S) we need some preliminary lemmas. 
LEMMA 4.1.1. - Let A, B be scalar classical pseudo-differential operators 
of orders m, m’ respectively: A N C,jro urn-j, B N Ch>” b,,,f-1,. Then: 
(i) If A is IP-type of order g at p j A o B is of IP-&pe of the same 
order at p; 
(ii) If A o B (B o A respectively) is of IP-type of order g at p and b,,,/ # 0 
then A is of IP-type of the same order at p. 
Proof. - The proof of (i) is straightforward. As for (ii) the term of 
order m + ml - s of A o B is given by: 
(4.1.9) 
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it is easy to see that putting s = 0 in (4.1.9) yields (2.6) for a,,, by 
induction on the number 1 (;II 1 + I,0 1 of derivatives. We now assume 
by induction on s that (2.7) holds for a,,, , a,,,-r , . . . , ap,c-S+r. Setting 
k = 1-9 1 = 0 in (4.1.9) we get: 
an,--s bnc = (A 0 I% + R, 
where R vanishes because of the inductive hypothesis. Taking successive 
derivatives of the above relation by induction we can conclude the 
result. 0 
LEMMA 4.1.2. - Let A (x, DX) be a M x M matrix-valued classical 
pseudo-differential operator of order ,O. Assume that A (x, Ds) N 
&>” Ac (x, 0) D,? where Ak (x, D) is a first order differential ope- 
rator in D = (Do, . . . . Djl-l). Then, denoting by (I‘bf - A (5, D:r))-l 
a parametrix of the elliptic pseudo-differential operator 12ff - A (x, D,,.), 
we have 
r-2 
(4.1.10) (IM - A (2, D.,))-l = c Aj (2, 0.r) + E (z, D,& 
j=o 
where E is a zeroth order pseudo-differential operator of IP-type of order 
r - 1 at p. 
Proof. - We have: 
(4.1.11) (h/r - A (x, D.T)) E (x, 0.r) = A”-I (x, DC& 
modulo smoothing operators. It is easy to verify that 
(4.1.12) Q (A’-‘) (x, r> N c QI-? (x, r>, 
?ENU10) 
where a--*, is a symbol homogeneous of degree -y with respect to I, 
vanishing at p of order (r - 1 - y)+ in the r= ({a, . . . , m-1) variables. 
Conditions (2.6), (2.7) are now evident and Lemma 4.1 .I allows us to 
conclude. 0 
Definition (4.1.8) is motivated by the following 
BULLETIN DES SCIENCES MATHBMATIQUES 
616 S. BENVENUTI et al. 
PROPOSITION 4.1.1. - There exists a N - 1 dimensional vector of pseudo- 
differential operators of IP-type qforder r, q (x, D,r) E OPS’Y-l (w x I’), 
such that 
(4.1.13) ii (x, 0.r) = -@;.)-I (x, 0.r) 2 (x, D,r.) D:-’ + Q (q D,& 
moreover the principal symbol of 9 vanishes identically. 
Proof. - Due to (4.1 S) we have: 
(4.1.14) - &;)-I (x, D.r) 2 (x> D.r) D;-’ 
= -D,l ((A’“(z))~,)-l(l-,~-l - C (x, D3.))-l 2 (x, DJD,’ 
r-2 
= -D,l ((A’“(x));)-1 c Ci (x, D,,,) 2 (x, D.r) Of-‘: 
.j=O 
modulo terms of IP-type of order r because Lemma 4.1 .l and Lemma 
4.1.2. By means of the inverse Newton-Leibniz formula, 
(4.1.15) q(x) D;-’ = “2 (-1)-‘--l-’ (N; ‘) 0; (DC-‘-’ q(z))> 
IdI 
we may rewrite the right hand side of (4.1.13) as: 
(4.1.16) -0,’ ((A” (x));)-’ 2 -g (-I)“+’ (“I ‘) C’ (z, D.,.) 
,j=O (~0 
where by DzV1-‘2 (z, D.,.) we mean the differential operator obtained 
by 2 allowing Dr-l-’ to land on the coefficients. For fixed j E 
{O, . . . , r - 2}, because of (4.1.12) we note that the generic term in 
(4.1.16) has order e - y, where we keep into account the asymptotic 
expansion of Cj (x, <) coming from (4.1.12), and vanishes of order at 
least (j - y + l)+ in the c variables. Hence when .! < N - 1 - r,f these 
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terms contribute to a remainder of IP-type of order T - 1 at p. Thus 
modulo these error terms (4.1.16) becomes 
(4.1.17) 
-o,l((A"(z));)-l 2 dx2 (-l).v-l-' ("4 1) 
j=o kv-1-T; 
c.i-l (2, D.r) c Ck, (2, 0) Dy-'+' [Dg- 2 (x, D,,)] ; 
kl>O 
for fixed j E (0, . . . , r-2)andeE N-l-r;, . ..>N-1 wenote 
{ > 
that the generic term in (4.1.17) has order e - Icr - y and vanishes of order 
j + 1 - y, where y > 0 [see (4.1.12)]. 
Therefore when Icr > r: - (N - 1) + 1 these terms give a contribution 
of IP-type of order T - 1: thus (4.1.17) becomes: 
(4.1.18) 
T-2 I -V-l 
-4? ((A’” <4>!>-’ c c 
j=O Y=IV-1-r; 
c7j-l (x7 ox> ck-, (x, 0) 0, - 1 k1+e [Df-C 2 (x, D,T)]. 
We point out that the power of D, in (4.1.18), -1 - 11 + e, is 1 0: in fact 
a-1-kr>N-2-r; 
>N-2-r; 
= N - 2 - [(r - 1) (1 - pn)] 
>N-2-(r-2)20, 
since [(r - 1) (1 - pu)] 5 r - 2, due to the fact that pn < 1. By iterating 
the above procedure we can move backwards the action of D;l-‘l+r 
until it reaches 0;’ in front of (4.1.18). This yields formula (4.13) for 
ii& Dz). 0 
From Lemma 4.1.1 it also follows that: 
COROLLARY 4.1.1. - The operator &L eCo Ll,., where ““L (x, D,) 
denotes the differential operator of order N - 1 whose principal symbol 
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is (-l)‘+r det LF (x, 6) is of IP-type of order r at p if and only if 
&t L . 0r-l is of IP-type at p of the same order. 
DEFINITION 4.1.2. - Let K be a N x N matrix of differential operators 
of order N defined as follows: 
(4.1.19) K (x, 0.r) = AL (x, D:c) R (x, Ox), 
where A, R have been defined in (4.1.6), (4.1.7) respectively. 
We recall, using (4.1.2) (4.1.3), that 
(4.1.20) AL= [+++-]. 
Hence it is useful to write K (x, D.,.) in block form as: 
(4.1.21) 
K (x’ D’r) = 
hl (x, D,. k’ (x, 0.r) 1 iii (x, &) x(x. 0.J ’ 
PROPOSITION 4.1.2. - The elements of K satisfy the following conditions: 
(i) kll is a differential operator, hyperbolic with respect to (0, eo), whose 
principal symbol vanishes of order r. 
(ii) The principal symbol of i (x, D.,.) vanishes identically and i (2, D.,.) 
is of IP-type of order r at p. 
(iii) The principal symbol of k’ (z, D.,.) vanishes at p. 
(iv) K is an elliptic operator in a conic neighborhood of p. 
Proof. - (i) We have: 
(4.1.22) h(x, 0.r) = L,I D;, "-l+Llg 
= (&L) of--' + L' *', 
by (4.1.1) and (4.1.13). Because of Proposition 4.1.1 and Lemma 4.1.2 
L’ !@ is of IP-type of order T at p, with principal symbol vanishing 
identically. Since (H2) implies that (‘“~51) is elliptic at p and 
(4.1.23) 
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holds true by hypothesis, we have assertion (i). 
(ii) % (xc, Dx) is given by: 
(4.1.24) 
hence 
(4.1.25) 
At the principal symbol level L,jk = (Lb) j, k-1, therefore 
recalling Proposition 4.1.1. 
The same Proposition yields the second part of assertion (ii). 
(iii) It is enough to recall that the r-th row of L has a vanishing principal 
symbol at p. 
(iv) Comes directly from the definitions. 0 
4.2. Construction of an asymptotic solution. The purpose of this 
section is to construct a suitable asymptotic solution ut (zu, 21, . . . i IC,~), 
depending on a large parameter t > 1, of the equation Lut N 0, whose 
Cauchy data on x0 = 0 do not vanish identically, contradicting the a-priori 
inequality coming from requiring that the Cauchy problem for L be G” 
well-posed. 
Following ([8], [7]) we start by making a symplectic dilation 
(4.2.1) 
where X = --!- and p = (PO, . . . . p,,)is the weight of Definition 2.1. 
We point ou:%% the whole asymptotic construction is taylored on the 
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differential operator lcrr (z, D,r), although Proposition 4.1.2 allows us to 
deal with the other entries of the matrix K (x, D.r). 
Writing krr (x, D1.) = Et& 9, (z, D,r), Fs being homogeneous of 
degree s in D,7, we have that, after (4.2.1), krr becomes 
the sum in (4.2.2) being performed where -(p, p) X + (s - 16 I) p,, X + 
(6, j!?) X > -M; here we denoted a generic multiindex Q by CI = (G! a,,). 
Let 6 = p X and 
(42.3) M = {( %Q,P)IoiSI-l, Ial +(P-Q-P) 
< T (1 - PO) - (N - s) and c$& (0, e,,) # O}, 
The next step is to make another symplectic transformation as follows: 
(4.2.4) (x, I) c-$ ((0, eTL) t-’ + xtwo, Et”), 
where E = 1 + 60 - S,,, and CJ = (~0, . . . , CJ,~) is defined by the following 
formulas: 
(4.2.5) 
(4.2.6‘) \ I 
a,+& = (a0 + SO) rnt 
{ 
?- + (5 - 6, g 
> 6, Pn 
s- 161 -Nfr +so s- 161 -N+r 
1 
. 
The term in (4.2.2) transforms as: 
(4.2.7) z( $, S” (t-“- xn + t-‘)!‘” 
. . 
s. 0, a9 
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the sum being taken over all (s, G, 8) such that the exponent oft in (4.2.7) 
gives a contribution greater than -M. We remark that: 
(4.2.8) on > & 2 1. 
In fact (4.2.5) and Definition 2.1 together imply that 00 2 E. It is therefore 
enough to show that (T I1 2 au. This is a consequence of (4.2.6) if we 
know that 
r+ P-G,& (- 
b 
(4.2.9) > 
s- 161 -N+r 
>1 
on M. But (4.2.9) is true since Sj 5 So, V j. The very definition of E 
finally yields the last part of (4.2.8). 
PROPOSITION 4.2.1. - The operator in (4.2.7) has the following properties: 
(i) every component oft in (4.2.7) is less or equal to 
7- (SO + 00) + (N - r> (42 + 6); 
(ii) V (s, QI, p) $! M the corresponding power oft in (4.2.7) is strictly less 
than r (SO + ao) + (N - T) (6, + or,). 
Proof. - (ii) If (s, cr, ,/3) E M, cy,, = 0, it is easy to show that 
(4.2.10) 7. so + (P - & T) + S,,Pn < 
s- 151 -N+r 
1 - p,r ; 
hence we can estimate: 
(4.2.11) a,, + S,, < (~70 + So) min 
[ 
1 6 n B1, -- 
M sop-Pn) so s- pi\ -N+r 
6, PI, 
+(r, s- 161 -lv+r ’ 1 
due to the choice of a in (4.2.3, (4.2.6). Therefore cII -l-6,, < (au + &)/PO. 
Stating that the generic exponent in (4.2.7) is strictly less than the maximum 
exponent T (ao + So) + (N - r) (gn + S,), amounts to saying that 
(42.12) (s- 161 -N+r)(a,, +S,) < (ao+So)r 
(ii-l - & s + Z) + (E + S,,) p,,; 
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if s - ) 6 1 - N + T < 0 assertion (ii) is trivial by (4.2.5), (4.2.6). We may 
thus suppose that s - ) &! 1 - N + T > 0 and (4.2.12) is now equivalent to: 
(4.2.13) 
if (s, cr, /3) E M, on = 0, (4.2.10) shows that the quantity in square 
brackets in (4.2.13) is greater or equal to k. Together with (4.2.11) this 
proves assertion (ii). 
(i) The result in this case is true due to (4.2.11) and recalling that gn in 
(4.2.6) has been defined by a minimizing procedure over M. 
cl 
We now compute the action of the dilations (4.2.1), (4.2.4) on the matrix 
K (z, D.r) defined in (4.1.21). As far as lclr (2, D.r) iszoncerned, formula 
(4.2.7) yields that (I’ll o Dz o 01) (x, [, t) = tFo (klr (5, I) + o(l)), 
where Fo = (a0 + So) T + (IV - r) (a, + 15, ), and o ( 1) denotes a 
differential operator of order 5 N, uniformly infimtesimal as t + +oo. 
Moreo_ver Propositions 4.1.2 and 4.2.1 (ii) give that (/coD~oD~) (xL., I, t) = 
tfi-6 (CT, <, t), with 77 > 0, rl E &, as t --+ +x0. 
Performing the same computations on I? (2, OX) and applying 
Proposition 4.1.2 (iii), we note that (I?! o D2 o Dr) (z, <; t) = 
tF1 k’ (xL.‘, [, t), with Fl 5 _(N - 1) (G,, + S,,) + (au + So). Final5 
(zo 02 o 01) (z, I, t) = tFJ ??(x, <, t), with F;L = N (cm + S,,) and E 
still an elliptic symbol near (0, e,, ) as t -+ +CG. 
We thus arrive at a formula of the kind 
(4.2.14)ii (x, D,,, t) = (K o & 0 01) (x, D,., t) 
tFo (IF11 (2, &) + 0 (1)) tF’ 2 (x, D,,, t) 
= 
tF4(2: D,., t) tF2 it (2, II,., t) 1 
We remark that Fn + l5 - J’l - (41 - 71) = n + (T,> + 6,, - (au + SO) > 0, 
because of the very definition of grl in (4.2.6), (4.2.9) and the fact that 
rj > 0. 
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Let us define the following N x N matrices: 
(4.2.15) 
(4.2.16) 
(4.2.17) 
Setting 
sC3) = t-F0 I>V. t 
(4.2.18) 
we have: 
(4.2.19) 
E (cc, D,, t) = sy sy’ k (z, D,., t) si” sp, 
We point out explicitly that 2, i and K can be written as: 
2 (xc, D.,, t) = k: (x, Da) + o(l), 
(4.2.20) Qz: D,, t) = z* (z, a.) + o(l), 
f&J a., t) = E* (x, 0.r) + o(l), 
where o (1) denote differential operators of order 5 N, uniformly 
infinitesimal as t -+ +oc and K, (5, Ds) is an elliptic differential operator 
at (0, e,,) of order N. 
Replacing t by tg, g > 1 suitable, we may assume that the off-diagonal 
blocks of (4.2.19) are 0 (t-“) f or any positive real number M, and that 
the o (1) terms in (4.2.20) above are also 0 (t-“I) . 
We now want to apply to the matrix E in (4.2.19) the Ivrii-Petkov 
construction ([8], [7]). For sake of simplicity we shall again call 
K(z, D,r, t) the matrix E(x, D,., t) in (4.2.19). 
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s 
(4.2.21) E (x, t) = exp 1: y t2?) + C qJi) (z)tyl , 
j=l I 
where y is a suitable complex number and 1 > ~1 > zq > . . . > xg > 0 are 
rational numbers, be the phase function constructed applying the procedure 
of [8], [7] to the operator &r (x:, O.l-). We point out that, due to (4.2.6), 
Icrr (x, D,,.) contains at least two different monomials and that it does not 
verify Ivrii-Petkov conditions if &t L doesn’t. 
Define 
(4.2.22) K# (z, D.,., t) = E (XT. t)-l K (x, D,,,, t) E (2, t). 
Then if g has been chosen suitably there are rational number aij, i, j = 1,2, 
such that 
(4.2.23) 
[ 
t”” [k,# (L-C, D,r) + o (l)] t”‘” [@’ (x, D,,.) + o (l)] 
K# (2, Or, t) = 
t”“’ [z (z, Dj.) + o (l)] f’2 [K (x) + 0 (l)] 1 
where kg’, g# and x are 1 x (N - l), (N - 1) x 1 and (N - 1) x (N - 1) 
matrices respectively, E(z) being non singular in a neighborhood w of 
the origin, and all + a22 > a12 + aZ1. We may further simplify K# by 
getting rid of most of the powers of t; put 
(4.2.24) 
P= [j&J> 
73t3) = 
t 
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and call again K the matrix obtained as in (4.2.18) 
(4.2.25) K (x, D,., t) = Ti3) Tj2)-’ K# (z, D,., t) T,(1) T,(“)t 
we then have 
(4.2.26) K (x:, D,., t) N c t-f K(“) (q D& 
d>O 
where T is the g.c.d. of the denominators of the pj E Q, j = 0, 1, . . . , n 
and 
(4.2.27) Kc”) (x:, Ds) = 
We remark that, due to the choice of the number M, there is a 
c E N such that Iced)’ = 0 4 $td), when d = 0, 1, . . . , c - 1. 
Furthermore kio,) ( z, Dz) = L (2, Ds) - the transport operator of [8], 
and ??(O) (2, Dz) = IN-l. 
Let us denote by ~)t (t) an asymptotic solution of the equation 
(4.2.28) K (z, D.r, t) v (4 - 4 (4, 
where Ft (x) N &,O t-l Fed) (z), wt N &,o t-f wta) (z) are smooth 
vector-valued asymptotic series and Ft may depend on the phase functions 
cpy . . . , q+). 
We want to exploit the non singularity of the matrix E(O); writing an 
arbitrary N-vector v = (WI, . . . , u]v) as ‘u = (~1, w’), v’ E CN-‘, and 
equating the powers of t, the coefficient of t-T, m = 0, 1, . . . yields the 
following set of equations: 
(4.2.29) 
c Lo k(m-~) Wit+ CL, j&-f) @)’ = F,(““), 
c 
Lo -p-r) Wit) + C;=, $‘“-“) r#) = @“I’, 
m = 0, 1, . . . 
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We show that the Equations (4.2.29) can be reduced to a family of 
(4 equations in the unknown functions ?)I , d 2 0. Consider the first m + 1 
equations in the second line of (4.2.29); they can be written in the form 
(4.2.30) 
where bj = - xi,, g(j-q) vi”) and 
(4.2.31) 
i.e. K is a (m + 1) (N - 1) x (m + 1) (N - 1) block-lower triangular 
matrix which is non singular since det K: = 1. The next step is to 
find a matrix, which we call ““K, such that ““KX = I(,,r+l~(~v-lJ. 
Let ““K: = [Ci,j] u<;<,,, ; 
OZj?m 
where Ci,, is a (N - 1) x (N - 1) block 
-- 
Q i, j = 0. . . . , rn. The above equality can be rewritten as 
,,, 
(4.2.32) c CjX. K(~-“’ = bjj r-~-l. i? j = 0, . . . . m. 
k=j 
It is useful to make the convention that ?‘) = 0 if ! < 0. Letting 
i = 0, j = m in (4.2.32) we get Co,,, = 0. Decreasing j by one unit 
we obtain, again from (4.2.32), that Cal,,-1 = 0. Iterating the argument 
we conclude that 
(4.2.33) coo = 1x-1, car; = 0, Q k, 0 < k 5 m. 
The same argument applied to the second row of ‘“K and then to the 
third, etc., gives that 
(4.2.34) Cij = 05 Qi, j E (0, . . . > m}. i < j; 
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(4.2.35) cij = I1\F-l, vi E (0, . . . ) m}. 
At last if i > j we have: 
,n i-l 
0 = C Cj, K(~-j) = t: Cik K(k-') + Cij, 
k=j k=j 
hence 
i-l 
(4.2.36) cij = - c Cik @--j’, vi, j, i > j. 
k=j 
Using this formula, the lower-triangular block structure of ‘“Ic and an easy 
inductive argument we can prove the following 
LEMMA 4.2.1. - For every i, j E (0, . . . , m - l} we have 
(4.2.37) 
Turning back to 
vector component 
$4’ 
Ci+l.j+l = Cij. 
the equations (4.2.29), (4.2.30), we solve the (N - l)- 
of them, obtaining 
1,) f 
= 
= tx 
C n1( - -p-(l) $) + jw 
c=o y=o 1 
so that the quantity in the first line of (4.2.29) becomes: 
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Actually the operators I$:\ do not depend on m: 
=--$- k((--j’)’ q,,., $;‘I 
j’=O j’=() 
Due to this formula the first equation in (4.2.29) reads as 
111 
(4.2.38) c 
(m-C) _ 
Qv+ - G, 
I=0 
where G is a known function depending on F(“‘) and QC is such that 
(4.2.39) Qo = L. 
The transport equation (4.2.38) can be now dealt with exactly as in [8], 
thus yielding the existence of an asymptotic solution of the equation 
(4.2.40) K (2, D,,; t) E (XI, t) vt (cc) N 0, 
where K is the operator in (4.2.29), eventually leading to the proof of the 
necessity of the conditions (2.7) for &L. 
5. The subprincipal symbol of &t L 
When we focus our attention on the conditions, written in (2.7), which 
must be satisfied by the zeroth order term of &t L in (4.1.1) according to 
Theorem 2.3, we may notice that these conditions bear on the invariant C 
introduced in ([13], [15], [4], [6]). More precisely let 
(5.1) 
L (z, <) = Lo (czy Ll (z, El+; (&,a,) Ll (5, <j-i {Ll, cOLl} (z, r>. 
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We say that 
(d&L)0 EIpO t - ( a p x0, <“) if, as in (2.7), ‘u” 13; (&L), (CC’, co) = 0 
for ) Q: 1 + (p - CL, p) < ~(1 - ~0) - 1. Recalling that P” (2, I) = 
fk-1 (z, r> + ; (@n 8,) a (x:, 03 f or a pseudo-differential operator P 
as in Definition 2.1, is the subprincipal symbol of P, we can then prove 
the following theorem: 
THEOREM 5.1. - Let p be a characteristic point of (&L)l ofmultipli- 
city 7’. The following conditions are equivalent: 
(i) (c&L)~ z IF 0 at p; 
(ii) (c&L)” 5 up 0 at p; 
(iii) (“Lr C),, = up 0 at p; 
(iv) C G 1~ 0 at p modulo L1, i.e. 3 N x N matrix T such that 
C E up L1 T at p. 
Proof. - It is clear that (i) and (ii) are equivalent. We begin therefore 
by showing that (ii) and (iii) are equivalent. The following formulas will 
be useful in the sequel: 
(5.2) 
(5.3) 
where we put s* = sifs<rands*=s+lifr<ssN-1. 
Moreover let us recall from standard pseudo-differential calculus that: 
(5.4) (AoB)“=A”nl+Alns-~{A,; B1}, 
(5.5) (A-l)” = -A,lASA,l + $ Al1 {Al, A,l}, 
where Al, Br here denote the principal symbols of the pseudo-differential 
operators A, B. We compute: 
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Due to the definition of L in (5.1), the terms in (5.6) containing LO and 
(a.,., 86) Lr can be treated in the same way. Therefore singling out the 
term containing (a,., 8~) Lr in formula (5.6) we get: 
(5.7) the term containing (a,,.: I%) LI 
after a straightforward verification, using equations (5.2), (5.3), thus 
proving that (ii) e (iii) in the (a.,, 8,~) L1 part. 
We are now left with the {LI, ("Ll} term in L. From (5.6) we have: 
(5.8) 
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after a repeated use of equalities (5.2), (5.3). The last two summands in 
the right hand side of (5.8) now add up to 0, since: 
(5.9) 
s 
c (coLl)ly (LI),.~+~ = 0, h = 1, 2, . . . , N - 1, 
g=l 
(5.10) (-w g.h+l=((Ll):)g,7, 9=1,2,...,N-l. 
This concludes the proof of the equivalence of (ii) with (iii), because 
(““L1)l, is an elliptic symbol near p = (x”, to). 
We now prove the equivalence of (iii) and (iv). From 
(5.11) C-LIT E 0 at p, 
for a suitable N x N matrix symbol (we write G instead of E 1~). 
Chooseanf!E (1, . . . . 
(Tip, Tp), where Tt 
N} and write the e-th column of the matrix T as 
# = (Tzc, . . . . T,vc). Looking at the e-th column of 
equation (5.11) and discarding the r-th component we have 
where 2 = (Clc, . . . , C,.-I-J, &+I, I, . . . , L:v. () and 21 has been defined 
in (4.1.3). Since L: is by assumption an elliptic symbol, the above system 
of scalar equations (e is fixed) yields 
(5.12) T,? = ((L&-l & - ((Ll);)-1 2rTle. 
Plugging (5.12) into the discarded r-th component we obtain 
L,c - L,lTlt - L’ [((Ll),l.)-’ 2, - ((L&-l ?I TIC] 
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which amounts to state that 
(5.13) yOL1 C),( f 0 VlE (1, . ..? N}. 
Thus we proved that (iv) is equivalent to (5.13). In order to prove the 
equivalence of (5.13) and assertion (iii) in the statement it is enough to show 
that if (“Lr ,C)rr z 0 then (CoL1 ,C),, G 0, for every J! E (1, . . . . N}, 
e # r. We have 
(5.14) (‘“LlLO ““Ll)l( 
An analogous formula holds if Lo is replaced by (&, 8,) Lr . On the 
other hand 
(5.15) 
y% -Lb, %H1~ 
[ 
yLl)k( ((‘%)k, 
((‘%)l( (Co-wlr 11 
Let us take a closer look at the second sum in the right hand side of 
(5.15); we may write it in the form 
M2 =(% {Ll, CoL~})lr co 
( Ldl, 
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Since CF!, (Lr),, (CoLl)kr = S,$, det Ll, we obtain that 
(5.16) 
CCOL1 )lP 
M2 = (cOL~ {-h, co-h))~r co 
( -wl, 
+ (coL~)lr det LI, 
1 
(co-Wlp 
CCOLl )lr > 
= (% {Ll, r”Ll})lr ;::;;;l; 
- det h 
{ 
(coL1)l,, 
(coL1)l@ 
co 
( Llh, 1 
CCOLl >lC 
> (COL&. . 
On the other hand it is not difficult to prove that 
so that, by (5.14)-(5.16), we deduce 
when Rt is a symbol behaving at least as the gradient of det Ll: 
in a neighborhood of p. This ends our proof since it is obvious that 
d(,..tJ det L1 already verifies the Ivrii-Petkov conditions we are imposing 
onto (roL1 C),,, ! = 1, . . . , N. 
0 
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