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Abstract 
The so-called a posteriori approach to optimization with multiple conflicting objective functions is to compute or approximate a 
Pareto front of solutions. In case of continuous objective functions a finite approximation to this set can be computed. Indicator-
based multiobjective optimization algorithms compute solution sets that are optimal with respect to some quality measure on sets, 
such as the commonly used hypervolume indicator (HI). The HI measures the size of the space that is dominated by a given set of 
solutions. It has many favorable monotonicity properties but it requires a reference point the choice of which is often done ad-hoc. 
In this study the concept of set monotonic functions for dominated subsets is introduced. Moreover, this work presents a reference 
point free hypervolume indicator that uses a density that is derived from the user’s preferences expressed as desirability functions. 
This approach will bias the distribution of the approximation set towards a set that more densely samples highly desirable solutions 
of the objective space. We show that the Harrington type and the Derringer-Suich type of desirability functions yield definite 
integrals and that the Harrington type has also the favorable property to provide a set-monotonic function over the set of dominated 
subspaces. It is shown that for a product type of aggregation the weighted hypervolume indicator is mathematically equivalent with 
an approach that computes the standard hypervolume indicator after transformation of the axes. In addition a probabilistic 
interpretation of desirability functions is discussed and how a correlation parameter can be introduced in order to change the 
aggregation type. Finally, practical guidelines for using the discussed set indicator in multiobjective search, for instance when 
searching for interesting subsets from a database, are provided.  
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1. Introduction 
This work is intended to extend the discussion of weighted hypervolume indicators that measure the performance 
of sets of alternative solutions in multiobjective optimization. We will discuss reference point free versions of the 
weighted hypervolume indicators that use probability distribution functions to model the decision maker’s 
preferences. It offers a way to formulate user preferences for situations where a set of a small number of solutions is 
computed with the aim to find at least one solution that satisfies the decision maker. The use of desirability information 
steers the search to more relevant parts of the Pareto front. Moreover, we will motivate the   concept of the desirability 
of a set based on the desirability of its elements. Desirability function here is understood as a special form of a utility 
function related to preferences (goals) of a decision maker (DM) rather than utility related to usefulness [9]. 
The new approach is similar to a recently proposed method by Wagner and Trautmann [1] that uses desirability 
functions in the hypervolume-based multiobjective optimization algorithm DF-SMS-EMOA. In DF-SMS-EMOA the 
coordinate axes are transformed using desirability functions and the standard hypervolume indicator is computed 
based on the transformed coordinates. Our approach will be different and based on the weighted hypervolume 
indicator using (probability) densities derived from the desirability functions. For the special case of using a product 
type of aggregation function, it will be shown that the new approach and the approach in [1] are equivalent. This work 
will therefore provide a view that reconciles the weighted hypervolume approach and desirability function approach 
in [1], by viewing the second as a special case of the first.  
2. Set monotonic functions of dominated subspaces 
In this work we consider the multiobjective optimization problem (MOP) where the objective functions  ଵ݂ǣ ܵ ՜
Թǡǥ ǡ ௠݂ǣܵ ՜ Թ are to be maximized for some search space ܵ. It is said thatݔܵdominates y ∈ S, if and only if x 
is better or equal in all objective function values and strictly better in at least one objective function value. The 
efficient set of an MOP is given by the set of non-dominated solutions in S, i.e. ܺா ൌ ሼݔܵȁnot existsݑܵwithݑ 
dominates ݔሽ. The Pareto front is its image under ݂ ൌ ሺ ଵ݂ǡ ǥ ǡ ௠݂ሻ and is a subset of Թ௠ of dimension at most m. In 
multiobjective optimization it is often of interest to find the Pareto front or an approximation of it [3]. Moreover, 
Pareto dominance in the objective space Թ௠ is defined as: ݕሺଵሻ א Թ௠ dominates ݕሺଶሻ א Թ௠  if ݕሺଵሻ ് ݕሺଶሻ and ݕሺଵሻ 
is better or equal in all coordinates than ݕሺଶሻǤ 
Next we will introduce the notion of dominated subspaces on which the notion of free hypervolume indicator is 
based on. For each goal vector ݕԹ௠ let us define ܦ݋݉ܵ݁ݐሺሼݕሽሻ ׷ൌ  ሼݑԹ௠ȁݕ݀݋݉݅݊ܽݐ݁ݏݑሽ. For a finite 
multi-set (or population) of points ܲ ൌ ሼݕሺଵሻǡ ǥ ǡ ݕሺ௡ሻሽ of vectors in Թ௠, define ܦ݋݉ܵ݁ݐሺܲሻ ൌ
ܦ݋݉ܵ݁ݐሺሼݕሺଵሻሽሻ ׫ ǥ׫ ܦ݋݉ܵ݁ݐሺሼݕሺ௡ሻሽሻ. Furthermore, with ܦ݋݉ܵ݁ݐݏ௠ we denote the set of all subspaces ܣ of 
Թ௠ such that ܣ ൌ ܦ݋݉ܵ݁ݐሺܲሻ for some finite population ܲ ؿ Թ௠Ǥ  
By a set indicator we mean here a real valued function that measures how well a set of solution performs, for 
instance, as an approximation to the Pareto front. We are interested in set indicators that do not require the true 
Pareto front as a reference and thus can be used to guide the search towards the unknown Pareto front. A common 
set indicator of this kind is the hypervolume indicator: ܪܫ௥ሺܲሻ ൌ ܸ݋݈௠ሺܦ݋݉ܵ݁ݐሺܲሻ ת  ሾݎǡfሿሻ where ܸ݋݈௠ denotes 
the Lebesgue measure in dimension ݉ (in 1-D length, in 2-D area, and in 3-D volume) and ݎԹ௠ a user defined 
reference point.  
Instead of taking the classical view that an indicator is an approximation measure to the Pareto front, we take the 
more general view that it measures how well the relevant parts of the subspace dominated by the Pareto front are 
covered by the space that is dominated by the given set of points (cf. [20]). In order to do so, set monotonic functions 
on the set of dominated subspaces will be introduced next. A set monotonic function ݂ǣࣧ ՜ Թ over a family of sets 
ࣧ  is defined as a function that has the propertyǣ ଵܵࣧ and ܵଶࣧand ଵܵܵଶ implies ݂ሺ ଵܵሻ ൏ ݂ሺܵଶሻǤ The 
hypervolume indicator is for instance a set monotonic function over ሼܦ ת ܴȁܦ א ܦ݋݉ܵ݁ݐݏ௠ሽ, and ܴ is the set of all 
points that dominate the reference point, but not for  ܦ݋݉ܵ݁ݐݏ௠. A weakly set monotonic function ݂ǣࣧ ՜ Թ over a 
family of sets ࣧ is a function that has the property: ଵܵࣧ and ܵଶࣧand ଵܵܵଶ implies ݂ሺ ଵܵሻd݂ሺܵଶሻ.  
A general way to construct (weakly) set monotonic functions over ܦ݋݉ܵ݁ݐݏ௠ is by using a density function 
ܭǣԹ௠ ՜ Թ. The density based hypervolume indicator function ܦܪܫǣ ܦ݋݉ܵ݁ݐݏ௠ ՜ Թ  is here introduced as: 
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ܦܪܫሺܵሻ ׷ൌ න ܭሺݕሻ ݀ݕ

௬ఢௌ
Ǥ 
 
The definition resembles the definition of the weighted hypervolume by Zitzler [12], but does not require a 
reference point. ܭሺݕሻ must be chosen in such a way that the integral always exists. This can be guaranteed for 
density functions with the bounded improper integral (BI) property ׬ ܭሺݔሻ݀ݔ௫אሾିஶǡ௬ሿ ൏ λ  for all y ∈ Թ௠ (Here 
maximization is considered, for minimization use ׬ ܭሺݔሻ௫אሾ௬ǡஶሿ ݀ݔ ൏ λ  instead). If also the positive density (PD) 
property, ܭሺݔሻ ൐ Ͳ for all x ∈ Թ௠, holds* then the function is set monotonic over ܦ݋݉ܵ݁ݐݏ௠. This is the case, 
because firstly, the integral exists for all elements of ܦ݋݉ܵ݁ݐݏ௠ due to the BI property. Secondly, for ଵܵ א
ܦ݋݉ܵ݁ݐݏ௠ and ܵଶ א ܦ݋݉ܵ݁ݐݏ௠ with ܵଶ ؿ ଵܵthe increment ܦܪܫሺ ଵܵሻ െ ܦܪܫሺܵଶሻ is simply given by the integral of 
the positive density ܭ (see PD property) over the measurable set ଵܵ െ ܵଶ, which is strictly bigger than zero. If only 
the weaker property ܭሺݔሻ ൒ Ͳ holds, then the function is still weakly set monotonic over ܦ݋݉ܵ݁ݐݏ௠. Note, that the 
standard hypervolume indicator is given by the special case of   ܭሺݔሻ ൌ ܫሺݔ݀݋݉݅݊ܽݐ݁ݏݎሻwith I denoting the 
indicator function withܫሺݐݎݑ݁ሻ ൌ ͳ and ܫሺ݂݈ܽݏ݁ሻ ൌ Ͳ. The hypervolume indicator is only a weakly set monotonic 
function over ܦ݋݉ܵ݁ݐݏ௠, as it is, e.g., assigning the same value of zero to all sets in ܦ݋݉ܵ݁ݐݏ௠ with elements 
dominated by the reference point. 
In the following density functions based on desirability functions will be discussed. They accurately take into 
account the scaling of the objective functions according to the user’s preferences. The density based approach 
requires no definition of a reference point, which is necessary for the standard hypervolume indicator. Moreover, it 
will be shown that it is a generalization of the concept of the desirability index from singletons to sets of alternative 
solutions, and for density functions in a product form offers a simple and fast computation scheme. 
3. Construction of a density based on desirability functions 
We consider the class of desirability functions which look like cumulative distribution functions (CDFs).  The 
associated density functions are used in computing the weighted hypervolume.  Of course, we can compute the 
weighted hypervolume for any density function but the above approach is very meaningful since we get an indicator 
which is compatible with certain decision theoretic interpretations of desirability functions.  
Desirability functions, here for maximization, are functions ܦ௜ǣԹ ՜ ሾͲǡͳሿǡ ݅ ൌ ͳǡǥ ǡ݉  that map objective 
function values to the interval ሾͲǡͳሿ where the value of Ͳ indicates that the solution is not acceptable and a value of 1 
indicates that the attained objective function value fully satisfies the decision maker and s/he would be indifferent to 
a further increase of the objective function value. There are two common types of desirability functions in the 
literature, the Harrington type [5,8], which was first proposed, and the Derringer-Suich type[6].  
The Harrington type of desirability functions is given by the function:ܦ௜ሺݕ௜ሻ ൌ ሺെሺെሺܾ଴௜ ൅ ܾଵ௜ݕ௜ሻሻሻ for 
some constants ܾ଴ (absolutely satisfying level) and ܾଵ (marginally infeasible level). Harrington (1965) proposed the 
geometric mean ܦሺݕሻ ൌ ሺς ܦ௜ሺݕ௜ሻሻ௠௜ୀଵ ଵȀ௠ for computing the desirability index that is an aggregate of ݉ desirability 
functions. Here we will use the ݉-th power of the geometric mean instead, because this gives rise to a more simple 
probabilistic interpretation. The product form of a desirability index reads: ܦሺݕሻ ൌ ς ܦ௜ሺݕ௜ሻ௠௜ୀଵ Ǥ The two 
aggregations are rank invariant as the ݉-th root function is strict monotonic. Both forms have the property that a 
single desirability function value of zero causes the aggregate to be zero as well.  However, the Harrington 
desirability functions obtain values in the open interval ሺͲǡͳሻ and therefore this property will only be relevant in the 
discussion of limit properties. See Figure 1(a) for a visualization of shapes for different settings of ܾ଴ and ܾଵ. 
The alternative choice of ܦ௜  by Derringer and Suich can well reach the boundaries of the interval ሾͲǡͳሿ. For this 
approach we have: 
 
 
 
,WLVDOVRWUXHLIWKHFRQGLWLRQRQݔKROGVDOPRVWHYHU\ZKHUH
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ܦ௜ ൌ ቐ
Ͳǡ ݂݅ݕ௜ ൏ ܮ௜
ሺሺݕ௜ െ ܮ௜ሻȀሺ ௜ܷ െ ܮ௜ሻሻ௟೔ 
ͳǡ ݂݅ݕ௜ ൒ ௜ܷ
݂݅ܮ௜ ൑ ݕ௜ ൏ ௜ܷ  
 
The highest value where the ݅-th desirability function has a value of Ͳ is named ܮ௜ and the lowest value where the 
݅-th desirability function has reached the value of 1 is named ௜ܷ. Moreover, ݈௜ determines the steepness of the change 
from low to high values. See Figure 1 (b) for a visualization of the different parameter settings. 
Our research question is now whether we can construct the kernel ܭ for a ܦܪܫ௄  indicator that is (weakly) set 
monotonic over ܦ݋݉ܵ݁ݐݏ௠ and is also highly compatible with what is expressed by certain desirability functions.  
A straightforward proposal might be to just use the desirability index ܦ௠ሺሺݕଵǡ ǥ ǡ ݕ௠ሻ்ሻ as a density function for the 
weighted hypervolume. However, it will be motivated next that it is a better choice to use the derivative of the 
desirability index instead. To be compatible with the above properties of desirability functions the kernel ܭ should 
give rise to the ܦܪܫ  indicator which should at least have the following invariant properties: 
1. For a singleton the weighted hypervolume indicator should obtain the value of the original desirability 
index. 
2. For points in ܲwhere the desirability is zero for at least one function the contribution of the point to the 
weighted hypervolume indicator should always be zero.  
3. For points in ܲwhere the desirability is 1 for the ݅-th function value, a further increment of this function 
value should not yield a further increment of the weighted hypervolume indicator. 
Assuming, ݀௜ being the derivative of the ݅-th desirability function ܦ௜ , which should be defined almost 
everywhere, a weighted hypervolume indicator that has these properties can be constructed by: 
 
ܦܪܫሺܲሻ ൌ න ܭሺݕሻ

௬א஽௢௠ௌ௘௧ሺ௉ሻ
݀ݕǡ ܭሺݕሻ ؔ ߲
௠ܦ
߲ݕଵ ǥ߲ݕ௠ ሺݕሻ 
 
Here the integrand can be interpreted as a multivariate probability density function (see [13], page150), because 
desirability functions, for maximization, have mathematical properties of cumulative distribution functions (CDFs), 
albeit their standard interpretation is different. 
When using the Harrington type desirability functions, then  ܦܪܫ will be set monotonic overܦ݋݉ܵ݁ݐݏ௠ , whereas 
for the Derringer-Suich type desirability functions this indicator is only weakly set monotonic.  
 
 
(a) (b)  
Figure 1 (a) Harrington type of desirability functions for different parameters of b0i and b1i. (b) Derringer-Suich desirability functions for 
maximization. ܮ௜ is set to -1 and ௜ܷ is set to 1. ݈௜ is set to 0.5, 1 and 1. 
The fact that desirability functions for maximization objectives can be seen as cumulative distribution functions 
raises the question on whether there could be a probabilistic interpretation for them. Although the standard 
interpretation of desirability function is not probabilistic, a probabilistic interpretation of the desirability function 
could be as follows: The desirability function ܦ௜ሺ ௜݂ሺݔሻሻ could be interpreted as the probability that the decision maker 
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will accept a solution ݔ  if s/he would only look at the objective function ௜݂  in isolation Ǥ The desirability index 
ܦሺ݂ሺݔሻሻ ൌ ς ܦ௜ሺ ௜݂ሺݔሻሻ௠௜ୀଵ  is the probability that a decision maker accepts all objective function values of ݔ, assuming 
the  probability variables for the acceptance of the single objective function values are independent of each other. 
Extending the probabilistic interpretation of desirability to sets, it can be said that ܦܪܫ௄ሺܲሻ is the probability that the 
decision maker accepts at least one solution in the set. Hence, within this interpretation context,  it is justified to 
interpret the weighted hypervolume indicator of a set as the acceptance probability of that set. 
4. Analysis 
Next we will show how the integral can be computed, first for the 2-D case and then for the general case.  A 
schematic picture (for the Harrington desirability function) is drawn in Figure 2. In the following we will denote the 
value of ଵ݂ with ݕଵ and the value of ଶ݂ with ݕଶǤ Starting from desirability functions which have the form of 
cumulative probability functions, we will take the product of the associated density functions as the density for 
computing the weighted hypervolume:  Let ܲ ൌ ሼ൫ݕଵሺଵሻǡ ݕଶሺଵሻ൯ǡ ൫ݕଵሺଶሻǡ ݕଶሺଶሻ൯ǡ ǥ ǡ ሺݕଵሺ௡ሻǡ ݕଶሺ௡ሻ)} be a non-dominated 
subset of Թଶ which is sorted in the first coordinate in ascending order (this entails that the second coordinate is 
sorted in descending order). Let the desirability functions be ܦ௜ǣԹ ՜ Թǡ ݅ ൌ ͳǡʹ  and the derivatives of these 
functions are denoted by ݀௜ǡ ݅ ൌ ͳǡʹ  (assume the derivatives of the ܦ௜s exist almost everywhere).  We assume (for 
݅ ൌ ͳǡʹ) that ௨՜ஶܦ௜ ሺݑሻ ൌ ͳǡ ௨՜ିஶܦ௜ ሺݑሻ ൌ Ͳ and  ͳ ൒ ܦ௜ሺݑሻ ൒ Ͳ, for all ݑ (these are necessary conditions for a function to be a CDF). The density in a point ሺݏଵǡ ݏଶሻ of  Թଶ is defined as follows: 
 
ܭሺݏଵǡ ݏଶሻ = ݀ଵሺݏଵሻ݀ଶሺݏଶሻ, 
 
and in the points where the ݀ଵ or ݀ଶ is not defined the density is defined to be 0.  
For a box of Թଶ which is denoted by the left lower corner ሺܽଵǡ ܽଶ) and the right upper corner ሺܾଵǡ ܾଶሻ the 
contribution to the weighted hypervolume is as follows: 
 
׬ ׬ ݀ଵሺݏሻ݀ଶ௕భ௔భ
௕మ
௔మ ሺݑሻ݀ݏ݀ݑ. 
 
Using the fact that we know the anti-derivatives of  ݀௜ǡ ݅ ൌ ͳǡʹ are  ܦଵǡܦଶ we get: 
 
׬ ׬ ݀ଵሺݏሻ݀ଶ௕భ௔భ
௕మ
௔మ ሺݑሻ݀ݏ݀ݑ ൌ ሺܦଵሺܾଵሻ െ ܦଵሺܽଵሻሻሺܦଶሺܾଶሻ െ ܦଶሺܽଶሻሻ, 
 
where ܽଵ or ܽଶ could possibly be െλ. The  ܦܪܫ for a given ܲ and desirability functions ܦଵǡ ܦଶ is easy to compute: 
ܦܪܫ ൌ ܦܪܫሺܲǡ ܦଵǡ ܦଶሻ ൌ ෍ሺܦଵ
௡ିଵ
௜ୀଵ
൫ݕଵሺ௜ሻ൯ െ ܦଵሺെλሻሻሺܦଶ൫ݕଶሺ௜ିଵሻ൯ െ ܦଶሺݕଶሺ௜ሻሻሻ ൅ 
ቀܦଵ൫ݕଵሺ௡ሻ൯ െ ܦଵሺെλሻቁ ቀܦଶ൫ݕଶሺ௡ሻ൯ െ ܦଶሺെλሻቁǤ 
 
Or unfolding the products in the above formula we can get a slightly simpler expression for the weighted 
hypervolume: 
ܦܪܫሺܲǡ ܦଵǡ ܦଶሻ ൌ ܦଵ൫ݕଵሺଵሻ൯ܦଶ൫ݕଶሺଵሻ൯ െ ܦଵ൫ݕଵሺଵሻ൯ܦଶ൫ݕଶሺଶሻ൯ ൅ ܦଵሺെλሻܦଶ൫ݕଶሺଵሻ൯ 
෍ܦଵ൫ݕଵሺ௜ሻ൯ܦଶ൫ݕଶሺ௜ሻ൯ െ ܦଵሺݕଵሺ௜ሻሻܦଶሺݕଶሺ௜ାଵሻ
௡ିଵ
௜ୀଶ
ሻ ൅ 
ܦଵ൫ݕଵሺ௡ሻ൯ܦଶ൫ݕଶሺ௡ሻ൯ െ ܦଵ൫ݕଵሺ௡ሻ൯ܦଶሺെλሻ ൅ ܦଵሺെλሻܦଶሺെλሻǤ 
 
For the Harrington and Derringer-Suich desirability functions the limit values ܦଵሺെλ) and ܦଶሺെλሻ both are 0. 
Therefore the computation is equivalent to computing for each point ݔ א ܲthe transformed objective function vector   
ሺܦଵ൫ ଵ݂ሺݔሻ൯ǡ ܦଶሺ ଶ݂ሺݔሻሻሻ and then compute the standard hypervolume indicator for the transformed population of 
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objective function vectors and a reference point of Ͳ. This corresponds to the approach suggested by Wagner and 
Trautmann [1] to transform a MOP using desirability functions before computing the hypervolume indicator. The 
ܦܪܫ is therefore not new for the product type of desirability indices. Rather our paper motivates this indicator in an 
alternative way. This can provide a new insight on the relationship between the weighted hypervolume indicator and 
the desirability function based transformation of the coordinate axis used in [1], identifying the second as a special 
case of the first.  
Figure 3 shows the behaviour for singletons. The aggregation used in Harrington type and Derringer-Suich type 
of desirability functions is the product. The figure shows that in case of singleton sets the values of the ܦܪܫ coincide 
with the values of the product of desirability function values and satisfy the the requirements for the ܦܪܫ stated 
earlier in Section 3. 
 
 
   The discussion above is only for the two dimensional case. It is straightforward to extend the computation to 
higher dimensional cases. As long as the density function is in a product form, all that needs to be done is to partition 
the dominated subspace ܦ݋݉ܵ݁ݐሺܲሻinto boxes (see [7] and [14]) and compute for each one of the boxes the 
contribution to the integral using Fubini’s theorem. To show this, let us denote a single box of the decomposed 
dominated hypervolume (bound by the reference point) with the orthogonal range ሾሺ݈ଵǡ ǥ ݈௠ሻ்ǡ ሺݑଵǡǥ ǡ ݑ௠ሻ்ሿǤ Then 
 
න ǥ
௨భ
௬భୀ௟భ
න ܲܦܨሺݕଵǡ ǥ ǡ ݕ௠ሻ
௨೘
௬೘ୀ௟೘
݀ݕଵ ǥ݀ݕ௠
ൌ න ǥ
௨భ
௬భୀ௟భ
න ෑ ߲ܦ௜߲ݕ௜ ݀ݕଵ ǥ݀ݕ௠
௠
௜ୀଵ
௨೘
௬೘
ൌෑ ሺܦ௜ሺݑ௜ሻ െ ܦ௜ሺ݈௜ሻሻ ൌ ܸ݋݈ሺሾሺܦଵሺ݈ଵሻǡ ǥ ǡ ܦ௠ሺ݈௠ሻሻǡ ሺܦଵሺݑଵሻǡ ǥ ǡ ܦ௠ሺݑ௠ሻሻሿሻ
௠
௜ୀଵ
Ǥ 
Figure 2 Schematic drawing of the Integral of the desirability function based hypervolume DHID(P) for some population P. Below the ଵ݂ axis and 
to the left of the ଶ݂ axis are the desirability functions D1 and D2. 
Figure 3 The desirability set-indicator DHI({y}) of a singleton set S={y}. 
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Again, given a product form, it becomes obvious that the ܦܪܫ can be computed by a simple coordinate trans-
formation: To compute the DHI, replace all points ܽ in the given set ܲ by ሺܦଵǡ ǥ ǡ ܦ௠ሻሺܽሻ and compute the standard 
hypervolume indicator with reference point zero for this transformed set. This is equivalent to the axes 
transformation in [1]. We also see that, in case of a product form, we can compute the ܦܪܫ with the same amount of 
computational resources as for the standard hypervolume indicator.  For fast algorithms see [7] for the 2- 
respectively 3-dimensional cases and [18] for dimensions higher than 3. Once we deviate from the product type of 
aggregation we can no longer apply Fubini’s theorem and have to compute the integrals over the boxes ሾ݈ǡ ݑሿ, 
instead of using the coordinate transformation. Therefore, in terms of aggregation possibilities the weighted 
hypervolume approach is more general than the coordinate transformation approach. An example for a non-product 
aggregation is provided in the next section. 
5. Numerical Study for Bivariate Gaussian Distribution 
Instead of using the classical desirability functions, in the following study a desirability function that has the 
shape of a Gaussian cumulative distribution function will be discussed. The parameters mean value ߤ and standard 
deviation ߪ can be used to control its shape. The corresponding bivariate joint probability distribution has an 
additional correlation parameterߩ. The general shape for the bivariate PDF is given by: 
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 See Figure 4 for an example of a PDF for ߤଵ ൌ Ͳǡ ߤଶ ൌ Ͳǡ ߪଵ ൌ ͳǡ ߪଶ ൌ ͳ , and ߩ ൌ ൅ͲǤͻ. Whenever ߩ ് Ͳ the PDF 
loses its product form, and the transformation of the coordinate axes cannot be applied anymore for the computation 
of DHI. Instead other forms of cumulative distribution functions arise that can be interpreted as different means of 
aggregation of desirability functions. In a decision theoretic setting the contours of the cumulative joint distribution 
functions are interpreted as indifference curves. Figure 5 depicts these curves for the cases ߩ ൌ െͲǤͻǡ ߩ ൌ Ͳǡand 
ߩ ൌ ͲǤͻǤ For the discussion we interpret ܦ௜ሺݕ௜ሻ ൌ Ȱߤ௜ǡ ɐ୧ሺݕ௜ሻǡ ݅ ൌ ͳǡʹ as the desirability of the ݅-th objective 
function value ݕ௜ . In the extreme case of a negative correlation ߩ ՜ െͳ  the resulting indifference curves given by 
the contours of the bivariate distribution function resemble lines and this corresponds to a linear aggregation: 
ܦሺݕଵǡ ݕଶሻ ൌ ܦଵሺݕଵሻ ൅ ܦଶሺݕଶሻǤ In case of ߩ ൌ Ͳ    the aggregation is done in the standard way of a product, i.e. 
ܦሺݕଵǡ ݕଶሻ ൌ ܦଵሺݕଵሻ ڄ ܦଶሺݕଶሻ. Then, in case of ߩ ൌ ͳ the aggregation is of the form ݉ܽݔሼܦଵሺݕଵሻǡ ܦଶሺݕଶሻሽ. In the 
last case the best desirability function value of a solution determines the desirability index of the solution. All other 
settings of ߩ fall into the ‘gray area’ between these pure forms of using aggregation to define a desirability index. 
In Figure 6 results are shown of approximations of the Pareto Fronts which arise in 2-dimensional problems by 
using the weighted hypervolume for a density with positive correlation and a density with correlation equal to 0. The 
Pareto Fronts considered are the Lamé curves for different values of the parameter ߛ (see [19]). Here, SMS-EMOA 
was used as a search algorithm, and the hypervolume contributions were computed according to the density given by 
a normal distribution with mean values Ͳ and standard deviations ͳ. Different values of the correlation parameter 
ߩwere compared. The pictures give some evidence that a positive correlation gives rise to approximations which are 
more concentrated about the more desirable region around the knee point. Note, that this study only approximates the 
optimal distribution of points, as the algorithm that is used is based on heuristic search. We computed 10000 iterations 
(function evaluations) which for the given problems typically yields accurate approximations. Source code for 
reproduction of the experiments is available at http://natcomp.liacs.nl/index.php?page=code or on request by the 
authors. Analytical methods to determine the optimal distribution of points for a given density were described in [2]. 
In higher dimensions, the single parameter would have to be replaced by a covariance matrix with entries ߩ௜ǡ௝ for the 
correlations between each two marginal probability distributions. 
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Figure 4 PDF (left) and CDF (right) of a correlated Gaussian joint probability distribution with correlation coefficient ȡ=0.9. 
Figure 5 Bivariate Gaussian CDF for different values of the correlation parameter ߩ. 
Figure 6 Sets with optimal DHI on the bivariate Gaussian density with ߤ ൌ Ͳǡ ߪ ൌ ͳ and for different Pareto fronts given by arcs of Lamé 
supercircles computed by SMS-EMOA with different values of correlation ߩ. Left: ߩ ൌ ͲǤͻ. Right: ߩ ൌ Ͳ. 
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6. Practical guidelines for using the DHI for finding optimal sets of alternative solutions  
A typical example of the use of the proposed preference based set performance indicator ܦܪܫ can be found, e.g.,  in 
search applications. For instance, we can consider a search by keywords in a search engine or a query in a database. 
The decision maker is interested in obtaining a subset of solutions, which are good with respect to several objectives, 
e.g., contain all the keywords in the resulting text and catch the diversity of the results in case of possible multiple 
meanings for the same combinations of the keywords.  
In terms of multiobjective optimization, solving such problems corresponds to obtaining approximate Pareto front 
solutions considering that some Pareto front regions are more interesting for the decision maker when compared to 
the rest of the front. Desirability functions allow decision makers to specify such preferences in a form of parameters 
of desirability functions that are intuitive to the decision makers. 
The proposed procedure to follow when using the proposed approach is as described below (see also Figure 7): 
1. The decision maker specifies the initial parameters of the desirability functions for each objective. 
a. The decision maker has to specify the number of solutions s/he wishes to obtain as a result. 
b. The type of the desirability functions ܦ௜  and their aggregation function to form the index should also 
be selected (e.g. among arithmetic mean, geometric mean, max function or any other type), or in case 
of using the Gaussian CDF (Section 5) by providing the correlation parameter ߩ.  
c. The decision maker should define the specific parameters of the desirability functions.  For instance, 
for the Harrington type the absolutely satisfying b0 and marginally infeasible b1 values for each 
objective should be specified; and for Derringer-Suich type the highest value ܮ௜  of the objective 
function where the desirability is equal to Ͳ, and the lowest value Ui of the objective function where 
the desirability is equal to ͳ should be defined. 
2. Running the comparison based on DHI or optimization methods with objective function ܦܪܫ for a collection 
or a search space of sets of alternative solutions.  
3. Analyzing the resulting best set of alternative solutions and selecting a single solution from it. 
Under the given assumptions a set is obtained that maximizes the probability of containing an acceptable solution. 
The set can also be viewed as a Pareto front approximation that has an increased density in areas of high desirability. 
The weighted hypervolume indicator can be interpreted as the probability for the obtained set. Its value will depend 
on the available solutions in the search space and the size of the set. 
7. Discussion 
The family of weighted hypervolume indicators that has been obtained generalizes a desirability index for a single 
point to a desirability index for a set of points. All ܦܪܫ indicators can be viewed as a special reference point free case 
of weighted hypervolume [2]. The new approach yields a weighted hypervolume indicator that for the Harrington and 
Derringer-Suich desirability functions, if  aggregated by a product, is equivalent to the coordinate transformation 
Figure 7 Workflow diagram for setting up and using the density based hypervolume DHI in set comparison and set oriented optimization. 
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approach used in the DF-SMS-EMOA [1]. From a modeling perspective the new approach, however, offers some 
interesting possibilities of extensions. It is now possible and straightforward to integrate the correlation of objective 
functions (by means of correlated joint probability distributions) and study density functions for set-indicators that are 
compatible with desirability function aggregations that are not in a product form. More importantly, the discussion on 
desirability functions points towards a widely applicable and very general technique to assign a meaningful density 
function in order to obtain a (weakly) set monotonic weighted hypervolume indicator for dominated sets. Also in the 
context of optimization with fuzzy constraints [4] this is of interest. The probability distribution models the probability 
of constraint violation and can be used in the ܦܪܫ. The maximization of such indicators will yield solution sets that 
dominate a part of the search space that with high probability contains at least one feasible solution. 
There are many directions to extend the approaches discussed in this paper in the future. The integral computation 
techniques discussed in this work also offer a simple and fast computation of the multiobjective probability of 
improvement discussed in [14, 15, 16]. For this the same transformation can be applied as discussed in Section 4 
(using the i.i.d. Gaussian distribution function instead of a desirability index), yielding a linear time reduction to the 
problem of computing the standard hypervolume indicator for which efficient algorithms are known. It would also be 
interesting to consider instead of desirability functions other utility functions and theories on multicriteria decision 
analysis in the future. For instance, one can take into account different grades of desirability, differentiating between 
the decision maker’s attitude towards risk, e.g., similar to methods in multi-attribute utility or value theory [10].  Also 
the possibility of relative evaluation of solutions with respect to the current solution needs to be studied in order to 
capture real world decision biases as, e.g., in prospect theory it was found that in order to capture subjective 
preferences realistically the possibility of biasing from standard attitudes towards gaining and losing is crucial [11].  
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