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HARMONIC MAPS BETWEEN 3-DIMENSIONAL
HYPERBOLIC SPACES
VLADIMIR MARKOVIC
Abstract. We prove that a quasiconformal map of the sphere S2 ad-
mits a harmonic quasi-isometric extension to the hyperbolic space H3,
thus confirming the well known Schoen Conjecture in dimension 3.
1. Introduction
1.1. The Schoen Conjecture and the statements of the results. One
of the main questions in the theory of harmonic maps is when the homo-
topy class of a map F :M → N between two negatively curved Riemannian
manifolds contains a harmonic map. When F has finite total energy the the-
ory is well developed and the existence and uniqueness of the corresponding
harmonic map has been established (see the book [20] by Schoen and Yau
and the article by Hamilton [8]).
In the case when F does not have finite total energy much less is know.
The case that has mostly been studied is when M and N are both equal to
the hyperbolic spaces Hn, n ≥ 2, with the corresponding hyperbolic metrics.
Here, we begin with a continuous map f : Sn−1 → Sn−1 and the question is
whether f can be (continuously) extended to a harmonic map H : Hn → Hn
(we make the usual identification ∂Hn ≡ Sn−1).
If no further assumptions on f and H are imposed then this problem is
too general.
Remark. The corresponding Dirichlet problem for functions has been solved
in the 80’s by Anderson [2] and Sullivan [22]. They proved that every
continuous map f : Sn−1 → R can be extended to a harmonic function
H : Hn → R.
The right level of generality was formulated by Schoen who posed the
following conjecture.
Conjecture 1 (Schoen, Li-Wang). Suppose that f : Sn−1 → Sn−1 is a qua-
siconformal map. Then there exists a unique harmonic and quasi-isometric
map H : Hn → Hn that extends f .
Schoen posed this conjecture in [18] for n = 2, but this was soon ap-
propriately generalized [14] to all hyperbolic spaces by Li and Wang. The
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uniqueness part this conjecture was established by Li and Tam [13] for n = 2
and by Li and Wang [14] for all n.
The existence part of the conjecture has been much studied. It was shown
by Li and Tam [12] that if the boundary map f : Sn−1 → Sn−1 is a C1
diffeomorphism then f admits a harmonic quasi-isometric extension to Hn
(every C1 diffeomorphism of Sn−1 is quasiconformal). The authors show
that one can use the heat flow method to prove the existence of harmonic
maps in this case. Another important partial result was proved by Tam
and Wan [24], and independently by Hardt and Wolf [9], and it says that if
f : Sn−1 → Sn−1 admits a harmonic quasi-isometric extension that is also
a quasiconformal self-map of Hn then a small perturbation of f admits a
harmonic quasi-isometric extension too.
We also mention the recent existence type result by Bonsante and Schlenker
[4] in which they prove that every quasisymmetric map f : S1 → S1 has a
unique minimal Lagrangian quasiconformal extension to the hyperbolic disc
H
2 (minimal Lagrangian maps are close relatives of harmonic maps).
Remark. If we write C = C(K1,K2, ...), we mean that the constant C de-
pends only on K1,K2, .... We use this policy throughout the paper.
The main difficulty in working with harmonic maps between hyperbolic
spaces is to control the harmonic map H : Hn → Hn inside the hyperbolic
space in terms of the regularity of the boundary map f : Sn−1 → Sn−1. To
illustrate the subtlety of this issue we show in the next subsection that it is
easy to construct a sequence of diffeomorhisms fn : S
1 → S1, that converge
to the identity in the C0 sense, but such that the corresponding harmonic
extensions degenerate on compact sets in H2 and we can not extract any sort
of limit (this behavior is very different for the harmonic functions problem
we mentioned before that was solved by Anderson and Sullivan, where the
boundary map effectively controls the behavior of the harmonic function
inside the disc).
In the remainder of this paper we prove the following theorem (see the
next section for the definition of a (L,A)-quasi-isometry) which takes care
of the main difficulty we described above.
Theorem 1.1. There exist constants L = L(K) > 0 and A = A(K) ≥ 0,
such that if a K-quasiconformal map f : S2 → S2 has a harmonic quasi-
isometric extension H(f) : H3 → H3, then H(f) is a (L,A)-quasi-isometry.
Remark. One of the reasons behind the proof of Theorem 1.1 is the quasi-
conformal rigidity (in the sense of Mostow) that holds in higher dimensions.
One way of expressing this is that every quasiconformal map of Sn−1, n ≥ 3,
is differentiable almost everywhere (and the derivative has maximal rank).
It is very likely that the previous theorem can be extended to higher di-
mensional hyperbolic spaces. However, our method does not appear to tell
us much in the case n = 2, as quasiconformal maps of S1 (also known as
quasisymmetric) may not be differentiable anywhere and are not rigid in
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this sense (one may be able to prove a similar result for bi-Lipschitz maps
f : S1 → S1).
What Theorem 1.1 theorem shows is that the set of K-qc maps of S2 that
admit harmonic quasi-isometric extensions is closed with respect to point-
wise convergence. That is, if fN is a sequence of K-quasiconformal maps
that admit harmonic and quasi-isometric extensions, and if fN pointwise
converges to (a necessarily) K-quasiconformal map f , then f also admits
a harmonic quasi-isometric extension (this is a standard argument and it
follows from Cheng’s lemma [5] and the Azrela-Ascoli theorem).
The following theorem is a corollary of Theorem 1.1 and the result of
Li and Tam [12] that every diffeomorphism of S2 admits a harmonic quasi-
isometric extension. It is a fact that every quasiconformal map of the 2-
sphere is a limit of uniformly quasiconformal diffeomorphisms.
Theorem 1.2. Every quasiconformal map of S2 admits a harmonic quasi-
isometric extension.
As we said, every quasiconformal map of the 2-sphere is a limit of uni-
formly quasiconformal diffeomorphisms. Whether such approximation result
holds in higher dimensions is a hard open problem. In dimension 4, it is re-
lated to the question of whether a 4-dimensional quasiconformal manifold
carries a differentiable structure. Thus, extending Theorem 1.1 to higher
dimensions would not directly imply the generalization of Theorem 1.2 to
higher dimensions (below we briefly discuss a somewhat different approach,
based on the same circle of ideas, that may lead to proving Theorem 1.2 to
all dimensions n ≥ 3).
1.2. An interesting sequence of harmonic maps on the unit disc.
As promised above, we construct a sequence of diffeomorhisms fn : S
1 → S1,
that converge to the identity in the C0 sense, but such that the correspond-
ing harmonic extensions degenerate on compact sets in H2 and we can not
extract any sort of limit.
We construct harmonic maps by prescribing their Hopf’s differentials (see
[25], [23]). Let D = {z ∈ C : |z| < 1} denote the unit disc and let ρ(z)
denote the density of the hyperbolic metric on D. The Hopf differential of
a harmonic map f : D→ D is given by
Hopf(f) = ρ2(f)(∂f)(∂f) dz2.
A harmonic map on D is uniquely determined (up to the post-composition
by a Mo¨bius transformation) by its Hopf differential. If the Hopf differential
is smooth up to the boundary then the corresponding harmonic diffeomor-
phism is smooth up to the boundary (see [12]).
Set
ϕn(z) = 2
n−2zn−2, z ∈ D,
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for n ∈ N, and denote by fn : D → D the harmonic map whose Hopf
differential is equal to ϕn dz
2 and normalized so that fn(0) = 0 and fn(1) = 1
(here 0 ∈ D and 1 ∈ S1 = ∂D).
Define the rotation Rn(z) by
Rn(z) = e
2pii
n z, z ∈ D,
and observe that (
ϕn ◦Rn
)
(R′n)
2 = ϕn.
This implies that the maps fn and fn ◦ Rn have the same Hopf differential
which yields that fn ◦Rn = An ◦ fn, for some Mo¨bius transformation of D.
Since both fn and fn ◦Rn fix the origin 0, we conclude that An is a rotation
(fixing the origin). Iterating the identity fn ◦ Rn = An ◦ fn we obtain the
identities
fn ◦Rkn = Akn ◦ fn,
for any k ∈ Z. Letting k = n shows that Ann is the identity and we conclude
that An = Rn.
It follows from the identities
fn ◦Rn = Rn ◦ fn,
and fn(1) = 1 that fn converges to the identity map on S
1 when n→∞. On
the other hand, the sequence ϕn dz
2 of the corresponding Hopf differentials
does not have a limit (it blows up on the annulus 1/2 < |z| < 1) and
therefore the sequence fn does not have a limit.
1.3. The main ideas. All notation we introduce here will be defined in
more details later. We identify the hyperbolic space H3 with the unit ball
model B3 ⊂ R3. By QC(S2) we denote normalized (fixing the same three
distinct points) quasiconformal maps of S2 and by QI(B3) ≡ QI(H3) the
space of quasi-isometries of H3.
Each point x ∈ B3 can be written in the polar coordinates x = ρζ, where
ζ ∈ S2 and ρ = |x|. By σ we denote the probability Lebesgue measure on
S
2 and by λ the measure on B3 such that dλ is the volume element with
respect to the hyperbolic metric on B3.
For a continuous function F on B3, we let
AF (ρ) =
∫
S2
F (ρζ) dσ(ζ).
For a C2 function F on B3, the following corollary of the Green’s Identity
holds true
(1) F (0) +
∫
B3
gr(x)∆F (x) dλ(x) = AF (r), 0 ≤ r < 1,
where ∆F is the Laplacian of F computed with respect to the hyperbolic
metric, and gr is the hyperbolic Green function for the ball rB
3 (the Green
HARMONIC MAPS BETWEEN HYPERBOLIC SPACES 5
function is defined on the product rB3 × rB3 but here we abuse notation
slightly but letting gr(x) = gr(x, 0)).
The proof of Theorem 1.1 is based on the following three main ingredients:
• For every f ∈ QC(S2), there exists a “good” extension G : QC(S2)→(
C2(B3)∩QI(B3)). Among other things, the “good” extension G(f)
is “close” to being harmonic at a random point of B3 (by “close” to
being harmonic we mean that G(f) nearly satisfies the equation that
defines harmonic maps, see below for the precise statement). We con-
struct such an extension explicitly in the last section of this paper
(this extension is very similar to the generalized Ahlfors-Beurling
extension).
• The inequality, computed by Schoen and Yau in [19] (see the paper
[10] by Jager and Kaul for very similar computations) that gives a
lower bound for the Laplacian ∆d2(f), where
d(f)(x) = dH3(G(f)(x),H(f)(x)),
and H(f) is the harmonic quasi-isometric extension of f (providing
it exists).
• Although we do not construct G to be conformally natural, after
replacing f by I ◦ f ◦ J (I, J ∈ Isom(H3)) if necessary, we may
assume that d(f)(0) ≥ ||d(f)|| − D, for some constant D = D(K)
that depends only on K (here ||d(f)|| is the supremum of d(f)(x),
for x ∈ B3). Applying (1) to d2(f), we get the main estimate
||d(f)||2 −D′||d(f)|| −D′′+
∫
B3
gr(x)∆d
2(f)(x) dλ(x) ≤(2)
≤ Ad2(f)(r) ≤ ||d(f)||2.
To prove Theorem 1.1, it suffices to prove
(3) ||d(f)|| ≤ D1,
for some constant D1 = D1(K) and a K-quasiconformal (or just K-qc) map
f .
The crucial estimate (3) follows from (2) and the following inequality:
There exists 0 < r0 = r0(K,M) < 1 and D
′′′ = D′′′(K,M), such that∫
B3
gr1(x)∆d
2(f)(x) dλ(x) ≥ (D′ + 1)||d(f)|| −D′′′,
for some 0 < r1 ≤ r0, and every K-qc map f .
The previous inequality will be proved using the properties of the good
extension and the lower bounds for ∆d2(f)(x). We provide a more detailed
outline in the next subsection.
We conclude this part of the introduction with the following three re-
marks.
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Remark. Even if a qc map f ∈ QC(S2) does not have a harmonic quasi-
isometric extension, we can always find the map Hr(f) : rB
3 → B3, which
is harmonic and it agrees with G(f) on the sphere rS2. One may ask if this
method can be somehow applied to bound above the distance between G(f)
andHr(f). All our estimates are taking place on a ball in B
3, that is centered
at some point where d(f) is close to its supremum, and has a sufficiently
large radius (this is at the heart of our argument). But if we consider the
distance function dH3(G(f)(x),Hr(f)(x)), for x in rB3, the point where the
distance is close to its maximum may be near the boundary of rB3, and thus
rB3 may not contain the sufficiently large ball we need, so our method can
not directly be applied in this situation.
Remark. The existence of a “good” extension was used to prove that a
diffeomorphism of Sn−1 admits a harmonic quasi-isometric extension to Hn.
When f is sufficiently smooth on Sn−1, then the good extension has the
property that the norm |τ(G(f))| of its tension field is in L2(Hn). In general,
when f is only quasiconformal, the “good” extension we construct does not
have strong enough properties and we can not apply the standard heat flow
method developed by Li-Tam. However, it is very reasonable to expect that
the heat flow whose initial map is a “good” extension actually converges,
and this author aims to explore this further. If so, this would give a proof
of Theorem 1.2 in all dimensions n ≥ 3.
Remark. The reason we can construct the good extension G(f) is because
f is differentiable almost everywhere on S2, which is a manifestation of
quasiconformal rigid. This is not true for maps of the unit circle and it is
not clear how to construct such an extension in this case (unless perhaps if
the boundary map is bi-Lipschitz to begin with).
1.4. A more detailed outline. Given a map F ∈ C2(B3), by e(F )(x) we
denote the energy of F and by τ(F )(x) the tension field. Then F is said to
be harmonic if
τ(F )(x) = 0, x ∈ H3.
The extension G is continuous: if fn is a sequence of K-qc maps that
pointwise converges to some f ∈ QC(S2), then G(fn) → G(f) in C2(B3)
(that is, the first and second derivatives of G(fn) converge respectively to the
first and second derivatives of G(f), uniformly on compact sets in B3). Also,
the inequality ||τ(G(f)|| ≤ T = T (K), holds for every K-qc f ∈ QC(S2).
We explain now what it means that G(f) is “close” to being harmonic at a
random point. For ǫ > 0, K1 ≥ 1, and f ∈ QC(S2), we define Xf (K1, ǫ) ⊂
B
3 by letting x ∈ Xf (K1, ǫ) if |τ(G(f))(x)| < ǫ, K(G(f))(x) < K1, and
e(G(f))(x) > 1 (here K denotes the quasiconformal distortion). If we keep
K1 fixed and let ǫ be small, then at such points the map G(f) is close to
being harmonic (and since K(G(f))(x) < K1, the map G(f) is locally K1-
quasiconformal on Xf ).
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Remark. We point out that harmonic maps are not necessarily everywhere
“close” to being harmonic in our sense. Although the tension field of a
harmonic map is zero, they do not have to be locally quasiconformal nor
their energy has to be greater that 1.
Theorem 3.1 below says that for every ǫ > 0 and a K-qc map f , we have
(4) lim
ρ→1
σ
({ζ ∈ S2 : ρζ ∈ Xf (2K, ǫ)}) → 1.
The convergence in (4) may not be uniform over all K-qc mappings, but
using the continuity of G we prove a uniformity statement (see Lemma 3.2
below) that is sufficient for us.
The way we use that G(f) is close to being harmonic onXf (ǫ) = Xf (2K, ǫ)
is as follows. One easily computes ǫ0 = ǫ0(K) > 0, such that for Xf =
Xf (ǫ0), from the lower bound of ∆d
2(f) we get
(5) ∆d2(f)(x) ≥ c||d(f)|| > 0, x ∈ Xf
⋂
{x ∈ B3 : d(f)(x) ≥ 1
2
},
and
(6) ∆d2(f)(x) ≥ −T ||d(f)||, for every x ∈ B3,
for some constant c = c(K) > 0, and where T = T (K) was defined above.
From (6) and (2), we bound above the measure of the set
σ
(
{ζ ∈ S2 : d(f)(rζ) ≤ ||d(f)||
2
}
)
≤ ϕK(r)||d(f)|| ,
where ϕK(r) is a fixed function of r ∈ [0, 1), for a given K (see Lemma 4.1
below). Using this bound, the estimate (5), and the uniformity version of
(4), we show (see Lemma 4.2) that for every M > 0, there exists 0 < r0 =
r0(K,M) < 1, such that
(7)
∫
B3
gr1(x)∆d
2(f)(x) dλ(x) ≥M ||d(f)|| − ψK(r0),
for some 0 < r1 ≤ r0, where ψK(r) is a fixed function for a given K.
Let M =M(K) = D′ + 1. Then by (7) we have∫
B3
gr1(x)∆d
2(f)(x) dλ(x) ≥M ||d(f)||−ψK(r0) = (D′+1)||d(f)||−ψK(r0).
Replacing this in (2), we get
||d(f)|| ≤ ψK(r0) +D′′ = D1 = D1(K),
thus proving (3)
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1.5. Organization of the paper. In Section 2 we recall basic definitions
and needed formulas in B3. Section 3 is devoted to the definition of the
extension G and its properties. In Section 4 we prove Theorem 1.1 assuming
the existence of G. Sections 2,3, and 4 closely follow the above outline (these
sections are really the expanded versions of outline).
In the last section we explicitly construct G by working in the upper-
half space model of H3. The extension G is a version of the well known
Ahlfors-Beurling construction [3].
1.6. Acknowledgement. I am grateful to the referee for his/her comments
and suggestions. Most of this project was carried out while the author
was visiting University of Minnesota in Minneapolis as the Ordway Visiting
Professor. I wish to thank them for their hospitality.
2. Preliminaries
2.1. Quasi-isometries and quasiconformal maps. For the relevant back-
ground on quasiconformal maps and quasi-isometries of hyperbolic spaces
see [15], [14], [24]. Let F : X → Y be a map between two metric spaces
(X, dX) and (Y, dY ). We say that F a (L,A)-quasi-isometry if there are
constants L > 0 and A ≥ 0, such that
1
L
dY (F (x), F (y)) −A ≤ dX(x, y) ≤ LdY (F (x), F (y)) +A,
for every x, y ∈ X (some authors call this a rough isometry but we stick
to the name commonly used in hyperbolic geometry). By QI(X,Y ) we
denote the set of all quasi-isometries from X to Y and if X = Y then
QI(X,X) ≡ QI(X).
We define the distortion function K(F )(x) by
K(F )(x) = lim sup
t→0
max
dX(x,y)=t
dY (F (x), F (y))
min
dX(x,y)=t
dY (F (x), F (y))
.
IfK(F )(x) ≤ K on some set U ⊂ X, we say that F is locallyK-quasiconformal
on U . If F is a global homeomorphism and K(F )(x) ≤ K for every x ∈ X,
we say that F is K-quasiconformal.
We will be consider quasiconformal maps of S2 and locally quasiconformal
maps between open subsets of H3.
Each quasi-isometry F : H3 → H3 extends continuously to H3 and the
restriction of F to S2 is a quasiconformal map. Moreover, if F and G are
two quasi-isometries of H3 that have the same boundary values, then the
distance dH3(F (x), G(x)) is bounded on H
3.
Definition 2.1. Once and for all we fix three distinct points on S2. A
quasiconformal map of S2 is normalized if it fixes these three points. The
set of all normalized quasiconformal maps from S2 to itself is denoted by
QC(S2).
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2.2. Tension, energy and the distance. For background on harmonic
maps see [20]. Given Riemannian manifolds (M,g), (N,h) and a C2 map
F :M → N , the energy density of F at a point x ∈M is defined as
e(F ) =
1
2
|dF |2
where the |dF |2 is the squared norm of the differential of F , with respect to
the induced metric on the bundle T ∗M ×F−1TN . It can also be written as
e(F ) =
1
2
tracegF
∗h.
In local coordinates this reads as
e(F ) =
1
2
gijhαβ
∂Fα
∂xi
∂F β
∂xj
.
The tension field of F is given by
τ(F ) = traceg∇dF,
where ∇ is the connection on the vector bundle T ∗M ×F−1TN induced by
the Levi-Civita connections on M and N.
We let B3 denote the unit ball in R3. By Ck(B3,R3) we denote the
topological space of k differentiable mappings from B3 into R3 equipped
with the standard Ck topology. By Ck(B3) ≡ Ck(H3) we denote the closed
subspace of Ck(B3,R3) that contains those maps that map B3 into itself
(here we identify the hyperbolic space H3 with its unit ball model B3) .
As in the above definition, given a map F ∈ C2(H3) by e(F )(x) we
denote the energy of F at x ∈ H3. By τ(F )(x) we denote its tension
field and by |τ(F )(x)| the norm of the tension field at x. Recall that F
is a harmonic map if τ(F ) ≡ 0. We let ||τ(F )|| = supx∈H3 |τ(F )(x)| and
||e(F )|| = supx∈H3 |e(F )(x)| (the tension field and the energy of F are com-
puted with respect to the hyperbolic metric).
Definition 2.2. Given two mappings F,G,∈ C2(H3), we define the function
d : H3 → [0,∞) by
d(x) = dH3(F (x), G(x)), x ∈ H3.
Function d2 is C2, and Schoen and Yau computed its Laplacian (see page
368 in [19], and also the papers [10] and [9] by Jager-Kaul and Hardt-Wolf
for similar computations). The following well known inequality is a corollary
of the formula from [19]. It was stated in many papers (see [6], [9], [13], [26],
[24] ).
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Let u1, u2, u3 be an orthonormal frame at x ∈ H3 and let v1, v2, v3 and
w1, w2, w3 denote the orthonormal frames at the points F (x) and G(x) re-
spectively such that the vectors v3 and w3 are tangent to the geodesic seg-
ment connecting F (x) and G(x) and point away from each other. Let
F∗(ui) =
3∑
j=1
αji (x)vj ,
and
G∗(ui) =
3∑
j=1
βji (x)vj .
Denote by ∆d2(x) the Laplacian of d2(x) computed with respect to the
hyperbolic metric. Then the inequality
∆d2(x) ≥ −2d(x)(|τ(F )(x)| + |τ(G)(x)|)+(8)
+ 2d(x)
3∑
i=1
2∑
j=1
(
(αji (x))
2 + (βji (x))
2
)
tanh
d(x)
2
,
holds for every x ∈ B3.
The following lemma is a corollary of (8) and it summarizes exactly how
the inequality (8) will be applied in the proof of our main theorem.
Lemma 2.1. If F,G ∈ C2(H3), then
(9) ∆d2(x) ≥ −2d(x)(||τ(F )|| + ||τ(G)||), x ∈ H3.
Moreover, let K1 ≥ 1 and let U ⊂ H3 be the set where the inequality
K(F )(x) ≤ K1 holds. There exists a constant q = q(K1) > 0 such that
∆d2(x) ≥− 2d(x)(|τ(F )(x)| + |τ(G)(x)|)+(10)
+ 2qd(x)e(F )(x) tanh
d(x)
2
, x ∈ U.
Proof. The inequality (9) is an immediate corollary of (8). To prove the
inequality (10) we need to show
3∑
i=1
2∑
j=1
(
(αji (x))
2 + (βji (x))
2
) ≥ qe(F )(x), x ∈ U.
This was proved by Tam and Wan (see page 12 in [24]) and we outline
their argument. By elementary linear algebra there exists a constant K2 =
K2(K1) such that if K(F )(x) ≤ K1 then
e(F ) ≤ K2J
2
3 (F )(x),
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where J(F ) is the Jacobian of F . Then (again as an exercise in linear
algebra) they show that there exists a universal constant C such that
J
2
3 (F )(x) ≤ C
3∑
i=1
2∑
j=1
(
αji (x)
)2
.
We let
q =
1
CK2
,
and observe that q depends only on K1. Thus, we have the inequality
qe(F )(x) ≤
3∑
i=1
2∑
j=1
(
αji (x)
)2
, x ∈ U,
which together with (8) implies that the inequality (10) holds for x ∈ U .

2.3. The unit ball model of the hyperbolic space. As above, by B3 we
denote the unit ball in R3 and by S2 = ∂B3 the unit sphere. Every x ∈ B3
can be written as x = ρζ, where ρ is the absolute value of x and ζ ∈ S2
the corresponding point (ζ is uniquely determined by x when |x| 6= 0). All
formulas we state below are classical and can be found in chapters three
and four of [21], chapter five of [1], and chapter four in [17]. Our exposition
follows the survey article by Stoll [21] which in turn very closely follows the
exposition in [16].
We let σ denote the Lebesgue measure on S2 normalized to be a proba-
bility measure, that is σ(S2) = 1, and we let µ denote the Lebesgue measure
on R3, normalized to be a probability measure on B3, that is µ(B3) = 1.
By λ we denote the measure on B3 such that
dλ(x) =
dµ(x)
(1− |x|2)3 .
Then dλ is a constant multiple of the volume element with respect to the
hyperbolic metric on B3.
In polar coordinates x = ρζ, 0 ≤ ρ < 1 and ζ ∈ S2, we have (taking into
account the normalizations we imposed on σ and µ)
dµ(x) = 3ρ2 dρdσ(ζ)
and thus
dλ(x) =
3ρ2 dρdσ(ζ)
(1− ρ2)3 .
Definition 2.3. For a continuous function F : B3 → R, we define the
spherical average
AF (ρ) =
∫
S2
F (ρζ) dσ(ζ),
for every 0 ≤ ρ < 1.
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We say that a function on B3 is radial if it is constant on each sphere
ζS2 ⊂ B3 (that is, the value of the function at x ∈ B3 depends only on |x|).
Lemma 2.2. Let F and Φ be continuous functions on B3 and assume that
Φ is a radial function. Then the identity
∫
B3
Φ(x)F (x) dλ(x) =
1∫
0
3ρ2Φ(ρ)AF (ρ)
(1− ρ2)3 dρ =
∫
B3
Φ(x)AF (x) dλ(x),
holds.
Proof. Passing to polar coordinates we get
∫
B3
Φ(x)F (x) dλ(x) =
1∫
0
∫
S2
3ρ2Φ(ρ)F (ρζ)
(1− ρ2)3 dρdσ(ζ)
=
1∫
0
3ρ2Φ(ρ)AF (ρ)
(1− ρ2)3 dρ
=
∫
B3
Φ(x)AF (x) dλ(x).

See Definition 3.3 in [21] and formula (3) in [1] for the definition of the
Green function on a hyperbolic space. By gr denote the Green function
(with respect to the hyperbolic Laplacian ∆) for the ball rB3. Then gr is a
radial function and is given by
gr(x) =
1
3
r∫
|x|
(1− s2)
s2
ds,
for |x| ≤ r and gr(x) = 0 when r < |x| < 1. The function gr is continuous
on B3.
The identity in the next lemma is obtained as the limit when ǫ → 0 of
the second Green formula applied to the functions F and gr on the annulus
0 < ǫ ≤ |x| ≤ r (see Theorem 4.2 in [21]).
Lemma 2.3. Let F : B3 → R be a C2 function. Then
(11) F (0) +
∫
B3
gr(x)∆F (x) dλ(x) = AF (r)
for each 0 ≤ r < 1 (we recall that ∆F (x) is computed with respect to the
hyperbolic metric on H3).
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By g ≡ g1 we denote the Green function for B3. We will need the following
standard estimate for g
(12) const1
(1− ρ2)2
ρ
≤ g(ρ) ≤ const2 (1− ρ
2)2
ρ
,
where const1 and const2 are universal constants and g(x) = g(|x|) = g(ρ).
We finish this subsection by observing that 0 ≤ gr(x) < g(x), x ∈ B3,
and that gr converges to g, when r → 1, uniformly on compact subsets of
B
3.
3. Good and admissible extensions of quasiconformal maps
In this section we state the theorem that a good (G) extension exists. In
the last subsection we prove an important property of G.
3.1. Admissible extensions. We are seeking harmonic quasi-isometric ex-
tensions of quasiconformal maps of the sphere S2. On the other hand, it is
well known that each quasiconformal map f ∈ QC(S2) can be extended to
a smooth quasi-isometry. The Douady-Earle [7] (or the barycentric) exten-
sion is an example. In fact, the Douady-Earle extension is an example of an
admissible extension that we now define.
Definition 3.1. We say that a mapping E : QC(S2)→ (C2(H3)∩QI(H3))
is an admissible extension if it has the following properties:
(1) Uniform quasi-isometry: There are constants L = L(K) ≥ 1
and A = A(K) ≥ 0 such that if f is K-quasiconformal, then E(f) is
a (L,A)-quasi-isometry.
(2) Uniformly bounded tension: There exists a constant T = T (K) >
0 such that
||τ(E(f))|| ≤ T.
(3) Continuity: If fn is a sequence of K-quasiconformal maps that
pointwise converges to some f ∈ QC(S2), then E(fn) → E(f) in
C2(H3) (that is, the first and second derivatives of E(fn) converge
respectively to the first and second derivatives of E(f), uniformly on
compact sets in H3).
Beside being an admissible extension, the Douady-Earle extension has
further properties, like being conformally natural, real analytic, etc., but
this definition of admissible extension is sufficient for our purposes.
Recall that QC(S2) is the space of normalized quasiconformal mappings
of S2. We do not assume that an admissible extension is conformally natural,
that is if f ∈ QC(S2), and I, J ∈ Isom(H3) are two Mo¨bius maps such that
I ◦ f ◦ J is again normalized, then we do not require that I ◦ E(f) ◦ J =
E(I ◦ f ◦ J) . The following lemma offers a suitable replacement.
Lemma 3.1. Let E denote an admissible extension. Then for each K ≥ 1
there exists a constant D = D(K, E) such that for every K-quasiconformal
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map f ∈ QC(S2) and any two isometries I, J ∈ Isom(H3) such that I ◦f ◦J
is normalized, we have
sup
x∈H3
dH3
(
(I ◦ E(f) ◦ J)(x), E(I ◦ f ◦ J)(x)) ≤ D.
Proof. The maps I◦E(f)◦J and E(I◦f ◦J) are both (L,A)-quasi-isometries,
where L and A depend only on K. Since these two maps agree on S2, it
follows that their distance is bounded by a constant that only depends on
K (see [15] or [14]) .

3.2. The G-extension. Given an admissible extension E(f), f ∈ QC(S2),
we want to identify points in B3 at which this extension is close to being
harmonic and locally quasiconformal. We make this precise as follows.
Definition 3.2. Let K1, ǫ > 0 and let f ∈ QC(S2) denote a K-qc map. De-
fine the (open) set XEf (K1, ǫ) ⊂ H3 by letting x ∈ XEf (K1, ǫ) if the following
conditions hold:
(1) |τ(G(f))(x)| < ǫ,
(2) K(G(f))(x) < K1, and
(3) e(G(f))(x) > 1.
When K1 is being kept fixed and we let ǫ be small, then E(f) is close to
being harmonic on the open set XEf (K1, ǫ) (by definition, the map E(f) is
locally K1-quasiconformal on X
E
f (K1, ǫ)).
The following theorem can be interpreted as saying that there exists an
admissible extension that is “close to being harmonic” at a random point in
H
3. We now pass onto the unit ball model B3 of the hyperbolic space H3.
Theorem 3.1. There exists an admissible extension G : QC(S2)→ (C2(H3)∩
QI(H3)) such that for every K ≥ 1, ǫ > 0, and a K-qc map f ∈ QC(S2),
we have
(13) lim
ρ→1
σ
({ζ ∈ S2 : ρζ ∈ XGf (2K, ǫ)}) → 1.
Remark. We will prove Theorem 3.1 in the last section of this paper. Until
then, we fix once and for all such an extension G, and for each ǫ > 0 and a
K-qc map f ∈ QC(S2), we let
(14) Xf (ǫ) = X
G
f (2K, ǫ).
We also fix the constant T = T (K) from the definition of an admissible
extension, that is ||τ(G(f))|| ≤ T , for every K-quasiconformal map f .
3.3. Uniformity properties of G. The convergence in (13) may not be
uniform over all K-quasiconformal mappings f ∈ QC(S2), but since G is
continuous (see the property (3) in Definition 3.1) we can still prove a sim-
ilar (but weaker) statement that is quite sufficient for our purposes. The
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following lemma is a corollary of (13) and the continuity of G, and it will be
applied in the proof of Theorem 1.1 below.
Lemma 3.2. Let C1, C2, ǫ0 > 0 and K ≥ 1. For each K-quasiconformal
f ∈ QC(S2) we let
Φ(f,C1, C2) = Φ(f)(x) =
{
C2, if x ∈ Xf (ǫ0),
−C1, otherwise.
Then for every M > 0, there exists 0 < r0 = r0(M,K,C1, C2) < 1 such that
(15)
∫
B3
gr1(x)Φ(f)(x) dλ(x) > M,
for some 0 < r1 ≤ r0.
Proof. We first show that
(16) lim
r→1
∫
B3
gr(x)Φ(f)(x) dλ(x) =∞,
for each f ∈ QC(S2).
By Lemma 2.2, we have
(17)
∫
B3
gr(x)Φ(f)(x) dλ(x) =
r∫
0
3ρ2gr(ρ)AΦ(f)(ρ)
(1 − ρ2)3 dρ.
It follows from the definition of Φ(f) that
AΦ(f)(ρ) = C2σ
({ζ ∈ S2 : ρζ ∈ Xf (ǫ0)})−C1(1−σ({ζ ∈ S2 : ρζ ∈ Xf (ǫ0)}).
This inequality together with (13), implies that there exists 0 < r0 =
r0(f,C1, C2) < 1, such that
AΦ(f)(ρ) >
C2
2
, for every r0 ≤ ρ < 1.
Plugging this into (17) shows that for every r0 < r1 ≤ r, we have the
inequality
(18)
∫
B3
gr(x)Φ(f)(x) dλ(x) ≥ C2
2
r1∫
r0
3ρ2gr(ρ)
(1− ρ2)3 dρ− C1
r0∫
0
3ρ2gr(ρ)
(1− ρ2)3 dρ,
Fix r1, and let r → 1. Since gr(ρ) → g(ρ) uniformly on compact sets in
[0, 1), it follows that
(19)
r1∫
r0
3ρ2gr(ρ)
(1− ρ2)3 dρ→
r1∫
r0
3ρ2g(ρ)
(1− ρ2)3 dρ, r → 1.
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Using (12), we get
lim inf
r→1
r1∫
r0
3ρ2gr(ρ)
(1− ρ2)3 dρ ≥ const2
r1∫
r0
3ρ
(1− ρ2) dρ
=
3const2
2
r2
1∫
r2
0
1
1− ρ dρ
=
3const2
2
log
(1− r20)
(1− r21)
→∞, r1 → 1,
which together with (18) and (19) proves (16).
We prove the lemma by contradiction. Suppose that there exists a se-
quence of K-quasiconformal maps fN ∈ QC(S2), N ∈ N, such that
(20)
∫
B3
gr(x)Φ(fN )(x) dλ(x) ≤M,
for every 0 < r ≤ 1− 1
N
.
The maps fN are normalized and K-quasiconformal. Thus, after passing
onto a subsequence if necessary, there exists a K-quasiconformal map f such
that fN → f pointwise on S2.
If x ∈ Xf (ǫ0), then x ∈ XfN (ǫ0) for N sufficiently large. This follows
from the the continuity of G, and the fact that Xf is an open set. It follows
from the definition of Φ(f) that for every x ∈ B3, we have
Φ(f)(x) ≤ Φ(fN )(x), for N large enough.
This implies (using the Fatou Lemma) that for a fixed 0 ≤ r < 1, we have
lim inf
N→∞
∫
B3
gr(x)Φ(fN )(x) dλ(x) ≥
∫
B3
gr(x)Φ(f)(x) dλ(x),
which together with (20) implies that the estimate
(21)
∫
B3
gr(x)Φ(f)(x) dλ(x) ≤M,
holds for every 0 ≤ r < 1. But this contradicts (16) and we are finished.

4. Proof of Theorem 1.1
We prove the theorem assuming Theorem 3.1. The theorem essentially
follows from Lemma 4.2. The proof of the lemma relies on the uniformity
property of G we proved above and Lemma 4.1 we prove below.
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4.1. The distance between G and the harmonic extension. If a map
f ∈ QC(S2) admits a harmonic quasi-isometric extension, we denote this
extension by H(f) : B3 → B3 (such H(f) is unique by [14]). We let
d(f)(x) = dH3
(G(f)(x),H(f)(x)).
By ||d(f)|| we denote the supremum of d(f) over B3, which is finite since
both G(f) a H(f) are quasi-isometries.
To prove Theorem 1.1, we need to show that if f is K-quasiconformal,
then H(f) is (L1, A1)-quasi-isometry, for some constants L1 = L1(K) and
A1 = A1(K). To achieve this, it is sufficient to prove that
(22) ||d(f)|| ≤ D1,
for some constant D1 = D1(K). We establish this inequality in the remain-
der of this section.
For each f ∈ QC(S2), we choose a point x ∈ B3 where d(f)(x) > ||d(f)||−
1. Let I ∈ Isom(H3) be such that I(0) = x, and J ∈ Isom(H3) be such that
J ◦ f ◦ I is normalized to fix the three points on S2.
By Lemma 3.1, the distance between G(J ◦ f ◦ I) and J ◦ G(f) ◦ I is
uniformly bounded above by D = D(K). Since H(J ◦ f ◦ I) = J ◦H(f) ◦ I,
we obtain the estimate
d(J ◦ f ◦ I)(0) > ||d(J ◦ f ◦ I)||∞ −D − 1.
Thus, after replacing f by J ◦ f ◦ I if necessary, we may assume that f is
such that
(23) d(f)(0) > ||d(f)|| −D − 1.
In the rest of the section we prove (22) for every f having this property
(which will prove Theorem 1.1).
From now on, we assume that (23) holds.
4.2. The main formula for d2(f). The proof of inequality (22) for a K-
quasiconformal map f satisfying (23) (and thus the proof of Theorem 1.1)
is based on the analysis of the following identity
(24) d2(f)(0) +
∫
B3
gr(x)∆d
2(f)(x) dλ(x) = Ad2(f)(r) ≤ ||d(f)||2,
for every 0 ≤ r < 1.
Since d2(f) is C2 on B3, this formula follows from (11) in Lemma 2.3 (the
upper bound in (24) follows from the assumption that σ is a probability
measure on S2).
Replacing (23) in (24), we obtain the following inequality
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||d(f)||2 −D′||d(f)|| −D′′+
∫
B3
gr(x)∆d
2(f)(x) dλ(x) ≤(25)
≤ Ad2(f)(r) ≤ ||d(f)||2,
where D′ = D′(K) = 2(D − 1) and D′′ = D′′(K) = (D + 1)2.
4.3. Estimating the set where d2(f) is small. Set
(26) Yf = {x ∈ B3 : d(f)(x) ≥ 1
2
||d(f)||}.
We now bound from below the measure of the set rS2 \ Yf .
Lemma 4.1. For each K ≥ 1, there exists an increasing function ϕK(r),
0 ≤ r < 1, such that assuming ||d2(f)|| ≥ 1, the estimate
σ
({ζ ∈ S2 : rζ /∈ Yf}) ≤ ϕK(r)||d(f)|| ,
holds for every K-quasiconformal f ∈ QC(S2) satisfying the inequality (23).
Proof. For simplicity, set
Yf (r) = {ζ ∈ S2 : rζ ∈ Yf}.
Thus, we need to show
σ
(
S
2 \ Yf (r)
) ≤ ϕK(r)||d(f)|| .
We now use the lower bound (9)
∆d2(f)(x) ≥ −2d(f)(x)|τ(G(f)(x)| ≥ −2||d(f)||||τ(G(f))||, x ∈ B3,
from Lemma 2.1 to bound below the Laplacian ∆d2(f). Since ||τ(G(f)(x)|| ≤
T (recall that T is the constant from Definition 3.1), we obtain from the left
hand side inequality in (25)
||d(f)||2

1− D′||d(f)|| − D
′′
||d(f)||2 −
2T
||d(f)||
∫
B3
gr(x) dλ(x)

 ≤
≤ Ad2(f)(r) =
∫
Yf (r)
d2(f)(rζ) dσ(ζ) +
∫
S2\Yf (r)
d2(f)(rζ) dσ(ζ) ≤
≤
∫
Yf (r)
||d(f)||2 dσ +
∫
S2\Yf (r)
1
4
||d(f)||2 dσ.
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Dividing both sides by ||d(f)||2, and using the identity 1 = σ(Yf (r))+σ(S2 \
Yf (r)), we obtain the inequality
σ(S2 \ Yf (r)) ≤ 4
3||d(f)||

D′ + D′′||d(f)|| + 2T
∫
B3
gr(x) dλ(x)

 ,
which proves the lemma for
ϕK(r) =
4
3

D′ +D′′ + 2T ∫
B3
gr(x) dλ(x)

 .
(Here we used the assumption ||d(f)|| ≥ 1). The function ϕK(r) is increas-
ing.

4.4. The main lemma. Theorem 1.1 essentially follows by applying the
following lemma to the main inequality (25).
Lemma 4.2. For every K ≥ 1, there exists an increasing function ψK(r),
0 ≤ r < 1, with the following properties. For every M > 0, there exists
0 < r0 = r0(M,K) < 1, such that assuming ||d(f)|| ≥ 1, the inequality
(27)
∫
B3
gr1(x)∆d
2(f)(x) dλ(x) ≥M ||d(f)|| − ψK(r0),
holds for some 0 < r1 ≤ r0, and every K-quasiconformal map f satisfying
(23).
Proof. Recall the set Xf (ǫ) defined in (14). We let
ǫ0 = ǫ0(K) =
1
4
q tanh
1
4
,
where q = q(2K) is the constant from Lemma 2.1. Set
(28) Xf = Xf (ǫ0).
From the inequality (10) in Lemma 2.1, and since d(f)(x) ≥ 12 ||d(f)|| ≥
1
2 , x ∈ Yf , we get
∆d2(f)(x) ≥ −2d(f)(x)ǫ0 + 2qd(f)(x) tanh 1
4
, x ∈ Xf ∩ Yf .
(Here we use that by definition |τ(G(f))(x)| ≤ ǫ0 for x ∈ Xf .) Thus, by the
choice of ǫ0, and since d(f)(x) ≥ 12 ||d(f)||, x ∈ Yf , we get
∆d2(f)(x) ≥ −2||d(f)||1
4
q tanh
1
4
+ 2q
1
2
||d(f)|| tanh 1
4
, x ∈ Xf ∩ Yf ,
which yields
(29) ∆d2(f)(x) ≥ 1
2
q||d(f)|| tanh 1
4
, x ∈ Xf ∩ Yf .
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As we already pointed out above, we have
(30) ∆d2(f)(x) ≥ −2||d(f)||T, x ∈ B3,
where T = T (K) is the constant from Definition 3.1.
Next, we define the function Φ(f) = Φ(f,C1, C2) (from Lemma 3.2) by
Φ(f)(x) =
{
1
2q tanh
1
4 , if x ∈ Xf ,
−2T, x ∈ B3 \Xf ,
where C2 = C2(K) =
1
2q tanh
1
4 and C1 = C1(K) = 2T . (We define Φ(f)
for every f ∈ QC(S2) regardless of whether it has the harmonic extension
H(f).)
It follows from (29) that
∆d2(f)(x) ≥ ||d(f)||Φ(f)(x), for x ∈ Xf ∩ Yf .
On the other hand, from (30) it follows that
∆d2(f)(x) ≥ ||d(f)||Φ(f)(x), for x ∈ B3 \Xf .
Finally, we estimate from below ∆d2(f)(x) on Xf \Yf ,. Here we use the esti-
mate that holds on the entire B3 (which follows from (30) and the definition
of Φ(f))
∆d2(f)(x)− ||d(f)||Φ(f)(x) ≥ −P ||d(f)||, x ∈ B3,
where
P = 2T +
1
2
q tanh
1
4
.
The last three inequalities yield
∫
B3
gr(x)∆d
2(f)(x) dλ(x) − ||d(f)||
∫
B3
gr(x)Φ(f)(x) dλ(x) ≥(31)
≥ −P ||d(f)||
∫
B3\Yf
gr(x) dλ(x), 0 ≤ r < 1.
By Lemma 2.2, we have∫
B3\Yf
gr(x) dλ(x) =
r∫
0
gr(ρ)Aχ(ρ) dρ(x),
where χ is the characteristic function of the set B3 \ Yf . Thus, by Lemma
4.1 we have the bound
(32)
∫
B3\Yf
gr(x) dλ(x) ≤ ϕK(r)||d(f)||
r∫
0
gr(ρ) dρ(x).
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Let
ψK(r) = PϕK(r)
r∫
0
gr(ρ) dρ(x),
where ϕK(r) is the increasing function from Lemma 4.1. Therefore, the
function ψK(r) is also increasing. Replacing (32) in (31) we get
(33)
∫
B3
gr(x)∆d
2(f)(x) dλ(x) − ||d(f)||
∫
B3
gr(x)Φ(f)(x) dλ(x) ≥ −ψK(r).
On the other hand, from Lemma 3.2, for every M > 0 we can find r0 =
r0(M,K) such that
(34)
∫
B3
gr1(x)Φ(f)(x) dλ(x) ≥M,
for some 0 < r1 ≤ r0. Replacing (34) in (33), and using that ψK(r0) ≥
ψK(r1), proves the lemma.

4.5. The Endgame: A proof of (22). We now prove the estimate (22)
for every K-quasiconformal map satisfying (23), thus proving Theorem 1.1.
From (25) we get
||d(f)||2 −D′||d(f)|| −D′′ +
∫
B3
gr(x)∆d
2(f)(x) dλ(x) ≤ ||d(f)||2,
and by subtracting ||d(f)||2 from both sides, we obtain
(35)
∫
B3
gr(x)∆d
2(f)(x) dλ(x) ≤ D′||d(f)|| +D′′,
for every 0 ≤ r < 1.
Assume ||d(f)|| ≥ 1 (otherwise we are done). Let M = D′ + 1, and let
r0 = r0(K,M) = r0(K) be the corresponding constant from Lemma 4.2.
Then∫
B3
gr1(x)∆d
2(f)(x) dλ(x) ≥M ||d(f)||−ψK(r0) = (D′+1)||d(f)||−ψK(r0),
holds for some 0 < r1 ≤ r0. Replacing this in (35), we get
(D′ + 1)||d(f)|| − ψK(r0) ≤ D′||d(f)||+D′′,
which yields
||d(f)|| ≤ ψK(r0) +D′′ = D1 = D1(K).
This proves (22) and completes the proof of Theorem 1.1.
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5. Constructing the G-extension
We prove Theorem 3.1 by explicitly constructing G. ByH3 ≡ R2×(0,∞),
we denote the upper half subspace of R3. Every point z ∈ H3 has coordinates
z = (x, t), where x = (x1, x2) ∈ R2 and t > 0. We consider H3 as the upper-
half space model of the hyperbolic 3-space H3. By Isom∞(H
3) we denote
all Mo¨bius maps of H3 that fix ∞.
We let QC(R2) stand for the space of quasiconformal maps of R2, fixing
(0, 0), (1, 0),∞. We construct the extension
G : QC(R2)→ (C2(H3) ∩QI(H3)).
The required extension of maps from QC(S2) is then obtained by conju-
gating G by the Mo¨bius transformation that maps R2 to S2 and the points
(0, 0), (1, 0),∞ to the three points on S2 that are fixed by maps fromQC(S2).
Every map f ∈ QC(R2) is differentiable almost everywhere (with the
derivative of maximal rank). If f(x) = (u1(x1, x2), u2(x1, x2)), we let
e(f)(x) =
2∑
i,j=1
2∑
α,β=1
∂ui
∂xj
(x)
∂uα
∂xβ
(x),
denote the energy density of f (where defined) computed with respect to
the Euclidean metric.
5.1. Harmonic extensions of linear maps. Every invertible, orientation
preserving linear map L : R2 → R2 can be written as
L(x) = (ax1 + bx2, cx1 + dx2),
for some real numbers a, b, c and d, such that ad− bc > 0. The space of such
linear mappings is denoted by L(R2). Normalized maps from L(R2) are in
QC(R2) and e(L) and K(L) are constant functions on R2.
Every map L ∈ L(R2) has a harmonic quasi-isometric extension H(L) to
H3. It is given by (this was computed in [12], see also [24])
(36) H(L)(x, t) =
(
L(x),
√
e(L)
2
t
)
.
Since the norm (with respect to the hyperbolic metric) of the vector
H∗(vt), where vt is any unit vector parallel to
∂
∂t
, is equal to 1, it follows
that
(37) e(H(L))(z) > 1, z ∈ H3,
for every L ∈ L(R2). Also
(38) K(H(L))(x, t) = K(L)(x), (x, t) ∈H3,
and every L ∈ L(R2). Of course,
(39) τ(H(L))(x, t) = 0, (x, t) ∈ H3,
since H(L) is harmonic.
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5.2. The definition of G. We construct G using convolution operators,
and G can be seen as a generalization of the Ahlfors-Beurling extension (see
[11] for a very similar extension).
We let G(f) : H3 → H3 be given by
G(f)(x, t) =

∫
R2
f(x+ ty)φ(y) dy1dy2,
t√
2
√√√√∫
R2
e(f)(x+ ty)φ(y) dy1dy2

 ,
where φ is the Gauss kernel
φ(y) =
1
2π
e−
|y|2
2 ,
as in [11]. The two integrals used to construct G are the Gauss-Weierstrass
transformations of f and e(f) respectively.
Every K-qc map f ∈ QC(R2) is Ho¨lder continous which implies that
(40) |f(x)| ≤ const|x|K , |x| > 1.
This shows that the first integral in the definition of G(f) converges.
We now show that the second integral is well defined. Let
I(y) = I(y1, y2) =
( y1
y21 + y
2
2
,
−y2
y21 + y
2
2
)
,
be the inversion mapping. There exists a neighborhood of infinity Ω ⊂ R2
such that I ◦ f maps Ω to is a bounded neighborhood of 0 ∈ R2. Thus the
Euclidean area of (I ◦ f)(Ω) is finite and we get∫
Ω
J(I)(f(y))J(f)(y) dy1dy2 <∞.
Since J(I)(y) = 1
|y|4
, and using (40), we obtain∫
Ω
J(f)(y)
|y|4K dy1dy2 <
∫
Ω
J(f)(y)
|f(y)|4K dy1dy2 <∞.
Since f is quasiconformal, the energy
e(f) ≍ J(f),
is comparable with the Jacobian of f (uniformly on R2) and we get∫
Ω
e(f)(y)
|y|4K dy1dy2 <∞.
It follows that the second integral in the definition of G is well defined.
In fact, it follows from standard facts about convolution operators that
G(f) is C∞ onH3 and that G is conformally natural with respect to Isom∞(H3),
that is I ◦ G(f) ◦ J = G(I ◦ f ◦ J), for I, J ∈ Isom∞(H3).
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Clearly G(f) extends continuously to R2 (where it agrees with f) (see
[11]). Since G(f) is smooth and conformally natural with respect to the
transitive group Isom∞(H
3), by the standard compactness argument and
other basic properties of quasiconformal maps (see any book on quasicon-
formal mappings) we verify that G is an admissible extension in the sense
of Definition 3.1. We leave to the reader to check this.
Moreover, if L ∈ L(R2), then from linearity of L we get∫
R2
L(x+ ty)φ(y) dy1dy2 = L(x).
Since e(L) is a constant function on R2, it follows√√√√∫
R2
e(L)(x+ ty)φ(y) dy1dy2 =
√
e(L).
Thus, G(L) = H(L) is harmonic on H3.
5.3. The proof of Theorem 3.1. It remains to prove (13) from Theorem
3.1. Fix ǫ > 0 and for a K-qc map f ∈ QC(R2) we let
Xf (ǫ) = {z ∈ H3 : e(G(f))(z) > 1, K(G(f))(z) < 2K, |τ(G(f))(z)| < ǫ}.
We have the following lemma.
Lemma 5.1. Suppose that f is differentiable (with the derivative of maximal
rank) at some point x ∈ R2. Then there exists t0 = t0(f, ǫ) > 0 such that
(x, t) ∈ Xf , for every 0 < t < t0.
Proof. Again, we use the standard compactness argument. The proof is by
contradiction.
Suppose that there exists a sequence tn → 0, such that (x, tn) /∈ Xf (ǫ).
We find In ∈ Isom∞(H3) such that In(x, 1) = (x, tn), and Jn ∈ Isom∞(H3)
such that fn = Jn ◦ f ◦ In is normalized and therefore belongs to QC(R2).
Note that the energy, the norm of the tension field and the distortion of
G(f) at (x, tn) is equal respectively to the energy, the norm of the tension
field and the distortion of G(fn) at (x, 1).
Since f is differentiable at x (with the derivative of maximal rank), the
sequence fn converges pointwise to an element L ∈ L(R2). Then G(fn) →
G(L) in C∞ norm (which means that all derivatives converge on compact
sets in H3). In particular, the energy, the norm of the tension field and the
distortion of G(fn) at (x, 1) converges respectively to the energy, the norm
of the tension field and the distortion of G(L) at (x, 1).
Since we assumed that (x, tn) /∈ Xf , it follows that at least one of the
three equations (37), (38), (39) does not hold for L. This is a contradiction
and we are finished.
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To finish the proof, we conjugate the extension G to the map (also denoted
by)
G : QC(S2)→ (C2(B3) ∩QI(B3)).
We have already established that G is an admissible extension. From Lemma
5.1, it follows that if a K-qc map f ∈ QC(S2) is differentiable (with the
derivative of maximal rank) at some point ζ0 ∈ S2, then for some 0 < r0 =
r0(f, ζ0, ǫ) < 1, we have rζ0 ∈ Xf (ǫ, 2K), for every r0 < r < 1. The formula
(13) from Theorem 3.1 now follows from Lebesgue’s Dominated Convergence
Theorem and we are finished.
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