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Precise measurement of the angular deviation of an object is a common task in science and
technology. Many methods use light for this purpose. Some of these exploit interference effects to
achieve technological advantages, such as amplification effects, or simplified measurement devices.
However, all of these schemes require phase stability to be useful. Here we show theoretically and
experimentally that this drawback can be lifted by utilizing two-photon interference. Our results
show that non-classical interference can provide a path towards robust interferometric sensing,
allowing for increased metrological precision in the presence of phase noise.
I. INTRODUCTION
Quantum metrology aims to employ quantum re-
sources such as entanglement and squeezing to improve
the estimation of physical parameters [1, 2]. For exam-
ple, it is well known that the use of entangled N -photon
states can lead to a quantum advantage in interferomet-
ric sensing, allowing for Heisenberg scaling in the num-
ber of photons used to probe a phase parameter. In this
case the precision of estimation becomes proportional to
1/N , in contrast to the shot-noise behavior (∝ 1/√N)
that is attainable with N independent photons. Though
the focus in quantum metrology has typically been on
surpassing the shot-noise limit, it may be possible to ex-
ploit quantum properties for other desirable advantages,
such as improved dynamical range or robustness to noise
[3–7].
Monitoring of the tilt angle of an object is a metrolog-
ical scenario that is relevant in several fields of science
and technology [8–11]. A typical optical approach to this
task consists in tracking the spatial or phase displace-
ments of a light beam reflected by the object [12–20].
Procedures based on monitoring a light beam that has
reflected from the object, illustrated in Fig. 1 a), involve
the detection of the transverse spatial displacement of
the beam, and thus require a detector that is position-
sensitive, such as a camera or a quadrant detector. De-
pending on the type of detector, the performance of such
schemes can be degraded by distortions of the intensity
distribution of the reflected light. Phase displacement
methods, which make use of interferometers such as the
one displayed in Fig. 1 b), can present advantages over
spatial-displacement procedures. In addition to provid-
ing novel interference features that can be exploited for
the estimation of the tilt angle, such as weak-value am-
plification (WVA) [13, 14, 16], these methods may reach
levels of precision that are not attainable via spatial-
displacement-tracking schemes [12, 19, 20]. Besides their
larger sensitivity, some of these interferometric schemes
require only polarization measurements on the output
light [15, 18–20], allowing for the use of “single pixel”
detectors [21].
These interferometric techniques can suffer from a
principal drawback. Namely, nearly all interferometers
are sensitive to unavoidable phase fluctuations. Thus, it
is possible that changes in the output light intensity that
are due to variations of the physical parameter of inter-
est (here θ) cannot be distinguished from changes due
to phase fluctuations caused by external effects, such as
temperature or air currents, for example. This not only
decreases the precision of the parameter estimation, but
can creates an ambiguity in the output signal. Moreover,
if the characteristic timescale of the fluctuations is simi-
lar to that of the parameter of interest, it is not possible
to use active phase control to stabilize these fluctuations,
as this would suppress the sensitivity to changes in the
parameter, as the two effects are indistinguishable.
Here we show that the inherent disadvantage of these
interferometric methods can be overcome using two-
photon interference. When one photon of a pair probes
an object, information about the motion of the object
is imprinted on the two-photon state. We show theoret-
ically and experimentally that this information can be
retrieved through simple coincidence counting in a two-
photon Hong-Ou-Mandel interferometer [22], and fur-
thermore that this technique can saturate the precision
limits obtainable with single photons. Moreover, the two-
photon interference is not sensitive to fluctuations that
change the optical path length by even a few wavelengths.
Though the scheme we propose here does not increase
the metrological precision when compared with single-
photon interferometry in the ideal case, it does increase
the robustness of the metrological protocol to phase in-
stabilities, which is an effective increase in precision in
the presence of phase noise.
Our approach to stable interferometric sensing is remi-
niscent of the Hanbury Brown and Twiss (HBT) intensity
interferometer developed in the 1950’s [23]. This novel in-
terferometric technique used the correlation between the
intensity registered by two separated detectors to mea-
sure the diameter of a light source, such as a distant star
[24]. This was an improvement on the Michelson stel-
lar interferometer, which used standard interference of
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2light (field correlations) for the same task. Though it
was successful in obtaining interference fringes between
two beams even in poor atmospheric conditions [25], the
fringe pattern of the Michelson technique was not sta-
ble, but rather “in motion”, as it was sensitive to the
relative phase between the two sources. The HBT in-
terferometer, on the other hand, was not dependent on
the relative phase, thus allowing for measurements with
better resolution.
Though they seem like similar tasks, there is a distinct
difference between measuring the transverse diameter of
a light source, and sensing changes in the tilt angle of a
mirror, as considered in this manuscript. In the Michel-
son stellar interferometer, the phase fluctuations can ob-
scure the interference pattern, the period of which reveal
information about the distance between the two point
sources. In the case we consider here, the phase changes
can be actually indistinguishable from changes in the tilt
angle θ.
From a quantum optics perspective, the Hanbury
Brown and Twiss interferometer exploited the interfer-
ence of two photons, each from a different source [26].
With the development of parametric down-conversion
sources of photon pairs, and the seminal work of Hong,
Ou and Mandel (HOM) [22, 27, 28], two photon inter-
ference has found a wide range of applications, including
synchronization of distant clocks [29, 30], measurement of
phase or amplitude distribution of photon pairs [31–34],
Bell-state measurements for quantum information pro-
tocols [6, 35–39] and optimal quantum cloning [40, 41].
It is also at the heart of photonic quantum logic oper-
ations [42–44]. The present work is the application of
two-photon interference towards robust optical sensing.
This article is organized as follows. In section II, we
discuss the estimation of tilt angle in more detail, show-
ing how phase fluctuations can be quite detrimental in
interferometric sensing of such deflections. In section
III, we analyze the use of HOM interferometers for this
metrological task and show that such devices are robust
against phase instabilities. Experimental results are pre-
sented in section IV, where the stability of HOM mea-
surements have been compared with a Sagnac interfer-
ometer. Conclusions are provided in section V.
II. MEASURING ANGULAR DEFLECTION
Let us consider an optical field to monitor the angular
mechanical motion of a (reflective) object, parametrized
in this example by the angle θ. A simple method is il-
lustrated in Fig. 1 a), in which a light beam is sent
towards the object and the transverse displacement of
the reflected beam is measured. If the transverse spatial
profile of the beam is unaltered by the reflection from the
object and the subsequent propagation, measurement of
the transverse displacement is easily accomplished with
the use a quadrant detector, for example. Otherwise, a
camera must be used to obtain a reasonable amount of
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FIG. 1. a) Basic spatial displacement scheme, in which the
transverse spatial displacement of an optical field is measured
to determine the angle θ. b) Phase displacement scheme, in
which the object is placed inside an interferometer, here con-
structed with a polarizing beam splitter (PBS). The counter-
propagating horizontal and vertical polarization components
are displaced in opposite transverse directions. Information
about θ can be obtained via spatial measurements, polariza-
tion measurements, or both.
the transverse spatial distribution of the beam, in order
to evaluate the displacement. In this case, the ultimate
precision limit for the estimation of θ with a beam of ν
independent photons is [17, 18, 20]
∆θ ≥ 1√
ν4kσ
, (1)
where σ is the width of the transverse profile of the
beam at the position of the object and k is the photon
wavenumber.
As an alternative approach, a number of interferomet-
ric methods have been proposed and tested in the litera-
ture [12–16, 18–20]. In these schemes, the reflective ob-
ject M is placed inside an optical interferometer, playing
the role of one of the mirrors. Fig. 1 b) shows an ex-
ample of a Sagnac interferometer constructed with a po-
larizing beam splitter (PBS), so that the horizontal (H)
and vertical (V ) polarization components follow counter-
propagating directions. It is assumed that all optical
devices are much more mechanically stable than M , so
that any observed misalignment of the H and V beams
can be attributed to the tilt angle θ of M . We note that
the PBS can be replaced by an ordinary 50/50 beam
splitter. However, associating the counter-propagating
paths to orthogonal polarization states allows for a sim-
plified measurement scheme using waveplates and polar-
3izers. It is well known that the Sagnac arrangement is
one of the most phase-stable interferometers, since the
H and V components follow the same optical path in
different directions. Such setups allow one to take full
advantage of the additional degree of freedom provided
by the two paths of the interferometer. As shown in
Ref. [15, 18, 20], if the angular deviation of the object
is small, nearly all of the relevant information about θ
can be retrieved merely through polarization measure-
ments on the output light. In fact, the Sagnac, as well
as other interferometric schemes, can saturate the preci-
sion limit (1). There is also the technical advantage that
an area-integrating bucket (single pixel) detector can be
used. Additionally, the precision of the estimation of θ
can be greatly boosted if the input beam enters the inter-
ferometer slightly displaced from the center of the input
port [19, 20].
Interferometric techniques based on weak value ampli-
fication (WVA) have also been demonstrated [13, 14, 16].
In this case, in the context of Fig. 1 b), a polarizer selects
a polarization state so that there is near-total destructive
interference between the two beams, resulting in an out-
put spatial distribution whose transverse displacement is
amplified by a factor Aw. The amplified displacement
is measured using a quadrant detector or camera, as de-
scribed above, and from this one can infer the deviation
angle θ. While it does not lead to better precision in the
estimation of θ [15, 45, 46], when compared to simple
spatial displacement schemes, the WVA technique still
can be useful when the source intensity is much larger
than the saturation threshold of the detectors, and can
also provide improvements in the presence of some types
of noise and detector saturation [45, 47–49].
Though the interferometric approaches can have sev-
eral metrological advantages when compared to other
techniques, they require phase stability in order to func-
tion properly. For example, if one considers obtaining
information on the angle θ from the polarization degree
of freedom alone, as in Refs. [15, 18, 20], the probabil-
ity of obtaining one of two orthogonal polarization states
(±) when measuring the output light is of the general
form:
P±(θ, ϕ) =
1
2
(1± Vf(θ) cosϕ) , (2)
where V is the visibility of the interference fringes, f(θ) is
a real function related to the spatial profile of the beam
and to the actual value of the angle θ, whereas ϕ is the
relative phase between the two paths of the interferome-
ter. In principle, to obtain high-quality measurements of
the angle θ, it is sufficient that ϕ remain approximately
constant over the measurement acquisition time. Thus,
any observed variation of P±(θ, ϕ) can be attributed to
changes in the angle θ. This is no longer the case if the
phase ϕ fluctuates. Let us consider two scenarios. In
the first, we consider that the phase fluctuates around
the reference phase on a time scale that is much shorter
than the measurement time. Let us assume that over
π
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FIG. 2. Amplification factor in WVA measurement as a func-
tion of a phase shift ϕ.
the acquisition time, the phase can take values accord-
ing to some probability distribution Q(ϕ). In this case,
the detection probability P (θ) is obtained by integrating
P±(θ, ϕ)Q(ϕ) over ϕ, obtaining P±(θ) = 12 (1± VQf(θ)),
where VQ = V〈cosϕ〉Q is the resulting visibility. Since
|VQ| ≤ |V|, the effect of the phase fluctuations is to re-
duce the visibility (contrast of the interference fringes)
and thus the measurement precision [18, 19]. In many sit-
uations these effects can be partially mitigated through
post-processing the observed data by filtering operations.
In the second scenario, if ϕ fluctuates on a timescale that
is similar to that of the expected changes in the parame-
ter θ, then one cannot distinguish between variations in
θ or ϕ by just monitoring P±(θ, ϕ). Moreover, one can-
not filter the unwanted ϕ information from the the data
based on the characteristic time scale of the changes in
θ.
A similar effect appears in WVA techniques. For the
interferometer shown in Fig. 1 b), the amplification fac-
tor is given by [15, 18]
Aw =
〈ψps|σˆz|ψi〉
〈ψps|ψi〉 , (3)
where |ψi〉 and |ψps〉 are the initial and post-selected po-
larization states. A phase fluctuation in the interferom-
eter is essentially equivalent to changing the initial state
[50], which will affect Aw, leading thus to erroneous re-
sults for the measurement of the beam displacement. An
example is shown in Fig. 2 for |ψi〉 = (|H〉− eiϕ |V 〉)/
√
2
and |ψps〉 = cos θ |H〉+ sin θ |V 〉, with θ = (1 + 1/80)pi/4.
One can see that a phase fluctuation of the order of
pi/100 reduces the amplification factor by roughly one-
half, severely affecting the estimation of θ.
III. HONG-OU-MANDEL INTERFEROMETER
In contrast to single-photon interference, two-photon
HOM interference [22] is insensitive to optical path length
differences that are much smaller than the coherence
length of the individual photons [51]. We show that one
can exploit this property in order to perform stable in-
terferometric sensing of the tilt angle of an object. In the
4experimental setup depicted in Fig. 3a), a HOM inter-
ferometer is built with a source of polarization-entangled
photons and a polarizing beam splitter (PBS) [39]. The
source is composed of two crossed-axes borate-barium
(BBO) crystals pumped by a λp =405 nm laser, produc-
ing degenerate pairs of photons at λ =810 nm, which we
call signal (s) and idler (i), via spontaneous parametric
down conversion (SPDC) [52]. In the paraxial regime and
in the thin crystals limit, the quantum state of the pho-
ton pair at the near field of the crystals can be written
as [31]
|Ψ0〉 =
∫
dqi
∫
dqsΨp(qi,qs)×
× 1√
2
[
|qi, H〉i |qs, H〉s + |qi, V 〉i |qs, V 〉s
]
, (4)
where qj stands for the transverse momentum of each
photon, |qj , 〉j is a common eigenstate of transverse
momentum and polarization of a single photon (V rep-
resents vertical and H horizontal polarizations), and
Ψp(qi,qs) = v(qi + qs)γ(qi − qs), where v(q) is the
angular spectrum of the pump laser beam and γ(q) is
the phase matching function [53–55]. The angular spec-
trum of the pump beam is transferred to the photon
pair [54], generating momentum entanglement, while the
crossed-crystal geometry produces polarization entangle-
ment [52].
Each photon of the pair is sent to a different input port
of the PBS, which transmits (reflects) horizontal (ver-
tical) polarized photons. Using single-mode fibers, the
photons at each output of the PBS are sent to avalanche-
single-photon counters after polarization state projection
(PP) implemented with a half-wave-plate (HWP) and an-
other PBS before each detector. Coincidence counts are
registered between pairs of detectors. The path length
difference between the two arms of the interferometer is
adjusted by moving the retroreflector in Fig. 3a). When
the path lengths are equal to within the coherence length
of the photons, one can observe HOM interference [22].
By setting PP to project the polarization state of the pho-
tons onto |++〉 (|+−〉), where |±〉 = 1/√2(|H〉 ± |V 〉),
destructive (constructive) interference is observed with
a maximum HOM visibility of 96% (see Fig. 3b) and
below).
A. Phase Stability
The HOM interference shown in Fig. 3b) can be char-
acterized by the fitting function
C(δ) = A
(
1± Vze−(2piδ)2/2∆L2
)
, (5)
where C(δ) are the coincidence counts as a function of
the path length difference δ, Vz is the visibility, and ∆L
is the coherence length of the single photon fields. The
coherence length ∆L ∝ λ2/∆λ, where λ is the central
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FIG. 3. a) Experimental Setup: An SPDC source creates
pairs of entangled photons in the modes i and s. Photons
in the mode i are reflected by a movable retroreflector and
sent to a PBS. Photons in the mode s are sent to another
input port of the same PBS after being reflected by the mir-
ror M , which has been tilted by an angle θ. Photon pairs
are detected in modes 1 and 2, where a polarization projec-
tion (PP) is implemented with a half-wave plate and a PBS.
The photons are coupled into single-mode fibers, which are
connected to single photons detectors whose output signal is
analyzed with the CC electronics. Coincidences and single
counts of the detectors are registered. Mirrors M1 and M2
are utilized to build a Sagnac interferometer. More details
are provided in the main text. b) HOM interference observed
when the path length traveled by photon i is varied. Con-
structive and destructive interference is observe depending on
the polarization projection at PP. Blue points correspond to
coincidence counts after polarization projection on the two-
photon polarization state|+−〉, whereas red points correspond
to coincidence counts after projection on state |++〉.
wavelength of the down-converted light and ∆λ is the
bandwidth obtained with the use of interference filters.
For λ = 810nm and ∆λ = 10nm, we have ∆L ∼ 130λ,
which agrees with the values obtained from the curve fit
in Fig. 3b). Thus, in contrast to usual interferometry,
changes in longitudinal path length on the order of a
wavelength do not significantly affect the count rate in
the HOM interferometer. This will be seen in detail in
the following subsection.
B. Tilt Angle Estimation
Considering the setup of Fig. 3a), let us now show that
HOM interference can indeed be used to perform stable
interferometric sensing of the tilt angle θ of the reflective
object M with the same precision as is obtainable with
single-photon interferometry. By design, we focus on a
two-photon analog of the scheme discussed in section II
and illustrated in Fig. 1 b), since it saturates the preci-
sion limit (1) for small tilt angles and does not require
a detector that is sensitive to the intensity distribution
(only polarization measurements are performed) [18–20].
In the following, the propagation direction of each pho-
ton will always be designated by z. This means that, in
our notation, we change the coordinate axes upon reflec-
tions, such that each photon propagation direction (when
M is not tilted) is defined along the positive z axis even
after the reflections. To simplify the notation, from now
on we will represent only the y component of the wave
5vector of each photon, denoting them by qi and qs for
photons in mode i and mode s, respectively, since the x
component is not affected by the tilting of mirror M . If
the tilt angle θ is small, it changes the wave vector of
the signal photon as qs → qs + 2kθ, where k = 2pi/λ is
the photon wave number. After propagation inside the
interferometer, the quantum state of the photon pair at
the z-planes corresponding to detectors 1 and 2 (cf. Fig.
3) evolves from the state given in Eq. (4) to
|Ψ1〉 = 1√
2
∫
dqi
∫
dqsΨp(qi, qs)
[
eiq
2
i z
tot
i,2 /2keiq
2
szs,M/2k ×
× ei(qs+2kθ)2zs,1/2k |qs + 2kθ,H〉1 |qi, H〉2 (6)
+ eiq
2
i z
tot
i,1 /2keiq
2
szs,M/2kei(qs+2kθ)
2zs,2/2k ×
× |−qi, V 〉1 |− (qs + 2kθ) , V 〉2
]
,
where modes 1 and 2 represent the two output modes
of the central PBS of Fig. 3 a), and ztoti,1 (z
tot
i,2 ) is the
optical path length (OPL) of the photon in mode i, when
propagating from the crystal to detector 1 (2). zs,M is
the OPL of the photon in mode s, when propagating
from crystal to mirror M , and zs,1 (zs,2) is the OPL of
photon s when propagating from mirror M to detector
1 (2). Note that a reflection inverts the y component of
the wave vector.
Before reaching detectors 1 and 2, the polarization
state of the photon pair is projected (using PP) onto the
polarization basis {|++〉 , |−−〉 , |+−〉 , |−+〉}, where |±〉
are linear diagonal polarization states of a single photon.
If detectors 1 and 2 are point detectors, the probability of
a coincidence count at coordinates q1 and q2 in momen-
tum space is P (±)(q1, q2, θ) = |〈q1,±|〈q2,±|Ψ1〉|2, where
the “(±)” notation in the superscript refers to cases when
the photons are detected with the same (++ or −−) or
different (+− or −+) linear polarization states. Using
state (6), we have in this case
P±(q1, q2, θ) =
1
4
{|Ψp(q2, q1 − 2kθ)|2 + |Ψp(−q1,−q2 − 2kθ)|2
± 2|Ψp(q2, q1 − 2kθ)||Ψp(−q1,−q2 − 2kθ)| × cos[(q21 − q22)
∆z
2k
+ 2(q1 + q2)zs,Mθ + Φ]
}
, (7)
where Φ = arg[Ψp(−q1,−q2−2kθ)]−arg[Ψp(q2, q1−2kθ)],
∆z = ztoti − ztots , ztots = zs,M + zs, and we have set
ztoti,1 = z
tot
i,2 = z
tot
i and zs,1 = zs,2 = zs. The first term in
the argument of the cosine function arises from the phase
curvature of the down-converted beams, and does not de-
pend on θ. It is responsible for a momentum-dependent
phase shift that is controlled by the overall difference of
OPL between the two arms of the interferometer. In the
paraxial regime and for degenerated photon pairs, one
has for each photon q2  k2 and kz ≈ k
(
1− q2/2k2).
This implies that (q21−q22)/2k ≈ kz1−kz2 is much smaller
than k for all relevant values of q1 and q2. This is the well-
known phase stability of two-photon interference [51]:
even if the difference ∆z of OPL between the two arms
of the interferometer changes by several wavelengths, the
corresponding change in P±(q1, q2, θ) will be negligible.
If detectors 1 and 2 are area-integrating bucket detectors
(see below), coincidence counts will correspond to inte-
grating P±(q1, q2, θ) over the momenta. The ∆z term
will then be averaged and will degrade the visibility of
P±(θ), although this effect will be negligible for realis-
tic values of ∆z. It is illustrative to compare this to a
similar calculation using a single-photon interferometer,
which results in an equation similar to (7), with a modi-
fied term (k− q2/2k)∆z ≈ kz∆z replacing the first term
in the argument of the cosine function. Since the mag-
nitude of kz is approximately equal to the magnitude of
k, a variation of ∆z over a fraction of the photon wave-
length will considerably change the value of P±1 (q, θ), in
stark contrast to the HOM interferometer case. If an
area-integrating bucket detector is used, the visibility of
P±1 (θ) will be sensible to fluctuations of ∆z that are as
small as a fraction of the photon wavelength. In this
regard the HOM interferometer is much more robust to
fluctuations of the OPL diference between the interfer-
ometer arms than a single-photon interferometer.
The transverse spatial amplitude of the photons pairs
can be approximated by a product of two Gaussians [55].
In this case, the transverse profile of the pump beam
and the phase matching function are given by Gaussian
functions
v(q) = Aexp
[
−q2w2p
4
]
, (8)
γ(q) = Bexp
[−q2ω2c
4
]
,
where wp is the transverse width of the gaussian pump
beam, ωc ∼ L/4kp is the characteristic width of the phase
matching function, L is the length of the non-linear crys-
tals, and kp the wavenumber of the pump beam. A and
B are real normalization coefficients. Under this approx-
imation, the coincidence count probability is given by
6P±(q1, q2, θ) =
1
2
A2B2v2(q+)γ
2(q− − 2kθ)e−2w2pk2θ2 ×{
cosh
[
2q+w
2
pkθ
]± cos [q+q−
2k
∆z + 2q+zs,Mθ
]}
, (9)
where we introduce q± = q1 ± q2.
Let us assume now that detectors 1 and 2 are area-
integrating bucket detectors that measure solely the joint
probability of projecting the output beams on the same
polarization state (+) or on ortogonal polarization states
(−). In this case, the coincidence counts give informa-
tion on the probabilities P±(q1, q2, θ) integrated over all
values of q1 and q2, resulting in
P±(θ) =
1
2
[
1± Vz exp
{
−2
[
ω2pk
2 +
1
ω2p
(
1− ∆z
2
4k2ω2cω
2
p
)(
∆z
2
+ zs,M
)]
θ2
}]
, (10)
where Vz = 1−∆z2/(8k2ω2cω2p) is the visibility of P±(θ)
and we have assumed that ∆z/2k  ωcωp. As discussed
above, even for values of ∆z as large as several wave-
lengths of the degenerate photons, the visibility Vz will
be extremely close to unity.
When ∆z = 0, that is, when the difference of OPL be-
tween the two arms of the interferometer vanishes, P±(θ)
reduces to
P±(θ) =
1
2
(
1± e−2[k2w2p+z2s,M/w2p]θ2
)
. (11)
=
1
2
(
1± e− 12k2pω2p(zs,M )θ2
)
,
where kp = 2k is the wavenumber of the pump laser and
ωp(zs,M ) is the width of the pump laser at the mirror M .
This expression coincides precisely with the probability
of projecting the output light of a perfectly aligned single-
photon interferometer on the diagonal polarization basis
{|+〉 , |−〉}, when the width of the beam at object M is
ωp(zs,M ) and the wavenumber of the photons is equal to
k = kp/2 [20]. The fact that we obtain exactly the same
result in both setups shows that a perfectly aligned HOM
interferometer can reach the same precision in the estima-
tion of a tilt angle θ as a perfectly aligned single-photon
interferometer, which is known to saturate the precision
limit (1). Of course, here there is an extra overhead of a
factor of 2, since HOM interference requires a photon pair
instead of a single photon. Still, this allows us to unam-
biguously attribute the change in coincidence counts to
variation of θ, even in the presence of OPL fluctuations.
IV. EXPERIMENTAL RESULTS
In order to experimentally confirm the analysis pre-
sented in section III, we have implemented the exper-
imental setup shown in Fig. 3a) and described at the
beginning of section III. We measured the behavior of
normalized coincidence counts P±(θ) while the angle of
mirror M in 3a) is varied. We compare the results with
the probability P±(θ) (see Eq. (11)) of projecting the
output photons onto the same polarization state or onto
orthogonal states. Coincidence counts for each polariza-
tion setting were registered. Here C++ (C+−) refers the
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FIG. 4. Difference of the normalized counts P±(θ) as a func-
tion of the tilting angle θ . The dots correspond to measured
values, while the solid curve is a Gaussian fitting of the exper-
imental data. The red dashed line is a linear fitting around
the point of maximal variation of the probabilities with θ.
coincidence counts when the photons have been projected
onto the same (orthogonal) polarization states using PP.
We determine P±(θ) = C+±(θ)/(Cmax++ + Cmax+− ), where
Cmax++ are the coincidence counts when θ = 0. The dif-
ference ∆P = P+(θ) − P−(θ) is shown in Fig. 4 and
reproduces the behavior expected from Eq. (11). This
confirms that polarization measurements in the output
photons of a HOM interferometer do indeed give infor-
mation about the tilt angle of object M . By fitting the
experimental points with a Gaussian function, we find
a variance of 190(10) µrad2, which is in rough agree-
ment with what we expect from theory, with λ = 810nm,
ω2p(zs,M ) ≈ 1.5 × 10−3m, L = 2mm, and the detection
area is around 1mm. The red dotted line shows the region
of maximum sensitivity [19]. Thus, in a sensing applica-
tion, M should be initially aligned at a value θ0 in this
region, so that deviations θ with the best precision can
be obtained.
To study the stability of the estimation of tilt angle
based on HOM interferometry, we performed measure-
ments for a period of 8 hours and compare the results
with a similar measurement realized with a Sagnac inter-
ferometer under the same conditions. The Sagnac inter-
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FIG. 5. The upper figure shows the temporal fluctuation ∆P¯
of the the probabilities difference P+(θ)−P−(θ) for the HOM
interferometer around its mean value over a period of 8 hours.
The lower figure shows the corresponding quantity for the
Sagnac interferometer.
ferometer is known to be the most stable single-photon
interferometer, since the light beams propagate in oppo-
site directions through the same set of mirrors, resulting
in an interferometer with high stability against mechan-
ical fluctuations. Moreover, it has been shown recently
that such an interferometer can saturate the ultimate
precision limits in the estimation of small tilt angles [18–
20]. To make a fair comparison between the two inter-
ferometers, the Sagnac interferometer was constructed
from nearly the same optical arrangement as the HOM
interferometer. By simply inserting the mirrors M1 and
M2 to the setup of Fig. 3a) and using the fiber-coupler
of detector 2 to back-inject an attenuated laser beam,
a common-path Sagnac interferometer was built, where
the H and V polarization components travelled nearly
the same paths as the down-converted photons.
In both cases we tuned the parameters of each inter-
ferometer such that the variations of the probabilities
given by Eqs. (2) and (11) with θ were observed, cor-
responding to region represented by the red dotted line
in Fig. 4. The probabilities P±Sag(θ) were determined
after single counts in detectors 1 and 3 were registered
(∼ 80, 000 total counts/s). In Fig. 5a), we show the
difference ∆P¯ = ∆P −Mean(∆P ) as a function of the
time for the HOM interferometer, where Mean(∆P ) is
evaluated over all 8 hours of data. The corresponding
result for the Sagnac interferometer is shown in Fig. 5b).
Notice that in the absence of optical path length fluctu-
ations both signals should remain constant at 0, except
for higher-frequency noise stemming from the statistics
of photon counting and from the non-ideal quantum effi-
ciency of the detectors. The large amount of noise in the
signal from the HOM interferometer, when compared to
the signal from the Sagnac interferometer, comes from
the very low coincidence count rate (∼ 25 total coinci-
dent counts/s), which leads to a higher amount of relative
noise (∼ 1/√ν) in the photon count statistics, where ν
here is the number of events. For the case of the Sagnac
interferometer, with relative noise ∼ 10−3, variations of
∆P¯ are observed due to phase fluctuations and drift in
the interval from 0 to 4 hours. After that, the counts
have a much slower variation around the mean value. To
better compare the temporal stability of both signals,
we processed the HOM coincidence counts in order to
eliminate the noise from low photon counting statistics
(relative noise ∼ 10−1). For this, we take intervals of 10
minutes and calculate the mean values of ∆P¯ in these
intervals (relative noise ∼ 10−2). The result is shown in
Fig. 6. Here, we can observe that the phase fluctuations
in Sagnac measurements generate variations in ∆P¯ that
are roughly an order of magnitude larger than the varia-
tions in HOM interferometer. This clearly demonstrates
that in this metrological scenario the HOM interferome-
ter is much more robust against OPL fluctuations than
the Sagnac interferometer, without any active stabiliza-
tion.
We note that the effect of OPL fluctuations in the
Sagnac interferometer is not a question of reduced preci-
sion, as would occur for variations on a time scale that
is much shorter than the detection time (8 s). Rather,
here one cannot determine whether the observed change
in optical signal is due to variation of the tilt angle θ, or
simply an OPL fluctuation. To the best of our knowl-
edge, the standard active stabilization techniques using
auxiliary lasers are unable to control the unknown OPL
fluctuations, since the exact same problem will exist for
these beams.
V. CONCLUSIONS
We have shown, both theoretically and experimentally,
that two-photon HOM interferometry can be useful to
counteract the effects of phase instability in metrological
protocols based on optical interferometry. We demon-
strate that the coincidence count probabilities associated
to simple polarization measurements reproduce the de-
tection probabilities in common metrological schemes us-
ing single-photon interference, which are known to satu-
rate the ultimate precision limits. Thus, in the absence
of fluctuations, the use of two photon interference does
not lead to an enhancement in the metrological precision
when compared to ideal single-photon interferometric se-
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FIG. 6. Temporal fluctuation ∆P¯ of the the probabilities
difference P+(θ) − P−(θ) around their mean values over a
period of 8 hours. The cyan curve shows the behavior for
the HOM interferometer after a mean filter has been applied
to it to eliminate photon count uncertainty, while the red
curve shows the behavior for the Sagnac interferometer. The
blue line corresponds to the situation of perfect stability of
the interferometers. The shadowed regions around the curves
correspond to the error bars
tups. On the other hand, in non-ideal situations, where
the optical path length can vary indeterminately due to
temperature or air currents, the robustness of two-photon
interference can lead to better precision in the interfero-
metric estimation of physical parameters. This indicates
that quantum effects, besides being useful for enhance-
ment in precision due to Heisenberg scaling, can offer
additional metrological advantages. We provide an ex-
perimental comparison between a HOM interferometer
and a Sagnac interferometer over 8 hours of operation,
clearly displaying the robustness of a HOM interferome-
ter against phase fluctuations even without the use of ac-
tive stabilization. The stability over time scales that are
much larger than that of single photon interferometers
makes it unnecessary to realign to a reference phase. We
expect our results to motivate the search for new multi-
photon interferometric techniques to optimize noisy op-
tical metrology.
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