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Abstract
We give a simple proof of Lawton’s theorem on the orthogonality of translates of a compactly supported refinable function. The
same technique provides an easy proof of uniqueness in Gundy’s criterion on the characterization of low-pass filters associated to
prescaling functions.
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1. Introduction
The complex-valued function ϕ ∈ L2(R) is called a refinable function if
ϕ(x) = 2
∑
n∈Z
hnϕ(2x − n)
for (hn) ∈ l2(Z). A refinable function ϕ ∈ L2(R) is called a scaling function if ϕk(x) = ϕ(x − k), k ∈ Z, make
up an orthonormal basis for their closed linear span V0. It is called a prescaling function if the integer translates
ϕk(x) = ϕ(x − k), k ∈ Z, form a Riesz basis for their closed linear span; in other words, there exist c,C > 0 such that
for any f =∑akϕk ∈ V0:
c
∑
|ak|2  ‖f ‖22 C
∑
|ak|2.
In the latter case ϕ is said also stable.
The 1-periodic function m0(θ) =∑hne2πinθ is called a low-pass filter associated to the scaling/prescaling func-
tion ϕ.
The problem of orthonormality and stability of integer translates of compactly supported scaling functions has
been the object of many papers in wavelet literature. It can be shortly stated as follows: Find necessary and sufficient
conditions on the coefficients h0, . . . , hL (or equivalently on m0(θ) =∑hne2πinθ ) to obtain either the orthonormality
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S. Saliani / Appl. Comput. Harmon. Anal. 21 (2006) 254–261 255or the stability of the functions ϕ(x − k), k ∈ Z. The historical development of the results obtained is well known. Or-
thonormality implies 2
∑
hphp+2n = δ0,n for all n, and∑hn = 1, let V be the set of such finite sequences. Cohen [1]
has given the first necessary and sufficient criterion for orthonormality in terms of the zero-set of m0: There exists
a compact set K of R congruent to
[− 12 , 12 ] modulo 1 and containing zero in its interior such that m0(2−j θ) = 0 for
all θ ∈ K and j ∈ N. (K is said to be congruent to [− 12 , 12 ] modulo 1, if |K| = 1 and, for all ω ∈ [− 12 , 12 ], there exists
a k ∈ Z such that ω + k ∈ K .)
Lawton [7,8], and independently Conze and Raugi [3], established a different criterion in terms of the eigenvalues
of a linear operator on l2(Z).
Let h = (h0, . . . , hL) ∈ V ; for all a = (ak) ∈ l2(Z) define
S(a)(k) = 2
∑
m
∑
n
hmhna2k+m−n,
then the multiplicity of the eigenvalue 1 is exactly one. The proof of Lawton’s result requires Cohen’s criterion. Cohen
itself, together with Daubechies and Feauveau [2], proved the equivalence between the two criterions. A simpler proof
of this equivalence can be found also in Gro¨chenig’s work [4].
Both Cohen and Lawton results extend to more general sequences and also in higher dimensions. Another simple
proof of Lawton’s theorem was found by Lian [10]: The technique used does not require Cohen’s condition and
a Lawton-like criterion for multi-scaling functions is established.
Recently we gave another proof of Lawton’s criterion while exploring the compactly supported scaling functions by
means of the classical umbral calculus, see [11]. Our work was motivated by the need of an analog of orthonormality
for a scaling umbra. With the wavelet theory in mind, we set a theory of orthonormal scaling umbra which led to
a very simple and elementary proof of Lawton’s theorem for umbrae. When the umbrae come from a wavelet setting,
we recovered the usual Lawton condition (as formulated in (B) of Theorem 1 by Gro¨chenig in [4]).
Stability was explored in the compact multidimensional case by Lawton, Lee and Shen in [9] by studying the
eigenvalues of an analog of the transfer operator S. In the noncompact case, Gundy [5] has followed Lawton’s strategy
in the characterization of low-pass filters associated to prescaling functions.
The key point in all these results is the uniqueness of the fixed point of a certain transfer operator: Different
techniques are used to prove it. Gundy uses probability and some martingale theory rendering his proof somehow
complex.
In this work we show how our techniques in [11] can be successfully adapted to give a simple proof of Gundy
and Lawton’s result both on orthonormality (compact case) and stability (noncompact). Our original contribution is
a simple proof of uniqueness which works in all these cases. We find this flexibility interesting since we strongly
believe that the same simple argument could work also for analogue characterizations for refinable function vectors.
The paper is organized as follows: After some basic notations in Section 2, we provide two simple proofs of
Lawton’s theorem on orthonormality in Section 3, the first one is closer to the original one as in [7], the second
one contains the new technique. This is again used in Section 4, devoted to the characterization of low-pass filters
associated to prescaling functions.
2. Background and notation
We recall some basic facts. Let q ∈ N, q > 1. Let hn ∈ C, |hn| = 0 for |n| > N . Assume that the trigonometric
polynomial m0(θ) =∑Nn=−N hne2πinθ , defined for θ ∈ [0,1], verifies, for all θ ∈ [0,1],
m0(0) = 1, (1)
q−1∑
j=0
∣∣m0(θ + jq−1)∣∣2 = 1, (2)
then the infinite product
∏+∞
j=1 m0(q−j θ) converges uniformly on compact sets of R say to ϕˆ ∈ L2(R). ϕ has compact
support and verifies the refinable equation
ϕ(x) = q
∑
hnϕ(qx − n). (3)
n∈Z
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Tf (θ) =
q−1∑
j=0
∣∣m0((θ + j)/q)∣∣2f ((θ + j)/q).
T :C(T) → C(T) is the transfer operator associated to m0. If m0 satisfies (2), the constant functions are fixed points
for T. For ϕ as in (3), the 1-periodic function σϕ(θ) =∑k∈Z |ϕˆ(θ − k)|2 is a fixed point for T, too.
By Poisson’s summation formula, for ϕ ∈ L2(R),
σϕ(θ) =
∑
k∈Z
∣∣ϕˆ(θ − k)∣∣2 =∑
k∈Z
(∫
R
ϕ(x)ϕ(x − k)dx
)
e2πikθ .
Hence the integer translates ϕ(x − k), k ∈ Z, are orthonormal if and only if σϕ(θ) = 1 for almost all θ ; for all θ in
the compact case. Also, if (1) and (2) hold, the orthonormality is equivalent to the convergence in L2(R) of the partial
products
∏k
j=1 m0(q−j θ)χ[− qk2 , q
k
2 ]
(θ) to ϕˆ and to the convergence of the L2 norms
∥∥∥∥∥
k∏
j=1
m0
(
q−j θ
)
χ[− qk2 , q
k
2 ]
(θ)
∥∥∥∥∥
2
→ ‖ϕˆ‖2. (4)
3. Two simple proofs of Lawton’s theorem
In this section we provide two simple proofs of Lawton’s criterion for the orthogonality of integer translates of
a compactly supported refinable function. The first proof differs from the original proof by Lawton in overcoming
Cohen’s criterion, the second one is more flexible and it can be used to prove analogous criteria in a more general
context, as we shall see in Section 4.
Theorem 1. Let m0(θ) be a trigonometric polynomial verifying (1) and (2). Let ϕ be defined via ϕˆ(θ) =∏+∞
j=1 m0(q−j θ). Then the following are equivalent:
(a) The translates ϕ(x − k), k ∈ Z, are orthonormal.
(b) The only fixed points of the transfer operator T are the constant functions.
Proof. (b) ⇒ (a). The 1-periodic function σϕ(θ) =∑k∈Z |ϕˆ(θ − k)|2 is a trigonometric polynomial and a fixed point
for T. Since it is continuous,we can always find a constant a > 0 so that σϕ + a > 0, and, since the constant are fixed
points for T, (b) implies σϕ(θ) + a = σϕ(0) + a = 1 + a and we get (a).
(a) ⇒ (b). Since m0 satisfies (2), the constant functions are fixed points for T. Let us now prove the uniqueness.
First proof
The first part is essentially Lawton’s proof.
Let f ∈ C(T) be a fixed point for T. If we add a suitable constant, we can always assume f (θ) > 0. Consider
G(θ) = m0(θ)
√
f (θ)f−1(qθ) ∈ C(T). Now G(0) = 1, and
q−1∑
j=0
∣∣G((θ + j)/q)∣∣2 = q−1∑
j=0
∣∣m0((θ + j)/q)∣∣2f ((θ + j)/q)f−1(θ + j) = (Tf )(θ)f −1(θ) = 1.
Also:
k∏
j=1
G
(
q−j θ
)= k∏
j=1
m0
(
q−j θ
)√
f
(
q−j θ
)
f−1
(
q−j+1θ
)= k∏
j=1
m0
(
q−j θ
) k∏
j=1
√
f
(
q−j θ
)
f−1
(
q−j+1θ
)
=
k∏
m0
(
q−j θ
)√
f
(
q−kθ
)
f−1(θ),j=1
S. Saliani / Appl. Comput. Harmon. Anal. 21 (2006) 254–261 257and since f > 0 is continuous (and bounded below) as k → +∞ the latter converges to ϕˆ(θ)√f (0)f−1(θ), the
Fourier transform of a function λ ∈ L2(R). λ is a refinable function, indeed:
G(θ)λˆ(θ) = m0(θ)
√
f (θ)f−1(qθ)ϕˆ(θ)
√
f (0)f−1(θ) = λˆ(qθ).
At this point we show that the translates λ(x − k), k ∈ Z, are orthonormal without using Cohen’s criterion.
Since the translates ϕ(x − k), k ∈ Z, are orthonormal, by (4) if we set Sk(θ) = ∏kj=1 m0(q−j θ)χ[− qk2 , qk2 ](θ),we have∥∥Sk(θ)∥∥22 →k ‖ϕˆ‖22. (5)
Now: ∫ ∣∣∣∣∣
k∏
j=1
G
(
q−j θ
)
χ[− qk2 , q
k
2 ]
(θ)
∣∣∣∣∣
2
dθ =
∫ ∣∣Sk(θ)∣∣2f (q−kθ)f−1(θ)dθ,
where the functions |Sk(θ)|2f (q−kθ)f−1(θ) converge pointwise to |ϕˆ(θ)|2f (0)f−1(θ). Also, if we denote by m
and M respectively the minimum and the maximum value of f , |Sk(θ)|2f (q−kθ)f−1(θ)  |Sk(θ)|2Mm−1 and∫ |Sk(θ)|2Mm−1 dθ converges to ∫ |ϕˆ(θ)|2Mm−1 dθ by (5). Hence, by the generalized Lebesgue dominated con-
vergence theorem we have
lim
k
∫ ∣∣Sk(θ)∣∣2f (q−kθ)f−1(θ)dθ =
∫ ∣∣ϕˆ(θ)∣∣2f (0)f −1(θ)dθ = ∫ ∣∣λˆ(θ)∣∣2 dθ,
and so the integer translates of λ are orthonormal. The next step is standard, from
1 =
∑
k∈Z
∣∣λˆ(θ − k)∣∣2 =∑
k∈Z
∣∣ϕˆ(θ − k)∣∣2f (0)f −1(θ − k) = f (0)f−1(θ),
it follows that f is constant.
Second proof
Let f ∈ C(T) be a fixed point for T. Again, if we add a suitable constant, we can always assume f (θ) > 0. Assume
the weaker hypothesis f (θ) 0 first. For all n ∈ N
f (θ) = Tnf (θ) =
qn−1∑
k=0
∣∣∣∣∣
n−1∏
j=0
m0
(
qj−n(θ + k))
∣∣∣∣∣
2
f
(
q−n(θ + k))= q
n−1∑
k=0
∣∣∣∣∣
n∏
j=1
m0
(
q−j (θ + k))
∣∣∣∣∣
2
f
(
q−n(θ + k)).
The key point is to fix the index in the sum and to vary the index in the product. Consider for m > 1:
F˜m,n(θ) =
(q−2)qm−1+qm−1−2∑
k=−qm−1−1
∣∣∣∣∣
n∏
j=1
m0
(
θ + k
qj
)∣∣∣∣∣
2
f
(
θ + k
qn
)
.
Since m0 and f are 1-periodic, f (θ) = Tnf (θ) = F˜n,n(θ).
If m and θ are fixed, since f is continuous,
lim
n
F˜m,n(θ) =
(q−2)qm−1+qm−1−2∑
k=−qm−1−1
∣∣ϕˆ(θ + k)∣∣2f (0).
Call this limit lm(θ). By definition, for every ε > 0, we can find n0 = n0(m) ∈ N such that, n0 > m and for every
n n0, lm(θ)−ε < F˜m,n(θ). In particular, since f  0, lm(θ)−ε < F˜m,n0(θ) F˜n0,n0(θ) = f (θ). Since ε is arbitrary,
we get
(q−2)qm−1+qm−1−2∑
m−1
∣∣ϕˆ(θ + k)∣∣2f (0) f (θ).
k=−q −1
258 S. Saliani / Appl. Comput. Harmon. Anal. 21 (2006) 254–261As m → +∞, we obtain
f (0) =
∑
k∈Z
∣∣ϕˆ(θ + k)∣∣2f (0) f (θ).
Hence we have proved so far that for every f  0 continuous fixed point of T we have, for all θ , f (0) f (θ). For the
other direction, since f is continuous and f (θ) > 0, we have ‖f ‖∞ > 0. Now f1(θ) = f (0) − f (0)/‖f ‖∞f (θ) 0
is a continuous fixed point for T hence, for the above, f1(θ) f1(0). This means that f (0) f (θ) and so everything
is proved. 
4. Stability of refinable functions
In this section, we shall use the approach of Section 3 to give an easy proof of uniqueness in Gundy’s character-
ization of low-pass filters associated to a prescaling function, see [5]. For simplicity, we shall assume a scale factor
q = 2.
Definition 2. We shall say that ϕ ∈ L2(R) is a prescaling function if the following occurs:
(1) the integer translates ϕk(x) = ϕ(x − k), k ∈ Z, form a Riesz basis for the space V0 ⊂ L2(R) generated by
finite linear combinations of the functions ϕk , k ∈ Z; in other words, there exist c,C > 0 such that for any
f =∑akϕk ∈ V0:
c
∑
|ak|2  ‖f ‖22 C
∑
|ak|2;
(2) ϕ is a refinable function, i.e.,
ϕ(x) = 2
∑
n∈Z
hnϕ(2x − n) (6)
for (hn) ∈ l2(Z);
(3) the chained spaces Vj ⊂ Vj+1 generated by finite linear combinations of the functions ϕj,k(x) = ϕ(2j x − k),
j, k ∈ Z, exhausts L2(R).
The 1-periodic function m0(θ) =∑hne2πinθ is called a low-pass filter associated to the prescaling function ϕ.
Remark 3. Note that when c = C = 1, ϕ is a scaling function, the translates (ϕk(x))k form an orthonormal system
and m0 is the usual low-pass filter.
The hypothesis guarantees that ϕ generates a multiresolution analysis, see [6]; also, for ϕ ∈ L2(R), σϕ(θ) =∑
k∈Z |ϕˆ(θ − k)|2 is always a well-defined function in L2(T).
Finally, if ϕ is a prescaling function, we have, see [6], c  σϕ(θ)  C for almost all θ ∈ R, so we can construct
a function γ ∈ V0 such that (γk(x))k form an orthonormal system for V0: γ is defined by γˆ = ϕˆσ−1/2ϕ .
The following objects will play an important role in the sequel. If m0(θ) is a 1-periodic measurable function, we
define the linear operator p on L1(R) ∩L∞(R) by
(pf )(θ) = ∣∣m0(θ/2)∣∣2f (θ/2),
and the linear operator P on L∞(T) by
(Pf )(θ) = ∣∣m0(θ/2)∣∣2f (θ/2) + ∣∣m0((θ + 1)/2)∣∣2f ((θ + 1)/2).
If ϕ ∈ L2(R), we define D∞(ϕˆ) as the set of h(θ) 0 such that
(1) h ∈ L∞(T) and h−1 ∈ L∞(T);
(2) h is a.e. dyadically ϕˆ-continuous at zero, i.e., we have a.e.
lim
j→+∞
h(2−j θ)
|ϕˆ(2−j θ)|2 = limj→+∞
h(−2−j θ)
|ϕˆ(−2−j θ)|2 = 1. (7)
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Theorem 4. Let m0(θ) be a 1-periodic measurable function. If m0(θ) is a low-pass filter associated to a prescaling
function ϕ ∈ L2(R), then:
(1) m0 ∈ L2(T).
(2) |ϕˆ(θ)|2 ∈ L1(R) ∩L∞(R) is a nontrivial fixed point for p, σϕ(θ) ∈ L∞(T) is a nontrivial fixed point for P.
(3) σϕ(θ) is the only P-invariant function in D∞(ϕˆ).
Conversely, if
(a) m0 ∈ L2(T).
(b) There exists ϕ ∈ L2(R) such that |ϕˆ(θ)|2 ∈ L1(R) ∩L∞(R) is a fixed point for p, and σϕ(θ) ∈ L∞(T).
(c) There exists one and only one P-invariant function and it belongs to D∞(ϕˆ).
Then m0 is a low-pass filter for a prescaling function ϕ1.
Proof. Our original contribution is the proof of uniqueness in (3), the rest will follow Gundy’s approach.
Let m0 be a low-pass filter associated to a prescaling function ϕ. The condition (hn) ∈ l2(Z) implies (1).
From |ϕˆ(θ)|2 ∈ L1(R) and, by Remark 3, |ϕˆ(θ)|2  σϕ(θ)  C, a.e., we obtain |ϕˆ(θ)|2 ∈ L1(R) ∩ L∞(R). It is
also obvious that the refinement equation (6) implies(
p|ϕˆ|2)(2θ) = ∣∣m0(θ)∣∣2∣∣ϕˆ(θ)∣∣2 = ∣∣ϕˆ(2θ)∣∣2.
Remark 3 also implies σϕ(θ) ∈ L∞(T) and by what we have recalled in Section 2, we have (Pσϕ)(θ) = σϕ(θ), and
so (2) is proved.
To prove (3) we show, first, that σϕ ∈ D∞(ϕˆ). By Remark 3 it follows that σ−1ϕ ∈ L∞(T) and γˆ = ϕˆσ−1/2ϕ verifies,
almost everywhere limj |γˆ (2−j θ)|2 = limj |γˆ (−2−j θ |2 = 1. Hence, almost everywhere,
lim
j
σϕ(2−j θ)
|ϕˆ(2−j θ)|2 = limj
σϕ(−2−j θ)
|ϕˆ(−2−j θ)|2 = 1.
So σϕ is a.e. dyadically ϕˆ-continuous at zero.
We now show the uniqueness. Let h(θ) ∈ L∞(T), h  0, be a P-invariant function, a.e. dyadically ϕˆ-continuous
at zero (the hypothesis h−1 ∈ L∞(T) is not necessary at this stage). For all n ∈ N
h(θ) = Pnh(θ) =
2n−1∑
k=0
∣∣∣∣∣
n∏
j=1
m0
(
(θ + k)/2j )
∣∣∣∣∣
2
h
(
(θ + k)/2n).
The key point is to fix the index in the sum and to vary the index in the product. Let us define for m > 1:
F˜m,n(θ) =
2m−1−2∑
k=−2m−1−1
∣∣∣∣∣
n∏
j=1
m0
(
θ + k
2j
)∣∣∣∣∣
2
h
(
θ + k
2n
)
.
We get F˜n,n(θ) = Pnh(θ) = h(θ).
We claim that, for almost all θ , for all k and for big j = j (θ, k), the quantity
h((θ + k)/2j )
|ϕˆ((θ + k)/2j )|2
is well defined. Indeed, let B be the zero measure set where the limits (7) do not hold for h. Let A = {θ | ∃k(θ) ∈ Z,
θ + k(θ) ∈ B}, and for k ∈ Z, Ak = {θ | θ + k ∈ B} = B − k. Hence Ak has zero measure, and the same for A =⋃
k∈Z Ak . Hence for θ /∈ A and for all k ∈ Z, we have
lim
h((θ + k)/2j )
j 2 = lim
h(−(θ + k)/2j )
j 2 = 1j |ϕˆ((θ + k)/2 )| j |ϕˆ(−(θ + k)/2 )|
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F˜m,n(θ) =
2m−1−2∑
k=−2m−1−1
∣∣∣∣∣
n∏
j=1
m0
(
(θ + k)/2j )
∣∣∣∣∣
2
h((θ + k)/2n)
|ϕˆ((θ + k)/2n)|2
∣∣ϕˆ((θ + k)/2n)∣∣2
=
2m−1−2∑
k=−2m−1−1
[
n∏
j=1
∣∣m0((θ + k)/2j )∣∣2∣∣ϕˆ((θ + k)/2n)∣∣2
]
h((θ + k)/2n)
|ϕˆ((θ + k)/2n)|2
=
2m−1−2∑
k=−2m−1−1
[
n−1∏
j=1
∣∣m0((θ + k)/2j )∣∣2∣∣ϕˆ((θ + k)/2n−1)∣∣2
]
h((θ + k)/2n)
|ϕˆ((θ + k)/2n)|2
= · · · =
2m−1−2∑
k=−2m−1−1
∣∣ϕˆ(θ + k)∣∣2 h((θ + k)/2n)|ϕˆ((θ + k)/2n)|2 .
Hence limn F˜m,n(θ) =∑2m−1−2k=−2m−1−1 |ϕˆ(θ + k)2|, and we can find, for a given ε > 0, an n0 = n0(θ,m, ε) > m, such
that for n n0 we have
2m−1−2∑
k=−2m−1−1
∣∣ϕˆ(θ + k)∣∣2 − ε < F˜m,n(θ).
In particular, for n = n0, by adding positive terms,
2m−1−2∑
k=−2m−1−1
∣∣ϕˆ(θ + k)∣∣2 − ε < F˜m,n(θ) F˜n0,n0(θ) = h(θ).
For the arbitrariness of ε, as m → +∞, we get ∑k∈Z |ϕˆ(θ + k)|2  h(θ), i.e.,
σϕ(θ) h(θ). (8)
Hence we have showed that if h(θ) ∈ L∞(T), h 0, is a P-invariant function, a.e. dyadically ϕˆ-continuous at zero,
then we get (8).
For the other direction, since h ∈ D∞(ϕˆ), there exist m,M > 0 with m  h(θ) M a.e. Call c,C > 0 such that
c σϕ(θ) C, we can always assume c < M . Now let a ∈ R with 0 < a < cM−c and consider the P-invariant positive
function, h˜(θ) = (a + 1)σϕ(θ) − ah(θ) ∈ L∞(T). We have
lim
j
h˜(±2−j θ)
|ϕˆ(±2−j θ)|2 = (a + 1) − a = 1.
So, by the above result, h˜(θ) σϕ(θ), which means h(θ) σϕ(θ), and the uniqueness is proved.
Conversely, assume (a), (b) and (c). Now the unimodular function sgnm0(θ) := m0(θ)|m0(θ)|−1 (with the assump-
tion that 00 = 1) can be written as t (2θ)t (θ)−1 with t unimodular (see Gundy’s work [5]). Then by (b)∣∣ϕˆ(2θ)∣∣= ∣∣m0(θ)∣∣∣∣ϕˆ(θ)∣∣= ∣∣m0(θ)∣∣t (θ)t (2θ)−1∣∣ϕˆ(θ)∣∣,
and so
t (2θ)
∣∣ϕˆ(2θ)∣∣= ∣∣m0(θ)∣∣t (θ)∣∣ϕˆ(θ)∣∣.
Let ϕ1 ∈ L2(R) such that ϕˆ1(θ) = t (θ)|ϕˆ(θ)|, and note that σϕ1 = σϕ by (a) is a P-invariant function hence, by (c),
it is the only P-invariant function and it belongs to D∞(ϕˆ). So, ϕˆ1σ−1/2ϕ ∈ L2(R) and the function γ ∈ L2(R) defined
by γˆ (θ) = ϕˆ1σ−1/2ϕ is a scaling function by (c) and Theorem 5.2 in [6] about the characterization of scaling function,
with m0(θ)σ−1/2ϕ (2θ)σ 1/2ϕ (θ) as low-pass filter. It follows that ϕ1 is a prescaling function, indeed let f ∈ V0(ϕ1),
f =∑akϕ1,k , then
fˆ (θ) =
∑
akϕˆ1(θ)e
−2πikθ =
∑
akγˆ (θ)e
−2πikθσ 1/2ϕ (θ) = fˆ1(θ)σ 1/2ϕ (θ),
S. Saliani / Appl. Comput. Harmon. Anal. 21 (2006) 254–261 261where f1 ∈ V0(γ ). So if a.e. c σϕ(θ)C, since the translates of γ are orthonormal, we have
c
∑
|ak|2 = c‖fˆ1‖22  ‖f ‖22  C‖fˆ1‖22 = C
∑
|ak|2,
finishing the proof. 
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