This study proposes an unsupervised learning approach for the task of hand pose recognition. Considering 
Introduction
Hand pose recognition is a non-trivial task with potential application in many areas such as human computer interaction, sign language interpretation etc. Hand pose recognition can be formulated as an instance of the general multi class object recognition problem which is a very important goal in computer vision. This paper proposes an unsupervised learning framework for learning a boosted classifier tree for multi class object recognition (for this particular study, hand pose). The framework facilitates feature selection and feature sharing among large sets of features through learning boosted classifiers directly from soft labels obtained through spectral clustering.
We use spectral clustering, namely Normalized Cut [13] to obtain a top-down two-way hierarchical partitioning of the data. At each level of the tree generated by the hierarchical partitioning, we can train a classifier to discriminate the two sub-classes. However, we show that as a result of the spectral clustering, we can directly obtain weak classifiers which fit the obtained spectral partition. Such weak learner can then be boosted to form a classifier. As we can speculate, either or both of the subsets generated by the clustering algorithm may contain impurities. Therefore, we need to apply a boosting algorithm that has been shown to work well in the presence of noise, e.g. [11] . Ideally, the leaves of this classifier tree should comprise only the images of the same object class (in this study, same hand pose). At recognition time, an appropriate distance measure is used to find the representative image for the corresponding object class (the hand pose) at the leaves of this tree. The approach has been tried for hand pose recognition on a training set of images containing large variability in background, illumination and for some cases, the exact shape of the hand. Our algorithm were learned on a dataset consisting of five hand poses (three of them were used in [14] ).
An overview of the whole approach is described in section 2. The process of building the tree classifier is illustrated in section 3 where sections 3.1, 3.2, and 3.3 describe the clustering method, weak classifier learning and the soft margin AdaBoost respectively. Section 4 explains the experimental setup and results obtained. Finally, section 5 discusses the findings and future works on this study.
Related Work
There have been extensive research recently on recovering hand pose from an image. [3, 8, 7] . Hand pose recognition task was formulated as a database indexing problem for a large database of articulated hand images in [1, 2] . Since it may not always be possible to label the training images perfectly due to high variability of gestures, Wu et.al. [15] uses a dataset of both unlabeled and labeled data for view independent gesture estimation. A template (generated by both edge and color features) matching technique has also been employed for hand pose detection in [14] that uses a dataset containing large variation in background and illumination. A linear classifier learned with oriented edges and marginalized templates has been shown to produce very good results for three hand poses. A detection tree classifier were used to prune out a large portion of the image, which is less probable to contain a hand, from the search. Since hand appearances in the real world images can vary largely in shape and color for the same hand pose class, a template based approach is not sufficient for pose estimation. In [10] , a two-layer boosted classifier tree has been used to detect the hand in the image and recognize its pose. The top layer of the tree detects hand in an image window and the cascades of classifiers below recognize the hand pose. High success rates have been reported by the authors on hand poses with the same skin color of hands, background, and illumination which seem to underestimate the actual scenario.
Our work, however, does not deal with finding out a hand in any given query image. We are interested in discovering the pose provided an image of only the hand itself. We used an extended dataset of that was used in [14] for its large variability in background, illumination, and the exact shape of the hand for the same hand pose because we are interested in this study to recognize pose in realistic cluttered environment under varying conditions.
Overview of the approach
We build a decision tree by applying a top-down hierarchical clustering algorithm to the image dataset such that each leaf is expected to contain images from only one object class. Suppose any node of this tree contains image set I and it's children hold the subsets I A and I B . We will learn a binary classifier at each such node so that any query image x q will be classified as a member of either of these two subsets. This query image will be classified by another classifier in the following level and this process will continue until x q reaches one of the leaves. A similarity measure d()is used at the leaf to find the image closest to x q which represents the object class of it.
Suppose we have N images x k , k = 1, 2, · · · , N for training and they are stacked one on top of the other in the matrix X ∈ R N×L . We first apply a suitable feature φ on the images to transform the data matrix from input space to the feature space; i.e., from X ∈ R N×L to X φ ∈ R N×L φ . Since the dimensionality L φ of the feature space is usually too large for the clustering algorithm to generate meaningful clusters, we need to further apply a dimensionality reduction tool. Principal Component Analysis (PCA) is used to reduce the dimensionality of the transformed data matrix. Let us denote the data matrix in the space spanned by the principal components of X φ as Z PCA ∈ R N×L PCA .
We execute Normalized Cut (NCut) method to cluster the data
T in the PCA space. Given the distance matrix W ∈ R N×N of the PCA space representation of images z k , k = 1, 2, · · · N, the NCut method will partition the set into two disjoint subsets. The clustering algorithm is applied recursively to generate the tree structure.
Since the clustering algorithm may not be able to separate the groups of images of same pose perfecty, there may be some impurities in either or both I A and I B . Therefore, we chose a variant of theAdaBoost [4] algorithm, namely the Soft margin AdaBoost [11] which maximizes the lower bound of the margin of the strong classifier in presence of noise, to be employed at each node. Our choice of the learning algorithm will be justified both theoretically and practically in latter sections. The classifier was trained using the feature responsesψ k = ψ(x k ) of a different set of features ψ. We have used a novel method for learning of the weak hypotheses from these responsesψ k , using the clustering information produced by the NCut method and the probability distribution imposed on the training examples at each round of the boosting process.
3 Unsupervised Learning of Tree Classifier
Normalized Cut Clustering
Consider each point z k , k = 1, 2, · · · , N in the PCA space as nodes of some graph G = (V, E) where there is an edge from each node to all other nodes in V . Let W be the weighted adjacency matrix for the edges in E. We calculated the distance between any two points z k 1 and z k 2 , or equivalently, the weight for the edge between z k 1 and z k 2 , using multivariate gaussian distance in the PCA space.
The bandwidth (or covariance) matrix Σ for the gaussian measure was determined by the local scaling approach proposed in [16] . Given the weight matrix W, the Normalized Cut algorithm [13] will generate the optimum partitioning vector r to divide V (I in our case ) into two disjoint subsets A and B (I A and I B respectively). The partitioning vector r is almost always real valued whereas we need a binary indicator vector b that assigns z k to the the appropriate cluster. We follow the approach described in [13] for searching the entry δ in r that produces the minimum association between two clusters, i.e. the minimum NCut value. The two subsets I A and I B of I are obtained by checking the values of the eigenvector entries against the threshold δ .
where b k = sign(r k − δ ) and the symbols b k and r k denotes the entries in the vectors b and r respectively for k = 1, 2, · · · , N. The resulting subsets are recursively partitioned into smaller sets in the same way until the algorithm satisfies some terminating condition.
The quantitative measure of association between two clusters, namely the NCut value, and the cluster size are used as a stopping criterion. One of the reasons to favor Normalized Cut method over other clustering methods is the fact that it makes no assumptions about the number of clusters and the distribution of points pertaining to it. The only external parameter we need to set,namely the NC th value is intuitive and less strict for an assumption. Furthermore, as we will see in the next section, the partitioning vector r can be used to learn the binary classifier at each node of the classifier tree.
One-pass Learning of weak classifiers
We will learn a binary boosting classifier [4] at each node of the tree generated by the NCut method. We propose a fast and elegant method for learning the weak classifiers at each stage of boosting by utilizing the information provided by the clustering algorithm. Using our notation, r (the second eigenvector of the standard eigensystem defined in [13] ) stores the partitioning information for subsets I A and I B . As we know [9] , in ideal cases, r is a piecewise linear vector characterizing the correspondence between the points to the clusters to be discovered. Therefore, when classifying between the two subsets produced by the NCut algorithm, the vector r can be considered to contain the 'soft labels'(we will be using this term for r in rest of the paper) for the classifying task. The binary vector b (as defined in equation 2) generated by thresholding r against δ works as the actual labels for classification.
For the purpose of learning the binary classifiers, a different set of features ψ j , j = 1, 2, · · · , L ψ are applied on the images. Let us denote the the N dimensional vector for j-th feature responses of all the images
At each round t of boosting process, we need to find a weak classifier making the least classification error in terms of the labels b weighted by the probability distribution π t k , k = 1, 2, · · · , N imposed on the training samples at t-th round. We learn a binary weak classifier h j ∈ {+1, −1} N for each feature ψ j . The weak hypothesis h j assigns an image x k to subset I A (class +1) if the corresponding feature responseψ j k is greater than some threshold θ j and assigns x k to subset I B (class -1) otherwise.
The most discriminative feature among all the ψ j , j = 1, 2, · · · , L ψ will have distinct densities of responses for samples of two classes and will have a high correspondence between its entries and that of the label b. Since both soft labels r and feature responses ψ j are real numbers, we expect the relationship reflected be more strongly between them. We model this correspondence by a linear relationship between r andψ j as follows:
where α j and β j are two scalar coefficients. This assumption of linear dependence gives us a straightforward way to determine the threshold θ j by θ j = δ −β j α j . The linear model between the soft labels and the feature responses thus eliminates the necessity for an exhaustive search (i.e. to check sufficiently large number of values in the range of the feature values) to compute θ j . The direction of the inequality signs in the definition of h j in equation 3 may be reversed with the sign of α j as shown in figure 1 . Finally, the weak hypothesis h j t to be selected at round t is the one making the least weighted error against the actual labels b.
Here I is the indicator function that outputs 1 if the expression within the square braces is true and outputs 0 otherwise. We can use Least Square method to compute the linear coefficients α j and β j in equation 4. Let us define matrixΨ j = [ψ j 1] and vector a j = [α j β j ] T to write the linear dependence in equation 4 in the matrix form as r =Ψ j a j . Recall that at each round t of boosting, we emphasize on learning a different subset of the training examples according to the probability measure π t k . Therefore, we need to use a weighted least square approximation to calculate the coefficients of the features that are biased towards the samples by higher π t k than that of others. We need to find out the coefficients a j minimizes the weighted squared error
where
The coefficients a j that minimizes ε rgs can be derived as (see [6] for reference)
Soft Margin AdaBoost
The weak hypotheses learned from the feature responses are combined to form a strong classifier. A large margin classifier should be preferred to ensure the robustness of the tree classifier. The authors of [12] have demonstrated that, the margin of the final classifier increases with the number of weak classifiers added to the final classifier of a boosting process and results in a continuous reduction in generalization error. There are two issues worth discussing at this point. First, if at any stage of the regular AdaBoost [4] , the weighted error made by the weak classifier becomes zero, we need to abort the iterative process of adding new classifiers. The second concern is, in noisy environment, adding more weak hypothesis will concentrate on learning the noisy samples rather than increasing the margin [11] . Rätsch et.al. [11] , proposed a modification to the objective functional that AdaBoosttype algorithms minmize. Let us denote H(x k ) = ∑ Replacing ρ k (c) byρ k (c) in the objective function that AdaBoost tries to minimize, the iterative update formulae for c and π t k become:
T with c t = arg min
There are two external parameters, namely B and p, need to be tuned. The superscript t for each quantity denotes the value of that specific variable at boosting stage t. The denominator Z t in the definition of π t k is a normalizing constant to convert π t k , k = 1, 2, · · · , N into a probability distribution. As can be observed, these update rules allow to add as many weak hypothesis as we want even if the corresponding weighted error vanishes. The final form of the strong classifier is a sign function of the value of H with normalized linear coefficients :
We refer the reader to [11] for a detailed explanation of Soft Margin AdaBoost.
Experiment and Results
For our experiment, we used the datasets of [14] with two more types of hand pose images. These images were scaled to the size 64 × 64 pixels and converted to grayscale. The image set contains 5 hand poses, namely hand open to side, pointing to side, fist to the side, pointing towards the camera, and fist upwards. The background, illumination, exact hand shape and clothing of the images vary largely in the data, as can be seen from some example images in figure 2 (a) . We have randomly picked 343 images for training and 375 images (75 per pose) for testing purposes. The sizes of image sets for different hand poses were not the same in the training set, but each set contains at least 50 images. Each pose of the test set contains 75 images. The task is to find out the hand pose of each of these 375 test images when presented to the learning algorithm. Feature used for Clustering: For clustering purposes, we have used the Distance transform (DT) [5] images as the feature φ (section 2). To eliminate the interference of the background, the edge images that were used to calculate the DT of an image were manually cleaned to remove the edges in the background. Some of the images x k , k = 61, 156 and their feature transforms φ (x k ) have been shown in figure 2 (b) . Building decision tree by clustering: The PCA transform of the DT images in X φ generates the L PCA < L φ dimensional data matrix Z PCA retaining 99% of the variance. To apply NCut clustering to Z PCA , we need to calculate the distance matrix W . We consider distances of η nearest neighbors of z k (according to the Euclidean distance in the PCA space) while computing the bandwidth matrix Σ used to calculate W in equation 1 (see [16] for details). As we can infer, the height of the tree can be minimized if the clustering algorithm divides the image set I into almost equal sized subsets I A and I B . Therefore, we examined multiple clustering results for the weight matrix W computed in l PCA (where 4 ≤ l PCA ≤ L PCA ) dimensional subspaces of the PCA space and with η ∈ {5, 10, 20}. We calculated the ratio We have found in the experiment that, NCut is actually separating the training set very well at the internal nodes. For example, at the root, the two subsets created by the clustering contain the poses {open side, fist side, point side} ( the first three poses in figure 2 (a) from left) and {point toward camera, fist up} respectively with two noise images. The former subset is further divided into sets containing hand poses {open side} with one noise image and {point side, fist side} (the second and third pose from left in figure 2 (a) ). Features for classification: After generating the tree, we need to apply a binary classifier at each node. We can not use DT features for classification since the edges from background clutter (which were not present in training images) will distract the classifier. Therefore, the features we used for classification are oriented gaussians and their first and second partial derivatives at two bandwidths, namely {8, 5} pixels. They were generated for eight orientations ranging from 0 to 2π with an interval of π 4 . For the elliptical gaussian filters, the bandwidths in y-direction are half of that used in x-direction. The soft margin AdaBoost [11] classifier is then learned at each internal node of the tree. The external parameters in equation 8 were set to B = 100 and p = 2. Pose recognition at leaf: When a query image x q reaches the leaf, we searched over the subset {x k } N lea f k=1 residing at the leaf based on a variant of Chamfer distance to find out the image x closest closest to x q . The hand pose of x closest is assigned as the class of x q . The cleaned edge images (as shown in figure 2) of these N lea f images are utilized to calculate the distance. The DT image of x q , calculated with respect to its own edge features, is compared to the clean edge images of the leaf. We then build N lea f histograms, each comprising 10 bins, of the pixels x q (i), i = 1, 2, · · · , L according to the the distance x q (i) has to its closest edge feature in the cleaned edge image of x k at the leaf. Out of these N lea f histograms, we consider only frequencies of pixels in the first bin of the histogram. The leaf image having the largest number of pixels in the first bin is considered to be the best match for x q . This measure is more strict than Chamfer distance since it only considers the number of pixels which are nearest to the edge features (in the cleaned image) instead of taking into account the distance of all the pixels in x q . Recognition results: The results of hand pose recognition by soft margin AdaBoost classifier using the weak classifier learning (softAB w) as described in section 3.2 are summarized in table 1 in the form of a confusion matrix. More precisely, the decision tree with softAB w classifier correctly classifies 94% of the images of 'Point forward'(refer to the third row) but misclassifies 6% of them as 'Fist up'. Notice that, the sidewise poses { open side, fist side, point side} are generally confused among themselves. For the sake of comparison, we also generated the results using regular AdaBoost (AB w) using the weak classifier learning and using soft margin AdaBoost without using the weak classifier learning (softAB exstv). To get around with the scenario where the weighted error for the first weak hypothesis is zero in regular AdaBoost(i.e. ε j 1 at the first stage of boosting), we applied a majority vote classifier by aggregating the weak hypotheses having zero error on the data subset at hand. As we observe, softAB w has the best performance among all the classifiers used in the study. The inferior classification result for the pose 'fist up' is due to the complexity in the data subset itself, which is why all the learning algorithm worked poorly for recognizing images from this set. Analyzing margins for generalization: Since the clustering algorithm is performing very well on the training set, we do not expect the classifiers to experience highly noisy data to learn on. This is the reason why AB w is also performing fairly well in this case. Nonetheless, the softAB w algorithm produces significantly better results than that produced by AB w. The over-fitting of AB w leads to an inferior generalization to the test set images. To justify the claim, let us consider the 4th row in table 1 showing the results for the pose 'point side'. We observe that more images from this class were confused by AB w as pertaining to the pose 'fist side' than that were confused by softAB w. Let us examine the node where the algorithm driving the query image to a wrong direction, namely node 2 of the tree.
In figure 4 (a),we plot the classifier margins (label multiplied by the linear combination of the weak classifier outputs) against the class labels. We can easily sort out the noise image sitting at the middle of the x-axis of the plot with an image index of 76. The regular Adaboost assigns it a +1 label whereas the soft margin version of it assigns a -1. which is also the margin of many other images of class +1. The reason behind this is, regular Adaboost adds many weak hypothesis just to learn this particular sample after a certain number of boosting steps (when the probability measure π t 76 grows too high for this sample). Therefore, the importance of the other images are underestimated and eventually results in a low margin output. The soft margin version, on the other hand, does not emphasize on learning any particular example and concentrates on maximizing the overall margin of all examples in the training set. This characteristic is exhibited in figure 4(a) , where the average absolute value of the softAB w margin is approximately 0.8 which is much larger than that of AB w which is approximately 0.5. Comparison of weak classifier learning approaches: For the exhaustive search approach to learn the weak classifiers, we checked Q ∈ {10, 20, · · · , 90} quantile values of the feature responses of each feature to find out the threshold. Figure 4 (b) compares weak hypotheses learned this way with that learned using the proposed approach in section 3.2 at node 2 (left child of root) of the decision tree in the first boosting round. Both of the approaches are selecting almost perfect weak classifiers, but the exhaustive search increases the time required for training by an order of 10. Increasing the number of values to check for a threshold did not produce significantly better results and slows the learning process even further. The reason why softAB exstv producing inferior recognition results is, since we are not relying on any model to determine the optimum threshold for the weak classifiers, it is not generalizing well to the test data.
The results from this work is not comparable to that of [14] because we recognize the pose when presented with an hand image rather than detecting hand and poses from an image. Furthermore, the authors in [14] have used only three types of hand poses, namely open side, point side, and fist side, for detection. Examining the whole dataset, we have found that images form these classes of hand poses have much stronger edge responses and the exact same shape of the hand throughout the subset of the images corresponding to the hand pose. These are all highly favorable characteristics for any classification method to be used for pose estimation. As a result, the best classifier in [14] was reported to have 99% accuracy with 5% false detection rate. Our dataset contains images of two more types of hand poses which are much more complicated than these images with regard to the edge responses and shape of the hand within each class. Nonetheless, our algorithm is producing very good results on these images.
Conclusion
This study proposes a boosted classification tree learned in an unsupervised fashion for selection and sharing of features in multi-class object recognition. The results of the implementation of the targeted dataset has shown very good results for hand pose estimation from images with random background, variation in illumination, clothing and the exact shape of the hand within each pose. Since we are not exploiting any characteristics of the hand itself for classification, this decision tree can be easily extended for any type of object recognition.
