In engineering it is usually necessary to design systems as cheap as possible whilst ensuring that certain constraints are satisfied. Computational optimisation methods can help to find optimal designs. However, it is demonstrated in this work that an optimal design is often not robust against variations caused by the manufacturing process, which would result in unsatisfactory product quality. In order to avoid this, a novel meta-method is introduced, which can guide arbitrary optimisation algorithms towards more robust solutions. This was demonstrated on a standard benchmark problem, the pressure vessel design problem, for which a robust design was found using the proposed method together with self-adaptive stepsize search, an optimisation algorithm with only one control parameter to tune. The drop-out rate of a simulated manufacturing process was reduced by 30% whilst maintaining near-minimal production costs, demonstrating the potential of the proposed method.
INTRODUCTION
In engineering, designing a system that satisfies all the user requirements, without violating problem specific constraints, usually requires determining the system's design variable values in such a way that the resulting design is optimal in turns of a cost function. Usually, the design space is too vast to evaluate every possible design and hence only a subset of the design space can be considered. Here, a computer-based approach can be of great benefit to the engineering design process. For this, a large number of computational optimisation algorithms are readily available, for example Genetic Algorithms (Holland 1975; Goldberg 1989) , Simulated Annealing (Kirkpatrick 1984; Nolle et al 2001) , Particle Swarm Optimisation (Kennedy and Eberhart 1995) or Self-Adaptive
Stepsize Search (Nolle 2006; Kazemzadeh Azad and Hasanc 2014) , to generate optimal designs automatically (Nolle and Bland 2012 ). An interesting standard benchmark problem from the field of mechanical engineering, which was introduced by Sandgren (1990) , is the pressure vessel problem. It was used as a standard problem by many researchers. Although the problem only consists of four design variables, it is not a trivial one, as it involves the optimisation of both discrete and continuous design variables under a relatively large number of constraints. The problem is used as a case study here and is therefore explained in more detail in the next section.
Pressure vessel problem
The pressure vessel consists of a simple cylinder (shell) with each end capped by a hemi-spherical shell (head), as illustrated in Figure 1 . There are four design variables, which can be chosen by the engineer: the thickness x1 of the shell, the thickness x2 of the heads, the inner radius x3 and the length x4 of the shell. The variables x1 and x2 are both discrete and vary in multiples of 0.0625 inches (please note: Sandgren used Imperial units), and variables x3 and x4 are both continuous (see Table 1 ). 
The aim is to minimise the total cost of the materials used and also the production costs, which consist of the costs of forming and welding the pressure vessel. Equation (2) provides the fitness function f(x), which was introduced by Sandgren (1990) . It comprises the four design variables x = (x1 , x2 , x3 , x4) . 
Previous methods used are, amongst many others, Branch and Bound (BB) (Sandgren, 1990) , Evolutionary Programming (EP) (Cao and Wu, 1999) , Genetic Algorithm (Coello and Montes, 2001) , Particle Swarm Optmisation (PSO) (He and Prempain, 2004) , Hybrid Particle Swarm Branch-and-Bound (HPB) (Nema at al., 2008) and Self-Adaptive Stepsize Search (SASS) (Nolle and Bland, 2012) . Table 2 shows the best designs, as found by the three best methods, and the associated fitness values as reported by Nolle and Bland (2012) . As can be seen, the fitness (costs) could be reduced dramatically, compared to Sandgren's original value of 7982.5. This example clearly showed that computational optimisation methods are capable of finding very good solutions for engineering applications in terms of fitness function values. However, when implementing optimal designs physically, engineers are often confronted with a number of problems, which are outlined below.
Problems with optimal solutions
As can be seen from the example above, computational optimisation methods are capable of finding very good solutions for engineering applications in terms of fitness function values. However, solutions presented in the literature often use design parameter values that have many decimal places. This means, in reality, that those solutions cannot actually be manufactured because of the tolerances of both the materials involved and the manufacturing processes. For the pressure vessel problem, for example, the solutions presented in the literature show up to five places after the decimal point. Since the manufacturing process cannot achieve the required accuracy, the parameter values are slightly different and hence result in a different fitness value. For example, using a modern CNC machine, tolerances of +/-0.005 mm are common. Also, controlling the dimensions of the heads is especially difficult (Pullarcot 200) . Other unavoidable causes of error are the thickness tolerances for plate rolled on a plate mill (Standards Australia, 1995) . Table  3 shows the combined upper and lower tolerances for the pressure vessel design problem. The upper and lower tolerance values were added to the design solutions presented in Table 2 . Table 4 shows how the fitness values changed when the upper and lower tolerances were taken into account. As can be seen from Table 4 , the fitness decreases dramatically for all of the designs using the upper tolerance values, with an error of 8.6%. Even worse, when using the lower tolerances, all of the designs are unfeasible because they violate constraints g 1 and g 3 and hence would not be fit for purpose! There are two aspects of robust optimisation. The first is related to the narrowness of the global optimum for unconstraint optimisation. Figure 2 shows an example of a fitness landscape for a one-dimensional optimisation problem. In the example, there are two maxima, one at x=5 and the other at x=10. The global optimum is located at x=5. However, the peak is too narrow, and slight deviations in implementing the solution will cause a significant drop of the fitness value. The local optimum at x=10 does not offer the same fitness, but slight deviations in x do not cause a dramatic drop in fitness when implementing the solution. If the fitness were acceptable, this would be the preferred solution for an engineering application. For a practical application, it would be more desirable to find a robust solution rather than the global optimum.
Figures 2: Example of a fitness landscape for a onedimensional optimisation problem
The other problem relates to constraint optimisation. Here, constraints define areas in the input space which do not contain feasible solutions. Figure 3 shows an example of an input space for a two-dimensional constraint optimisation problem. Figures 3: Example of an input space for a twodimensional constraint optimisation problem
In the example, there are two design variables, x1 and x2. However, only combinations of x1 and x2 that lie in the grey area are feasible, i.e. allowed, whereas combinations that lie in the white areas are not feasible. The white areas are defined by the constraints. The more constraints there are, the more complicated the shape of the allowed area(s) can be and hence the more difficult the optimisation problem. It is a well-known fact that optimum solutions are normally located at the edges of the feasible space; for example, this forms the basis for the simplex algorithm for linear programming (Murty, 1983) . Figure 4 shows an example of a fitness landscape for a one-dimensional constrained optimisation problem.
Figures 4: Example of a fitness landscape for a onedimensional constrained optimisation problem
It can be seen that the global optimum is located at x=15. However, all of the points for values x>15 lie outside of the area of feasible solutions and hence, due to penalisation, result in a fitness value of zero. If an algorithm finds the global optimum correctly, but due to the engineering related problems mentioned above the implementation of the solution uses x+ε, all solutions with a positive ε will cause a constraint violation, i.e. lead to infeasible solutions. Clearly, it would be of benefit if an algorithm could find a solution close to the global optimum but with a safety distance d > ε. In this case, if the realisation process causes a deviation up to ε, the resulting solution would a) still be close to the global optimum, and b) not violate any constraint. Both problems mentioned above, i.e. narrow global optima and constraint optimisation using penalty functions, are equivalent, and hence it is possible to address both issues using a single method. This analysis led to the design of a meta-method, which can be used in conjunction with any iterative optimisation algorithm. This method is presented in the next sections.
META-METHOD FOR ROBUST OPTIMISATION
Typical engineering optimisation problems deal with high-dimensional and multimodal design spaces. The goal of engineering design should be to find a good enough solution that is a) near-optimal in terms of its fitness criterion, and b) robust enough to maintain that fitness even if the manufacturing process causes slight deviations in the actual design parameter values. Computational optimisation methods have been proven to find near-optimal solutions in finite time and with a high degree of repeatability. These methods should be modified so as to learn from experience, i.e. guided away from dangerous areas during the search. However, none of the common standard computational optimisation algorithms has a facility to learn during a single iteration. The closest facility would be local search, a technique often used to improve the current solution by searching the neighbourhood of the current solution. If a better solution is found, the solution itself is changed (Lamarckian learning). Alternatively, for Figure 5 shows as an example a contour plot of a fitness landscape for a two-dimensional unconstrained optimisation problem.
Figures 5: Contour plot of a multimodal fitness landscape
As can be seen, most deviations from s1 will cause the solution to drop dramatically in fitness whereas solution s2 is more robust in that respect. A local search here would not be of any help since the global optimum (s1) has already been found. However, if, through local probing, a measure of the deviation in fitness for the region around s1 could be established, it could be used to adjust the fitness accordingly. This would be similar to the Baldwin approach for genetic algorithms but could be used with any arbitrary optimisation algorithm. Similarly, for constraint optimisation using penalty functions, this measure could be used to penalise solutions that are too close to the border with the forbidden areas. Figure 6 shows two solutions s1 and s2 for a two-dimensional constrained optimisation problem. The grey area contains all feasible solutions; white areas are forbidden. It can be seen that probing the areas with the radius ε around the solutions would lead to a penalisation for s2, because a section of the circle is in the forbidden zone. On the other hand, s1 would not be subject to such a penalty, because none of the points within the neighbourhood <=ε would cause a violation of a constraint.
As can be seen above, both problems can be solved by using a measure of the quality of the solutions contained in the neighbourhood of a solution. For unconstrained optimisation, this penalty would change the shape of the effective fitness landscape so that narrow peaks are penalised. For constrained optimisation, it would change the shape of the fitness landscape so that points near to or on the border of a forbidden region would be lowered in fitness or, in other words, the edges would be 'rounded off' (see Figure 4) and produce a fitness barrier to protect the solutions from leaving the feasible space when realised through an engineering process ( Figure 7 ).
Figures 7: Fitness barrier to protect solutions from dropping into the forbidden area
This led to the development of the following metaheuristic for engineering applications (Figure 9 ). The search begins with an initial solution, respectively with an initial population of solutions. Each time a solution is due to be evaluated by the optimisation algorithm used, its fitness is evaluated first and then the neighbourhood with the radius ε is sampled with random trials. The average fitness of all of the trials is calculated and used by the host optimisation algorithm instead of the fitness for the original solution. Figure 8 shows the optimisation loop for the Baldwinean-based metaheuristic.
Engineering Problem
Optimisaton Algorithm 
EXPERIMENTS
The meta-heuristic described above can be combined with any direct search algorithm, i.e. any algorithm, that uses an optimisation loop to adjust current solutions using the fitness currently observed. For the experiments, self-adaptive stepsize search (SASS) (Nolle 2006 ) was used as the optimisation algorithm. SASS is a population-based adaptation scheme for hill climbing with a self-adaptive step size, where the temporary neighbourhood of a particle p i is determined by the distance between itself and a randomly selected sample particle s i of the population in each iteration. When the search is progressing, each particle is attracted by a local optimum and hence the population is clustered around a number of optima. If both, p i and s i are located in different clusters, p i has the chance to escape its local optimum if it samples from a region with a higher fitness, i.e. lower costs. Towards the end of the search, most particles have reached the region of the global optimum and hence their mean distance is much smaller than in the initial population. As a result, the maximum step size s max is sufficiently small to yield the global optimum. SASS was chosen because it has only one control parameter, which is the number of particles. This eliminates the need for fine-tuning control parameters before the algorithm can successfully applied to industrial problems (Nolle 2007; Dias Junior and da Silva Junior, 2013) . Hence, the experiments would not be influenced by the meta-optimisation problem of tuning control parameters. SASS was also proven to be effective and efficient for the pressure vessel problem (Nolle and Bland, 2012) . Figure 10 shows the optimisation loop for the pressure vessel problem, using SASS as a direct search algorithm. For SASS, the same control parameters were used as reported by Nolle and Bland (2012) to allow a fair comparison. The number of particles was hence set to 16.
Before carrying out the experiments, it was decided to limit the number of places after the decimal; for the pressure vessel problem, the design parameters x3 and x4 are continuous. For practical applications, a solution with a large number of decimal places behind the decimal point cannot be implemented, because of the accuracy of the engineering processes involved, for example +/-0.0002 inches for modern CNC machines (Pullarcot, 200) . Therefore, only four places behind the decimal point were used for the experiements.
The new method, refered to as Baldwinian-based MetaHeuristic (BMH) has two degrees of freedom, which are the number of trials, or sample size, and the range of the samples around a solution, i.e. epsilon. These had to be determined empirically. Based on the results obtained from extensive experiments, the sample size was chosen to be 10 and epsilon was chosen to be 0.01% of the search space dimension range.
The maximum number of iterations was chosen to be 75,000 for the experiments. After 50 runs of the algorithm, an average fitness of 6065.3908 was achieved with a standard deviation of 2.5375. Figure 11 shows a conversion plot of a typical run. It can be seen that the average fitness improves up to around 65,000 iterations whereas the best fitness was already found after approximately 9,000 iterations. The best solutions found during the 50 runs of the BMH/SASS algorithm are compared with the best solutions reported in the literature in the next section.
EVALUATION
In order to evaluate the solutions obtained, a Monte Carlo simulation (Rubinstein, 1981) was developed; the manufacturing process was simulated by randomly changing the optimal solutions found by different optimisation algorithms. These algorithms were: Particle Swarm Optmisation (PSO) (He and Prempain, 2004) , Hybrid Particle Swarm Branch-and-Bound (HPB) (Nema at al., 2008) , Self-Adaptive Stepsize Search (SASS) (Nolle and Bland, 2012) and the new Baldwinian-based meta-heuristic on top of SASS (BMH/SASS). Apart from the latter method, best solutions reported in the literature were used and rounded to four decimal places behind the decimal point. The perturbation was randomly chosen from the intervals presented in Table 3 , which represent the technical limitations for pressure vessel manufacturing (Pullarcot, 2002) . A uniform distribution or random numbers was used. As it can be seen from Table 5 , out of the 100 pieces virtually produced, only 40 passed the quality check in the case of SASS and HPB and 42 in case of PSO. SASS was outperformed by both, PSO and HPB, in terms of pass rate and average fitness. However, when combined with BMH, the number of passes for SASS increased by 30% and the average fitness dropped below that of PSO and HPB. This clearly shows that BMH is capable of improving the effectiveness of generic direct search algorithms for engineering applications, i.e. for applications were the actual realisation of a solution differs slightly from the theoretical one because of the accuracy of the manufacturing processes involved in producing the goods in the physical world.
CONCLUSIONS
The aim of this research was to increase the robustness of engineering design solutions. Two major problems were identified; the first one is the problem of overspecifying solutions. This means, that for engineering optimisation problems, the theoretical solutions have to be implemented in the physical world using manufacturing processes. As everything in the physical world, these processes suffer from noise, i.e. inaccuracies that disturb the theoretical solutions. It is also well-known that for constrained problems, optimal solutions usually exist on the borders to the feasible solution space. If the perturbation moves a solution slightly around it might enter an area of the solution space that is not allowed because one or more constrains would be violated. The second problem is related to the narrowness of global solutions; if a global solution is located on a very narrow peak in the multi-dimensional fitness landscape, slight deviations from that location will result in a dramatic drop of fitness. In the real-world this could have catastrophic consequences for practical engineering applications. For example, if a bridge has to be build using a beam that was designed so that it has maximum strength and minimum weight, but could not be manufactured with the required accuracy, then the strength might drop below a safety level and hence the bridge could collapse. Therefore, engineers usually incorporate safety factors into their designs, which means that they move away from optimum designs. This is economically not justifiable and is in contrast to the aims of computational optimisation.
To overcome these problems, a Baldwinian-based metaheuristic (BMH) was proposed. It uses not only the fitness of a solution alone, it also probes its neighbourhood in order to estimate the goodness of the region of the solution. This meta-heuristic can be combined with any arbitrary optimisation algorithm, which was demonstrated on the pressure vessel problem, where a combination of BMH and SASS was used. It was shown that BMH/SASS was able to outperform standard SASS as well as Particle Swarm Optimisation (PSO) and Hybrid Particle Swarm Branchand-Bound (HPB). Another aspect of engineering optimisation is the number of decimal places behind the decimal point. For example, a theoretical solution that relies on a design parameter to have eight decimal places behind the decimal point when measure in millimetres cannot be manufacture, even with modern CNC equipment. Therefore, a recommendation here is to use not more than four decimal places.
In conclusion, it can be said that the new method proposed in this work has the potential to find more robust solutions for engineering optimisation applications.
