ABSTRACT. Let B be a normed vector space (possibly a Banach space, but it could be more general) and {X"} a sequence of ß-valued independent random variables on some probability space. Let Sn = 2._jX-, M = supnl5nl and S = \imnSn is norm, whenever it exists. Assuming that S exists or M < ■» a.s. and given certain nondecreasing functions ip, we find conditions in terms of the distributions of IIA""II such that E(<f(M)) or EfofllSII)) is finite.
1. Introduction. Let (Q, F, P) be a probability space and (B, B) a measurable space where F is a linear space over the real field F1 and B a a-algebra of subsets of B which is compatible with the linear structure of B, i.e.
(1.1) (x, y) -► x + y is a 818 x B measurable map from B x B into B, and (1.2) for X G F1, x G F, the map (X, x) -■> Xx from F1 x B into B is a BIB, x B measurable mapping, where Bx denotes the Borel sets of F1. Definition 1.1. A function X from Í2 into F, which is 81F measurable, will be called a B-valued random variable. If Xx, ... , Xn are F-valued random variables, then we call them independent if, given A x, ... , An G 8, If B is a Banach space, then its norm is a measurable norm in the sense of Definition 1.2, 8 is taken to consist of the Borel sets.
If X is a 5-valued random variable on (£2, F, P) and || • II is a measurable norm on B, then \\X\\ is a real-valued random variable on fí2, ¥,P) in the usual sense. From now on we will assume that B has a measurable norm II • ||.
Let [Xn, n > 1} be a sequence of ¿-valued independent random variables on (£2, F, P). We will always write (1.7) Sn = 2JL,*,, (1.12) S = -Z?=lX,.
When B = R1 the question of convergence of Sn has been very satisfactorily answered by Kolmogorov's three-series theorem. However, there are no comprehensive results when, e.g., Xn are independent Banach space-valued random variables. Extensive results exist in special cases, like the study of random trigonometric series or Gaussian processes (for references see [4] , [5] ), but even in these cases results are not complete. In this article we will assume that S exists, or that M<°° a.s. Then given certain nondecreasing functions <p we find conditions in terms of </> and the distributions of ||A""|| such that Eip{M)) or Eipi\\S\\)) is finite, where E denotes expectation. Some of our results appear to be new even when B = R1 fsee, for example, Theorem 3.6).
For earlier work in this direction, we mention the result of Landau and Shepp [6] , who showed that if {Xn} is a sequence of real-valued Gaussian random variables such that Z = sup"|XJ < °° a.s., then /T(exp(eZ2)) < °° for some e > 0. Fernique [2] obtained a similar result. Kahane [5] proves results of this nature for random trigonometric series involving Rademacher sequences, and Hoffmann-J0rgensen [3] , whose paper stimulated our present research, considers the same question we do when y is a power. Most of these results, often in stronger form, wiU be rederived. These references wiU be discussed in greater detail in appropriate context later on.
In §2 we give some more notation and preliminary lemmas. §3 contains the main results. An important special case is discussed in §4, where Xn is of the form vnYn, vn a nonrandom element of B and Yn a real-valued random variable. A counterexample given in this section shows how drastically the situation differs from the usual real-valued case.
In §5 we also consider the case where Xn is of the form vnYn. What we show is essentiaUy this. If sup"||22=1ufc^fcll < °° a.s. and if {£"} is a sequence of independent symmetric random variables that are smaUer than the {Yn} in some appropriate sense then supn||E2=1>;fc£fc|| < °° a.s. also. A similar result holds if the first series converges. Furthermore, results of the type t »»dl )L k=l Il/J for certain convex functions ¡p, also hold. These results are actually extensions of the contraction principle of Kahane [5] .
Applications of the results of § §3, 4 and 5 to Gaussian processes, random Fourier series and other random series of functions are given in §6.
Note. After these results were submitted for publication, [3] appeared in the form of [3a] with certain results in improved form over those of [3] . Consequently some special cases of our results are now equivalent to the results in [3a] .
2. Preliminaries and notation. We wül add to the definitions and notation given in the previous section. Some weU-known results, that will be needed later, will also be given here. Definition 2.0. A F-valued random variable X on (£2, F, F) is said to be symmetric if (2.1) HXEA)=Pi-XEA), AEB.
For symmetric random variables we have the foUowing inequality of P.
Levy (see [5, p. 12 ] for a proof).
Lemma 2.1. Let {Xn, « > 1} be a sequence of symmetric, B-valued, independent random variables such that S = ^]°=iXj exists, then, for all X > 0, (2.2) F(M>X)<2F(||5||>X).
Note that one can take X¡ -0 for / > n, then (2.2) applies to Mn and Sn in place of M and S, respectively.
The distribution function F of a real-valued random variable X on (Í2, F, P) is defined by (2.3) Fix) = PiX < *).
For a real-valued measurable function g on R1, G a right-continuous function with bounded variation on compact sets, fg dG will always denote the integral of g with respect to the measure ju determined by G on R1 by setting ¡i{a, b] = Gib) -G{a).
If if> is a nondecreasing, continuous function on R1, F a distribution function (right-continuous, nonnegative, nondecreasing, limje_>_00F(*) = 0, limx^."Fix) = 1) and Q = 1 -F, then for -°° < a < ô < °° we have the well-known integration by parts formula (2.4) f<pl ( (2.6) Eto(X)) = f(0i"fdF = f~Qdf, by (2.5).
Notation. We will write I[A] to mean the indicator of the set A. i> will denote the class of all finite-valued nonnegative, nondecreasing, continuous, functions on [0, °°), which are not identically zero. Let 4>0 = {<¿> G 4>: (¿>(0) = 0}.
For if> G <ï>, we shall write (2.7) ipaix) = ip{xy[x>a}.
The abbreviation "a.s." stands for "almost surely". (Í2, ¥,P) will be used generically for a probability space. E will denote the integration operator on L\a,f,n 3. Integrability of ip(M) and <¿<||S||). Let {Xn, n > 1} be a sequence of independent B-valued random variables on (£2, F, P). Let ip G <ï>. The main results of this section, Theorems 3.3, 3.6, 3.8 and 3.11 , give conditions in terms of ip and the distributions of ||AT"|| under which ip{M) and ipi\\S\\) axe integrable.
The following lemma is part of Theorem 3.3, except that more restrictive conditions on ip axe imposed there. Lemma 3.1. Let {Yn, n > 1} be a sequence of independent nonnegative random variables on (Í2, F, P). Let <p E q>. If N = sup" Yn, then oo (3.1) N < °° a.s. and EitfN)) < °° <> a > 0 such that £ ¿'(VA)) < °°-n = l Remark 3.2. If if = 1, then (3.1) reads as oo (3.2) A7 < » a.s. o a > 0, such that £ F(r" > a) < °°. Proof of Lemma 3.1. If <¿> is bounded, then, using the facts that ip is nondecreasing and not identically zero, it is easily seen that (3.1) reduces to (3.2) . We prove (3.2) first. Using independence,
, then 3«0 such that P(N > u0) < Vi. Therefore from (3.3) we have JJXXj > u0) < ». Conversely if the right side in (3.2) holds, then 2¡PiY¡ > u) -+ 0 as u -+ °°, hence from (3.3) we then have limtt_4.00P(¡V > u) = 0. Hence N<°° a.s. For the general case, let A^ = max1</<fciy. Then using independence, we have
hence letting k J °°, we get
Assuming the left side in (3.1), we have 2"=1P(rn > a) < °° for some a > 0 by (3.2) . Hence (3.5) lim ¿P(r">M) = 0, and there exists a > 0 such that 2~=1P(y" > a) < xh, we have 1 n = l iJJ £p(y">«)^(«) (3.6) "^«)<F(^(A0) j;ri-exP^¿p(r">«);
by (3.4) and (2.5) . Also by (2.5) we get (3.7) ¿ r P(Yn > u) dtfu) = ¿ E(*a(Yn)) -tfa) t P(?n > a).
n=\J n=l n=\
Combining (3.6) and (3.7) gives the right side in (3.1).
For the converse, observe that since <¿> is continuous we have (3.8) <pa(N) < ¿ <pa(Yn).
Since y is nondecreasing and not identically zero, 2~_ xE(ipa(Yn)) < °° implies the right side in (3.2), hence X E(<pa(Yn)) < oo => ^ < oo a.s. anfj E(<pa(N)) < °°.
The result now follows by observing that E(<p(N)) < ip(a) + E(ipa(N)).
The assumptions on y in the following theorem are satisfied by all continuous regularly varying functions, i.e. functions of the form <p(«) = up^(u), p ~> 0, ii a continuous slowly varying function near °°. The exponential case is given in Theorem 3.8. Furthermore, ifS = 2~=1X" converges a.s., then each of the above statements is equivalent to (d) E(<p(\\S\\)) < °° and, for ^$0, Um^FftpfllS -S"||)) -0.
We shall need the following lemma from Hoffmann-J0rgensen ( [3, Theorem 3.1], [3a] ). The proof is a modification of the argument in Kahane [5, p. 16] . We reproduce the proof for completeness. Lemma 3.4. Let Xn be symmetric, independent, B-valued random variables on (Í2, F, P). Let Fk(u) = P(\\Sk\\ > u), G(u) = P(N > u). Then for t>0,s>0 (3.6') Fk(2t + s)< G(s) + 4F2(t).
Proof. Let T = inf {« > 1: ||5"|| > i). Since ||5fc|| >2t + s implies F < fc, we have (3.7') Ffc(2r + s) = £ P(T = j, WSJ >2t + s). i=i UT = jand ||5fc||>2r + s,then ||5,_11|<t,and 115*-5,-H = l^-S^-A}|| > 115*11 -|$_,| -\\Xj\\ >t + s-N Hence Ffr = /, \\SkII > 2t + s) <F(7 = /, ||5fc -5,8 > f + i -/V) (3.8') </tT = /, ||5k -5,11 > 0 +PiT = j,N>s) = PiT= j)P{\\Sk -5,11 > t) + PiT -/, TV > s)
using independence at the last step. Summing on / and using (3.7') we get (3.9) Ffc(2r + s) <P{N > s) + £ P(T = ;)P(||5fc -5,|| > f). /=i By Lemma 2.1 we have
and (3.11) tP(T = }) = P{™£K l*/l>')<2'W*l>')- Combining (3.9) , (3.10) and (3.11) we get (3.6').
Proof of Theorem 3.3. We have already shown (a) «* (c) under less restrictive conditions on <p. To see that (b) => (a), note that \\Xn || < ||5" || + Il5"_j ||. Hence taking the sup over n > 1, we have N < 2Af, and so ¡p{N) < ip{2M) < ipi4M) < cipiM). We now show that (a) => (b). Note that we may assume ¡piO) = 0 without any loss of generality. We first assume that the X¡ axe symmetric random variables. Then by Lemma 3.4 we have (3.12) 
where Ffc(w) = F(||5fc|| > u), G{u) = PiN > u). Since <p(0) = 0, by integration by parts the left side in (3.12) equals F(i/)(||5fc||/4)), which dominates c~ 1Eipi\\Sk\\)) since ipi^t) < cipQ). Hence (3.12) gives (3.13) J~ (c" '^(0 -4F2(0) dipit) < F(^(7V)).
Since Af < °° a.s. by assumption, there exists a t0 such that for t > t0, PiM>t) < (8c)"1. Hence for t > t0, Fk(f) < (8c)"1 for all k > 1. Hence V^Sup \\Xn -X'n ||) < tfN + N') < rf2 max(7V, N'))
Hence (3. 18) E(<p(N)) < « => F(V Sup \\Xn -Xn ||)) < <*>.
Applying our result for the symmetric case, we have (3.19) F^sup ||X" -X'" ||)) < oo => F^sup \\Sn -S'n ||)) < oo.
It remains to check that (3.20) F Usup \\Sn -S'"à < -•> Eitfjd)) < o».
To see this, let <¿> = 0 on (-«>, 0), then (3.21) eU Sup \\S" -S'nÛ>E(tfM-M% and by the independence of M, M' and Fubini's theorem, we have (3.22) E(ip(M -M')) < oo => 3> > 0 such that E(<p(M -y)) < °°.
Since M -y > M/2 on the set [M > 2y), we conclude that (3.23) F (" (sup ||5" -S'n ||)) < --f{M> 2y}*(M/2) dP < -.
Since EipiM/2)) < i^>) + /' sM>2y\ <PÍM/2) dP, and by assumption ip{4u) < cif{u), it follows that (3.24) E L (Sup ||5" -5; |j| < -=* Eip{M)) < °°.
Hence (3.18) , (3.19) and (3.24) prove (a) => (b) without the assumption of symmetry. It remains to prove the last part of the theorem. Since ||5|| <M, we have that (b) ■* Eipi\\S\\)) <°°. In the symmetric case Lemma 2.1 gives /fAf > u) < 2/>(||5|| > u), and so F(<p(||5|Q) < °° => (D). in the general case the validity of this conclusion follows via symmetrization. Hence (b) ■**■ F(ip(||5||)) < °°. Since 2M > ||5" -5|| -*■ 0 a.s., (b) implies (by the dominated convergence theorem) that when ip G <ï>0, F(<p(||5" -5||)) -> 0 as n -*■ °°. This completes the proof of the theorem.
If ipiu) -up for some p > 0, then, as we already observed, ip satisfies the conditions of Theorem 3.3, and we get the following important corollary. This should be compared with Hoffmann-J^rgensen's Theorem 3.1 [3] , where he shows that FfA/P) < °° p > 0 =* EiMq) <°°fox0<q<p.
(The improved version of If the Xj's axe independent, real-valued, random variables, then combining Theorem 3.3 with Kolmogorov's three-series theorem, we get Theorem 3.6. Let {Xp j > 1} be a sequence of real-valued independent random variables on some probability space (f2, F, P). If ¡p G $ and satisfies ipi4u) < cipiu) for some c > 0 and all u>0, then XXj converges a.s., We next consider the case when tp(x) = exp(x). In this case it turns out that we do not quite get the expected analogue of Theorem 3.3 but Theorem 3.8 is satisfactory for a number of interesting cases. Theorem 3.8. Let {Xn, « > 1} be independent B-valued random variables on (Í2, F, P). Suppose M = supJISJI < °° a.s" and for some a > 0, a > 0 and 6>0 (3.25) ¿ E{expia\\Xn\\lo¡>1+s\\X"\\y[\\XJ> a}} <°°.
n=l Then there exists an e> 0 such that F[exp(eA/)] < o°.
For convenience in writing we will prove the theorem for 5 = 1 ; it should be obvious how to modify the argument for any 6 > 0. Actually, one can replace log1+5 \\Xn\\ by a more general nondecreasing function of \\Xn\\. We wiU not go into that.
We first prove the foUowing lemma.
Lemma 3.9. Let {Xn, n > 1} be independent B-valued random variables on (£2, F, P). Suppose M = sup"||5n|| < °o a.s. and that (3.25) holds. Let Ffc(w) = P(||5fc|| > u) and t(«) = F[exp(cW log2A0F¿V > u)]. Then for alle>0,t>0 and k>lwe have
• exp(-afs-22"-,log2(fs-22í-2)).
Proof. By Lemma 3.1 the assumption (3.25) is equivalent to (3.27) F(exp(a/V log2/V)) < °°.
From this we conclude that for u > 0 (3.28) Giu) = F(/V >u)< jiu)expf-au log2«).
Applying Lemma 3.4 with t = 2"tx and s = {n + l)-22"+1f, we get
Define t2 by the equation 2"i, = 2"(1 + l/«2)r2, then
Fki2"ty) < 4F2i2"-1t2) + Gi2"n-2t2).
Substituting this in (3.29) and continuing recursively (making repeated use of the inequality (4* + y)" < (8*)" + {8y)n, x>0,y>0)we get
where tj is given by
Hence we get from (3.30) and (3.31)
In subsequent uses of (3.32) we will substitute t for tx. For e > 0, we have
(3-33) < cxp(4ci) + X exp(e2" + 30Ffc(2"+2r).
The estimate for G(w) given in (3.28) is now used in (3.32) , and the resulting estimate for Ffc(2"+2r) is then used in (3.33) to get (3.26) . This completes the proof of the lemma. Proof of Theorem 3.8. We will establish this only in the symmetric case. The general case is then established by the familiar symmetrization procedure. The proof consists of showing that one can pick t sufficiently large and e sufficiently smaU, independent of k, such that the right side in (3.26) is finite. Note that y(u) < 7(0), where y(u) is defined in the statement of Lemma 3.9. Setting 7j = max(827(0), 2), we can dominate the right side in (3.26) by 00 exp(4e/)+ Z exp(eí2" + 3)(8Ffc(í/4))2"
provided t is chosen large enough so s~2log2(ft-22i-2) > 2-1. Clearly such a choice of t does not depend on k. Now pick t, larger if necessary, so that 71exp(-ctf/8) < lA and 8P(M > r/4) < Vt. (Here we use M < °° a.s.) Such a choice of t having been made, pick e > 0 sufficiently small so that exp(4ef) < 5/4. For such e > 0, t > 0, it is clear that the expression in (3.34) is finite. Hence there exists 0 < A < °°, and e > 0, both independent of k, such that (3.35) F(exp(e||Sfc||))<A By Lemma 2.1 and integration by parts this implies E(exp(eMk)) < 2A, independently of k. t Using the monotone convergence theorem the proof is completed. Remark 3.10 . Even when (3.25) is not satisfied it is possible to obtain results of the kind E[ip(M)] < °° for ^ of exponential type. For instance suppose (3.25) is satisfied only when \\Xn\\ is replaced by \\Xn\\a for some 0 < a < 1. Under these conditions we could show E(exp(eMa)) < °°. The proof begins with Lemma 3.4 but the recursion is carried out differently. The choices of t and s in (3.26) determine the size of the terms involving G which in turn determine the necessary conditions for the theorem.
The following result holds if one imposes even more restrictive conditions on the Xn. We are indebted to the referee for the proof of this theorem that is given here. It is considerably simpler than our original proof. Theorem 3.11. Let {Xn, « > 1} be independent B-valued random variables on (Í2, F,F). If there exists a sequence {an} of positive numbers such that (3.36) SUP U*n(w)H < an> lim an ™ °a ndS = £yLt2) convergesa.s., then for all e > 0, F[exp(e||5||)] < °°.
Proof. As before, we may assume that the A^'s are symmetric. It is also clear that we may take an \. Let
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (3.39) then Mik) -* 0 a.s. as k -+ °°, and there exist positive numbers tk -* 0 such that
Moreover, by Lemmas 2.1 and 3.4 we have for t > 0
From (3.38) and (3.39) it follows that there exist constants Ak such that, for t > tk, P[Mik) >t]< Ake~ekt where ek = {tk + ak)_1 -► °° as * -* °°. If e > 0 is given, we may pick k large so that efc > e, and with this choice of k, observing that ||5|| < tfl1 a¡ + Mik) we have, for t > tk, P[\\S\\ > t] < Bke~*k' for some Bk < °°. This clearly suffices to conclude that F[exp(e||5||)] < °°.
4. A special case. In this section we will examine the results of the previous section in a special situation. We let where vn are nonrandom elements of B and the Yn are independent real-valued random variables. Sk, Mk, S, M, N have the same meaning as before with Xn = vnYn. The questions that we are going to consider are of the following type: if the Yn are independent, sup"F(|y"|p) < °° for some p > 0, then does M < °°a .s. imply FfA/p) < °° or even F(A/q) < °° for q < pi The answer is that this is true only if additional conditions are imposed either on the distributions of |y"| or on the sequence {l|u"||}. Otherwise, we will show by a counterexample that M need not have any finite moment even though Yn does and M < °° a.s. The situation in the exponential case is somewhat different and is considered in Theorem 4.7.
The assumption that M < °° a.s. imposes a necessary condition on the distribution of Yn and on ||un||. Since M < °° a.s. implies N <°° a.s., it follows from Remark 3.2 that there exists ti > 0 such that Z/>(ll^llirj>W)<oo.
n Using this observation we can show that if either the distribution of \Yn\ or the sequence {||u"||} satisfies some regularity properties then moments of M exist. One such result is the following: Theorem 4.1. Let Yn in (4.1) be independent and identically distributed random variables. Let F(u) = P(\YX \ < u) and Q -1 -F. Assume that Q is regularly varying and E\YX \p < °° for some p > 0. Suppose M <°° a.s. Then E(Mp-e)<°°,0<e<p.
Proof. This is essentially Theorem 6.1 in [3] . It also follows easily from CoroUary 3.5.
It is easy to see, by constructing a counterexample, that the theorem is false for e = 0.
In the next theorem we will show that if P(\YX | > u) does not decrease to zero too fast as « -► °°, then the regularity of {||u"||} is enough to insure the existence of moments of M. Theorem 4.2. Let Yn in (4.1) be independent and identically distributed random variables. Assume that for some p > 0, E(\YX \p) < °° but E(\YX \q) = °°f or q> p. Let {\\vn ||} be regularly varying and M<°° a.s., then E(Mp~e) < °°, 0<e<p.
Proof. Without loss of generality we may assume ||i>"|| =£ 0 for aU «.
Furthermore, since rearrangement of terms wiU not affect the result we may assume {l|u"||} is a nondecreasing sequence. Let a0 = 0; a-= \\vA\~1 for j"> 1. Since M < °° a.s. and Y, identically distributed, (4.2) aUows us to conclude that a¡ f°°. We write F(u) = P(\YX I < u); Q = 1 -F. The sequence {a;} is regularly varying, hence Since E{\YX \q) = °° for q > p, (4.6) and (4.7) imply that 8>p~1. If 8 > p~l, then S-W = Z/_9p/~1(/)<00 and consequently by Corollary 3.5 we have EiMp) < °°. Therefore assume 8 = p~x. We now proceed to check condition (c) of Corollary 3.5 with p -e in place of p. In order to check this note that we already have HQiaaj) < °° for some a > 0 by (4.7) . Also Kirer, ll-1Qi")dup-£ <«-1+eerp+f(«) £ riß>+1Qiu)du»-* <c3«-1 + ee/-p+f(«)£ Qia2a¡)lp-e{j)j j=n for some positive constants av a2 and c3. Now
by using [1, Theorem 1, p. 273] and (4.7). Hence condition (c) of Corollary 3.5 is satisfied and the proof is complete.
We will now give a counterexample that shows that even though the Tn's are independent identically distributed, E{Y2) < °°, and M < °° a.s. (indeed 2"u"y" converges a.s.), E{Me) = °° for every e > 0. 4.8) ví = \jip¡, where the \¡ axe positive real numbers and will be chosen suitably later. Let Yj, j> 1, be independent identically distributed random variables on some (£2, F, P), each with distribution F We will pick F later so F(y2) < °°. Let We now proceed with our example. We write (4.13) Ty-ltyT1. We first check that EiY\) < °°, which follows from rxß(x)dx<l+ f (m2«2" + 1)-1(2-m/2^ + 1)2<~.
We also check (4.11) which is equivalent to checking We will now show that F(||5||6) = °° for all e > 0, where S « 2v¡ Y¡. By Corollary 3.5 we have We now consider the exponential case in the following theorem. for all n, and that either (a) || vn || < F < oo for all n, or (b) Yn are identically distributed. Then M < °° a.s. implies that for some e > 0 (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) F(exp(eM)) < °°.
Proof. M<°° a.s. implies sup" (||i>n||| Yn I) < o° a.s., hence under (b) we must have sup" ||vn\\<B for some B <°°. Hence (b) implies (a) and it is enough to prove the result under (a). If (a) holds, then \\X"\\ = lluJII^J <AB a.s. for aU n. Hence (4.22) foUows from Theorem 3.8 by taking a > AB in (3.25 (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) Ve>0, F(exp(e||5||))<°°. Remark 4.9 . If B = R1, {Y¡} a Rademacher sequence, then it is known that F(exp(e||5||2)) < °° for all e > 0. It is likely that this is true when B is any separable Banach space. We will obtain this stronger result in §6 under additional conditions. In fact, this result will apply to any sequence of independent uniformly bounded, symmetric random variables {Y¡}.
5.
Comparison theorems for sums of independent vector-valued random variables. Let {un} be a sequence of elements in B and {e"} a Rademacher sequence of random variables on some probability space (Í2, F, P), i.e. the en axe independent, identically distributed random variables such that P[ey = 1] = F[e1 = -1] = lA. Kahane [5, Theorem 5, p. 18] gives the following very useful result which he calls a contraction principle: If the random series 2~=1 enun converges in norm a.s. (or is bounded) and X" is a bounded scalar sequence, then the random series 2™=1 en\nun converges in norm a.s. (or is bounded). Our aim here is to generalize this contraction principle in several directions. The nature of the generalizations leads us to call our results comparison theorems.
Let {r\n,n> 1} be a sequence of independent, real-valued, random variables on a probability space (£2, F,F) and [un,n> 1} be a sequence of elements in B. We will be concerned with the following questions: If the series 2 "_ y t)k uk is a.s. convergent (or a.s. bounded), and if {£fc} is some other sequence of independent, real-valued random variables (possibly on a different probability space) such that %k is "smaller" than r\k, in some sense, for all k > 1, then is the series "Z,k= y £fcufc a.s. convergent (or a.s. bounded)? Also, if ip is a nondecreasing, nonnegative convex function defined on [0, °°), and Our results include the above mentioned result of Kahane and its generaliza-tion by Hoffmann-J^rgensen [3] . Many of their ideas are used in our proofs. We also use a technique of Pisier [8] . Before stating the main results we introduce some notation. If the random variables of the sequence {r¡k, k > 1} are symmetric, then they are said to be uniformly nondegenerate if there exist a, b > 0 such that P[\nk\>a]>b, Wk>l.
In general the r¡k are called uniformly nondegenerate if there exist c, d > 0 such that
where {r)'k} is an independent copy of the sequence {qk}. Clearly (5.3) can be included in (5.4) but it will be convenient to have both definitions. Remark 5.0. All our results that wiU be stated below involve two sequences of independent random variables {r¡k} and {tk} which could be given on different probability spaces. Since the results depend only on the finite-dimensional distributions of the T?fc's, and the finite-dimensional distributions of the £fc's, and not on the structure of the underlying probability space(s), we can assume that both sequences are defined on the same probability space. (We can simply take the two sequences independent of each other.) We wül often need to introduce a Rademacher sequence which is independent of {r?fc} and {tk}. Hence even if the two sequences {r¡k} and {tk} were originally given on different probability spaces, without any loss of generality we will assume that there is a basic probability space (Í2, F,P) = (Oj x Í22, Fi x F2,F, x F2) such that the sequences {nk} and {tk} are given on (Í2j, ¥X,PX) and an independent Rademacher sequence {e"} on (Í22, F2,F2). They are then defined on the product space in the usual manner. F,, F2 and F will denote expectation operators with respect to Px, F2 and F. On occasion we wiU choose (£2,, r~x,Px) and (Í22, F2,F2) in some suitable manner.
Our first results are stated for symmetric r¡ks. Remark 5.0 applies to each result.
Theorem 5.1. Let {uk, k> 1} be a sequence of elements ofB and {nk} independent, symmetric, real-valued random variables on the probability space (Í2, F,F). Assume that the riks are uniformly nondegenerate. Let [tk,k> 1} be independent, symmetric, real-valued random variables on (Í2, F, F) such that, for some x0 > 0, 0 < a < 1, (5.5) rep/cc/n^ sup" H2j^= 11|.
All the proofs will be given at the end of this section. The symmetry of {£k} is essential to our method of proof; however, in most cases we can remove the symmetry assumption on {r¡k}. That this cannot always be done will be shown by examples later in this section.
In the general case, when the r¡k need not be symmetric, we will need another uniform condition, that there exist a y > 0 and a 5 > 0 such that (5.10) We then obtain P[\rik\<7]>o, Vfc>l.
Theorem 5.4. Let {uk} be a sequence of elements ofB, and {vk} a sequence of independent, real-valued random variables on (Í2, F,F) that are uniformly nondegenerate. Also assume that {nk} satisfies (5.10) for some y > 0 and S > 0. Let {%k} be independent, symmetric, real-valued, random variables on (Í2, F, P) such that, for some *0>0,0<a<l, where c, = Avjacdh and c2 =8/aô, with u0 given in (5.14)andy,5 as/« (5.10).
Furthermore, if 2k=x Wkuk converges a.s., then so does 2™=1 tkuk and (5.15) holds with ||Z^=1|| «pfaci/^ sup"||2^=1||.
There is also an anlogue of CoroUary 5.2, the proof of which foUows by symmetrization from (5.4) and Theorem 5.1. Theorem 5.6. Let {uk} be a sequence of elements in B, and {r?fe} be independent, real-valued random variables on (Í2, F, P) tiiat are uniformly nondegenerate. Let {tk) be independent, symmetric, real-valued random variables on (£2, F,P) that are uniformly bounded. Then (5.12) and (5.13) hold. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Let {r\k} be independent random variables with
Then 2£°=1 J?fc«fc converges a.s., but 2£°=1 ekVkuk does not converge a.s. if {ek} is a Rademacher sequence independent of {r?fc}. Hence by Remark 5.5', Theorem 5.4 cannot hold.
In the next example {r¡'k} is uniformly nondegenerate but (5.10) does not hold. Let {%} and {uk} be as above, and r\k = 2kr\k, u'k = uk2~k, then 2£Lj r\kuk converges a.s., but 2£°_1 ekt\kùk again does not converge a.s. and Theorem 5.4 cannot hold.
The essential role of (5.3) in Theorem 5.1 can be demonstrated in a similar manner.
We begin the proofs with a series of lemmas. The first lemma is an extension of [3, Lemma 4 .1] (see remark below); our method of proof follows Kahane [5, p. 18] . Lemma 5.7 . Let ip be a nonnegative, nondecreasing, convex function defined on [0, °°) and Xj, X2, . . . real constants such that supfc |Xk| < c. Let {uk} be a sequence of elements in B and {r¡k} independent, symmetric, real-valued random variables on (Í2, F, P). Then Now taking expectations and using (5.18) we obtain (5.17) and the proof is complete. Remark 5.8. Lemma 5.7 is also valid with {nkuk} replaced by {Xk}, where Xk are independent symmetric F-valued random variables. Lemma 5.9 . Let {uk} be a sequence of elements in B and {r¡k} independent, symmetric, real-valued random variables on (Í2, F, P) that are uniformly nondegenerate and uniformly bounded. Assume that Furthermore, ifZk=x r¡kuk converges a.s., then so does 2k=x tkuk and both \\2k=xT¡kuk\\ and \\2k=x tkukW have finite expectations.
Proof. Since the r\k are uniformly nondegenerate, (5.19 ) implies that sup||«fc|| < c < oo for some constant c. Since the rjk are uniformly bounded we see from Theorem 3.3 that EiM) < °° and the condition on uniform nondegeneracy is equivalent to (5.21) F(|nifl) = |3fc>/3>0 for some ß. If 2™=1 r\kuk converges a.s., then we can complete the proof of the lemma if we show that 2"=1 %kuk converges a.s. The reason being that we can then use Lemma 2.1 to show that M and M' are finite a.s. We have just proved that this implies M and M' have finite expectations, which in turn implies, by the dominated convergence theorem, that II2"=1 T)kuk\\ and II2"=1 %kuk\\ have finite expectations.
Assume that 2^-j r¡kuk converges a.s., as above, the fact that the r\k are uniformly nondegenerate implies ||«fc|| < c < °° uniformly in k. It follows from Theorem 3.3 that Lemma 5.10. Let {uk} be a sequence of elements in B and {yk} be a sequence of independent, symmetric, real-valued random variables on (£2, F, F). Let {tk} be a sequence of independent, symmetric, real-valued random variables on (£2, F, P) satisfying Proof. The main idea in the proof is to define {rjk} and [tk] on the same probability space in such a way that \tk\ < |t7&| a.s. and the finite-dimensional distributions of each sequence are preserved. Let Ffc(x) = P[\vk\ < x], Gkix) = P[\ tk\ < x], and for y E [0, 1 ], let fk(y) = inf {x: Fk(x) > 7}. **O0 -infix: Gkix) ~>y\. In Remark 5.0 let (£2X, F, , P, ) be such that on it are defined a Rademacher sequence {e^} and a sequence of independent random variables {4>k}, which is independent of {e^}, such that, for 0 < u < 1, k > 1, Pxi4>k <«) = «. We then define, for k > l,rffc = fki^k), tk = Ski^k)-Clearly {e^} is sto-chastically equivalent to {r/fc}and {e'klk} stochastically equivalent to {£fc}. Furthermore, given k>lv/e have by ( Let (fi2, F2,F2) be a probability space on which are defined a Rademacher sequence {e"} and a sequence {ak}, independent of {e"}, of independent, identically distributed random variables such that P2iay = 1) = a, P2iax = 0) = 1 -a.
Note that (Remark 5 .0) {r¡k} and {%k} axe on (£2j, F^Fj). Proof of Theorem 5.3. Case (i). *0 = 0, a = 1. As in the proof of Lemma 5.10 we can assume that both {ijk} and {%k} are defined on the same probability space (fij, Vy,Py) and that, for all k > 1, \r\k\ > \%k\ a.s. We define a Rademacher sequence {en} on a probability space ff22, F2, F2) and form the product space (S21 x Çl2, Tx x F2,F1 x F2) as before. We have For the analogue of (5.9) when 2~=1 r¡kuk converges a.s. we use the same proof, this time working with the assertion following (5.8) . This completes the proof of Theorem 5.3.
The proofs for general r\k follow easily from the following lemma.
Lemma 5.12. Let r\bea real-valued random variable satisfying (5.10) with y and S, and let r¡ be an independent copy of r\, for * > x0. We can apply Theorem 5.1 to 2(T?fc -r}'k) and {^} to obtain supM I12^=1 ^feufc|| < °° a.s. This proves (5.12) . A similar proof applies to (5.13). 6 . Applications. We will now apply the results of the previous sections to a variety of problems in Gaussian processes and series of random functions.
6(a). Gaussian processes. We will derive a theorem of Landau and Shepp [6] .
Let {ipn} be a sequence of elements of F and let {Yn} be a sequence of independent, identically distributed, random variables on (Í2, F, F). For cj G £2 we write as before (6.1) Sniu) = t, f/Yfiu).
/-1
We then have Theorem 6.1. Suppose M = supw ||5"|| < °° a.s. If Y y is Gaussian with mean 0, variance 1, then there exists e > 0 such that F(exp(eM2)) < °°.
Proof. By applying Theorem 3.8 we will first show that F(exp(eAf)) < °°f or some e > 0. Therefore by (3.25) , taking S = 1, we need to show that for I, ¿H~5b°-*»"+"
and since ||<¿>J| must be bounded, the sum in (6.5) converges for suitable a > 0 by (6.4) . Hence we have for some e > 0 (6.6) F(exp(eM))<°°.
The* proof of the theorem is now completed by the foUowing argument which was shown to us by S. R. S. Varadhan. Since ||5"|| < M, combining (6.6), (6.7) and (6.8) we get (6.9) PfllSJI > as/m) < [F(exp(eM))]m exp (-earn) where e does not depend on «. Hence by taking a sufficiently large, we get 0 < p < 1, independent of k, such that, for m > 1, (6.10) P(HS"||>aV"0<Pm-This implies that 3e, > 0, A < °°, independent of «, such that (6.11) F(exp(e1||5"||2))<A Since Sn axe symmetric, by Lemma 2.1, (6.11) gives (6.12) F(exp(e1||M"||2))<Z4.
The result now follows by the monotone convergence theorem. The following corollary of the above theorem was proved by Landau and Shepp [6] . For a more general setting and a different proof see Fernique [2] (see also [9] ). The expression in (6.15) equals supA;>1sup">1 \Z-Li <^(")^/l ■ M, in the notation of Theorem 6.1. Hence Z <°° a.s. implies M <°° a.s. and Theorem 6.1 applies _. MIEÏ-hfrUfcll2, ,"2.22 (6.20) E[e fc~1Çfc k ] <ex" A c < oo, and (6.19) and (6.20) give (6.17) .
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