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Abstract: 
 
As data science and machine learning methods are taking on an increasingly important role in the 
materials research community, there is a need for the development of machine learning software 
tools that are easy to use (even for nonexperts with no programming ability), provide flexible 
access to the most important algorithms, and codify best practices of machine learning model 
development and evaluation. Here, we introduce the Materials Simulation Toolkit for Machine 
Learning (MAST-ML), an open source Python-based software package designed to broaden and 
accelerate the use of machine learning in materials science research. MAST-ML provides 
predefined routines for many input setup, model fitting, and post-analysis tasks, as well as a simple 
structure for executing a multi-step machine learning model workflow. In this paper, we describe 
how MAST-ML is used to streamline and accelerate the execution of machine learning problems. 
We walk through how to acquire and run MAST-ML, demonstrate how to execute different 
components of a supervised machine learning workflow via a customized input file, and showcase 
a number of features and analyses conducted automatically during a MAST-ML run. Further, we 
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demonstrate the utility of MAST-ML by showcasing examples of recent materials informatics 
studies which used MAST-ML to formulate and evaluate various machine learning models for an 
array of materials applications. Finally, we lay out a vision of how MAST-ML, together with 
complementary software packages and emerging cyberinfrastructure, can advance the rapidly 
growing field of materials informatics, with a focus on producing machine learning models easily, 
reproducibly, and in a manner that facilitates model evolution and improvement in the future. 
 
 
1. Introduction: 
The Materials Genome Initiative[1,2] was instrumental in creating troves of available 
materials data contained in databases such as the Materials Project, the Open Quantum Materials 
Database and Citrination.[3–8] This unprecedented scale of available materials data, coupled with 
advances in computing hardware (e.g. development of GPU clusters), development of novel 
algorithms (e.g. deep convolutional neural networks) and streamlined, open-source availability of 
software streamlining the use of machine learning algorithms (e.g. the scikit-learn package) have 
enabled the combined data science and machine learning (often called materials informatics) 
subfield of materials research to explode over the past five years, with a number of overviews and 
reviews having been written.[9–16] The recent application of machine learning in materials 
science has been broad, including, e.g., unsupervised learning analysis of X-ray diffraction and 
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electron microscopy images,[17–19] deep learning applied to microstructural image recognition 
of defects and predictions of material stability,[20–22] high-throughput autonomous 
experiments,[23–25] text mining with natural language processing to inform materials synthesis 
and processing procedures,[26,27] and active learning techniques applied to improve machine 
learning potentials and targeted materials design.[28,29] Due to their ubiquity and relevance in 
establishing predictive processing-structure-property-performance relationships relevant for 
materials discovery and design, in this paper and the development of MAST-ML to date we place 
a particular emphasis on the use of supervised machine learning models for the purpose of 
regression tasks. Supervised machine learning regression models have been formulated for many 
classes of materials spanning an array of materials properties and associated applications, with 
some recent studies including the prediction of dielectric properties of perovskites and 
polymers,[30,31] bulk stability of perovskite and garnet materials,[20,32] electronic bandgap of 
numerous types of inorganic materials,[33–36] superconducting critical temperatures,[37,38] 
electromigration in metals,[39] dilute solute diffusion barriers in metals,[40,41] scintillator 
material discovery,[42] and melting points of unary and binary solids,[43] among many others.  
Supervised machine learning regression seeks to solve the general problem of finding the 
function F in Y = F(X) from a known feature matrix X and target values Y. F is found by machine 
learning typically such that the lowest errors between the predicted and true Y values are realized. 
While many machine learning algorithms are readily available in open-source packages such as 
scikit-learn[44] (sometimes called sklearn) and Keras[45] (based on TensorFlow[46]) to 
investigate such supervised learning problems, the overall supervised machine learning workflow 
for materials problems is still largely executed by hand, meaning individual users and research 
groups tend to develop and use their own in-house methods and scripts to manage all the steps 
outside those of the core algorithm. This practice introduces significant barriers to entry for new 
researchers, particularly non-experts in machine learning, which barriers are typically the result of 
the numerous technical and practical intricacies of successfully formulating and evaluating 
machine learning models in materials informatics research problems. In addition, this practice may 
also make model reproducibility and model evolution (e.g. improvement in predictions given 
additional training data in the future) difficult. In this paper, we introduce the Materials Simulation 
Toolkit for Machine Learning (MAST-ML).[47] MAST-ML is an open source Python-based 
software package designed to broaden and accelerate the use of machine learning in materials 
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science research. MAST-ML enables users to rapidly develop machine learning models, codifies 
best practices in standard supervised learning workflows, and seeks to lower the barrier for non-
experts to perform materials informatics research by relying on minimal to no programmatic input 
from the user.  
As a concrete example of how MAST-ML could impact the materials informatics 
community, consider the task of building and evaluating a machine learning model for predicting 
values of electronic bandgaps and the time spent by a typical researcher relatively new to the 
materials informatics field to formulate and evaluate such a model. With the tools and methods 
available today, one might spend weeks searching papers, discovering digital repositories, and 
learning to use relevant Application Programming Interfaces (APIs) to pull in data, and then weeks 
developing features, perhaps pulling from databases of elemental properties and/or structural 
databases and finding or developing tools to extract fingerprints of structures appropriate for the 
machine learning problem at hand. The machine learning model development might then take a 
few months as the researcher learns and applies best practices to data pre-processing, explores 
multiple machine learning model algorithms, and assesses the results. Much of the time would be 
spent on relatively minor but time-consuming tasks like typing in missing elemental property 
features, coding different ways of splitting the data for cross validation, hyperparameter 
optimization, and discovering approaches and best practices of which they might not be aware 
(e.g., stratified vs. standard k-fold cross validation). The final model would be used to predict 
bandgaps for some set of compounds of interest, e.g., new III-V semiconductors, perhaps being 
used to support a further exercise in materials development, and then be published as a standalone 
paper. On the other hand, this same materials informatics research project, which might take a 
relatively new researcher many months to execute, could easily be done much faster using the tools 
contained in MAST-ML. While any materials informatics project typically involves multiple 
iterations of analysis and re-evaluation of, e.g., the feature set used or the model employed, MAST-
ML allows researchers to quickly and easily conduct this materials informatics research loop, thus 
dramatically lowering the technical barrier and time required to produce meaningful results and 
analysis using machine learning for materials research problems. 
Recently, there has been intense development of open source software packages (in 
addition to MAST-ML) aimed at streamlining and accelerating the adoption of materials 
informatics research. These packages include, e.g., Lolo (as implemented in Citrination),[8,48] 
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AFLOW-ML,[49] matminer,[50] the Materials Knowledge Systems in Python project 
(pyMKS),[51] veidt,[52] and the Materials Agnostic Platform for Informatics and Exploration 
(MAGPIE),[53] among others. MAST-ML fits into the broader ecosystem of these materials 
informatics tools by either being complementary, symbiotic, or supportive of each of the above 
software packages. For example, MAST-ML currently integrates key functionality of both 
MAGPIE and matminer to enable users to create an extensive initial feature matrix to evaluate 
machine learning models and easily pull in tabulated materials data from online databases such as 
the Materials Project. 
In this paper, we discuss (i) the core components of the supervised machine learning 
workflow and key capabilities of MAST-ML in Section 2, (ii) how to obtain and run MAST-ML 
in Section 3, (iii) the key data and input files for a MAST-ML run in Section 4 and Section 5, 
respectively, and (iv) the MAST-ML run output structure and key contents in Section 6. Section 
7 demonstrates some recent examples of the type of research enabled by this software package. 
Finally, Section 8 provides a roadmap for how we envision this and related software may evolve 
in the greater materials informatics ecosystem as the use of data-driven techniques become 
increasingly prevalent in materials research. 
 
2. The MAST-ML workflow: 
 
 The focus of the development of MAST-ML was to automate the process of conducting 
supervised machine learning problems, with a particular emphasis on regression problems in 
materials science research. The overview of such a supervised machine learning problem is 
presented in Figure 1. In Figure 1, each component of the supervised learning workflow is shown 
in a particular block, and the text within each block denotes examples of operations (not an 
exhaustive list) one may conduct with MAST-ML as part of that portion of the workflow. Each 
component of the supervised learning workflow and MAST-ML-specific details for each 
component are enumerated below. The roman numerals labeling each component in this list are 
also used to label the respective workflow components in Figure 1. In addition, these roman 
numeral labels coincide with the MAST-ML input file sections discussed in Section 5 and the 
output data file structure discussed in Section 6.  
The user may specify multiple types of a given operation at each step (for example, multiple 
feature normalization methods, feature selection techniques, machine learning models, and cross 
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validation data splitters) in a single input file, and thus execute many types of model development 
and assessment in a single MAST-ML run. Based on the supervised learning workflow illustrated 
in Figure 1 and discussed in this section, MAST-ML iterates through every combination of 
specified feature normalization, selection, machine learning model, and cross validation data split 
within a single run. Therefore, if the user specifies two methods of feature normalization, two 
methods to select features, four machine learning models, and three methods of cross validation, 
this specification amounts to a total of 2 × 2 × 4 × 3 = 48 different supervised learning workflows 
to be executed within the run. 
 
(I) Data import. A data file (either in .csv or .xlsx format) is supplied by the user when a 
MAST-ML run is started. Information is provided for which column(s) of the data file 
denote values of the feature matrix X and target data Y on which to train a machine learning 
model. In addition, the user may specify other columns of the data file to denote one or 
more of the following: (i) grouping - information used in data subsampling (e.g. group 
labels for leave out group cross-validation), (ii) test - data restricted to only function as test 
data (i.e. data that is never used in model training or validation), (iii) comments - additional 
comment information useful for one to include in the data file for organizational purposes 
but is not to be used in model training in any way (e.g. general comments on specific data 
points). Additional information regarding the data file can be found in Section 4. 
(II) Data cleaning. Data used in machine learning problems is often imperfect and may contain 
missing, unimportant, or incorrect values. Missing data: points missing some feature values 
can be removed or data imputation methods can be used to fill in approximate values for 
the missing data entries. Currently, methods to treat missing data include removal of 
missing values, imputation by mean, median and mode value, and approximation of the 
missing value using principal component analysis (PCA). Note that the use of PCA in this 
context also constitutes a form of data imputation, however we have separated it for 
practical use reasons because the imputation methods used by MAST-ML are called 
directly from the scikit-learn package. Unimportant data: Currently a feature is identified 
as unimportant if it has a constant value for all rows in the data file and can be automatically 
removed as such features would be unlikely to add predictive value to a model. Incorrect 
data: Currently we have provided a feature which automatically examines the input data 
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values for each X and Y data column and flags input values which may be problematic 
based on their values being more than two standard deviations from the average value of 
that particular data column. These potentially problematic values are not removed but are 
noted in a dedicated output file. 
(III) Feature matrix generation. In addition to feature matrix values specified in the imported 
data file supplied by the user, one can also use certain prescribed methods to generate 
additional features. If provided information of the material composition (given as a labeled 
column in the input data file) for each target data point, MAST-ML can construct a large 
set of element-based feature properties following the MAGPIE approach.[54] The user can 
also automatically query materials databases such as the Materials Project[4] with provided 
material compositions to search for relevant data for those specific compositions, e.g., 
relative stability to other compounds. Finally, if information on the material composition 
and structure is provided in the input data file (specifically, in the form of a pymatgen[55] 
structure object), a suite of different structural features can also be generated. These 
structural features are sometimes referred to as structural fingerprints, and consist of 
features generated using techniques such as the smooth overlap of atomic orbitals,[56] the 
coulomb matrix,[57] bag of bonds,[58] etc. These structural features are generated using 
the matminer package.[50] 
(IV) Feature matrix normalization. It is common practice to scale the values of the feature 
matrix in a manner such that features with disparate ranges (e.g. one feature ranging from 
1 to 10 and another from -1000 to 1000) do not unphysically impact model training. Here, 
we mainly draw upon the feature normalization routines in scikit-learn. In addition, we 
have provided a custom feature normalization routine for MAST-ML, which allows the 
user to specify a particular mean and standard deviation value for which to scale the values 
of the feature matrix.  
(V) Feature selection. To formulate an accurate machine learning model, one typically wants 
to achieve the highest model accuracy using the least number of features possible, thus 
resulting in the simplest model. This is typically done by selecting a subset of the feature 
matrix that minimizes some scoring function, e.g. the root mean square error (RMSE) from 
5-fold cross validation, to simultaneously minimize the model error and minimize possible 
overfitting. MAST-ML leverages the feature selection routines contained in scikit-learn as 
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well as the forward selection routine contained in the mlxtend package.[59] In addition, a 
custom forward selection routine was written for MAST-ML, which offers additional user 
flexibility compared to routines contained in standard packages regarding the model and 
cross validation method used to select features. 
(VI) Learning curve construction. Learning curves show details of the feature selection process 
as the number of features and amount of training data changes. MAST-ML enables the 
construction of two types of learning curves. The first type of learning curve plots the 
scoring function (e.g. average RMSE over many 5-fold cross validation splits) as a function 
of the number of training data points used in the fit. This type of learning curve is helpful 
to assess whether the errors in your trained model may be sensitive to the size of the training 
data set, which may be particularly useful for small or sparse data sets. The second type of 
learning curve plots the model error as a function of the number of features in the feature 
matrix. This learning curve can directly inform feature selection and also assess if the 
model may be overfitting.  
(VII) Model form. The choice of machine learning algorithm is often a central feature of 
constructing the best possible model. MAST-ML allows one to use nearly every type of 
regression and classification model algorithm available in scikit-learn. MAST-ML also 
allows construction of models which have more complicated input than simple numerical 
or string-based parameters (e.g., beyond just specifying a single kernel name and 
hyperparameter values for a kernel ridge regression model). For instance, MAST-ML 
allows the construction of custom kernels for use in Gaussian process regression, for 
example, a custom kernel which consists of multiplying a constant kernel with a radial 
basis function kernel. In addition, MAST-ML can import a previously trained scikit-learn 
model that one may want to either re-train or use in evaluating predictions on new data. 
(VIII) Model hyperparameter optimization. Most machine learning models have one or more so-
called hyperparameters, which are parameters that are not fit by the basic model fitting and 
need to be optimized separately in order to have the best possible model. For this task, 
MAST-ML currently leverages the grid search, randomized search, and Bayesian search 
methods contained in the scikit-learn and scikit-optimize (sometimes called skopt) 
packages. 
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(IX) Model evaluation. A central aspect of understanding the quality and domain of applicability 
of machine learning models hinges on model evaluation through some form of cross 
validation. Cross validation broadly consists of leaving out some portion of the data to 
serve as a validation sub data set, which is evaluated after a model is trained on the 
remaining training sub data set. In practice, there are many different methods one may use 
to construct training and validation sub data sets for cross validation. MAST-ML allows 
the use of cross validation techniques from scikit-learn as well as a number of custom 
routines. The available cross validation methods consist of random k-fold cross validation, 
leave one out cross validation (i.e., k=size of dataset), leave out group cross validation, 
leave out percent cross validation, leave out cluster cross validation, and leave out close 
composition cross validation. In leave out cluster cross validation, the data are first pre-
clustered using a clustering algorithm, for example, K-means clustering, and each cluster 
is sequentially used as validation data analogously to leave out group cross validation. In 
leave out close composition cross validation, data with material compositions “close” to 
each other in composition space are placed into groups which are then analyzed 
analogously to leave out group cross validation. What constitutes as “close” can be 
specified by the user as a custom radial distance in composition space, where this radial 
distance is calculated from the atom fractions of the elements in the compositions that are 
near each other within a given L2 or L1 norm value. In addition, MAST-ML allows the 
user to perform a so-called “full fit” of the data, where all of the data is used in model 
training (i.e. no cross validation is performed), and this test can serve as a useful baseline 
for comparing to various cross validation tests.  
(X) Output Analysis. Having output from an ML model easily analyzed to yield standard 
convenient statistics and visualizations is essential for enabling rapid progress and 
promoting best practices in model assessment. MAST-ML features a wide array of data 
analysis and plotting routines, which are implemented automatically during a run. Standard 
data plots include histograms of residuals, parity (true vs. predicted) plots showing the 
average values over all cross validation splits, the best and worst individual cross validation 
split (e.g. the best and worst folds in a 5-fold cross validation), the best and worst overall 
fitted result for every data point from cross validation, and, for leave out group cross 
validation tests, standard statistics like RMSE and R2 are plotted for each group and as a 
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function of group size, to allow one to easily assess predicative ability for specific left-out 
groups. MAST-ML also outputs a suite of standard error metrics for every data split (e.g. 
each fold of a 5-fold cross validation test) by default, for example the R2 score, mean 
absolute error (MAE), root mean squared error (RMSE), and reduced error, which here is 
defined as the RMSE divided by the standard deviation of the dataset, among other metrics 
available through scikit-learn. Moreover, MAST-ML automatically outputs .csv files of all 
data used to make all analysis plots, as well as Jupyter notebook files which contain the 
relevant code snippet needed to reproduce a particular plot. The former feature is useful 
for identifying potential outlier data points in the analysis plots or performing further data 
analysis, and the latter feature allows one to directly reproduce and modify the generated 
plots to fine-tune details according to personal preference. All of these output data and plot 
files are generated for every split of cross validation conducted, as well as higher level 
summary plots averaged over all splits of a particular cross validation method. As the use 
of multiple models, cross validation routines, and even feature normalization routines can 
quickly result in a large number of individual tests and associated data, MAST-ML offers 
a high-level summary HTML document providing links and thumbnail images for each test 
performed. 
 
 
Figure 1. Overview of a typical supervised machine learning workflow. Each block represents a portion of 
the overall workflow. The roman numerals within each section of the workflow are meant to label 
components of the workflow that will be referenced in the main text and when discussing the MAST-ML 
input file structure in Figure 3 and the structure of the MAST-ML output in Figure 4. The text in each 
block denotes operations one may conduct with MAST-ML as part of that portion of the workflow. Note 
that MAST-ML will iterate through every combination of specified feature normalization, selection, 
machine learning model, and cross validation data split within a single run.  
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Here, we would like to remark on the different ways MAST-ML can be used to obtain error 
bars on predicted data points. MAST-ML focuses on two widely used methods of generating error 
bars on predicted points: (1) through data resampling methods and (2) through predicted errors 
provided from specific machine learning models. Regarding predicted errors from data resampling 
methods, multiple iterations of standard cross validation (e.g. many iterations of 5-fold cross 
validation), leave out percent cross validation, and bootstrapping all provide stochastic methods of 
data resampling with replacement. Based on the calculated error (e.g. the root mean squared error) 
over all splits of these resampling routines, an average and standard deviation for each predicted 
data point can be obtained, and the standard deviations of the predictions of each data point 
function as an error bar on the predicted value of each data point. Regarding predicting errors 
provided from specific machine learning algorithms, MAST-ML currently supports error bar 
generation using Gaussian process regression and random forest regression models. For Gaussian 
process regression, the model provides a distribution of the predicted value for each data point, 
and we use the mean and standard deviation of the predicted distribution to assign a predicted 
value and error, respectively. For random forests, the error bars are obtained by taking the standard 
deviation of the predicted values for each decision tree estimator comprising the random forest 
model, which will result in an error bar on each data point. To help visualize some of these model 
error calculations, MAST-ML provides analysis plots of (cumulative) distributions of model 
residuals over (divided by) estimated model errors compared to (cumulative) normal distributions 
to assess model error estimates. This value of model residual divided by estimated model error is 
sometimes referred to as the r-statistic, and has been used to obtain valuable insight of predicted 
errors for random forests in the work of Ling et al.[60] and for Gaussian process regression in Lu 
et al.[41] 
Finally, we note here that MAST-ML is continually under development, and examples of 
new features in development as of this writing include: new types of model statistical analysis, 
new types of analysis plots, new methods to perform cross-validation (e.g. different ways to 
automatically group input data), new model capabilities such as easy construction of deep neural 
networks with Keras, more informative calculations of predicted model errors (e.g. the jackknife-
after-bootstrap method for random forest regression),[61] and more efficient methods to conduct 
nested cross validation with many sub data sets, among others. We expect that continual 
improvements and additional features will be added to MAST-ML in the future. 
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3. Obtaining and running MAST-ML: 
 
MAST-ML may be obtained by downloading the source code from Github 
(https://github.com/uw-cmg/MAST-ML), downloading the code version accompanying this 
publication in the Data Availability, or performing a pip install via the command pip install 
mastml. If the source code is downloaded from Github or the Data Availability, please ensure the 
necessary dependencies are installed by running the accompanying setup.py file. More information 
on installing MAST-ML can be found in the online documentation 
(https://mastmldocs.readthedocs.io/en/latest/). Note that Python 3 is required to run MAST-ML 
properly, and it will work on both Mac and Windows machines. MAST-ML is distributed under 
an open source MIT license. MAST-ML requires two files to perform a run. The first file is a data 
file, which must be either a .csv or .xlsx file format, and will be described in detail in Section 4. 
The second file is the input file, which will be described in Section 5. The user may run MAST-
ML in a couple different ways. The first way is to run the following Python module execution line 
in the Terminal/command line:  
 
python3 -m mastml.mastml_driver mastml/tests/conf/example_input.conf 
mastml/tests/csv/example_csv.csv -o results/mastml_testrun  
 
Here, python3 -m mastml.mastml_driver executes the mastml_driver module, 
mastml/tests/conf/example_input.conf provides the path to the input file with .conf extension (see 
Section 5 for more information on the input file), mastml/tests/csv/example_csv.csv provides the 
path to the data file with .csv or .xlsx extension (see Section 4 for more information on the data 
file), and -o results/mastml_testrun specifies the path to save the MAST-ML output. The second 
way to run MAST-ML is to call the mastml.mastml_driver.main() function via the Jupyter 
notebook contained in the MAST-ML repository (also available as part of the Data Availability). 
The Jupyter notebook simply needs to be updated to contain the proper paths providing the 
locations of the input file, data file, and results folder as described above. We note here that a 
version of MAST-ML is installed in the shared Python environment on Nanohub (accessible 
through the Jupyter notebook tool on Nanohub) and is freely available for use by anyone with a 
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Nanohub account. Finally, the advanced user may also write their own Python script to import and 
call the mastml.mastml_driver.main() function as they see fit. 
 
4. The MAST-ML data file 
 
The data file contains all information on the target data Y to which a machine learning 
model is being fit and any input feature vectors X which form the feature matrix used to construct 
the fit. Figure 2 shows a snippet of an example data file to show the recommended formatting. 
The data file can contain an arbitrary number of data instances (rows) and feature vectors 
(columns), though typical values are in the range of hundreds to thousands of data instances and 
tens to hundreds of feature vectors. All columns require names, as shown in Figure 2. The column 
names are necessary as MAST-ML uses pandas dataframes, which rely on column names for 
indexing and searching. It is also required that the target data Y vector be specified. In addition, 
the user can specify any number of X feature vectors, or start with no feature vectors if features 
will be generated within MAST-ML using one of the available feature generation schemes. Finally, 
any number of additional columns that are not part of the X or Y may also be specified (the columns 
marked as “Additional columns” in Figure 2). These additional columns can be used to preserve 
additional useful information on the dataset of interest, such as materials processing conditions, 
paper citations, or user notes. Note that for the purposes of illustrating the input/output structures 
in Figure 2, Figure 3 and Figure 4, we have made use of an illustrative dataset of density 
functional theory (DFT) calculated diffusion activation energies of dilute solute diffusion in metal 
hosts from the work of work of Wu et al.[40] and Lu et al.[41] Note that the diffusion activation 
energies for solutes in each metal host are shifted by the diffusion activation energy of the host 
material, and this shifted diffusion activation energy can be equal to 0 (e.g. Al solute in an Al host) 
either positive or negative. The columns marked as “Additional columns” in Figure 2 are optional 
and here specify (1) material compositions for the purpose of feature generation (“Material 
composition”), (2) group labels for leave out group cross validation test (“Host element”), (3) 
whether a data point is used as test data (i.e. never used in training or validation) (“predict_Pt”), 
and (4) a helpful note to the user (“Solute element”). Overall, these additional columns contain 
useful information but are not explicitly part of the feature matrix X or target data Y values. The 
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user can easily specify which columns denote the features X, target data Y, and other miscellaneous 
information in the input file, which is described next in Section 5. 
 
Figure 2. Example of the structure of the data (.csv or .xlsx) file used in MAST-ML. The data file consists 
of rows of individual data instances and columns of feature vectors. Every feature vector requires a name, 
as shown by the column headings under “Feature Matrix X”. One column must denote the target data vector 
Y. The columns marked as “Additional columns” are optional and their meaning is described in the text, 
with more information on their use in Section 5. The data shown here is an illustrative subset of the dilute 
impurity activation barriers from the work of Wu et al.[40] and Lu et al.[41] This data file is included as 
part of the Data Availability. 
 
5. The MAST-ML input file 
 
The second file required to run MAST-ML is the input file, which is a text-based file that 
is both easily human- and machine-readable, and has the .conf file format. While the .conf file 
format is a general way to store system settings for Linux processes, this format was chosen here 
to meet the input file needs of the software package configobj,[62] which is used to parse the input 
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file. Figure 3 presents an example MAST-ML input file. In Figure 3, the input file is designed so 
that different section headings (first word blocks encased with “[ ]”, e.g. “[DataCleaning]”) closely 
correspond to a component of the supervised learning workflow described in Section 2, where the 
roman numerals are again used to label the different section(s) of the input file to denote the 
respective component of the supervised learning workflow from Figure 1. MAST-ML uses the 
configobj package,[62] which can easily parse an input .conf file and import it as a multilevel 
Python dictionary. The input file section headings (containing the “[ ]” character) and subsection 
headings (containing the “[[ ]]” character) and the associated parameters under these headings can 
be indented (or not) for organizational and ease of use purposes, as only the section and subsection 
heading characters determine the input file organization. Comments can be added with the “#” 
character (e.g., the first three lines of the example input file in Figure 3). For ease of use, numerous 
sections of the input file (FeatureNormalization, FeatureSelection, Models, HyperOpt, DataSplits) 
use subsection names that match class names contained in various scikit-learn modules. For 
example, in the Models section, the subsections “LinearRegression” and “KernelRidge”, which 
denote different models, match the names of scikit-learn models contained in the 
sklearn.linear_model and sklearn.kernel_ridge modules, respectively. Further, the parameters of 
these models and all other cases where the (sub)sections match particular classes in scikit-learn (or 
other packages) are also identical to the parameters of their respective classes. For example, for 
the “KernelRidge” model, the parameter names “alpha”, “gamma”, and “kernel” match the 
parameters for the sklearn.kernel_ridge.KernelRidge class in scikit-learn. If specific values of 
these parameters are not specified in the input file by the user, then the scikit-learn (or respective 
package) default values are used.  
One challenge in the workflow executed by MAST-ML is that the same parameters may 
be specified in multiple sections, and some examples of such parameter reuse are shown by the 
connected blue arrows crossing between sections in Figure 3. As a concrete example of parameter 
reuse across sections, all of the models the user specifies will be contained in the “[Models]” 
section. However, one may wish to use a specific model when conducting, e.g. feature selection 
and hyperparameter optimization. If that is desired, a particular model denoted in the “[Models]” 
section will also be listed in the “[FeatureSelection]” and “[HyperOpt]” sections. Note that the 
models from the “[Models]” section are listed just by their name in the other sections, not also 
with all associated parameters.  
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At the time of this writing, MAST-ML supports the use of multiple instances of the same 
model or cross validation data splitter type, and follows the convention of appending a unique 
string following the appropriate (sub)section name. For example, as shown in Figure 3, one can 
have multiple KernelRidge models, where the first instance is denoted as “KernelRidge”, while 
the other models are denoted as “KernelRidge_select” and “KernelRidge_learn”, which names 
were chosen (arbitrarily) because these models were used in the FeatureSelection and 
LearningCurve sections to evaluate the selection of pertinent features and construct learning 
curves, respectively. Note that models used in sections outside of the main Models section (like 
the above example of “KernelRidge_select” and “KernelRidge_learn” used in the 
FeatureSelection and LearningCurve sections, respectively) are subsequently removed from the 
list of models used in model training and testing, so that, in this case, multiple kernel ridge 
regression models with the same parameters are not used in model training and testing. 
Here, we briefly describe the details of the MAST-ML run shown in Figure 3, going 
section-by-section in this example input file. In the list below, the section headings are given as 
“Input file heading” (“Supervised learning workflow heading”), which highlights the direct 
connection between each section of the MAST-ML input file and each component of the general 
supervised machine learning workflow discussed in Section 2 and shown in Figure 1. A more 
thorough description of the MAST-ML input file, along with a list of available parameter values 
for each field, and step-by-step tutorials and example files, can be found online as part of the 
MAST-ML documentation (https://mastmldocs.readthedocs.io/en/latest/). In some cases, the 
available input file parameters are not listed exhaustively in the online MAST-ML documentation 
because the available values come directly from separately documented scikit-learn methods. In 
these cases, the reader is directed to the appropriate portion of the scikit-learn online 
documentation. The online MAST-ML documentation will also be continuously updated as new 
features become available in the future. 
(I) GeneralSetup (Data import). The GeneralSetup section allows the user to control the 
process of data import and MAST-ML run setup. There are seven main parameters for this 
section, which we will describe in some detail here as they are central to successfully 
conducting a MAST-ML run: 
a. input_features: This parameter controls which columns of the data file are considered 
as part of the feature matrix X. The user can specify each column individually, or use 
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the “Auto” keyword to assume all columns that are not designated in the input_target 
or input_other fields are part of the feature matrix. 
b. input_target: This parameter controls which column of the data file denote the target Y 
data. Note that only a single target value Y may be specified, and to examine other Y 
values requires separate MAST-ML runs. 
c. input_other: This parameter is used to denote additional columns present in the data 
file which are not part of the target data Y or feature matrix X. From Figure 2, and as 
shown in Figure 3, for this example the columns “Host element”, “Solute element”, 
“Material composition”, and “predict_Pt” are all extra columns. 
d. input_grouping: This parameter denotes any columns that are used to provide group 
labels which bin the data into separate groups for use in a leave out group cross 
validation analysis. For this example, “Host element” is used as a grouping feature. 
e. input_test: This parameter is used to denote any columns which label particular data 
points in the data file as test data, i.e., data only used in model predictions and never 
used in training or validation during cross validation. Note that a particular data point 
should be labeled with a “0” if not used as test data and “1” if it is to be used as test 
data. For this example, “predict_Pt” is used to label data where Pt is the host (see 
Figure 2) and is used as test data. 
f. randomizer: This feature provides the user the option to randomly shuffle the X feature 
matrix rows. The point of the randomizer is to provide a comparative “null” test where 
any potential physical or chemical relationship between the feature matrix and the 
target data is removed. This is useful to ascertain the robustness of correlations and the 
amount of physical insight (as opposed to just fitting numerical noise) present in the 
correlation between the feature matrix and the target data. 
g. metrics: This parameter controls which model evaluation statistics are evaluated and 
reported on analysis plots (e.g., mean absolute error, R2 score, etc.). One can set this 
parameter to use a canonical set of evaluation statistics with the “Auto” keyword. 
(II) DataCleaning (Data cleaning). The DataCleaning section of the input file allows the user 
to clean their data to remove rows or columns that contain empty or not-a-number (NaN) 
fields, or fill in these fields using imputation or principal component analysis methods. In 
this example: 
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a. cleaning_method: (remove, imputation, ppca). Method used to perform the data 
cleaning. In this example, missing data values are filled in using imputation.  
b. imputation_strategy: (mean, median, mode). For imputation only, how the imputation 
is performed. In this example, the mean value of the feature vector is used as the 
missing value. 
(III) FeatureGeneration (Feature generation). The FeatureGeneration section provides the 
ability to construct additional feature vectors based on elemental properties, queries to the 
materials databases Citrination and the Materials Project, and the construction of structural 
fingerprints based on routines from the matminer package. In this example, the MAGPIE 
method is being used to construct a set of elemental property features. 
a. composition_feature: This is the name of the appropriate column of the data file (in this 
case, “Material composition”, see Figure 2) which specifies the material compositions 
of each data point with which to build the set of elemental property features. The 
composition strings must be interpretable as pymatgen Composition objects, e.g. 
“La0.75Sr0.25MnO3”. In addition, the user may specify a composition using square 
brackets to denote different sublattices, e.g. “[La0.75Sr0.25][Mn][O3]”. Doing so will 
result in feature generation conducted on a per-sublattice basis instead of for the entire 
material composition. 
b. feature_types: (composition_avg, arithmetic_avg, max, min, difference, elements). The 
types of elemental features to construct.  
(IV) FeatureNormalization (Feature normalization). The FeatureNormalization section 
enables one to scale the input or generated features using well-known feature normalization 
algorithms available in scikit-learn. In this example, the scikit-learn StandardScaler 
method is used with default values, which scale the data to have mean of zero and standard 
deviation of one. 
(V) FeatureSelection (Feature selection). This section provides the means to select the set of 
most pertinent features from the full feature matrix. In this case, the 
SequentialForwardSelector routine from the mlxtend package is used: 
a. estimator: Used to specify a particular machine learning model to conduct feature 
selection. Here, the name KernelRidge_select is specified, which is a kernel ridge 
regression model that must also be specified in the Models section.  
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b. k_features: The number of features to select. 
(VI) LearningCurve (Learning curve). This section controls how to formulate learning curves 
to assess the optimal number of features to use and to evaluate model performance vs. 
training set size.  
a. estimator: Used to specify a particular machine learning model to conduct feature 
selection. Here, the name KernelRidge_learn is specified, which is a kernel ridge 
regression model that must also be specified in the Models section. 
b. cv: The type of cross validation data splitter to use to evaluate the model score. Here, 
the name RepeatedKFold_learn is specified, which performs multiple iterations of 
leave out K-fold cross validation (specifically, 2 iterations of leave out 5-fold cross 
validation) that must also be specified in the DataSplits section. 
c. scoring: The metric used to assess model performance. In this case, the root mean 
squared error is used. 
d. n_features_to_select: The number of features to select. 
e. selector_name: The method of feature selection used to evaluate each step of the 
learning curve. Must be a valid routine one would use in the FeatureSelection section. 
(VII) Models (Model training). This section controls which models are used to evaluate every 
specified cross validation data splitting test (see DataSplits section). In addition, other 
models may be specified here which are used in other components of the workflow, such 
as KernelRidge_select and KernelRidge_learn which were used in the FeatureSelection 
and LearningCurve sections, respectively. For this MAST-ML run, a linear regression 
(LinearRegression), random forest model (RandomForestRegressor), kernel ridge 
regression (KernelRidge), and previously fit random forest model (ModelImport) will be 
evaluated. The ModelImport subsection allows users to import previously fit models (as a 
.pkl file) by specifying the path where the model is saved via the model_path parameter. 
Note that MAST-ML will automatically save all fit models (for every train/test split) as a 
.pkl file. 
(VIII) HyperOpt (Model optimization). This section is used to specify methods to optimize the 
hyperparameters of a particular model.  Currently, hyperparameter optimization using a 
grid search (GridSearch), randomized search (RandomizedSearch), and Bayesian search 
(BayesianSearch) are available. 
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a. estimator: Used to specify a particular machine learning model to conduct 
hyperparameter optimization. Here, the name KernelRidge is specified, which is a 
kernel ridge regression model that must also be specified in the Models section. 
b. cv: The type of cross validation data splitter to use to evaluate the model score. Here, 
the name RepeatedKFold is specified, which performs multiple iterations of leave out 
k-fold cross validation (specifically, 2 iterations of leave out 5-fold cross validation) 
that must also be specified in the DataSplits section. 
c. param_names: The variable names of the hyperparameters to be optimized. For the 
case of a KernelRidge model, these parameters which were chosen to optimize are 
alpha and gamma. Note that the parameter names need to be delimited with a 
semicolon. 
d. param_values: This field is used to specify the grid of values to use in optimization. 
The notation follows the pattern min_value max_value number_of_points spacing_type 
data_type, where min_value is the minimum grid value, max_value is the maximum 
grid value, number_of_points is the number of parameter grid values to evaluate, 
spacing_type denotes linear or logarithmic spacing (“lin” or “log”, respectively), and 
the data_type is used to denote whether the gridded values are integers or floats (“int” 
or “float”, respectively). As with the param_names field, the param_values for 
different parameters must also be delimited with a semicolon. Note that the method to 
specify the space of values to evaluate differs slightly based on which hyperparameter 
optimization routine is used. Consult the MAST-ML online documentation for 
examples of how to properly set up param_values for GridSearch, RandomizedSearch 
and BayesianSearch methods. 
e. scoring: The metric used to assess model performance. In this case, the root mean 
squared error is used. 
(IX) DataSplits (Model evaluation). This section is used to specify the different types of cross 
validation splits used to evaluate each machine learning model. In this example, the 
different specified splits are NoSplit, RepeatedKFold, RepeatedKFold_learn, and 
LeaveOneGroupOut. The NoSplit case is used as a point of comparison, as all data is used 
in training and testing (i.e., no actual cross validation). RepeatedKFold conducts random 
leave out cross validation (in this case, 2 iterations of leave-out 20%) and 
 
 
 
21 
RepeatedKFold_learn does the same thing but is listed here as it is used to construct the 
learning curve (see LearningCurve section). Lastly, LeaveOneGroupOut conducts a leave-
out group cross validation routine, where the groups are manually specified by the user in 
their data file (specifically, the “Host element” column of the data file as shown in Figure 
2) and listed here with the parameter grouping_column. The grouping_column value must 
match the corresponding column name in the data file. 
(X) MiscSettings (Plotting and analysis settings). This section is used to specify whether 
certain types of output analysis plots are saved to the MAST-ML run results directory. 
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Figure 3. Example of the MAST-ML input file. The roman numeral labels for each section block 
correspond to the equivalent sections of the supervised machine learning workflow shown in Figure 1 and 
discussed in Section 2. Section headings are denoted with the “[ ]” character and subsection headings are 
denoted with the “[[ ]]” character. Indentations can be used to easily organize each section and comments 
can be included with the “#” character. This input file is included as part of the Data Availability. 
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6. MAST-ML output structure and contents: 
 
Here, we provide an overview of how the output of a MAST-ML run is organized, and the 
types of output available to the user. Figure 4 contains an overview of the resulting output 
directory tree for the MAST-ML run conducted using the data file shown in Figure 2 and the input 
file shown in Figure 3. In Figure 4, the roman numerals are again used to label different 
components of the supervised learning workflow outlined in Figure 1 and labeled as sections of 
the input file in Figure 3. Here, these different steps of the supervised machine learning workflow 
are separated as different levels of the output directory tree. The user can specify the path to save 
all MAST-ML run results. Here, the results folder within the main MAST-ML directory was 
chosen. Note that one can re-use the same output folder path, and MAST-ML will automatically 
append datetime data to create a unique folder path. The output directory tree shown in Figure 4 
was generated using the data file shown in Figure 2 and the input file from Figure 3. These files 
are available as part of the Data Availability. Due to the large volume and variety of files 
generated from a MAST-ML run, an exhaustive list and description of each type of output file will 
not be provided here. However, to give the prospective user a general idea of the type of output 
MAST-ML provides, here we list the main categories of output files along with example instances 
of each file type. The main types of output files consist of: 
a.) Image files (.png): These files typically contain data analysis plots saved in .png format. 
These data analysis plots consist of data histograms, parity scatter plots, error distribution 
plots, general scatter plots of feature vs. target values, and learning curves. These plots are 
saved at various stages of the MAST-ML workflow, from every train/test split to average 
summaries for each cross validation data split. A set of example plots is shown in Figure 
5 and will be discussed more in the following paragraph. Note that the code used to 
generate these figures is also output as a Jupyter notebook (see “Jupyter Notebooks” below) 
to allow straightforward modifications. 
b.) Data files (.csv): These files contain data from either various stages of modifying the input 
data file or from analysis output. For example, the data file provided for a MAST-ML run 
is copied to the save directory and modified versions of that file are saved after data 
cleaning, feature generation, feature normalization, and feature selection routines have 
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completed. In addition, a file containing a high-level summary of input data statistics is 
provided (for example, showing the distribution of the target Y data, its median, average 
value, etc.). Finally, .csv files are provided which contain the data used to construct all of 
the analysis data plots to assist the user in identifying problematic data points, performing 
further analysis or creating new types of analysis plots specific to their research project. In 
general, for each plotted result, an image file, .csv data file, and customizable Jupyter 
notebook are generated. 
c.) Model files (.pkl): The saved model objects (e.g. a trained KernelRidge model) are saved 
as .pkl files for every train/test split for each cross validation data splitter. 
d.) Run statistics summary (.txt): A high-level summary of the average train, validation, and 
test (if applicable) statistics is provided (e.g. the average of the mean absolute error of fits 
of training data, validation data, and test data (if applicable) over all cross validation splits). 
e.) Jupyter notebooks (.ipynb): Jupyter notebooks containing source code used to make each 
type of data analysis plot image discussed above are provided to assist the user in making 
small modifications to saved plots based on personal preference. 
f.) Log file (.log): Python log file which contains basic run information and runtime warnings 
and errors for the MAST-ML run. 
g.) Summary HTML document (.html): An HTML document which shows, at a high level, the 
sets of analysis plots and data files contained in the MAST-ML results output directory 
tree, as well as links to specific folders containing the respective plots/data files shown. 
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Figure 4. Example MAST-ML output directory tree structure and associated contents. The roman numeral 
labels correspond to the equivalent sections of the supervised machine learning workflow shown in Figure 
1 and the input file sections shown in Figure 3. 
 Figure 5 provides an example overview of the different types of data analysis plots 
provided from a MAST-ML run. These plots were obtained from the output run shown in Figure 
4, generated from running MAST-ML on the data file in Figure 2 and the input file in Figure 3. 
These plots were automatically generated in the MAST-ML run and were not modified in any way 
for display in this publication after being produced in MAST-ML, except to move legend entries 
to provide an improved presentation of many images grouped together in a single figure. We note 
here that these example plots in Figure 5 are meant purely as an illustrative example to showcase 
features of MAST-ML and are not meant to be a robust scientific result of machine learning 
predictions of dilute solute diffusion activation energies in metals. More details of the key results 
of recent studies of machine learning on impurity diffusion and other recent studies using MAST-
ML for other machine learning problems in materials science are provided in Section 7 and can 
be found in the work of Wu et al.[40] and Lu et al.[41] Figure 5 showcases numerous analysis 
plot types, with the first being an example histogram of input data Figure 5A. This histogram 
provides basic statistics of target Y data, such as mean, median, etc. Shown in Figure 5B is a 
learning curve plotting the root mean squared error as a function of amount of training data, 
constructed using a kernel ridge regression model and 5-fold cross validation. In Figure 5B, the 
red (blue) data are the root mean square errors of the validation (train) data, respectively, and the 
shaded area represents the standard deviation in the root mean squared error calculated over all 
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random leave-out cross validation splits. In Figure 5C, a parity plot of predicted vs. true values of 
the scaled diffusion barrier activation energy is shown, where the data are average validation data 
values over two iterations of random 5-fold cross validation. The error bars on the points represent 
standard deviations of the root mean squared error over all random 5-fold cross validation splits. 
In Figure 5D, a parity plot showing predicted vs. true values of the scaled diffusion barrier 
activation energy is shown, where the data are validation data values collected from all groups in 
leave out group cross validation, where the model is trained on all data except for Pt (recall for this 
example Pt is left out as a test data set). In Figure 5E, a parity plot showing the same data as in 
Figure 5C, except the best (red) and worst (blue) split results are shown instead of the average 
over all splits. The plot in Figure 5F shows a further analysis of a leave-out group cross validation 
test, where the mean absolute error of the test data is shown as a function of group label, 
demonstrating how well particular groups are predicted relative to others. Figure 5G shows a plot 
of error distributions comparing an analytical Gaussian curve (blue), model residual (i.e. predicted 
minus true) values (green), and the model errors resulting from a random forest model (purple). 
The x-axis is the ratio of the residual value to the standard deviation of the predicted model error, 
which is calculated for every data point as described in Section 2. Finally, the plot in Figure 5H 
is the same data as shown in Figure 5G, but as a cumulative error distribution. 
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Figure 5. Examples of data analysis plots provided as output from the example MAST-ML run discussed 
throughout this work. (A) Histogram of input data providing basic statistics of target Y data. (B) Learning 
curve plotting the root mean squared error as a function of amount of training data, constructed using a 
kernel ridge regression model and random 5-fold cross validation. (C) Parity plot showing predicted vs. 
true values of the scaled diffusion barrier activation energy, where the data are average validation data 
values over two iterations of random 5-fold cross validation. (D) Parity plot showing predicted vs. true 
values of the scaled diffusion barrier activation energy, where the data are all validation data values in a 
leave out group cross validation split. (E) Parity plot showing the same data as in (C), except displaying the 
best and worst split results instead of the average over all splits. (F) The validation data mean absolute error 
as a function of each group in a leave out group cross validation test. (G) Error distributions showing 
comparison of an analytical Gaussian curve (blue), model residual (i.e. predicted minus true) values (green), 
and the model errors resulting from a random forest model (purple). The x-axis is the ratio of the residual 
value to the standard deviation of the predicted model error, which is calculated for every data point. (H) 
The same data as shown in (G), but as a cumulative error distribution. See text for more details. 
 
7. Recent materials research performed with MAST-ML 
 
From early 2018 until the time of this publication (about a year and a half as of this writing), 
MAST-ML has been used at various stages of development on a number of materials science 
studies utilizing different scientific datasets for a range of materials applications. These studies 
include: 
a) Perovskite oxide stability: The work of Li et al.[32] investigated the thermodynamic 
stability of nearly 2000 perovskite oxides calculated using DFT. Predicting and 
understanding the stability of perovskite oxides is a key aspect of engineering improved 
oxygen-active materials such as cathodes for solid oxide fuel cells. Li et al. found that a 
Gaussian kernel ridge regression model could predict the stability of perovskite oxides 
(represented as the energy above the convex hull) with an average root mean square error 
of about 29 meV/atom from random leave-out cross validation, close to DFT accuracy.  
b) Dilute solute diffusion in metals: The work of Wu et al.[40] and Lu et al.[41] examined the 
activation energy for dilute solute diffusion in pure metal hosts using Gaussian kernel ridge 
regression (Wu et al. and Lu et al.) and Gaussian process regression (Lu et al.). 
Understanding the diffusivity of solutes in metal hosts is important for metal alloy 
engineering, such as controlling the effects of precipitation hardening and high temperature 
creep. Wu et al. obtained a root mean square error between 0.2-0.25 eV (depending on the 
host being predicted) for leave-out-group cross validation using a database of 218 
activation energies while Lu et al. obtained an average root mean square error of just 0.15 
eV for leave-out-group cross validation averaged over all groups, both values obtained 
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using kernel ridge regression models. The improved predictions of Lu et al. were the result 
of using an expanded database of 408 activation energies and improved methods of feature 
selection and hyperparameter optimization incorporating leave-out-group cross validation 
tests. 
c) Effective charge in metals for electromigration: The study from Liu et al.[39] detailed 
results of predicting the effective charge of an array of metals and dilute alloys. The 
effective charge is the main quantity governing the electromigration effect, and 
understanding and controlling electromigration is key to the successful use of metal alloys 
as interconnects in integrated circuits. Liu et al. found using multivariate linear models that 
a number of transition and noble metals (e.g. Ag, Au, Cu, Pt) doped in Co (a suggested 
replacement for Cu as an interconnect material) should result in very little electromigration, 
offering useful design avenues for new electronic interconnect alloys. 
The studies described above are a demonstration of the power of software packages like 
MAST-ML and those complementary to it to accelerate the use of machine learning methods in 
materials research. These studies also show how MAST-ML can be used to generate highly 
informative machine learning models that can be used to improve materials engineering and inform 
materials discovery in a diverse array of applications and design spaces. 
 
8. Summary and future outlook  
 
The increasingly widespread adoption of materials informatics in the greater materials 
research community requires the access of easy-to-use, open access software tools which can 
provide quality research results without a large amount of experience necessary for their use. The 
current paper introduces the Materials Simulation Toolkit for Machine Learning (MAST-ML), an 
open access Python package which seeks to accelerate and codify the use of machine learning in 
materials science (i.e. materials informatics) and lower the barrier for entry to conducting 
sophisticated supervised learning problems. Further, we see MAST-ML as part of an ecosystem 
of open source software contributions in the field of materials informatics. While MAST-ML 
currently leverages key functionality of some existing packages like matminer, MAST-ML is 
constantly under development, with both new features unique only to MAST-ML and broader 
integration with other existing and emerging software packages planned for the future. Overall, it 
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is our desire to design tools that enable acceleration of innovative data-driven materials research. 
We are therefore keen on addressing the needs of the greater materials informatics community. 
We are open to suggestions and collaborations of improving and expanding the MAST-ML code 
to incorporate new model types, new statistical tests, new workflows, and other desired features 
which would strengthen and expand materials informatics as an impactful research enterprise. 
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