Comparative Analysis of Different Distributions Dataset by Using Data Mining Techniques on Credit Card Fraud Detection by Oğuz Ata & Layth Hazim
618                                                                                                                                                                                                          Technical Gazette 27, 2(2020), 618-626 
ISSN 1330-3651 (Print), ISSN 1848-6339 (Online)                                                                                                                       https://doi.org/10.17559/TV-20180427091048 
Original scientific paper 
 
 
Comparative Analysis of Different Distributions Dataset by Using Data Mining Techniques 
on Credit Card Fraud Detection 
 
Oğuz ATA, Layth HAZIM 
 
Abstract: Banks suffer multimillion-dollars losses each year for several reasons, the most important of which is due to credit card fraud. The issue is how to cope with the 
challenges we face with this kind of fraud. Skewed "class imbalance" is a very important challenge that faces this kind of fraud. Therefore, in this study, we explore four data 
mining techniques, namely naïve Bayesian (NB),Support Vector Machine (SVM), K-Nearest Neighbor (KNN) and Random Forest (RF), on actual credit card transactions 
from European cardholders. This paper offers four major contributions. First, we used under-sampling to balance the dataset because of the high imbalance class, implying 
skewed distribution. Second, we applied NB, SVM, KNN, and RF to under-sampled class to classify the transactions into fraudulent and genuine followed by testing the 
performance measures using a confusion matrix and comparing them. Third, we adopted cross-validation (CV) with 10 folds to test the accuracy of the four models with a 
standard deviation followed by comparing the results for all our models. Next, we examined these models against the entire dataset (skewed) using the confusion matrix and 
AUC (Area Under the ROC Curve) ranking measure to conclude the final results to determine which would be the best model for us to use with a particular type of fraud. 
The results showing the best accuracy for the NB, SVM, KNN and RF classifiers are 97,80%; 97,46%; 98,16% and 98,23%, respectively. The comparative results have been 
done by using four-division datasets (75:25), (90:10), (66:34) and (80:20) displayed that the RF performs better than NB, SVM, and KNN, and the results when utilizing our 
proposed models on the entire dataset (skewed), achieved preferable outcomes to the under-sampled dataset. 
 





In recent years, there has been an increasing amount of 
literature on credit card fraud detection. The issue of credit 
card fraud has been studied in [1-5]. During the growth in 
credit card transactions, such as the electronic payment 
system, there has been an increase in credit card 
fraudcases, and 70 percent of US customers are most 
concerned about identity fraud [6, 7]. The Federal Trade 
Commission's online database of customer complaints has 
received 13 million complaints from 2012 to 2016, with 3 
million in 2016 alone. Some of these, almost 42% were 
related to fraud and 13% were complaints concerning 
identity theft [8]. Thus, banks are attempting to decrease 
their losses from credit card fraud. Consideration should be 
given to the development of fraud detection methods such 
as data mining techniques as fraudsters also develop their 
fraud practices to avoid detection [9]. Hence, credit card 
fraud detection techniques require continuous innovation. 
This paper evaluates four techniques, including the naïve 
Bayesian, support vector machines, k-nearest neighbor 
algorithm, and random forests in an attempt to detect credit 
card fraud. Our study is based on real-life data transactions 
from European cardholders. 
Credit card fraud may be divided into two types: 1) 
"Offline fraud", which is committed with a stolen physical 
card anywhere else such as call center, 2) "Online fraud", 
which is committed over the phone, shopping, on the 
Internet, or in the absence of a cardholder. Fraud detection 
may be supervised or unsupervised [9]. In supervised fraud 
detection methods, a database of known 'fraudulent / 
genuine' transactions is used to classify new transactions as 
being either 'fraudulent' or 'genuine'. In unsupervised fraud 
detection methods, there are no prior sets of genuine or 
fraudulent observations, which means that unusual or 
outlier transactions are identified as potential cases of 
fraudulent transactions [6]. Two fraud detection 
approaches perform a prediction of the possibility of fraud 
in any of the new transactions [10]. 
Credit card fraud detection depends on the analysis of 
cardholder's spending behavior. Most data mining 
techniques are applied to credit card fraud detection and 
support vector machines [6], [11-13]. Many researchers 
have used artificial neural networks and genetic algorithms 
[14-19], there have been credit card fraud detection 
comparative analyses using logistic regression, k-nearest 
neighbors and naïve Bayesian [20], credit card fraud 
detection using the k-nearest neighbor algorithm in [21, 
22], hybrid approaches for detecting credit card fraud using 
random forest in [5], Bayesian network, decision tree, 
naïve Bayesian, K* models and support vector machine. 
The application of credit card fraud detection [23] is based 
on the bagging ensemble classifier, as well as using the 
hidden Markov model (HMM) in reference [24, 25], the 
migrating birds optimization algorithm in reference [26], 
and real-time credit card fraud detection using the 
computational intelligence self-organizing map (SOM) in 
reference [27, 28]. This paper [6] evaluates four 
techniques, including naïve Bayesian, support vector 
machines, the k-nearest neighbor algorithm, and random 
forests in an attempt to detect credit card fraud. It examines 
the performance of these techniques. However, we 
encountered many challenges in this study, including 
'fraudulent' behavior appearing 'genuine' wherein real 
dataset transactions are not made available and results are 
not typically declared to the public even if found to be 
highly imbalanced (skewed) datas [1]. Therefore, feature 
selection is a problem in this study because of the large 
disparity in measurements and high dimensions of fraud 
dataset and the presence of numbers of 'features', 
'attributes', 'inputs' which make application of "data 
mining" techniques and detection very difficult and 
complicated. We have chosen existing performance 
measures for the aggregating techniques. Four most 
commonly used measures are accuracy, sensitivity, 
specificity, and precision, all of which depend on true 
positives, false positives, true negatives and false negatives 
[4]. All these performance measures are affected by the 
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type of sampling used for the dataset. In this study, we have 
investigated the effect of aggregating sampling on the 
performance of fraud detection techniques, including the 
naïve Bayesian, support vector machines, k-nearest 
neighbor and random forest classifiers on highly 
imbalanced ('skewed') credit card fraud transactions, as 
well as their impact on used under-sampling fraud 
transactions. 
In this study, we endeavor to make an analytical 
comparison of credit card fraud detection using NB, SVM, 
KNN and RF techniques on highly imbalanced data based 
on accuracy, sensitivity, specificity, and precision. The 
region under the ROC curve (AUC) is utilized as a standard 
measurement of classification performance [13], where we 
used AUC. Finally, to examine all techniques with skewed 
credit card transactions to obtain the best technique even 
we can advise to use with that type of fraud. This study 
enhances the handling of highly imbalanced credit card 
fraud data in [29]. This study also uses highly imbalanced 
dataset transactions which contain approximately 0,172% 
of fraud transactions being sampled in aggregating 
approaches. The fraud transactions indicate a positive 
class, while the negative class indicated the genuine, by 
using the under-sampling approach. The skewed or 
imbalanced transactions have been overcome as a part of 
preprocessing the dataset because of the small fraudulent 
credit card transaction percentages of the total number of 
transactions. A balancing handling mechanism is desired 
to make this data balanced with a '1:1' distribution between 
'genuine' and 'fraudulent' classes to reshape any class 
imbalance [1, 11], where the distribution is in a '50:50' 
format. Four techniques were applied using the confusion 
matrix to calculate the accuracy, sensitivity, specificity, 
and precision to compare the performance of the four 
techniques afterward to additionally verify the 
performance measures. We applied cross-validation with 
10 fold and Grid Search of the aggregating techniques and 
compared the performance. Finally, we applied our 
aggregating techniques to the imbalanced  dataset and 
calculated the accuracy, sensitivity, specificity, precision, 
and AUC to compare each technique to obtain the most 
accurate one in this field of fraud. 
The remainder of our paper includes the following: 
Section 2 presents a historical review of several techniques 
that have been used in credit card fraud detection, sampling 
approaches, and performance comparisons. Section 3 
presents and describes the methodology, including data 
pre-processing, the under-sampling approach and the four 
classifier techniques of credit card fraud detection. Section 
4 presents the results for our experimental setup, including 
illustrations, figures and a discussion about the comparison 
of the analyses. Section 5 presents a conclusion of the 
comparisons in our study and proposals for future work and 
research. 
 
2 LITERATURE REVIEW 
 
Credit card fraud detection is a binary classification 
problem in which a credit card transaction is labeled as 
either fraudulent or genuine. Data mining approaches are 
useful in this type of fraud detection because of their ability 
to identify small anomalies in huge data sets. In this 
section, we reviewed some previous researches that are 
relevant to this study [1]. 
 
2.1 Under-Sampling Approach 
 
Under-sampling imbalanced classes mean deleting 
part of the data in the majority class or the negative class 
(genuine) [11]. Many researchers have used the under-
sampling approach to balance the training data for fraud 
detection systems [1]. This approach has been used in 
reference [30]. They have used two sampling approaches, 
which are over-sampling and under-sampling. These 
sampling approaches are commonly used in machine 
learning algorithms to imbalanced classes and costs for 
misclassification. They studied cost curves to explore the 
interaction of undersampling and oversampling with the 
learner C4.5 of a decision tree. They concluded that under-
sampling results in a reasonable sensitivity to variations in 
the costs of misclassification and class distributions, and 
Over-sampling has shown little sensitivity. In reference 
[31] they have employed three algorithms, which are 
logistic regression, C4.5 and random forest for cost-
sensitive credit card fraud detection. They applied those 
algorithms on the full dataset and the under-sampled 
dataset; applying the under-sampling has given the best 
results. A comparative study [6] included testing different 
levels of under-sampling class distributions by data mining 
techniques. Comparison results showed that under-
sampling generally performs better, compared to the 
hybrid under sampling and oversampling for credit card 
transactions using machine learning techniques [20] they 
also gave the same assessment of this approach and 
achieved two sets of distribution (10:90 and 34:64) for 
analysis. The paper in reference [32] discussed the 
effectiveness of undersampling on unbalanced 
classification. It has proposed an integrated analysis for 
two objects having the biggest effect on the efficiency of 
an under-sampling approach. This analysis  increases the 
variance because of reducing the number of samples and 
counterfeiting (warping) of the posterior distribution.  
They concluded two main influences. It raises the 
classifier's variance and results in counterfeited (warped) 
posterior possibilities. Usually, the first influence is 
addressed using averaging methods for reducing the 
variability and the second needs the calibration of the 
possibility to the new priors of testing. 
 
2.2 Credit Card Fraud Detection 
 
Fraudsters are also increasing their attempts to get 
money because of growing use of online payment by credit 
cards. Through the significant contribution researchers in 
recent years are finding the best ways to reduce fraud by 
relying on data mining techniques or artificial intelligence 
techniques. 
Datamining for credit card fraud [6] utilized three 
methods, support vector machines (SVM), random forest 
(RF) and logistic regression (LR) to evaluate the best one 
depending on the performance measures. They used under 
sampling of the imbalanced classes for their real 
transactions dataset from international companies with 
various proportions and they are divided into two subsets. 
They have applied three proposed techniques with cross-
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validation performance and the results were: SVM (93,8 
accuracy; 52,4 sensitivity; 98,4 specificity), RF (96,2 
accuracy; 72,7 sensitivity; 98,7 specificity) and LR (94,7 
accuracy; 65,4 sensitivity; 97,9 specificity). The authors in 
[5] proposed a hybrid approach of six well-known data 
mining techniques, namely, DT, RF, BN,NB, SVM, and 
their proposed model K* employed these models to detect 
credit card fraud. They combined an ensemble of the 
artificial intelligence (AI) models which have been applied 
into real life transactions from a leading bank in Turkey. 
The results in terms of performance measures were: DT 
results are 95,19 accuracy, 52,53 sensitivity, 97,35 
specificit, RF results are 95,81 accuracy, 50,84 sensitivity, 
98,09 specificity, BN results are 96,92 accuracy, 50,00 
sensitivity, 99,30 specificity, NB results are 94,10 
accuracy, 92,57 sensitivity, 94,18 specificity, SVM 94,17 
accuracy, 66,89 sensitivity, 95,55 specificity and K* 
results are 91,37 accuracy, 73,14 sensitivity, 92,67 
specificity. 
In reference [33] they have investigated the efficiency 
of the personalized models in comparison with the 
aggregated structures in identifying fraud for various 
people. The authors used two techniques for comparison, 
which are random forest  and Naive Bayesian. The dataset 
were collected from actual transactions and some other 
information via an on-line questionnaire. The performance 
results of their proposal has shown that RF is more efficient 
performance than the NB for the aggregated model 
whereas NB is more efficient performance in the 
personalized models, as follows: RF results are 91,09 
accuracy, 91,1 sensitivity, 91,9 precision, NB results are 
96,04 accuracy, 96,00 sensitivity, 95,9 precision and RF 
results are 96,18 accuracy, 96,00 sensitivity, 96,00 
precision, NB results are 95,08 accuracy, 95,00 sensitivity, 
95,00 precision. Researchers in [23] have proposed three 
techniques for credit card fraud detection, which are naive 
Bayesian, support vector machine and k-nearest neighbors. 
They used these models with a collaboration of an 
ensemble of the learning methods, the evaluation of 
performance is done on a real dataset transaction from 
UCSD-FICO competition, and the authors showed the 
bagging classifier based on the decision tree, as the best 
one for the fraud model.  
The study in [34] used some classification methods, 
which are the artificial neural networks (ANN) and the 
logistic regression (LR) for creating the best model to 
detect credit card fraud, where they have concluded that the 
genetic algorithm is the best in their literature and they 
proposed to apply it on bank systems to predicted fraud 
soon after credit card transactions. The paper in [35] 
employed three supervised methods to predict credit card 
frauds, which are the logistic regression (LR), gradient 
boosted trees (GBT), and deep learning (DL),. Authors 
research also explores the benefits according to features by 
using the domain expertise and feature engineering to 
compare with the three techniques that have been 
mentioned above. They concluded that using domain 
expertise for feature engineering is the best and their results 
after applying the cross-validation with 5 fold were: LR 
(83,8), GBT (87,4) and DL (86,2). In [36] the authors have 
presented a survey of two techniques, which are the Hidden 
Markov Model (HMM) and k-means clustering, which 
have been adopted for the analysis of the spending 
behavior of cardholders. HMM categorized the 
cardholder's profile into low, medium and high, and then 
made clustering by using k-means clustering for the 
categorized cardholder behavior. HMM can detect the new 
arriving transaction as fraudulent or genuine. 
Previously, we have historically reviewed comparative 
studies for credit card fraud detection, now we will review 
some historical studies for machine learning and features 
engineering. The study in [37] showed it is the way of 
extracting the proper traits from the transactions for 
constructing credit card fraud detection approach, by 
aggregating the transactions, and they expanded the 
transaction aggregation strategy, as proposed by creating a 
new group of properties according to the analysis of the 
time of the transaction by employing the "von Mises" 
distribution. Topological pattern in [38] discovered the 
'topological patterns' of 'fraudulent financial reporting' 
FFR via dual 'GHSOM' ('Growing Hierarchical Self-
Organizing Map') approach, as well as presenting an expert 
competitive feature extraction mechanism, which has been 
accurate in detecting the fraudulent and genuine by using 
the topological patterns for FFR and feature extraction. On 
the other hand, the authors in [39] proposed a linear 
discriminate as the fisher discriminant function to detect 
credit card fraud for the first time, their experiment which 
has been produced from the fisher discriminant function 
was more efficient for the fraudulent / genuine detection 
classifier. The study in [40] proposed a combination of the 
derived intrinsic features and network-based features for 
cardholders' behavior merchants, their results for the 
combination of the two types which are strongly tangled, 
and leads to the best performance models where the 'AUC' 
reaches higher than 0,98. 
A new cost-sensitive decision tree in [41] compared 
the traditional popular classification method with the 
performance like precision and true positive rate to 
minimize the sum of misclassification costs, the outputs 
showed that the cost-sensitive decision tree may be ready 
and implemented in real transactions to avoid fraud for 
credit card transactions. The study in [42] applied the k-
nearest neighbors (KNN) method and outlier detecting 
approach to put the optimal solution for credit card fraud 
issues, where those two methods minimized the false alarm 
rates and minimized the fraud detecting rate to prevent the 
fraudulent transactions. In [43] the researchers have 
implemented the self-organizing map (SOM) for credit 
card fraud detection because of the effectiveness of this 
approach, it is a part of the neural network and the 
unsupervised learning, focused on real-time credit card 
fraud detection. They concluded that the SOM is more 
accurate for the detection of the fraud due to using the 




The objectives of this section are to describe the 
performance measures and examine the four data mining 
techniques (NB), (SVM), (KNN) and (RF) for credit card 
fraud detection so as to give the right advice for banks 
about which best technique to use to build their system. 
This section includes different stages: The first stage 
includes performance measures used for evaluating our 
comparison. The second stage is the dataset and sampling 
Oğuz ATA, Layth HAZIM: Comparative Analysis of Different Distributions Dataset by Using Data Mining Techniques on Credit Card Fraud Detection 
Tehnički vjesnik 27, 2(2020), 618-626                                                                                                                                                                                                             621 
dataset, which includes: how to sample the data set, how to 
collect this dataset and how to use the training dataset and 
testing dataset. The third stage explains the naïve Bayesian 
classifier. The fourth stage explains the support vector 
machine classifier. The fifth stage explains the k-nearest 
neighbor classifier. The sixth stage explains the random 
forest classifier and finally, the seventh stage describes the 
confusion matrix, cross-validation and AUC measures. 
 
3.1 Performance Measures 
 
In this study, we will use four well-known measures to 
evaluate the methodology, which are: accuracy, sensitivity, 
specificity and precision. These measures depend entirely 
on the four basic metrics (alarm rates), respectively 'true 
positive' (TP) the number of fraudulent transactions which 
were detected as a true alarm, 'False Positive' (FP) the 
number of genuine transactions which have been detected 
as a false alarm, 'True Negative' (TN) the number of 
genuine transactions that have been detected as true alarm 
and 'False Negative' (FN) are the number of missed 
fraudulent transactions [5], positives (P) mean the number 
of the "fraudulent transactions" and negatives (N) 
represents the number of the "genuine transactions" the 
total of P and N means all transactions. Evaluating the 
classification performance requires to know the meaning 
of each measure, where accuracy means the proportion of 
true alarm rates among all alarm rates, sensitivity (recall) 
the proportion of the true positives, which indicates the 
number of the fraudulent cases that are detected correctly, 
specificity represents the proportion of the true negatives, 
which indicates the number of genuine transactions which 
have been detected correctly too, and precision measures 
the proportion of true positive among all positives alarms. 
Below are the equations for each measure: 
 
TP TNAccuracy
























Credit card fraud detection is a binary classification 
which means that the transactions for a credit card are 
divided into two sets, either (0) - genuine transactions or 
(1) - fraudulent transactions. Using the confusion matrix 
for our study the calculation of alarm rates will be different 
[6], where the values for each alarm rate are taken from its 
position in the confusion matrix such as the TP, where the 
value was (1, 1), TN (0, 0), FP (0, 1) and FN (1, 0). 
We also used AUC (area under ROC curve) measures 
to examine the overall performance measures, the AUC is 
better than the accuracy measures for evaluating learning 
algorithms [44]. AUC has been tested on the positive class 
(fraudulent)  FP and TP. 
3.2 Dataset and Sampling Dataset 
 
Highly imbalanced dataset for our study has been 
collected from the European cardholders in September 
2013. The real credit card transactions and their description 
are included in this dataset [2], so it has been published in 
2016. It was originally collected by a research 
collaboration of (ULB) Wordline and University Libre de 
Bruxelles to analyze big data and fraudulent transactions. 
Tab. 1 describes all thirty-one variables in the data, where 
the feature variables besides Time and Amount are 
displayed with an unknown description due to the 
protection of the sensitive information. These are not the 
original variables obtained during the collection of data. 
They have all been transformed with principal component 
analysis (PCA) to protect the true information from the 
analyst examining the data (or other third parties that may 
contribute to negative consequences). In other words, V1 - 
V28 are principal components holding the real data in some 
fashion. All twenty-eight (Vs) variables and Amount are 
categorized as numerical, while Class and Time are both 
integers. The dataset presents the transactions for two days 
284,807, feature (Class) is used for binary classification 
among these features, it takes value 1 referring to the 
fraudulent transactions and 0 referring to the genuine 
transactions. These transactions consist of (492) fraud 
transactions, which represents almost (0,172%) of the total 
transactions. 
This little number of class positives (fraud) are high 
imbalance class. In this case, we have to sample the skewed 
class among the existing approaches. We proposed in our 
study using the under-sampling imbalanced class. Under-
sampling is a commonly used technique for imbalanced 
datasets to decrease the skew in the class distributions [29]. 
Under-sampling was used to remove the observation 
values from the majority class (genuine) randomly until the 
dataset reaches the balance because the minority class 
(fraudulent) is very small in comparison with the majority 
class, where there is equal proportion amongst the 
fraudulent / genuine (1:1), under-sampling is beneficial for 
handling the imbalanced datasets [41]. 
 
Table 1 Description of dataset and attributes 
Attributes Type Description 
Time int The time between each transaction 
V1 num Feature variable with unknown information 
. . _____ 
. . _____ 
V28 num Feature variable with unknown information 
Amount num Total money spent 
Class int Response attribute  (0 = genuine and 1 = Fraudulent) 
 
3.3 Naïve Bayesian Classifier (NB) 
 
This classifier is a highly efficient probabilistic 
approach for supervised classification as well as a 
statistical method which uses class data from the training 
examples for the prediction of the future fraud class. The 
classification has been performed via implementing the 
Bayesian rule for the calculation of the possibility of the 
correct class given the specific features of the credit card 
transactions [45]. We used Gaussian Naive Bayesin in our 
study, this model extended the real-valued attributes. 
Gaussian distribution is the easiest and merely requires the 
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estimation of the mean and the standard deviation from the 
training data, following the equation of  Gaussian Naive 
Bayes [46]. 
 






















Where i indicates either 0 for genuine transactions or 1 for 
the fraudulent transactions from the training data. These 
two values mean that the classification problem is binary 
as we mentioned, is a probability of feature value f being 
in class ci, the μf  and σ2 are a mean and standard deviation 
calculating values of each input variable (ci) for each class 
value. 
( ) ( )1If iP c f P c f>  then the classification is c1 
( ) ( )1If iP c f P c f< then the classification is c2 
The class ci is a target or predicted class for 
classification where c1 is the negative class (genuine) and 
c2 is a positive class (fraudulent). 
 
3.4 Support Vector Machine Classifier (SVM) 
 
This is a supervised and statistical learning approach 
which has been used for a variety of classification 
problems successfully, suitable for binary classification 
problems as a credit card fraud detection. Support vector 
machines are linear classifiers which operate in a high 
dimensional property space which is a nonlinear mapping 
of the input space of the present problem [6], SVM is used 
for solving the non-linear classification problems. The 
advantages for the support vector machines are a result of 
two significant features. They possess kernel 
representation and margin optimization, where the kernel 
function is the trick which is used to convert the nonlinear 
problems to the linear problems. We can even extract 
optimal solutions for our problem, then, we can deal with 
the problem to find the (hyper-plan) with maximum 
separation margin between both classes to avoid any risk 
for overfitting the training instances. There are three 
functions to transform the 'nonlinear' to 'linear' 
classification, namely, 'polynomial function', 'radial basis 
function (Gaussians)' and 'sigmoid (neural net activation 
function)'. We used in our study radial basis function 
(RBF) because our dataset is nonlinear and it works with a 
wide variety of problems like credit card problems, 
following the equation for Gaussian's RBF: 
 
2( ,  x , 0) e p ii j jx xK x xγ γ
 − − ≥ 
 
=  
( ) ( )( , ) i ji jK xx xx ϕ ϕ= ⋅  
 
where, : x Hϕ →  is a trick to transform the input space x 
into a higher dimensional spaceb H, K(xi, xj) is the used 





3.5  K-Nearest Neighbor (KNN) 
 
This algorithm is a strong and largely used method in 
the detection systems. The KNN classifier is used 
successfully in the credit card fraud detection problem, that 
is always used as a benchmark for more complex classifiers 
such as Artificial Neural Networks and Support Vector 
Machines [42]. KNN is a supervised learning method, in 
this technique the new instance query will be classified 
depending on the well-known KNN distance measures 
such as Manhattan distance, Euclidean distance, and 
Minkowski distance. In our study we used the Euclidean 
distance between two instances (transactions), where each 
incoming transaction will be computed of its nearest point 
to the new incoming transaction to detect fraud, following 









jkiD x x kx x n
=
= −∑  
 
The KNN algorithm basic boils are going to form a 
majority vote between the K most similar instances to a 
given "predicted" observation. The Euclidean distance 
between two data points is new input data point with the 
current data point computed; the distances that have been 
computed are sorted and arranged incrementally and the 
lowest distances are selected with k-items to the input data 
point. The binary classification for our study means the 
negative class among these items is found and the KNN 
classifier returns the positive class such as the classification 
for the input data point. Parameters are chosen for k 
neighbors, and start from k = (1, 2, 3, 4, 5, 6, 7, …, 12) the 
classifier returns the k = 5, which is the best parameter for 
the accuracy performance, so, this is the parameter which 
is used in the classifier. 
 
3.6 Random Forest (RF) 
 
Random forest (RF) is an aggregate of the decision tree 
models or a combination of tree predictors [47]. It is using 
the average to improve predictive accuracy and control the 
overfitting, because the (RF) method is supervised. It trains 
each subsample (tree) of the original training set input on 
different bootstraps and the size of the sub-sample is the 
same as the original input data. After that, a random 
subsample of all the available features is used. This returns 
a forest of the decision trees that are very different from 
each other [48], every one of the trees in aggregate is 
produced from an arbitrary sub-sample of features. 
Because many studies recommended using this technique 
among different data mining techniques its performance 
has achieved the best accuracy. In the present study, every 
one of the trees in the set is constructed from a sample 
drawn with replacement (i.e. bootstrap sample) from the 
training group. The essential parameters used in our study 
estimator parameter are the number of the trees in the 
forest. Where the used random estimators start from E = (1, 
10, 100, 1000) were the best accuracy which has been 
obtained resulted from E = 100. Criterion parameter is the 
function for measuring the quality of a split, selected from 
that parameter 'Gini'. Impurity is the best for the 
improvement of the performance, and max features 
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parameter is the number of properties to take under 
consideration when looking for the optimal split. Selected 
from that parameter 'auto' is the best for performance. 
These parameters are the most important for our study. The 
RF is the best technique in terms of performance for 
detecting fraud among the four techniques that we have 




In this section, we present our results of performance 
measures from four data mining methods: Naïve Bayesian, 
Support Vector Machines, K-Nearest Neighborand 
Random Forests for different divisions of training and 
testing dataset, evaluated from the training data which 
carry different levels of fraud cases using the confusion 
matrix (CM). 
 
4.1 Experiment Results 
 
First, we present in Tab. 2 our results for the 
performance measures, i.e. accuracy, sensitivity, 
specificity, precision, and AUC, respectively, for the four 
techniques and different divisions such as (90:10), (80:20), 
(75:25) and (66:34) after we followed the under-sampling 
approach to balance the dataset by removing several 
genuine classes to reach the number of the minority class. 
This means that the majority class becomes 492 
transactions, equalling the number of the minority class, 
where we used 90% of the under sampled dataset to train 
885 transactions and 10% of the under sampled dataset to 
test 99 transactions, 80% of the under sampled dataset to 
train 787 transactions and 20% of the under sampled 
dataset to test 197 transactions, 75% of the under sampled 
dataset to train 738 transactions and 25% of the under 
sampled dataset to test 246 transactions and 66% of the 
under sampled dataset to train 649 transactions and 34% of 
the under sampled dataset to test 335 transactions. 
 
Table 2 Performance of under-sampling data set for four techniques 
Models Performance Measures of (90:10) Data Distribution  Accuracy Sensitivity Specificity Precision AUC 
NB 91,91% 85,10% 98,07% 97,56% 92% 
SVM 94,94% 95,74% 94,23% 93,75% 95% 
KNN 96,96% 93,61% 100% 100% 97% 
RF 97,97% 95,74% 100% 100% 98% 
Models Performance Measures of (80:20) Data Distribution  Accuracy Sensitivity Specificity Precision AUC 
NB 90,86% 85,71% 95,28% 93,97% 90% 
SVM 92,38% 94,50% 90,56% 89,58% 93% 
KNN 95,43% 91,20% 99,05% 98,80% 95% 
RF 97,46% 94,50% 100% 100% 97% 
Models Performance Measures of (75:25) Data Distribution Accuracy Sensitivity Specificity Precision AUC 
NB 89,43% 81,51% 96,85% 96,03% 89% 
SVM 92,68% 94,11% 91,33% 91,05% 93% 
KNN 95,12% 89,91% 100% 100% 95% 
RF 96,74% 94,11% 99,21% 99,11% 97% 
Models Performance Measures of (66:34) Data Distribution Accuracy Sensitivity Specificity Precision AUC 
NB 89,55% 81,76% 97,57% 97,20% 90% 
SVM 92,53% 91,17% 93,93% 93,93% 93% 
KNN 94,02% 88,82% 99,39% 99,34% 94% 
RF 94,62% 90,0% 99,39% 99,35% 95% 
 
Note that in the results in Tab. 2, the (90:10) division 
produced better results than other divisions, where the RF 
technique performed better when we compared with other 
techniques in the performance evaluation on all divisions 
that have been used, so, the KNN also produced highest 
results, reaching 100 for specificity and precision 
compared with the SVMs and the NB, while the NB 
produced less efficient results. Moreover, the SVM 
performed better than the NB. 
 
Table 3 Apply cross-validation performance measures of four techniques and 
standard deviation 
Models Performance Measures of (90:10) Data Distribution  Accuracy Sensitivity Specificity Precision Std. 
NB 91,41% 86,08% 95,58% 96,53% 2,58% 
SVM 93,22% 91,03% 98,21% 95,34% 1,58% 
KNN 92,66% 87,89% 97,22% 97,30% 2,45% 
RF 92,21% 87,88% 97,09% 96,39% 3,29% 
Models Performance Measures of (80:20) Data Distribution  Accuracy Sensitivity Specificity Precision Std. 
NB 90,97% 85,53% 95,16% 96,55% 2,45% 
SVM 92,51% 91,01% 97,92% 94,18% 2,90% 
KNN 92,89% 88,78% 97,21% 97,00% 1,96% 
RF 93,02% 89,03% 97,60% 97,87% 2,32% 
Models Performance Measures of (75:25) Data Distribution Accuracy Sensitivity Specificity Precision Std. 
NB 90,66% 83,94% 95,35% 97,25% 3,28% 
SVM 93,23% 90,91% 97,55% 95,50% 3,06% 
KNN 93,90% 89,01% 96,86% 98,88% 1,52% 
RF 92,83% 88,76% 97,49% 97,73% 2,78% 
Models Performance Measures of (66:34) Data Distribution Accuracy Sensitivity Specificity Precision Std. 
NB 89,84% 82,93% 94,36% 96,25% 2,81% 
SVM 93,05% 91,62% 98,06% 94,42% 2,52% 
KNN 94,14% 89,14% 96,79% 99,02% 2,34% 
RF 92,60% 89,14% 96,61% 96,68% 2,98% 
 
Second, in Tab. 3, we presented the results for our 
models. However, here we applied cross-validation to 
obtain the traditional classification performance for the 
same proposed divisions used for training and testing the 
datasets as well as for the under-sampling. In this table, we 
added another measure, namely a standard deviation (Std), 
which measures the spread of the dataset. The dataset with 
the smaller (Std) has a narrower spread of measurements 
around the mean and it usually has comparatively low 
values. As we observe in this table, there is an increase in 
the accuracy and sensitivity of the NB technique as well as 
an increase in the accuracy for the SVM on all divisions 
approximately. However, in the remaining measures for 
the NB and the SVM, there is a notable decrease. While the 
performance measures of KNN and RF have decreased 
when applying the cross-validation. On the other hand, the 
standard deviation recorded different percentages in each 
division. 
For the third way, we present in Tab. 4 the results of 
the four models when applied to the entire dataset, which 
is a skewed dataset. In terms of dataset divisions 
previously, we also divided the dataset into four sampling 
datasets of 90% for training and 10% for testing, which 
means 256,326 transactions for training and 28,481 for 
testing, 80% for training and 20% for testing, which means 
227,845 transactions for training and 56,962 for testing, 
75% for training and 25% for testing, which means 
213,605 transactions for training and 71,202 for testing, 
66% for training and 34% for testing, which means 
187,972 transactions for training and 96,835 for testing. 
We observed that all performance measures for the four 
models have noted increases in all divisions. It is important 
to note in Tab. 4 that the precision measure has different 
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values than in the above tables. This difference is due to 
the precision measure depending on the true positive class 
(fraudulent) among all positives and the number of 
fraudulent transactions in the entire dataset being a very 
small approximate (0,172%) of all the transactions in 
comparison with the genuine transactions, as mentioned 
previously. 
 
Table 4 Performance results for imbalanced dataset (skewed) distributions 
Models Performance Measures of (90:10) Data Distribution  Accuracy Sensitivity Specificity Precision AUC 
NB 97,56% 89,09% 97,58% 6,65% 93% 
SVM 97,19% 96,36% 97,19% 6,22% 97% 
KNN 98,56% 100% 98,56% 11,85% 99% 
RF 98,57% 100% 98,57% 11,93% 99% 
Models Performance Measures of (80:20) Data Distribution  Accuracy Sensitivity Specificity Precision AUC 
NB 97,80% 88,11% 97,82 6,71% 93% 
SVM 97,46% 93,06% 97,47% 6,14% 95% 
KNN 98,16% 90,09% 98,17% 8,06% 94% 
RF 98,23% 97,02% 98,23% 8,89% 98% 
Models Performance Measures of (75:25) Data Distribution Accuracy Sensitivity Specificity Precision AUC 
NB 97,46% 84,16% 97,48% 5,34% 91% 
SVM 95,04% 95,0% 95,04% 3,13% 95% 
KNN 97,55% 95,83% 97,55% 6,20% 97% 
RF 97,70% 98,33% 97,70% 6,73% 98% 
Models Performance Measures of (66:34) Data Distribution Accuracy Sensitivity Specificity Precision AUC 
NB 97,70% 82,63% 97,73% 5,91% 90% 
SVM 97,39% 90,41% 97,40% 5,67% 94% 
KNN 97,97% 88,02% 97,98% 7,03% 93% 
RF 98,25% 94,61% 98,26% 8,61% 96% 
 
Finally, we present the area under the ROC curve 
(AUC) measure for our experimental techniques. To 
compare them, we propose to use the AUC measure for two 
types of datasets. The first use is with the under sampled 
data and the second use with the imbalanced data when 
used with under sampling data. The results for four models 
are illustrated as we showed in above Tab. 2, Tab. 3 and 
Tab. 4, where, as usual, the highest results were RF, KNN, 
SVM, and NB, respectively. 
 
4.2 Comparative Results of Distributions 
 
The performance evaluation of the four classifiers for 
the four divisions in terms of Accuracy as we have shown 
in Fig. 1, Fig. 2 and Fig. 3, the (90:10) distribution showed 
better performance of all three tested steps approximately, 
as the (80:20) distribution also produced high accuracy, 
especially the NB and SVM, while (66:34) produced the 
low accuracy of all four techniques used in our study. 
 
 
Figure 1 Performance of under-sampling data set for four techniques and four 
distributions 
 
Figure 2 Apply cross-validation performance measures of four techniques and 
four distributions 
 





In this study,we have investigated four classification 
methods, which are Naïve Bayesian (NB), Support Vector 
Machines (SVMs), K-Nearest Neighbor (KNN) and 
Random Forests (RF), and examined credit card fraud 
problems with binary classification, as this problem has 
become very common in banks. Our paper has contributed 
to three major trends. First, we have tested the four 
proposed techniques following the under-sampling dataset 
approach. Second, we have applied cross-validation with a 
10 fold iteration and compared the performance of the four 
methods. Third, an examination has been made of the four 
classification methods while being applied to the entire 





The results of this paper conclude that the performance 
measures of the proposed models gave better result when 
applied to the entire dataset than when they were used on 
the under sampled dataset, due to the under sampling 
approach that suffers from weakness when used with a 
huge dataset, where removing the number of majority class 
even equal to minority class has a great effect on the 
results. On the other hand, when we used cross validation, 
some of the techniques increased their efficiency and 
others decreased it. It has also been concluded from our 
comparative analysis, that the Random Forest (RF) 
technique is the best classification technique for credit card 
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fraud problems and has better results for all evaluated 
performances on the three examination results. Therefore, 
we advise the use of this technique with huge datasets with 
100 estimators. 
 
5.2 Comparison with the Previous Study 
 
As we pointed out previously, to make sure that we 
have chosen the best method for the classification of credit 
card fraud detection as genuine and fraudulent, we 
compared our results with the previous works, which are 
shown in Tab. 5 below. 
In the study [20] the same dataset has been used as the 
one in this study. They have obtained these results after 
testing two data distributions, (90:10) and (66:34), where 
they concluded that the best result was on the second data 
distribution. Compared to our study where four data 
distributions have been used (90:10), (80:20), (75:25) and 
(66:34), where the results were enhanced even when we 
used the same distributions as the abovementioned study, 
as shown in Tab. 5: 
 
Table 5 Comparison with the previous study 
Reference Training & Testing NB SVM KNN RF 
[6] (2011) - - 93,8 - 96,2 
[33] (2012) - 96,04 - - 91,09 
[5] (2016) - 94,10 94,17 - 95,81 
[20] (2017) (66 : 34) 97,69 - 97,92 - 
[20] (2017) (90 : 10) 97,52 - 97,15 - 
Our Study (2018) (90 : 10) 97,56 97,19 98,56 98,57 
Our Study (2018) (66 : 34) 97,70 97,39 97,97 98,25 
Our Study (2018) (75 : 25) 97,46 95,04 97,55 97,7 
Our Study (2018) (80 : 20) 97,80 97,46 98,16 98,23 
 
After making this comparison with the previous works, 
and comparing the detailed performance measures with the 
RF algorithm, we also concluded that the RF algorithm 
performs better than the other researches. We can advise as 
we mentioned, using this technique and applying it to the 
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