We derive the spectral density of the equiprobable mixture of two random density matrices of a two-level quantum system. We also work out the spectral density of mixture under the so-called quantum addition rule. We use the spectral densities to calculate the average entropy of mixtures of random density matrices, and show that the average entropy of the arithmetic-mean-state of n qubit density matrices randomly chosen from the Hilbert-Schmidt ensemble is never decreasing with the number n. We also get the exact value of the average squared fidelity. Some conjectures and open problems related to von Neumann entropy are also proposed.
Introduction
In the early 1950s, physicists had reached the limits of deterministic analytical techniques for studying the energy spectra of heavy atoms undergoing slow nuclear reactions. It is well-known that a random matrix with appropriate symmetries might serve as a suitable model for the Hamiltonian of the quantum mechanical system that describes the reaction [1] . The eigenvalues of this random matrix model the possible energy levels of the system [2] . In quantum statistical mechanics, the canonical states of the system under consideration are the reduced density matrices of the uniform states on a subspace of system and environment. Moreover, such reduced density matrices can be realized by Wishart matrix ensemble [3] . Thus investigations by using random matrix theoretical techniques can lead to deeper insightful perspectives on some problems in Quantum Information Theory [4, 5, 6, 7, 8, 9, 10] . In fact, most works using RMT as a tool to study quantum information theory are concentrated on the limiting density and their asymptotics. In stark contrast, researchers obtained an exact probability distribution of eigenvalues of a multipartite random quantum state via deep mathematical tools such as symplectic geometric method albeit the used definition of Duistermaat-Heckman measure is very abstract and difficult [11, 12] . Besides, the authors conducted exact and asymptotic spectral analysis of the difference between two random mixed quantum states [13] . Non-asymptotic results about average quantum coherence for a random quantum state [14, 15, 16] and its typicality were obtained recently.
Motivated by the connection of the works [11, 12] and Horn's problem [17] , we focus the spectral analysis of mixture of several random states in a two-level system. Although the spectral analysis of superposition of random pure states were performed recently [18, 19] , the topic about the spectral densities for mixtures of random density matrices from two quantum state ensembles is rarely discussed previously.
Along this line, we will make an attempt toward exact spectral analysis of two kinds of mixtures of two random density matrices for qubits: a) equiprobable mixture of two random density matrices, based on the results obtained in Ref. [17] , and b) mixture of two random density matrices under the quantum addition rule (see Definition 3.4, [20] ). To the best of our knowledge, such kind of spectral analysis for mixture of random states is rarely conducted, in particular the spectral density under the quantum addition rule. The aim of this work is to analyze properties of a generic quantum state on two-dimensional Hilbert space. For two random states chosen from two unitary orbits, each distributed according to Haar measure over SU(2), we derive the spectral density of the equiprobable mixture of both random density matrices for qubits, and the spectral density of mixture of both random density matrices under the quantum addition rule. When they are distributed according to the Hilbert-Schmidt measure in the set D C 2 , i.e., the set of all 2 × 2 density matrices, of quantum states of dimension two, we can calculate the average entropy of ensemble generated by two kinds of mixtures. We also study entropy inequality under the quantum addition rule.
The paper is organized as follows: In Section 2, we recall some useful facts about a qubit.
Then we present our main results with their proofs in Section 3. Specifically, we obtain the spectral densities of two kinds of mixtures of two qubit density matrices: (a) the equiprobable mixture and (b) the mixture under the quantum addition rule. By using the relationship between an eigenvalue of a qubit density matrix and the length of its Bloch vector representation, we get compact forms (Theorem 3.2 and Theorem 3.7) of corresponding spectral densities. We also investigate a quantum Jensen-Shannon divergence-like quantity, based on the mixture of two random density matrices under the quantum addition rule. It provide a universal lower bound for the quantum Jensen-Shannon divergence. However our numerical experiments show that such lower bound cannot define a true metric. Next, in Section 4, we use the obtained results in the last section to calculate the average entropies of mixtures of two random density matrices in a two-level quantum system. We show that the average entropy of the arithmetic-mean-state of n qubit density matrices being randomly chosen from the Hilbert-Schmidt ensemble is never decreasing with n. As further illumination of our results, we make an attempt to explain why 'mixing reduces coherence'. We also work out the exact value of the average squared fidelity, studied intensively by K.Życzkowski. Finally, we conclude this paper with some remarks and open problems.
Preliminaries
To begin with, we recall some facts about a qubit. Any qubit density matrix can be represented
where r = (r x , r y , r z ) ∈ R 3 is the Bloch vector with r := |r| 1, and σ = (σ x , σ y , σ z ).
Here
are three Pauli matrices. The eigenvalues of a qubit density matrix are given by: λ ± (ρ) = 
where
is the binary entropy function.
Note that the maximal eigenvalue λ + (ρ) for a random qubit density matrix, induced from taking partial trace over a Haar-distributed pure two-qubit state, is subject to the following distribution [11] :
3)
, it follows that the probability density of the length r of Bloch vector of a random qubit ρ(r) is summarized into the following proposition. 
indicates that the domain of an eigenvalue of the equiprobable mixture:
where U, V ∈ SU(2). Given two random density matrices ρ(r 1 ) ∈ O µ and ρ(r 2 ) ∈ O ν . We also see that the eigenvalues of the mixture ρ(r) are given by λ = , where r 1 , r 2 ∈ (0, 1) are fixed, is given by
where r ∈ [r − , r + ] with r − :=
and r + :=
Denote by θ the angle between Bloch vectors r 1 and r 2 from two random density matrices
Clearly the rhs is the invertible function of the argument θ defined over [0, π] when r 1 and r 2 are fixed. In view of this, we see that the angle between two random Bloch vectors has the following probability density:
The quantum addition rule for two qubit states
Shannon's Entropy Power Inequality mainly deals with the concavity of an entropy function of a continuous random variable under the scaled addition rule: by bosonic fields and the addition rule is the action of a beam splitter with transmissivity w on those fields [21, 22] . Similarly, Audenaert et al establish a class of entropy power inequality analogs for qudits. The addition rule used in these inequalities is given by the so-called partial swap channel [20] . Let us recall some notions we will use in this paper.
Let {|j : j = 1, . . . , d} be the standard basis of C d . Then {|ij : i, j = 1, . . . , d} is an orthonor- 
It is easily seen that the matrix representation of the partial swap operator for the two-level system is
When t = 1/2, we have
It is defined in terms of the partial swap operator U t in the above definition. For any
We are particularly interested in the case where the input state ρ 12 is a product state, i.e. ρ 12 
From this, we see easily that
In particular, for t = 1 2 , we get 
Definition 3.4 (Quantum addition rule). For any
That is,
, where
and r 12 (t) = |r( (1/2) . This is equivalent to the desired conclusion max t∈ [0, 1] 
We are done.
The result in Proposition 3.5 can be viewed as another proof of the following inequality:
We also have the following interesting result: Proposition 3.6. In a two-level system, it holds that
for any weight w ∈ [0, 1]. In particular, for w = 1/2, we have
Proof. The inequality in (3.11) is obtained in [20] . In order to prove the second one in (3.12), we use Bloch representation of a density matrix for a qubit state, for w ∈ [0, 1],
We see that 
it follows that Φ(r(w)) Φ(r(w)) for any weight w ∈ [0, 1]. We get the desired second inequality.
Consequently, for w = 1/2, thus we get (3.13).
We believe that Proposition 3.6 can be generalized to a qudit system. In fact, (3.11) holds for a qudit system. We conjecture that (3.12) holds also for a qudit system, i.e.,
(3.14)
A lower bound for the quantum Jensen-Shannon divergence
Recently, Majtey et al [23] introduced a quantum analog of Jensen-Shannon divergence, called quantum Jensen-Shannon divergence (QJSD), as a measure of distinguishability between mixed quantum states. Since QJSD shares most of the physically relevant properties with the relative entropy, it is considered to be the "good" quantum distinguishability measure.
Recall that the quantum Jensen-Shannon divergence (QJSD) is defined by
Lamberti et al [24] discussed the metric character of QJSD. They proposed a conjecture related to the quantum Jensen-Shannon divergence: the following distance, based on QJSD, is the true
Note that this conjecture is proven to be true for qubit systems and pure qudit systems [25] .
Numerical evidence supports it for mixed qudit systems.
By employing the quantum addition rule, we can provide a lower bound for the QJSD. Denotê
With the above notation, we define a new distance: S(ρ 1 ⊞ 1/2 ρ 2 ), we see that
and thus
Similarly, we can study the lower bound based on the quantum addition rule for two-level systems in Definition 3.4. We expect the quantity DˆJ to be the true metric. But in fact it is not, as suggested in the following figures. Clearly, That is,r = 1 2
(1 + r 2 1 )(1 + r 2 2 ) − (1 − r 1 r 2 cos θ) 2 . Since the probability density function of θ is given by From this theorem, we can infer the spectral density of the mixture of two random density matrices for qubits under the quantum addition rule: 
Further observations
We have derived the spectral density of the equiprobable mixture of two random density matrices for qubits, whose density function is given by (3.1). We can use this to calculate the average 
By using the result in Theorem 3.2, we get that Denote The average entropy is reduced to the following:
Furthermore, we can calculate the average entropy of the equiprobable mixture of two random states distributed according to the Hilbert-Schmidt measure over D C 2 . Specifically, using the distribution densities of r 1 and r 2 , we have
Similarly, we can calculate the average entropy of the mixture of two random density matrices for qubits under the quantum addition rule: ρ 1 ⊞ 1/2 ρ 2 , where ρ 1 ∈ O µ and ρ 2 ∈ O ν . The average entropy of the mixture ρ 1 ⊞ 1/2 ρ 2 is given by
By using the result in Theorem 3.7, we have that Analogously, we can calculate the average entropy of the mixture under the quantum addition rule of two random states distributed according to the Hilbert-Schmidt measure over D C 2 .
Specifically, 1/j is the k-th harmonic number. This is so-called Page's average entropy formula [26] which is useful as a way of understanding the information in black hole radiation. Using Page's formula, we see that
This indicates that our numerical calculations for E ρ 1 ,ρ 2 S(ρ 1 ⊞ 1/2 ρ 2 ) ≈ 0.7152 and E ρ 1 ,ρ 2 S ρ 1 +ρ 2 2 ≈ 0.7631 are compatible with the above inequality. It is also reasonably to conjecture that there is a chain of strict inequalities:
Indeed, denote Γ = ∑ n j=1 ρ j where each ρ j is randomly chosen from Hilbert-Schmidt ensemble in a generic qubit system. Thus
Then by the concavity of von Neumann entropy, we see that
Because ρ 1 , . . . , ρ n are independent and identically distribution (i.i.d.), we have that, for each
Therefore, we obtain that
The strict inequality needs to be determined. Now we can use this result and results obtained in [27] to explain that the quantum coherence [28] decreases statistically as the mixing times n increasing in the equiprobable mixture of n qubits. Recall that the quantum coherence can be quantified by many ways [28] . Here we take the coherence measure defined via the relative entropy, i.e., the so- 
r [27] . Numerical experiments further show that for any integer n > 3,
Thus, in the qubit case, we find that the quantum coherence monotonously decreases statistically as the mixing times n. Moreover, we believe that the quantum coherence approaches zero when n → ∞.
Finally, we remark here that results in the present paper can be used to compute exactly the average squared fidelity [29] . The fidelity between two qubit density matrices ρ and σ is defined by F(ρ, σ) := Tr √ ρσ √ ρ , then 
Concluding remarks
In this paper, we work out the spectral densities of two kinds of mixtures, i.e., the equiprobable mixture and the mixture under the quantum addition rule, of two-level random density matrices chosen uniformly from the Haar-distributed unitary orbits, respectively. Before our work in the present paper, researchers always focus on the eigenvalue statistics for individual quantum state ensemble, and used frequently free probabilistic tools to make asymptotic analysis to get much information about some statistical quantities. Although the spectral analysis of superposition of random pure states were performed recently [18, 19] , the topic about the spectral densities for the mixtures of random density matrices from two quantum state ensembles is rarely touched upon previously. Moreover, our methods in the present paper can be further used to derive and ρ 1 , ρ 2 ∈ D C d . We believe that our contribution in exact spectral analysis of the mixtures of random states will spur more new developments of applying RMT in quantum information theory.
