Information theory is widely accepted as a powerful tool for analyzing complex systems and it has been applied in many disciplines. Recently, some central components of information theory, multivariate information measures, have found expanded use in the study of several phenomena. Despite this widespread use, there is disagreement regarding the interpretation and use of these information measures. Due to the broad use of multivariate information measures, this problem prevents progress in many areas of study. Here, we seek to bring clarity to the situation by comparing the results from many proposed multivariate information measures for a simple system: Boolean logic gates. These logic gates represent the building blocks of computation and are well known across many disciplines. We find that a recently introduced measure, the partial information decomposition, provides the most complete description of the interactions present in the logic gates under examination. In addition, we apply the multivariate information measures to a dynamic system: a back-propagation network designed to learn the logic gates. Using the partial information decomposition, we find that logic gates which possess higher levels of synergy require more time for a back-propagation network to learn. Conversely, we find that logic gates which possess higher level of redundancy require less time for a back-propagation network to learn. This relationship was obscured when using the previously proposed information measures. Finally, we have made software available online which allows the user to calculate all of the information measures discussed within this paper, as well as software that can be used to create the back-propagation networks discussed herein.
I. INTRODUCTION
Information theory has proved to be a useful tool in many disciplines. It has been successfully applied in several areas of research, including neuroscience [1] , data compression [2] , coding [3] , dynamical systems [4] , and genetic coding [5] , just to name a few. Part of information theory's broad applicability is the fact that it relies only on the probability distribution associated with one or more variables. Generally speaking, information theory uses the probability distributions associated with the values of the variables to ascertain whether or not the values of the variables are related and, depending on the situation, the way in which they are related. As a result of this, information theory can be applied to linear and non-linear systems. Though, this does not guarantee that an information based measure will capture all nonlinear contributions. In summation, information theory is a model-independent approach.
Information theoretic approaches to problems involving one and two variables are well understood and widely used. However, once three or more variables are considered, disagreement exists within the literature regarding the appropriate use and interpretation of the several distinct multivariate information measures that have been proposed. Despite this disagreement, multivariate information measures have been widely applied in physical systems [6, 7] , biological systems [8, 9] , and neuroscience * nmtimme@umail.iu.edu [10] [11] [12] . Thus, the field currently lacks consensus and satisfactory results for a critical topic. Recently, a new technique, the partial information decomposition, has been introduced that appears to offer a new view of the interactions among three or more variables [13] .
Within this paper, we will compare the results of the partial information decomposition to the previously introduced multivariate information measures for simple two and three input Boolean logic gates. We have selected this system because simple logic gates are the building blocks of computation and are well known in many disciplines. In addition, we will utilize the partial information decomposition and the other multivariate information measures to observe the behavior of a dynamical system: back-propagation networks trained to reproduce the same logic gates. By applying the information measures to these networks, we will be able to monitor changes in the networks as they learn. As most complex systems undergo changes through time, this investigation will demonstrate that information theory can be used to study other dynamical systems that develop, evolve, learn, or change in other, more complex, ways. Of specific note, we will examine the relationship between the time it takes a network to reach its goal (a quantity related to the difficulty of the logic gate rules to learn) and the information values associated with the logic gate rules that were being learned.
Our results suggest that the partial information decomposition may more clearly characterize multivariate information. If this proves to be correct, then the current controversy within information theory will be resolved and considerable progress will be possible on many prob-lems from wide ranging and important disciplines.
In order to facilitate the use of the information measures discussed in this paper, we have made available for free our MATLAB software, which can be used to calculate all of the information measures discussed herein [14] . In addition, we have made available the software that was used to produce the back-propagation networks.
II. METHODS

A. Multivartiate information measures
In this section we will discuss the various multivariate information theoretic measures that have been introduced previously. It is important to point out that there has been some confusion in the literature regarding the names of several of the information measures. We will attempt to clarify this matter by listing alternative names when appropriate. We will refer to an information measure by its original name (at least, its original name to the best of our knowledge).
For the sake of brevity, we will not include a description of all of the multivariate information measures that have been proposed within the main text of this article. Instead, we will discuss two widely used measures (the interaction information and ∆I), as well as the recently introduced partial information decomposition. A complete review of the other multivariate information measures can be found in the Supplemental Material [15] .
The first attempt to quantify the relationship among three variables in a joint probability distribution was the interaction information, which was introduced by McGill [16] . It attempts to extend the concept of the mutual information as the information gained about one variable by knowing the other [15] . The interaction information is given by [17] :
In Eq. (1), I(X; Y | Z) is the mutual information between X and Y conditioned upon Z. Also, I(X; Y ) is the mutual information between X and Y . Of the interaction information, McGill [16] said, "We see that II(X; Y ; Z) is the gain (or loss) in sample information transmitted between any two of the variables, due to the additional knowledge of the third variable." The interaction information can also be written as:
In Eq. (2), I(X, Y ; Z) is the mutual information between Z and the set {X, Y } considered as a single vectorvalued variable. In this form, the interaction information has been widely used in the literature and has often been referred to as the synergy [8, 10, 11] . Some authors have used the term "synergy" because they have interpreted a positive interaction information result to imply a synergist interaction among the variables and a negative interaction information result to imply a redundant interaction among the variables [18] . Thus, if we assume this interpretation of the interaction information and that the interaction information correctly measures multivariate interactions, then synergy and redundancy are taken to be mutually exclusive qualities of the interactions between variables. This view will find a counterpoint in the partial information decomposition to be discussed below. A distinct information measure, called ∆I, has been introduced by Nirenberg and Latham [19, 20] . It was introduced to address the question of the importance of correlations in neural coding. For the purposes of this paper, we can apply ∆I to the following situation: consider some set of X variables (call this set S). The values of the variables in S are related in some way to the value of another variable (call it Y ). In Nirenberg and Lathams original work, the X variables are the activities of neurons and the Y variable is the value of some stimulus variable. If the correlations among the X variables provide no information about the Y variable beyond the information provided by each X variable considered individually, then the conditional probability of the X variables on the Y variable will be given by:
Then the conditional probability of the Y variable on the X variables can be found using Bayes' theorem.
The independent joint distribution of the x variables is given by:
Then, ∆I is given by the Kullback-Leibler distance between the independent conditional probability of the Y variable on the X variables and the actual conditional probability of the same type.
About ∆I, Nirenberg and Latham [20] say, "Specifically, ∆I is the cost in yes/no questions for not knowing about correlations: if one were guessing the value of the Y variable based on the X variables, x, then it would take, on average, ∆I more questions to guess the value of Y if one knew nothing about the correlations than if one knew everything about them." (Variable names changed to match this work). Finally, we will examine the collection of information values introduced by Williams and Beer in the partial information decomposition [13] [21] . (For two other applications of the partial information decomposition, see recent works by James et al. [22] and Flecker et al. [23] ). The partial information decomposition is a method of dissecting the mutual information between a set of variables S and one other variable Y into non-overlapping terms. These terms quantify the information provided by the set of variables in S about Y uniquely, redundantly, synergistically, and in mixed forms. The partial information decomposition has several potential advantages over other measures. First, it produces only nonnegative results, unlike the interaction information. Second, it allows for the possibility of synergistic and redundant interactions simultaneously, unlike the interaction information and ∆I.
For the sake of brevity, we will not describe the entire partial information decomposition here, but we will describe the case where S = {X 1 , X 2 }. The relevant mutual informations are equal to sums of the partial information terms. For the case of two X variables, there are only four possible terms. Information about Y can be provided uniquely by each X variable, redundantly by both X variables, or synergistically by both X variables together. Written out, the relevant mutual informations are given by the following sums:
The relevant mutual information values can be calculated easily. In this case, the redundancy term is equal to an information function introduced by Williams and Beer: the minimum information. The minimum information function attempts to capture the intuitive view that the redundant information for a given state of Y is the information that is contributed by both X variables about that state of Y (consult Williams and Beer's original work for details and further motivation [13] ). The minimum information function is related to the specific information [24] [25] . The specific information is given by:
The specific information quantifies the amount of information provided by X about a specific state of the Y variable.
The minimum information can then be calculated by comparing the amount of information provided by the different X variables for each state of the Y variable considered individually:
The minimum in Eq. (11) is taken over each X variable considered separately. Once the redundancy term is calculated via the minimum information function, the remaining partial information terms can be calculated with ease. It should also be noted that the partial information decomposition provides an explanation for negative interaction information values. To see this, insert the partial information expansions for the mutual informations in the interaction information:
Thus, the partial information decomposition finds that a negative interaction information value implies that the redundant contribution is greater than the synergistic contribution. Furthermore, the structure of the partial information decomposition implies that synergistic and redundant interactions are not mutual exclusive, as was the case for the traditional interpretation of the interaction information. Thus, according to the partial information decomposition, there may be non-zero synergistic and redundant contributions simultaneously. When the partial information decomposition is extended to the case where S = {X 1 , X 2 , X 3 }, new mixed terms are introduced to the expansions of the mutual informations. For instance, X 1 and X 2 can supply information synergistically about Y (we note this term as Π R (Y ; {12}) in accord with Williams and Beer's notation). Also, information can be supplied about Y redundantly between X 3 and the synergistic contribution from X 1 and X 2 (this term is noted as Π R (Y ; {12}{3})). As another example, information can be supplied synergistically by X 1 , X 2 , and X 3 (noted as Π R (Y ; {123})) and it can be supplied redundantly by X 1 , X 2 , and X 3 (noted as Π R (Y ; {1}{2}{3})). In total, the partial information decomposition contains 18 terms when S contains three variables. It can be shown that the interaction information between Y and the X variables contained in S is related to the partial information terms by the following equation [13] :
From Eq. (13), we can see that the four-way interaction information represents a complicated summation of terms from the partial information decomposition.
B. Boolean logic gates
In order to evaluate the multivariate information measures, we have chosen to apply the information measures to simple Boolean logic gates. These logic gates represent simple relationships among binary variables and 
they ease the task of relating the results of the information measures to the values of the underlying variables.
In this work, we will consider logic gates with two or three inputs (labeled as X 1 , X 2 , and, if necessary, X 3 ) and one output (labeled Y ). As an example of simple logic gates, consider the well known AND-gate, XOR-gate and ORgate (Table I) . For logic gates possessing two inputs there are 16 possible logic gates and for logic gates possessing three inputs, there are 256 possible logic gates. A complete list of all possible two and three input logic gates is available in the Supplemental Material [15] .
C. Back-propagation networks
Many disciplines are concerned with how complex systems evolve over time. In neuroscience, understanding physical changes and how they result in learning are questions of fundamental importance. The analysis of neural networks undergoing development is one technique for studying these phenomena. In this work, we have chosen to examine the relatively simple back-propagation network. These networks are capable of producing the relationships of simple two and three input logic gates described above [26] . Using the information measures previously discussed, we can examine the dynamics of these networks as they learn to reproduce simple logic gates.
Back-propagation networks are examples of supervised learning. In our case, we presented the network with a randomly chosen input state. The network then computed a value for the output variable. Based on the difference between the value of the output variable produced by the network and the desired value of the output variable, adjustments are made to the weights of the network. After thousands of repetitions of this process, the network learns to reproduce the input-output mapping described by the logic gate rules. In this study, we employed two geometries for the back-propagation networks. The structure of the back-propagation networks is shown in Fig. 1 .
Input states are inserted into the network by assigning the input layer nodes to the values of the input states. The values of the output node are taken as the output of the network. All networks are feedforward. Unless stated otherwise, the learning rate in the back-propagation pro- cess was 0.03, each network was shown 8 * 10
5 input states (also referred to as time steps), and all biases were set to unity. Also, all networks were evaluated at the conclusion of the back-propagation process to check that they accurately reproduced the desired logic gate.
Throughout the back-propagation process, the outputs of the network change from some initial values to the values determined by the logic gate being learned. As this occurred, we recorded the truth table of the network after every 25th time step to calculate the various information measures discussed above. The values of the output were limited by the rules of the feedforward network to the range [-1,1]. The output values in the truth table were uniformly binned into states with bin width 0.05. Once this process was complete, probability distributions and all of the information measures discussed above were calculated for the recorded truth tables.
III. RESULTS
A. Boolean logic gates
In this section we will examine the results of applying the information measures to the Boolean logic gates. Then, we will apply the information measures to the back-propagation networks as they learn the logic gate rules.
The results of applying the information measures discussed above to several two input and one output logic gates are shown in Table II .
The results presented in Table II highlight the commonalities and disparities between the various information measures. All information measures provide an accurate description of the XOR-gate. To know the state of the output for an XOR-gate the state of both inputs [15] . must be known. This is reflected by partial information decomposition synergy, interaction information, and ∆I being maximal. Similarly, all of the information measures provide reasonable results for X 1 AND ∼ X 1 gate (always false). In this gate, the input variables provide no information about the output variable and this is confirmed by the various information measures.
The results for X 1 gate demonstrate the utility of the partial information decomposition. The unique information term from X 1 is equal to one bit, thus indicating that the X 1 variable entirely and solely determines the state the output variable. This result is confirmed by the truth-table. This result can also be seen by considering the values of the other measures together (for instance, the three mutual information measures), but the partial information decomposition provides these results more succinctly.
The most noticeable differences among the information measures appear when considering the AND-gate. The AND-gate represents a gate where, in some cases, some information can be provided by each X variable alone, but in other cases, some information is provided by knowing the values of both X variables. For instance, if it is known that X 1 is false, then it is known that Y is false. However, if it is known that X 1 is true, then the state of X 2 must be known before the state of the Y variable can be determined. The partial information decomposition produces the result that 0.311 bits of information is provided redundantly and 0.5 bits are provided synergistically. This result implies that synergy and redundancy are present simultaneously in this logic gate.
The results from the interaction information and ∆I are less clear for the AND-gate. The interaction information has a positive value, thus indicating the pres- 
ence of synergy. Clearly, some synergy is present, but we would expect some redundancy as well. If we connect this result to the partial information decomposition, we see that the interaction information is indeed equal to the synergy minus the redundancy, as shown in Eq. (12) . Furthermore, we note that the values of the synergy and redundancy from the partial information decomposition are both greater than the interaction information. Similarly, the value of ∆I does not produce a clear dissection of the information into synergist and redundant terms. The value of ∆I for the AND-gate can be elucidated by examining the values of the conditional probability distributions that are relevant to the calculation of ∆I (Table  III) . From Table III , it is clear that if we don't include correlations, and we are presented with the state x 1 = 1 and x 2 = 1, we would conclude that there is a one-quarter chance that y is false and a three-quarters chance that y is true. If we include correlations, then we know that for that state, y must be true. This example points to a subtle, but critical difference between ∆I and the other multivariate information measures. Namely, the other information measures are concerned with discerning the interactions among the variables in the situation where you know the values of all the variables simultaneously (and therefore know the correlations), whereas ∆I is concerned with comparing that situation to the situation where you know only the values of one X variable and the value of the Y variable simultaneously. The appropriate response to this insight might be that ∆I is not designed to provide the same type of information about the interactions as the interaction information and partial information decomposition. Based on the value of ∆I for the AND-gate and the definition of ∆I, this seems to be the correct conclusion.
Unlike the partial information decomposition, the interaction information and ∆I do not make explicit delineations between the contributions of the individual components and their interactions for two input/one output logic gates.
The situation becomes more complicated for the three input/one output logic gates. In the Supplemental Materials we present the information results for all 256 possible three input logic gates [15] . In Table IV we present five example gates for discussion. Based on the results shown in Table IV , we can conclude that there is broad agreement by the information measures for some gates, but broad disagreement for others. For instance, for gate 1 in Table IV , all multivariate information measures indicate the lack of synergy, redundancy, necessary correlations, or any information transfer of any kind. These results are expected given the fact that gate 1 has an output that is always true regardless of the state of the input variables. Similarly, for gate 2 in Table IV , all of the multivariate information measures indicate the presence of synergy or necessary correlations. This is also expected given the fact that gate 2 is a three way XOR-gate.
As with the two input logic gates, the partial information decomposition conveniently reveals that all the information about the output variable in gate 3 is provided by X 1 . This fact is also seen by comparing the mutual informations between the individual X variables and the Y variable. The other multivariate information measures lack the capability to highlight the contribution from the X variables individually.
While broad agreement among the information measures can be found for some three input logic gates, other logic gates result in inconsistent information values. For instance, gate 4 in Table IV is simply an XOR-gate between X 1 and X 2 . The inclusion of X 3 in the logic gate has not added any new information, so we expect the information measures to produce the same values as were produced for the two input XOR-gate. The partial information decomposition and ∆I do just that. Furthermore, the partial information decomposition correctly identifies the variables involved in the interaction, unlike ∆I, which provides no information about the variables involved in the interaction. On the other hand, the interaction information indicates a complete lack of synergy, which contradicts our expectations.
The results of the information measures become even more confusing when considering other logic gates, such as gate 5 in Table IV . For that gate, all of the multivariate information measures produce different values. The partial information decomposition produces values that indicate the presence of three way synergy and redundancy among the synergy from all pairs. We would expect a result like this given the structure of gate 5. For some states, knowing the values of any pair of input variables will allow the value of the output variable to be deduced. For instance, if it is known that X 1 and X 2 have opposite values, X 1 and X 3 have the same value, or X 2 and X 3 have the same value, then it is known that Y is false. But, in other cases, the value of all of the input variables must be known before the output variable can be determined. Specifically, this occurs when Y is true. Therefore, the partial information decomposition was able to show that both synergy and redundancy are present in this logic gate and it was able to elucidate the relationships between the underlying variables. The incongruous results between measures are due to the inability of other information measures to partition information into its basic components. This result can be illustrated for the interaction information by comparing the results for logic gate 5 to Eq. (13) .
As with the two input logic gates discussed above, the partial information decomposition was able to provide a clearer picture of the interactions in three input logic gates by discerning the source and type of various interactions. Furthermore, other information measures lack the capability to clearly differentiate between simultaneous synergistic and redundant interactions.
B. Back-propagation network
We will now utilize the information measures to examine the dynamical behavior of back-propagation networks as they learn the logic gate rules described above. We created 1000 networks for each logic gate and recorded the information values at every 25th time step, as described above. We then calculated the mean and standard deviation of those information values at identical time steps across the 1000 sample networks. These data allowed us to examine the changes in the information values of the networks as they developed.
The primary result of this analysis was the observation that for some logic gates, various information values peak shortly after the network begins to develop. The information values then decrease to their final value. The two input AND-gate typified this behavior, as can be seen in Fig. 2(a) . Other logic gates exhibited steadily increasing information values that asymptotically approached their final value, as opposed to a peak. The two input XOR-gate typified this behavior, as can be seen in Fig.  2(b) . Both behaviors were observed in two and three input gates. Additional plots of the information values through development for four other logic gates are shown in the Supplemental Materials [15] .
The peak in the entropy of the output variable supplies interesting information about the network development once the binning process is considered. As the network developed, the output variable values ranged continuously over [-1,1] and then were binned into uniform bins with bin width 0.05. During this process it was possible for the output variables to occupy up to four distinct bins (since there are four distinct input/output states) for two input logic gates and up to eight distinct bins (since there are eight distinct input/output states) for three input logic gates. Thus, during the development of the networks, the maximum possible entropy of the Y variable was increased from one bit in the final logic gates to two bits for two input logic gates and three bits for three input logic gates. The peak in the output variable entropy thus indicates that the output states of the network diverge in state space and then coalesce to their final values. As a result of the peak in output variable entropy, the mutual information between the set of input variables and the output variable also exhibited a peak.
It remains unclear why certain logic gates and certain multivariate information values exhibit peaks during development while others do not. The purpose of this paper is not to fully explain the developmental processes of back-propagation networks, rather we hope that this example demonstrates the potential utility of the information measures discussed within this paper. For instance, from the results for the partial information decomposition we can note that during the development of the XOR-gate, the redundancy exhibits a peak during development, while the synergy does not. This distinction was not visible using the interaction information or ∆I.
One further interesting comparison can be made using the developing networks and the information measures. We examined if there is a relationship between the time it takes a back-propagation network to successfully reproduce a logic gate and the information values associated with that logic gate. To ascertain whether or not such a relationship exists, we first grouped every network (including all distinct logic gates and all 1000 sample networks) by their associated final information values. We then calculated the average and standard deviation of the times it took the networks to reproduce the logic gates for each specific final information value (Fig. 3) .
From the results in Fig. 3 , distinct relationships are evident. Back-propagation networks that are reproducing logic gates with high synergy take more time to successfully reproduce those logic gates. Conversely, networks that are reproducing logic gates with high redundancy or unique information take less time to successfully reproduce those logic gates. We would expect a result like this since the states of logic gates with high redundancy or unique information are determined by fewer variables than the states of logic gates with high synergy. When learning logic gates with high synergy, information must be incorporated from all variables, whereas when learning logic gates with high redundancy or unique information, information is incorporated from fewer variables. As a result of this, a network that is reproducing a logic gate with high synergy must see more input/output states to learn the relationship, while a network that is reproducing a logic gate with high redundancy or unique information does not need to see as many input/output states.
The interaction information demonstrates a similar relationship between development time and information value, but the trend between the final information value and network development time is less smooth when compared to the synergy for three input logic gates. Furthermore, logic gates with negative interaction information values (supposedly redundant gates) have larger network development times than gates with zero or near zero interaction information values. Also, the interaction information shows no relationship between development time and unique information. Thus, interaction information provides an incomplete picture of the relationship between information value and development time. ∆I indicates that increased correlations imply increased development time. Again, the trend for three input logic gates is less smooth than the trend for synergy. Also, ∆I is unable to differentiate between the effects of synergy, redundancy, and unique information.
IV. CONCLUSION
Due to information theory's wide applicability, it is of vital importance to find the multivariate information measure that will correctly identify and quantify interactions among three or more variables. Though several candidate measures have been introduced, a lack of consensus remains within the literature regarding which, if any, of these measures produces the correct results. In an attempt to clarify the situation, we have applied the proposed information measures to Boolean logic gates and examined the results. We found that all information measures provided identical results for the two input XOR-gate, but that the information measures produced different values when applied to the two input AND-gate. We concluded that the partial information decomposition captured the interactions in the two input ANDgate more completely than the interaction information or ∆I. We then applied the information measures to three input logic gates and also found broad agreement amongst the information measures for some logic gates and broad disagreement for others. Again, we concluded that the partial information decomposition captured the interactions in all logic gates more completely than the interaction information or ∆I. The primary advantage of the partial information decomposition is that it allows for the simultaneous identification of synergistic interactions and redundant interactions, as well as other possible interactions.
After applying the information measures to logic gates, we applied the measures to back-propagation networks as they learned the logic gate rules. From this analysis we first found that certain logic gates exhibit peaks in various information values during development. Though we were able to relate the behavior of the network to the peak in the output state entropy and the mutual information between the set of input variables and the output variable, we were unable to relate peaks in other information values to the identity of the logic gate being learned. Next, we examined the relationship between the development time of the network and the information values of the logic gate being learned. We found that the logic gates with higher levels of synergy, as found by the partial information decomposition, took longer to learn. Also, we found that gates with higher levels of redundancy or unique information, also found by the partial information decomposition, took less time to learn. This is a very interesting result and it may have significant implications in the study of learning. Clearly, few systems that learn do so using a back-propagation algorithm. However, it would be interesting to see if this general relationship between the synergy, redundancy, and unique information of the input/output relationship being learned and the time it takes the system to learn that relationship holds throughout other systems.
The relative simplicity of Boolean logic gates and back- FIG. 3 . Logic gates with high synergy take more time to learn. a) Two input logic gates. b) Three input logic gates. Backpropagation networks take longer to learn logic gates with high synergy and networks take less time to learn logic gates with high redundancy or unique information. Error bars are standard deviation. Unique information plots for the other input variables are qualitatively identical to the plots for X1. All information measures show a statistically significant dependence of network evolution time on information value (One-Way ANOVA, p < 0.001).
propagation networks allows us to be very confident in our results. As mentioned above, systems that completely reproduce logic gates or back-propagation networks are probably extremely rare in nature. So, these systems should be viewed as idealizations whose simple structure facilitates comparison among the information measures. Despite the relative simplicity of the systems under study, as far as we are aware, no other authors have conducted such a broad comparison of the various information measures by applying them to Boolean logic gates or back-propagation networks.
In order to maximize transparency and hasten the application of the information measures to other systems, we have made our MATLAB software freely available on-
In the future we hope to apply the partial information decomposition to spike trains from multi-neuron recordings. We hope that the ability of the partial information decomposition to disentangle synergy and redundancy will yield a new understanding of the interactions present among neurons. However, future directions need not be limited to neuroscience applications. Due to information theory's wide applicability, the partial information decomposition and the other information measures can be utilized in many other fields.
I. INTRODUCTION
This supplementary material contains three main parts. First, we will discuss several additional information theoretic measures that have been less commonly employed in the literature, as well as several basic information theoretic quantities. Second, we will include information about the files that contain the information values for all possible two and three input logics gates. Finally, we will present several additional plots of information values through development for a few example logic gates, as well as an additional plot of the relationship between development time and information value.
II. METHODS
In this section we will discuss several additional multivariate information measures that have been proposed, as well as several basic information quantities. As in the main article, we list the alternative names for each measure, at least to the best of our knowledge.
The information theoretic quantities involving one and two variables are well defined and their results are wellunderstood. Regarding the probability distribution of one variable (call it p(x)), the canonical measure is the entropy [1] . It is given by Eq. (1) [2] .
The entropy quantifies the amount of uncertainty that is present in the probability distribution. If the probability distribution is centered near one value, the entropy will be low. If the probability distribution is uniform, the entropy will be at a maximum. When examining the relationship between two variables, the mutual information quantifies the amount of information provided about one of the variables by knowing the value of the other [1] . The mutual information is given by:
where the conditional entropy is given by:
The mutual information can also be written as the Kullback-Leibler divergence between the joint probability distribution of the actual data and joint probability distribution of the independent model (wherein the joint distribution is equal to the product of the marginal distributions). This form is given by:
The mutual information can be used as a measure of the interactions among more than two variables by grouping the variables into sets and treating each set as a single vector-valued variable. For instance, the mutual information can be calculated between X and the set {Y, Z} in the following way:
However, when the mutual information is considered in this way, it is not possible to separate contributions from individual variables. Bettencourt et al. have developed an expansion utilizing the mutual information between one variable (in their case, the activity of a neuron) and many other variables considered together (in their case, the activities of many neurons) in an effort to measure the contribution to the mutual information from including increasing numbers of variables [3] . We have elected to not calculate the terms in the expansion introduced by Bettencourt et al. due to the relatively small number of variables being considered here and the fact that the output of the logic gate is uniquely determined by the inputs.
The mutual information can be conditioned upon a third variable to yield the conditional mutual information [1] . It is given by:
The conditional mutual information quantifies the amount of information one variable provides about a second variable when a third variable is known.
In addition to defining the interaction information in terms of the conditional mutual information (as is done in the main article), the interaction information can also be written as an expansion of the entropies and joint entropies of the variables:
This form leads to an expansion for the interaction information for N number of variables [4] . Let S be a set of variables such that S = {X 1 , X 2 , . . . X N }. Then the interaction information becomes:
A measure similar to the interaction information was introduced by Bell and is referred to as the coinformation [5] . It is given by the following expansion:
Clearly, the co-information is equal to the interaction information when S contains an even number of variables and is equal to the negative of the interaction information when S contains an odd number of variables. So, for the three variable case, the co-information becomes:
The co-information has also been referred to as the generalized mutual information [6] . The interaction information finds its conceptual base in extending the idea of the mutual information as the information gained about a variable when the other variable is known. Alternatively, we could extend the idea of the mutual information as the Kullback-Leibler divergence between the joint distribution and the independent model. If we do this, we arrive at the total correlation introduced by Watanabe [7] . It is given by:
The total correlation can also be written in terms of entropies as:
In this form, the total correlation has been referred to as the multi-information [8] , the spatial stochastic interaction [9] , and the integration [10, 11] . Based on the structure of the Boolean logic gates considered within this study, a simplification can be made to the total correlation. In all calculations considered here, the joint probability of the input variables is equal to the product of their marginal probabilities. As a result of this fact, the total correlation is equal to the mutual information for all logic gates. So, we have elected to forego calculation of the total correlation for the systems examined within this paper.
Another multivariate information measure has been introduced by Schneidman et al. [8] . We will refer to this measure as Schneidman's redundancy to avoid confusing it with other redundancy measures. It is given by: 
When S contains two variables, Schneidman's redundancy is equal to the co-information and is the opposite of the interaction information. Yet another multivariate information measure was introduced by Varadan et al. [12] . We will refer to this measure as Varadan's synergy to avoid confusing it with other synergy measures. It is given by: (15) Note that, when S = {X 1 , X 2 }, Varadan's synergy is equal to the interaction information.
III. RESULTS
A. Boolean logic gates
In addition to the information provided in this document, the Supplemental Material also contains two Microsoft Excel files. These files contain the results of applying all of the information measures presented here to all possible two and three input logic gates. The files have been posted on the author's website [13] . Refer to the two input logic gate data as Table SI and the three  input logic gate data as Table SII . In these files, the first two or three columns contain the values of the input variables and the names of the information measures. All subsequent columns contain the corresponding values of the output variables and the corresponding information values for each logic gate. (Table IV) or gate 151 (Table SII) (Table IV) or gate 25 (Table SII) . Partial information terms not shown exhibited transient activity early in development and then quickly approached zero. Error bars are standard deviation.
FIG. 5.
Logic gates with high synergy take more time to learn. Three input logic gates. Back-propagation networks take longer to learn logic gates with high synergy and networks take less time to learn logic gates with high redundancy or unique information. Error bars are standard deviation. Unique information plots for the other input variables are qualitatively identical to the plots for X1. All information measures show a statistically significant dependence of network evolution time on information value (One-Way ANOVA, p < 0.001). This plot differs from Fig. 3 (b) by the inclusion of Schneidman's Redundancy and Varadan's Synergy.
