Stochastic integer programs (SIP) represent a very difficult class of optimization problems arising from the presence of both uncertainty and discreteness in planning and decision problems. Although applications of SIP are abundant, nothing is available in the way of computational software. On the other hand, commercial software packages for solving deterministic integer programs have been around for quite a few years, and more recently, a package for solving stochastic linear programs has been released. In this paper, we describe how these software tools can be integrated and exploited for the effective solution of general purpose SIPs. We demonstrate these ideas on four problem classes from the literature, and show significant computational advantages.
Introduction
Recent years have witnessed widespread use of stochastic programming to address planning problems under uncertainty (Birge & Louveaux 1997 , Kall & Wallace 1994 . In a typical setting, the uncertainty is resolved by specifying a set of scenarios and the problem is reduced to deterministic, albeit large-scale, mathematical program -known as the deterministic equivalent. For linear structures, a wide array of efficient decomposition algorithms have been proposed in the research literature (Birge 1985 , Rockafellar & Wets 1991 , Ruszczyński 1986 , Higle & Sen 1996 , Van Slyke & Wets 1969 and have been successfully implemented in computational software (Birge, Donohue, Holmes & Svintsitski 1996 , Gassmann 1990 , IBM 1998 .
Unfortunately standard stochastic programming decomposition algorithms break down in the presence of discrete problem variables. Such stochastic integer programming (SIP) problems arise, for example, in production planning (Dempster, Fisher, Jansen, Lageweg, Lenstra & Rinnooy Kan 1981 , Lenstra, Rinnooy Kan & Stougie 1983 , Bitran, Haas & Matsuo 1986 , scheduling (Dempster 1982 , Tayur, Thomas & Natraj 1995 , Birge & Dempster 1996 , routing (Spaccamela, Rinnooy Kan & Stougie 1984 , Laporte, Louveaux & Mercure 1989 , Laporte, Louveaux & Mercure 1992 , location (Laporte, Louveaux & van Hamme 1994) , capacity expansion (Ahmed, Parija & King 2002 , Bienstock & Shapiro 1988 , electricity production (Takriti, Birge & Long 1996 , Carøe, Ruszczyński & Schultz 1997 , environmental control (Norkin, Ermoliev & Ruszczyński 1998) , and finance (Dert 1995) . Recently quite a few new algorithms for stochastic integer programming have been proposed. These techniques rely on integer programming duality or Lagrangian duality to decompose the problem, in conjunction with branch and bound or enumeration techniques (Ahmed, Tawarmalani & Sahinidis 2000 , Carøe & Schultz 1999 , Carøe & Tind 1998 , Laporte & Louveaux 1993 , Norkin et al. 1998 . Although these ideas are theoretically promising, a great number of practical issues concerning their successful software implementation remain open. For a detailed discussion of stochastic integer programming, the reader is referred to various survey articles (van der Vlerk 1995 , Schultz, Stougie & van der Vlerk 1996 , Stougie & van der Vlerk 1997 ).
With the scenarios specified, a stochastic integer program is essentially a large-scale structured integer program. Thus, at least in principle, standard deterministic mixed-integer programming (MIP) techniques implemented in commercial software, such as CPLEX (ILOG Inc. 1997) , OSL (IBM 1991) , XPRESS (Dash Assoc. 1999) , are applicable.
General purpose MIP software packages spend a significant amount of time analyzing problem matrix data structures to generate logical relationships existing among cuts (rows) and integer variables automatically. These additional relationships help tighten the underlying formulation, thus minimizing the effort required to close the linear programming (LP) relaxation gap. However, for certain problem formulations, these relationships are too complex to be automatically detected by a commercial solver in reasonable times, thus causing the solver to perform poorly.
The scenario tree structure underlying stochastic integer programs carries complex, hard-todetect but very useful information about important scenarios, implication lists (linking the integer variables) and branching priorities of sets of integers associated with various stages and scenarios.
However, the modelling infrastructure provided by commercial MIP solvers are often inadequate to hold such rich knowledge about the underlying model. Therefore, when existing MIP solvers attempt to solve the specially structured MIPs underlying stochastic integer programs, the exercise is equivalent to discarding the structural knowledge completely, and then computationally re-discovering a small subset of the discarded knowledge at a high price. Therefore, it should not come as a surprise that straightforward application of commercial MIP solvers are doomed to perform terribly on stochastic integer programs.
In 1998, IBM released the first commercial grade stochastic optimization modeling/solver software product, IBM OSL Stochastic Extensions (IBM 1998), or OSLSE, that 1. allows easy modelling of stochastic linear, quadratic and integer programs using scenario tree data structures, 2. allows easy manipulation of tree objects and elements (nodes, scenarios etc), and 3. provides a set of specialized solver algorithms that exploit the underlying tree structure for solving stochastic linear programs effectively.
It has already been demonstrated in (King & Wright 2001 ) that the tree structure in stochastic linear programs makes them amenable to various decomposition algorithms implemented in IBM OSLSE. This motivated us to explore OSLSE as a modelling environment and its integration with a standard MIP solver (OSL MIP) for solving stochastic integer programs. The key challenge is to exploit the stochastic tree structure in improving the problem formulation and to guide the branch and bound process in the MIP solver for effective resolution of the problem.
The remainder of the paper is organized as follows. In Section 2, we briefly describe the underlying general strategy for attacking stochastic integer programs by integrating OSLSE and OSL MIP. The next two sections (Sections 3 and 4) describe the applications of the proposed strategy on two sets of stochastic integer programs from the literature. For both problem sets, we describe problem-specific reformulation techniques to improve the LP relaxation bounds, as well as specialized branching rules to expedite branch and bound convergence. In Section 5, we apply the proposed method to an industrial-scale test problem arising in the planning of machine tool purchases in a semiconductor manufacturing facility. Finally, in Section 6, we consider a class of stochastic dynamic capacity acquisition and assignment problems from the literature. In each of the test cases, we demonstrate significant computational advantages over using straightforward MIP techniques. Finally, Section 7 concludes the paper with some closing remarks.
Using OSLSE for SIP
It is well known that the performance of a branch and bound based MIP solver can be greatly enhanced with
• a "tight" problem formulation,
• an efficient strategy for solving the LP relaxations,
• and intelligent branching rules to guide the search of the branch and bound tree.
Successful application of each of the above requires careful understanding and exploitation of the underlying problem structure. As mentioned earlier, for stochastic programs expressed as deterministic equivalent mathematical programs, the underlying special structure is invisible to general purpose solvers. In the following subsections we outline ways of exploiting structure in each of the above areas.
Tightening of Problem Formulation
The matrix underlying multistage stochastic linear programs has a nested L-shaped structure for which specialized decomposition algorithms exist (Van Slyke & Wets 1969 , Birge 1985 . In order to tighten the formulation, automatic reformulation techniques (available in commercial solvers), such as coefficient strengthening and cut generation, tend to destroy the L-shaped structure of the underlying stochastic linear program. We take a different approach in exploiting the power of such techniques. We extract "blocks" of the matrix that correspond to a collection of nodes belonging to a subtree of the scenario tree and apply these techniques to these blocks. This scheme retains the L-shaped structure of the constraint matrix, thereby allowing the use of decomposition algorithms in solving the LP relaxation. Furthermore, the L-shaped structure present in each of these blocks allows easy exploration of logical relationships in a reasonable time and allows for further tightening during the branch-and-bound process.
Solving the LP Relaxation using the Nested L-shaped Method
The L-shaped method for linear programming is a "constraint generation" method based on a partitioning of the decision variables (Van Slyke & Wets 1969 ). An important aspect of the Lshaped method is that it allows breaking large problems into smaller problems of similar structure.
We use the nested L-shaped method (Birge 1985 , King & Wright 2001 for effective resolution of the LP relaxations of the stochastic integer programs. The nested L-shaped method, as implemented in OSLSE, is a flexible partition version of the L-shaped method that allows the user to manipulate the size and composition of the resulting subproblems. The result is that existing high-quality linear programming solvers could be exploited to a much greater extent.
Searching the Branch-And-Bound Tree
After preprocessing and solving the LP-relaxation using the Nested L-shaped decomposition algorithm, we invoke a branch and bound algorithm. The algorithm can be implemented within the MIP solver framework of any commercial solver that has the necessary infrastructure for modelling a scenario tree. The essential features of the branch-and-bound algorithm are
• Node selection: Select a node satisfying user-specified selection criteria from the list of open nodes (with integer infeasibilities). STOP if such a list is empty.
• Branch selection: Select variables for nodes of the scenario tree satisfying user-specified scenario/stage priority criteria
• Branch direction selection: Set branching directions according to user-specified pseudocosts to create children nodes
• Node LP tightening: Tighten the node LP formulation using branching information and tree structure
• Node LP evaluation: Invoke the dual simplex algorithm to resolve the node LPs after branching • Cut generation: Generate and add cuts separating fractional solutions from the integer polyhedron and resolve the LP.
Implementation
Each of the above ideas require the ability to manipulate the underlying scenario tree structure in stochastic integer programs. For our implementation, we decided to exploit the flexible architecture of the OSL Stochastic Extension (OSLSE) product to this effect. OSLSE allows one to input the model data by scenarios, define the integer variables as sets associated with the nodes of the scenario tree, prioritize the sets for branching purposes, and devise a node selection strategy that would quickly yield feasible integer solutions to important scenarios (in contrast to a feasible integer solution for the overall MIP). OSLSE aids the MIP preprocessor/solver in the solution effort by transforming the tree structure information into appropriate logical data structures such as implication lists, pseudo costs, sets and priorities, that can be accommodated by the MIP solver. The OSLSE architecture retains the stochastic structure of the problem, thereby allowing easy adaptation of reformulation techniques. Furthermore, the decomposition algorithms in OSLSE greatly expedites the solution of the LP relaxation sub-problems. OSLSE does not have a MIP solver of its own, rather, it uses the MIP solver algorithm in OSL to solve the deterministic equivalent of the underlying stochastic MIP. Moreover, the amount of data associated with the deterministic equivalent of a stochastic MIP can be enormous, hence, OSLSE provides a rich suite of methods for accessing and manipulating data organized by nodes of the scenario tree. Also, the flexible design of OSLSE allows one to reuse existing base OSL tuning strategies (such as branch and node selection user callbacks) in a seamless manner.
In the following four sections, we describe the use of OSLSE in solving four sets of stochastic integer programming test problems.
Test Set I: SIZES

Problem Description
Our first test set is a collection of stochastic product substitution problems called SIZES. Given a product that is available in a finite number of sizes (1 to N ) and that a larger sized item can be cut to meet the demand of a smaller sized item, this problem consists of planning the production of each item size under demand uncertainty. A stochastic integer programming formulation of the problem as proposed by Jorjani, Scott & Woodruff (1999) is as follows:
x, y, z ∈ N (7)
In the above formulation, the indices i ∈ {1, . . . , N } correspond to item sizes, t ∈ {1, . . . , T } to periods, and s ∈ {1, . . . , S} to scenarios, respectively. The decision variables y its and z its correspond to the production and set-up decisions for an item of size i in period t under scenario s, respectively, and the variables x ijts correspond to how much of item size i to cut down to an item size j(< i) in period t under scenario s. The parameters α i , β and r represent the production, set-up, and cutting costs, respectively, and C ts and d jts represent the production capacity and the demand for the various item sizes. Constraints (2)- (6) connect the production and set-up decisions, enforce the capacity restrictions, establish inventory balance, assure demand satisfaction, and enforce integrality and non-negativity, respectively. The last constraint (7) enforces the nonanticipativity restrictions across the scenarios (Birge & Louveaux 1997) . A complete description of the model is provided in (Jorjani et al. 1999 ).
As in (Jorjani et al. 1999 ), we consider two-period (t = 1, 2) instances of SIZES. The problems involve mixed-integer variables in both first and second stage. The test problem set includes three problems: SIZES3, SIZES5, and SIZES10, having 3, 5, and 10 scenarios, respectively. The size of the deterministic equivalent integer program for each of these test problems is presented in The results of using the standard MIP solver of OSL on the SIZES test set are presented in Table 2 . As evident, the performance is quite poor. The MIP preprocessor in OSL could not recognize the tree structure present in the model, hence, had to resort to default, general-purpose branch and node selection strategies to resolve this model. It is clear that, although the problems are of modest size (no more than 110 binary variables), these are not directly amenable to standard integer programming techniques, and one must rely on exploiting problem structure.
Problem CPU s Nodes Gap SIZES3 6,000 20,000 5% SIZES5 10,000 20,000 6% SIZES10 18,000 20,000 8% 
Improvement Strategies
To exploit the stochastic structure of SIZES, we next utilized the OSLSE solver, as described in Section 2, along with several preprocessing/tuning strategies. The flexibility offered by OSLSE in manipulating the stochastic structures allowed for the effective implementation of these strategies, which would otherwise have been quite difficult to implement. These improvement strategies are described next.
Coefficient strengthening:
The big-M coefficient in (2) can be tightened to M its = max z its =1 {y its | y its satisfies (2) − (7)} .
The computation of M its is carried out by solving a series of related stochastic linear programs and can be carried out quite efficiently using the OSLSE stochastic LP solver. Tightening of the M s in (2) resulted in significantly improved lower bounds.
Branching priorities
For branching, the variables z its corresponding to the s ∈ argmax s {p s } should be considered first.
This is motivated by the fact that we should focus on the highly probable scenarios first as feasible solutions since these provide useful insights to the overall solution process.
For a given scenario s, the sets of variables z its corresponding to the earlier time stages should be branched first.
This is motivated by the fact that the values of the variables appearing in the earlier time periods affect the feasibility of the later ones, hence drastically cut down the size of the solution space to search through.
For a given scenario s, and stage t, the variable z its corresponding to i ∈ argmin i {α i M its } should be branched first.
This is a greedy heuristic motivated purely by cost considerations.
Branching on number of set-ups
For a given scenario s and stage t, the aggregate variable i z its should be branched on.
At a given node n of the scenario tree, indexed by the scenario s and time stage t, the cost contribution of the {z its , i ∈ I} variables is β i z its . Hence, it is possible that we may branch on any variable of this set with very little improvement in the lower bound. In order to prevent this, we introduce the aggregate integer variable v ts = i z its , defined as the total number of set-ups at node n, and branch on this variable to obtain better lower bounds at various nodes of the branch and bound tree.
Branching directions
For a candidate branching variable z its , the down-pseudocosts should be set higher than the uppseudocosts.
OSLSE always uses a depth-first approach to find the first integer feasible solution. Since branching upwards always results in a feasible (partial or full integer) solution for the SIZES instances, there is no incentive in doing so once we have found a feasible integer solution. Therefore, setting the pseudocosts in this prescribed manner favors either finding better solutions or hitting infeasible branch-and-bound nodes more frequently. This results in a faster convergence.
Changing branching direction
For the SIZES instances, switch to a depth-first strategy if no improvement is observed for 1000 branch-and-bound nodes.
This is motivated by the observation that the integer solutions are found very easily (since rounding up yields feasible solutions) and the improvements are observed very frequently (since the integer solutions lie very close to each other). Therefore, when no improvement is found for, say, a thousand nodes, then it is reasonable to assume that the solver is now trying to prove optimality by exploring the open nodes. At this stage, while using OSLSE, it is much faster to prove optimality by using a depth-first strategy which makes the solver algorithm zoom through the path leading to a leaf of the branch-and-bound tree.
Improved Results
With the proposed strategies, the computational performance was significantly improved. In Table 3 , we compare the computational performance of the proposed method with the best known performance obtained using a specialized branch and bound algorithm (Ahmed et al. 2000) . In all cases, the solution quality was as good as or better than the best known results. Furthermore, the number of branch and bound nodes required for the two larger problems were smaller in case of OSLSE. The solution times are not directly comparable owing to the difference in the computing platforms. However, considering the fact that on the LINPACK benchmark problems (Dongarra 2002 ) the CPU in the RS 6000 43P workstation used by Ahmed et al. (2000) is at least 3 times faster than the Pentium II processor in the IBM Thinkpad 770 used in our computations, it appears that our computational times are superior. Our second problem set is a class of stochastic multi-period multi-facility capacity expansion problem (SCAP) defined over scenario trees. This problem consists of determining the capacity expansion schedule of multiple facilities under fixed-charge expansion costs, and cost and demand uncertainty. A mathematical formulation of the problem, as proposed by , is as follows:
m∈P(n) i∈I
In the above formulation, the realizations of uncertain cost (α in , β in ) and demand (d n ) parameters are modelled in the form of a scenario tree T with T stages. A node n in stage (or level) t of the tree constitutes the state of the world that can be distinguished by information available up to time stage t. The probability associated with the state of the world in node n is p n . The path from the root node to a node n will be denoted by P(n). If n is a terminal (leaf) node then P(n) corresponds to a scenario, and represents a joint realization of the problems parameters over all periods 1, . . . , T . There are S leaf nodes corresponding to S scenarios. The non-negative variable x in corresponds to the level of capacity expansion of facility i in node n, and the binary variable y in corresponds to the yes-no decision of capacity expansion. Constraint (9) enforces the dependence of capacity expansion level to the expansion decision, and constraint (10) ensures the capacity available (cumulative expansion) at node n is at least as much as the demand. A complete description of the formulation appears in .
We consider four problem instances of (SCAP). The dimensions of these instances are presented in 
Initial Computations
As before, we first attempted to solve the problem instances using the standard MIP solver in OSL v.3. The results of these runs are presented in Table 5 . As can be observed that, three of the four problem instances could not be solved to optimality even after thousands of branch-and-bound nodes and CPU seconds.
Problem CPU s Nodes Gap P 5 1 48 869 0% P 5 2 1000 8000 1% P 5 3 1786 8000 3% P 5 4 4000 8000 5% 
Improvement Strategies
In this subsection, we discuss four tree preprocessing strategies implemented using the OSLSE solver that helped us resolving the SCAP instances effectively.
SOS Type 1 Branching
This branching strategy is based on the following result which is proved in the appendix.
Proposition 1 If all cost components are strictly positive, at any node n of the scenario tree, at most one facility may be expanded, i.e., i∈I y in ≤ 1.
This result is very powerful as it forms the basis of a strong branching strategy (based on SOS Type 1 sets) which cuts down the number of branch-and-bound nodes to be explored significantly.
Variable Fixing
At node n of the scenario tree, if (α in , β in ) ≥ (α jn , β jn ), then facility j dominates facility i and therefore facility j must be expanded before facility i can be expanded, i.e, y jn ≥ y in .
This indicates that, at node n, it is more expensive to open or increase capacity at facility i than it is at facility j. This result can be combined with the result of Proposition 1 to fix y in at 0. This result greatly reduces the number of free integer variables to be optimized.
Coefficient Strengthening
The big-M coefficient M in in (9) can be tightened to the residual demand for the subtree originating at node n, expressed as (max m∈T (n) {D m } − D a(n) ), where a(n) is the ancestor of node n and
This improves the LP relaxation considerably by forcing the fractional values for the binary variables closer to 1. This is an important preprocessing step that exploits the knowledge of the underlying scenario tree structure to tighten the coefficients. It is noteworthy here that traditional coefficient strengthening methods fail to come off with such tight coefficients as they tend to look at only a small subset of the constraints for such analysis.
Heuristic Branching
At node n of the scenario tree let l = argmin i∈I {α in d n + β in }. Then the binary variable y ln has the highest branching priority.
This rationale is motivated by local (at any node) cost considerations and it reinforces the result of Proposition 1 to serve as an effective heuristic branching rule.
Improved Computations
With the proposed strategies, the performance, improved significantly. In Table 6 we compare the performance of the proposed method against the specialized branch and bound algorithm of . In both cases, all four instances were solved to within an absolute optimality gap of 10 −5 . However, the number of branch and bound required by OSLSE is significantly smaller than those in . Although the computational platforms are different, the LINPACK benchmark (Dongarra 2002) indicates that the CPU in the RS 6000 590 workstation used by Ahmed et al. (2002) 
s.t.
In the above formulation, the indices i, j, p, s, t correspond to machine tool groups, processing operations, product families, scenarios and time periods, respectively. For a given time period t and scenario s, the problem variables U s,p,t correspond to the quantity of unmet demand of product p; W s,p,t correspond to the production of product p; and O s,j,i,t correspond to the volume of operations j carried out on machine i. The variables N i,t correspond to the number of tools of tool group i to purchase in period t. The model parameters π s correspond to the probability of scenario s; q i correspond to a penalty for buying a tool of tool group i; γ p,t is the yield factor for the manufacturing process for product p in period t; d s,p,t correspond to the demand for product p under scenario s in period t; b j,p,t is the required number of passes of operation j for product p in period t; µ i,t is the initial capacity in hours/day for tool group i in period t; c i,t is the additional capacity for an additional tool in hours/day for tool group i in period t; h i,j,t corresponds to the processing requirement (in hours) for operation j on tool group i in period t; m i,t is the cost of a tool in tool group i bought for period t; β t is the budget available in period t; and α s,p,t is an upper bound for the unmet demand for product p under scenario s in period t. The index sets I(j) correspond to the set of tool groups capable of operation j, and J(i) corresponds to the set of operations that can be carried out on tool group i. The objective function (12) is to minimize the expected unmet demand and machine tool penalty; constraint (13) equates the production and shortage to the demand; constraint (14) relates the processing requirements to the production volumes; constraint (15) enforces that the required processing capacity should be less than the installed tool capacity; constraint (16) corresponds to the budget condition; constraint (17) enforces an upper bound on the unmet demand; and finally, constraints (18) and (19) enforces the non-negativity and integrality of the problem variables, respectively. Further details of the above formulation is described in Barahona et al. (2001) .
We consider three instances of SEMI problem set. These consist of 2, 3, and 4 scenarios respectively. The sizes of the deterministic equivalent problems for these instances are presented in Table 8 reports on a straightforward application of OSL version 3.0 MIP solver on the SEMI instances. The LP relaxation bounds for these problems are extremely weak. For lower bounding we use the expected value of the wait-and-see solutions (Birge & Louveaux 1997) , i.e., the probability weighted sum of the optimal objective values of the subproblems corresponding to the individual scenarios. The wait-and-see bound proved to be stronger than the LP relaxation bound and could not be improved in the course of the branch and bound algorithm. As is evident from Table 8 , the performance is quite disappointing. Thousands of branch-and-bound nodes and CPU seconds were spent before solutions of acceptable quality could be found. Note that, owing to the poor quality of the lower bound, we believe that the optimality gap presented in Table 8 is a gross over-estimate of the true optimality gap for the reported solutions. 
Initial Computations
Improvement Strategies
In solving the SEMI problems using the OSL v.3 MIP branch-and-cut solver, we observed that much of the computational effort is spent early on in finding poor quality integer feasible solutions that are in close proximity of each other. Prior experience indicates that for integer programs with many feasible integer solutions with similar objective function values, computational efficiencies may be achieved by increasing the size of the branching grid. Consequently, we used a larger-sized branching grid during the initial phase of the branch-and-bound search, and gradually decreased the grid size towards the end. The OSL MIP solver allows control of the branching grid through the parameter Rimprove. Unfortunately, when this strategy was implemented within the standard OSL MIP solver framework, the desired improvement was not observed.
Next, we tried the OSLSE framework of Section 2 along with the above branching strategy. As the results in the Section 5.3 indicate, the computational performance improved significantly. The difference in the role of the control parameter Rimprove on the performance of the OSL MIP solver and the OSLSE solver can be explained as follows. In its branch-and-cut algorithm, OSL uses the value of Rimprove for tightening the objective function cutoff value (for effective pruning of the tree) and for probing (to fix some of the integer variables). Probing is often accompanied by building and exploiting the logical relationships tabulated in implication lists. This is accomplished by processing linear programs underlying the subproblems corresponding to the nodes of the branch-and-bound tree. Thus, for branch-and-bound nodes associated with larger linear programs, the probing process could and does consume too much computational resources to justify the potential benefits.
Therefore, additional logic has been implemented in commercial codes like OSL to automatically turn off such probing heuristics when certain threshold criteria are met. Consequently, owing to the large LP relaxations in case of standard MIP techniques for stochastic integer programs, the probing heuristics are ineffective. On the other hand, in the OSLSE framework, the original LP is decomposed into smaller subproblems by exploiting the underlying scenario tree structure, thereby allowing efficient probing.
Improved Results
The performance of the OSLSE framework along with the specialized branching process outlined above, are presented in Table 9 . As is evident, better solutions than those obtained using the OSL MIP solver, were found using the proposed approach. Furthermore, the successful use of the Rimprove control parameter resulted in significantly improved lower bounds, and therefore the estimated optimality gap. More importantly, the better solutions and lower bound estimates were obtained at significantly smaller computational effort. Our final problem set consists of a class of stochastic dynamic capacity acquisition and assignment problems. Given a set of m resources and n tasks with stochastic processing requirements, the dynamic resource acquisition and assignment problem seeks a minimum expected cost schedule of capacity acquisitions for the resources and the assignment of resources to tasks, over a given planning horizon of T periods. Using a finite set of scenarios to model uncertain problem parameters, Ahmed & Garcia (2002) proposed the following two-stage stochastic integer programming formulation for the problem:
In the above formulation x it denotes the capacity acquisition of resource i in period t and y s ijt denotes the 0 − 1 decision of assigning resource i to task j in period t under scenario s. The function f it (·) is the expansion cost for resource i in period t, c s ijt is the cost of assigning resource i to task j in period t under scenario s, d s jt is the processing requirement of task j in period t under scenario s, and p s is the probability of scenario s. Typically the capacity expansion costs are modelled as fixed-charge cost functions, i.e.
where α it and β it are the variable and fixed cost, respectively, of capacity acquisition of resource i in period t, and u it is the indicator variable for capacity acquisition. The set X denotes the constraints on capacity acquisitions. The second constraint reflects that the processing requirement of all tasks assigned to a resource in any period cannot exceed the installed capacity up to that period. The third constraint enforces that each task needs to be assigned to exactly one resource in each of the periods. The final constraint enforces the binary restrictions on the assignment variables y s ijt . Note that a dummy resource i = 0 with infinite capacity is included, so that the assignment problem is always feasible. The cost c s 0jt denotes the penalty of failing to assign a resource to task j. The dummy resource enforces the complete recourse property (Birge & Louveaux 1997) , which guarantees that there is a feasible second-stage assignment in all periods and all scenarios for any capacity acquisition schedule.
We considered 12 instances of the above problem. The number of resources, tasks, time periods, and scenarios, as well as the size of the associated deterministic equivalent problems for these instances are presented in Table 10 . Table 11 reports on a straightforward application of OSL version 3.0 MIP solver on the DCAP instances. The computations were carried out on an IBM Thinkpad T-20 (700 MHz), with a relative optimality gap tolerance of 1% and a CPU limit of 1800 seconds. As evident from the 
Concluding Remarks
Stochastic integer programs remain among the most formidable problems in mathematical programming. Although progress in developing specialized algorithms is continually being made, a great number of issues remain open before these algorithmic ideas can be implemented in software for solving general purpose SIPs. On the other hand, much has been accomplished in the way of software packages for solving deterministic integer programs as well as stochastic linear programs.
In this paper, we showed how the modelling infrastructure afforded by stochastic linear programming solvers can be integrated with commercial MIP software packages to exploit the knowledge of the scenario tree structure underlying stochastic MIPs. We have demonstrated that the proposed ideas offer significant computational advantage when applied to problem sets from the literature.
Appendix Proof of Proposition 1
By way of contradiction, assume that there exists an optimal solution to SCAP in which there are two facilities to be expanded at a node n. Let j and k be the two facilities that need to be expanded at node n in the optimal solution. Thus, we have y jn = 1 and y kn = 1 and the associated optimal production quantities x jn and x kn . Consider now the subproblem at node n:
where I a(n) is the capacity inherited from the ancestor node a(n) and I n is the capacity in node n corresponding to the optimal solution. Since it is optimal in the above problem to expand both facilities j and k, and since the upper bounds on the expansions M in are sufficiently high, we must have α jn x jn + β jn + α kn x kn + β kn ≤ α jn (x jn + x kn ) + β jn and α jn x jn + β jn + α kn x kn + β kn ≤ α kn (x jn + x kn ) + β kn ,
i.e. the cost of expanding both k and j is less than expanding either facility by the total amount.
The above inequalities simplify to
and β jn ≤ (α kn − α jn )x jn .
If α jn ≤ α kn , (25) implies β kn ≤ 0, and if α kn ≤ α jn , (26) implies β kn ≤ 0. However since all cost components are strictly positive we have a contradiction. Hence, no optimal solution to SCAP may have more than one facility to be expanded at any node of the scenario tree.
