Abstract. In this paper, we propose a novel correlation based method for speech-video synchronization (synch) and relationship classification. The method uses the envelope of the speech signal and data extracted from the lips movement. Firstly, a nonlinear-time-varying model is considered to represent the speech signal as a sum of amplitude and frequency modulated (AM-FM) signals. Each AM-FM signal, in this sum, is considered to model a single speech formant frequency. Using Taylor series expansion, the model is formulated in a way which characterizes the relation between the speech amplitude and the instantaneous frequency of each AM-FM signal w.r.t lips movements. Secondly, the envelope of the speech signal is estimated and then correlated with signals generated from lips movement. From the resultant correlation, the relation between the two signals is classified and the delay between them is estimated. The proposed method is applied to real cases and the results show that it is able to (i) classify if the speech and the video signals belong to the same source, (ii) estimate delays between audio and video signals that are as small as 0.1 second when speech signals are noisy and 0.04 second when the additive noise is less significant.
Introduction
Recently, areas of speech synthesis and speech-video verification and synchronization, have been receiving considerable attention by many researchers and industry. They have applications for people with disabilities, in communication aids, education, telecommunications, multimedia, human-machine interactions, military and security, to name a few [21] . In an application such as "Authentication", which is the process of identifying someone's claimed identity, the field of speech-video verification and synchronization plays a major role. For example, for the process to be successful, four different categories are often considered [1] , (i) physiological biometrics (e.g. face, finger print), (ii) behavioral biometrics (e.g. speech, gait), (iii) material based ( e.g. ID cards and passports), (iv) knowledge based (passwords, PINs). Speech-video verification techniques cover three of these categorizes and they can also be embedded in passports.
Authentication based on password or PIN only, has come to an end since they are vulnerable to eavesdropping and dictionary attacks. In addition people forget their passwords [2] .
In this work, we contribute to these three categorizes by proposing a method that will enable the classification of whether or not speech and video signals belong to the same source. The aim is to avoid the use of pre-recorded biometrics in a replay mode. The method uses the correlation between the speech signal envelope and signals generated using lips movements (varying width and height). Once a relationship between the two is classified as "true", the method will then synchronize the speech and the associated video signal by estimating the delay between them. The two proposed processes (relationship classification and synchronization) are essential to strengthen the process of speech-video verification. For example, in electronic-based authentications, a person can claim someone else's identity by providing, say, a 2D image, 3D object or a video, a recorded speech, and even his/her PIN. Such spoof attacks can easily be launched in a remote user verification scenario, e.g. over the internet. However, if a message pops up to the person who claims some one else's identity, requesting him/her to say a random speech, the person will attempt to provide either, a computer generated speech or the closest speech to that random one accompanied with the closest video of the other person. By doing so, this could bypass the main verification categories [17] . By classifying whether or not the provided speech and video are related, we can minimize the chance of spoofing.
Additionally, speech-video synchronization is one of the main factors that can limit the accuracy of verification if not considered. Speech is modeled as a random process [19] , therefore delays in a speech signal can make it independent or uncorrelated with any other signals involved in the verification process (e.g. video signals). In multimedia, speech-video synchronization are also essentials. In [10, 14] , methods are applied to model the relationship between facial motions and speech acoustics. In [11] an algorithm is proposed to map the speech into visual parameters of mouth movements. In [15] , a model based method is proposed to synchronize lips movement with synthetic voices. Reported methods also studied the process of synchronizing lips movements with the driven speech using a pre-defined trajectory and speech synthesis [6, 7] . Our approach is different as we use the correlation between the speech envelope signal and signals generated using data extracted from lips movement to achieve the task of verification and synchronization. The approach is cost efficient and has good performance in the case of noisy and noise-less speech cases.
Data Model
In linguistics or articulatory phonetics, speech is defined as a manner of articulation in which tongue, lips, and other organs are incorporated to produce a sound. This definition is often used for the production of consonants, but without loss of generality, the main elements of any speech signal are, (i) frequency contents (formants), (ii) periodic excitation (e.g. pitches), (iii) speech amplitude due to (nasals, approximants, lips, etc.), (iv) noise excitation (fricatives, unvoiced, no pitch), (v) transients (stop-release bursts), and (vi) some other factors including moving, timing [4, 19] . Thus, let us consider the speech data model,
which is a combined AM-FM signal that satisfies the same and additional characteristics provided in literature for speech models [3, 12, 13, 16, 18] , where,
-k represents the Formant frequency index -f k is the kth Formant frequency, and M is the number of Formants used -a k (t) is a function which controls the amplitude of the kth Formant,
, where m l (t) is a function associated to the AM part due to varying lip dimensions (width w(t) or height h(t)), and m i (t) is another function for the AM modulation due to say, tongue, jaw, larynx, etc.
is a function which controls the bandwidth of each Formant frequency,
, where m l (t) and m i (t) are as described above. -n AM (t) and n
F M k
(t) are addition AM and FM noise respectively and φ k is a constant phase
(t) will be assumed independent and with finite means and variances. The frequency of change in a k (t) and b k (t) is small when compared with the Formant frequencies. This assumption is true since for example the number of movements a person can make using his/her lips are very slow when compared with the lowest audible frequency.
The main objective of this work is to develop techniques that are able to classify whether an audio signal, represented by a speech, and a video signal, represented by lips movements, belong to the same person or source. Once this relation is classified as true, the method is also to synchronize the speech signal to its corresponding video.
Mathematical Analysis
According to Taylor series, an L-dimensional function f (x 1 , . . . , x L ) can be rep- resented as, f (x 1 , . . . , x L ) = ∞ n1=0 .. ∞ nL=0 ∂ n1 ∂x n1 1 .. ∂ nL ∂x nL L f (x o 1 , .., x o L ) n 1 !..n L ! (x 1 − x o 1 ) n1 ..(x L − x o L ) nL ,(2)where x o 1 , . . . , x o L , f (x o 1 , . . . , x o L ) and the partial derivatives of f (x 1 , . . . , x L ) w.r.t x 1 , . . . , x L at x o 1 , . . . , x o L ,
are the initial known conditions (values). By applying Taylor series to
, m i (t)) and after some manipulation we have,
where the terms c k (t), d k (t) represent the Taylor terms for m i (t) and "m i (t), m l (t)" combined. Let use consider the analysis of the AM part and assume,
From Eqn. (5), it can be seen that the amplitude or loudness of the speech signal is directly proportional to the lips function m l (t). In several publications it has also been reported that there is a relationship between the lips movement and the speech loudness [8, 10, 6] . Thus, if one has information about the lips movements such as the varying height/width, or any additional measures; it is possible to use correlation techniques to (i) classify whether both the audio and the video belong to the same source, and based on that (ii) synchronize the audio with its associated video. In the following sections, we propose a method that targets these two main tasks.
Audio-Video Synchronization and Classification
In this section, a method is proposed to classify whether a speech and video signals are related. Once the relationship is confirmed, the method also performs synchronization. The proposed method also includes a procedure for speechvideo synchronization. To achieve both tasks, the method uses (i) the AM information of the original speech signal represented by the envelope, and (ii) the video signal represented by the variations in lips height and width. From the physics of sounds, loudness and frequency contents of a certain sound (e.g. speech) vary with the shape of the medium (e.g. music instruments, tube, drum, mouth) that generate the sound [19, 5] . The relationship between both can be linear (e.g. with m l (t)) and/or nonlinear represented by the area (i.e. m 2 l (t)). Based on that, and for simplicity let us consider a general n'th order signal associated to an estimate to the lips varying height or width, i.e. m l (t) ∈ {ŵ(t),ĥ(t)}, delayed by t d seconds,
Let us also define the cross correlation function between the two signals s l (t) and x e (t) at a lag τ by r s l xe (τ ) = E {s l (t)x e (t + τ )} where the operator E {} stands for the expected value and x e (t) is the envelope of the speech signal x(t). Thus, we have
whereâ k (t) are noise-less estimates to the speech envelope and n AM (t + τ ) is the additive noise part which is resulted from the original AM noise, i.e.,
Since the additive AM noise is independent with the speech/audio signal, therefore the last term in the above equation can be neglected leading to,
Using Taylor series expansions for a
(10) Since c k (t) includes independent signals w.r.t m l (t), therefore the crosscorrelation between m l (t) and c k (t) can be negligible leading to,
In Eqn. (12) , it can be clearly seen that r s l xe (τ ) will achieve its maximum value when (i)m l (t) is an estimate of m l (t) and does not belong to another speech, and (ii) when τ = t d . In other words,
, m l (t) different sources (13) In the above formulation, and based on some practical experiments, we use an order n = 2, however; one can try to investigate combinations ofm n l (t), n = 1, 2, . . . , N so that the relationship and delays between the two signals can be identified more accurately [10] . From the above analysis, we can now conclude that; data collected from lips movements can be used to classify whether or not a speech and a video signals belong to the same source. In addition, the measured lips data can also be used for speech-video synchronization through the use of an estimated value of the delay t d . This will be clarified in the following sections.
Synchronization and Classification Procedure
The AM information of a sum of (AM-FM) signals is contained in the envelope of this sum. In the case of a speech signal, this envelope represents the signal amplitude or loudness. Therefore, according to our speech model in Eqn. (1), one can estimate such envelope using the conventional envelope detector, a moving average (MA) filter or any modern envelope detector. Based on the analysis presented in the previous section, the estimated envelop signal can then be correlated with signals generated from estimated lips varying width and hight, and from resultant correlation, (i) the audio can be classified whether it is associated with the same video or not, and (ii) the delay t d can be estimated. To achieve the two tasks, a procedure is proposed in Table. 1 and also clarified in Fig.1 .
Table 1. Synchronization and Relationship Classification Procedure
Step 1 Get the speech signal and the video for examination
Step 2 Use a MA filter to estimate the speech envelope,
Step 3 Divide/sample lips video into frames at instants say t = 0, Ts, 2Ts, . . . , Ts, . . . , T , where T is the time width of the video/audio
Step 4 For each frame; measure lips width, w( Ts) and height, h( Ts)
Step 5 From w( Ts) and h( Ts), use interpolation techniques (e.g. cubic interpolation) to estimate wi(t) and hi(t) with a length that is equal to the length of x(t)
Step 6 Apply the proposed correlation method in (12) 
between xe(t), wi(t) and hi(t).
Step 7 From 
Experimental Results and Discussion
In this section we test the performance of the proposed method in, (i) classifying whether a speech and video signals belong to the same source, (ii) in estimating the delay between the speech signal and its associated video (once a relation is found). To do so, the procedure described in Table 1 is tested on 3 different noisy speeches and videos of 5 different people from the VidTIMIT data [21] . The procedure is also applied to local speeches when the noise is less significant.
Correlation Coefficient
In this example, the modified correlation coefficient,
is used to indicate the strength of relationship between the two signals; the envelope x ej (t) of person #j and x e k (t) of person #k. The closer ρ xe j xe k to "1", the stronger the relationship is. Results in Table 2 report the calculated averaged correlation coefficient, between the five used speech envelope and lips movement signals. To clarify the table values, the averaged correlation coefficients are calculated as follows (the same scenario can be followed for all other signals),
-the averaged correlation coefficients between same and different envelope signals respectively are, Using additional case studies, but when the noise is less significant, the correlation coefficients between signals that belong to the same sources are found to vary between 0.64 ≤ρ ≤ 0.85 (on average), and for unrelated signals 0.001 ≤ ρ ≤ 0.003. Increasing the data length and the number of case studies will obviously provide better correlation estimates. From Table 2 and the above reported results, it can be clearly concluded that, -Signals generated using lips varying width and height have a direct and significant relation with its associated speech signal. Between 41% to 45% of related information when significant noise is presented and around 80% when the additive noise is insignificant. -Signals generated using lips varying width and height that belong to the same sources are highly correlated -Signals generated using lips varying width and height that belong to different sources are highly uncorrelated -Signals generated using lips varying height are more correlated than the one generated using lips varying width -Outcomes are consistent with the proposed model and the mathematical analysis -The proposed method can be used in classifying whether a speech signal and a video signal belong to the same person or not
Delay Estimation
In this example, we demonstrate the correlation function formulated in Eqn. (12) in estimating the delay t d between a related speech and a video signal. To do so, the developed procedure shown in Fig. 1 and Table 1 is first applied to the five collected speeches and videos until step 5. A manually added delay of 0.1 second is applied to the two video-related signals w i (t) and h i (t). Then steps 7 and 8 are applied to the speech envelope and w i (t) and h i (t) after removing the mean and normalizing the norm of each to 1. Results are shown in Table 3 for the delay specified. From Table 3 , it can be seen that estimated delays between lips signals and the associated speech are close to the accurate value of 0.1 second. The maximum delay bias or drift is 0.0236 second. This bias can result from the additive noise, errors encountered when measuring lips movements or an original delay between video or audio when extracting video frames. However, after using some additional experiments, when a training data is used for calibrations, estimated delays become more accurate and the bias become very small (around 0.001 second). The method is also applied to two additional examples, but when the additive noise is less. For a delay t d = 0.04 seconds, the method is able to 
Conclusion
In this work, three different objectives are tackled. Firstly, a model is proposed to represent the speech signal as a sum of AM-FM signals. Using Taylor series expansion, the model is formulated in a way which provides a direct relationship between the speech amplitude and lips movements. Secondly, based on this model, a correlation-based method is proposed to classify whether a speech and a video signal belong to the same source. Once the relationship is classified as true, a procedure is used to synchronize the speech and the video signals. Results show that (i) the formulated model is consistent with the mathematical analysis, (ii) the method has been able to classify the relationship between the speech and the video signal, (iii) speech and video synchronization has been achieved even under noisy conditions.
