INTRODUCTION, STATEMENT OF THE PROBLEM, AND PRELIMINARIES
Let u(x, t) be the solution of the following second order hyperbolic mixed problem of Neumann type defined on a domain Sz c R", n typically > 1, with sufficiently smooth boundary Z7 Here, -J&'(x, ~3) is a second order differential operator uniformly elliptic on 0, with sufficiently smooth coefficients (and symmetric principal part) which are time independent; canonically, we have, &'(x, 8) = A, the n-dimensional Laplacian acting on x E R". Moreover, let v be the unit normal vector on I-, pointed outward, and a/all, the conormal derivative with respect to SZZ. Thus, if &'(x, 13) = A, then a/an.& = a/@, the usual normal derivative.
The present article is a companion paper to our recent work [6] , and intends to complement a major result of [6] by contrasting it with the results presented here, which refer to an important special class of data f, uo, #I. Both papers are part of an ongoing effort aimed at the study of (optimal) global regularity properties of hyperbolic dynamics, needed for instance in the context of present control theory studies for partial differential equations.
In the present paper we address the issue of regularity of the (Dirichlet) trace u 1,. of the solution u to the Neumann problem (1.1, a, b, c) restricted to the boundary r, for given data f, uo, uI selected in suitable function spaces. More precisely, with reference to problem (l.la)-( l.lc), we are interested in the regularity of the map if, uo, UI > -+ul,:X+ Y (1.2) from a suitable chosen space X into the sought after (possibly) optimal space Y, corresponding to X, which contains the trace u 1 z. For the sake of definiteness, throughout this paper we shall take' x= L'(Q) x H'(Q) x P(Q). order hyperbolic problem of Dirichfet type, which consists of Eqs. (l.la) and (1.1 b) and of the homogeneous boundary condition u(x, t) = 0 on Z=Tx (0, T), (1.6) replacing (1.1~) on a bounded domain Q c R". The Dirichlet problem (l.la), (l.lb), (1.6) admits the following trace regularity result, which was established recently (in fact, even in the case of sufficiently smooth time dependent coefficients of the differential operator .&(x, a); see [7, 2, 4] : the map rL~o+~:
is continuous. (Actually, the space L'(0, T; L'(Q)) may replace the space L'(Q) in (1.7).) Since the interior regularity of the solution to the Dirichlet problem (l.la), (1.1 b), (1.6) is the same as that for the Neumann problem (l.la))(l.lc), i.e., is described by
with H' in (1.4) replaced by HA now, we see that (1.7) is an independent regularity result, not obtainable by applying (formally) trace theory to the interior regularity (1.4,). In fact, (1.7) shows that the Neumann trace of the solution to the hyperbolic problem of Dirichlet type (l.la)-( l.lb), (1.6) behaves in the space variable "$ better" (in Sobolev space order) than what one would obtain by applying formally trace theory to the interior regularity (1.4,). Remark 1.3. (A Conjecture on the Neumann Problem). On the basis of Remark 1.2, and by analogy with the more established elliptic and parabolic theory, it has been advanced that in the case of the Neumann problem (l.la)-(l.lc), we may perhaps have
As a reinforcement, one may note that statement (1.8) is precisely that which one would obtain, if the Dirichlet trace u 1 r of the solution u to the Neumann problem (l.la)-( 1. lc) as in ( 1.4) would likewise behave "5 better" (as in the Dirichlet case (l.la), (l.lb), (1.6) described in Remark 1.2) than the regularity that we would get by formal application of trace theory to (1.4).
Our studies reveal that conjecture (1.8) is false in general, except for the one-dimensional case, where for &(x, a) = d and Q = (0, + co), the halfspace, where regularity (1.7) can be verified by the well known explicit formula for the solution, or by direct computations as in Section 3. In the general case dim D > 1, the situation is much more complex and appears to depend on the geometry of 52. Thus the issue of optimal regularity of ulr in the Neumann case (l.la)-( 1.1~) is more delicate than the issue of optimal regularity of au/aq in the Dirichlet case (1. la), (l.lb), (1.6). (Indeed, the techniques employed in [7, 2, 4] in the Dirichlet case are not successful in the Neumann case, see [6] .) This is described by the following theorem. The proof of parts (a) and (b) can be given by use of the same techniques (eigenfunction expansion for the solution followed by Fourier transform in time) as those employed in [S] to obtain corresponding results for the interior regularity under nonhomogeneous boundary conditions, i.e., the corresponding dual problem to (l.lak(l.lc).
The proof of part (c) is given in [3] (if the coefficients of &'(x, a) depend only on the tangential direction) and in 163 (for the normal direction case). The proof of part (d) is given in [6] ; it is quite complicated and uses pseudo-differential operators techniques on the half-space. Theorem 1.1 falls short of establishing conjecture (1.8) for dim Q > 1 and may be viewed as a starting point for the problem investigated in the present paper. In fact, we see in the next section that in the canonical case with 52 = half-space, and &(x, a) = A, conjecture (1.8) holds true provided one adds the assumption that the data {f, uo, ul} in X are compactly supported in $2 (i.e., have support bounded away from the boundary r of Q). If one drops the assumption that (f, uo, u,} have compact support in 52, then we shall show still in the canonical case of the Laplacian A over the half-space that the trace ulr to problem (l.la)-(1.1~) satisfies U]~E H3'"(L') but ul& H3'4+E(L'), E > 0, thereby disproving the conjecture (1.8) of Remark 1.3.
THE CASE OF THE LAPLACIAN A IN THE HALF-SPACE: STATEMENT OF MAIN RESULTS
We shall assume now that the domain Q is given by the half-space D=R"+={(x,y):x>0,y~R"-I} (2.la)
Our main results for &9(x, a) = A in 52 in (2.1) are as follows. 
is continuous. Moreover, for dim Q 3 2 ulr$ H3i4+&(q, t/E > 0. (2.8) Thus, assumptions (2.2) and (2.4) on compact support for the data are crucial in obtaining H'(C) regularity for u I,-, i.e., conjecture (1.8).
Remark 2.1. The results of Theorems 2.1 and 2.2 were first proved in [9] . There are two main differences with respect to [9] which we point out:
(i) The proofs in [9] use geometric optics techniques: more precisely Lax's asymptotic expansion of u into a geometric optics approximation and a smooth reminder as in [ 111. By contrast, our proofs here are of a more elementary nature and more direct (and thus we believe much simpler) and are based on the application of the Laplace-Fourier transform followed by a direct estimate of an integral kernel. Our direct computations clearly display the benefit of the compact support assumption on the data (E > 0 as opposed to F = 0 in the proofs of Section 3). We also remark that our direct approach to Theorems 2.1 and 2.2 enables us to prove likewise the optimal result of Theorem 2.4.
(ii) Reference [9] first proves (by geometric optics techniques) Theorem 2.2 and then uses Theorem 2.2 to prove Theorem 2.1. Here, instead we reverse the order. We first prove (by direct methods) Theorem 2.1 and then use a finite speed of propogation argument and Theorem 2.1 to establish Theorem 2.2.
In closing, we thank J. L. Lions for bringing to our attention Ref. [9] during an exchange of correspondence in May 1984. Our proofs here of Theorems 2.1 and 2.2 were obtained soon after becoming acquainted with Ref. [9] . We are presenting them now after finally completing our paper [6] , in order to combine the present results with data with compact support in the context of the general theory in [6] , where the data do not have compact support (Theorem 1.1, particularly part d). By the compact support assumption off near x = 0, we have p(s, w, 4) = 0, 0 < 5 < E for some E > 0, depending on f: Replacing "0" by "a" in the lower limit of the integral in (3.1) and applying Schwarz inequality, we obtain Step 2. To prove Theorem 2.1, it is sufficient by (3.1) to show the following proposition. We find it convenient to break the proof of Proposition 3.1 into the following two lemmas. LEMMA 3.1. Estimate (3.2) for F(w, /?) holds true in the "good" region S&uSe, US&, given by (3Sa), (3.5c), (3.5d) (in fact, even with E=O).
Proof of Lemma 3.1. We examine each region separately. Equations (3.8) and (3.11) together prove the desired estimate (3.3) for { fi, W} in region gj, again by simply using exp { -I Re 4 I E} < 1. The proof of Lemma 3.1 is complete. 1 assumption that f has compact support on R, as explicitly pointed out in the statement of Lemma 3.1 that E may be taken equal to zero.
A more delicate Lemma in the "bad" region W, is LEMMA 3.2. Estimate (3.2) for the function F(w, p) holds true in the region W,, given by (3.5b).
Proof of Lemma 3.2. We divide further the region 9, into two subregions as follows: By finite speed of propagation (identically equal to one in this case), the solution u(t) satisfies {supp U(f), supp k(f)} r {x>O} for all 0 < t < 6
for some 6>0, depending on supp u,usupp u,. We split the proof into separate propositions. Proof of Proposition 5.2. For the proof of this proposition we shall make use of the operator representation of the solution u and it is based on arguments similar to those presented in [7] . In fact, we represent u(t) via cosine and sine operators as u(t) = s(t) u1+ C(t) u(), (5.6) where S(t) = j& C(z) dz and C(t) are strongly continuous sine and cosine operators in L2(f2) associated to the negative self-adjoint generator A defined by
Let N: L2(r) * L2(52) be the operator defined as Ng=vo (A-l)v=O in 52 (w~x)l,=o=g on r.
It is well known that
for all real s and it can be verified by using Green's Formula [ 10, as desired. Similarly for n = dim Sz = 3 in (5.39) we obtain via polar coordinates dw = p dp d6
Right-hand side of (5.39) (5.41) as desired. In higher dimensions we obtain the same result by means of spherical coordinates. It remains to verify inequality (5.38).
Verzjhztion of (5.38). To verify the left-hand side of (5.38) (needed in (5.39)) we set 
