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RÉSUMÉ ET MOTS CLÉS 
RÉSUMÉ 
Ce mémoire contient une preuve du théorème de Borel-Weil-Bott. Ce théorème 
décrit tous les G-modules irréductibles d'un groupe réductif complexe G en terme de 
cohomologie de faisceaux. Les faisceaux utilisés sont des faisceaux de sections de 
fibrés en droite construits à partir des caractères d'un sous-groupe de Borel de G. Le 
théorème de Borel-Weil-Bott nous àpprendque pour un faisceau 2'(C~), construit à 
partir du caractère À, il existe au plus un groupe de cohomologie non nul. Si le caractère 
À est singulier, alors tous les groupes de cohomologie sont nuls. Si le caractère est 
régulier, l'indice du groupe de cohomologie non nul est la longueur de l'unique élément 
W du groupe de Weyl de G tel que w(À + p) - p est un caractère dominant. 
Plusieurs preuves de ce théorème existent par exemple dans un cadre purement al-
gébrique [Dl] et [D2]. Notre approche sera basée entre autre sur la théorie des groupes 
algébriques réductifs et sur leurs racines dont nous faisons une petite revue dans le 
chapitre 2. 
Le chapitre 6 contient des applications mathématiques du théorème de Borel-Weil-
Bott. 
MOTS CLÉS 
. Groupes réductifs, sous-groupe de Borel, tore maximal, fibrés en droite, cohomo-
logie de faisceaux, caractères, racines, modules irréductibles. 
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ABSTRACT AND KEY WORDS 
ABSTRACT 
This thesis contains a proof of the theorem of Borel-Weil-Bott. This theorem des-
cribes aIl irreducible G-modules of a complex reductive groupe G in termsof cohomo-
logy of sheaves. We work with the sheaf of sections of a line bundle which is construc-
ted with a character on a Borel subgroup of G. The theorem of Borel-Weil-Bott says 
that for the sheaf 2(CC~), constructed with the character À, there exists no more than 
one non trivial cohomology group. If the character À is singular, ail cohomology groups 
are trivial. If À is regular, the index of the cohomology group that is non trivial is the 
length of the unique element w in the Weyl group of G such that w(À + p) - p is a 
dominant character. 
There exist several proofs of this theorem. Sorne are strictly algebraic Iike in [Dl] 
and [D2]. Our approach is based on the theory of reductives group and their roots, that 
we introduce briefly in chapter 2. 
Chapter 6 contains mathematical applications of Borel-Weil-Bott's theorem. 
KEYWORDS 
Reductive groups, Borel subgroups, maximal torus, lin~ bundles, sheaf cohomo-
logy, characters, roots, irreducible modules. 
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INTRODUCTION 
La théorie de la représentation étudie comment un groupe peut agir sur un espace 
vectoriel. Cela peut servir à obtenir de l'information sur le groupe lui-même. On peut 
aussi voir la théorie de la représentation comme un premier pas pour comprendre les 
actions d'un groupe sur des objets plus complexes. Par exemple, avant d'étudier com-
ment un groupe agit sur des variétés algébriques, il est plus facile de comprendre ses 
actions sur des espaces vectoriels commes des groupes de cohomologie ou des espaces 
tangents. 
L'étude de la théorie de la représentation s'est faite tout d'abord vers la fin du 
XIXe siècle sur des groupes de cardinalité finie qui agissent sur des espaces vectoriels 
de dimension finie. On peut citer entre autre les contributions de Schur, Frobenius, 
Maschke, Wedderburn et Burnside. Même si plusieurs résultats sur les représentations 
des groupes finis restent vrais pour des groupes de cardinalité infinie, par exemple le 
lemme de Schur, la théorie est beaucoup plus complexe dans ce cas et les outils utilisés 
sont différents. 
Ce sont des mathématiciens tels que Cartan, Weyl, Chevalley et Borel qui ont 
poussé l'étude des représentations continues des groupes de Lie en travaillant d'abord 
avec des groupes de matrices. Ils utilisent alors l'algèbre de Lie d'un groupe pour com-
prendre les représentations de ce groupe. 
Le but de ce mémoire est de démontrer le théorème de Borel-Weil-Bott. Celui-ci 
permet d'exprimer les représentations algébriques (ou holomorphes) irréductibles d'un 
groupe réductif complexe G comme les groupes de cohomologie de faisceaux d'un 
espace G-homogène. Plus spécifiquement, nous chercherons à calculer la cohomologie 
Hi(G/ B, 2), où B est un sous-groupe de Borel de G et 2 est le faisceau des sections 
d'un certain fibré en droite au-dessus de G / B construit à partir d'une représentation de 
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B sur CC. Nous verrons que dans ce cas, il existe au plus un groupe de cohomologie non 
nul et qu'il correspond alors à une représentation irréductible de G. 
Ce théorème est un premier exemple où on peut utiliser les méthodes de géométrie 
algébrique dans la théorie de la représentation des groupes algébriques. Mais c'est loin 
d'être le seul. 
Énonçons exactement le théorème de Borel-Weil-Bott. 
Théorème 0.0.1 (Borel-Weil-Bott). Soit G un groupe algébrique réductif, Bun sous-
groupe de Borel et T un tore maximal dans B. Considérons À un caractère de T. Si 
À est singulier, alors tous les groupes de cohomologie Hj(G/B,2(CC~)) sont nuls. Si 
À est régulier, il existe un unique groupe de cohomoiogie qui est non nul. Le degré 
de ce groupe consiste en la longueur de l'unique élément W du groupe de Weyl tel que 
w(À+p)-p est dominant. Nous noterons ce degré i(À). Dans ce cas, HÎ(A)(G/ B, 2(CC~)) 
est une représentation irréductible de G qui est isomorphe à lJÜ(G/B,2(CC:(A+p)_P))' 
De plus, toutes les représentations irréductibles de G peuvent être obtenues de cette 
. façon. 
Plusieurs preuves de ce théorème existent. Celle de Bott se trouve dans [Bott]. M. 
Demazure, dans ses articles [Dl] et [D2], en proposent deux. Pourtant, il n'existe pas 
de preuves élémentaires de ce théorème dans les ouvrages classiques sur les groupes 
algébriques, par exemple [BI] et [Hu2]. Nous souhaitons ici pallier à ce manque en 
proposant une démonstration complète qui pourrait s'inscrire en annexe de ces livres. 
La preuve du théorème de Borel-Weil-Bott présentée dans ce mémoire se distingue 
des précédentes par sa relative simplicité. L'étape d'induction abordée dans le chapitre 
5 est empruntée à la preuve de Demazure dans [D2], mais il n'en demeure pas moins 
que les outils uti1is~s ici sont beaucoup plus élémentaires. La preuve de Borel-Weil 
se basait sur un théorème d'annulation de Kodaira et celle de BoU, [Bott], traduit le 
problème en termes de cohomologie relative d'algèbres de Lie. L'approche ici est plus 
directe. Nous avons aussi pris le temps de justifier le fait que le fibré G xB Vest bien un 
fibré vectoriel algébrique sur G / B. Bien que ce résultat soit largement utilisé, il semble 
difficile de trouver une justification de ce fait dans la littéràture. 
Nous avons décidé de traiter le théorème de Borel-Weil-,Bott en travaillant avec 
des variétés algébriques complexes munies de la topologie de Zariski et avec des fibrés 
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algébriques. Nous aurions aussi pu travailler avec des variétés complexes munies de la 
topologie usuelle et des fibrés holomorphes. Le théorème GAGA de Serre [S2] nous 
assure que les résultats obtenus dans chacun des cas sont les mêmes. 
Dans le chapitre 1, nous ferons une preuve partielle du théorème de Borel-Weil-
Bott dans le cas où G = S L(2, C) et B = B(2, C), le sous-groupe de S L(2, C) constitué 
des matrices triangulaires supérieures. Dans cette situation, l'espace G / Bs' identifie 
à la sphère de Riemann Cpl . Nous discuterons de ce qu'est un caractère dominant, 
. un caractère régulier et un caractère singulier dans ce cas. Nous traiterons aussi en 
paral1èle le cas où le groupe G = PS L(2, C) et B = B'(2, C), le sous-groupe de Borel 
de PS L(2, C) qui correspond à l'image de B(2, C) dans PS L(2, C). Ces deux groupes 
sont particulièrement importants puisqu'ils sont les deux seuls groupes algébriques 
semi-simples de rang 1 et leur cohomologie de faisceaux jouent un rôle crucial dans la 
preuve générale du théorème de Borel-Weil-Bott. 
Les chapitres 2 et 3 contiennent des préliminaires qui sont nécessaires à la com-
préhension de l'énoncé du théorèmes de Borel-Weil-BoU et de sa preuves. Dans le 
chapitre 2, nous généraliserons la terminologie introduite au chapitre 1. Nous y discu-
terons de groupes algébriques et plus spécifiquement de groupes algébriques réductifs. 
Nous définirons les caractères d'un groupe et ses racines. Nous verrons comment le 
groupe de Weyl de G se décompose en terme de réflexions simples. 
Dans le chapitre 3, nous construirons le faisceau 2(CD sur G/ B à partir d'un 
caractère A d'un sous-groupe de Borel B de G. Nous discuterons de la cohomologie de 
faisceaux, de la cohomologie de Cech et de ce qui les relie. Nous introduirons aussi la 
suite spectrale de Leray. 
La preuve générale du théorème de Borel-Weil-Bott se trouve dans les chapitres 
4 et 5. Le chapitre 4 est consacré à l'étude de la cohomologie de degré O. Pour ce 
faire, on s'inspirera des articles de Borel [B2] et [B3]. Il faudra cependant faire une 
généralisation aux groupes réductifs puisque ces deux articles ne s'intéressent qu'à des 
groupes semi-simples. Le chapitre 5 permettra de calculer tous les autres degrés de 
cohomologie en terme de la cohomologie de degréO. Pour cela, nous devrons utili-
ser une conséquence simple de la suite spectrale de Leray. C'est à cet endroit que la 
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connaissance de la cohomologie de faisceaux sur ccpt calculée dans le chapitre 1 sera 
nécessaire. 
Le chapitre 6 sera consacré à certàines applications du théorème de Borel-Weil-
Bott. Dans un premier temps, nous montrerons comment il est possible de calculer 
pour un sous-groupe parabolique P de G la cohomologie de G 1 P par rapport à certains 
faisceaux G-équivariants particuliers. Encore une fois, nous devrons utiliser la suite 
spectrale de Leray. Finalement, nous traiterons plus spécifiquement du cas de GL(n, CC). 
Tout au long de ce mémoire, nous supposerons connu les résultats de base sur les 
variétés algébriques, sur la cohomologie de faisceaux et sur les suites spectrales. Nous 
énoncerons cependant en temps et lieux les résultats qui s'y rapportent et qui nous sont 
nécessaires. Le lecteur pour qui ces sujets ne sont pas familiers peut consulter [H] et 
[MeC]. Nous rappelerons les résultats nécessaires de la théorie des groupes algebriques 
dans le chapitre 2. Le lecteur peut aussi consulter [BI] ou [Hu2]. 
Chapitre 1 
COHOMOLOGIE DE FAISCEAUX DE Cpl 
Dans ce chapitre, nous allons montrer le théoreme de Borel-Weil-Bott lorsque le 
groupe considéré est S L(2, C), le groupe des matrices 2 x 2 inversibles de déterminant 
l, et le sous-groupe de Borel est B(2, C), le sous-groupe des matrices triangulaires 
supérieures. 
Dans la section 1.1, nous étudierons la structure des groupes S L(2, C) et PS L(2, C) = 
S L(2, C)/{+Id, -Id}. Plusieurs des définitions introduites seront étendues dans le cha-
pitre 2 à des groupes algébriques généraux. Nous discuterons, dans la section 1.2, de 
l'isomorphisme entre S L(2, C)/ B(2, C) et Cpl . Dans la section 1.3, nous construirons 
des fibrés en droite sur cet espace, ce qui nous permettra de définir le faisceau 2(C~). 
La section lA sera consacrée au calcul de la cohomologie Hi(S L(2, C)/ B(2, C), 2(C:)) 
et voir en quoi elle vérifie le théorème de Borel-Weil-Bott. Finalement, nous utilise-
rons la cohomologie Hi(S L(2, C)/B(2, C), 2(C:)) pour pouvoir calculer le groupe de 
cohomologie Hi(PS L(2, C)/ B'(2, C), 2(C~)). Cela sera fait dans la section 1.5. 
Tous ces calculs seront essentiels dans le chapitre 5. Ils apparaîtront quand nous 
utiliserons la suite spectrale de Leray à la section 5.3. 
1.1. S L(2, C) ET PS L(2, C) 
Nous voulons étudier la structure de S L(2, C) et de PS L(2, C). Ce sont deux groupes 
qui ont aussi une structure de variété algébrique affine. On appellera de tels groupes 
des groupes algébriques. Nous définirons de façon exacte les groupes algébriques dans 
le chapitre 2, où nous décrirons aussi certaines de leurs propriétés. Commençons en 
étudiant la structure de variété affine de ces deux groupes. 
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Le cas de S L(2, C) est relativement simple. Ce groupe se trouve à être les zéros 
dans GL(2, C), le groupe des matrices inversibles 2 x 2, du polynôme det - 1. Nous 
obtenons donc immédiatement sa structure de variété affine. Pour ce qui est du groupe 
PS L(2, C), cela demande un peu plus de travail. 
On sait que S L(2, C) agit sur C2 par multiplication matricielle. Prenons {el, e2} la 
base canonique sur Ci. Cela nous donne une base {eî,ele2,eâ} de S2C2, les compo-
santes homogènes de degré 2 de l'algèbre symétrique de C2 . Le groupe S L(2, C) agit 
sur cet espace vectoriel via son action sur C2• Cela nous permet de construire une 
représentation 
p: S L(2, C) -? GL(3, C) 
[: :) H [~c ad:bC ~ 1. 
c2 cd d2 
On remarque que le noyau de cette représentation est {Id, -Id}. Ainsi, cet homo-
morphisme se factorise par PS L(2, C). On obtient donc une injection de PS L(2, C) . 
dans S L(3, C). Or, si H et G sont des groupes algébriques et si p : H -? G est un 
homomorphisme de groupes alébriques, alors p(H) est un sous-groupe fermé de H, 
[Hu2], Proposition 7.4B. On peut donc voir PS L(2, C) comme un sous-groupe fermé 
de S L(3, C). Ce qui nous assure que PS L(2, C) est bien une variété algébrique affine. 
Puisque le groupe PS L(2, C) est un groupe quotient de S L(2, C), il existe un mor-
phisme surjectif v : S L(2, C) -? PS L(2, C). Notons T(2, C) l'ensemble des matrices 
diagonales de S L(2, C). Nous appelerons ce sous-groupe un tore maximal de S L(2, C). 
L'image de ce sous-groupe par le morphisme vest: 
Cela correspond à l'ensemble des matrices diagonales de S L(3, C) qui sont aussi dans 
PS L(2, C). Nous appelerons ce sous-groupe un tore maximal de PS L(2, C) 
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Afin d'alléger le texte, nous noterons mt la matrice diagonale de S L(2, C) définie 
comme 
et nous noterons J1r la matrice diagonale de PS L(2, C) définie comme 
r 0 
J1r = o 1 
o 0 
Nous conserverons ces notations tout au long du chapitre. 
Étudions comment une matrice de T(2, C) agit par conjugaison sur un élément de 
U(2, C), le sous-groupe des S L(2, C) composé des matrices triangulaires supérieures 
dont les seules valeurs propres sont 1. Notons E(u) la matrice de U(2, C) telle que 
E(U)12 = u. On observe que 
mtE(u)m;l = = = E(ru). [ t 0 1 [1 u 1 [t-I 0 1 [1 t2 u 1 o t- I 0 lOt 0 1 
Nous appeIerons l'application Œ2 : T(2, C) ~ C définie par Œ2(mt ) = t2 une racine de 
S L(2, C). Elle est la racine positive de S L(2, C). On remarque que 
Nous reviendrons sur ce type d'égalité dans le chapitre 2. 
De façon similaire, T(2, C) agit par conjugaison sur un élément de U-(2, C), le 
sous-groupe des matrices triangulaires inférieures dont les seules valeurs propres sont 
1. Notons E-(u) la matrice de U-(2, C) telle que E-(uht = u. On observe que 
En définissant Œ-2 : T(2, C) ~ C par Œ-2(m t ) = t-2, on remarque que 
Cette application sera aussi une racine de S L(2, C). Elle est la racine négative de 
S L(2, C). 
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L'analogue de U(2, C) dans PS L(2, C) est 
~ ~ ~:]I u E C . 
o 0 1 , 
v(U(2, C)) = 
Encore une fois, l'ensemble des matrices diagonales de PS L(2, C) agit par conjugaison 
sur ce sous-groupe. Notons 
On obt,ient alors l'action 
r~' ~ ~] = 
o 0 r 
o 1 2u 
o 0 1 
1 ru (rU)2] 
o 1 2ru . 
o 0 1 
En définissant l'application al (Pr) = r, on remarque que 
L'application al est une racine de PS L(2, C), qui sera sa racine positive. Similairement, 
le caractère a-l défini par a-1 (Pr) = r- l vérifie aussi le même type d'égalité sur le sous-
groupe v(U-(2, C)). C'est la racine négative dePS L(2, C). 
Nous voulons maintenant étudier comment u~e réflexion peut nous permettre de 
passer de la racine positive à la racine négative de ces groupes. Des calculs matriciels 
élémentaires nous assurent que la matrice 
permet de vérifier l'égalité: 
On obtient alors que 
L'image de la matrice s par l'homomorphisme v est la matrice 
Cette matrice vérifie l'égalité: 
et donc, 
s' = 
o 0 
o -1 
1 0 
1-1 1 
S J1,S = J1,-I, 
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Nous reviendrons sur les racines de S L(2, C) et de PS L(2, C) dans les sections 1.4 
et 1.5 respectivement. 
Finissons l'étude générale des groupes S L(2, C) et PS L(2, C) en donnant quelques 
résultats sur leurs représentations. Ces résultats proviennent du chapitre 4 de [Hall]. 
Nous avons déjà mentionné au début de la section que S L(2, C) agit n~turellement 
sur C2 par multiplication matricielle. En fait, toutes les représentations irréductibles 
de S L(2, C) proviennent d'une certaine manière de cette représentation. Le théorème 
suivant illustre cela. 
Théorème 1.1.1. Toute représentation algébrique irréductible de S L(2, C) est de la 
forme sn C2, où sn C2 consiste en les composantes homogènes de degré n de l'algèbre 
symétrique de C2. 
De ce théorème, on peut déduire que deux représentations irréductibles de S L(2, C) 
de même dimension sont nécessairement isomorphes. Toujours en se basant sur ce ré-
sultat, il est aussi possible de montrer que les représentations irréductibles de PS L(2, C) 
sont de la forme S 2n C2 • 
Soit p : S L(2, C) ~ GL(V), une représentation rationnelle. On peut restreindre 
cette représentation à T(2, C). Par définition d'une représentation rationnelle, si C v est 
un sous-espace stable sous l'action de T(2, C), alors p(mt)(v) = ~v pour un certain 
nEZ, Puisque T(2, C) est un sous-groupe diagonal de S L(2, C), p(T(2, C)) sera un 
sous-groupe diagonal de GL(V). On peut donc décomposer l'espace vectoriel V en 
sous-espace stable sous l'action de T(2, C), c'est-à-dire en définissant 
Vn = {v E V 1 p(mt)(v) = fv}, 
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on obtient la décomposition 
Puisque V est de dimension finie, seul un nombre fini de sous-espaces Vn sont non nuls. 
Le n le plus grand pour lequel Vn est non nul est appelé le plus haut poids de V. Ceci 
détermine complètement une représentation irréductible de S L(2, C). 
De façon plus générale, l'action de T(2, C) sur V détermine complètement la repré-
sentation. En effet, puique les représentations de S L(2, C) sont complètement réduc-
tibles, [Hall] Corollary 6.9, et que les représentations irréductibles sont déterminées 
par leur plus haut poids qui ne dépend que de l'action de T(2, C), on conclut que 
la connaissance de l'action de T(2, C) sur V nous suffit pour comprendre l'action de 
S L(2, C) sur V. 
1.2. S L(2, C)/ B(2, C) COMME VARIÉTÉ PROJECTIVE 
Dans cette section nous montrerons que S L(2, C)j B(2, C) est isomorphe à cpt. 
Dans le chapitre 2, nous discuterons du fait que si G est un groupe algébrique et B est 
un sous-groupe de Borel de G, alors GjB est une variété projective. Nous illustrons ici 
un cas particulier de ce résultat. 
On construit un morphisme de variétés cp : S L(2, C) -7 CP! : 
~[[: :)) = [a : cl. 
Puisque a et c ne peuvent pas être simultanément nuls, l'image de ce morphisme est 
bien dans CP! . On remarque que si g E S L(2, C) et si b E B(2, C), alors cp(gb) = cp(g). 
Ainsi le morphisme se factorise par B(2, C). De plus, cette application est surjective. 
En effet, soit [a : c] un élément de cpt, Si a '* 0, alors 
~((: a~' )) = [a : cl 
Si c '* 0, 
~ [[: 0 )) = [a : cl 
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Puisque pour [a : e] E Cpl, a et e ne peuvent pas être simultanément nuls, l'ap-
plication est bien surjective. Cela nous permet d'obtenir un morphisme bijectif entre 
S L(2, C) 1 B(2, C) et Cpl. 
Il existe deux ouverts de Cpl qui sont isomorphes à C. Nous noterons 
Uo = {[a: e] 1 a "* O} 
et 
U I = {[a : e] 1 é "* O}. 
La préimage de ces deux ouverts dans S L(2, C) correspond à deux ouverts de 
S L(2, C) que nous noterons n et sn pour des raisons qui nous paraîtront évidentes 
plus tard. On obtient que 
et 
Il existe une décomposition intéressante des matrices de n et de sn en termes de 
matrices de B(2, Cl et de U-(2, Cl. Plus précisément, si g = [: : 1 est dans n, on 
peut la décomposer uniquement comme 
[ 
1 
g-
ela 
Similairement, si g est dans sn, on obtient une décomposition unique 
[ 0 1 1 [ 1 0 1 [-e -d 1 g = -1 0 -ale 1 0 -e- I . 
L'unicité de ces deux décompositions se montrent par des calculs directs que nous 
omettrons ici. 
Nous noterons Uo et U I respectivement l'image de ces deux ouverts dans l'espace 
S L(2, C)I B(2, C) puisqu'on peut les identifier avec ces ouverts de Cpl. En notant g := 
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g B(2, C), la classe de g dans S L(2, C) 1 B(2, C), on obtient un isomorphisme V 0 ~ C à 
travers l'application 
Similairement, on peut construire un isomorphisme entre VI et C avec l'application 
[ab 1 [0 1 1 [ 1 0 1 [-c -d 1 a c d = -1 0 -ale 1 0 -c-1 H~. 
Ces applications sont bien définies puisque les décompositions en termes de matrices 
des sous-groupes V-(2, C) et B(2, C) sont uniques. 
On remarque que S L(2, C) 1 B(2, C) consiste bien en deux ouverts isomorphes à C 
qui sont recollés sur CX en suivant l'application Z H ? 
- Il existe une action de S L(2, C) sur S L(2, C)I B(2, C). Un élément g E S L(2, C) agit 
sur h = hB par multiplication à gauche: 
g. hB = ghB. 
Il est important de remarquer que les ouverts Vo et VI ne sont pas stables sous l'action 
de S L(2, C). Ils le sont cependant sous l'acion de T(2, C). 
1.3. DÉFINITION DU FAISCEAU 2(Cn ) 
Nous voulons construire un fibré vectoriel de rang un, ce que nous appelons aussi 
fibré en droite, au dessus-de S L(2, C)I B(2, C) à partir d'une représentation de rang 
un de B(2, C). Les sections de ce fibré, nous permettrons de définir un faisceau. Nous 
serons ensuite intéressés à calculer la cohomologie de S L(2, C)I B(2, C) par rapport à 
ce faisceau. Le calcul de la cohomologie sera fait dans la section 1.4. 
On définit une application,.ln : T(2, C) ~ CX par ,.ln(mt ) = (1. Une telle application 
est appelé un caractère de T(2,C). Si ,.ln est un caractère de T(2, C), alors la réflexion 
s agit sur ,.ln de la façon suivante: 
On remarque qu'alors s,.ln = ,.l-n. Nous avions déjà fait une telle remarque dans la 
section 1.1 pour les racines Œ2 et Œ-2 qui sont en fait les caractères ,.l2 et ,.l-2. Nous 
14 
conserverons toutefois la nototation œ2 et œ-2 pour les racines de S L(2, C) afin de 
s'harmoniser avec les notations qui apparaîtront plus tard dans le mémoire. 
On peut définir la somme de deux caractères Àn+Àm = Àn+m. Cela fait de l'ensemble 
des caractères de T(2, C) un groupe commutatif. 
On peut étendre l'application ,ln à B(2, C) par 
Cette application est un homomorphisme de groupes algébriques et elle consiste en 
une représentation de B(2, C) sur C. 
Nous dirons qu'un caractère ,ln de T(2, C) est dominant si n ~ O. On remarque que 
si le caractère ,ln n'est pas dominant, alors le caractère sÀn est dominant. 
Construisons maintenant un fibré en droite sur S L(2, C)/ B(2, C) à partir d'un ca-
ractère de B(2, C). Considérons l'espace S L(2, C) x Co On définit une relation d'équi-
valence -n : 
(gb, v) -n (g, Àn(b)v). 
Cela nous permet de définir un fibré en droite au-dessus de S L(2, C) / B(2, C) : 
S L(2, C) X B(2,C) Cn = S L(2, C) x C / -n . 
Nous noterons [g, v] la classe de (g, v) dans S L(2, C) X B(2,C) Cn. 
Nous devons aussi définir une projection 
n : S L(2, C) X B(2,C) Cn ---t S L(2, C)/ B(2, C). 
Cela se fait de façon naturelle ": 
n([g, v]) = g. 
Il est,clair que cette application ne dépend pas du choix du représentant de [g, v]. 
Avant d'aller plus loin, nous voulons définir une action de S L(2, C) sur le fibré 
S L(2, C) X B(2,C) Cn. Soit g E S L(2, C) et [k, v] E S L(2, C) X B(2,C) Cn. On définit 
g[k, v] := [gk, v]. 
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Cette action ne dépend pas du choix de représentant de [k, v]. On remarque entre autre 
que pour [k, v] E S L(2, C) X B(2,C) Cn, 
n(g[k, v]) = gn([k, v]), Vg E S L(2, C). 
Afin de vérifier que S L(2, C)XB(2,C)Cn est bien un fibré en droite sur S L(2, C)j B(2, C), 
nous allons montrer qu'il se trivialise au-dessus des ouverts Vo et VI. Soit [g, v] E Vo. 
Alors g = ub avec u E V-(2, C) et b E B(2, C). Ainsi, [g, v] = [ub, v] = [u, tln(b)v]. 
Cette dernière expression est unique. Cela nous permet de définir une application 
<PUa: n-I(Vo) ~ Vo xC 
[g, v] H (8, tln(b)v). 
Plus précisément, si g = [: :). on peut réécrire l'application 'Pu. en identifiant 
n-I(Vo) à C x C comme: 
[g, v] 
Il est aisé de vérifier que cette application est bien définie. De plus, l'application !/Iua 
consiste en une bijection entre n-I(Vo) et C x C-
On va construire de façon similaire la trivialisation au-dessus de VI : 
<PUt: n-1(V I ) ~ VI xC 
[g,v] H (8,tln(-b)v) 
où g se décompose comme g = sub avec u E V-(2, C) et b E B(2, C). Plus précisé-
ment, si g = [: :). on peu t réécrire l'application Q\ u, en identifiant" -1 (U 1) et C x ( 
comme: 
[g, v] 
Encore une fois, on peut montrer que !/IUt est une bijection entre n-1(V1) et C xC. Le 
lecteur qui veut plus de détails, peut aller voir la preuve de la proposition 3.1.1 dans 
laquelle on traite un cas plus général. 
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Nous avons défini une action de S L(2, C) sur le fibré S L(2, C)XB(2,C)Cn • Cependant, 
les deux ouverts 1[-1 (Uo) et 1[-l(Ud ne sont pas stables sous l'action de S L(2, C). Ils le 
sont toutefois sous l'action de T(2, C). Étudions plus en détails cette action. 
Soit g = [: :) E Uo et v E C. Alors, 
!/Iu,(m,[g, v]) = !/Iu,([m,g, v]) = !/lu, [[ [ t~~ c t~~d) , v]) = [,-' ~, ('a"v l 
Ainsi, si on définit une action de T(2, C) sur C x C par 
on obtient que 
De même, si g = [: :) E UJ, alors 
!/lu, (m,[g, v]) = !/lu, [l[ tt~c tt~d)' v]) = [t2~, tY"vl 
En définissant l'action mt(u, T]) := (t2u, t-nT]), on obtient alors que 
2 a -n n e n I/tUt(mt[g, v]) = (t -, t e v) = mt( -, e v) = mtCl/tuJ[g, v])). 
e a 
Nous voulons maintenant étudier les changements de cartes de S L(2, C) X B(2,C) Cn. 
[ab) Soit [g, v] E 1[-l(UO nUI). Entre autre, g E n n sn. En posant g =. e d ,nous 
obtenons les deux décompositions simultanées de g comme 
et 
[ 0 1 J [ 1 0 J [ -e g = :-1 0 -ale 1 0 -d J. -e- I 
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Nous avons alors que l,lIuo([g, vD = (~,anv) et que I,lIUI([g, vD = (~,~v). En identifiant 
Uo n UI à Cx, nous aurons alors que 
<Pu! 0 <Pu~: Cx x C ~ Cx x C 
(z,v) H (z-l,znv). 
Nous voulons maintenant définir le faisceau des sections du fibré S L(2, C)XB(2,C)Cn , 
faisceau que nous noterons 2(Cn). Soit W un ouvert de S L(2, C)/ B(2, C). Notons 
K : S L(2, C) ~ S L(2, C) / B(2, C), la projection de S L(2, C) sur la variété projective 
S L(2, C)/ B(2, C). Alors, W' K-1(W) est un ouvert de S L(2, C) dont la projection 
sur S L(2, C) est W. Une section de 2(Cn)(W) est un morphisme de variété (J" : W ~ 
S L(2, C)XB(2,C)Cn telle que 1fO(J" est l'identité sur W. Soit gB(2, C) E W. On peut écrire 
une section (J" sous la forme 
(J"(gB(2, C)) = [g, &(g)] 
où & peut être vue comme une fonction de W' dans C. La fonction & doit vérifier 
certaines conditions afin de nous assurer que la section (J" soit bien définie. 
Soit b E B(2, C). Puisque gbB(2, C) = gB(2, C), on doit avoir 
. [g, &(g)] = (J"(gB(2, C)) = (J"(gbB(2, C)) [gb, &(gb)] [g, AnCb)&(gb)]. 
On peut donc voir & comme une fonction de W' dans C qui vérifie 
Ainsi, 
Pour plus de commodité, nous allons travailler avec la représentation duale. Nous 
allons noter 2(C:) le faisceau des sections du fibré S L(2, C) XB(2,C) C:. Dans ce fibré, 
on identifie [gb, v] et [g, AnCb-1)v]. De sorte que 
2(C~)(W) ~ {(J" E C[W'] : (J"(gb) = AnCb)(J"(g) Vb E B(2, cn. 
Étudions 2(C~)(Uo) et 2(C~)(UI). Soit g une matrice de n. Nous savons que g se 
décompose comme produit unique 
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Soit cr E 2(C~)(Uo). Alors, 
Ainsi, une section cr est complètement déterminée par sa valeur sur U- (2, C). On peut 
donc identifier 2(C~)(Uo) et C[z] comme espace vectoriel. Le même raisonnement sur 
UI nous permet d'identifier les espaces vectoriels 2(C~)(Ul) et C[Z-l]. 
On peut définir une action de S L(2, C) sur les sections globales de 2(C~). Soit 
cr E 2(C~)(S L(2, C)j B(2, C)). Pour g et hE S L(2, C), on définit 
gcr(h) := à"(g-l h). 
Cette action permet de faire de la cohomologie de S L(2, C)j B(2, C) par rapport au 
faisceau 2(C~) un S L(2, C)-module. 
Les ouverts Uo et UI n'étant pas stables sous l'action de S L(2, C), nous ne pou-
vons transporter cette action sur 2(C~)(Uo) et 2(C~)(Ul). Ils sont cependant stables 
sous l'action de T(2, C). Nous pouvons donc faire de 2(C~)(Uo) et de 2(C~)(Ud des 
T(2, C)-modules. 
[ 
1 0 1 ( Soit g = . E Uo et cr E 2(C~)(Uo). Nous avons défini mtcr(g) = cr(m~l g), 
c'est-à-dire 
cl·
m,~(g) = ~[[ t~l ~][: ~ 11 = ~[[ t:~ ~ 11 
= ~[[;c ~ W~l ~ 11 = t-"~[[;c ~ 11 
En reprenant notre isomorphisme d'espace vectoriel2(C~)(Uo) ~ C[z] et en défi-
nissant une action de T(2, C) sur C[z]u par 
nous obtenons un isomorphisme de T(2, C)-module entre 2(C~)(Uo) et C[z]u. De 
façon similaire, on obtient un isomorphisme de T(2, C)-module entre 2(C~)(Ud et 
C[Z-l]V en définissant une action de T(2, C) sur C[Z-l]V par 
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Nous avons maintenant tous les outils en main pour calculer la cohomologie de 
S L(2, C)j B(2, C) à valeur dans le faisceau 2'(C~). 
Remarque 1.3.1. Sur une surface de Riemann X compacte, on définit le groupe de 
Picard de X, noté Pic(X), comme le groupe des diviseurs sur X modulo les diviseurs 
principaux. Un résultat important fait un pont entre ce groupe et l'ensemble des fibrés 
en droite holomorphes sur X à isomorphisme près. Chaque fibré en droite peut être 
construit à partir d'un diviseur et réciproquement, tout diviseur peut être obtenu d'un 
fibré en droite, [M] chapitre 11. 
Dans le cas de CP', on sait que le groupe de Picard est Z. Or, pour chaque entier n, 
nous venons de construire un fibré en droite. Nous avons donc construit tous les fibrés 
en droite sur CP' . Du même coup,· nous venons de montrer que tous les fibrés en droite 
sur CP' sont munis d'une action de S L(2, C). Ce sont des fibrés S L(2, C)-équivariants. 
1.4. CALCUL DE Hi(S L(2, C)j B(2, C), 2(C~)) 
Notons %' le recouvrement de SL(2, C)jB(2, C) constitué des ouverts Uo et Ut. 
Chacun des deux ouverts est une copie de C et ils sont recollés sur Uo n U, :::: CX via 
le morphisme z H !. Comme nous avons vu dans la section 1.3, nous savons que le 
. z 
fibré en droite S L(2, C) X B(2,C) C~ est trivial sur les deux ouverts Uo et Ut. De plus, en 
identifiant uo n U, à CX, nous savons que le changement de trivialisation se fait via le 
morphisme 
1/1, ol/lr/: CX x C ~ Cx x C 
(z, v) H (~,z-nv). 
Nous avons déjà remarqué que 2'(Cn)(UO) :::: C[z]u comme T(2, C)-module. Si-
milairement, nous avons vu que 2'(C~)(U,) :::: C[w]v, avec w = z-, sur Uo nu,. 
Nous savons aussi que Uo n U, :::: CX. On obtient alors que 2'(C~)(Uo nUI) est tout 
simplement isomorphe à C[z, z-'] = C[z, ~ ]u. Nous pouvons définir un complexe 
d 1 o ~ C[z]u E9 C[Z-I]V ~ C[z, -]u ~ O. 
z 
Nous voulons définir une différentielle sur ce complexe de telle sorte que son noyau 
corresponde aux sections globales de 2'(C~). Soit ô-o : Uo :::: C ~ I/Iuo(rr-'(Uo)) 
définie parô-o(Z) = (z,lTo(z)) et soit ô-, : U, :::: C ~ 1/1 Ut (rr-' (U,)) définie par ô-,(w) = 
(w, lT, (w)). Alors, la paire lTo, lT, induit une section globale si et seulement si l'image 
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de Ô"o et de Ô"1 se recolle correctement via l'application !{lUI 0 !{Iu~' Ceci est le cas, si 
. et seulement si (/1 (Z-l) = (/o(z)z'I. N'oublions pas que nous travaillons avec le fibré 
S L(2, C) X B(2,1C) C: et non pas avec le fibré S L(2, C) X B(2,1C) Cn. 
Nous devons donc définir 
,d(p(z)u, q(Z-l)V) = (p(z) - ~q(Z-l))u. 
Cela fait de ce complexe, le complexe de Cech. Nous donnerons plus de détails 
sur la cohomologie de Cech dans le chapitre 3. Puisque Cpl est une variété projec-
tive, que le faisceau 2'(Cn ) est défini algébriquement et que les ouverts Uo et U1 sont 
isomorphes à C, la cohomologie de Cech par rapport au recouvrement %', que nous no-
tons ti(%' , 2'(C:)), coïncide avec la cohomologie de faisceaux H i(%, , 2'(C:)). Entre 
autre, puisque le complexe n'a des termes que de degré 0 et de degré 1, on sait que la 
cohomologie de faisceaux H i(%, , 2'(C:)) est nulle pour tout i ;;::: 2. 
Étudions tout d'abord le noyau de ce morphisme, qui comme nous l'avons dit, 
correpond aux sections globales de 2'(C:). Le couple (p(z)u, q(Z-l )v) est dans le noyau 
de d s'il vérifie l'égalité p(z) = z'lq(Z-l). Cela est possible seulement si n ;;::: 0 et si q 
est un polynome de degré au plus n. De plus, pour tout polynôme q de degré au plus 
n cette égalité est vérifiée pour un unique polynôme p(z). Ainsi ker d est isomorphe à 
l'ensemble des polynômes en une variable de degré inférieur ou égal à n. Notons cet 
espace Vn • C'est un espace vectoriel de dimension n + 1 qui correspond aux sections 
globales de 2'(C:). Une base de cet espace est 
L'action de T(2, C) sur un vecteur ZiU de la base se fait par mtziu t2i-nziu . Les éléments 
de la base sont donc des vecteurs propres pour l'action de T(2, C). La valeur propre 
pour le vecteur ZiU est A(mt ) = t2i- n• Si n < 0, le noyau est tout simplement trivial. 
Pour pouvoir calculer tJlcs L(2, C)/ B(2, C), 2'(C~)), nous devons calculer l'image 
de d. En fait, la cohomologie de degré 1 que est exactement le quotient de C[z, Z-l] par 
l'image de d. L'image de d correspond à l'ensemble des polynômes fez) dans C[z, Z-l] 
tels que fez) = p(z) - znq(z-I) pour deux polynômes p et q. Si n ;;::: -1, on voit que 
tout polynôme de C[Z,Z-l] peut s'écrire de cette façon. En effet, soit f 
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polynôme dans C[Z,Z-l]. En posant p(z) = I,;=Oaizi et q(z) = I,~l a_iZn+i, on obtient 
que d(pu, qv) fu. La condition n ~ 1 est nécessaire afin de s'assurer que q E C[z]. 
Si n < -1, Im(d) = {I,;=-m aiziu 1 ai = 0 Vi E {n + 1, n + 2, ... , l}}. Ainsi, 
fIl(SL(2,C)/B(2,C),2(C~» = C[z,z-l]/Im(d) ~ {I,;~~laiz-iu 1 ai E Cl. Notons Wlnl 
cet espace. On remarque que ""'!nl est un espace vectoriel de dimension Inl- 1. Une base 
de cet espace est 
{ n+l ....n+2 -1 } Z U, "'" U, ... , Z u. 
L'action de T(2, C) sur un vecteur Z-iU de la base se fait par mtz-iu = tlnl-2iziu. Les 
éléments de la base sont donc des vecteurs propres pour l'action de T(2, C) et la valeur 
propre pour le vecteur ZiU est J(mt ) = tlnl-2i. 
Soit n> 1. Nous pouvons construire ,un isomorphisme de T(2, C)-module entre Wn 
et Vn-2. Au polynôme "L7:l ajz-iu, on associe le polynôme zn-l "L7:l aiz-iu qui est bien 
un polynôme de degré au plus n - 2. C'est clairement une application linéaire bijective. 
Il est facile de vérifier que l'action de T(2, C) est compatible avec ce morphisme et en 
fait un isomorphsime de T(2, C)-module. 
Comme nous l'avons mentionné dans la section 1.1, l'action du groupe S L(2, C) 
sur un espace vectoriel V est complètement déterminée par l'action d'un de ses tores 
maximaux, par exemple T(2, C). Nous savons que pour un entier n > 1, Vn- 2 et Wn 
sont des S L(2, C)-modules puisqu'ils correspondent à des groupes de cohomologie de 
S L(2, C)/ B(2, C). De plus, l'action de T(2, C) que nous avons défini est la restriction 
de l'action de S L(2, C). Ainsi, nous avons un isomorphisme de S L(2, C)-module entre 
ces deux espaces. 
Résumons maintenant nos résultats sur la cohomologie en appliquant l'isomor-
phisme entre la cohomologie de faisceaux et la cohomologie de Cech. Pour la cohom-
logie de degré 0, 
If>(S L(2, C)/ B(2, C), 2(C~» Vn, n ~ 0 
If>(S L(2, C)/ B(2, C), 2(C~» 0, n < O. 
Pour la cohomologie de degré 1, 
H1(S L(2, C)/ B(2, C), .z(C~» 0, n ~ 1 
H1(S L(2, C)/ B(2, C), 2(C~» Vlnl-2, n < -1. 
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Comme nous l'avions remarqué précédement, il est évident que pour tout i ~ 2, 
Hi(S L(2, C)j B(2, C), 2'(C~)) = O. 
Ainsi, pour chaque caractère Àn, il existe au plus un groupe de cohomologie qui est 
non nul. Si Àn est dominant, c'est-à-dire si n ~ 0, alors HO(S L(2, C)j B(2, C),2'(C~)) ~ 
Vn, qui est non nul. Si Àn n'est pas dominant, c'est-à-dire si n < 0, il Y a deux cas pos-
sibles. Si n < -1, alors HI(S L(2, C)j B(2, C), 2'(C~J) ~ V-n-2 qui est non nul. On 
remarque que sÀn(mt ) - Œ2(mt ) = t-n-2 et -n - 2 ~ 0, c'est-à-dire le caractère sÀn - Œ2 
est dominant. Ainsi, 
Si n = -1, tous les groupes de cohomologie sont nuls. On remarque que dans ce cas, 
le caractère sÀ-I - Œ2 = À-I qui n'est pas dominant. On dira que À_I est un caractère 
singulier de T(2, C). 
Remarque 1.4.1. Nous aurions aussi pu calculer directement la cohomologie de degré 
Ode S L(2, C)j B(2, C) et utilser la dualité de Serre pour obtenir l'isomorphisme entre 
HI(S L(2, C)j B(2, C), 2'(C~n)) et W(S L(2, C)j B(2, C), 2'(C~_2))' pour un n > O. 
La cohomologie W(S L(2, C)j B(2, C), 2'(C~)) se trouve à être les sections globales 
dufaisceau 2'(C~). Nous avons déjà mentionné que 
2'(C~)(S L(2, C)j B(2, C)) = {s E C[S L(2, C)] 1 s(gb) = À(b)s(g), Vb E B(2, C)}. 
On remarque que si n est strictement négatif, 
2'(C~)(S L(2, C)j B(2, C)) = O. 
Si n ~ 0, 2'(C~)(S L(2, C)j B(2, C)) se trouve à être l'ensembles des polynômes homo-
gènes de degré n en Xll et en X21 , où nous notons Xi) l'application de C[S L(2, C)] 
définie par Xi)(g) = gij. Ainsi, on obtient que 2'(C~)(S L(2, C)j B(2, C)) est un espace 
vectoriel de dimension n + 1. L'action de S L(2, C) sur cet espace découle de l'action 
de ce groupe sur C[S L(2, C)]. 
Le théorème de dualité de Serre nous dit que pour X une variété projective non 
singulière de dimension n, et 2' un faisceau de sections d'un fibré en droite, il existe 
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un pairing canonique 
où K est lefaiceau associé au fibré canonique sur X et.2v = Hom(Jx(.2, (jx). 
Nous savons que S L(2, C)/ B(2, C) ~ Cpl est une variété projective de dimension 
1. De plus, le fibré K se trouve à être isomorphe au fibré S L(2, C) X B(2,C) C~2' Cela 
nous donne un isomorphisme 
HI(S L(2, C)/ B(2, C), .2(C~)) ~ W(S L(2, C)/ B(2, C), .2(C~n_2))v. 
Puisque les S L(2, C)-modules irréductibles de même dimension sont isomorphes, on 
observe que si V est un S L(2, C)-module irréductible, alors V et VV sont isomorphes 
comme S L(2, C)-module. Cela nous permet d'obtenir l'isomorphisme de S L(2, C)-
module 
HI(S L(2, C)/ B(2, C), .2(C~)) ~ W(S L(2, C)/B(2, C), .2(C~n_2»' 
1.5. LE CAS DE PS L(2, C) 
Notons B'(2, C) le sous-groupe de Borel de PS L(2, C) qui correspond à l'image par 
le morphisme v de B(2, C) c S L(2, C) et notons T'(2, C) le tore maximal v(T(2, C». 
Nous allons utiliser ce que nous connaissons de la cohomologie de S L(2, C)/ B(2, C) 
pour calculér celle de PS L(2, C)/ B'(2, C) plutôt que de refaire tous les calculs. 
Un caractère de T'(2, C) est un homomorphisme de Àn = T'(2, C) dans CX de la 
forme Àn{Jlr) ,n. Comme dans le cas de S L(2, C), un caractère de T'(2, C) s'étend à 
un caractère sur B'(2, C). À partir d'un tel caractère, on peut définir le fibré en droite 
PS L(2, C) XB'(2,C) Cn et le faisceau .2(Cn). 
Soit À un caractère du tore de PS L(2, C) tel que À{Jlr) ,n. Considérons le mor-
phisme v : S L(2, C) ~ PS L(2, C) défini plus tôt. Nous utilisons ce morphisme de 
groupe algébrique pour en définir un de variété projective: 
v: S L(2, C)/ B(2, C) ~ PS L(2, C)/ B'(2, C) 
gB(2, C) H v(g)B'(2, C). 
Ce morphisme est bien défini puisque nous avons défini B' (2, C) comme étant v(B(2, C». 
Il consiste aussi en un isomorphisme entre S L(2, C) / B(2, C) et P S L(2, C) / B' (2, C) qui 
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sont aussi isomorphes à Cp l . Avec le caractère À., nous pouvons contruire le fibré en 
droite PS L(2, C) X B'(2,C) C~. On étudie le fibré en droite induit}i' PS L(2, C) X B'(2,C) C~ 
au dessus de la variété S L(2, C)/ B(2, C). Puisque }i est un isomorphisme, nous avons 
aussi un isomorphisme entre)/' PS L(2, C) X B'(2,C) C~ et PS L(2, C) X B'(2,C) C~. C'est cet 
isomorphisme qui nous permettra de calculer la cohomologie de PS L(2, C)/ B'(2, C) 
en fonction de celle de S L(2, C)/ B(2, C). 
Puisque S L(2, C) agit sur le fibré PS L(2, C) X B '(2,C) C~ à travers le morphisme v, 
on obtient aussi une action de ce groupe sur le fibré induit. Cela nous permet de dé-
duire que }i' PS L(2, C) X B'(2,C) C~ est un fibré en droite de type S L(2, C) X B(2,C) C: . 
pour un certain entier m. Pour trouver cet entier, il nous suffit d'étudier l'action de 
B(2, C) sur la droite au-dessus du point eB(2, C). Soit (e, [e, v]) un point au-dessus 
de eB(2, C) c S L(2, C) / B(2, C) et soit b E B(2, C). L'élément b agit sur (e, [e, v]) 
par bce, [e, v]) := (be, [v(b)e, v]) = ce, [ev(b), v]) = ce, [e, À.-I(v(b))v]). Or, si b. = 
[ tu J, alors À.-I(v(b)) = r 2n . Ce qui veut dire que le fibré}i' PS L(2, C)XB'(2,C)C~ est o rI 
exactement S L(2, C) X B(2,C) C;n' Nous pouvons résumer ce résultat avec le diagramme 
commutatif suivant: 
S L(2 C) X B(2,C) C' ~ PS L(2 C) X B'(2,C) C· 
, 2n , n l . l 
S L(2, C)/ B(2, C) ------;;..) PS L(2, C)/ B'(2, C) 
Les flèches horizontales de ce diagramme sont des isomorphismes. Nous aurons donc 
que Bi(S L(2, C)/ B(2, C), 2(C;n)) et Bi(PS L(2, C)/ B'(2, C), 2(C~)) sont isomorphes 
comme espaces vectoriels, mais aussi comme PS L(2, C)-modules. 
Nous obtenons alors pour la cohomologie de degré 0 : 
BO(PS L(2, C)/ B'(2, C), 2(C~)) = V2n , n ~ 0 
W(PS L(2, C)/ B'(2, C), 2(C~)) = 0, n < O. 
Pour la cohomologie de degré 1, 
BI(PS L(2, C)/ B'(2, C), 2(C~)) = 0, n ~ 0 
BI(PS L(2, C)/ B'(2, C), 2(C~)) = VI2nl-2, n < O. 
Les groupes de cohomologie de degré supérieur seront tous nuls. 
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Comme dans le cas de S L(2, C), nous avons montré que pour tout caractère Am il 
existe au plus un groupe de cohomologie Hi(PS L(2, C)/B'(2, C), $(C~)) non nul. Si 
An est dominant, c'est-à-dire si n ;::: 0, alors c'est le groupe de cohomologie de degré 0 
qui est non nu1. Si An n'est pas dominant, alors le premier groupe de cohomologie est 
non nul. On remarque qu'alors, 
On remarque qu'ici, il n'existe pas de caractère An non dominant, tel que s'An - al ne 
soit pas dominant. Ainsi, tous les caractères seront appelés réguliers. 
Chapitre 2 
, 
PRELIMINAIRES 
Pour comprendre au moins l'énoncé du théorème de Borel-Weil-Bott, il faut in-
troduire entre autre les groupes algébriques, les groupes réductifs, les sous-groupes de 
Borel, les tores, les caractères d'un tore, les racines d'un groupe algébrique, son groupe 
de Weyl. Ce chapitre se veut une introduction à toutes ces notions. 
Nous introduirons la notion de groupe algébrique dans la section 2.1. Nous y don-
nerons quelques résultats de bases. Dans la section 2.2, nous étudierons plus spécifique-
ment les groupes algébriques réductifs. Nous discuterons des caractères d'un groupe 
algébrique et plus précisément d'un tore et d'un sous-groupe de Borel dans la section 
2.3. Nous étudierons une sous-famille de caractère, les racines d'un groupe G dans la 
section 2.4. La section 2.5 nous permettra de mieux comprendre le groupe de Weyl 
d'un groupe G et l'impact de sa décomposition en termes de racines simples. Fina-
lement, le chapitre 2.6 nous permettra de faire un pont entre les représentations d'un 
groupe algébrique G et les caractères d'un tore maximal de G. L'ensemble des défini-
tions et des résultats de ces sections se trouve dans [Hu2], [BI] et pour un traitement 
plus élémentaire dans [Cl 
2.1. ÉLÉMENTS DE GÉOMÉTRIE ALGÉBRIQUE 
Nous travaillerons toujours avec des variétés algébriques ayant comme corps de 
base les complexes. Nous utiliserons la topologie de Zariski. Si X est une variété algé-
brique, on note C[X] son anneau de coordonnée et CCX) son corps de fractions. Si X 
est une variété affine irréductible et x est un point de X, tJ x correspond aux fonctions 
de CCX) régulières au point x, c'est-à-dire f E tJx s'il existe g et h, deux fonctions de 
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C[X], te!les que g(x) '* 0 et f f. Nous noterons pour un ouvert U de X, l'anneau des 
fonctions régulières sur U par (j'cU). 
Soit G une variété algébrique affine qui a aussi une structure de groupe. Nous di-
rons que G est un groupe algébrique affine si les deux applications J1 : G x G -7 G qui 
correspond à la multiplication dans le groupe et t : G -7 G où t(g) = g-l sont des mor-
phismes de variétés algébriques. Puisque nous travaillerons toujours avec des groupes 
algébriques dont les variétés sous-jacentes sont affines, nous utiliserons le terme de 
groupe algébrique pour groupe algébrique affiQe. 
Exemple 2.1.1. Le groupe des matrices inversibles n x n à coefficients dans C, noté 
GL(n, C), et le groupe des matrices de déterminant 1 de taille n x n à coefficients dans 
C, noté S L(n, C), sont des groupes algébriques sur le corps C. Dans le chapitre 1, 
nous avons montré que PS L(2, C) est un groupe algébrique. De façon plus générale, 
PS L(n, C) est aussi un groupe algébrique. 
Un homomorphisme de groupes algébriques est un homomorphisme de variétés 
algébriques qui est aussi un homomorphisme de groupe. Soit G et H deux groupes 
algébriques. Nous noterons Homgr(G, H) les homomorphismes de groupes algébriques 
entre G et H. Si X et Y sont des variétés algébriques, nous noterons Homvar(X, Y) les 
homomorphismes de variétés algébriques entre X et Y. 
Un premier résultat important nous apporte de l'information sur la structure des 
groupes algébriques. 
Théorème 2.1.1 ([Hu2] , Theorem 8.6). Soit G un groupe algébrique affine. Alors, 
il existe un entier positif n tel que G soit isomorphe comme groupe aLgébrique à un 
sous-groupefermé de GL(n, C). 
Ce théorème peut se révéler intéressant afin de faire certaine construction sur les 
groupes algébriques. On fait une preuve dans un cas matriciel, en exploitant les par-
ticularités des matrices et on obtient le résultat pour un groupe algébrique général en 
plongeant celui-ci dans un espace de matrices. Nous allons utiliser immédiatement 
ce type d'argument afin de définir la partie semi-simple et la partie unipotente d'un 
élément x dans un groupe algébrique G. Commençons par définir ces notions dans 
GL(n,C). 
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Définition 2.1.1. Soit x E GL(n, C). L'élément x est appelé semi-simple si x est dia-
gonalisable dans GL(n, C). On appelle x unipotent si ses seules valeurs propres sont 
1. 
En particulier, si x est unipotent et semi-simple, alors x = Id. 
À partir de la décomposition de Jordan dans GL(n, C), on obtient une décomposi-
tion multiplicative, illustrée dans la proposition suivante. 
Proposition 2.1.1 ([Hu2], Lemma 15.1B). Soit x E GL(n, C). Il existe un unique Xs 
semi-simple et un unique Xu unipotent dans GL(n, C) vérifiant x = XsXu = XuXs. 
Définition 2.1.2. On appelle Xs la partie semi-simple de x et Xu la partie unipotente de 
x. 
Nous voulons maintenant généraliser ces définitions à un groupe algébrique G. Par 
le théorème 2.1.1, il existe un homomorphisme injectif </J : G ~ GL(n,C) pour un 
certain entier n. Soit x E G. L'image de x par le morphisme </J se décompose comme 
un produit d'un élément semi-simple et d'un élément unipotent de GL(n, C). Il est 
possible de montrer que les éléments de cette décomposition sont aussi dans </J(G). On 
définit la partie semi-simple de x, encore noté xs , comme l'unique élément de G tel 
que </J(xs) = </J(x)s et la partie unipotente de x, noté Xu, comme J'unique élément de G 
tel que </J(xu) = </J(x)u. On dira que x est semi-simple si x = Xs et que x est unipotent si 
x = xu. Il est à noter que cette décomposition est indépendante du choix du plongement 
de G dans un espace de matrices. Le chapitre 15 de [Hu2l décrit cette décomposition 
des éléments d'un groupe algébrique en termes d'un élément unipotent et d'un élément 
semi-simple. 
On peut alors définir deux sous-ensembles de G : Gs = {x E G 1 x = xs} qui 
correspond à l'ensemble des éléments semi-simples de G et Gu = {x E G 1 x = xu} qui 
est l'ensemble des éléments unipotents de G. Il est possible de montrer que Gu est un 
sous-ensemble fermé de G. En général, Gs n'est pas un fermé de G. Cependant, si G 
est un groupe résoluble connexe, alors Gu est un sous-groupe fermé et normal de G. 
Nous reviendrons sous peu sur les groupes résolubles. 
Soit G un groupe algébrique. Il est possible que G ne soit pas une variété irré-
ductible. Dans ce cas, il existe une unique composante irréductible de G qui contient 
l'élément neutre de G. Nous l'appellerons la composante de l'identité de G et elle sera 
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notée GO. Notons que GO est un sous-groupe normal d'index fini dans G dont les trans-
latés sont les composantes irréductibles de G. On dira que G est connexe si G = GO. 
Cela est dû au fait que les composantes irréductibles d'un groupe algébrique coïncident 
avec ses composantes connexes. Ces résultats sont décrits dans la proposition 7.3 de 
[Hu2]. 
Nous travaillerons avec certains sous-groupes particuliers d'un groupe algébrique 
G. Les prochains paragraphes nous permettrons de les introduire et d'énoncer quelques 
unes de leurs propriétés. 
Soit G un groupe algébrique. Notons g&l(G) = (G, G), le sous-groupe de dérivé de 
G. On définit de façon inductive g&i+l(G) = (g&i(G), g&i(G)) pour i ~ 1. 
Définition 2.1.3. Un groupe algébrique G est dit résoluble s'il existe i tel que g&i(G) 
se réduit à l'identité. 
Nous nous intéresserons à certains sous-groupes résolubles de G plus particuliers. 
Définition 2.1.4. Un sous-groupe de G connexe fermé résoluble et maximal par rap-
port à ces propriétés est appelé un sous-groupe de Borel de G. 
Exemple 2.1.2. Considérons le groupe algébrique des matrices inversibles GL(n, C). 
Les matrices triangulaires supérieures forment un sous-groupe de Borel. Nous note-
rons ce sous-groupe B(n, C). Le sous-groupe des matrices triangulaires inférieures est 
aussi un sous-groupe de Borel de GL(n, C). 
Nous étudierons l'espace G / B muni de la topologie quotient, où B est un sous-
groupe de Borel de G. Il est possible de montrer que cet espace est une variété projec-
tive, [Hu2] Theorem 21.3. En fait, les sous-groupes de Borel sont les plus petits sous-
groupes de G tel que l'espace quotient est une variété projective. Nous appellerons la 
variété G/ B une variété de drapeaux généralisée puisque dans le cas où G = GL(n, C) 
et B = B(n, C), la variété G / B est tout simplement"la variété de drapeaux sur Cn . 
Définition 2.1.5. Soit P un sous-groupe de G tel que G / P est une variété projective. 
Alors, P est appelé un sous-groupe parabolique de G. 
Proposition 2.1.2 ([Hu2], Corollary 21.3B). Si P est un sous-groupe parabolique de 
G, il existe un sous-groupe de Borel B tel que B ç P. Réciproquement, tout sous-groupe 
fermé de G contenant un Borel est un sous-groupe parabolique. 
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À priori, rien dans la définition de sous-groupe parabolique nous permet de nous 
assurer qu'il soit connexe. Or, c'est toujours le cas ([Hu2], corollary 23.1B). Nous 
nous servirons de cette propriété à quelques reprises. 
Un lien unit les sous-groupes de Borel de G et les sous-groupes de Borel de P un 
sous-groupe parabolique de G. 
Proposition 2.1.3. Soit G un groupe algébrique et P un sous-groupe parabolique de 
G. Si B est un sous-groupe de Borel qui est inclus dans P, alors B est un sous-groupe 
de Borel de P. Réciproquement, tout sous-groupe de Borel de P est un sous-groupe de 
Borel de G. 
DÉMONSTRATION. Soit B un sous-groupe de Borel de G inclus dans P. C'est un sous-
groupe fermé résoluble et connexe de G. Il possède donc aussi ces propriétés comme 
sous-groupe de P. Soit B' un sous-groupe fermé, si B' est un sous-groupe fermé réso-
luble et connexe de P tel que B ç B'. Puisque P est un sous-groupe fermé, B' est aussi 
fermé dans G. Mais puisque B est un sous-groupe de Borel, on doit avoir B = B' et 
donc B est un sous-groupe de Borel de P. 
Nous n'utiliserons pas le deuxième énoncé du théorème. Nous omettrons donc 
la preuve ici qui se base sur le fait que tous les sous-groupes de Borel d'un groupe 
. algébrique sont conjugués. o 
Un groupe algébrique G possède un unique sous-groupe normal résoluble, maximal 
par rapport à ces propriétés. La composante de l'identité de ce sous-groupe est appelée 
le radical de G, qui sera noté R(G). Ce sous-groupe peut aussi être défini comme la 
composante de l'identité de l'intersection de tous les sous-groupes de Borel de G. 
L'ensemble des éléments unipotents de R(G) forme un sous-groupe normal de G. Il est 
appelé le radical unipotent de G et il est noté Ru(G). On peut aussi le définir comme la 
composante de l'identité de l'intersection des parties unipotentes des sous-groupes de 
Borel de G, c'est-à-dire Ru(G) = n Bu. 
B Borel 
Définition 2.1.6. Un groupe algébrique G connexe dont le radical est le sous-groupe 
trivial est appelé un groupe semi-simple. Si Ru(G) est trivial et que G est connexe, on 
dira alors de G qu'il est un groupe réductif. 
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Nous travaillerons plus particulièrement avec les groupes réductifs. Nous décrirons 
plusieurs de leur propriétés importantes dans la section 2.2. 
Exemple 2.1.3. Le groupe GL(n, C) est un groupe réductif alors que S L(n, C) est un 
groupe semi-simple. Le radical de GL(n, C) est l'ensemble des matrices de laforme 
'{Id, où,{ E CX • 
Notons T(n, C) le sous-groupe des matrices diagonales dans GL(n, C). On appelle 
un groupe algébrique T un tore s'il existe un entier positif n tel que T soit isomorphe à 
T(n, C). On dit qu'un tore T de G est maximal s'il n'est contenu dans aucun autre tore 
de G. Chaque tore maximal de G est contenu dans un sous-groupe de Borel de G. On 
définit le rang d'un groupe algébrique G, noté rg(G), comme la dimension d'un tore 
maximal dans G. Les tores maximaux étant tous conjugués, le rang est bien défini. Le 
rang du groupe GjR(G) est appelé le rang semi-simple de G, noté rgss(G). 
La proposition suivante expose comment les sous-groupes particuliers que nous 
venons de définir se comportent via un homomorphisme de groupes algébriques. 
Proposition 2.1.4 ([Hu2], Corollary 21.3C). Soit <p : G ~ G' un épimorphisme de 
groupes algébriques connexes. Soit B un sous-groupe de Borel (resp. un sous-groupe 
parabolique, resp. un tore maximal, resp. sous-groupe connexe maximal unipotent) de 
G. Alors <p(B) est un sous groupe de même type dans G' et tous les sous-groupes de 
cette forme dans G' peuvent être obtenus de cette façon. 
Cette proposition est particulièrement utile lorsqu'on connaît bien les sous~groupes de 
Borel d'un groupe G et qu'on veut étudier ceux d'un groupe quotient de G. 
Tout au long de ce mémoire, nous travaillerons avec des représentations de groupes 
algébriques. Nous allons définir ce que nous entendons par cela et énoncer deux théo-
rèmes classiques concernant les représentations d'un groupe algébrique. 
Définition 2.1.7. Soit G un groupe algébrique. Une représentation (rationnelle) de G 
est un morphisme de groupes algébriques p : G ~ GL(V), où V est un espace vectoriel 
de dimension finie. 
Il est à noter qu'une représentation p de G dans GL(V) fait de V un G-module avec 
l'action de G sur V définie par g . v := p(g)(v). Réciproquement, si V est un espace 
vectoriel qui est aussi un G-module, avec une action définie par un morphisme de 
variétés algébriques G x V ~ V et si l'action de G est C-linéaire, on peut retrouver une 
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représentation rationnelle de G dans GL(V) à partir de cette action. On parlera donc de 
G-module ou de représentation de G sans distinction. 
Pour une représentation donnée p : G ~ GL(V), on cherche à savoir si étant donné 
H un sous-groupe de G, il existe un sous-espace de V stable sous l'action de H. Le 
théorème de Lie-Kolchin nous donne des hypothèses sur H pour que ce soit possible. 
Théorème 2.1.2 (Lie-Kolchin, [Hu2], Theorem 17.2). Soit H un sous-groupe réso-
luble connexe de GL(V), où V est un espace vectoriel non nul de dimension finie. Alors 
H possède un vecteur propre commun dans V. 
Le théorème suivant nous sera utile dans le chapitre 4. 
Théorème 2.1.3 (Chevalley, [Hu2], Theorem 11.2). Soit G un groupe algébrique et 
H un sous-groupe fermé de G. Alors il existe une représentation I.{J : G ~ GL(V) et un 
sous-espace L de dimension 1 tel que 
H = {g E G II.{J(g)L = L}. 
2.2. GROUPES RÉDUCTIFS 
Les groupes réductifs possèdent plusieurs propriétés qui facilitent leur étude. Nous 
citerons ici quelques résultats qui nous seront utiles. Nous notons Z(G) le centre de 
G et (G, G) son sous-groupe dérivé. Notons que (G, G) est un sous-groupe fermé et 
connexe dès que G est connexe, [Hu2] Proposition 17.2. 
Lemme 2.2.1 ([Hu2], Lemma 19.3). Soit G un groupe réductif. Alors R(G) = Z(Gr 
et l'intersection entre Z(Gr et (G, G) est finie. 
Lemme 2.2.2 ([Hu2], Corollary 26.2A). Soit G un groupe réductif et T un tore maxi-
mal. Alors Z(G) c T. 
Il existe une décomposition intéressante d'un groupe réductif comme produit de 
son centre et de son sous-groupe dérivé. 
Théorème 2.2.1 ([Hu2] Theorem 27.5). Soit G un groupe réductif. Alors G = (G, G) . 
Z(G). 
Nous pouvons déduire un premier corollaire de cette proposition. 
Corollaire 2.2.1. Soit G un groupe réductif. Alors (G, G) est un groupe semi-simplq. 
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DÉMONSTRATION. Puisque (G, G) est connexe, il nous suffit donc de montrer que le ra-
dical du sous-groupe dérivé de G est réduit à l'identité. 
Par définition, R((G, G)) est un sous-groupe normal de (G, G). Mais puisque Gest 
engendré par son sous-groupe dérivé et son centre, R((G, G)) est aussi un sous-groupe 
normal de G. Ainsi R((G, G)) ç R(G) n (G, G). Puisque R(G) = Z(Gt, le radical du 
sous-groupe dérivé de G est un sous-ensemble de Z(G)O n (G, G) qui est fini. Mais 
par définition R((G, G)) est connexe. Ce qui nous permet de déduire que R((G, G)) est 
simplement {el. o 
Nous venons de parler de la décomposition d'un groupe algébrique réductif. Nous 
aurons aussi besoin d'une décomposition des sous-groupes paraboliques d'un groupe 
réductif G. C'est l'objet du théorème suivant. 
Théorème 2.2.2 ([Hu2], Section 30.2). Tout sous-groupe parabolique P d'un groupe 
réductif G a une décomposition de Levi comme produit semi-direct P = LRuP, où Lest 
un sous-groupe réductif de P isomorphe à PIRuP. Le groupe L est appelé un facteur 
de Levi de P. De plus, deux facteurs de Levi de P sont conjugués par un élément de 
RuP. 
Soit H un sous-groupe fermé de G et B un sous-groupe de Borel de G. En général, 
il est faux de dire qU,e H n B est un sous-groupe de Borel de H bien que ce soit un 
sous-groupe fermé et résoluble de H. Il Y a cependant certains cas pour lesquels c'est 
vrai. Ce sera l'objet des deux prochaines propositions. 
Proposition 2.2.1. Soit G un groupe réductif et N un sous-groupe normal connexe de 
G. Si B est un sous-groupe de Borel de G, alors B n N est sous~groupe de Borel de N. 
DÉMONSTRATION. Considérons l'ensemble BN. Puisque N est un sous-groupe normal de 
G, BN est un sous-groupe de G. Nous pouvons donc considérer l'espace, mais aussi 
le groupe, BN 1 B comme sous-ensemble fermé de G 1 B. Cela fait de BN 1 B une variété 
projective. Le deuxième théorème d'isomorphisme nous assure que BN 1 B :::< NIN n B. 
Ainsi, NIN n B est une variété projective. Ceci nous permet de conclure que N n B est 
un sous-groupe parabolique de N. Nous en déduisons alors qu'il est connexe. Puisqu'il 
est aussi résoluble, nous pouvons conclure que N n B est un sous-groupe de Borel de 
N. o 
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Cette proposition est un peu trop générale. Nous utiliserons plutôt le corollaire 
suivant. 
Corollaire 2.2.2. Soit G un groupe réductif et (G, G) son sous-groupe dérivé. Si B est 
un sous-groupe de Borel de G, alors B n (G, G) est sous-groupe de Borel de (G, G). 
DÉMONSTRATION. Le sous-groupe (G, G) est un sous-groupe normal connexe de G. 0 
Ce corollaire reste vraie si on change le groupe de Borel pour un tore maximal 
dans G. Pour montrer cela, on utilise le fait que tous les tores maximaux d'un groupe 
algébrique G sont conjugués et puisque G = (G, G)Z(G)" ils sont conjugués par un 
élément de (G, G). 
Le deuxième cas que nous voulons étudier est celui où H est le centralisateur d'un 
tore de G. 
Proposition 2.2.2 ([Hu2], Corollary 22.4). Soit S un tore de G et B un sous-groupe de 
Borel de G qui contient S. Alors Cc(S) n B est un sous-groupe de Borel de Cc(S) et 
tous les sous-groupes de Borel de Cc(S) sont obtenus de çettefaçon. 
Nous avons déjà mentionné que chaque tore maximale est contenu dans un sous- '. 
groupe de Borel. En fait, il peut même être obtenu comme l'intersection de deux sous-
groupes de Borel comme nous l'indique la proposition suivante. 
Proposition 2.2.3 ([Hu2], Corollary 26.2C). Soit G un groupe réductif, B un sous-
groupe de Borel et T un tore maximal dans B. Alors il existe un unique sous-groupe de. 
Borel de G, noté B-, tel que B n B- = T. 
Définition 2.2.1. On appelle B- le sous-groupe de Borel opposé à B par rapport à T 
Exemple 2.2.1. Nous avons vu que B(n, C) est un sous-groupe de Borel de GL(n, C). 
Le sous-groupe des matrices diagonales T(n, C) e~t un tore maximal de GL(n, C) in-
clus dans B(n, C). On remarque que l'intersection entre le sous-groupe des matrices 
triangulaires inférieures et B(n, C) est exactement T(n, C). Ainsi, le sous-groupe des 
matrices triangulaires inférieures est le sous-groupe de Borel opposé à B(n, C) par 
rapport T(n, C). On le notera B-(n, C). 
Soit G un groupe algébrique réductif et T un tore maximal dans G. On définit le 
gro.upe de Weyl W(G, T) = Nc(T)/T. Puisque les tores maximaux sont tous conjugués, 
le groupe de Weyl ne dépend pas du tore choisi et nous pouvons parler du groupe de 
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Weyl de G en toute généralité. Il est possible de montrer que ce groupe est de cardinalité 
finie, [Hu2] section 24.1. 
Exemple 2.2.2. Dans le cas où G = GL(n, C), on peut choisir T T(n, C) comme 
tore maximal. Le normalisateur de T(n, C) dans G est l'ensemble des matrices dont 
exactement une entrée dans chaqe ligne et dans chaque colonne est non nulle. On 
obtient alors un isomorphisme entre le groupe de Weyl W(G, T) de G et Sn, le groupe 
de permutation sur n éléments. 
Soit T un tore maximal dans G. On définit 'BT comme l'ensemble des sous-groupes 
de Borel de G qui contiennent T. Le groupe de Weyl W = W(G, T) agit sur cet en-
semble. Soit B E 'BT , W E W et nw un représentatant de w. On définit w . B nwBn~ 1• 
Puisque T ç B, cette action ne dépend pas du choix du représentant de w. Le théorème 
suivant décrit un peu cette action. 
Théorème 2.2.3 ([Hu2], Proposition 24.1A). Soit T un tore maximal de G et W = 
W(G, T), son groupe de Weyl. Alors W permute l'ensemble 'BT de façon simplement 
transitive. 
En particulier, il existe un élément Wo E W tel que Wo . B = B-. 
Nous pouvons décomposer un groupe réductif à l'aide de son groupe de Weyl. 
Cette décomposition est due à Bruhat. Elle est explicitée dans le théorème suivant. 
Théorème 2.2.4 ([Hu2], Theorem 28.3). Soit G un groupe réductif, B un sous-groupe 
de Borel et W son groupe de Weyl. Alors G U BaB, avec BwB = BrB si et seule-
O"EW 
ment si w r. 
Exemple 2.2.3. Cette décomposition est bien connue dans le cas de GL(n, C). Une 
matrice g E GL(n, C) peut s'écrire comme g = baH avec b et b' des matrices triangu-
laires supérieures et 0' une matrice de permuta.tion. 
Cette décomposition ne nous informe pas sur la topologie de G et des cellules BO'B 
de la décomposition. Il existe une cellule particulière, appelée la grande ceHule de 
Bruhat et notée n, qui est un ouvert de G. Soit Wo E W(G, T) l'élément qui permet de 
passer de B à B-. Alors Bwc/ B est une cellule ouverte de G. On pose n = B: B, qui 
est simplement un translaté de cette cellule par wo. C'est un ouvert dense de G. Nous 
travaillerons à plusieurs reprise avec cet ouvert et avec ses translatés. La section 28.5 
de [Hu2] traite de l'existence de cet ouvert. 
36 
Une autre décomposition nous intéresse. C'est celle de la variété projective G/ P 
où P est un sous-groupe parabolique de G. Cette décomposition se trouve dans [B-L]. 
Pour la comprendre, il faut se rappeler de la décomposition de P dont nous avons 
discutée dans le théorème 2.2.2. 
Théorème 2.2.5. Soit G un groupe algébrique réductif, P un sous-groupe parabolique 
de G et L un facteur de Levi de P. Notons W le groupe de Weyl de G et WL celui de L. 
Alors, 
G/P = U BerP/P. 
lTEW/WL 
En particulier, BwoP/P est un ouvert dense de G/P et les translatés crBwoP/P, où 
cr E W/WL, recouvrent G/ P. 
2.3. CARACTÈRES 
Définition 2.3.1. Soit G un groupe algébrique. Un caractère (rationnel) de G est un 
homomorphisme de groupes algébriques À : G ~ CX • 
L'ensemble des caractères de G, que nous noterons X(G), peut être muni d'une 
structure de groupe abélien. Si J1 et À sont deux caractères de G, on obtient le ca-
ractère J1À en multipliant leur valeur: J1À(x) = J1(x)À(x). Notons que X(G) est un 
sous-ensemble de C[G], l'anneau de coordonnées de G. En effet, puisqu'un carac-
tère À : G ~ CX est un morphisme de variétés algébriques, pour toute fonction 
f E C[CX ] = C[x, ~], la composition f 0 À est dans l'anneau de coordonnéesC[G]. 
Entre autre, pour la fonction f(x) = x, la composition f 0 À = À est incluse dans C[G]. 
Nous allons nous intéresser plus particulièrement aux caractères du groupe des ma-
trices diagonales inversibles T(n, C). D'après la remarque ci-dessus, À E C[T(n, C)] = 
C[X11, ••• , Xnn ' -L, ... , -L], de sorte que À est un polynôme en Xii et en -L.. De plus, 
. XII Xnn Xu 
puisque À est aussi un homomorphisme de groùpe, À doit être un monôme. Ainsi, tous 
les caractères de T(n, C) sont de la forme 
o 
À(t) = ..1.( 
o 
avec ..li E Z. 
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On remarque qu'il existe un isomorphisme de groupe X(T(n, C» ~ zn. En effet, à 
un caractère A(t) = tt: t;~ ... t~~, on peut associer le n-uplet (A l, ... , An). Cette applica-
tion est bijective et respecte les opérations de groupe ce qui en fait un isomorphisme. 
En raison de cette identification, nous écrirons souvent les opérations de groupe sur les 
caractères avec les notations additives. Par exemple, pour un caractère A E X(T(n, C», 
-A(t) = A-l(t) = A(r1). 
Le groupe des caractères d'un tore T ~ T(n, C) peut aussi être identifié à zn. Cette 
identification sera utilisée tout au long des deux prochains chapitres. 
Nous sommes aussi intéressés à étudier les caractères de B, un sous-groupe de 
Borel d'un groupe algébrique G. L'étude des caractères des matrices diagonales T(n, C) 
s'est faite entre autre dans ce but. Si on considère un tore T maximal dans le sous-
groupe B, on peut montrer que tous les caractères de B proviennent de caractères de T. 
Pour cela, nous devons comprendre comment B se décompose comme produit semi-
direct. 
Le sous-groupe Bu des éléments unipotents de B est un sous-groupe normal de B. 
On peut montrer que B = T Bu et que T n Bu = e, l'élément neutre de G. De cela, on 
déduit que B ~ T 1>< Bu comme groupe, où T agit sur Bu par conjugaison. Mais ce sera 
aussi un isomorphisme de groupes algébriques. Les justifications de ces affirmations se 
trouvent dans la section 19.3 de [Hu2]. Or, il n'existe pas de caractère non trivial sur 
Bu. Ceci est dû au fait que Bù est un groupe unipotent et donc l'image d'un caractère 
de Bu est un sous-groupe unipotent de CX et donc ne peut être que l'identité. Ainsi, les 
seuls caractères de B sont ceux hérités de -T et qui sont étendus trivialement sur Bu. 
Pour cette raison, nous allons souvent considérer X(B) et X(T) comme étant un même 
objet, au sens qu'un caractère de B sera toujours vu comme un caractère de T sans la 
mention explicite qu'il est étendu trivialement sur Bu. li Y a cependant une différence 
qu'il est important de noter. Le groupe de Weyl agit de façon naturelle sur les caractères 
de T, mais cette action ne s'étend pas aux caractères de B. 
.Étudions cette action du groupe de Weyl W(G, T) sur les caractères de T. Soit 
W E W. Considérons nw une représentant de w dans G et A un caractère dans X(T). On 
peut définir une action de w sur A par wA(t) = A(n;:} tnw )' Cette action ne dépend pas du 
choix du représentant de w. En effet, soit ni = nwh avec hE T, un autre représentant de 
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w. Nous obtenons alors ,1(n,-1 tn') = ,1(h-1n;;/tnwh). Or T est commutatif et nw E Nc(T), 
d'où h-In;}tnwh = h-1hn;}tnw = n-;}tnw. Ainsi, ,1(n,-l tn,) = ,1(n-;:/tnw) et donc, l'action 
de W sur X(T) est bien définie. 
2.4. LES RACINES D'UN GROUPE G 
Lors de l'.étude de S L(2, C) nous avons mis en évidence deux caractères particu-
liers, a2 et a-2, qui vérifiaient des égalités en termes de matrices de U(2, C) et de 
V-(2, C). Nous avions appelés ces caractères les racines de S L(2, C). Dans cette sec-
tion, nous allons définir la notion de racine pour un groupe réductif G. Nous les sépa-
rerons en termes de racines positives et négatives. Nous verrons ensuite comment elles 
nous permettent de mettre de l'avant une certaine classe de caractères : les caractères 
dominants. 
Tout au long de la section, G sera un groupe réductif, B un sous-groupe de Borel de 
G et T un tore maximal de G contenu dans B. Nous étudierons en parallèles l'exemple 
de GL(n, C) afin de faciliter la compréhension. Dans ces exemples, nous utiliserons 
B(n, C) le sous-groupe des matrices triangulaires supérieurs comme sous-groupe de 
Borel et T(n, C) le sous-groupe des matrices diagonales comme tore maximal. 
Définition 2.4.1. Soit a : T ~ C X un caractère non trivial tel qu'il existe un mor-
phisme injectif de groupes algébriques qui est normalisé par T, c'est à dire un mor-
phisme 
Sa: (C,+) ~ G 
tel que Vt E T et Vu E C, tsa(u)t- I = Sa (a(t)u). Nous appelerons ces caractères des 
racines de G et nous noterons R(G, T), ou tout simplement R si cela ne porte pas à 
confusion, l'ensemble des caractères qui vérifient cette condition. 
Nous noterons Ga = sa(C), l'image de C par le morphisme Sa. Puisqu'il est 
1'image d'un homomorphisme de groupe, Ga est un sous-groupe fermé de G. Notons 
que R(G, T) est un ensemble de cardinalité finie. Ceci se démontre avec un passage à 
l'algèbre de Lie de G et de T. 
Nous avons défini une action du groupe de sur les caractères de T. Nous allons 
maintenant montrer que cette action fermée dans R(G, T). Soit a E R et w EW. 
39 
Choisissons nw un représentant de w. On définit 
Bwa: C ~ G 
u ~ nwBa(u)n;}. 
Ainsi défini, Bwa est bien un homomorphisme injectif de groupe algébrique. On vérifie 
alors que pour tE T, tBwa(U)t-1 = Bwa(wa(t)u). En effet, 
nwBa(a(n;;/ tnw)u)n;;} 
= nwBa(wa(t)u)n;} . 
. Cela nous permet de conclure que pour toute racine a E R et pour tout w E W, le 
caractère wa est aussi une racine de G. 
Exemple 2.4.1. Considérons le caractère a = ai} : T(n, C) ~ GL(n, C) défini par 
avec i * j. On notera Ei} la matrice telle que (Eij)ij = 1 et telle que toutes les autres 
entrées de la matrice sont nulles. Nous pouvons définir un morphisme 
Ba : (C, +) ~ GL(n, C) 
par Ba(U) = 1 + uEij' Ceci est bien un morphisme de groupes algébriques. De plus 
T(n, C) agit par conjugaison sur GL(n, C) et 
Ainsi, Vi * j, le caractère ai} est une racine de GL(n, C). Remarquons aussi que pour 
a aij, -a = aji. En effet, -a(t) = a(tt1 = r;/t}} aji(t). L'image de Ba est le groupe 
Ga. Il consiste en l'ensemble des matrices m de GL(n, C) telles que mil = l, VI E 
{l, ... , n}, mi} E Cet mkl = 0 si k * i ou 1 * j. 
Les caractères a de laforme a = ai} sont enfait les seules racines de G. On déduit 
cela en étudiant la matrice tgt- 1 où g E GL(n, C) et t E T(n, C). On remarque alors 
que pour i * j, (tgt-1)i) = fjjr;]gij et (tgt-1)ii gii. En combinant à cela la définition 
d'homomorphisme de groupe algébrique, on obtient notre conclusion. 
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Nous savons que le groupe de Weyl de GL(n, C) est le groupe des permutations sur 
n éléments, noté Sn. On veut étudier l'action de W sur un caractère À = (À!, À2, ... , Àn). 
Soit w une permutation de W et nw sa matrice de permutation associée. Si 
est une matrice diagonale, alors 
Ainsi, 
l( ) _ l( -! ) _ Àl À2 .d.n 
W/l t - /l nw tnw - tw!w!tw2w2··· f wnwn . 
Nous obtenons finalement que 
Soit a une racine de G. Posons Ta: = ker(at, la composante de l'identité du noyau 
de a. Bien entendu, Ta: est un sous-groupe de T. Posons Za: = CG(Ta:), le centralisateur 
dans G de Ta:. Il est possible de montrer que le rang semi-simple de Za: est un, [Hu2] 
section 24.3. Ainsi, d'après le théorème 25.3 de [Hu2] le groupe de Weyl de Za: com-
porte exactement deux éléments. Notons Sa: l'élément du groupe de Weyl de Za: qui 
n'est pas l'identité. Notons que Sa: est un élément d'ordre deux puisque W(Za:, T) ne 
comporte que deux éléments. Nous appelerons Sa: la réflexion par rapport à a. 
Puisque T ç Za:, on a nécessairement que T est un tore maximal de Za:o Ainsi le 
groupe de Weyl de Za: peut être vu comme un sous-groupe du groupe de Weyl de G. 
De sorte que Sa: peut être vu comme un élément de W(G, T). Cet élément à la propriété 
particulière que sa:a = -a, [B3] proposition 13.14. Nous avons vu précédemment que 
. dans ce cas, -a sera aussi une racine de G puisque ce caractère est obtenu à partir de a 
par l'action d'un élément du groupe de Weyl. Ainsi, les racines de R(G, T) viennent par 
paire: si a E R(G, T), alors -a E R(G, T) et il existe Sa: E W(G, T) tel que sa:a = -a. 
n est à noter que pour chaque racine a et pour chaque caractère À, il existe un nEZ 
tel que sa:À = À - na. Cela est prouvé dans la section 27.2 de [Hu2]. Nous noterons ce 
n par (a, À). Nous allons énoncer quelques propriétés de l'application 
(, ) : R(G, T) x X(T) ~ Z. 
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Proposition 2.4.1. L'application (,) R(G, T) ~ X(T) vérifie les propriétés sui-
vantes: 
(1) (a, Àt + À2) (a, ÀI) + (a, À2); 
(2) Vw E W(G, T), (wa, wÀ) = (a, À); 
(3) (-a,-À) (a,À). 
DÉMONSTRATION. Tout au long de la preuve, t sera un élément de T et nous noterons W 
un représentant de w E W(G, T). 
(1) Il suffit de montrer que Sa(Àl + À2) = SaÀt + SaÀ2' puisque dans ce cas, 
Or, 
Cela nous permet donc de terminer la preuve de cette première propriété. 
(2) Il faut d'abord remarquer qu'on peut choisir wsaw- l comme représentant de Swa. 
En effet, on voit tout d'abord que wsaw-1 est bien un élément de Na(T). De plus, il 
nous faut montrer que wa((wsaw- I )-1 twsaw-t ) = -wa(t). Or, 
wa((wsaw-I)-Itwsaw-l = a(s~tw-ltwsa) = -a(w-1tw) = -wa(t). 
En montrant que wsaw- I est dans Zwa, nous saurons alors que c'est bien un représen-
tant de SW(l" Soit Z E ker(wa). On veut montrer que wsaw-1Z(wsaw-I)-1 = Z. Or, en 
remarquant que w-1zw E ker(a), on obtient le résultat souhaité. 
On observe alors que 
swa(wÀ)(t) = (wÀ)((ws~lw-Irltwsaw-l) 
= À(S;lw-1twSa) 
= À(w-1tw) - (a,À}a(w-1tw- l ) 
= wÀ(t) - (a, À)wa(t). 
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Ce qui termine la preuve de cette propriété. 
(3) Une fois qu'on remarque que Sa; = La;, la preuve est directe. 
o 
Exemple 2.4.2. Soit a = ai} une racine de GL(n, C). Pour plus de commodité au niveau 
des notations, nous allons choisir i < j. On observe tout d'abord que 
ker(a) = (t E T(n, C) 1 tu = tjj}. 
Le centralisateur dans GL(n, C) du noyau de a est l'ensemble des matrices g E GL(n, C) 
dont les seules entrées non nulles sont sur la diagonale, en gij ou en gji. La ré-
flexion Sa; se trouve à être la permutation (ij). Nous pouvons choisir un représen-
tant na; de Sa; qui s'écrit comme na; = 1 + Ei} + Eji - Eu - Ejj. Cet élément est bien 
dans CGL(n,C) ker(a). L'action de Sa; sur un élément de t E T se trouve à interchan-
ger les valeurs ti et tj. Ainsi, pour un caractère À = (,,1/, ... , "ln), sa;À(t) = À(sa;t) = 
,11 Àj À; ,ln D _ l l Al ( )m _ ( -l)m _ À;-Àj -À;+Àj A' . t1 ••• ti ... tj ... tn . rosons m - /li - /lj' ors, a t - t;fj - ti tj . mSl, 
l() ()m _ ,11 Àj À; ,ln À;-Àj -À;+Àj _ l() E . dd' . Sa;/l t a t - t1 ... ti ... tj ... tn ti tj - /l t. n revenant aux notatwns a 1-
tives, on observe que pour À E X(T) et pour a = ai} 
Ainsi pour À un caractère de T(n, C) et a = ai} une racine de G, (a, À) = "li - Àj. 
Rappelons-nous que nous avons choisi B un sous-groupe de Borel de G. 
Définition 2.4.2. Soit a E R. 
1. On dira que a> 0 si Ga;(C) ç B. Nous noterons R+, l'ensemble des racines positives. 
Une racine a est négative si Sa;a = -a est positive. Nous noterons R-, l'ensemble des 
racines négatives. 
2. Une racine positive a est appelée simple s'il n'existe pas deux racines positives 
/31, /32 telles que a = /31 + /32' Nous noterons !:::,., l'ensemble des racines simples de R. 
On appelera la réflexion Sa; simple si la racine a est simple. 
Il est possible de montrer que R = R+ U R-. Cela se voit par un passage à l'algèbre 
de Lie de G. Pour plus de détails, le lecteur est référé à la section 26.3 de [Hu2]. 
Remarque 2.4.1. Le choix du sous-groupe de Borel B détermine quelles racines seront 
positives. Un choix différent changerait les ensembles R+ et !:::,.. Ilfaut seulement garder 
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en tête qu'un tel choix a été effectué et garder ce même groupe de Borel tout au long 
des calculs. 
Exemple 2.4.3. Nous avons choisi B(n, C), le sous-groupe des matrices triangulaires 
supérieures, comme sous-groupe de Borel. Les racines positives sont les caractères ai} 
tels que i < j. Les racines simples correspondent aux caractères aii+l' En effet, si j > 
i+ 1, alors ai} = aii+ 1 +ai+ Ij, de sorte que cette racine n'est pas simple. Réciproquement, 
il est impossible d'écrire aii+1 comme somme de deux racines positives. 
Considérons a = aii+1 une racine simple. Nous voulons montrer que Pal B est 
isomorphe à Cpl, Nous savons que Pa =< B, G -a >=< B, 1 + uEj+ li 1 u E C >. Ce 
sous-groupe consiste en toutes les matrices m E GL(n, CC) telle que mkl *- 0 seulement 
si k ~ 1 ou si k i + 1 et 1 = i. Visuellement, ce sont les matrices de la forme 
m o 
o 0 0 mnn 
Définition 2.4.3. Soit À E X(T) et a E /:", une racine simple de G. On dira que À >a 
sa(À) si À sa(À) + na avec n un entier positif, ce qui correspond à dire que l'entier 
(a, À) est positif. On appelera le caractère À dominant si pour toutes les racines simples 
a, À > a saC .1). En particulier, .1 n'est pas dominant s'il existe une racine simple a telle 
que (a, A) est strictement négatif. 
Exemple 2.4.4. Nous avons vu que pour une racine simple a = aii+1 et A un caractère 
de T, (a, .1) = À; - .1;+1' Ainsi A >a saÀ si A; ~ Ài+l' En particulier, un caractère A est 
dominant si .11 ~ .12 ~ ••• ~ An. 
2.5. LE GROUPE DE WEYL 
Dans la section 2.2, nous avons défini le groupe de Weyl W(G, T) d'un groupe 
réductif G. Nous avons vu commènt il agit sur les sous-groupes de Borel de G qui 
contiennent le tore T. Nous avons aussi étudié son action sur les caractères de T. Dans 
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la section 2.4, nous avons défini certains éléments particuliers de ce groupe : les ré-
flexions simples. Dans cette section, nous étudierons plus en détaille groupe de Weyl 
et son action sur les caractères de T en nous servant des réflexions simples. 
L'ensemble des résultats de cette section peuvent se trouver dans le chapitre 5 de 
[SI]. Nous les énoncerons ici sans preuve. Ils se basent en grande partie sur les pro-
priétés de l'application (,). 
Nous avons défini b,. comme l'ensemble des racines simples dans R(G, T). Cet en-
semble forme une base de R(G, T) au sens où toute racine f3 a une expression unique 
f3 = L: caa avec les Ca des entiers de même signe. Les Ca seront positifs si la racine est 
aEt:. 
positive et négative si la racine l'est. Le lemme suivant se déduit de cette décomposition 
unique. 
Lemme 2.5.1. Soit a une racine simple. Alors Sa permute les racines positives R+ \ {a}. 
Nous aurons maintenant besoin de travailler non plus avec le groupe X(T), mais 
avec l'espace vectoriel X(T) ® Q. Nous allons appeler les éléments de X(T) ® Q des 
caractères abstraits de T. Dans un premier temps, nous allons définir l'action d'une 
réflexion sur un élément de X(T) ® Q de façon naturelle: 
On prolonge cette application linéairement sur X(T) ® Q. On peut montrer que cette 
action est bien définie. En particulier, cela nous permet de prolonger l'application 
(, ) : R(G, T) x X(T) ~ Z, 
à l'application 
(,): R(G,T) xX(T)®Q ~ Q. 
On obtient alors que pour À E X(T) et q E Q, 
(a, À ® q) = q(a, À). 
Remarque 2.5.1. Les caractères abstraits ne sont pas en général des caractères de 
T. Nous avons introduit cette notion parce que certains éléments avec lesquels nous 
devrons travailler ne sont pas dans le groupe X(T). On peut cependant voir chaque 
élément À E X(T) comme un élément de X(T) ® Q en l'identifiant au caractère abstrait 
À ® 1. 
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Nous avons noté /::,. l'ensemble des racines simples de R(G, T). Nous pouvons 
numéroter les éléments de cet ensemble al, a2, ... , am. Il existe alors des éléments 
À I , ... , Àm de l'espace vectoriel X(T) ® Q tels que (ai, Àj) bij. Nous appellerons ces 
vecteurs des poids dominants fondamentaux. Tout caractère À s'écrit comme combi-
naison Z-linéaire de poids dominants fondamentaux. Cela nous permet de d'étendre la 
définition de caractère dominant. Nous dirons qu'un caractère abstrait À de X(T) x Q 
m 
est dominant si et seulement si À = L: CiÀi avec les Ci E Z+. Les propriétés que nous 
i=1 
venons de mentionner se trouvent dans [B2], section 2. Elles s'expliquent par le fait 
que l'ensemble /::,. forme une base de X(T) ® Q. 
Exemple 2.5.1. Pour S L(n, CC), /::,. = {aii+l, i = 1, ... , n - 1}. En numérotant ai = aü+b 
on obtient les poids dominants fondamentaux Ài = (1, 1, ... ,1,0, ... ,0) où la dernière 
coordonnée non nulle est à la position i. On remarque que dans ce cas particulier, les 
poids dominantsfondamentaux sont dans X(T). 
Nous travaillerons avec un élément particulier de X(T) ® Q que nous noterons P et 
qui consiste en la demie somme de toutes les racines positives: 
P ~ If3· 
f3ER+ 
Nous serons intéressés par l'action d'une réflexion simple, sur cet élément. Le 
lemme 2.5.1 nous permet de vérifier que SaP = P - a. Cela nous permet entre autre de 
déduire que pour toute racine positive a, (a,p) = 1. 
Nous énonçons maintenant à un théorème central pour comprendre le groupe de 
Weyl de G.Iljustifie à lui seul l'importance des racines simples d'un groupe algébrique 
réductif. 
Théorème 2.5.1. Soit W E W. Alors w peut s'écrire comme le produit de réflexions 
simplés 
Avec ce lemme, nous pouvons définir une longueur sur les éléments de W. On 
définit la longueur de w, notée l(w), comme étant le plus petit entier r tel que w = 
sai sa2 ... sa
r 
où ai E /::,.. En particulier, l(w) = 1 si et seulement si w Sa avec a E /::,.. 
La longueur de l'élément neutre du groupe est O. 
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La longueur d'un élément w E W peut aussi être caractérisée comme le nombre de 
racine positive que w envoit sur des racines négatives. On voit que dans le cas d'une ré-
flexion simple, ces deux définitions sont équivalentes puisque pour a une racine simple, 
Sa permute R+ \ {a} et envoit a sur -a. 
Il existe un élément de longueur maximale dans W que nous noterons par wo. Cet 
élément envoit toutes les racines positives vers des racines négatives et donc, l(w) = 
IR+I. Puisque w5 envoit toutes les racines positives sur des racines positives, on déduit 
que l(wo) O. Ce qui veut dire que w~ est l'identité. Ainsi, Wo est un élément d'ordre 
2 dans W. 
Remarque 2.5.2. Dans la section 2.1, nous avions noté Wo l'élément du groupe de 
Weyl de G qui nous pennettait de passer de B à son sous-groupe opposé B-. Cette 
notation concorde avec celle que nous venons d'établir puisque c'est bien le plus long 
élément de W qui nous pennet de passer de B à B-. 
Exemple 2.5.2. Nous savons que le groupe de Weyl de GL(n, C) correspond au groupe 
de pennutation à n éléments Sn. Un résultat de base de théorie des goupes nous dit que 
toute permutation peut s'écrire comme un produit de pennutation de laforme (U + 1). 
Ces pennutations correspondent aux réflexions saü+!' 
La longueur d'une pennuation peut aussi être caractérisée comme le nombre de 
croisements obtenus lorsqu'on représente une premutation comme dans lafigure 2.1. 
À partir de cette caractérisation, il est facile de voir que le plus long élément de W 
n-l n 
1 2 
FIG. 2.1. Permutation 
sera la pennutation 
2 3 n 2 n 
1 n 1 
2 1 n- 1 n 2 3 
Il est évident que cette pennutation est d'ordre 2. De plus, wOaij = an-i+I,n-j+l. 
Ainsi si i < j, c'est-à-dire si ai) est une racine positive, wOai) est une racine négative 
puisque dans ce cas, n - i + 1 > n - j + 1. 
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Soit À un caractère non dominant et soit a une racine simple telle que (a, À) < O. 
Le caractère saÀ - a apparaîtra dans la section 5.4. Nous allons l'exprimer en termes 
de p, ce qui nous facilitera vie par la suite. Montrons que Sa (À) - a sa(À + p) - p. En 
effet, sa(À+p) saÀ+saP = saÀ+p-a. Ainsi sa(À+p)-p = saÀ+p-a-p saÀ a. 
Nous obtenons donc l'égalité souhaitée. En particulier, cela veut dire que sa(À + p) P 
est dans X(T). 
L'intérêt de travailler avec sa(À + p) - P plutôt qu'avec saÀ a apparaît lorsqu'on 
veut composer des réflexions. Supposons que f3 soit une autre racine simple. Posons 
À2 = sa(À + p) - p. Alors, on sait que Sp(À2 + p) - P = spÀ2 f3 et 
Sp(À2 + p) - p sp(À2) - f3 
= sp(sa(À + p) - p) f3 
= spsa(À + p) - p + f3 - f3 
= spsa(À + p) - p. 
Ainsi en se donnant un caractère À, une suite de réflexions simples sai' i = 1, ... , m 
et en définissant 
Ào = À 
on obtient par induction que 
Théorème 2.5.2. Soit À un caractère abstrait. Alors il existe un unique caractère Il 
dominant et un unique élément W E W tels que wÀ Il. 
Cela veut dire que chaque caractère abstrait est conjugué à un seul caractère abstrait 
dominant. Ainsi pour le caractère abstrait À + p, il existe un unique élément W E W tel 
que w(À+p) soit dominant. De plus, nous savons que w(À+p)-p est un caractère, et non 
pas seulement un caractère abstrait. Cependant, cela ne nous assure pas que,w(À+p)-p 
soit aussi un caractère dominant. Étudions dans quelle situation w(À + p) - p n'est pas 
dominant. 
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Le caractère abstrait w(À + p) étant dominant, pour toute racine simple a, nous 
obtenons l'inégalité 
(a, w(À + p) ~ o. 
Puisque (a,p) = 1, nous concluons que 
(a, w(À + p) - p) = (a, w(À + p) - (a,p) ~ -1. 
Ainsi, w(À + p) - p n'est pas dominant si et seulement si il existe une racine simple 
a telle que (a, w(À + p) - p) = -1, c'est-à-dire si et seulement si il existe une racine 
simple a telle que (a, w(À + p) = o. 
Nous appellerons un caractère À régulier si pour toute racine positive 13, (j3, À + 
p) *- O. S'il existe une racine positive 13 telle que (j3, À + p) = 0, nous dirons que À 
est un caractère singulier. Entre autre, À ne peut pas être dominant et être singulier 
simultanément. 
Soit À un caractère dominant et soit W E W l'unique élément du groupe de Wèyl 
de G tel que w(À +p) soit un caractère abstrait dominant. Nous voulons vérifier que 
w(À + p) - p est bien dominant. Nous savons qu'il le sera si et seulement si (a, w(À + 
p) ~ 0 pour toute racine simple a. Suposons qu'il existe une racine simple a telle que 
(a, w(À + p) = O. Nous savons que (a, w(À + p) = (w-1a, w-1w(À + p). Ainsi; 
(w-1a, À + p) = O. 
Posonsj3 = w-1a. Nous obtenons alors que 
(j3,À+p) = 0 = (-j3,À+p). 
Puisque 13 ou -13 est une ~acine positive, nous avons montré qu'il existe une racine 
positive J-l telle que (J-l, À + p) = 0, ce qui contredit l'hypothèse selon laquelle À est un 
caractère régulier. Ainsi, nous savons que w(À + p) - p est bien dominant. 
Cela nous permet de reformuler le théorème 2.5.2. 
Théorème 2.5.3. Soit À un caractère régulier de T. Alors, il existe uni unique élément 
W du groupe de Weyl de G tel que w(À + p) - p soit dominant. 
Avant de terminer cette section, nous allons introduire une application qui sera 
importante dans le chapitre 4. On définit l'application rr : X(T) ~ X(T) par 
rr(À) = -woÀ, 
/ 
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où Wo est le plus long élément de W. En choisissant un représentant no de Wo et en 
s'appuyant sur le fait que Wo est d'ordre 2 dans W, on remarque que 
pour tout t E T. Énonçons d'autres propriétés de l'application 1r qui nous seront utiles 
dans le chapitre 4. 
Lemme 2.5.2. Soit 1r : X(T) ~ X(T) l'application précédemment définie. Alors, 
(l),[2=Id; 
(2) 1r(À) est dominant si et seulement si À est dominant. 
DÉMONSTRATION. 0) Soit À un caractère de X(T). Alors, 
1r(7T(À)) = -wo( -woÀ) = (( -wo)( -wo))(À) = À 
puisque Wo est d'ordre 2 dans W. 
(2) On doit se référer à quelques propriétés de l'application (,) que nous avons 
énoncées dans la proposition 2.4.1. Soit À un caractère de X(T) et a une racine 
simple. Alors, il existe une racine {3 E R+(G, T) telle que woa = -{3. Nous 
obtenons alors 
(a, -woÀ) = (woa, -wowoÀ) = (-{3, -À) = <13, À) 
qui est positif si et seulement si À est dominant. Ainsi, l'application 7T permute 
les caractères dominants de X(T). 
o 
2.6. LES POIDS D'UNE REPRÉSENTATION 
Nous pouvons maintenant faire un lien entre les caractères d'un tore d'un groupe 
algébrique G et les représentations de ce groupe G. Soit p : G ~ GL(V) une représen-
tation de G. Pour chaque caractère À de G, on peut définir l'espace 
VA = {v E VI p(g)v = À(g)v Vg E G}. 
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Les sous-espaces VA sont G-stables. Si VA est non nul, on dira que À est un poids de 
G. Si À est un caractère dominant pour lequel VA est non nul, on parlera alors de poids 
dominant. 
Similairement, si L est un sous-espace de dimension 1 stable sous l'action de G et 
engendré par un vecteur v, l'application À : G ~ ex qui vérifie p(g)v = À(g)v sera un 
.caractère de G. 
En particulier, si p : G ~ GL(V) est un représentation, peT) sera un sous-groupe 
diagonalisable de GL(V). On pourra alors décomposer V en sous-espaces stables sous 
l'action de T : 
V = EB VA. 
AEX(T) 
Un caractère À pour lesquel VA est non nul est appelé un poids de T dans V. 
Remarque 2.6.1. Les racines de G sont en fait les poids pour la représentation ad-
jointe de G. On définit Cg : G ~ G par cg(h) = ghg-1• La dérivée de ce morphisme est 
Adg : g ~ g, qui est un isomorphisme d'algèbre de Lie. La représentation adjointe est 
le morphisme Ad: G ~ GL(g) définie par Ad(g) = Adg • Il est possible de montrer que 
c'est bien une représentation rationnelle. 
2.7. REPRÉSENTATIONS D'UN GROUPE SEMI-SIMPLE 
Les représentations des groupes semi-simple ont beaucoup été étudiées. Plusieurs 
propriétés intéressantes les caractérisent. Cette section se veut une introduction à ce 
sujet qui sera essentiel dans le chapitre 4. Tout au long de cette section, le groupe G 
sera un groupe semi-simple. On peut penser par exemple au groupe S L(n, e). 
Soit p : G ~ GL(V) une représentation de G. Nous dirons qu'un vecteur v E V est 
maximal si le sous-espace de dimension 1 qu'il engendre, e v, est stable sous l'action 
de B. D'après la proposition 2.1.4, p(B) est aussi un sous-groupe de Borel de p( G) ç 
GL(V). Il est donc résoluble et connexe. Le théorème de Lie-Kolchin, théorème 2.1.2, 
nous assure alors qu'il existe toujours un vecteur maximal pour une représentation 
donnée. Nous savons en outre que l'action de B sur e v est de la forme bv = À(b)v pour 
un certain caractère À de B appelé un poids de V, comme nous l'avons mentionné dans 
la section 2.6. 
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Le théorème suivant nous donne de l'information sur les vecteurs maximaux d'une 
représentation. 
Théorème 2.7.1 ([Hu2l, Proposition 31.2). Soit V un G-module, v un vecteur maximal 
de poids À et V' le sous-G-module de V engendré par v. Alors les poids de V' sont de 
laforme À - L:: CaO: avec Ca E 'Z/. En particulier, À est un poids dominant. De plus, 
aEl:. 
V' possède un unique sous-G-module maximal excluant v, c'est-à-dire V' n'est pas 
nécessairement irréductible, mais il possède un unique sous-G-module qui ne contient 
pas le vecteur v et qui n'est inclus dans aucun autre sous-G-module de V'. 
Un corollaire de ce théorème est que si V est une représentation irréductible de G, 
alors il existe un unique vecteur maximal de V, à un scalaire près. Cela se déduit en 
munissant X(T) d'un ordre partiel. On dira que À > Il si À - Il est une somme de racines 
positives. Cet ordre justifie le choix du terme de plu~ haut poids pour désigner le poids 
du vecteur maximal d'une représentation irréductible. 
Le théorème suivant exprime le fait que pour un groupe semi-simple, les représen-
tations irréductibles sont complètement déterminées par leur plus haut poids. 
Théorème 2.7.2 ([Hu2], Theorem 31.3). Si V et V' sont deux représentations irréduc-
tibles de G de plus haut poids À et Il respectivement, alors V et V' sont isomorphes 
comme G-modules si et seulement si À = Il. 
Nous montrerons aussi dans le chapitre 4 que si À est un caractères dominant, il existe 
un G-module V dont le plus haut poids est À. 
Un dernier résultat dont nous voulons discuter concerne la possibilité de décompo-
ser un G-module comme somme directe de modules irréductibles. Ce résultat est dû à 
Weyl. La preuve se base sur des propriétés topologiques des groupes semi-simples. 
Théorème 2.7.3. [W] Soit G un groupe algébrique semi-simple et.v un représentation 
rationnelle de G . .soit W un sous-module de V. Alors, il existe un sous-module W' de 
V tel que V W ED W'. 
Chapitre 3 
, 
FIBRES EN DROITE ET COHOMOLOGIE 
Dans le dernier chapitre, nous avons introduit les notions sur les groupes algé-
briques qui nous seront nécessaires afin de comprendre l'énoncé et la preuve du théo-
rème de Borel-Weil-Bott. Dans ce chapitre, nous introduirons des notions plus topolo-
giques. 
La section 3.1 nous permettra d'introduire la notion de fibré vectoriel algébrique. 
Le but de cette section, sera de construire pour chaque caractère À d'un sous-groupe de 
Borel B d'un groupe réductif G, un fibré en droite G x B CÀ au dessus de l'espace G / B. 
Ce fibré nous permettra de définir le faisceau des sections $(CÀ). 
Dans la section 3.2, nous introduirons brièvement la cohomologie de faisceaux et la 
cohomologie de Cech. Nous verrons un théorème qui nous permet de faire le pont entre 
la cohomologie de Cech pour un recouvrement donné et la cohomologie de faisceaux. 
Finalement, nous introduirons la suite spectrale de Leray dans le section 3.3. 
3.1. CONSTRUCTION D'UN FmRÉ VECTORIEL À PARTIR D'UN B-MODULE 
On considère G un groupe algébrique réductif et B un sous-groupe de Borel de G. 
On sait alors que G / B est une variété projective. Nous cherchons à construire des fibrés 
vectoriels sur cette variété. Nous allons commencer par définir la notion de fibré vec-
toriel algébrique avant de construire des fibrés vectoriels sur G / B plus spécifiquement. 
Soit X et E deux variétés algébriques et 1f : E ~ X un morphisme de variétés 
algébriques tel que pour tout point x EX, 1f-l(X) est un espace vectoriel sur C. L'espace 
E avec l'application 1f est unfibré vectoriel topologique sur C de rang n s'i] existe une 
famille {Ui}iel d'ouverts de X qui trivialise E, c'est-à-dire s'il existe des applications 
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tPi tels que pour chaque i E l, tPi : 7r- I (Vi ) ~ Vi X en soit un homéomorphisme qui 
commute avec la projection 7r. 
On obtient alors pour tout Vi n V j '* 0, une application gij : Vi n V j ~ GL(en ) 
telle que 
tPj 0 tPi l : (Vi n V j ) x en ~ (Vi n V j ) x en 
(x, v) H (x, gij(X)V)" 
Les applications gij sont appelées des changements de trivialisation. Nous parlerons 
d'un fibré vectoriel algébrique si les applications gij sont des morphismes de variétés 
algébriques. Puisque ce n'est qu'à ce type de fibrés que nous nous intéresserons, nous 
omettrons en général le terme algébrique. 
Un fibré vectoriel est appelé un fibré en droite si la fibre au dessus d'un point est 
un espace vectoriel de dimension 1. 
Nous voulons construire des fibrés vectoriels sur G 1 B à partir d'espaces vectoriels 
sur lesquels B agit de façon algébrique. Dans la section 2.1, nous avons défini ce que 
nous entendons par représentation rationelle d'un groupe algébrique. C'est seulement 
avec ce type de représentation que nous travaillerons. 
Soit p : B ~ GL(V) une représentation de B. On considère l'espace G x V sur 
lequel on définit la relation d'équivalence suivante: 
(gb, v) ~ (g, bv) Yg E G Yb E B Yv E V. 
On peut alors définir G x B V = G x VI ~. On en fait un espace topologique en le 
munissant de la topologie quotient. Nous noterons [g, v] la classe de (g,v). 
Proposition 3.1.1. G x B V est un fibré vectoriel algébrique sur G 1 B. 
DÉMONSTRATION. Nous allons séparer la preuve en plusieurs étapes. Nous allons tout 
d'abord définir une projection de G x B V sur G 1 B. Par la suite, nous allons définir une 
structure d'espace vectoriel sur les fibres de ce fibré. Nous allons finalement trouver 
une trivialisation de G xB V à l'aide de la décomposition de Bruhat de G. Cette triviali-
sation et les changements de cartes qui y sont associés nous permettrons de voir GxB V 
comme une variété algébrique. 
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Nous pouvons définir rr : G x B V ~ G / B par rr([g, v]) = gB. On remarque que cette 
définition ne dépend pas du choix du représentant puisque si [gl, v] = [g2, u], alors il 
existe b E B tel que g2 = glb et donc glB = g2B dans G/B. De plus, cette application 
est clairement surjective sur G / B. 
Soit x = gB E G/B. Notons E l'espace G x B V et Ex = {[g, v] : v E V}, la fibre 
au dessus de x. Nous voulons donner une structure d'espace vectoriel sur Ex. Cette 
structure découle de celle sur V. 
Soit x = gB E G/B. On considère l'application 
v ~ [g, v] 
Cette application dépend du choix de g comme représentant de la classe de x. Pour 
un autre représentant gb, nous aurons que l/Ygb = l/Yg 0 p(b). Remarquons aussi que 
cette application est bijective. Nous l'utiliserons pour définir une structure d'espace 
vectoriel sur Ex. Soient el, e2 E Ex tels que el = l/Yg(Vl) et e2 = l/Yg(V2). On définit 
el + e2 := l/Yg(VI + V2). Similairement, on définit Àel = l/Yg(ÀVl) V À E Co La structure 
ainsi donnée d'espace vectoriel sur Ex ne dépend pas du choix du représentant de x 
puisque l'action de B sur V est linéaire. 
Nous allons maintenant trouver une famille d'ouverts de G/B qui permettent de 
trivialiser G xB V. Nous allons commencer par remarquer que G xB V est trivial au-
dessus de la grande cellule de Bruhat .0 = U-B où U- est le radical unipotent du 
sous-groupe de Borel opposé à B. Pour cela, il faut savoir que pour g E n, il existe 
u E U- et b E B uniques tels que g = ub. Cela découle du fait que U- n B = e. 
Définissonsl/Yn: rr-I(U-B/B) ~ U-B/BxVparl/Yn([g,v]) = (g,bv) sig = ub. 
La première chose à vérifier est que l'application est bien définie. Un autre représen-
tant de [g, v] s'écrit sous la forme [gb2, b2" lv] avec b2 E B. Nous aurons alors que 
l/Yn([gb2, b2" 1 v]) = (gb2, bb2b2" 1 v) = cg, bv). Ainsi l'application l/Yn est bien définie. Elle 
est aussi clairement smjective. Montrons maintenant qu'elle est injective. Soit g = 
ulb l , h = U2b2 deux éléments de .0 et v, W E V. Supposons que l/Yn([g, v]) = (g, blv) = 
(h, b2w) = l/Yn([h, w]). Alors, il existe b E B tel que ulb l = u2b2b. De cela, on déduit 
que Ul = U2 et donc bl = b2b. Mais alors, puisque b2w = bl v, on obtient que v = b-lw 
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et la suite d'égalité suivante rh, w] = [u,b2, w] [u,b2b, b-'w] = [u1b1, v] = [g, v], 
nous permet de conclure que f/Jn est injective. Ainsi f/Jn est bien une bijection entre 
1[-1( U-B 1 B) et U-B 1 B x V. Mais la topologie de G xB V étant la topologie quotient de 
G x V, cette application est nécessairement un homéomorphisme. 
Nous avons seulement pour le moment un ouvert qui trivialise G xB V. Mais si nous 
prenons tous les translatés de niB par les éléments du groupe de Weyl W de Gnous 
obtenons GIB au complet, c'est-à-dire GIB = U wU-BIB. De plus, en choisissant 
WEW 
un représentant nw pour chaque w E W(G, T), on obtient encore l'écriture unique d'un 
élément g E wU-B comme g = nwub avec u E U- et b E B. Cela nous permet de 
définir l'application f/Jwn : 1[-'(wU-BIB) ~ wU-BIB x V par f/Jwn([g, vD = (g,bv) si 
g = nwub. Les mêmes raisonnements que dans le paragraphe précédent nous permettent 
de montrer que f/Jwn est bien définie et que c'est un homéomorphisme de 1[-' (wU-BI B) 
dans wU-BIB xV. 
Nous voulons maintenant étudier les changements de trivialisations. Cela se résume 
à comprendre l'application f/J(J" 0 f/J;;/ : (crU-BIB n wU-BIB) x V ~ (crU-BIB n 
wU-BIB) x V, pour cr et w E W(G, T). Supposons que g E crU-B n wU-B. Alors g 
s'écrit comme n(J"ujb, et comme nwu2b2 avec Ul et U2 dans U- et bl et b2 dans B. En 
décomposant l'application, on obtient que 
On remarque aussi que cette application ne dépend pas du choix du représentant de 
g. Cela nous permet d'obtenir l'application 
g 
qui est bien un morphisme de variétés algébriques. 
Pour terminer la preuve, nous allons utiliser le lemme 3.1.1 qui se trouve immé-
diatement après la preuve et qui nous permettra de munir G x B V d'une structure de 
variété algébrique 
Les différents espaces wU-BIB x V, pour w E W, sont des variétés affines. Nous 
allons noter l'espace wU-BIB x V par Xw • Pour un couple (w,cr), on définit l'ouvert 
XW(J" = (wU-BIB n crU-BIB) x v: Ainsi, dans notre cas, XW(J" = X(J"w' On définit les 
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isomorphismes!.pW(T = ifJer 0 ifJ;}. Clairement, les applications !.pW(T vérifient les trois 
conditions du lemme 3.1.1. Il existe donc une unique variété algébrique munie d'un 
atlas {!.pw : Uw ~ Xw}. Ça ne peut être que G x B V par définition des Xw et des iso-
morphismes !.pwer; Ainsi, le fibré vectoriel G x B V est muni d'une structure de variété 
algébrique. Ce qui complète la preuve. 
o 
Lemme 3.1.1 ([CL], Théorème 3.4.7). Étant donné une famille finie {Xd de variétés 
algébriques affines et pour tout couple Ci, j) un ouvert Xi} de Xi et des isomorphismes 
!.pij : Xi} ~ Xji tels que 
( 1) pour i = j, Xii = Xi et!.pii = Id; 
(2) !.pi} = !.pj/ ; 
(3) !.pki 0 !.pjk 0 !.pij = Id. 
Alors, il existe une unique variété algébrique X munie d'unefamilles de trivialisations 
{!.pi: Ui ~ Xd telle que pour tout i et j, Xi} = !.piCUi n Uj) et !.pij = !.pj 0 !.pi l • 
Remarque 3.1.1. Si on considère P un sous-groupe parabolique de G et V un P-
module, l'espace G x P V est un fibré vectoriel au-dessus de G / P. La preuve se fait de 
façon similaire à celle que nous venons dt: faire, mais en utilisant plutôt la décomposi-
tion de G/ P introduite dans le théorème 2.2.5. 
3.1.1. Fibrés G équivariants 
Les fibrés vectoriels sur G/ B définis à partir d'un B-module Vont une propriété de 
plus, ils sont G-équivariants. Comme nous allons travailler avec ce type de fibré tout 
au long du mémoire, nous allons discuter un peu de cette propriété et voir comment il 
est possible de faire de G x B V un fibré vectoriel G-équivariant. 
Définition 3.1.1. Soit G un groupe qui agit sur une variété algébrique X et E un fibré 
vectoriel sur X. On dit que E est un fibré vectoriel G-équivariant si : 
( 1) G agit sur E; 
(2) L'application 1[ : E ~ X est un G-morphisme; 
(3) L'application g : Ex ~ Egx, qui correspond à l'action de g sur un élément de 
Ex, est linéaire Vg E G et Vx EX. 
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Il est possible de définir une action de G sur les fibrés vectoriels construits plus tôt 
afin d'en faire des fibrés vectoriels G-équivariants. Nous définissons Vk E G 
k[g, v] = [kg, v]. 
Remarquons que cette'définition est indépendante du choix du représentant. En effet, 
considérons [gb- 1, bv] = [g, v] avec b E B. Alors 
k[gb- I , bv] = [kgb- 1, bv] = [kg, v] = k[g, v]. 
Cette action fait bien de lf un G-morphisme et l'application k : (G x B V)x ~ (G x B V)kx 
est linéaire. Ainsi nous avons fait de G xB V un fibré vectoriel G-équivariant. 
3.1.2. Faisceau des sections 
À partir d'un fibré vectoriel au-dessus d'un espace X, on peut construire le faisceau 
des sections de ce fibré. Nous serons intéressés à construire le faisceau des sections du 
fibré G x B V. Nous noterons ce faisceau .2'(V) ou .2' GIB(V) quand l'espace de base 
n'est pas clair. Pour un ouvert U de GIB, on définit 
.2'(V)(U) = {s : U ~ G x B V Ilf 0 s [du et s E Homalg(U, G XE V)}. 
Étudions plus en détails ce faisceau avec lequel nous travaillerons tout au long de ce 
mémoire. 
Soit U un ouvert de GIB. Il existe un morphisme de variétés algébriques VB 
G ~ G 1 B. Puisque la topologie sur G 1 B est la topologie quotient, la préimage de 
U, Ut VI/CU); est un ouvert de G. Soit S E 2(V)(U). Puisque lf 0 S = [du, alors 
s(gB) = [g, s(g)] où s peut être vue comme une fonction de ut dans V. Étudions les 
conditions qui sont vérifiées par 8. Soit b E B. Puisque gbB = gB, on a que s(gB) 
s(gbB) = [gb, s(gb)] = [g, bs(gb)]. On peut donc voir s comme une fonction de ur 
dans V qui vérifie 
s(g) = bs(gb), 
ou encore 
b-ls(g) = s(gb) , Vb E B Vg EUt. (1) 
Inversement, si s : U' ~ V vérifie la condition (1), alors gB H [g, s(g)] définie une 
section de 2(V)(U). 
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En identifiant s et S, on peut alors identifier 
2(V)(U) ~ {s : U' ~ VI bs(g) = s(gb-l ), Yb E BYg E U' et s E Homalg(U', V)}. 
En raison de cette identification, nous utiliserons indépendament ces deux façons de 
voir 2(V)(U). 
Notons que l'espace des sections globales 2(V)(GfB) est un G-module. En effet, 
on peut définir l'action de g E G sur une section globale s ; G ~ V par gs(hB) = 
s(g-lhB). 
Remarquons que si V est un B-module, alors V* est aussi un B-module avec l'action 
de B sur f E V* définie par bf(v) f(b- 1v) Yb E B, Yv E V. Ainsi, nous pouvons aussi 
construire un fibré vectoriel à partir de V* qui sera G x B V* et nous obtenons le faisceau 
2(V*). 
Nous serons particulièrement intéressés par les fibrés vectoriels sur G f B construits 
à partir de représentations de dimension 1. Une représentation de dimension 1 est une 
morphisme de groupes algébriques p : B ~ GL(l, C). Or, GL(l, C) = CX. Cela nous 
donne un morphisme p : B ~ CX qui est en fait un caractère de B. Étudions quelle 
sera la représentation duale. Soit f E C*, b E B et v E C. Alors, bf(v) = f(b-1v) = 
f(P(b- 1 )v) = p(b-1 )f(v). La représentation duale de p sera donc p-l. 
Soit,.l un caractère de B, nous noterons 2(CÀ ) le faisceau des sections du fibré 
G x B CÀ construit à partir de ce caractère. Remarquons que pour U un ouvert de GfB, 
2(CÀ )(U) ~ {s E CG/B(vï/(U))] 1 ,.l(b-1)s(g) s(gb), Yb E B Yg EU'}. 
Pour des raisons de commodité, nous préférerons travailler avec le fibré G x B C~ pour 
lequel le fibré des sections est défini sur un ouvert U de G f B par 
g(C~)(U) ~ {s E CG/B(VI/(U)) 1 ,.l(b)s(g) = s(gb), Yb E B Yg EU'}. 
Les actions de G sur les sections globales de g(C~) ainsi que sur le fibré G x B C~ 
nous permettrons de faire de la cohomologie Hi(GfB,g(C~)) un G-module comme 
nous le verrons dans la sous-section 3.2.1. 
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3.2. COHOMOLOGIE 
En général, il est peu pratique, voir impossible, de calculer la cohomologie de fais-
ceaux à partir de sa définition. Or, dans pluseurs cas, la cohomologie de Cech d'un 
faisceau § par rapport à un recouvrement coïncide avec la cohomologie de faisceaux. 
De plus, la cohomologie de Cech se calcule aisément dans plusieurs cas. Par exemple, 
dans la section 1.4, il nous a été possible de calculer la cohomologie de cpt à valeur 
dans le faisceau 2(C:) par rapport au recouvrement ~ {Vo, Vd. Nous commence-
rons par dormer un petit apperçu de ce qu'est la cohomologie de faisceaux. Nous allons 
ensuite définir plus en détails la cohomologie de Cech par rapport à un recouvrement 
donné et voir dans quels cas elle coïncide avec la cohomologie de faisceaux. Le lecteur 
qui veut plus de détails sur la cohomologie de Cech et sur la cohomologie de faisceaux 
peut consulter le chapitre 3 de [Hl. 
3.2.1. Cohomologie de faisceaux 
Soit X un espace topologique et § un faisceau de groupes abéliens sur X. On veut 
définir la cohomologie de faisceaux Hi(X, §). Pour cela, nous devons commencer par 
définir ce qu'est un faisceau injectif. 
Soit 
une suite exacte de faisceaux. Considérons X un faisceaux de groupes abéliens. Le 
foncteur Hom(·, X) est exact à gauche, c'est-à-dire la suite 
~ r· o ~ Hom(Ye,X) ~ Hom(§, X) ~ Hom(t§,X) 
est exacte. On dira qu'un faisceau ..f est injectif si le foncteur Hom(-,..f) est exact. 
Soit § un faisceau de groupes abéliens. Alors, il existe une suite exacte de fais-
ceaux 
telle que les ..f j sont des faisceaux injectifs. Une telle suite est appelée une résolution 
injective de §. 
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Le foncteur des sections globales est exact à gauche. On l'applique à la suite exacte. 
Cela nous donne un complexe 
On définit la cohomologie de faisceaux Hi(X, §) comme la cohomologie du complexe 
~ •. On peut montrer que cette cohomologie est indépendante de la résolution injective 
choisie. 
Puisque le foncteur des sections globales est exact à gauche, on obtient directement 
que JfJ(X, §) est tout simplement §(X). 
Maintenant que nous avons défini la cohomologie de faisceaux et le faisceau "z(C~), 
nous allons montrer comment il est possible de définir une action de G sur l'espace 
vectoriel Hi(G/ B, "z(C~)). 
Soit g E G. Il existe une application 
Tg: G/B ~ G/B 
hB H ghB. 
Considérons le faisceau "z(C~). L'image directe de ce faisceau par l'application Tg est 
le faisceau Tg. "z(C~) qui a un ouvert U de G/ B associe le groupe Tg. "z(C~)(U) = 
"z(C~)(g-l U). 
En premier lieu, nous devons construire un isomorphisme entre Hi(G / B, "z(C~)) 
et Hi(G/ B, Tg. "z(C~)). Nous savons que RiTg• "z(C~) est nul pour tout i ~ 1 puique Tg 
consiste en un isomorphisme. À partir de cela, nous pouvons déduire que si ~. est une 
résolution injective de "z(C~), alors (Tg. ~t est une résolution injective de Tg. "z(C~). 
Nous obtenons alors directement l'isomorphisme 
En deuxième lieu, nous construisons un isomorphisme entre les faisceaux "z(C~) 
et Tg. "z(C~). Soit U un ouvert de G / B. Nous définissons: 
ifYu: "z(C~)(U) ~ Tg. "z(C~)(U) = "z(C~)(g-l U) 
S H ifYu(s)(v) = g-l s(gv), 
61 
où V E g-Iu. Puisque v E g-IU, nous savons que gv E U et s(gv) fait du sens. D'après 
la définition de l'action de G sur G x B C~, nous savons que 7l'(g-1 s(gv» = v. Ainsi, 
lPu(s) est bien une section de 2(C~)(g-1 U). 
On peut construire de façon similaire 1'application inverse, ce qui nous assure que 
lPu est un isomorphisme. Puisque pour tout ouvert U de G/B l'application lPu est un 
isomorphisme, on déduit que les faisceaux 2(C~) et Tg* 2(C~) sont isomorphes. Nous 
avons donc un isomorphisme au niveau de la cohomologie: 
En composant les deux isomorphismes précédents que nous avons obtenus au ni-
veau de la cohomologie, nous obtenons qu'un élément g E G induit un isomorphisme 
Si w E Hi(G/B,2(C~», nous définirons l'action g' w:= g(w). Les propriétés foncto-
rielles des deux isomorphismes, nous assurent que c'est bien une action. Nous avons 
donc fait de l'espace vectoriel HÎ(G/B, 2(C~» un G-module. 
3.2.2. Cohomologie de Cech 
Soit X un espace topologique, 'fi' = {UdiEI un recouvrement d'ouverts de X et § 
un faisceau de gro~pes abéliens sur X. Un bon ordre est défini sur l'ensemble J. Nous 
voulons définir la cohomologie de Cech de § par rapport au recouvrment 'fi' de X. 
Pour ce faire, nous devons commencer par définir un complexe. 
Pour chaque p ~ 0, on pose 
n 
UioÎl ... ip = n Uik' 
k=l 
Les O-cochaînes de 'fi' à valeur dans le faisceau § sont les fonctions qui assignent 
à chaque Ui un élément de §(Ui ), c'est à dire 
CO('fi',§) = n §(Ui )', 
iEl 
On définit, 
C1('fi',§) = n §(Uioi1 )· 
iO<Î! 
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De façon générale, on définit le p-ième groupe de notre complexe comme 
n §(U·· .) 101] ... lp • 
iO<i!< ... <ip 
Entre autre, pour définir une p-cochaîne a E CP(CW, §), nous devons déterminé 
a·· . E §(U·· .) 101] ... lp 101] ... lp 
pour chacun des (p + l)-uplet de 1 tel que io < il < ... < ip. 
Pour avoir un complexe, nous devons maintenant définir une différentielle. Rappelons-
nous que puisque § est un faisceau, pour V ç U deux ouverts de X, il existe un 
morphisme de restriction 
puv : §(U) --7 §(V). 
Soit a E CP(CW, §). On définit 
par 
p+l 
(6a)·· . = ~(-l)jpu. u·· (a· , . ) 
lQl} ... lp+l L.J iO .. .ij .. .ip+l' 'O···lp+l IO, ... ,lj ... ,lp+l' 
j=O 
où ij veut dire que nous omettons ij • En général, on sous-entend le morphisme de 
restriction afin d'alléger les notations. 
Il est possible de montrer que 62 = 0, ce qui fait bien de 6 une différentielle. Ainsi 
{CP(CW, §), 6} est un complexe de chaîne. La cohomologie de ce complexe est noté 
fip(CW, §) et est appelé la cohomologie de Cech du recouvrement CW à valeur dans 
En particulier, fIo(CW, §) est le noyau de l'application 
En se basant sur la définition de la différentielle et sur les propriétés des faisceaux, on 
montre que le noyau de cette application correspond aux sections globales du faisceau 
§. Ainsi, nous avons toujours ql!e pour un espace topologique X, un recouvrement CW 
de X et un faisceau de groupes abéliens §, 
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Malgré ce résultat sur les· groupes de cohomologie de degré 0, la cohomologie 
de Cech dépend en général du recouvrement choisi. Dans certains cas, elle coïncide 
cependant avec la cohomologie de faisceaux. Le théorème suivant fait le pont entre la 
cohomologie de faisceaux et la cohomologie de Cech pour un recouvrement particulier. 
Théorème 3.2.1. [H] Soit X un schéma noetherien séparé, %' un recouvrement d'ou-
verts affines de X et 2/ un faisceau quasicohérent. Alors, pour tout i ~ 0, {fi(%' , 2/) 
est isomorphe à Hi(X, 2/). 
Entre autre, dans le cas de CpI avec le recouvrement %' = {Ua, UIl naturel et le 
faisceau 2'(Cn ), nous avons un isomorphisme entre la cohomologie de faisceaux et la 
cohomologie de Cech. 
3.3. SUITE SPECTRALE DE LERAY 
La suite spectrale de Leray aura UI~e importance capitale dans la preuve du théo-
rème de Borel-Weil-Bott au chapitre 5. Dans le cas où À est un caractère tel que 
(a, À) < ° pour une racine simple a, elle nous permettra d'obtenir un isomorphisme 
entre les G-modules Hi+I(G/B,2'(C~)) et H i(G/B,2'(C:
aÀ_ a )). Nous discuterons ici 
de cette suite spectrale et de quelques outils qui nous seront utiles dans le chapitre 5 
lorsque nous l'utiliserons. 
Théorème 3.3.1. Soit f : X ~ Y une application continue entre deux espaces topolo-
giques et soit 2/ un faisceau sur X. Alors il existe une suite spectrale 
Le foncteur Rqf. ayant une place de premier choix dans ce théorème, il est impor-
tant de bien le comprendre. C'est le but de la proposition suivante. 
Proposition 3.3.1 ([H], section 3.8). Soit f : X ~ Y une application continue entre 
deux espaces topologiques et 2/ un faisceau sur X. Alors Rif.(2/), est le faisceau 
associé au préfaisceau 
où V est un ouvert de Y. 
Dans le cas où une suite spectrale se stabilise en Ef;,q et que la plupart des valeurs 
de Ef;,q sont nulles, nous obtenons le lemme suivant. 
Lemme 3.3.1. Supposons que E~,q ~ Hp+q. 
( 1 ) Si E~q = a sauf si q = qo, alors Hn = E:;qO,qo. 
(2) Si E~q a saufsi p = Po, alors Hn = E~,n-po, 
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Chapitre 4 
COHOMOLOGIE DE DEGRÉ 0 
Soit G un groupe réductif, B. un sous-groupe de Borel et À un caractère de B. 
Dans ce chapitre, nous allons montrer que toutes les représentations irréductibles de 
G peuvent être obtenues comme la cohomologie de degré 0 de G / B par rapport à 
un faisceau de type 2(C~), que cette cohomologie de degré zéro est non nulle si 
et seulement si le caractère À est dominant et que dans le cas où elle est non nulle, 
l'espace HO(G/B,2(C~)) est un G-module irréductible. Les preuves de ces résultats 
proviennent en grande partie de [B2], [B3] et de [Hu2] qui les reprend. 
Dans les sections 4.1 et 4.2, nous travaiIlerons avec G un groupe algébrique semi-
simple. Nous utiliserons les notations suivantes: B sera un sous-groupe de Borel de G, 
T un tore maximal contenu dans B et W le groupe de Weyl W(G, T). La section 4.3 
nous permettra de faire le passage aux groupes réductifs. Nous utiliserons le groupe 
S L(n, C) pour illustrer certaines de nos constructions, ce groupe étant semi-simple. 
4.1. LES REPRÉSENTATIONS IRRÉDUCTIBLES DE G 
Soit G un groupe algébrique semi-simple. Dans cette section, nous allons prouver 
que toutes les représentations irréductibles de G s'obtiennent à partir de la cohomologie 
de G/ B par rapport aux faisceaux de la forme 2(C~). Pour cela, nous aurons besoin 
de quelques résultats sur les représentations des groupes semi-simples dont nous avons 
discutés dans la section 2.6. 
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Avant de pouvoir formuler explicitement la proposition que nous voulons prouver, 
rappelons-nous que nous avions défini dans la section 2.5 l'application 
1f: X(T) --; X(T) 
A H -woA, 
où Wo est le plus long élément du groupe de Weyl de G. Nous aurons besoin de cette 
application et de ses propriétés tout au long de la section. 
Nous pouvons maintenant énoncer l'objet de cette section. 
Proposition 4.1.1. Soit V une représentation irréductible de G de plus haut poids A. 
Alors 
comme G-module. 
Nous montrerons cette proposition en acceptant le fait que IfJ(G/ B, 2(C~») est 
non nul dans le cas où A est dominant. Ce fait sera montré dans la section 4.2. Com-
mençons par donner un apperçu de la preuve de la proposition 4.1.1. 
Dans un premier temps, nous montrerons que si l'espace vectoriel engendré par un 
vecteur s de IfJ(G/B,2(C;(À»))) est stable sous l'action de B, alors le poids de s est 
A. Cela nous permettra de montrer qu'il existe un unique sous-espace de dimension 
1 de IfJ(G/B,2(C;(À»» qui est stable sous l'action de B. De cela, nous déduirons 
que si A n'est pas dominant, alors le groupe de cohomologie HO(G/B,2(C~))) est 
nul. En utilisant le théorème de réductibilité 2.7.3, nous parviendrons à montrer que 
HO(G/B,2(C;(À)) est un G-module irréductible. Le théorème 2.7.2 nous permettra 
finalement de conclure que IfJ(G/B, 2(C~») ~ V. Nous pouvons maintenant débuter 
cette preuve. 
DÉMONSTRATION DE LA PRoposrrION 4.1.1. Soit A un caractère dominant de B. Posons 
Comme nous venons de le dire, nous allons supposer que cet espace est non nul. Nous 
allons montrer sous cette condition que c'est un G-module irréductible de plus haut 
poids A. Pour ce faire, nous allons commencer par montrer qu'il existe un sous-espace 
unique de dimension 1 qui est stable sous l'action de B. 
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Comme nous l'avons vu dans le chapitre 3, 
W(rr(À)) ~ (s E C[G] 1 s(gb) = rr(À)(b)s(g) Vg E G, Vb E B}. 
De plus, le groupe G agit sur un élément s de HO(rr(À)) par 
(gs)(h) = s(g-lh). 
Puisque B est un groupe résoluble, le théorème de Lie-Kolchin, théorème 2.1.2, nous 
assure qu'il existe un sous-espace de HO(rr(À)) qui est stable sous l'action de B. Notons 
Jj À cet espace. 
Soit f E D À non identiquement nulle. Alors, il existe un caractère J1 E X(T) tel que 
Vb E B, J1(b)f(g) = bf(g) = f(b- 1g). 
Puisque f E flÛ(rr(À)), on obtient que 
Vg E G, Vb',b E B, f(b'gb) = J1(b'-l)rr(À)(b)f(g). 
Nous obtenons alors que sur l'ouvert dense BwoB, f(b'nob) = J1(b'-l )rr(À)(b)f(no). 
Puisque f n'est pas identiquement nulle, f(no) =1= O. 
Nous voulons maintenant montrer que le poids de B sur f, que nous avons noté J1, 
est exactement À. Choisissons no un représentant de wo. Pour un élément t du tore T, 
nous obtenons la suite d'égalités suivante: 
J1(t-l )f(no) = f(tno) 
= f(nonc/ tno) 
= f(no)rr(À)(nü 1 tno) 
= f(no)À-l(t) 
= À(t-l )f(no). 
Puisque f(no) =1= 0, on doit avoir J1(t-l) = À(t-l) et cela pour tout t E T. Nous en 
concluons que J1 = À. 
Ainsi, sur l'ouvert BwoB, f(b'nob) = À(b'-l )rr(À)(b)f(no). De sorte que la valeur de 
f sur cet ouvert est complètement déterminée par sa valeur en no. Puisque BwoB est 
un ouvert dense de G, on en conclut que la valeur de f en no détermine entièrement la 
valeur de f sur G. 
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Si JI et f2 sont dans D,1 et non identiquement nuls, il existe c E ex tel que JI (no) = 
cfz(no). Ainsi, sur l'ouvert BwoB, JI = cf2, c'est-à-dire JI - cf2 == O. Puisque BwoB est 
un ouvert dense de G, on obtient que JI - cf2 == 0 sur G. Nous pouvons donc conclure 
que D,1 est de dimension 1. 
Nous avons donc montré qu'il existe un sous-espace stable sous l'action de B de 
dimension 1, sous-espace que nous avons noté D,1, et le poids de B sur cet espace est 
exactement À. 
Soit V un sous-espace irréductible de HO(7r(À)). Nécessairement, V doit contenir 
D,1' En effet, V doit contenir un sous-espace stable sous l'action de B et ça ne peut 
être que D,1' Le plus haut poids de V sera le poids de D,1 qui est À. Par conséquent, 
À est un caractère dominant. De cela, nous concluons que si À n'est pas dominant, 
alors nécessairement H\G/ B, ~(e;(,1))) est nul. Puisque 7r permute les caractères non 
dominants et que 7r2 = id, on déduit que pour À un caractère non dominant, V,.! = 
VJr(Jr(,1)) est nul. Nous venons donc de montrer que pour un caractère À non dominant, 
H\G/B,~(e~)) = O. 
Nous sommes maitenant en mesure de montrer que W(7r(À)) est irréductible. Ce 
fait se base sur la complète réductibilité d'une représentation d'un groupe algébrique 
semi-simple dont nous avons discuté dans le théorème [W]. 
Supposons que W(7r(À)) n'est pas irréductible. Soit W un sous-module non nul 
de HO(7r(À)) et W' son complément dont l'existence est assurée par le théorème 2.7.3. 
Puisque Wet W' sont des G-modules, ils doivent contenir un sous-espace qui est stable 
sous l'action de B. Mais nous avons montré que le seul sous-espace de ce type est Di. 
Ainsi, si W' est non nul, D,1 ç W et D,1 ç W' ce qui est impossible. Nous pouvons donc 
en conclure que W(7r(À)) = W. Par conséquent HO(7r(À)) est un G-module irréductible. 
Le plus haut poids de HO(7r(À)) est le poids de son sous-espace stable par l'action 
de B. Or nous avons vu que le poids de D,1 est À. Ainsi, sous-réserve de montrer que 
W(G/B,~(e;(,1))) est non nul dans le cas où À. est dominant, nous pouvons conclure 
que toute représentation irréductible de G peut être obtenue à partir de la cohomologie 
de G / B par rapport à un certain fibré en droite. En effet, si V un G-module irréductible 
de plus haut poids À. alors V ~ HO(7r(À.)) puisque ce sont deux G-modules irréductibles 
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dont le plus haut poids est identique et le théorème 2.7.2 nous assure qu'une représen-
tation irréductible d'un groupe semi-simple est complètement déterminée par son plus 
haut poids. o 
Il nous reste seulement à montrer que pour un caractère À dominant, le G-module 
VÀ est non nul. Ce sera le but de la section suivante. 
Remarque 4.1.1. Si V est un G-module irréductible de plus haut poids À, il n'est pas 
très difficile de montrer que V* est un G-module irréductible de plus haut poids 1r(À). 
En notant VÀ le G-module irréductible de plus haut poids À, nous avons montré. que 
V~ ~ lfJ(GI B, 2(C~)). 
4.2. LA COHOMOLOGIE DE DEGRÉ 0 
Nous avons montré dans la section précédente que si À n'est pas dominant, le 
groupe de cohomologie JfJ(GIB,2(C~)) est nul. Nous voulons maintenant montrer 
que ce G-module est non nul dans le cas où À est dominant. Nous saurons alors que 
c'est un G-module irréductible dont le plus haut poids est 1r(À). Cette section consiste 
en la preuve de la proposition suivante. 
Proposition 4.2.1. Soit À un caractère dominant. Alors, JfJ(GI B, 2(C~)) =1= O. 
Pour ce faire, nous allons construire explicitement dans le cas où À est un caractère 
dominant une fonction CÀ E C[G] non identiquement nulle telle que cAgb) = À(b)cAg). 
En particulier, CÀ E JfJ(GIB,2(C~)) et donc la cohomologie de degré 0 de GIB par 
rapport au faisceau 2(C~) sera non nulle. Le lecteur peu intéressé par la preuve de la 
proposition 4.2.1 peut passer directement à la section 4.3. 
4.2.1. Informations provenant d'un module irréductible de plu~ haut poids À 
Dans cette sous-section, nous prouverons le lemme suivant. 
Lemme 4.2.1. Soit À un caractère do:nina'ft. Supposons qu'il existe un G module de 
plus haut poids À. Alors, le groupe de cohomologie JfJ(GI B, 2(C~)) est non nul. 
Supposons qu'il existe un G-module irréductible V de plus haut poids À et de vec-
teur maximal v. Écrivons V comme somme directe de C v et de V' où V' est le sous-
espace vectoriel engendré par les vecteurs de poids autre que À pour l'action de T. 
Nous avons alors la décomposition V = Cv $ V' comme espace vectoriel. 
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Définisons une première fonction r : V ~ C par r(v) = 1 et r(w) = 0 si w E V'. 
Nous étendons cette fonction par linéarité sur V. À partir de cette fonction, nous pou-
vons définir l'application CÀ : G ~ C par cÀ(g) = r(gv). Nous énumérerons quelques 
propriétés importantes de CÀ dans la proposition suivante. 
, 
Proposition 4.2.2. Soit CÀ lafonction définie précédemment. Alors 
(1) CÀ n'est pas identiquement nulle ,. 
(2) CÀ E C[G],. 
(3) Vg E G, gv = cÀ(g)v mod V' ,. 
(4) Vg E G et Vb E B, cÀ(gb) = À(b)cÀ(g),. 
(5) Vu- E B~ et Vb E B, cÀ(u-b) = À(b). 
DÉMONSTRATION. (1) La fonction CÀ est exactement À sur le sous-groupe de Borel 
B. Elle n'est donc pas nulle. 
(2) Puisque V est un G-module rationnel, r(gv) E C[G]. Ainsi, cÀ(g) = r(gv) E 
C[G]. 
(3) Cette propriété est claire d'après la définition de CÀ' 
(4) On sait que (gb)v = g(bv) et que bv = À(b)v, v étant un vecteur maximal de 
poids À. On obtient alors que cAgb) = r(gbv) = r(À(b)gv) = À(b)r(gv) = 
À(b)cÀ(g). 
(5) La preuve de cette propriété se base sur le fait que V' est stable sous l'action 
de B-, ce dont nous ne discuterons pas ici. Pour plus de détails, le lecteur peut 
consulter la section 5.7 de [B3]. 
o 
Les propriétés (2) et (4) nous assurent que CÀ E HO(G/B,2(C~)). Ainsi l'exis-
tence d'un G-module irréductible de plus haut poids À nous permet de démontrer que 
W(G/ B, 2(C~)) *- O. Ceci met fin à la preuve du lemme. 
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Ainsi, il nous suffirait de montrer que pour À un caractère dominant, il existe un 
G-module irréductible de plus haut poids ,l. Ce n'est cependant pas tout à fait ce que 
nous ferons. Nous serons seulement en mesure de montrer qu'il existe un G-module 
irréductible de plus haut poids d,l pour un certain entier positif d. 
, 
4.2.2. Restrictions possibles 
Nous avons montré dans la sous-section précédente qu'il suffit de montrer que pour 
À un caractère dominant, il existe un G-module irréductible de plus haut poids À pour 
obtenir un élément de JlÜ( G 1 B, 2(éC~» et donc montrer que cet espace est non nul. Il 
existe cependant des restrictions qui nous permettent de diminuer l'ensemble des À à 
considérer. Il n'est pas non plus nécessaire de trouver une représentation irréductible. 
Nous discuterons ici de ces restrictions. 
Il est suffisant de trouver des représentations qui ont un vecteur maximal de poids 
À même si la représentation n'est pas irréductible. En effet, supposons que V soit un 
G-module ayant un vecteur maximal v de poids ,l. Notons V' le G-module engendré 
par v. D'après le théorème 2.7.1, il existe un unique sous-module W de V' maximal 
qui exclut v. Considérons le module quotient V' IW. Ce module est nécessairement 
irréductible puisque tous les sous-modules propres de V' sont contenus dans W. De 
plus, la classe de v sera un vecteur maximal de V' IW de plus haut poids ,l. Ainsi à 
partir d'un G-module ayant un vecteur maximal de poids À, il est possible de construire 
un ÇT-module irréductible de plus haut poids ,l. 
Si V est un G-module ayant un vecteur maximal v de poids À et V' est un G-module 
ayant un vecteur maximal v' de poids ,l' alors le G-module V ® V' est un G-module 
ayant un vecteur maximal de poids À + X. En effet, l'action de B sur le vecteur v ® v' 
est b(v ® v') = bv ® bv' = ,l(b)v ® ,l/(b)v' = ,l(b)X(b)v ® v'. Ainsi v ® v' est un vecteur 
maximal de poids il + ,l'. Ceci,combiné avec la remarque précédente, nous permet de 
montrer que l'existence d'un G-module irréductible de plus haut poids À + X se déduit 
de l'existence de deux G-module irréductibles ayant des vecteurs maximaux de poids 
À et ,l' respectivement. 
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4.2.3. Construction d'un G-module de poids Cili 
Rappelons nous que dans la section 2.5 nous avons numéroté les racines simples 
dans 6. Nous avons associé à chacune d'elle un poids dominant fondamental ili tel que 
(ai, ilj ) = oij. 
Soit ai E 6, une racine simple. Définissons le sous-groupe parabolique maximal 
Pi =< B, G-aj 1 j t= i >, c'est-à-dire, Pi est le sous-groupe engendré par B et par tous 
les sous-groupes G -aj' pour lesquels j t= i. 
Exemple 4.2.1. Nous pouvons numérotés les racines simples de S L(n, C) de telle sorte 
que pour t E T, ai(t) = tiit"h.\i+1' Le sous groupe parabolique Pi correspond à l'en-
semble des matrices g E S L(n, C) telles que gkl 0 si k > Î et 1 < Î. La forme de ses 
matrices est illustrée dans la figure 4.1. 
* * 
o * 
FIG. 4.1. Parabolique maximal 
Le théorème de Chevalley, théorème 2.1.3, nous assure l'existence d'une représen-
tation G -----7 GL(V) et d'une droite C Vi telles que Pi est exactement le sous-groupe de 
G qui stabilise la droite C Vj. Puisque le sous-groupe de Borel B est contenu dans Pi, 
le vecteur Vj est un vecteur maximal de V. Notons Ili le poids de ce vecteur. C'est un 
caractère dominant puisqu'il provient d'un vecteur maximal et nous pouvons l'écrire 
. m 
comme somme à coefficients positifs de poids dominants fondamentaux: Ili = L Ciili-
1=1 
Remarquons que pour j ::j:. i, il existe un représentant de Sa. dans Pi' Cela vient 
J • 
du fait que Zaj ç Pi' Notons ni un tel représentant. Nous voulons montrer que Sajlli 
Ili. Par définition, Sajlli(t) = lli(ni1 tni). Pour calculer lli(ni1tnj) nous devons savoir 
comment ni1tni agit sur Vi. Puisque la droite C Vj est stable sous l'action de Pi, il existe 
un caractère v E X(Pi) tel que gVi = V(g)Vi pour tous les g E Pi' Ainsi, ni1 tnivi = 
ni1 tv(ni)vi = v(nj)ni1Ili(t)Vj = v(ni)v(nj)-llli(t)Vi = lli(t)Vi. Ce qui nous permet de 
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conclure que sap/t) = Ili(t). Or nous savons aussi que Sajlli = Ili - CjÀj. Nous en 
déduisons que Cj = 0, V j =1= i. On peut alors réécrire Ili = CiÀi. Nous avons donc 
trouvé un G-module ayant CiÀi comme plus haut poids, avec Ci ;::: 1. Ainsi pour chaque 
i E (l, ... , ml, le sous-groupe parabolique Pi nous permet de construire un G-module 
dont le plus haut poids est un multiple positif de Ài' que nous notons CiÀi. 
Soit À un poids dominant. Nous savons que nous pouvons l'écrire comme combi-
m 
naison Z-linéaire des poids dominants fondamentaux À = L aiÀi avec les ai positifs. Il 
i=1 
existe alors un entier positif d tel que Ci divise dai pour tout i, par exemple en prenant 
m 
d comme le produit des Ci. Nous pouvons réécrire dÀ = L a;(ciÀ;). Nous savons alors, 
i=1 
grâce aux remarques de la sous-section 4.2.2, qu'il existe un G-module irréductible 
de poids maximal dÀ. Avec cela, nous obtenons une application hA E C[G] telle que 
higb) = Àd(b)hig). Ce n'est pas encore tout à fait ce qu'on veut, mais notre but est 
à portée de main. 
Avant d'aller plus loin, nous allons introduire un lemme qui sera nécessaire afin de 
compléter notre construction. 
Lemme 4.2.2. Soit f une fonction de C(G), où G est un groupe algébrique connexe. 
Supposons qu'il existe un nE N tel que r E C[G]. Alors f E C[G]. 
DÉMONSTRATION. Si G est connexe, alors son anneau de coordonnées C[G] est intégra-
lement clos dans C(G). Supposons que f soit une fonction du corps de coordonnées 
C(G) telle que r E C[G], alors la fonction f est solution de l'équation 
T
n 
- r = ° 
et donc f est un élément intègre sur C[G]. Ce qui nous permet de conclure que f E 
C[G] puisque C[G] est intégralement clos. 
o 
Définissons une fonction fA sur la grande cellule Q de G par fA(u-b) = À(b). Notons 
que la fonction fA vérifie fA(gb) = À(b)fig) pour g E Q. Du fait que Q est un ouvert 
dense de G, les corps de fonctions C(Q) et C(G) sont égaux et nous savons que fA peut 
être étendue à une fonction rationnelle dans C(G). Il reste seulement à vérifier que fA 
est définie partout, ce qui nous permettra de conclure que fA E C[G]. D'après le lemme 
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4.2.2, il suffit de montrer qu'il existe une puissance positive de ft qui est dans C[G]. 
Le d obtenu plus tôt fera l'affaire. Sur n, ft = iJÀ.' En effet, pour u- E B~ et pour b E B 
ft(u-b) = Àd(b) 
= Àd(b)iJAu-) 
= iJAu-b). 
Ainsi, nous pouvons déduire que ft = iJÀ. sur G et ft E C[G]. On en conclut que 
ft E C[G] et fÀ. vérifie la condition ft(gb) = À(b)ft(g). Nous avons donc montré 
l'existence d'une fonction non identiquement nulle dans HO(G/ B, ~(C;)). 
En combinant les résultats des sections 4.1 et 4.2, nous avons maintenant montré 
le théorème suivant. 
Théorème 4.2.1. Soit G un groupe semi-simple. Alors W(G/ B, ~(C;)) est non nul si 
et seulement si À est dominant. Dans le cas où cet espace est non nul, il consiste en un 
G-module irréductible de plus haut poids 7r(À). Si V est un G-module irréductible de 
plus haut poids À, alors V ~ HO(G/ B, ~(C;(À.»))' 
Nous voulons maintenant généraliser ce même théorème au cas où G est un groupe 
réductif. 
4.3. PASSAGE AUX GROUPES RÉDUCTIFS 
Pour passer aux groupes réductifs, il nous suffit de nous rappeler de la décomposi-
tion de G comme produit de son sous-groupe dérivé et de son centre. Nous avons parlé 
de cette décomposition dans le théorème 2.2.1. Notons qu'à l'aide de ce théorème, 
nous avions pu montrer que (G, G) est un groupe semi-simple. 
Nous avons une injection (G, G) ~ G. Nous allons utiliser ce que nous connais-
sons sur les groupes semi-simples et cette injection afin de généraliser les résultats des 
deux dernières sections aux groupes réductifs. 
Posons S = T n (G, G), la restriction du tore maximal de G à (G, G). Comme 
nous l'avons remarqué dans la section 2.2, c'est un tore maximal de (G, G). Puisque 
Z(G) c T, on peut décomposer T comme le produit de S et de Z(G). Soit cr une racine 
de G. Nous avons déjà montré que Ga C (Za, Za) C (G, G). Ainsi cr peut aussi être vu 
comme une racine de (G, G) si on la restreint à S. Remarquons que nous ne perdons pas 
d'informations sur cr dans ce cas, puisque une racine de G est complètement détenninée 
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par sa valeur sur S. En effet, si z E Z(G), sa(u) ZSa(u)Z-l = Sa (a(z)u). De sorte que 
a(z) = e. On peut donc identifier a et ais. 
Nous voulons maintenant montrer qu'un caractère A sur T est dominant si et seule-
ment si Ais est un caractère dominant de S . Pour cela, nous devons montrer que (a, A) 
(ais, Ais). Or, un représentant de Sa dans N(G,G)S sera aussi dans NG(T) puisque G est 
le produit de (G, G) et de son centre. La définition de (a, A) nous permet de conclure. 
Nous allons commencer par montrer que la cohomologie de degré 0 de G / B par 
rapport au faisceau 2(C~) est non nulle si et seulement si A est dominant. 
Théorème 4.3.1. SoitG un groupe réductif. Alors Ff1(G/B, 2(C~)) * Osi et seulement 
si A est un caractère dominant. Dans le cas où Ff1(G/B,2(C~)) est non nul, c'est un 
G-module irréductible. 
DÉMONSTRATION. Notons B' = B n (G, G), la restriction de B à (G, G), qui est un sous-
groupe de Borel de (G,G) d'après le corollaire 2.2.2. Puisque G = (G, G)Z(G) et que 
Z( G) c B, les variétés projectives G / B et (G, G) / B' sont isomorphes. Nous obtenons 
le diagramme commutatif suivant, où les flèches horizontales sont des isomorphismes. 
(G, G) xB' C~IB -- G xB c~ 
l . 1 
(G,G)/B' --...,.. .  G/B 
Commençons par étudier le cas où A est dominant. Nous savons alors que Ais est 
dominant et il existe une section globale non identiquement nune s : (G, G) -t C telle 
que s(gb) A(b)s(g) pour tout b E B' et pour tout g E (G, G). On veut étendre s à 
une section globale s : G -t C. Soit g E G. Alors, il 'existe h E (G, G) et il existe 
z E Z(G) tels que g hz. On définit s(g) = s(h)A(z). Il n'est pas clair que s soit bien 
définie puisque l'intersection entre (G, G) et Z(G) n'est pas réduite à l'élément neutre. 
Supposons qu'il existe h' E (G, G), etz' in Z(G) tels que g = h'i. Nous voulons montrer 
que s(h')A(i) s(h)A(z). Puisque g = hz = h'z', il existe w E Z(G)n(G, G) tel que h' = 
hw. On'en déduit que wz' = z. En se rappelant que w E Z(G) n (G, G) c B', on obtient 
la suite d'égalité s(h')A(z') = s(hw)A(z') = s(h)A(w)A(z') = s(h)A(wz') s(h)A(z). Ce 
qui achève de montrer que s est bien définie. 
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Nous voulons maintenant nous assurer que S E W(Gj B, .2(C~)). Pour cela, nous 
devons montrer que Vg E G et V b E B, s(gb) = À(b)s(g). On peut écrire g = hiz i et 
b = h2z2 avec hl dans (G, G), h2 dans B' et ZI et Z2 dans Z(G). Ainsi, 
De sorte que s est bien une section globale non identiquement nulle de .2(C~). Nous 
venons donc de montrer que pour À dominant, W(GjB, .2(C~)) est non nulle. 
Supposons maintenant que À ne soit pas dominant. Soit s une section globale de 
.2(C~). Nous voulons montrer que s est identiquement nulle. La section s restreinte 
à (G, G) est nécessairement nulle. Entre autre, sur e l'élément neutre de G, s(e) = O. 
Ainsi, pour Z E Z(G), s(z) = seez) = s(e)À(Z) = O. Puisque s est nulle sur (G, G) et sur 
Z(G), alors s est nulle sur G. De sorte que si À n'est pas dominant, W(GjB,.2(C~)) 
est nulle. 
Il ne reste plus qu'à montrer que HO(GjB,.2(C~)) est un G-module irréductible. 
Nous avons montré que toute section globale de .2(C~I~) se prolonge en une section 
globale de .2(C~). Réciproquement, deux sections globales de .2(C~) sont égales 
si et seulement si elles sont égales sur (G, G). Ainsi, les groupes de cohomologie 
HO(Gj B, .2(C~)) et W«G, G)j B', .2(C~I)) sont isomorphes comme espace vectoriel. 
On sait que HO«G, G)j B'".2(C~I)) est un (G, G)-module. Le sous-groupe dérivé de 
G agit aussi sur HO(Gj B, .2(C~)), l'action de (G, G) étant la restriction de l'action de 
G à ce sous-groupe. D'après la construction d'une section globale sur GjB à partir 
d'une section sur (G, G)j B', on réalise que les actions de (G, G) sur ces deux espaces 
vectoriels coïncident. Ainsi HO(Gj B, .2(C~)) est un (G, G)-module irréductible. Mais 
puisque l'action de (G, G) sur HO(Gj B, .2(C~)) est la restriction de l'action de G sur 
cet espace, nous obtenons que HO(Gj B, .2(C~)) est un G-module irréductible. Ce qui 
termine la preuve. o 
Remarque 4.3.1. Nous aurions pu remarquer directement que 
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comme espace vectoriel à partir des isomorphismes du diagramme commutatif. Ce-
pendant, en construisant explicitement une section SE HO(G/ B, .2(C~» à partir d'une 
section s E HO«G, G)/ B', .2(C~IB»' on comprend mieux cet isomorphisme d'espaces 
vectoriels, de même que l'action de G sur IfJ(G/B,.2(C~». 
Il ne nous reste plus qu'à montrer que tous les G-modules peuvent être obtenus à 
partir de la cohomologie de G/B par rapport à un faisceau de type .2(C~). Ce sera le 
but du prochain théorème. 
Théorème 4.3.2. Soit G un groupe réductif et V un G-module irréductible. Il existe un 
caractère À de B tel que V ~ HO(G/B,.2(Cj) comme G-module. 
DÉMONSTRATION. La première chose à prouver est que si V est un G-module irréduc-
tible, l'action de Z(G) sur V se fait via un caractère, c'est-à-dire, il existe J1 un ca-
ractère de Z(G) tel que pour tout v E V, et pour tout z E Z(G), zv J1(z)v. Puisque 
Z(G) ç: T, l'action de Z(G) est diagonalisable et on peut réécrire V = EB Vp , où 
pEX(Z(G» 
VJ1 = {v E V 1 zv J1(z)v}. Or Vp est stable sous l'action de G. En effet, si v E Vp , 
z(gv) (zg)v = (gz)v = g(zv) = J1(z)gv. D'où, gv E VJ1' Mais puisque V est irréduc-
tible, cela veut dire qu'il existe un unique caractère J1 tel que Vp soit non nul. On en 
déduit que V = VJ1' 
Soit V un G-module irréductible et J1 le caractère de Z(G) via lequel ce sous-
groupe agit sur V. Puisque V est un G-module irréductible et que (G, G) ~ G, V 
est aussi un (G, G)-module. L'action de Z(G) 'se faisant via un caractère, V est irré-
ductible comme (G, G)-module. Il existe donc un caractère À sur B' tel que V soit 
isomorphe à HO«G, G)/B', C~) comme (G, G)-module. Considérons le caractère 1 dé-
fini par 1(b) = À(b')J1- I (z) si b = b'z avec b' E B' et J1 E Z(G). On peut montrer 
que 1 est bien défini. Or 11s = À. La preuve du théorème 4.3.1 nous assure que 
IfJ(G/B,.2(C;» et 1fJ«G,G)/B',iL'(C~» sont isomorphes comme (G,G)-module. 
Ainsi, V et IfJ(G/B, C;) sont isomorphes comme G-modules. -0 
Chapitre 5 
, , 
LE THEOREME DE BOREL-WEIL-BOTT 
Le théorème de Borel-Weil-Bott dit entre autre que pour un caractère À, il existe au 
plus un i tel que Hi(G/B, 2(C~)) est non nul. Dans le chapitre précédent, nous avons 
montré que HO(G/B,2(C~)) est non nul si et seulement si À est dominant. Nous de-
vons maintenant montrer que si À est dominant, alors tous les groupes de cohomologie 
de degré non zéro sont nuls. Dans le cas où À est régulier mais n'est pas dominant, 
nous devrons déterminer quel est l'unique groupe de cohomologie qui est non nul et 
justifier le fait que tous les autres s'annulent. Lorsque À est singulier, nous montre-
rons que tous les groupes de cohomologie sont nuls. Tout cela se fera en reliant la 
cohomologie Hi(G/B,2(C~)) pour À un caractère qui n'est pas dominant à la coho-
mologie HO(G/B, 2(C;)) où y est un caractère dominant. Nous ferons une esquisse de 
la preuve dans la section 5.1. À la fin du chapitre, nous pourrons mettre en relation les 
propositions prouvées dans les chapitres 4 et 5 afin de compléter la preuve du théorème 
de Borel-Weil-Bott. 
Tout au long de ce chapitre, nous travaillerons avec G un groupe algébrique réduc-
tif, B un sous-groupe de Borel de G et T un tore maximal de G dans B. Nous noterons 
W le groupe de Weyl de G. 
5.1. ESQUISSE DE LA PREUVE 
Ce chapitre contiendra la preuve de la proposition suivante. 
Proposition 5.1.1. Soit À un caractère dans X(T). Alors il existe au plus un entier i tel 
que le groupe de cohomologie H i ( G / B, 2(C~)) soit non nul. 
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La preuve se décompose en plusieurs étapes. Nous en faisons ici une esquisse afin 
de permettre au lecteur de mieux la comprendre dans "sa globalité. 
Soit J un caractère de B et soit œ une racine simple de G. On construit le sous-
groupe parabolique Pa =< B, G-o: >. On sait qu'il existe un entier n tel que (œ, J) = n. 
À l'aide de la décomposition de Levi d'un groupe parabolique et de la décompo-
sition d'un groupe réductif, décompositions dont nous avons discutées dans la sec-
tion 2.2, on commence par relier la cohomologie Hi(P al B, 5f'(C~)) à la cohomologie 
Hi(S L(2, C)IB(2, C), 5f'(C~)). Avec les calculs du chapitre l, on déduit que 
JIÛ(Po:IB, 5f'(C~» ~ Vn n ~ 0; 
JIÛ(P al B, 5f'(C~» = 0 n < 0; 
Hl(Po:IB,5f'(C~)) = 0 n ~ -1; 
Hl(Po:IB,5f'(C~)) ~ V1nl- 2 n < -1; 
Hi(P 0:1 B, 5f'(C~) = 0 Vi> 1. 
En particulier, si n < 0, on obtient que 
Tout cela sera fait dans la section 5.2. 
Si J est un caractère qui n'est pas dominant, il existe œ une racine simple telle que 
(œ, J) < O. Le but de la section 5.3 est de montrer que dans ce cas, 
Pour ce faire, on utilise l'application 1r : G 1 B ~ G 1 Po: qui nous permettra d'obtenir la 
suite spectrale de Leray 
où 5f' GIPa (HQ(Po: lB, ,:tJ(C~») est le faisceau des sections du fibré vectoriel 
\ 
.' 
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Comme on vient de l'énoncer, les groupes de cohomologie Hq(P al B, .sf(C~)) sont 
tous nuls sauf pour au plus un entier q, ainsi la suite spectrale dégénère et on obtient 
Hi+I(GI B, .sf(C~)) ~ Hi(GI Pa,.sf G/Pa(HI (Pal B, .sf(C~)))) 
~ Hi(GI Pa,.sf G/Pa(JlÛ(P al B, .sf(C;aÀ-a)))) 
~ Hi(GIB,.sf(C;aÀ_a))· 
Finalement, on utilisera cet isomorphisme à répétition dans la section 5.4, afin de 
terminer la preuve du théorème de Borel-Weil-Bott. Cette étape se base sur la preuve 
de Demazure dans [D2]. On utilise le fait que pour un caractère régulier À, il existe un 
unique lJJ E W tel que lJJ(À + p) - p afin de montrer inductive ment que 
et cela, en se rappelant que saÀ - cr = sa(À + p) - p. Des considérations de dimension 
nous assurerons que pour un caractère dominant À, Hi(GI B, .sf(C~)) est nul pour tout 
i ~ 1. Ce résultat combiné avec le fait que HO(GI B, .sf(C~)) est non nul si et seulement 
si À est dominant nous permettront de terminer la preuve de la proposition 5.1.1 dans 
le cas où le caractère À est régulier. Dans le cas où le caractère À est singulier, nous 
obtiendrons par le même type de raisonnement l'annulation de tous les groupes de 
cohomologie. 
5.2. ÉTUDE DE PalB 
Soit À un caractère dans X(T). Considérons cr une racine simple de T et Pa =< 
B, G-a >, le sous-groupe parabolique associé à cette racine. Le sous-groupe de Borel B 
est aussi un sous-groupe de Borel de Pa, comme nous l'avons vu à la proposition 2.1.3. 
Ainsi Pal B est une variété projective. On construit le fibré vectoriel Pa-équivariant 
Pa x B C~ au dessus de Pal B, qui se trouve à être la restriction du fibré G x B C~ au-
dessus de PaiR. Nous aurons besoin de calculer la cohomologie de PalB par rapport 
au faisceau des sections de ce fibré. Énonçons exactement le résultat que nous voulons 
montrer. 
Proposition 5.2.1. Soit À un caractère de T et cr une racine simple. Posons n := (cr, À). 
Alors, 
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comme Pa-module. En particulier, il eXiste au plus un groupe de cohomologie qui est 
non nul. Ce sera le groupe de degré ° si n ~ ° et ce sera le premier groupe de coho-
mologie, si n < -1. De plus, si n < 0, alors 
comme Pa-module. 
DÉMONSTRATION. Comme sous-groupe parabolique d'un groupe algébrique réductif, Pa 
a une décomposition de Levi, dont nous avons discuté dans le théorème 2.2.2, Pa = LV 
avec V = RuCP a) et L = CG((ker(a)t). Nous avons précédemment noté Za le centrali-
sateur dans G de la composante de l'identité du noyau de a. Ainsi la décomposition se 
trouve à être Pa = ZaRuCPa). Comme nous l'avons mentionné dans la section 2.4, Za 
est un groupe réductif de rang semi-simple 1. On notera Ba = B n Za, la restriction à Za 
du sous-groupe de Borel B. Puisque ker(at est un tore de G, la proposition 2.2.2 nous 
assure que ZanB est un sous-groupe de Borel de Za. De plus, Ru(P a) C B, puisque B est 
un sous-groupe de Borel de Pa et RuCP a) consiste en l'intersection sur l'ensemble des 
Borel B' de Pa des B~. Nous obtenons ainsi l'isomorphisme PalB ~ ZaiBa. De plus, 
puisque Za est un groupe réductif de rang semi-simple 1, le théorème 25.3 de [Hu2] 
nous assure que Zal Ba est isomorphe à Cpl. Nous savons donc aussi que Pal B ~ Cpl . 
Nous venons de mentionner que Za est un groupe réductif. Nous pouvons donc 
utiliser les résultats de la section 2.2. Entre autre, nous savons que Za se décompose 
comme le produit de son sous-groupe dérivé et de son centre que nous noterons Z. 
Le lemme 2.2.2 nous permet d'obtenir la suite d'inclusion Z cT. c Ba. 'Nous 
obtenons alors les isomorphismes 
Nous pouvons donc travailler avec (Za, Za)/(Ba n (Za, Za)) et étudier le fibré au dessus 
de cet espace. Nous noterons B~ = Ba n (Za, Za), la restriction de Ba à (Za, Za). Encore 
une fois, nous pouvons remarquer grâce au corollaire 2.2.2 que B~ est un sous-groupe 
de Borel de (Za, Za) . 
Par le corollaire 2.2.1, nous savons que le groupe (Za, Za) est semi-simple. Puisque 
le rang semi-simple de Za est 1, on en déduit que le rang de (Za, Za) est aussi 1. Or, 
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comme il est montré dans la section 32.3 de [Hu2], il existe exactement deux groupes 
semi-simples de rang 1 : S L(2, C) et PS L(2, C) = S L(2, C)j{ld, -Id}. Nous avons déjà 
étudié ces deux groupes dans le chapitre 1. 
Étudions comment se décompose le tore T. Puisque Z cT, on peut décomposer 
T = (Za,Za) nT· Z. On notera S = (Za,Za) n T, la restriction du tore dans (Za,Za) 
qui est aussi un tore de cet espace. Puisque (Za, Za) est un groupe semi-simple de 
rang 1, il existe cp : S ---7 CX, un isomorphisme de groupe algébrique. Nous voulons 
étudier /lIs pour pouvoir comprendre le faisceau des sections associés au fibré en droite 
(Za,Za) xB;, C~IB" On cherche l'entier n tel que /lIs (cp-l (z)) = zn. 
œ 
Nous allons commencer par étudier ais. Notons tout d'abord que ais est une racine 
de (Za, Za). Pour montrer cela, il nous suffit de remarquer que l'image du morphisme 
Sa, qu nous avons notée Ga, est incluse dans (Za,Za). Dans un premier temps, on 
remarque que Ga C Zao En effet, si z E ker(a), ZSa(u)Z-1 = Sa(a(z)u) = sa(u). Ceci 
nous permet de conclure que ZSa(u) = sa(u)Z et donc sa(u) E CcCker(a)). Mais puisque 
pour t E T, [sa(u), t] = sa((1 - a(t))u), on déduit que Ga C (Za, Za). Ainsi, ais E 
R((Za, Za), S). Nous allons séparer notre étude en deux parties. Dans un premier temps, 
nous étudierons ce qui se passe si (Za, Za) ~ S L(2, C). Par la suite, nous étudierons le 
cas où (Za, Za) ~ PS L(2, C). 
Nous avons un isomorphisme </J : (Za, Za) ---7 S L(2, C). Puisque tous les tores 
maximaux d'un groupe algébrique sont conjugués, on peut s'assurer que l'image de S 
soit exactement T(2, C). On remarque alors que ais 0 </J-l est une racine de S L(2, C). 
Pour cela, il suffit de conjuguer </J et Sa pour obtenir un morphisme de (C, +) dans 
S L(2, C) qui est normalisé par T(2, C). Puisque na2mtn~~ = mt-l, on peut aussi faire en 
sorte que ais 0 </J-I = a2. Ainsi, nous sommes certains que B~ est envoyé sur B(2, C). 
Soit (J" a E W((Za, Za), S) l'élément du groupe de Weyl de (Za, Za) qui envoit a sur 
-a et soit Cr a E N(zcr,zcr)S cNeS, un représentant de (J" a' On veut montrer que Cr a est 
aussi un représentant de Sa E W(G, T). Pour cela, il faut montrer que Cr a E NeT. Mais 
T = S . Z, où Z est le centre de Zao Ainsi, si t E T s'écrit sous la forme t = sz avec 
SES et Z E Z, il existe s' E S tel que Cr aSCr~l = s' et donc, Cr atCr~l = Cr aszCr~l = 
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0-aSo-~l Z = s'z qui est un élément de T. Ainsi, Cr a E NcT et c'est donc un representant 
de Sa E W(G, T). Cela nous permet de conclure que pour À un caractère de T 
Nous savons que sa..l = ..l-(a, ..l)a. Réécrivons cette égalité sous la forme ..l-sa..l = 
(a, ..l)a. Nous pouvons restreindre le tout à S, ce qui nous donne (..l-sa..l)ls = (a, ..l)als. 
Or (sa..l)ls(<p-1(mt)) = O"a(..lls)(<p-1(mt)) = ..lls(<p-1(mt-L)) = -..lls(<p-1(mt)). Ainsi, on en 
déduitque2..lIs = (a,..l)als.Puisqueals(<p-1(mt)) = t2,onendéduitque..lls(<p-1(mt)) = 
t(a,À). Ainsi, le n que nous cherchons est tout simplement (a, À). 
On se rappelle que nous avons noté a2 la racine positive de S L(2, C) et S l'unique 
élément non trivial du groupe de Weyl W(S L(2, C), T(2, C)). Puisque T(2, C) :::::: CX , un 
caractère de T(2, C) est complètement déterminé par un entier n. Si ..l(mt) = (l, nous 
associons ce n à ..l. En particulier, nous noterons 2(C~) pour 2(C~). On remarque que 
s..l = -À. De plus, il est important de noter que a2 est associé à l'entier 2. 
Avec les calculs que nous avons précédemment effectués concernant ..lIs, nous ob-
tenons le diagramme commutatif suivant où n = (a, À) et chaque morphisme horizontal 
est un isomorphisme. 
(Za, Za) x B;, C~IB' ~ S L(2, C) X B(2,C) C~ 
a 
! l 
(Za, Za)/ B~ -~~ S L(2, C)/ B(2, C) 
Ainsi, nous obtenons un isomorphisme d'espaces vectoriels entre les groupes de 
cohomologie Hi(S L(2, C)/ B(2, C), 2(C~)) et Hi ((Za , Za)/ B~, 2(C~IB' )). Mais à tra-
a 
vers l'isomorphisme <p : S L(2, C) -+ (Za, Za), on fait de Hi(S L(2, C) / B(2, C), 2(C~)) 
un (Za, Za)-module et nous parvenons à conclure que Hi(S L(2, C)/ B(2, C), 2(C~)) et 
Hi ((Za , Za)/ B~, 2(C~IB' )) sont isomorphes comme (Za, Za)-modules. 
a 
Soit À un caractère de T et notons S la restriction de T à (Za, Za). Puisque S :::::: CX , 
nous cherchons l'entier n tel que ..lIs peut être identifié à n. Nous avons déjà fait le 
calcul dans le cadre de S L(2, C) et la seule modification à apporter ici vient du fait 
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que la racine simple œ est ici associé à l'entier 1 et non pas à 2 comme dans le cas de 
S L(2, C). Nous trouvons donc que l'entier cherché est 1(œ, À). 
Mais puisque 
nous obtenons alors que 
et cela comme (Za, Za)-module. 
Structure de Pa-module 
On se rappelle que le but de cette section est de calculer la cohomologie de P a/ B 
par rapport au faisceau 2'(C~). Nous voulons aussi voir cet espace non seulement 
comme un espace vectoriel, mais bien comme un Pa-module. Nous avons le dia-
gramme commutatif suivant dont toutes les flèches horizontales sont des isomorphismes. 
Nous sommes seulement intéressés à la cohomologie de degré 0 puisque les groupes 
de cohomologies de degré 1 sont isomorphes comme Za-module à des groupes de co-
homologie de degré 0 et que les groupes de cohomologie d'ordre supérieur sont tous 
nuls. Puisque toutes les flèches horizontales du diagramme commutatif précédent sont 
des isomorphismes, nous savons que 
W(Pa/B,2'(C~)) ~ W((Za,Za)/B~,2'(C~IB')) 
Cl 
comme espaces vectoriels. Nous voulons maintenant induire une structure de Pa-module 
sur W((Za, Za)/ B~, 2'(C;IB)). Pour rendre le travail possible, nous allons revenir à la 
définition de HO(X, §) comme étant les sections globales du faisceau §. 
Soit SE W((Za, Za)/ B~, 2'(C~IB' )), une section globale de 2'(C~IB' ) et g E (Za, Za). 
Cl U 
Nous pouvons voir S : (Za, Za) ~ (Za, Za) xB;, C~IB' comme une application définie 
U 
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par s(hB) = [g, s(h)]. L'élément g agit sur cette section par gs(h) =. s(g-lh). Nous 
voulons maintenant induire une action de Z sur cet espace. Puisque s(g) = [g, s(g)], 
nous pouvons définir zs(g) := z[g, s(g)]. En faisant nos calculs dans Za xBa C~, nous 
obtenons que zs(g) = [zg, s(g)] = [gz, s(g)] = [g, A-1(z)s(g)]. Notre action de z sur s se 
trouve donc à être ZS = A-1(z)s. Nous savons que Za se décompose comme produit de 
(Za,Za) et de Z. Ainsi nous avons une action de Za sur W«Za,Za)IB~, Z(C~I ». 
s:r 
Le groupe parabolique Pa se décompose comme produit de Za et de Ru(Pa). Le 
sous-groupe RiPa) est inclus dans Bu, le sous-ensemble des éléments unipotents du 
sous-groupe de Borel B. Nous savons que pour tout élément u E Bu, A(u) = 1. De plus, 
on se rappelle que Ru(Pa) est un sous-groupe normal de Pa. Encore une fois, nous 
allons définir pour u E Bu et s E W«Za, Za)1 B~, Z(C~IB) us(g) := [ug, s(g)]. En 
faisant nos calculs dans Pa x B C~, nous obtenons que us(g) = [gg-lug, s(g)]. Puisque 
Ru(Pa) est un sous-groupe normal de Pa, il existe u' E Ru{Pa) tel que g-lug u'. Nous 
obtenons alors que [gg-lug, s(g)] = [gu', s(g)] = [g, A-1(u')s(g)] = [g, s(g)] , c'est-à-
dire RiPa) agit trivialement sur W«Za,Za)IB~,Z(C~11 ». Ainsi, nous avons mis une 
B" 
structure de Pa-module sur W«Za, Za)1 B~, Z(C~I 1 ». De plus cette structure se trouve 
B" 
à être la même que celle sur HO (Pa lB, Z(C~». Cela nous permet donc de conclure que 
W(P al B, Z(C~» et W«Za, Za)1 B~, Z(C~181 » sont isomorphes comme Pa-modules. 
. a 
Nous pouvons maintenant résumer les calculs de la cohomologie HÎ(P al B, Z(C~» 
pour un caractère A donné. Posons n = (œ, A). 
W(P al B, Z(C~» ~ Vn n ;:::0; 
W(Pal B, Z(C~» = 0 n < 0; 
. H1(P al B, Z(C~» = 0 n;::: -1; 
Hl(PaIB,Z(C~» ~ \'1111-2 n < -1; 
HÎ(Pal B, Z(C~» 0 Vi> 1. 
Entre autre, nous obtenons que si (œ, A) < 0, alors il existe un isomorphisme de 
Pa-modules 
Ceci nous permet de terminer la preuve de ]a proposition. o 
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5.3. UTILISATION DE LA SUITE SPECTRALE DE LERAY 
Considérons a E R une racine simple et Po: =< G-o:, B >, le parabolique minimal 
associé à cette racine. Il existe un morphisme continu de projection rr : G / B ---+ G / Po:. 
Si on pose § = ~ C/B(C~) avec À. un caractère de T, la suite spectrale de Leray dont 
nous avons assuré l'existence dans le théorème 3.3.1 s'écrit: 
Or, nous allons montrer dans la proposition 5.3.1 que 
Cela nous permet de réécrire notre suite spectrale: 
C'est avec cette formulation que nous allons travailler. 
Proposition 5.3.1. Soit P un sous-groupe parabolique de G et V un B.:module. Alors, 
il existe un isomorphisme de faisceaux : 
DÉMONSTRATION. Pour montrer ce résultat, nous devons tout d'abord comprendre le 
faisceau Rirr. ~ CIB(V). Nous avons décrit ce faisceau dans la proposition 3.3.1. On se 
rappelle que nous avions alors vu que pour f : X ---+ Y une application continue entre 
deux espaces topologiques et § un faisceau sur X, Rif*(§) est le faisceau associé au 
préfaisceau 
où U est un ouvert de Y. 
Nous allons noter ce préfaisceau rif.(§). Nous voulons construire un isomor-
phisme de faisceaux entre Rirr. ~ CIB(V) et ~ cIP(Hq(P/ B, ~ P/B(V))). Pour ce faire, 
nous allons commencer par construire une application 
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Ainsi, pour chaque ouvert U de G 1 P, on doit construire une application 
Cela consiste à définir pour un élément 7] E Hi(n-I(U), ~ G/B(V)), une section 
Comme on a remarqué dans la section 3.1, si on appelle y la projection de G sur G 1 P, 
c'est équivalent à définir une application 
qui vérifie c/Yu(7])(gp) = pc/Yu(7])(g), Vg E v-leU), et Vp E P. 
Soit g E G. On définit le morphisme continu 
Tg: PIB -+ GIB 
pB H gpB 
Il existe alors une application naturelle 
Le lecteur peut trouver plus de détails sur l'existence et la construction de cette appli-
cation dans la section 2.5 de [1]. 
Il est possible de montrer que le faisceau T; ~ G/B(V) est isomorphe au faisceau 
~ P/B(V). On obtient alors une application 
Ces constructions restent vraies si on se restreint à un ouvert U de PI B et qu'on consi-
dère seulement les application Tg pour lesquelles g E n-I(U). Cela nous permet de 
définir l'application c/Yu. Soit gB E n-I(U) et 7] E Hi(n-I(U), ~ G/B(V) !clT-1 (u)). On défi-
nit c/Yu(7])(g) = T;7]. On vérifie alors que c/Yu(7]) est bien une section de 
Il reste à montrer que c/Yu induit un isomorphisme au niveau des faisceaux. Ceci se 
trouve à être une question locale. Nous n'allons pas faire les détails ici. Le lecteur est 
invité à aller consulter la preuve du thé~rème 6 de [Bott] pour plus d'informations. 0 
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Nous devons comprendre Ef,;,q. Mais puisque peu de valeurs E~,q sont non nulles, 
cela sera facile à décrire. 
Lemme 5.3.1. Pout tout entier positif p et q, 
DÉMONSTRATION. Pour chacun des caractères À, comme nous l'avons vu dans la propo-
sition 5.2.1, il existe au plus un degré q E {a, 1} pour lequel Hq(PaIB,.2PaIB(C~)) est 
non nul. Ainsi, il existe au plus un q E {a, 1} pour lequel le faisceau Rqn • .2 GIB(C~) est 
non nul. Cela fait en sorte qu'au plus une ligne de Ef,q est non nulle, E~'o ou E~,l, et 
o 
Nous savons maintenant que Ef,;,q = 0, sauf pour au plus un q E {a, 1}. Dans un 
premier temps, étudions la situation où Ef,;,q = ° sauf si q = 1. Pour cela, on doit avoir 
HO(PaIB,.2PuIB(C~)) = ° ce qui arrive lorsque (a,À) < O. En appliquant le lemme 
3.3.1, on obtient l'isomorphisme suivant 
(5.3.1) 
Notons que dans notre cas, l'action de groupe est respectée et nous obtiendrons des 
isomorphismes de G-module. 
Dans le cas où Ef,;,q = ° sauf si q = 0, ce qui arrive lorsque (a, À) ~ -1, on obtient 
l'isomorphisme 
(5.3.2) 
Lemme 5.3.2. Soit À un caractère tel que pour une racine simple a, (a, À) = -1. Alors, 
et cela pour tout i ~ O. 
DÉMONSTRATION. Dire que (a, À) = -1 est équivalent à dire que saÀ - a = À. D'après la 
proposition 5.2.1, nous savons alors que Hl (Pal B,.2 puIB(C~)) = HO(P al B,.2 PaIB(C~)). 
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L'isomorphisme 5.3.1 nous dit que 
et donc 
En appliquant l'isomorphisme 5.3.2, nous obtenons que 
Ce qui nous permet de conclure que 
En appliquant ce résultat inductive ment, on obtient que pour tout entier p, 
o 
Ainsi, il suffit de connaître HO(G/ B, 5E G/B(C~)) pour connaître HP(G/ B, 5E G/B(C~)) 
pour tout entier p. Or, A n'étant pas dominant, W(G/ B, 5E G/B(C~)) = O. Ainsi, dans le 
cas où il existe une racine simple a telle que (a, A) = -1, nous savons que 
pour tout entier p ;::: O. 
Lemme 5.3.3. Soit A un caractère tel que pour a une racine simple, (a, A) = -n avec 
n> 1. Alors, 
DÉMONSTRATION. Nous commençons aves l'isomorphisme 5.3.1 
Nous avons vu dans la section 5.2 que si (a, A) = -n avec n > 1, alors 
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Nous obtenons un second isomorphisme 
Puisque (œ, saÀ - œ) ;?: 0, l'isomorphisme 5.3.2 nous permet d'observer que 
Ainsi, dans le cas où il existe une une racine simple œ telle que (œ, À) < -1, les trois 
isomorphismes précédents nous permettent de descendre de un le degré de la cohomo-
logie de G / B à travers l'isomorphisme suivant 
o 
5.4. LA DERNIÈRE ÉTAPE 
Nous venons de montrer que pour À un caractère et œ une racine simple tels que 
(œ, À) < 0, il existe un isomorphisme de G-module 
Nous allons utiliser ce type d'isomorphisme afin de calculer tous les groupes de coho-
mologie Hi(G/B, ~(C~)) pour un caractère À quelconque. 
Nous commencerons par montrer que pour un caractère À dominant, la cohomo-
logie Hi(G/B,~(C~)) est nulle pour tout i > O. Cela se fera entre autre à l'aide de 
considérations sur la dimension de G/ B. Nous serons ensuite en mesure de montrer 
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que pour un caractère J..1 régulier qui n'est pas dominant, il existe un unique caractère 
dominant À et un unique p > 0 tels que HP(G/B,~(C~)) et JlÜ(G/B,~(C~)) soient 
isomorphes comme G-module. Les autres degrés de cohomologie seront tous nuls. Fi-
nalement, nous pourrons traiter du cas où le caractère À est singulier. Nous verrons que 
dans ce cas, tous les groupes de cohomologie sont nuls. Nous aurons ainsi montré que 
pour un caractère À donné, il existe au plus un degré de cohomologie qui est non nul. 
Nous aurons besoin d'utiliser les résultats de la section 2.5 sur la décomposition 
des éléments du groupe de Weyl en termes de réflexions simples. De plus, nous avons 
montré dans le chapitre 4 que la cohomologie de degré 0 est non nulle si et seulement 
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si le caractère À est dominant et que dans ce cas, c'est un G-module irréductible. Les 
résultats de cette section mis de paire avec les résultats du chapitre 4 permettront de 
terminer la preuve du théorème de Borel-Weil-Bott. 
5.4.1. Le caractère À est dominant 
Le but de la section sera de prouver la proposition suivante. 
Proposition 5.4.1. Soit À un caractère dominant. Alors, 
pour tout i ~ 1. De plus, I-JÜ(G/B,Y(C~)) est non nul et c'est un G-module irréduc-
tible. 
DÉMONSTRATION. Nous avons vu que la longueur de wo, le plus long élément de W, 
est le nombre de racines positives. Or, le nombre de racines positive est aussi la di-
mension de G / B comme variété projective sur C. Cela peut se voir par un calcul 
de dimension sur l'espace tangent de G / B et en remarquant que dim( G) = rg( G) + 
card(R(G, T)). Le théorème d'annulation de Grothendieck, [H] théorème 3.2.7, nous 
dit que Hi(G/B, Y(C~)) = 0 dès que i > dimc(G/ B). Cela nous permet de déduire que 
Hi(G/ B, Y(C~)) = 0 dès que i > l(wo). 
Soit À un caractère dominant. Considérons le caractère À_ = wo(À + p) - p. D'après 
les résultats de la section 2.5, L ne peut pas être dominant. De plus, on peut montrer 
que 
Cela se fait en deux étapes. Dans un premier temps, le calcul suivant nous permet de 
montrer que À est l'unique caractère dominant qui est conjugué à L par un élément de 
W: 
wo(À_+p)-p = wo(wo(À+p)-p+p)-p 
= wo(wo(À + p) - P 
= À+P-P 
= À. 
Ainsi, non seulement L est conjugué à À, mais il l'est par le plus long élément de W. 
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Dans un deuxième temps, obtient l'isomorphisme souhaité en se basant sur les 
isomorphismes du type 
qui proviennent du lemme 5.3.3. 
P _ (i) _ p . (k)( )) , osons Wo - sa/(wQJ ... sa2 saI et Wo - sa; ... sa2 saI. Ulsque Wo /L + P - P n est pas 
dominant si k < l(wo), on obtient que 
On peut alors déduire le résultat souhaité en utilisant inductivement ces isomorphismes. 
Ainsi si i > l(wo), Hi(G/ B, .2(C~J) = 0 et donc pour tout i > 0, Hi(G! B, .2(C~)) est 
nul. 
Nous venons donc de montrer que si À est un caractère dominant et i > 0, alors 
Hi(G/ B, .2(C~)) = o. 
Nous avons prouvé dans le chapitre 4 que si À est dominant, alors J-fl(G/ B, .2(C~)) 
est non nul et c'est un G-module irréductible. Ainsi, si À est dominant, il existe un 
unique groupe de cohomologie Hi(G / B, .2(C~)) qui est non nul et c'est lorsque i = 
o. o 
5.4.2. Le caractère À est régulier, mais n'est pas dominant 
Nous voulons maintenant montrer la proposition suivante. 
Proposition 5.4.2. Soit À un caractère régulier qui n'est pas dominant. Alors, il existe 
un unique entier i(À) tel que Hi(À)(G/ B, .2(C~)) est non nul. Cet entier consiste en la 
longueur de l'unique élément w E W(G, T) tel que w(À + p) soit dominant. De plus, 
nous aurons alors que 
En particulier, Hi(À)(G/ B, .2(C~)) est un G-module irréductible. 
DÉMONSTRATION. Si À est régulier, nous avons vu qu'il existe w E W tel que w(À + p) - p 
est dominant. De plus, le même raisonnement que dans la preuve de la proposition 
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5.4.1 nous assure que 
Puisque w(À+P )-p est dominant, nous savons maintenant que H i( G / B, ~(C:(À+p)_p)) = 
o pour tout i ~ 1. Ceci nous permet de conclure que Hi(G/B,~(C~)) = 0 pour tout 
i> l(w). Reste seulement à voir ce qui se passe pour 0 < i < l(w). 
Nous savons que west un produit de réflexions simples. Posons w = sa
m
sa
m
_l ... saI 
-le) 1 S·O· (i)- E avec m - w et es ai E /::,.. Olt .:::; 1 < m et posons w - SajSaj_l ... SaI. n 
particulier, w(O) = Id. Alors w(i)(À + p) - p n'est pas dominant et savons que dans 
ce cas, W(G/B, ~ w(i)(À+p)-p) = O. Mais, Hi(G/B, ~(C~)) ~ W(G/B,~(C:(i)(À+P)_)). 
Ainsi, pour tout 0 .:::; i < l(w), Hi(G/B,~(C~)) = O. 
Finalement, dans le chapitre 4, nous avons montré que pour À un caractère qui n'est 
pas dominant, le groupe de cohomologie HO(G/B, ~(C~)) est nul. o 
5.4.3. Le caractère À est singulier 
Le seul cas qu'il nous reste à traiter et lorsque que le caractère À est singulier. C'est 
ce que fait la proposition suivante. 
Proposition 5.4.3. Soit À un caractère singulier. Alors, pour tout i ~ 0 
DÉMONSTRATION. Soit À un caractère singulier. Alors il existe {3 une racine positive telle 
que (j3, À+p) = o. Soit w E W l'unique élément du groupe de Weyl tel que w(À+p) soit 
dominant. Nous voulons montrer qu'il existe une racine simple a telle que (a, w(À + 
p) = O. Puisque (j3, À + p) = 0, alors (w{3, w(À + p) = 0 et (-w{3, w(À + p) = O. Ainsi, 
il existe une racine positive J1 telle que <11, w(À + p) = O. Puisque J1 est une racine 
positive, elle s'écrit comme somme de racines simples positives 
avec les Ca des entiers positifs. De sorte que 
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Puisque pour tout a E !::,., (a, w(,1 + p) ~ 0, on conclut qu'il existe une racine simple a 
telle que (a, w(,1 + p) = O. Ainsi, il existe une racine simple a telle que (a, w(,1 + p)-
p) = -1. 
Dans le lemme 5.3.2, nous avons montré si j.l est un caractère de T et si a est une 
racine simple telle que (a,j.l) = -1, les groupes de cohomologie Hi(G/ B, 2(C~)) sont 
nuls pour tout entier i. Ainsi, nous savons que Vi ~ 0, 
Or, nous savons aussi que 
Nous pouvons donc en déduire que pour tout i ~ l(w), 
Dans le cas où i < l(w), le même argument que nous avons utilisé dans la preuve de la 
proposition 5.4.2 nous assure que Hi(G/ B, 2(C~)) = O. Ainsi, nous avons montré que 
si ,1 est singulier, alors 
et cela pour tout entier i. o 
5.5. LE THÉORÈME DE BOREL-WEIL-BoTT 
Revenons maintenant à l'énoncé du théorème de Borel-Weil-Bott. 
Théorème 5.5.1 (Borel-Weil-Bott). Soit G un groupe algébrique réductif, Bun sous-
groupe de Borel et T un tore maximal dans B. Considérons ,1 un caractère de T. Si 
,1 est singulier, alors tous les groupes de cohomologie Hi(G/B,2(C~)) sont nuls. Si 
,1 est régulier, il existe un unique groupe de cohomologie qui est non nul. Le degré 
de ce groupe consiste en la longueur de l'unique élément w du groupe de Weyl tel que 
w(,1+p)-p est dominant. Nous noterons ce degré i(,1). Dans ce cas, Hi(À)(G/B, 2(C~)) 
. est une représentation irréductible de G qui est isomorphe à HO(G/B,2(C:(À+p)_p)). 
De plus, toutes les représentations irréductibles de G peuvent être obtenues de cette 
façon. 
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DÉMONSTRATION. La proposition 5.4.3 nous assure que dans le cas où À est singulier, 
tous les groupes de cohomologie Hi(G/ B, .?(C~)) sont nuls. Les propositions 5.4.1 et 
5.4.2 font la preuve de l'énoncé dans le cas où le caractère est régulier. Il faut seule-
ment noter que si À est dominant, alors id(À + p) - p = À est dominant et la longueur de 
l'identité est O. Finalement, le théorème 4.3.2 nous assure que pour chaque représenta- . 
tion irréductible V de G, il existe un caractère À tel que V ~ lfJ(G/ B, .?(C~)). 0 
Chapitre 6 
, .... 
APPLICATIONS DU THEOREME DE 
BOREL-WEIL-BOTT 
Nous allons consacrer ce chapitre à certaines applications du théorème de Borel-
Weil-Bott. La première consiste à calculer la cohomologie de GIP par rapport à un 
faisceau 2(V), où P est un sous-groupe parabolique d'un groupe réductif G et V est 
une représentation irréductible de P. Cela sera fait dans la section 6.1. Dans la section 
6.2, nous nous attarderons au cas de GL(n, C). Nous étudierons certaines conclusions 
du théorème de Borel-Weil-Bott pour ce groupe en particulier. 
6.1. LA COHOMOLOGIE DE FAISCEAUX DE G / P 
Soit G un groupe algébrique réductif et P un sous-groupe parabolique. Nous savons 
que G 1 P est une variété projective. De plus, il existe un sous-groupe de Borel B de G 
qui est inclus dans P. Nous allons utiliser nos connaissances sur la cohomologie de 
faisceaux de la variété de drapeaux généralisée G 1 B pour calculer celle de G 1 P. 
Théorème 6.1.1. Soit V une représentation irréductible de P, un sous-groupe parabo-
lique d'un groupe réductifG. Alors, il existe au plus un entier i ;::: 0 tel que le groupe 
de cohomologie Hi(GI P, 2(V)) est non nul. Lorsqu'il est non nul, ce groupe de coho-
mologie est un G-module irréductible. 
DÉMONSTRATION. Nous avons discuté dans le théorème 2.2.2 de la décomposition de 
Levi d'un sous-groupe parabolique d'un groupe réductif. Nous savons qu'il existe un 
groupe réductif LeP tel que P = LRu(P). Le radical unipotent de P est nécessairement 
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contenu dans Bu. De plus, la restriction du sous-groupe de Borel B à L est un sous- . 
groupe de Borel de L. Notons d'abord que LnB est connexe. En effet, B est connexe et 
B = (LnB)RuCP). Ce qui nous permet de conclure que BnL doit être connexe. De plus, 
P agit transitivement sur la variété projective P / B. Comme sous-groupe de P, L agit 
aussi sur cet espace. Le stabilisateur dans L du point eB est exactement L n B. Puisque 
Ru(P) c B, ce sous-groupe agit trivialement sur eB. Ceci nous permet de conclure que 
l'action de L sur P/B est transitive puisque l'action de P l'est et P LRu(P). Nous 
avons donc que L/(Ln B) :::: P/B. Cela nous permet de conclure que Ln B est un sous-
groupe parabolique de' L et puisqu'il est résoluble et connexe, il est nécessairement un 
sous-groupe de Borel de L. En particulier, puisque P = LRu(P) et Ru(P) c B, nous 
obtenons un isomorphisme entre L/(L n B) et P/B. 
Étudions maintenant comment P agit sur V. Considérons le sous-espace V' de V 
sur lequel RuP agit trivialement. Nous voulons montrer que cet espace est stable sous 
l'action de P. Ainsi, nous saurons que c'est un sous-P-module de V et puisque V est un 
P-module irréductible, nous pourrons conclure que V' = V, c'est-à-dire que RuP agit 
trivialement sur le module V. Soit v E V', U E RuP et g E P. Par définition, RuP est un 
sous-groupe normal de P. Il existe donc u' E RuP tel que g-l ug = u' . Nous obtenons 
alors que 
u(gv) = (ug)v = (gg-lug))V = (gu')v g(u'v) gv 
Ainsi, pour tout g E P, et pour tout v E V', gv E V', ce qui nous permet de conclure 
que V' est un sous-P-module de V. Comme nous l'avons remarqué, cela nous permet 
de conclure que V' V. Puisque RuP agit trivialement sur V et que V est un P-module 
irréductible, on déduit que Pest L-module irréductible. 
Le sous-groupe de Borel B de P agit sur V. D'après le théorème de Lie-Ko1chin, 
théorème 2.1.2, nous savons qu'il existe un sous-espace de V de dimension 1 stable 
sous l'action de B. Notons VA un vecteur qui engendre cet espace et À le caractère qui 
décrit l'action de B sur C VA' Le groupe L étant réductif, on sait que À restreint à B n L 
est un caractère dominant puisqu'il est le plus haut poids du L-module irréductible V. 
Cet espace de dimension 1 est unique puisque l'action de P sur V est complètement 
déterminée par l'action de L sur V et comme L est un groupe réductif, il existe un 
unique sous-espace de V de dimension 1 qui est stable sous l'action de B n L. Ainsi, le 
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caractère À est bien défini. Nous pouvons l'appeler le plus haut poids de V. Il est ce-
pendant important de noter que dans ce cas, le plus haut poids n'est pas nécessairement 
un caractère dominant de B. 
Considérons le morphisme de projection 
v:G/B~G/P, 
et le faisceau 5t' G/B (CC1TL(.-n), où lfL est l'application définie par lfL(À) = -w~À. avec w~ le 
plus long élément de W(L, T). Nous avons déjà utilisé cette application dans la section 
4.1. On avait alors montré que pour un caractère À dominant, HO(G/B,5t'(C1TL(À)) est 
., 
un G-module irréductible de plus haut poids À. 
On obtient le diagramme commutatif suivant où chacune des applications horizon-
tales est un isomorphisme: 
L BnL CC· P B CC· X 1TL<À)IBnL ~ X 1TL(À) 
! l 
L/(BnL) --_)0 P/B 
Comme nous avons remarqué dans la section 5.3, il existe une suite spectrale 
Nous avions alors prouvé dans la proposition 5.3.1 qu'il existe un isomorphisme de 
faisceaux 
Or, nous savons que 
cela comme espace vectoriel, mais aussi comme P-module puisque RuP agit trivia-
lement sur P/B et sur P x B C~. Puisque L est un groupe réductif, que B n L est un 
sous-groupe de Borel de L et que ÀIBnL est un caractère dominant de B n L, nous sa-
vons que le seul groupe de cohomologie Hq(L/(B n L), 5t' L/(BnL)(C~IBn) non nul est 
pour q = O. Ainsi, E~,q E':;,q. Grâce au lemme 3.3.1, nous pouvons conclure que 
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Reste à voir que W(Lj(B n L),.2 L/(BnL)(C;L(À)IBn)) ~ V et cela comme P-module. 
Or, on sait que HO(Lj(B n L),.2 L/(BnL)(C;L(À)IBn)) est un L-module irréductible de 
plus haut poids À/BnL tout comme V. La preuve du théorème 4.3.2 nous assure que dans 
ce cas, 
comme L-module. Mais puisque l'action de RuP sur V est triviale, on conclut que 
comme P-module. 
Nous avons donc montré que pour V un P-module irréductible dont le plus haut 
poids est À, 
Nous avons vu que le caractère À/BnL est dominant. Cependant, cela ne nous assure par 
que À est un caractère dominant de B. Ainsi, ITL(À) n'est pas nécessairement dominant. 
Il pourrait même être singulier. Nous pouvons cependant utiliser le théorème de Borel-
Weil-Bott pour décrire la cohomologie de HP(G j B,.2 G/B(C;L(À»)). En particulier, nous 
savons que si ITL(À) est régulier, il existe un unique caractère, dominant J1 et un unique 
entier i tel que 
Ainsi, 
et nous pouvons conclure que l'unique entier pour lequel la cohomologie de Gj P par 
rapport au faisceau .2(V) est l'entier qui correspond à la longueur de l'élément W du 
groupe de Weyl de G tel que W(ITL(À) + p) - p soit le caractère dominant J1. 
o 
Remarque 6.1.1. Nous avons prouvé un résultat plus fort que l'énoncé du théorème 
6.1.1. Nous avons montré que si V est une représentation irréductible de P de plus 
haut poids À, alors 
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À partir de ce théorème, nous pouvons traiter le cas où V est un P-module complè-
tement réductible. Cela équivaut au fait que RuP agit trivialement sur V. 
Supposons donc que V est un P-module de dimension finie complètement réduc-
tible. Nous noterons A l'ensemble des poids apparaissant en tenant compte de leur 
multiplicité. Notons WÀ le P-module de plus haut poids À. Nous obtenons la décompo-
sition suivante: 
Cela nous permet d'obtenir la décomposition du faisceau 
2'(V) ~ E9 2'(WÀ ). 
ÀEA 
On obtient alors l'isomorphisme: 
HP(GjP,2'(V)) ~ HP(GjP, E92'(WÀ )). 
ÀEA 
Or, la cohomologie commute avec les sommes direCtes de faisceaux ([H], Chapter III, 
Remark 2.9.1). On en déduit donc que 
ÀEA ÀEA 
Nous savons entre autre que pour chaque À E A, il existe un unique entier tel que 
HP(G j B, 2' GIB(C~)) est non nul. 
Remarque 6.1.2. Si V est un P-module qui n'est pas complètement réductible, il n'est 
pas possible en général de calculer les groupes de cohomologie Hi(G j P, 2'(V)) à par-
tir du théorème de Borel-Weil-BoU. Il est cependant possible de calculer la caractéris-
tique d'Euler X(Gj P, 2'(V)) à partir des dimensions des représentations irréductibles 
de G. Donnons quelques détails sur ce calcul. 
Il existe une filtration de P-module 
tels que Mi = VJVi+ 1 est un P-module irréductible. Le théorème 6.1.1 nous permet de 
calculer les groupes de cohomologie Hi(Gj P, 2'(Ma) et la caractéristique d'Euler de 
Gj B par rapport au faisceau 2'(Mi) est soit zéro, soit la dimension de l'unique groupe 
101 
de cohomologie Hi(Gj P, .2(Mi)) qui est non nul et qui consiste, comme nous le savons, 
en un G-module irréductible. Des propriétés d'additivité nous assureront que 
x(Gj P, .2(V)) = X(Gj P, .2(Mo)) + X(Gj P, .2(M,)) + ... + X(Gj P, .2(Mn-,)). 
6.2. LE GROUPE G L(n, C) 
Dans cette section, nous allons faire quelques calculs en utilisant le groupe GL(n, C). 
Nous allons calculer le caractère abstrait p et étudier pour un caractère À et une ra-
cine simple a, le caractère sa(À + p) - p. Nous étudierons par la suite la cohomologie 
W(GL(n, C)j B(n, C), .2(C~)) pour certains caractères À dominants. 
6.2.1. Étude de p et des caractères de GL(n, C) 
Décrivons l'élément p dans le cas de G L(n, C) lorsqu'on considère B(n, C) comme 
sous-groupe de Borel et T(n, C) comme tore maximal. Nous savons que 
p = ~ l f3. 
2 f3ER+(G,T) 
Nous avons déjà mentionné qu'une racine prositive est un caractère f3 : T(n, C) ---7 Cx 
tel que f3(t) = tir;', avec i < j. Nous avions noté un tel caractère ai}' On peut donc 
réécrire 
P = ~ ~ a·· 2 L..J 'l' 
'~i<j~n 
Avec un peu de calcul, on trouve que 
1 
p = ï(n - 1, n - 3, ... , -en - 3), -en - 1)). 
En particulier, p E X(T(n, C)) si et seulement si n est impair. 
Nous avons montré que pour À = (À" Àz, ... , Àn) un caractère tel que (aii+' , À) < 0, 
Puisque 
et que 
( 
n-l n-3 n-2i+l -(n-l)) À+p= À'+-2-,Àz+-2-,···,Ài + 2 , ... ,Àn+ 2 ' 
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on obtient que 
Nous voulons maintenant étudier les caractérisations de caractère dominants, de 
caractères réguliers et de caractères singuliers dans le cas de GL(n, C). 
Un caractère ,,1= (,,11, ,,12, .. ~,Àn) sera dominant si ,,11 ~ ,,12 ... ~ "ln. Dans ce cas, on 
sait que W(GL(n, C)j B(n, C), ~(C~)) sera non nul et consistera en une représentation 
irréductible de GL(n, C). 
Pour déterminer quels caractères sont réguliers nous devons calculer (a, À + p) 
pour toute racine positive a. Un caractère est régulier si pour toute racine positive a, 
(a, À + p) '* O. Soit a = aij une racine de GL(n, C). Nous avons montré daris la section 
2.4 que (a; À) = "li - Àj. Ainsi, un caractère À sera singulier s'il existe des entiers i et j 
tels que 
À n - 2i + 1 _ À n - 2j + 1 
i+ 2 - j+ 2 
Dans ce cas, nous savons que HP(GL(n, C)jB(n, C), ~(C~)) est nul pour tout entier p. 
Si pour tout entier i et j, 
n - 2i + 1 n - 2j + 1 
À- + '* À- + ----=--
1 2 J 2 
ce qui équivaut à dire que pour tout entier i et j, 
À--À-~i-J· 1 J -t- , 
le caractère À est régulier. Il existe alors une permutation W E Sn tel que w(À + p) est 
dominant. 
Exemple 6.2.1. Travaillons dans GL(5, C). Étudions d'abord le caractère 
,,1=(1,-3,5,-7,9). 
On observe immédiatement que "ln' est pas un caractère dominant. En additionnant 
p = (2, 1,0, -1, -2) à À, on obtient que ,,1+ p = (3, -2,5, -8, 7). La permutation qui 
nous permet de passer de ,,1+ p à un caractère dominant est W = (32451) qui correpond 
à la figure 6.1. On observe que cette figure comporte 6 croisements et donc l(w) = 6. 
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12345 
~
1 2 345 
FIG. 6.1. Permutation (32451) 
De plus, w(À + p) = (7,5,3, -2, -8) et donc w(À + p) - p = (5,4,3, -1, -6) qui est bien 
un caractère dominant de B(5, C). Nous pouvons donc déduire que 
H6 (GL(5, C)j B(5, C), 2(CCl.-3,5,-7,9») ~ W(GL(5, C)j B(5, C), 2(CC5,4,3,-1,-6»)' 
Ce sera l'unique groupe de cohomologie non nul. 
Dans un deuxième temps, étudions ce qui se passe avec le caractère 
À = (4,0,9,2, -3). 
Le caractère À + pest (6, 1,9, 1, -5). La permutation W = (123) nous permet d'obtenir 
un caractère dominant. Cependant, w(À+p)-p = (7,5, 1,2, -3) qui n'est pas dominant. 
Cela veut dire que le caractère À = (4,0,9,2, -3) est singulier. On aurait pu le voir 
directement en remarqualJl que À2 - À4 = -2 = 2 - 4. Nous savons alors que la 
cohomologie Hi(GL(5, C)j B(5, C), 2(CC4,O,9,2,-3») est nulle pour tout i ~ O. 
6.2.2. Calcul de W(GL(n, C)j B(n, C), 2(C~» pour certains caractères À domi-
nants· 
Calculons W(GL(n, C)j B(n, C), 2(C~I» dans le cas où ÀI = (1,0, ... ,0) qui est 
bien un caractère dominant. On sait que W(GL(n, C)j B(n, C), 2(C~I» consiste en les 
sections globales du faisceaux 2(CJ 1). Ainsi, 
W(GL(~, C)jB(n, C), 2(C~I» = (X E C[GL(n, C)] 1 X(gb) = ÀI(b)X(g) Vb E B} 
= (X E C[GL(n, C)] 1 X(gb) = bllX(g) Vb E B}. 
On remarque que cet espace se trouve à être l'espace vectoriel engendré par les fonc-
tions Xli, X21 , ••• , XnJ, où Xij est la fonction de GL(n, C) dans C définie par Xij(g) gij' 
On voit directement que les XjI sont des sections globales de 2(C~I)' En effet, soit 
g E GL(n C) et b E B(n, C). Alors, 
n 
Xii (gb) l gikbk!. 
k=l 
Puisque b E B(n, C), pour tout k > 1, bkl = O. Ainsi, 
Le groupe GL(n, C) agit sur une fontion Xij par 
n 
hXij(g) = Xij(h- I g) = i)h- ' )ikgkj 
k=1 
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On remarque que l'espace vectoriel engendré sur C par l'ensemble {Xli, X21 , ••• , Xnd 
est stable sous l'action de GL(n, C). En effet, soit g et h deux éléments de GL(n, C). 
Alors, 
n n 
gXil(h) = Xil(g-Ih) = 2.)g-l)ikhkl = I(g-l)ikXil(h). 
k=1 k=1 
Ainsi, gXiI est bien une combinaisons linéaire des éléments de {XII, X 21 , ••• , Xnl }. 
Nous noterons VI l'espace vectoriel engendré par {XII, X 21 , ••• , Xnl}' Puisque le groupe 
de cohomologie W(GL(n, C)j B(n, C), .zo(C~I)) est un GL(n, C)-module irréductible et 
que VI en est un sous-GLen, C)-module, nous pouvons conclure que 
Afin de déterminer le plus haut poids de VI, on cherche quel vecteur de VI est stable 
sous l'action de B(2, C). À partir de la decription de l'action que nous avons décrite 
précédement, on remarque que le vecteur Xnl est stable sous l'action de B(n, C). Le 
poids de ce vecteur est (0,0, ... , -1). Comme nous avons vu dans la section 2.5, le 
plus long élément du groupe de Weyl de GL(n, C) est la permutation 
... n-2 n-1 n]. 
n-1 n-2 ... 3 2 1 
2 3 
De sorte que n(À 1) = -woÀ 1 = (0,0, ... , -1). Ainsi le plus haut poids de VI est bien 
n(À 1), ce qui est consistant avec ce que nous avons montré dans le chapitre 4. 
Pour mÀ I = (m, 0, ... ,0), on observe que HO(GL(n, C)j B(n, C), .zo(C:,il)) ~ smvl , 
où smVI consiste en les polynômes homogènes de degré m sur les variables Xkl , k = 
1, ... ,n. 
De façon plus générale, pour Àk défini par 
i> k, 
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on veut calculer Vk = HO(GL(n, C)j B(n, C), 2'(C~k)). Posons X la matrice dont l'entrée 
ij est la fonction Xi}. Le GL(n, C)-module HO(GL(n, C)j B(n, C), 2'(C~k)) sera l'espace 
vectoriel engendré par les sous-déterminants de taille k de la matrice X restreinte au k 
première colonne. Nous ne ferons pas les détails du calcul ici. En particulier, Vn sera 
l'espace vectoriel de dimension 1 engèndré par le déterminant de X. 
En numérotant les racines simples de GL(n, C), ai = aü+l, les caractères dominants 
fondamenataux sont exactement les Ài . Puisque tout caractère est une somme des ca-
ractères fondamentaux, pour chaque caractère À, on peut construire une représentation 
de plus haut poids À avec des produits tensoriels des représentations Vi. Ce ne seront 
pas nécessairement des représentations irréductibles de plus haut poids À, mais comme 
nous l'avons vu dans le chapitre 4, il est possible de trouver une représentation irré-
ductible de plus haut poids À à partir d'une représentation dont un des plus hauts poids 
est À. 
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