In the present paper we consider a partial differential system describing a phase-field model with temperature dependent constraint for the order parameter. The system consists of an energy balance equation with a fairly general nonlinear heat source term and a phase dynamics equation which takes into account the hysteretic character of the process. The existence of a periodic solution for this system is proved under a minimal set of assumptions on the curves defining the corresponding hysteresis region.
Introduction
In the space-time cylinder Q := [0, T ] × Ω, where Ω ⊂ R N (N ≥ 1) is a bounded domain with smooth boundary ∂Ω and T > 0 is a fixed final time, consider the system * Supported by the Program for Innovative Research Team in Science and Technology in Fujian Province University, and Quanzhou High-Level Talents Support Plan under Grant 2017ZT012, and by the Scientific Research Funds of Huaqiao University nos. 605-50Y19017, 605-50Y14040. The research of the second author was also supported in part by RFBR grant no. 18 Here, I(u; ·) is the indicator function of the interval [f * (u), f * (u)], ∂I(u; ·) is its subdifferential, h, g, f * , f * are given functions with the properties specified in the next section. For convenience, denote system (1.1)-(1.4) by (P ). System (P ) can be regarded as a dynamical model of a phase transition process between two distinct phases (such as solid-liquid) placed in the container Ω. The state variables u = u(t, x) and w = w(t, x) are then interpreted as the relative temperature and the order parameter (phase fraction of an individual phase), respectively. Eq. (1.2) with g ≡ 0 models a continuous hysteresis operator of generalized play type generated by the curves v = f * (u) and v = f * (u), see [1] [2] [3] for details. The introduction of the latter operator to the model accounts for hysteretic relationship between u and v, playing in this case the roles of the input and output functions, respectively. construct a family of suitable approximate problems based on the Yosida regularization ∂I λ u (·), λ > 0, of the subdifferential ∂I(u; ·) and further regularization of this later by a sequence of mollifiers depending on a regularizing parameter ε > 0, at the same time singularly perturbing (P ) by introducing the term −ε∆v into (1.2). We then consider a Poincaré map for the approximate problem and employ Schauder fixed point argument to find a fixed point of this map which provides us with a solution to the approximate problem. We note that as our aim is to require as less additional properties from the functions f * , f * as possible, the singular perturbation of (P ) is made in the previous stage solely with the intention to ensure the compactness of the set on which the Poincaré map is defined. Next, we establish a priori estimates independent of ε for solutions of approximate problems and performing a limiting procedure as ε → 0 we obtain an intermediate approximate problem depending now on the parameter λ only. Obtaining uniform estimates with respect to λ for the latter system, we finally prove the existence of a solution to problem (P ) through the passage-to-the-limit procedure when λ → 0. We note that in order to get suitable compactness properties and, thus, to legitimate this passage-to-the-limit we exploit essentially the properties derived from the specific structure of the approximate equations for (1.2) . This also allows us, inter alia, to treat general nonlinearities in Eqs. (1.1), (1.2).
Preliminaries and hypotheses on the data
In this section, we recall some notions which we use in the paper and posit assumptions on the data describing Problem (P ).
Throughout the paper, we denote by H the Hilbert space L 2 (Ω) with the standard inner product ·, · H , and by V the Sobolev space H 1 (Ω).
Let f * , f * be two Lipschitz continuous functions defined on R. Recall that the subdifferential of the indicator function I(u; ·), u ∈ R,
of the interval [f * (u), f * (u)] has the form:
For λ > 0, the Yosida regularization of ∂I(u; v) is the function
Let F : R 2 → R be a Lipschitz continuous function. For ε > 0, denote by F ε (u, v), u, v ∈ R, the following regularization of the function F ε (u, v):
The lemma below follows directly from the definition of F ε (v, w) and the properties of ρ ε (r, s).
Lemma 2.1. The function F ε (v, w) possesses the following properties:
is considered under the following hypotheses:
Next, we define a notion of solution to our Problem (P ).
(iv) u = 0 on ∂Ω (in the sense of traces) a.e. on [0, T ];
where the prime denotes the derivative with respect to t.
L ∞ -boundedness of solutions for (P )
In this section, we obtain a priori L ∞ -bounds for all possible solutions of system (1.1)-(1.4). To this end, let {u, w} be an arbitrary solution to Problem (P ). We make the following additional assumption on possible solutions to Problem (P ):
First, we note that in view of (2.1) Eq. (iii) in Definition 2.1 requires the following constraint:
Next, we test (ii) in Definition 2.1 by −u + , the positive part of −u, use the Lipschitz continuity of h and (H1) to obtain
Integrating this inequality and invoking Gronwall's lemma we see in view of (3.1) that
Testing this inequality by [u − p] + we deduce that
Hence, integrating and applying Gronwall's lemma again we infer that u ≤ p ≤ |u(0)| ∞ e LT a.e. in Q. The bounds for v finally follow from the constraint (3.2) and the Lipschitz continuity of f * and f * . 
Approximate problems
In order to prove the existence of a solution to our problem (P ) we approximate the latter by a family of suitable problems depending on two approximation parameters which we introduce next. For λ, ε > 0, we consider the following approximate periodic problem denoted by (P ) λ,ε :
where ∂I λ (u; v) is the Yosida regularization of ∂I(u; v) given in (2.2), and ∂I λ ε (u; v) and g ε (u, v) are the regularizations defined in (2.3) of the functions ∂I λ (u; v) and g(u, v), respectively.
A pair of functions {u, v} is called a solution to (P ) λ,ε if u, v ∈ W 1,2 (0, T ; H) ∩ L ∞ (0, T ; V ) ∩ L 2 (0, T ; H 2 (Ω)) and (4.1)-(4.4) hold.
In this section, we prove the existence of solutions for problems (P ) λ,ε , λ, ε > 0. We split the proof into three steps. First, we introduce the approximate Cauchy problem corresponding to (P ) λ,ε , define the so-called Poincaré map which with the initial data of the Cauchy problem associates the values at the final time T of its unique solution and show that this map is a self-mapping. Then, in the second step, we establish the continuity of the Poincaré map. Finally, we use these properties to construct a solution to (P ) λ,ε by the Schauder fixed point argument.
To this aim, consider the following approximate Cauchy problem denoted by (C) λ,ε : 
where u 0 , v 0 are given functions such that u 0 , v 0 ∈ L ∞ (Ω) ∩ V , u 0 ≥ 0 a.e. on Ω.
By the results of [18] for any λ, ε > 0, there exists a unique solution {u λε , v λε } to Problem (C) λ,ε .
Lemma 4.1 (boundedness of solutions for (C) λ,ε ). There exists a constant M 0 > 0 independent of λ, ε such that for any solution {u λε , v λε } of (C) λ,ε we have
Proof. The estimate for u λε is obtained by repeating verbatim the argument of Section 3. Define now p(t) :
Then, testing (4.6) by [v λε − p] + and using Lemma 2.1 (4) we obtain For any λ, ε > 0, define a single-valued mapping P λε : H × H → H × H by
where {u λε , v λε } is the unique solution of (C) λ,ε with the initial data (u 0 , v 0 ). In order to prove this theorem, we invoke Schauder's fixed point theorem showing that P λε is a continuous self-mapping on a compact convex set which we introduce next. To this end, define on H × H the function
otherwise.
4.1
Step 1: P λε is a self-mapping Proposition 4.1. There exists a constant R > 0 such that P λε maps the set
Proof. Testing Eq. (4.5) by −∆u λε and applying Young's inequality we obtain 
for a constant C 0 > 0. Then, integrating this inequality and taking account of the fact that u 0 , v 0 ∈ V we see that there exist two positive constants α and β such that
Therefore, by virtue of Proposition A.1 in [17] one can take a constant R ≥ β/α > 0 such that
Consequently, we conclude that P λε maps the set B R into itself.
4.2
Step 2: continuity of P λε in H × H Proof. Let u 0,n , v 0,n , u 0 , v 0 ∈ H be such that (u 0,n , u 0,n ) → (u 0 , v 0 ) in H × H strongly and let {u n , v n } and {u, v} be the unique solutions of (C) λε with the initial data (u 0,n , v 0,n ) and (u 0 , v 0 ), respectively. Subtracting (4.5), (4.6) for {u n , v n } from that for {u, v} we have
, (4.11) Testing (4.10) by u n − u and (4.11) by v n − v, then summing up the results and using the Lipschitz continuity of h, g and Young's inequality we obtain
We denote the last integral by S and estimate it as follows.
Here, we have used the Lipschitz continuity of f * , the facts that ρ ≥ 0, R 2 ρ(r, s) drds = 1 and the following inequality valid for arbitrary α, β, γ, δ ∈ R: 
Hence, invoking Gronwall's lemma from (4.12)-(4.14), (4.16) we infer that
strongly in H × H as n → ∞, and, hence, P λε is continuous in H × H.
Step 3: Fixed point argument
Now we are in a position to finish the proof of Theorem 4.1. From the definition of the set B R by the Rellich-Kondrachov theorem we see that the set B R is compact. Since it it obviously convex, combining Propositions 4.1 and 4.2 and applying Schauder's fixed point theorem to P λε : B R → B R we can take a fixed point (u * 0 , v * 0 ) ∈ B R such that P λε (u * 0 , v * 0 ) = (u * 0 , v * 0 ), which provides the desired solution of Problem (P ) λε , λ, ε > 0.
Well-posedness of problem (P )
In this section, first we derive uniform a priori estimates independent of the parameter ε > 0 for solutions {u λε , v λε } of the approximate periodic Problem (P ) λε , which will allow us to derive the convergence of {u λε , v λε } as ε → 0 to a solution {u λ , v λ } of an intermediate approximate problem depending on the parameter λ only. Then, we establish uniform bounds independent of the parameter λ for solutions {u λ , v λ } of the latter system and finally pass to the limit as λ → 0 to obtain a solution to our original periodic problem (P ).
To 
e. on (0, T ), (5.2) where C 2 = C 2 (λ) is a positive constant independent of ε. Lastly, we test (4.6) by −∆v λε to have
a.e. on (0, T ). Taking account of Lemma 2.1 (1), (2) we estimate the last two terms of (5.3) as follows.
In particular, we also have
Moreover, ε n ∆v λεn converges weakly in L 2 (0, T ; H) and for any test function η ∈ L 2 (0, T ; H 1 0 (Ω)) we have T 0 ε n ∆v λεn , η H dt ≤ ε n |∇v λεn | L 2 (0,T ;H) · |∇η| L 2 (0,T ;H) ≤ ε n R 0 |∇η| L 2 (0,T ;H) → 0 as n → ∞.
Therefore, ε n ∆v λεn → 0 weakly in L 2 (0, T ; H). (5.10)
Now, from the convergences (5.7)-(5.10) and Lemma 2.1 (2), (3) we see that the pair {u λ , v λ }, λ > 0, is a solution of the following system, which we denoted by (P ) λ : 
A solution to (P ) λ is a pair of functions {u, v} such that u ∈ W 1,2 (0, T ; H) ∩ L ∞ (0, T ; V ) ∩ L 2 (0, T ; H 2 (Ω)), v ∈ W 1,2 (0, T ; H) and (5.11)-(5.14) hold.
We note that the validity of the periodic condition (5.14) follows from (4.4) and (5.9) .
We now derive a priori estimates uniform with respect to the parameter λ > 0 for solutions (u λ , v λ ) of Problem (P ) λ .
First, we recall the following result.
Lemma 5.1 ( [7, Lemma 4.1]). Let (u λ , v λ ) be a solution of (5.11), (5.12) . Then, the function
is absolutely continuous on [0, T ] and
a.e. in (0, T ).
Testing (5.12) by v ′ λ with the help of Lemma 5.1 we deduce that
Therefore, integrating inequality (5.23) from 0 to t ∈ [0, T ] we infer in view of (5.24) that
Applying Gronwall's inequality to this inequality we conclude in view of the convergence (5.19) that v i , i ≥ 1, is a Cauchy sequence in the space C([0, T ]; H). Hence, according to (5.20) we obtain the convergence (5.22). Given the convergences (5.19)-(5.22), to finish the proof that the pair {u, v} is a solution to Problem (P ) it remains to show that ξ ∈ ∂I(u; v) a.e. on (0, T ).
(5.25)
To this end, let z be an arbitrary function from L 2 (0, T ; H) such that z ∈ [f * (u), f * (u)] a.e. on Q. For every n ≥ 1, define z n to be the pointwise projection of z onto the set [f * (u n ), f * (u n )]. Then, z n ∈ [f * (u n ), f * (u n )] a.e. on Q, n ≥ 1, and z n → z in L 2 (0, T ; H) as n → ∞. Consequently, since the operator ∂I λn (u n ; ·) is the subdifferential of the function I λn (u n ; ·), from the definition of subdifferential we have ∂I λn (u n ; v n ), z n − v n H ≤ I λn (u n ; z n ) − I λn (u n ; v n ) = 0, (5.26) n ≥ 1. On the other hand, from (2.2) we see that
[v n − f * (u n )] + − [f * (u n ) − v n ] + = λ n ∂I λn (u n ; v n ) → 0 in L 2 (0, T ; H) as n → ∞. Therefore, we infer that v ∈ [f * (u), f * (u)] a.e. on Q.
Passing now to the limit as n → ∞ in (5.26) we conclude that (5.25) holds and {u, w} is thus a solution to problem (P ). Finally, we note that the periodicity condition (iv) in Definition 2.1 follows from (5.14) , (5.20) , and (5.22).
