Depression and anxiety are critical public health issues affecting millions of people around the world. To identify individuals who are vulnerable to depression and anxiety, predictive models have been built that typically utilize data from one source. Unlike these traditional models, in this study, we leverage a rich heterogeneous data set from the University of Notre Dame's NetHealth study that collected individuals' (student participants') social interaction data via smartphones, health-related behavioral data via wearables (Fitbit), and trait data from surveys. To integrate the different types of information, we model the NetHealth data as a heterogeneous information network (HIN). Then, we redefine the problem of predicting individuals' mental health conditions (depression or anxiety) in a novel manner, as applying to our HIN a popular paradigm of a recommender system (RS), which is typically used to predict the preference that a person would give to an item (e.g., a movie or book). In our case, the items are the individuals' different mental health states. We evaluate three state-of-the-art RS approaches. Also, we model the prediction of individuals' mental health as another problem type -that of node classification (NC) in our HIN, evaluating in the process four node features under logistic regression as a proof-of-concept classifier. We find that our RS and NC network methods produce more accurate predictions than a logistic regression model using the same NetHealth data in the traditional non-network fashion as well as a random-approach. Also, we find that RS
Introduction
Mental disorders such as depression and anxiety have been recognized as critical public health issues. Mental disorders are one of the leading causes of both injury and disability for people around the world [77, 11] . According to the World Health Organization (WHO), in 2015, 322 million people were living with depression (4.4% of the global population) and 264 million people were living with anxiety (3.6% of the global population) [51] . Moreover, depression and anxiety are major contributors to suicides [51] . Although early interventions significantly reduce the risk of developing mental disorders, about two-thirds of people do not seek appropriate treatments due to a lack of awareness of their mental illness [6, 1] . One way to overcome this issue is to develop predictive models to enable individuals to recognize their risks of mental disorders. Fortunately, smartphones, wearable sensors, and online social media provide a wealth of data relevant to individuals' mental health [23, 63, 14] . Using such data, health care providers could alert people who are at risk for depression and anxiety to get timely treatment.
In terms of developing models to predict mental health, existing studies can be categorized into three different groups according to the types of data that they use [48, 23, 72, 29] : 1) one group of studies rely on smartphone usage data [9, 55, 2] , such as incoming and outgoing call frequency and duration; 2) another group of studies use wearable sensor data, such as physical activity, skin conductance, and heart rate [76, 53, 27] ; and 3) the remaining group of studies use social media behavioral data, such as text or image content on social media platforms [79, 14, 1, 58] .
However, existing studies have several limitations. First, among group 1 and group 2 studies, most are conducted on a limited number of individuals (fewer than 50) and a limited time period (less than one month) [48] except for one that collects smartphone data from 111 individuals for seven months [9] . Critically, the small number of individuals may not be representative of a larger population and thus the obtained results might not be generalizable. In addition, data collected from a short time period may be affected by special events such as holidays and thus the obtained results might not be reliable. Group 3 studies do not suffer from a limited number of individuals or a short time period because data is collected online, but the prediction performance of their models may be affected by low data quality resulting from fake accounts and noise in text and image contents [23, 79] . Second, all of the existing studies focused on a single type of data except for two [63, 9] . Models using a single type of data are often less accurate than models integrating multiple types of data [9, 63] . For example, it was shown that combining different types of data including information on individuals' personality traits, weather conditions, and smartphone data yields more accurate performance in predicting individuals' stress levels than individual data types [9] . Third, among the existing studies, only two [78, 42] have utilized a network approach to model and analyze data by capturing relationships between entities. Clearly, there is a shortage of networkbased methods that could utilize relations between entities [79] . Developing new approaches of this type is essential because networks are powerful models of complex real-world systems, including social networks, and because social networks play an important role in individuals' mental health conditions [62, 20, 66, 38, 36, 64, 43, 45, 46] . Moreover, networks allow for data integration in an elegant way and can be used to make predictions about individuals' healthrelated traits [33, 80] . For instance, a network approach was used to model multiple types of clinical data of patients in order to diagnose diseases [33] .
To address the limitations of the existing studies, we propose the following contributions.
We leverage a rich data set from the NetHealth study to predict individuals' mental health conditions. The NetHealth study collected smartphone data, wearable sensor (Fitbit) data, and individuals' trait data from surveys from approximately 700 undergraduate student participants at the University of Notre Dame during 2015 to 2019 [43, 56, 18] . The NetHealth data is more representative of a large population since it contains a larger number of individuals (student participants) than previous studies. In addition, the NetHealth data covers a longer time period than the data from the existing studies and thus may be more reliable. Moreover, the NetHealth study contains multiple types of data for the same set of individuals, which allows us to have a more comprehensive and thus hopefully more accurate understanding of the individuals' mental health conditions compared to the existing studies that only focused on a single type of data.
In this study, we aim to predict individuals' mental health conditions by integrating multiple types of data including individuals' social interactions, i.e., their SMS communications collected from smartphones, health-related behaviors collected via Fitbits, and individuals' traits (e.g., personalities) collected from surveys ( Figure 1 ). We divide these data collected from the three sources (smartphones, Fitbits, and surveys) into five dimensions: individuals' social interactions (i.e., SMS communications), personality traits, social status, physical health, and well-being, with each of the last four dimensions consisting of several components (Figure 1 ). To predict individuals' mental health conditions, we first divide individuals into training and testing sets. In the prediction task, we leverage all individuals' information as shown in the left box of Figure 1 as well as the training individuals' mental health conditions to train a predictive model. Then we use the trained model to predict the testing individuals' mental health conditions.
To integrate the different types of information, we model the NetHealth data as a heterogeneous information network (HIN), which is an effective tool to fuse information by considering multiple types of nodes and edges [71, 65] . Figures 2  and 3 show the network schema and visualization of our HIN, respectively. Our constructed HIN consists of six node types (individual, personality traits, social status, physical health, well-being, and mental health). For the individual node type, different nodes correspond to different student participants of the NetHealth study. For each of the other five node types (personality traits, social status, etc.), different nodes correspond to different personal characteristics of the given type, i.e., different values of the components listed under the given dimension in Figure 1 . For example, a node of the personality traits type represents some combination of an individual's agreeableness, conscientiousness, extroversion, neuroticism, and openness. As an illustration, one combination, i.e., a node of the personality traits type, may be low agreeableness -low conscientiousness -low extroversion -low neuroticism -low openness, and another combination, i.e., another node of the personality traits type, may be high agreeableness -high conscientiousness -high extroversionhigh neuroticism -high openness. See Section 2.1 for details. Clearly, there are multiple nodes of each type because there are multiple possible combinations of personal characteristics of the given type, and each combination corresponds to one node of that type. We connect the nodes of the network by forming six edge types. We construct the individual -individual edge type by connecting two individuals if they communicate through SMS at least once during our study period. We construct edges of the other five types by connecting the individual node type to each of the other five node types if the given individual has the given combination of personal characteristics of the given type. See Section 2.1 for details.
We construct the HIN in this way in order to be able to predict an individual's mental health state (likelihood of being depressed or anxious) by relying on the information about: 1) the individual's combinations of the five traits (personality traits, social status, physical health, and well-being), 2) the individual's position in their social network (i.e., which other individuals they are linked to), 3) combinations of the five traits of the individual's (direct or indirect) network neighbors, and 4) mental health states of the individual's (direct or indirect) network neighbors. For example, we argue that if an individual is linked (directly or indirectly) to many other individuals with whom she/he shares many combinations of the five traits, and if these individuals are depressed or anxious, then the individual in question is also likely to be depressed or anxious. So, our HIN offers an elegant and convenient yet important way to model influence between individuals.
More specifically, we have recognized that we can model the problem of mental health prediction from our HIN in a novel manner, as applying to the HIN a popular paradigm of a recommender system (RS). RS is widely used to suggest a personalized list of items (e.g. movies, books, or new friends) to individuals based on their preferences to help them find the most relevant items [60] . In other words, for an individual i, based on the history of i's behaviors (e.g., rating movies, liking contents on social media, or friendships with other individuals), an RS approach calculates a personalized ranking score on a set of new items (i.e., movies, contents, or friends, respectively) and suggests the top-ranked items to i [60, 73] . In our case, items are the students' different mental health states, i.e., we predict what mental health state an individual is likely to have. Specifically, we apply three prominent RS methods, DMF [17] , RESCAL [49] , and DEDICOM [4] , to the HIN to predict edges between nodes of the individual type and nodes of the mental health type, denoted as target edges in our HIN (Figure 2 ). In addition, to evaluate the power of RS, we model the problem of mental health prediction in an alternative manner, as node classification (NC) in our HIN. NC predicts labels of nodes based on their features that characterize positions of nodes in a network [8] . In our case, node labels are students' different mental health states. In our study, we extract four prominent features of individuals from our HIN: graphlets [47] , colored graphlets [28] , DeepWalk [52] , and Metapath2vec++ [16] . Then, we put network features into a logistic regression classifier to make predictions, which is a common approach in NC [25] . To evaluate the prediction performance of the three RS and four NC network methods, we compare them against a logistic regression classifier using the same NetHealth data in a non-network fashion [48] , and against a random guess method [22] . To our knowledge, this is the first study to use smartphone, wearable sensor, and survey data in an HIN model and use RS or NC on the HIN to predict individuals' mental health conditions.
Our findings are as follows.
• For both depression and anxiety prediction, among all network methods, DMF (an RS method) makes the most accurate predictions. Compared to the random guess method, for both depression and anxiety, all RS and NC methods except for RESCAL and DEDICOM are significantly more accurate. Compared to the non-network method, for depression, DMF and DeepWalk are significantly more accurate, graphlets, colored graphlets, and Metapath2vec++ are marginally more accurate, and RESCAL and DEDICOM are significantly less accurate; and for anxiety, DMF is significantly more accurate, DeepWalk is marginally more accurate, graphlets, colored graphlets, and Metapath2vec++ are marginally less accurate, and RESCAL and DEDICOM are significantly less accurate. Our results indicate that (at the minimum) the best of the network methods outperforms the random guess method and the non-network method. In addition, the best RS method outperforms all NC methods. This confirms the power of networks and RS in particular in predicting mental health.
• We explore whether the different types of methods (RS, NC, non-network) identify different sets of depressed/anxious individuals. If this is true, we might be able to make more accurate predictions by combining the different method types. Specifically, we study overlaps between depressed/anxious individuals correctly predicted by three representative methods: the most accurate RS method (DMF), the most accurate NC method (DeepWalk), and the non-network method. For depression, we find that DMF's and DeepWalk's predictions significantly overlap. Additionally, DeepWalk's and the non-network method's predictions also significantly overlap. But DMF's and the non-network method's predictions do not significantly overlap. For anxiety prediction, we observe similar results. The reasons for these observations could be: 1) DMF and DeepWalk are both network methods and differ only in one aspect -they are different types of methods (RS versus NC); 2) DeepWalk and the non-network method both use the logistic regression to make predictions and differ only in one aspect -DeepWalk uses network features while the non-network method does not; and 3) DMF differs from the non-network method in two ways: the former is a network method and it does not use logistic regression to make predictions, while the latter is a non-network method that uses logistic regression. In other words, it could be that the more similar the two approaches are in terms of their methodologies, the more similar their predictions. Our results suggest that because of the non-significant overlap between DMF's and the non-network method's predictions, by combining the two methods, we might be able to make more accurate predictions. Exploring this is beyond the scope of this paper and is the subject of our future work.
• In our prediction approaches mentioned above, we have integrated all types of information about individuals, represented by the different edge types in the HIN, into our (RS and NC) network methods to make mental health predictions. To study whether some edge types might be more informative (i.e., have more predictive power) than others, we investigate the effect of using all possible combinations of edge types (including all edge types) on the prediction performance. For this analysis, we focus only on DMF as the most accurate of all analyzed methods in the above evaluations. We consider a series of DMF instances that correspond to all possible combinations of all five non-target edge types from our HIN (the target edge type needs to be always included by default). For example, on the one extreme, we consider each of the five non-target edge types alone, and on the other extreme, we consider all five non-target edge types combined (which has been the case in the above evaluations). An example of an edge type combination in-between these two extremes is the combination of the individual -individual, individual -physical health, and individual -personality traits edge types. We find that for depression, the combination of the individual -physical health and individual -well-being edge types is significantly more accurate than the rest of the combinations, including the combination of all edge types. For anxiety, the combination of the individual -personality traits and individual -well-being edge types is marginally more accurate than six other edge type combinations, including the combination of all edge types, and is significantly more accurate than the rest of the combinations. Our results indicate that we can make more accurate predictions using some subset of edge types than using all edge types. Exploring the reasons behind this observation is beyond the scope of this paper and is the subject of our future work.
• Social interactions (SMS communications)
• Personality traits (agreeableness, conscientiousness, extroversion, neuroticism, openness)
• Social status (gender, race, religion, parents' educations)
• Physical health (sleep quality, average sleep duration, average step counts)
• Well-being (body image, happiness, health, loneliness, self-esteem) Individuals (training) Individuals (testing)
Mental health conditions (depression or anxiety) Figure 1 : The summary of our data and the goal of our study. 
Methods

HIN construction
Specific data used in this paper.
The data used in this paper come from the NetHealth study, an institutional review board-approved effort that collected smartphone, Fitbit, and survey data from approximately 700 undergraduate student volunteers at the University of Notre Dame, who entered the study as freshmen in August 2015 [56, 18] . Smartphone data was collected via a monitoring application (CIMON) installed on individuals' (student participants') smartphones that periodically synchronizes SMS logs [32] . Notably, we did not collect information about the content of the messages. Instead, we collected information on who communicates with whom and when. Health behavioral data was collected through Fitbit Charge HR devices. In this study, we consider two specific Fitbit metrics, individuals' step counts and their sleep duration. We conducted periodic surveys that asked questions about individuals' demographics, personality traits, mental health, and other subjects. From surveys, we extract 15 characteristics that can be divided into five categories: 1) personality traits: agreeableness, conscientiousness, extraversion, neuroticism, and openness, as measured by the Big-Five personality test [24] ; 2) social status: gender, race, religion, and parents' educations; 3) physical health: sleep quality measured by the Pittsburgh Sleep Quality Index (PSQI) [10] ; 4) wellbeing: body image, happiness, health, loneliness [12] , and self-esteem [61] ; and 5) mental health: depression measured by the Center for Epidemiological Studies Depression Scale (CES-D) test [40] and anxiety measured by the State-Trait Anxiety Inventory (STAI) test [68] .
Selection of the study time period and pool of individuals.
In this paper, we select one year from August 2015 to August 2016 as the study period since our previous study showed that the majority of individuals are actively involved in the NetHealth study during this period but not during other periods [43] . This period covers 52 weeks, of which 31 are school weeks and 21 are break weeks. In this study, we focus only on school weeks because our previous study showed that school weeks have meaningful social network structures, while break weeks do not [43] . The NetHealth data contain SMS logs of 615 iPhone users and 96 Android users. In this study, we only consider iPhone data since we encountered problems with Android data consistency. Finally, we keep only SMS data where both the sender and receiver are among the 615 iPhone users, i.e., the participants of our study. In other words, we discard SMS data where the sender or receiver is not a participant of the NetHealth study (e.g., is a participant's family member or friend).
We use the following three criteria established in our previous study [43] to select individuals who have high-quality data:
1. Students' first SMS activity date was before or on the start date of our considered study period and their last SMS activity was on or after the end date of our considered study period, i.e., students actively sent or received SMSs during the one-year study period.
2. Students have high-quality Fitbit data, i.e., their Fitbit data are valid. By "valid", we mean that a student wore the Fitbit at least 80 percent of the time in more than half of the days during the one-year study period.
3. Students completed the survey taken in July 2015, which was conducted before students entered the school, and the survey taken in January 2016, which was conducted during our study period. The reasons why we need both surveys are discussed below.
274 out of the 615 individuals satisfy the three criteria and thus form the final pool of individuals considered in this study.
The HIN. One of the key contributions of this study is to establish an HIN using the NetHealth data. The HIN is a network consisting of multiple types of nodes and edges [71] . In this study, we construct an HIN consisting of six node types and six edge types.
The node types include individual, personality traits, physical health, social status, well-being, and mental health, as follows (also, see Figures 2 and 3).
• The individual node type represents students who participate in the NetHealth study. There are 274 nodes of the individual node type.
• The personality traits node type represents a combination of five personality characteristics including agreeableness, conscientiousness, extroversion, neuroticism, and openness, extracted from the survey taken in January 2016. We use data from this survey because it is the only one conducted during our study period. The distributions of personality characteristics scores are shown in Supplementary Figure S1 . We combine these five characteristics because they belong to the same type of the individuals' information, as also suggested by domain experts who have conducted the NetHealth study. The individuals' personality characteristics scores vary from person to person. For example, the individuals' agreeableness scores could be 2.1, 2.2, 3.4, 4.2, 4.8, etc. Combining such absolute score values across the different personality characteristics and over all individuals would generate a huge number of possible combinations. To address this in an elegant way, for each personality characteristic, we divide the individuals, i.e., their scores, into three groups, as is typically done [63] : the high-score group (the top 25 percent of the scores), the medium-score group (the middle 50 percent of the scores), and the low-score group (the lowest 25 percent of the scores). Then, we form nodes of the personality traits type by combining the group labels of the five personality characteristics. For example, a node of the personality traits type may be low agreeableness -medium conscientiousness -medium extroversion -medium neuroticism -high openness. The number of all possible combinations of the five personality characteristics is 3 5 = 243. Note that some possible combinations are not present in the NetHealth data. So, the number of combinations that correspond to scores of at least one individual in our data, i.e., the number of nodes of the personality traits type, is 114.
• The social status node type represents a combination of four social status characteristics including gender, race, religion, and parents' education, extracted from the survey taken in July 2015. We use social status data from this survey because it is the only one containing the individuals' social status information. (This is the reason why we need both surveys in the third criterion when choosing which pool of individuals to consider.) The distributions of the 274 individuals' social status scores are shown in Supplementary Figure S2 . For example, a node of the social status type may be female -white -Catholic -both parents received bachelor's degrees. Given two possible genders, five possible races, four possible religions, and three possible options for parents' education, the number of all possible combinations of the four social status characteristics is 2 × 5 × 4 × 3 = 120. The number of combinations that correspond to scores of at least one individual in our data, i.e., the number of nodes of the social status type, is 55.
• The physical health node type represents a combination of three physical health characteristics including sleep quality, average sleep duration, and average step counts. We obtain the individuals' sleep quality scores from the survey taken in January 2016 and their average sleep duration and average step counts during the study period from the Fitbit data. The distributions of the scores are shown in Supplementary Figure S3 . To combine sleep quality, average sleep duration, and average step counts, we divide scores of each physical health characteristic into three groups: the high-score group (the top 25 percent of the scores), the medium-score group (the middle 50 percent of the scores), and the low-score group (the lowest 25 percent of the scores). Then, we form nodes of the physical health type by combining the group labels of the three physical health characteristics. For example, a node of the physical health type may be low sleep quality -medium average sleep duration -high step counts.
The number of all possible combinations of the three physical health characteristics is 3 3 = 27. The number of combinations that correspond to scores of at least one individual in our data, i.e., the number of nodes of the physical health type, is 27.
• The well-being node type represents a combination of five well-being characteristics including body image, happiness, health, loneliness, and self-esteem, extracted from the survey taken in January 2016. The distributions of the scores are shown in Supplementary Figure S4 . To combine the five well-being characteristics, we divide scores of each characteristic into three groups: the high-score group (the top 25 percent of the scores), the medium-score group (the middle 50 percent of the scores), and the low-score group (the lowest 25 percent of the scores). Then, we form nodes of the well-being type by combining the group labels of the five well-being characteristics. For example, a node of the well-being type may be low body image -medium happiness -medium health -medium loneliness -high self-esteem. The number of all possible combinations of the five well-being characteristics is 3 5 = 243. The number of combinations that correspond to scores of at least one individual in our data, i.e., the number of nodes of the well-being type, is 87.
• The mental health node type represents a mental health condition: either depression or anxiety. (Technically, we analyze each of depression and anxiety via its respective HIN.) For depression, we use one node to denote having "depressed" condition, and another node to denote having "non-depressed" condition. Similarly, for anxiety, we use one node to denote having "anxious" condition, and another node to denote having "non-anxious" condition. The individuals' depression and anxiety scores are collected from the survey taken in January 2016. We consider individuals whose depression scores are above 15 as depressed, which is suggested in the literature [37, 34, 62] . Out of the 274 individuals, 67 individuals (24.5%) are depressed according to this criterion. We consider individuals whose anxiety scores are above 40 as anxious, which is suggested in the literature [26, 35, 13] . Out of the 274 individuals, 106 individuals (38.7%) are anxious according to this criterion.
The six edge types in our HIN include individual -individual, individual -personality traits, individual -social status, individual -physical health, individual -well-being, and individual -mental health, as follows (also, see Figures 2 and 3 ).
• The individual -individual edge type is constructed by connecting two individuals if they have communicated through SMS at least once within our study period. This results in 1354 edges between our 274 individuals. We assign a weight to each edge, corresponding to the total number of SMSs exchanged between two given individuals within the study period.
• The remaining five edge types are constructed by connecting the individual node type to the other five node types (personality traits, physical health, social status, well-being, and mental health). Here, an edge is formed if the given individual has the given combination of personal characteristics of the given type. For example, if an individual has low agreeableness -low conscientiousness -low extroversion-low neuroticism -low openness, we connect the individual to the node of the personality traits type representing such combination. In our data, an individual can only have one combination of personal characteristics of a given node type (e.g., for the personality traits node type, if an individual is linked to a node corresponding to low agreeableness -low conscientiousness -low extroversion-low neuroticism -low openness, he/she cannot be linked a node corresponding to high agreeableness -high conscientiousness -high extroversion-high neuroticism -high openness or to any other combination). Therefore, an individual is connected to exactly one node of each of the five node types. Thus, for each of the five edge types, the number of edges is the same as the number of the individuals, i.e., 274. The individual -mental health edge type is considered as the target edge type since this is what we try to predict.
Network methods that we adapt to the task of predicting mental health conditions
We model the problem of predicting individuals' mental health conditions as RS and NC.
RS methods.
RS is widely used to suggest a personalized list of items (e.g., movies, books, or new friends) to individuals based on their preferences, in order to help them find the most relevant items [60] . In this study, we use three RS methods: DMF [17] , RESCAL [49] , and DEDICOM [4] . These three methods are of the multi-relational matrix factorization (MRMF) type, which is considered to be the state-of-the-art in the RS field [39] . In MRMF, the target edge type is to be predicted and the remaining types of edges as used as side information. For example, if the task is to recommend movies to individuals, the individual -movie edge type is used as the target edge type and other types of edges such as movie -genre, movie -actor, etc. are used as side information. An MRMF model is trained using a proportion of target edges as well as side information, and then the model is used to predict the rest of the target edges. MRMF computes latent features (low dimensional representations) of all types of nodes, which are used to map individuals to items (the edge type to be predicted) that the individuals will prefer. However, instead of using only one edge type, as in standard factorization schemes [31] , MRMF allows for the creation of additional latent features based on other side information (other edge types). By operating on latent features between a pair of nodes, we can obtain a value denoting the probability that the given node pair has an edge. MRMF optimizes the loss function to minimize the difference between probability values of all node pairs (represented by a matrix) and the adjacency matrix representing real edges. The three MRMF methods that we consider use different loss functions (that is, they differ in how they mathematically define the difference between probability values of all node pairs and the adjacency matrix) and different optimization methods (that is, they differ in how they minimize their respective loss functions) [74, 75] . For more details on the three MRMF methods, see Supplementary Section S1.
In our study, we predict target edges (i.e., edges of the individual -mental health type) using the three MRMF methods mentioned above. We randomly divide the individuals into 80% training individuals and 20% testing individuals. This step is conducted using stratified sampling to ensure that the split data maintain the percentage of the individuals who are depressed (or anxious). We use target edges of training individuals as well as the other types of edges to train an MRMF model, and then use the model to predict target edges of testing individuals. In other words, we hide a proportion of target edges and use the remaining edges to train the model, and then use the model to predict the hidden target edges. To predict an individual as depressed or non-depressed, we calculate probability values of the two target edges that connect the individual to the node representing "depressed" condition and the node representing "nondepressed" condition, respectively. We predict an individual as anxious or nonanxious in the same manner. Of the two target edges, we select the one with the higher probability value as the final prediction.
NC methods.
We model the problem of mental health prediction in an alternative manner, as NC that uses the structural information encoded in the network to predict nodes' labels. For example, in a social network consisting of individuals with known labels being smoker or non-smoker and individuals with unknown labels, the NC method predicts the latter as smokers or non-smokers based on their network features, i.e., their network "relationships" with the former [8] . Network features characterize properties of nodes in a network, such as nodes' network positions and their neighborhood information. In order to make mental health predictions using NC methods, our first step is to extract the individuals' network features from our constructed HIN. We learn the individuals' network features based on all edge types except for the target edge type. Instead, we use the target edge type to label the individuals according to their mental health states, for the purpose of NC training and testing (see below). For example, if an individual connects to a node representing the "depressed" condition, we assign a "depressed" label to the individual. We extract four features for the individuals: graphlets [47] , colored graphlets [28] , DeepWalk [52] , and Metapath2vec++ [16] . Among these four, graphlets and DeepWalk learn features of nodes from a homogeneous network containing a single node type and a single edge type; in other words, when applied to our HIN, they ignore the different node and edge types and consider the network as homogeneous. Colored graphlets and Metapath2vec++ learn features of nodes from a heterogeneous network consisting of multiple types of nodes and edges. We use the two homogeneous network methods because 1) these methods are widely used to extract features of nodes from a network and 2) there is a limited number of methods that extract nodes' features from a heterogeneous network. In more detail, graphlets are small connected non-isomorphic induced subgraphs of a network [47] . Based on the notion of graphlets, the graphlet degree vector (GDV) is a network feature that summarizes a node's extended network neighborhood. In this study, we use both homogeneous graphlets [47] and heterogeneous graphlets [28] to calculate nodes' GDVs. The DeepWalk method [52] uses random walks to generate node sequences in a homogeneous network. The node sequences are put into a skip-gram language model to learn network features. The Metapath2vec++ method [16] formalizes metapath-based random walks which are restricted to only transitions between certain types of nodes. Then, Metapath2vec++ leverages a heterogeneous skip-gram model to learn nodes' features vectors from the metapath-based random walks. For more details on the four NC methods, see Supplementary Section S1.
In NC, we use the same training and testing individuals that we have used in RS in order to compare the different types of network methods in an unbiased way. After learning the individuals' network features, the second step in NC is to train a classifier (e.g., logistic regression, random forest, or support vector machine) based on training individuals' network features and node labels and make predictions on testing individuals' node labels. Node labels in NC and target edges in RS are conceptually equivalent. We model target edges as node labels in NC and this is why we do not include target edges when learning network features of individuals. In this study, we use logistic regression as a proof-of-concept classifier, because this particular classifier is often used to predict individuals' mental health conditions [48, 41, 57] . The output of a logistic regression classifier is a set of probability scores, one score per individual. For each logistic regression classifier used in this study (one classifier per network feature), we choose a probability cutoff where individuals with probability scores above the cutoff value will be classified as depressed/anxious, and those with probability scores below the cutoff value will be classified as non-depressed/nonanxious. For each logistic regression classifier used in this study, we choose a cutoff value such that the proportion of the individuals who are predicted as depressed/anxious is equal to the proportion of the individuals who are actually depressed/anxious, as is typically done [21] . RS and NC are mathematically different since they work in different ways as discussed above. But ultimately, their inputs and outputs are the same, which makes them directly comparable.
Comparison of RS and NC with a non-network method and a random guess method. To investigate the effectiveness of the RC and NC network methods, we compare the network methods to each other as well as to a nonnetwork method [48] and a random guess method [22] . For the non-network method and the random guess method, we use the same training and testing individuals that we have used in RS and NC.
We implement the non-network method as follows, making it as fairly comparable to our RS and NC network methods as possible. The non-network method is also a logistic regression classifier that utilizes the same NetHealth data as our network methods do but in a non-network fashion. Specifically, the non-network method uses the 15 characteristics collected from the surveys (Section 2.1), average step counts and average sleep duration collected from Fitbits, and numbers of SMS messages sent or received during the study period collected from smartphones. For each of these data types, we divide individuals into three groups: the high-score group, the medium-score group, and the low-score group, which is the same approach that we have used when forming nodes of our HIN (Section 2.1). We do this to ensure that the step of dividing individuals to groups is consistent and is thus not a factor that can account for differences in the results.
In addition, we use the random guess method as a baseline method. The random guess method works as follows. For example, in the depression prediction task, suppose that x% of the individuals are depressed and (1 − x)% of the individuals are non-depressed. To make predictions, the random guess method randomly chooses x% of all individuals and predicts them as depressed, and it predicts the remaining individuals as non-depressed.
Evaluation methodology
We use 5-fold cross-validation to evaluate the performance of the three RS and four NC methods, the non-network method, and the random guess method. We divide all individuals into five equal-sized subsets, such that each subset contains the same proportion of depressed/anxious individuals as present in the considered pool of individuals. We use one of the subsets as the testing set and the union of the other four subsets as the training set. We repeat this process five times until every subset has served as the testing set. We calculate the average and standard deviation of evaluation measures (defined below) over the five runs. Moreover, we make a prediction about an individual when the individual is part of the testing set. This way, we are able to predict mental health conditions for all individuals through the cross-validation process.
Given a prediction for an individual, there are four outcomes [19] . Taking depression as an example, a true positive (TP) represents an individual who is depressed and is also predicted as depressed. A false negative (FN) represents an individual who is depressed but is predicted as non-depressed. A true negative (TN) represents an individual who is non-depressed and is also predicted as nondepressed. A false positive (FP) represents an individual who is non-depressed but is predicted as depressed.
In our study, we consider the following four evaluation measures:
1. P recision = T P (T P +F P ) : of all predictions, how many are correctly predicted as depressed.
2. Recall = T P (T P +F N ) : of all depressed people, how many are correctly predicted as depressed.
3. F 1score = 2T P (2T P +F P +F N ) : the harmonic mean of precision and recall. To statistically compare the performance of the different methods when predicting the individuals' mental health conditions, we use the Wilcoxon signedrank test, which is a non-parametric test used to compare paired samples to assess whether their distributions differ [59] . Since for each method we compare its prediction performance against the rest of the methods that we evaluate, we adjust p-values via false discovery rate (FDR) estimation to account for multiple test correction [50] . In this study, we use the adjusted p-value threshold of 0.05.
We explore whether the most accurate RS method (DMF), the most accurate NC method (DeepWalk), and the non-network method identify different sets of individuals as depressed/anxious. If this is true, we might be able to make more accurate predictions by combining the different method types. For each pair of the three methods, we examine whether sets of depressed/anxious individuals correctly predicted by the two methods are significantly overlapping through a hypergeometric test. Suppose that S is the set of all depressed individuals, A is the set of depressed individuals correctly predicted by one of the two methods, B is the set of depressed individuals correctly predicted by the other method, and O is the overlap between A and B. Then, the p-value (i.e., the probability of obtaining the overlap of size |O| or greater) is:
We say that the overlap is significant if its p-value is < 0.05.
RESULTS
In this study, we investigate three research questions:
• Q1: How do RS and NC approaches compare to each other and to baseline approaches in terms of accuracy of predicting individuals' mental health?
• Q2: Do the most accurate RS method, the most accurate NC method, and the non-network method identify different sets of anxious/depressed individuals, i.e., are they complementary to each other?
• Q3: What is the impact of using different types of information about the individuals, represented by different edge types in the HIN, on the performance of mental health prediction?
Q1: How do RS and NC approaches compare to each other and to baseline approaches in terms of accuracy of predicting individuals' mental health?
Depression prediction. Among all network methods that we evaluate, DMF, an RS method, is the most accurate and is significantly (p-value<0.05) more accurate than the rest of the network methods in terms of all evaluation measures (Figure 4a and Supplementary Figure S5) . Our results indicate that the most accurate RS method (DMF) outperforms all NC methods. However, this observation could be due to the classifier used in NC. Instead of the logistic regression classifier, using other classifiers such as random forest and support vector machine might improve the performance of NC. Recall that the reason why we have used logistic regression is that this particular classifier is typically used in the field of mental health prediction [48, 41, 57] . When we compare the RS and NC network methods to the random guess method, we find that all network methods, except RESCAL and DEDICOM, are significantly (p-value<0.05) more accurate in terms of all evaluation measures (Figure 4a and Supplementary Figure S5) . The most accurate method that we evaluate, DMF, achieves gains of 115% in terms of precision, 150% in terms of recall, 131% in terms of F1 score, and 21% in terms of accuracy over the random guess method. Note that when we compare an approach, say DMF, to the random guess method, we measure the gain (i.e., relative change) of DMF over the random guess method as P erf ormance DM F −P erf ormance random P erf ormance random . For example, if P erf ormance DM F is 0.612 and P erf ormance random is 0.245, the gain is Figure S5) . Note that the superiority of DMF over the other two RS methods (RESCAL and DEDICOM) is not surprising: DMF was already shown to perform better than RESCAL in recommendation tasks [17] . In turn, RESCAL was already shown to perform better than DEDI-COM in recommendation tasks [49] . Therefore, we expected DMF to work the best. However, it is surprising that in our task of predicting mental health, RESCAL and DEDICOM produce random-like results.
When we compare the network methods to the non-network method, we find that: 1) DMF and DeepWalk are significantly (p-value<0.05) more accurate in terms of all evaluation measures (Figure 4a and Supplementary Figure S5) ; 2) graphlets, colored graphlets, and Metapath2vec++ are marginally (i.e., not significantly) more accurate in terms of all evaluation measures (Figure 4a and Supplementary Figure S5) ; and 3) RESCAL and DEDICOM are significantly (p-value<0.05) less accurate in terms of all evaluation measures (Figure 4a and Supplementary Figure S5) . The most accurate method that we evaluate, DMF, achieves gains (as defined above) of 41% in terms of precision, 64% in terms of recall, 52% in terms of F1 score, and 11% in terms of accuracy over the non-network method.
In summary, our results show that for depression, the best RS method significantly outperforms all NC methods. In addition, six out of the eight network methods significantly outperform the random guess method. Moreover, both the best RS method and the best NC method significantly outperform the non-network method. This confirms the power of network methods and RS in Anxiety prediction. Among all network methods that we evaluate, DMF, an RS method, is the most accurate and is significantly (p-value<0.05) more accurate than the rest of the network methods in terms of all evaluation measures ( Figure  4b and Supplementary Figure S6) . Our results indicate that the most accurate RS method (DMF) outperforms all NC methods. When we compare the RS and NC network methods to the random guess method, we find that all network methods, except RESCAL and DEDICOM, are significantly (p-value<0.05) more accurate than the random guess method in terms of all evaluation measures (Figure 4b and Supplementary Figure S6) . The most accurate method that we evaluate, DMF, achieves gains of 72% in terms of precision, 101% in terms of recall, 86% in terms of F1 score, and 43% in terms of accuracy over the random guess method. RESCAL and DEDICOM do not accurately predict anxiety -RESCAL and DEDICOM show similar (i.e., not significantly different) values as the random guess method, in terms of all evaluation measures (Figure 4b and Supplementary Figure S6) .
When we compare the network methods to the non-network method, we find that: 1) DMF is significantly (p-value<0.05) more accurate in terms of all evaluation measures (Figure 4b and Supplementary Figure S6) ; 2) DeepWalk is marginally more accurate and graphlets, colored graphlets, and Metapath2vec++ are marginally less accurate in terms of all evaluation measures (Figure 4b and Supplementary Figure S6) ; and 3) RESCAL and DEDICOM are significantly (p-value<0.05) less accurate in terms of all evaluation measures (Figure 4b and Supplementary Figure S6) . The most accurate method that we evaluate, DMF, achieves gains of 20% in terms of precision, and 40% in terms of recall, 29% in terms of F1 score, and 16% in terms of accuracy over the non-network method. In summary, the results for anxiety are similar to those for depression. This confirms the power of network methods and RS in particular in predicting anxiety in addition to depression.
Q2: Do the most accurate RS method, the most accurate NC method, and the non-network method identify different sets of anxious/depressed individuals, i.e., are they complementary to each other?
To answer Q2, we examine the overlap of sets of depressed/anxious individuals correctly predicted by DMF, DeepWalk, and the non-network method. We find that among the three methods, DMF identifies the largest number of depressed/anxious individuals (Figures 5a and 5b) , which is reflected by its highest prediction accuracy (Figure 4 Results regarding the overlap between predictions of DMF, DeepWalk, and the non-network method are qualitatively similar for depression and anxiety (Figures 5a and 5b) . Taking depression as an example, we find that the two sets of depressed individuals correctly predicted by DMF and DeepWalk overlap significantly (p-value<0.05) (Figure 5a ). This could be because DMF and DeepWalk are both network methods and differ only in one aspect -they are different types of methods (RS and NC). Moreover, the two sets of depressed individuals correctly predicted by DeepWalk and the non-network method overlap significantly (p-value<0.05) (Figure 5a ). This could be because the two methods both use logistic regression to make predictions and differ only in one aspect -DeepWalk uses network features while the non-network method uses non-network features. However, the two sets of depressed individuals correctly predicted by DMF and the non-network method do not significantly overlap (Figure 5a ). This could be because DMF differs from the non-network method in two ways: the former is a network method and it does not use logistic regression to make predictions, while the latter is a non-network method that uses logistic regression. In other words, it could be that the more similar the two approaches are in terms of their methodologies, the more similar their predictions.
Since the two sets of depressed/anxious individuals correctly predicted by DMF and the non-network method do not significantly overlap, the combination of the two methods' ideas may be able to correctly predict more of the depressed/anxious individuals. Thus, we could potentially use ensemble learning algorithms to combine DMF and the non-network method to achieve more accurate predictions [15, 54] .
Q3:
What is the impact of using different types of information about the individuals, represented by different edge types in the HIN, on the performance of mental health prediction?
To answer Q3, we train a series of instances of DMF, which is the most accurate method we have evaluated thus far (when considering all types of information about individuals). Each instance is trained by using the target (i.e., individual -mental health) edge type and one or more of the other five non-target edge types. We analyze all possible combinations of the five non-target edge types. Each DMF instance uses one of the combinations. In total, we train 31 DMF instances corresponding to 31 possible combinations of the five non-target edge types. In this section, edge types are denoted as follows. I: individual -individual, P: individual -personality traits, S: individual -social status, F: individual -physical health (where "F" stands for mostly Fitbit-based physical health data), and W: individual -well-being. Then, the different edge type combinations are denoted by the corresponding combinations of the I, P, S, F, and W acronyms.
Depression prediction.
We find that among all combinations, the FW combination-representing the combination of the individual -physical health and individual -well-being (W) edge types-is the most accurate in terms of all evaluation measures ( Figure 6 and Supplementary Figure S7) . In more detail, the FW combination is significantly (p-value<0.05) more accurate than the rest of combinations, including the combination of all five non-target edge types ("All"), in terms of all evaluation measures ( Figure 6 and Supplementary Figure S7 ). Potential reasons why the FW combination is more accurate than the "All" combination are as follows. First, DMF is an MRMF method (Section 2.2). MRMF typically contains a large number of parameters and may be prone to overfitting, meaning that MRMF may fit well on the training data but not predict well on the testing data [69] . The complexity (the number of parameters) of the "All" combination is higher than the complexity of the FW combination. Thus, the higher number of parameters of the former may cause its overfitting, which in turn may cause its lower prediction performance. Second, some edge types in the "All" combination may be less informative than the individual -physical health (F) and individual -well-being (W) edge types in the FW combination when predicting depression. Using edge types that may be suboptimally informative may lower the prediction performance compared to using only edge types that are optimally informative. In other words, it might not be surprising that using some subset of all data types might be more informative/accurate than using all data types. Specifically, in our evaluation, since each of the F and W edge types alone is more accurate than any one of S, I, and P edge types alone (Figure 6 ), it might not be surprising that the FW edge combination is more accurate than the All combination. Importantly, it is the case that the other edge types alone, namely S and I (although not P), are performing significantly better than at random (Figure 6 ), meaning that they do contain some predictive power. So, it is subject of our future work to understand how to significantly improve upon the FW combination while incorporating the S and I (and possibly even P) edge types, i.e., how to get a truly synergistic, multiplicative effect when integrating the different data types. In Section 4, we discuss a possible direction towards achieving this goal.
Besides FW, there exist five other combinations that all have comparable (i.e., not significantly different) prediction performance to each other and are all significantly (p-value<0.05) more accurate than the rest of the combinations in terms of all evaluation measures ( Figure 6 and Supplementary Figure S7) . So, these five combinations can all be considered as the second best result, inferior only to the FW combination. These combinations are FSW, "All" (the combination including all types of edges), IFSW, PFSW, and IPFW. We find that all of these combinations contain the individual -well-being (W) and individual -physical health (F) edge types. This agrees with the literature -well-being traits such as body image and self-esteem [70, 67] , as well as physical health traits such as physical activity [30] and sleep [5, 3] are correlated with depression, which validates our HIN-based predictive framework.
Anxiety prediction. For anxiety, we find that among all combinations, the PW combination-representing the combination of the individual -personality traits (P) and individual -well-being (W) edge types-is the most accurate in terms of all evaluation measures ( Figure 7 and Supplementary Figure S8) . Unlike for depression, the best combination for anxiety, PW, is only marginally more accurate than six other combinations including FW, PFW, PSW, IPW, "All" (the combination of all types of edges), and IPFW. In other words, the PW combination and the six other combination all have comparable (i.e., not significantly different) performance in terms of all evaluation measures. Plus, all seven combinations are significantly (p-value<0.05) more accurate than the rest of the combinations in terms of all evaluation measures ( Figure 7 and Supplementary Figure S8 ). Focusing on the seven best combinations, the individual -personality traits (P), individual -well-being (W), and individualphysical health (F) edge types are frequently included. This finding agrees with the literature that personality traits [7] , well-being traits such as selfesteem [67] , and physical health traits such as physical activity [44] and sleep [3] are correlated with anxiety, which further validates our HIN-based predictive framework. Unlike for depression, for anxiety, the All combination is one of the best- Figure 7: Performance of DMF (the best network method) when using different combinations of data (i.e., edge types) to predict anxiety, with respect to precision. In this figure, edge types are denoted as follows. I: individualindividual, P: individual -personality traits, S: individual -social status, F: individual -physical health, W: individual -well-being. "All" denotes the combination of all edge types, and it corresponds to the DMF method shown in Figure 4b . Each column shows the prediction performance of the corresponding edge type combination averaged over five runs in the 5-fold cross-validation; the error bar represents the corresponding standard deviation. Columns are sorted from left to right according to their heights from high to low, i.e., edge type combinations are sorted from left to right in decreasing order of their prediction performance. Columns to the left of the vertical blue line are the seven top performing combinations that we focus on in the text. The horizontal red line shows the precision of the random guess method.
scoring combinations. However, it is still not significantly better than the other six best-scoring combinations. So, just like for depression, for anxiety, it is also the subject of our future work to understand how to get a multiplicative effect with our HIN data integrative framework. The promise to improve is certainly there, especially because multiple individual edge types, namely P, W, and I (although not F and S) are all performing better than at random when used alone (Figure 7 ), meaning that each of them has some predictive power. Hence, it should be possible to use these three combined, possibly also with F and S, to get the PWI combination, possibly also the All combination, to perform significantly better than the other edge combinations. Again, in Section 4, we propose a step in this direction. An additional observation is that the FW combination, the most accurate combination in depression prediction, is the second-best combination in anxiety prediction. This indicates that physical health (F) and well-being (W) are good predictors of both depression and anxiety. On the other hand, the PW combination, the most accurate combination in anxiety prediction, is not among the best combinations in predicting depression. This indicates that personality traits (P) may not be a key factor in predicting depression, while they are a good predictor of anxiety. These results suggest that depression prediction and anxiety prediction have both similarities and differences. This might be explained by a reasonably large overlap between the depressed individuals and the anxious individuals in our data. Namely, of the 67 depressed individuals and 106 anxious individuals, 51 individuals are both depressed and anxious (p-value<0.05). So, this overlap could explain the similarities between the depression prediction and anxiety prediction results. On the other hand, a number of individuals are depressed but not anxious and vice versa, which could explain the differences between the depression prediction and anxiety prediction results.
Conclusion
In this paper, we integrate individuals' smartphone, wearable sensor, and survey data into an HIN and apply state-of-the-art RS and NC methods to the HIN to predict the individuals' mental health conditions. Our results indicate that of among all of the network methods, DMF, an RS method, is the best, i.e., RS is better than NC as evaluated in our study. DMF outperforms the nonnetwork method as well as the random guess method in terms of all evaluation measures. This confirms the of network-based analyses of NetHealth data and RS in particular in predicting mental health. This study can be extended in several ways. 1) Because the NetHealth study has collected time series data, adding temporal information such as dynamic social interaction data into our HIN could perhaps yield a truly multiplicative effect of data integration, i.e., lead to improvement compared to using the currently best-performing FW and PW data type combinations for depression and anxiety, respectively. Note that doing this is non-trivial, as traditional RS and NC methods are designed for static HINs. This is why we have not considered the data's temporal nature in the current study and why instead we plan to do so in our future work. 2) In this study, we focus on the task of mental health prediction as a proof-of-concept. But our HIN framework could be generalized to predict any of the individuals' traits available in the NetHealth data. In other words, our framework could be generalized to predict any edge type and not just the individual -mental health edge type, as we do in the current study. To do that, we would just need to treat a desired edge type as the target edge type and the rest of the edge types (including the individual -mental health edge type) as side information. 3) Our framework could also be generalized to new and larger data sets containing more participants and more types of data when such data sets become available.
To do that, we would just need to model the new data set as a new HIN that may contain a larger number of nodes and edges and more node and edge types than the HIN constructed in this study, and then apply RS and NC methods to the new HIN. 4) Because of the non-significant overlap between DMF's and the non-network method's predictions, ensemble learning methods could be developed to combine the two methods' ideas in order to further improve prediction performance compared to each of the methods individually. Exploring this is beyond the scope of this paper and is the subject of our future work.
