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SUMMARY
Locally resonant (LR) elastic/acoustic metamaterials enable bandgap formation at wave-
lengths much longer than the lattice parameter for low frequency vibration/sound attenua-
tion. Mechanical LR metamaterials are based on unit cells hosting mass-spring elements as
resonating components, whereas electromechanical LR metamaterials leverage piezoelectric
unit cells shunted to inductive circuits. Existing modeling and analysis approaches for LR
metamaterials have been mostly focused on band structure dispersion analysis for waves
propagating in an infinite metamaterial that comprises a perfectly periodic lattice arrange-
ment. By neglecting the effects of boundary conditions, these models are only valid for
high-frequency applications, and cannot easily be extended to LR metamaterials operating
at low frequencies. Thus, for real-world implementation of LR metamaterial concepts, the
formation of LR bandgaps in infinite metamaterials must be reconciled with the interactions
between the local resonators and the vibrational modes of finite structures. Furthermore,
because LR bandgaps do not rely on phenomena such as Bragg scattering, it is not nec-
essary to assume a periodic lattice arrangement. To address these research questions, this
work establishes a general modal analysis framework for analyzing both mechanical and
electromechanical LR metastructures (i.e. LR metamaterial-based finite structures with
specified boundary conditions), which explicitly obtains the LR bandgap in closed form
under the assumption of an infinite number of resonators. Because the analysis is based on
a finite structure, it leads to new insights regarding the required number of resonators, res-
onator placement, and mode shapes of the metastructure, while still yielding the intended
metamaterial-type performance for a sufficient number of resonators. Theoretical and ex-
perimental developments are presented for (1) general mechanical metastructures (span-
ning from Euler-Bernoulli beams to Kirchhoff plates); (2) electromechanical metastructures
based on piezoelectric bimorphs; (3) hybrid mechanical-electromechanical metastructures
that leverage LR dynamics; (4) programmable electromechanical metastructures leveraging
synthetic impedance shunt circuits; and (5) space- and time-modulated electromechanical
metamaterials. It is shown that the bandgap size in the mechanical LR metastructures
depends on the added mass due to the resonators, while the bandgap in electromechanical
xviii
LR metastructures depends on the system-level electromechanical coupling. A root locus-
based pole/zero placement method is developed to design more general shunt circuits for
electromechanical metastructures to obtain any desired band structure, and experimental
validations are presented for a “programmable” piezoelectric bimorph beam utilizing dig-
ital synthetic impedance circuits. Lastly, a fully coupled electromechanical framework is
developed for piezoelectric metamaterials with spatiotemporal periodic shunt impedance,




1.1 Bandgaps and Phononic Crystals
For engineering structures and systems in extreme operating conditions, it is becoming in-
creasingly necessary to find novel, lightweight solutions to protect critical components and
sensitive equipment from excessive vibration. Traditional vibration control techniques are
associated with a trade-off between bandwidth and attenuation; on one extreme, antireso-
nances yield dramatic attenuation in a narrow frequency range; on the other, high damping
yields large bandwidth but significantly reduced vibration attenuation. One technique to
avoid this tradeoff is the creation of vibrational bandgaps, or frequency ranges where elas-
tic waves cannot propagate through a structure. Bandgaps are a standard characteristic
of phononic crystals [1], composites with periodically varying material properties, due to
Bragg scattering [2]. However, these scattering-based bandgaps can only appear at wave-
lengths comparable to the lattice size of the material. Consequently, phononic crystals
must be extremely large to operate at low frequencies, rendering them unfeasible for many
real-world applications, such as vibration or sound attenuation in lightweight and flexible
structures.
1.2 Locally Resonant Metamaterials
To bypass the wavelength limitations of phononic crystals, research interest has grown in
elastic metamaterials, or engineered structures with some small-scale (i.e. sub-wavelength)
repeated structure (called a unit cell) that yields large-scale effective properties not found
in nature. The concept of a metamaterial is not unique to structural dynamics, originating
in optics research [3] and now widely researched in areas ranging from acoustics [4] to
heat transfer [5]. Numerous types of metamaterial “designed properties” can be found in
the literature, such as negative refractive index [3, 6, 7] or negative effective modulus [8,
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4]. Importantly, these effective properties must somehow go beyond conventional material
properties; typically, this distinction is earned when an ordinarily positive material property
(e.g. density) becomes negative in certain frequency ranges.
Unlike phononic crystals, metamaterials can exhibit bandgaps at wavelengths much
larger than their characteristic unit cell size. Specifically, locally resonant metamaterials,
or metamaterials with internally resonant unit cells, can display bandgaps associated with
negative effective material properties. This was first shown for elastic metamaterials by Liu
et al. [9], who experimentally demonstrated a bandgap at wavelengths much larger than
the lattice size. Since that pioneering work, researchers have considered numerous types
of locally resonant metamaterials, broadly characterized as either mechanical or electrome-
chanical, as described in the following sections.
1.2.1 Mechanical Locally Resonant Metamaterials
The work of Liu et al. [9] demonstrated an elastic locally resonant bandgap using a rigid
epoxy matrix with embedded rubber-coated lead spheres as resonators. This type of locally
resonant metamaterial can be broadly classified as mechanical, since the mechanism of
resonance is similar to a mass-spring oscillator. Numerous types of mechanical locally
resonant metamaterials have been investigated in the literature. Ho et al. [10] examined
a similar system to Liu et al. [9] using a rigid frame with rubber-coated metal spheres as
resonators. For that same type of system, Liu et al. [11] found analytic expressions for
the effective mass densities of 3D and 2D locally resonant metamaterials, showing that
the effective mass becomes negative near the resonant frequency. Simplifying the analysis,
others used lumped-mass models to obtain the locally resonant bandgap [12, 13]. Others
have studied different implementations of resonators for different types of elastic waves
[14, 15, 16, 17, 18, 19, 20], and two-degree-of-freedom resonators [21]. Moving towards
analytical predictions for the bandgap edge frequencies, Xiao et al. [22] used the plane wave
expansion method to study flexural waves in a plate with periodically attached resonators,
giving a method to predict the edges of the bandgap. Peng and Pai [23] also studied a
locally resonant metamaterial plate, finding an explicit expression for the bandgap edge
frequencies.
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1.2.2 Electromechanical Locally Resonant Metamaterials
Although these mechanical locally resonant metamaterials can develop low frequency bandgaps
without being excessively large, they typically require bulky mass-spring resonators which
may undergo large deflections. In analogy with mechanical locally resonant metamaterials,
electromechanical metamaterials made with many resonant shunt circuits have been shown
to develop locally resonant bandgaps. Thorp et al. [24] studied a rod made from periodic
shunted piezoelectric patches, deriving the band characteristics and exploring the effects of
aperiodicity. Casadei et al. [25] used an array of resonant shunt circuits on a plate to create
wideband vibration attenuation. Airoldi et al. [26] used an array of shunted piezos on a
1D metamaterial beam, enabling tunable locally resonant bandgaps. Wang et al. [27] used
an array of resonant shunts using Antoniou’s circuit to achieve high inductance and target
low frequencies. Other shunt configurations for electromechanicalmetamaterialss have been
studied, such as negative capacitance [28] and higher-order resonant circuits [29]. Although
these metamaterials are in a sense more complex systems than their purely mechanical coun-
terparts, the increased flexibility in piezoelectric shunt circuit design and lack of additional
physical complexity give significant benefits.
Prior to the aforementioned efforts on piezoelectric metamaterials, the research domain
of piezoelectric shunt damping was studied for many years as an effective way to attenuate
vibrations without significant mass addition (this domain is still active especially for non-
linear shunt circuits). Using piezoelectricity, energy is transferred from the mechanical to
electrical domain, where it can be dissipated or stored [30, 31]. This introduces significant
design freedom, since electrical energy can be manipulated by any combination of com-
monly available analog and digital electrical components. Forward [32] first proposed shunt
damping using negative feedback and two piezoelectric patches, one acting as a sensor and
the other as actuator. Hagood [33] showed that a single piezoelectric patch with an ar-
bitrary impedance yields frequency-dependent stiffness, and that using an inductive shunt
circuit acts as a mechanical resonator. Others have demonstrated multi-modal damping
performance using more complex networks of resonant circuits [34, 35], or used negative
capacitance shunting to achieve vibration reduction [36, 37, 38, 39].
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These circuits are generally made from analog components (i.e. passive components such
as resistors, capacitors, and inductors, as well as op-amps), and as such cannot be easily
changed between different configurations. When these analog shunt circuits are used with
electromechanical metastructures (typically inductive or negative capacitance shunts), the
effective material properties are also fixed, and so these designs do not take full advantage of
the flexibility afforded by piezoelectric shunt damping. More recently, synthetic impedance
[40] has been proposed as a technique for piezoelectric shunt damping. By using a voltage-
controlled current source (VCCS) and a digital filter, the effective impedance of the synthetic
shunt circuit is determined by a digital transfer function. In this way, the shunt impedance
(and thus the vibrational behavior of the structure) can be changed simply by changing
the digital transfer function [41]. Fleming et al. [40] first proposed a synthetic impedance
circuit for use with piezoelectric shunt damping and experimentally validated it with a
piezoelectric laminate beam. Nečásek et al. [42] considered an alternate analog circuit for
achieving synthetic impedance based on the Howland current pump which allows grounded
operation, and compared its performance to the circuit proposed by Fleming et al. [40].
Synthetic impedance systems have been used successfully for both single-mode [43] and
multi-mode [44] shunt damping, but also allow for more complex nonlinear control laws to
be used, such as adaptive control techniques [45, 46].
1.3 Spatiotemporal Periodic Metamaterials
Much of the metamaterials research described in the preceding sections is limited to steady-
state vibration of metamaterials with identical unit cells. In recent years, research interest
has grown in so-called spatiotemporal periodic structures [47, 48, 49, 50, 51], or struc-
tures whose material properties vary periodically in both space and time. In conventional
time-invariant materials, the principle of reciprocity states that waves will propagate sym-
metrically between two points, such that the source and receiver are interchangeable. How-
ever, by inducing a directional bias, spatiotemporal periodic structures are able to display
non-reciprocal behavior, such as directional bandgaps [47]. These reciprocity-breaking sys-
tems have potential applications in wave isolation [52, 53], such as blocking reflections from
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returning to a source.
Numerous techniques have been proposed to break wave reciprocity in elastic or acous-
tic devices. Introducing strong nonlinearity into a medium can break reciprocity through
frequency conversion [54, 55, 56], but this technique is fundamentally amplitude-dependent
and dramatically changes the spectral content of the input wave. Linear techniques typically
rely on a form of directional bias [57], which introduces additional complexity through the
introduction of active components. This becomes especially challenging for elastic waves,
where inducing this kind of material property variation becomes difficult. For this reason,
there have been numerous efforts to break reciprocity for elastic waves in recent years.
Trainiti and Ruzzene [47] demonstrated numerically that rods and beams with spatiotem-
poral periodic stiffness and density exhibit non-reciprocal wave propagation. Nassar et
al. [50] investigated a modulated phononic crystal using a Willis model [58], but noted
that experimental realization of such a structure poses a significant challenge. Nassar et
al. also investigated a modulated locally resonant spring-mass chain using a perturbation
method, obtaining directional bandgaps by modulating the local resonator coupling stiffness
[51]. Vila et al. [49] developed a generalized Bloch procedure for analyzing elastic waves
in modulated discrete spring-mass systems. Riva et al. [59] developed a similar plane wave
expansion approach to obtaining the dispersion of modulated systems.
The preceding research all relies upon a material or component whose material prop-
erties are strongly modulated periodically in time, something that is challenging to realize
experimentally. Several concepts have been proposed to achieve this, such as magnetoelastic
polymers [60] or piezoelectric media [61]. Still, there has yet to be convincing experimen-
tal realization of reciprocity-breaking elastic metamaterials, suggesting that more thorough
analysis is required to understand the dynamics of these modulated systems.
1.4 Dissertation Outline
Models for locally resonant metamaterials have traditionally assumed an infinite lattice
made of a repeated unit cell, limiting the analysis to traveling waves in a perfectly periodic
metamaterial, and neglecting the effects of boundary conditions in a finite structure. These
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infinite or semi-infinite metamaterials are characterized by their dispersion relations, or
the relation between frequency and wavenumber [62]. However, for real-world implementa-
tion of these metamaterial concepts, the formation of locally resonant bandgaps in infinite
metamaterials must be reconciled with the interactions between the local resonators and
the vibrational modes of finite structures. Furthermore, because locally resonant bandgaps
do not rely on scattering, it is not necessary to assume a periodic arrangement of unit cells.
To address these shortcomings, this dissertation provides a framework for analyzing both
mechanical [63, 64] and electromechanical [65, 66] locally resonant metastructures, or finite
structures made from a metamaterial-type construction that maintain the metamaterial’s
effective properties. Using modal analysis, the locally resonant bandgap is obtained in
closed form under the assumption of an infinite number of resonators. Because this analysis
assumes that the structure is finite and has specified boundary conditions, it gives new in-
sights regarding the required number of resonators, resonator placement, and mode shapes
of the metastructure, while still yielding metamaterial-type performance for a sufficient
number of resonators.
Electromechanical metastructures offer dramatically improved design flexibility over
their purely mechanical counterparts. Since their effective properties depend on shunt
circuit impedance, the use of synthetic impedance circuits enables the creation of “pro-
grammable” metastructures, with fully tunable band structures. This work presents a
general design technique to calculate the shunt circuit impedance required to create any
desired band structure, such as multiple locally resonant bandgaps [41]. Because these ef-
fective properties depend only on the digital transfer function set by an external controller,
these structures are also a promising way to experimentally realize spatiotemporal periodic
structures.
The remaining chapters are outlined as follows. Chapter 2 develops a general theory
for modeling mechanical locally resonant metastructures, along with experimental valida-
tion for a locally resonant beam. Chapter 3 develops an analogous theory for electrome-
chanical locally resonant metastructures for piezoelectric beams and plates in bending,
with numerical validation using the finite element method. Chapter 4 describes a hybrid
mechanical-electromechanical locally resonant metastructure using both mechanical and
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electromechanical resonators. Chapter 5 develops a generalized technique for shunt cir-
cuit design leveraging the root locus method and synthetic impedance shunt circuits, and
then presents experimental validation using a “programmable” piezoelectric bimorph beam.
Chapter 6 generalizes the dispersion analysis of electromechanical metamaterial plates to
include spatiotemporal modulation of shunt circuit impedance, demonstrating reciprocity
breaking through modulation of shunt impedance. Finally, Chapter 7 summarizes the con-
tribution of this dissertation to the field of elastic metamaterials and describes potential
topics for future research.
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CHAPTER 2
MECHANICAL LOCALLY RESONANT METASTRUCTURES
2.1 Introduction
This chapter describes a modal analysis procedure to analyze general (potentially non-
uniform) 1D and 2D linear mechanical locally resonant metastructures. A general form
for the governing equations of the system is assumed using differential operator notation,
and a modal expansion using the mode shapes of the structure without resonators provides
significant simplification. Applying the assumption of an infinite number of resonators
placed on the structure, the locally resonant bandgap edge frequencies are derived in closed
form. This expression for the bandgap edge frequencies depends only on the resonant
frequency of the resonators and the ratio of resonator mass to plain structure mass, and
can be used for any typical vibrating structure (strings, rods, shafts, beams, membranes,
or plates). To tie this work to other research in this field, the bandgap expression is
validated numerically with the band structure obtained from the plane wave expansion
method. To demonstrate that the derived bandgap expression is useful for design, the
bandgap expression is numerically validated for a finite number of uniformly distributed
resonators. Additionally, this modeling framework is used to characterize the performance
of metastructures with non-uniform distributions of resonators, as well as the effect of
parameter variation in the resonant frequencies of the resonators. Finally, experimental
validations are presented.
2.2 Modal Analysis of Bandgap Formation
Consider a general partial differential equation governing the vibration of a forced, un-








kjuj(t)δ(P−Pj) = f(P, t), P ∈ D (2.1)
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Figure 2.1: Examples of locally resonant metastructures: (a) Shaft/rod under torsional or longi-
tudinal vibration, (b) beam under transverse vibration, and (c) plate under transverse vibration.
Plain structure (primary structure) is shown in grey.
with associated equations for the resonators
mj üj(t) + kjuj(t) +mjẅ(Pj , t) = 0, j = 1, 2, . . . , S (2.2)
where w(P, t) is the displacement1 of a point with position vector P in the one or two-
dimensional domainD, L is the linear homogeneous self-adjoint stiffness differential operator
of order 2p, where p ≥ 1 is an integer defining the order of the system, m(P) is the mass
density of the structure, an overdot indicates partial differentiation with respect to time,
kj is the stiffness of the jth resonator, mj is the mass of the jth resonator, uj(t) is the
displacement of the jth resonator, Pj is the attachment location of the jth resonator, δ(P)
is the spatial Dirac delta function, S is the total number of resonators, and f(P, t) is the
external force density. The choice of coordinate system depends on what is most convenient
for the structure under consideration. Note that modal damping or resonator damping can
easily be added at a later stage, but the bandgap phenomenon is most simply derived in
the absence of any damping, without loss of generality. The boundary conditions can be
1The displacement w(P, t) is assumed to be a scalar quantity for this derivation, but can be a vector.
The units of the displacement field depend on the type of structure under consideration (Fig. 2.1) and the
respective operators and physical parameters are required to be consistent with that.
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written as
Biw(P, t) = 0, i = 1, 2, . . . , p, P ∈ ∂D (2.3)
where Bi are linear homogeneous boundary differential operators of order [0, 2p−1] and ∂D
is the boundary of D. Equations (2.1) - (2.3) represent the general boundary value problem
of a locally resonant metastructure. Note that, because the force exerted by the resonators
depends on the displacement of the structure, the mode shapes of the original structure
without resonators (referred to as the “plain structure” or the “primary structure”) are no
longer the exact mode shapes of the full metastructure. Nevertheless, an expansion using
the mode shapes of the plain structure provides significant simplification. It can be shown
[67] that the mode shapes of the plain structure satisfy the orthogonality conditions
ˆ
D







dD = ω2rδrs, r, s = 1, 2, . . . (2.5)
where φr(P) and φs(P) are the rth and sth normalized mode shapes of the plain structure,
δrs is the Kronecker delta, and ωr is the resonant frequency of the rth mode of the plain
structure (referred to as the rth structural resonant frequency). Consider an approximate





where N is the number of modes to use in the expansion, and ηr(t) is the modal weighting
of the rth mode of the plain structure. When the domain D is two-dimensional, it is often
more natural to divide the modal summation into separate summations over the two modal
indices. Nevertheless, it is always possible to rewrite the double summation as a single
summation over all possible combinations of the two indices. This type of expansion is
commonly used in modal analysis, and provides convergent solutions to the boundary value
problem as stated. Of course, the usefulness of these solutions depend upon the assumptions
made in deriving the boundary value problem; for example, Euler-Bernoulli beam theory
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breaks down at high frequencies. Additionally, the presence of resonators on the structure
creates discontinuities in the internal forces of the structure, and so a large number of modes













kjuj(t)δ(P−Pj) = f(P, t), P ∈ D (2.7)
Multiplying Eq. (2.7) by φs(P), integrating over the domain D, and applying the orthogo-











f(P, t)φr(P) dD (2.9)
Substituting Eq. (2.6) into Eq. (2.2) yields
mj üj(t) + kjuj(t) +mj
N∑
r=1
η̈r(t)φr(Pj) = 0, j = 1, 2, . . . , S (2.10)
To make the governing equations symmetric (i.e. coupled through inertial terms only),












mj üj(t)φr(Pj) = qr(t), r = 1, 2, . . . , N
(2.11)
Equations (2.10) and (2.11) form a system of N + S coupled second order linear ordinary
differential equations. Note that these equations must be altered slightly in the presence of
base excitation, which is detailed in Appendix A. It is possible to solve for the approximate
mode shapes and resonant frequencies of the full system, as well as the steady-state response
to harmonic excitation. These methods provide little analytical insight, but they provide
numerical solutions for a finite number of resonators.
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Hr(s)φr(Pj), j = 1, 2, . . . , S (2.12)
where Uj(s) is the Laplace transform of uj(t) and ω
2
res,j = kj/mj is the squared resonant
frequency of the jth resonator. Taking the Laplace transform of Eq. (2.11) and substituting
Eq. (2.12) yields











Hk(s)φk(Pj) = Qr(s), r = 1, 2, . . . , N
(2.13)
where Hr(s) is the Laplace transform of the rth modal coordinate ηr(t) and Qr(s) is the
Laplace transform of the rth modal excitation qr(t). At this point, it is assumed that the
resonators all have the same resonant frequency ωres,j = ωt. This is a strong assumption for
a real physical implementation of a locally resonant metastructure, since small parameter
variations are always present. The effect of variations in ωres,j will be discussed in Section
2.4.3. To concretely define the mass of each attachment, divide the domain D into S
distinct subdomains Dj ⊆ D (analogous to unit cells, but not necessarily periodic), such
that Pj ∈ Dj , and define each mass mj as















which is the ratio of the total mass of the resonators to the total mass of the plain structure.
The assumption in Eq. (2.14) means that, as the number of resonators becomes large, the
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mass distribution of resonators will be proportional to the mass distribution of the plain









Hk(s)φk(Pj) = Qr(s), r = 1, 2, . . . , N
(2.17)
Equation (2.17) represents a system of N coupled linear equations that cannot be solved
for a simple analytical expression for Hr(s) due to the coupling introduced by the presence
of the resonators. Again, it is possible at this stage to solve numerically for the response of
a given system.
To simplify the system of equations given by Eq. (2.17), consider what happens as
S → ∞ while keeping a fixed mass ratio µ. The regions Dj become infinitesimal, the








m(P)φs(P)φr(P) dD = δrs, r, s = 1, 2, . . .
(2.18)
This simplification is only exact in the limit as S → ∞, but can be used as good approxi-






m(P)φs(P)φr(P) dD = µδrs (2.19)
This approximation is key to the formation of the bandgap in structures with a finite
number of resonators, as will be discussed in Section 2.4.1. Under this assumption, Eq.
(2.17) becomes








m(P)φr(P)φk(P) dD = Qr(s), r = 1, 2, . . . , N
(2.20)
Then, applying the orthogonality of the mode shapes given in Eq. (2.4), the system of
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, r = 1, 2, . . . , N (2.21)
It is clear from Eq. (2.21) that the presence of the resonators adds a frequency-dependent
mass term. The boundary conditions of the structure do not affect the form of Eq. (2.21).
Additionally, the exact form of the original vibration problem is irrelevant, suggesting that
this analysis can be used for a wide variety of vibrating systems.
Similar simplifications are possible for the resonator displacements, which become con-
tinuous in space with the assumption of an infinite number of resonators. Substituting Eq.
(2.21) into Eq. (2.12), and replacing the discrete locations Pj with a continuous variable P,














The displacement of the resonators can now be written as a linear combination of the mode


















s2 + (1 + µ)ω2t
)
+ ω2r (s
2 + ω2t )
, r = 1, 2, . . . , N (2.25)
The resonances of the full system associated with each mode shape used in the expansion
in Eq. (2.6) are given by the imaginary part of the poles of the transfer function in Eq. (2.21).
To understand the behavior of these poles for various modes of the plain beam, consider
the modal response as the closed-loop transfer function of a negative feedback system with
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) = s2 + ω2t
s2
(
s2 + (1 + µ)ω2t
) (2.26)
Under this interpretation, the bandgap edge frequencies can be obtained geometrically
using well-known root locus analysis [68]. Specifically, there are zeros at s = ±iωt, poles at
s = ±iωt
√
1 + µ, and a second order pole at s = 0. Since poles must go to infinity or to
zeros as ω2r → ∞, and all of the poles and zeros are on the imaginary axis, it is clear that
there can be no poles within the range ωt < Im(s) < ωt
√
1 + µ, as shown in Fig. 2.2. Thus,
the frequency range
ωt < ω < ωt
√
1 + µ (2.27)
defines the infinite-resonator locally resonant bandgap. This result agrees with the bandgap
edge frequencies found in [23], which were obtained for flexural waves in a plate using unit
cell dispersion analysis. The zero at s = iωt is an antiresonance that is present for every
mode shape of the structure, resulting in zero displacement everywhere on the structure.
The bandwidth of the bandgap is then
∆ω∞ = ωt
(√
1 + µ− 1
)
(2.28)
The root locus interpretation of the bandgap is well-suited for the analysis of general
linear attachments. Furthermore, this method can be used to understand how to generate
multiple bandgaps, simply by correctly placing poles and zeros in the plant transfer function,
and extracting the required response/force relationship for the resonators. For a mechanical
metastructure, designing components to obtain this desired behavior can be a significant
challenge. This procedure will be discussed in more detail in Chapter 5 for electromechanical
metastructures.
From this analysis, it is clear that when an infinite number of resonators are placed
on the structure, each mode shape from the plain structure has two associated resonant
frequencies, one below the bandgap frequency range and one above, corresponding to the
15
Figure 2.2: Root locus plot for the transfer function in Eq. (2.26) with gain K = ω2r showing the
bandgap for mass ratio µ = 1. The markers correspond to poles (“x”) and zeros (“o”) at ω2r = 0.
Solid lines show the root locus plot for ω2r > 0. The grey region bounded by the dashed lines shows
the frequency range of the bandgap.
two branches of the root locus with Im(s) > 0. These resonances correspond to different
mode shapes of the structure with resonators, one in which the primary structure is in
phase with the resonators and one in which the primary structure is out of phase with







, r = 1, 2, . . . , N (2.29)
Thus, Ψr and Hr have the same signs for ω < ωt, and opposite signs for ω > ωt. Since this
is true for all r, the structure and resonators are always in phase for ω < ωt, and always
out of phase for ω > ωt.
To obtain an exact expression for the new resonant frequencies of each mode, assume












, r = 1, 2, . . . , N (2.30)
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The roots of the denominator give the new resonant frequencies associated with each mode.
Solving yields the two positive real roots as
ω̂+ =
√√√√√1 + µ+ Ω2r
2
1 +√1− 4Ω2r




√√√√√1 + µ+ Ω2r
2
1−√1− 4Ω2r
(1 + µ+ Ω2r)
2
. (2.32)
where ω̂ = ω/ωt are the normalized resonances of each mode and Ωr = ωr/ωt is the
normalized structural resonant frequency of the rth mode shape. From these expressions,
the bandgap edge frequencies can be obtained by considering the values of ω̂ at Ωr = 0 and
Ωr →∞, giving the same result as Eq. (2.27).
From Eq. (2.30), it can be seen that the bandgap frequency range Eq. (2.27) corresponds
to the frequency range where the effective dynamic mass, given by




becomes negative for every mode. Various interpretations for “negative dynamic mass” have
been suggested (e.g. [69]). In this context, it is sufficient to note that when the effective
dynamic mass of a certain mode is negative (i.e. M(iω) < 0), the frequency response
function in Eq. (2.30) will have a maximum absolute value of 1/ω2r . This implies that at
excitation frequencies in the locally resonant bandgap, the structure’s response is dominated
by the structure’s low frequency modes. This is true regardless of the modal neighborhood
being targeted by the locally resonant bandgap. Despite this, for high frequency bandgaps,
the low frequency modes are still attenuated by the factor 1/(−M(iω)ω2), resulting in
significant attenuation until M(iω) approaches zero at the right edge of the bandgap. In
comparison, low frequency bandgaps will have relatively little attenuation of low frequency
modes, simply because the factor 1/(−M(iω)ω2) is larger. Thus, it can be expected that
low frequency bandgaps will have relatively large structural response in the bandgap, and
that high frequency bandgaps will have extremely small structural response in the bandgap.
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Of course, it is inevitable that any damping in the structure will limit the extent of vibration
reduction.
The boundary or stiffness operators from the original boundary value problem did not
play a role in this derivation, suggesting that the infinite-resonator bandgap can be placed
at any frequency range, without regard for the natural dynamics of the structure. It is
not necessary to know the resonances or mode shapes of the original structure; the only
important property of the plain structure is its mass distribution, which must be taken
into account when selecting the mass distribution for the resonators. Additionally, the
mass ratio µ determines the width of the bandgap, and must be increased to increase the
bandgap width at a fixed target frequency ωt.
2.3 Bandgap Comparison and Model Validation with Dispersion Anal-
ysis by Plane Wave Expansion
The plane wave expansion method is commonly used to find the band structure of phononic
crystals [62, 22]. Consider a 1D or 2D Bravais lattice of unit cells, with lattice vectors a1









krsurs(t)δ(P−Prs) = 0 (2.34)
mrsürs(t) + krsurs(t) +mrsẅ(Prs, t) = 0 (2.35)
where it is assumed that Prs = ra1 + sa2, i.e. that the resonators are placed at the corner












ūrs(ω)− ω2w̄(Prs, ω) = 0 (2.37)
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where ω2t = krs/mrs is the resonant frequency of every resonator in the infinite lattice, and
the overbars indicate the complex amplitude at the frequency ω. It is further assumed that
the resonators have identical mass and stiffness given by m0 and k0, respectively. Following
the general plane wave expansion procedure, assume a Fourier series expansion for the plate







Gmn = mb1 + nb2 (2.39)
where b1 and b2 are the reciprocal lattice vectors corresponding to a1 and a2. Note that
the reciprocal lattice vector Gmn satisfies
eiGmn·Prs = 0, m, n, r, s ∈ Z (2.40)











ūrs(ω)δ(P−Prs) = 0 (2.41)










where PL is a polynomial of the same order as L, which depends on the system under
consideration. Polynomials for typical vibrating systems are given in Table 2.1. Note that
the plane wave expansion method can be used to model periodic variations in material
properties, in which case a Fourier expansion must be used both for the mass density m(P)
and the coefficients of the polynomial PL.
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Table 2.1: Relevant unit cell dimensions, polynomials, and mass densities for the canonical vibrat-
ing systems for the plane wave expansion method. The variables x, y refer to the x and y components
of the input to PL.
∆Dj PL m(P)
Strings length of unit cell Tx2 mass per unit length
Rods length of unit cell EAx2 mass per unit length
Shafts length of unit cell GJx2 rotary inertia per unit length
Beams length of unit cell EIx4 mass per unit length
Membranes area of unit cell T (x2 + y2) mass per unit area
Plates area of unit cell DE(x
2 + y2)2 mass per unit area




























where u0 = ū00 is the amplitude of motion of the resonator at the origin. Substituting Eq.


























where ∆D = ‖a1 × a2‖ is the area (or length for 1D systems) of the unit cell. Thus, using
20











t u0 = 0 (2.48)







W (Gmn,k) = 0 (2.49)
Equations (2.48) and (2.49) form a generalized eigenvalue problem for the eigenvalue ω2
that must be solved at each desired value of k.
For lattice constants sufficiently small compared to the half-wavelength corresponding
to the target frequency ωt, such that the first Bragg bandgap occurs at frequencies much
higher than the locally resonant bandgap, the bandgap from the plane wave expansion
dispersion analysis agrees well with the edge frequencies in Eq. (2.27), as shown in Fig. 2.3.
Simulations were selected in Fig. 2.3 for various types of structures (Fig. 2.1) in which the
plain structure (i.e. structure in the absence of the resonators) exhibits 1D non-dispersive,
1D dispersive, and 2D dispersive behaviors.
2.4 Numerical Studies
In this section, first it is shown that the infinite-resonator approximation Eq. (2.19) and the
resulting bandgap expression Eq. (2.27) are useful for systems bearing a sufficient number
of uniformly distributed resonators. From these numerical studies, a simple method is
proposed to determine the optimal number of resonators for a given system. Next, since
the Riemann sum approximation in Eq. (2.19) places no restrictions on the placement of
resonators, non-uniform distributions of resonators are investigated. Finally, for practical
implementations of locally resonant metastructures, the effect of small variations in the
resonator natural frequencies is discussed.
For simplicity, the numerical studies presented here will focus on a cantilever beam ex-
cited by base motion. The associated mode shapes, resonant frequencies, and appropriate
modal excitation expression for cantilever beams are given in Appendix B.2. Note that
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Figure 2.3: Dispersion curves computed using the plane wave expansion method for (a) longitudinal
waves in a rod, (b) flexural waves in a beam, (c) flexural waves in a plate, with the expected bandgap
shown in grey bounded by the dashed lines. Simulation parameters are mass ratio µ = 1, target
frequency ft = ωt/(2π) = 500 Hz, Young’s modulus E = 71 GPa, thickness h = 2 mm, density
ρ = 2700 kg/m3, Poisson’s ratio ν = 0.3, lattice constant for (a) a = 0.75 m, and lattice constant for
(b) and (c) a = 0.05 m.
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the analysis presented thus far is independent of the type of structure under consideration,
and so these results can be extended easily to other vibrating systems. As an example,
plate vibration is discussed briefly, with the corresponding modal information in Appendix
B.4. The stiffness operators and appropriate mass densities are given for the typical vibrat-
ing systems in Appendix B. The procedure for finding mode shapes given the boundary
conditions of the system is well known (see e.g. Meirovitch [67] for any additional details).
2.4.1 Finite Number of Uniformly Distributed Resonators
The infinite-resonators approximation in Eq. (2.19) that yields the simple bandgap expres-
sion in Eq. (2.27) is only exact as S → ∞. For practical design purposes, it is important
to understand whether Eq. (2.27) can be used in the case of finite S as well as how the
bandgap changes with a reduced number of attachments. It is also important to understand
how the required number of attachments changes with changing target frequency (i.e. mode
neighborhood). To limit the number of independent variables, consider a uniform cantilever
beam of length L with S evenly spaced resonators, such that there is always a resonator
at the tip of the cantilever, or xj = jL/S. Since the cantilever is uniform, the mass of
each resonator is the same, given by mj = µmL/S. Each resonator has the same natural
frequency ωt.
Under these conditions, it is possible to find the resonant frequencies of the full system
as a function of S only using Eqs. (2.10) and (2.11), yielding the resonant frequencies ωi(S)
for i = 1, . . . , N +S. Similarly, the deformed shape of the beam can be found at each value
of S as a function of excitation frequency ω. Sets of plots showing the resonant frequencies
and transmissibility for the cantilever beam excited by base motion are shown in Fig. 2.4
(constant ωt, three values of µ) and Fig. 2.5 (constant µ, three values of ωt).
Both Figs. 2.4 and 2.5 contain critical information to understand the nature of bandgap
formation in a finite structure. In all cases, the bandgap is clearly indicated by a sharp,
relatively constant reduction in transmissibility across a wide frequency range. From Figs.
2.4 and 2.5, it is clear that a certain minimum number of attachments is required for the
formation of a bandgap. Remarkably, it is noted that the widest bandgap is not for the
largest number of attachments (further discussed with Fig. 2.6). However, there is a clear
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Figure 2.4: Resonances and transmissibility vs. number of resonators for target frequency ωt =
50ω1 with mass ratio (a) µ = 1, (b) µ = 2, and (c) µ = 4. Small circles indicate resonant frequencies
of the full system, and the heatmap shows transmissibility on a log-scale. Dashed lines show the
expected bandgap edge frequencies for sufficiently large numbers of attachments. Solid lines track
two resonances of the full system, ωS+1 and ωS .
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Figure 2.5: Resonances and transmissibility vs. number of resonators for mass ratio µ = 1, with
target frequencies (a) ωt = 5ω1, (b) ωt = 50ω1, and (c) ωt = 300ω1. Small circles indicate resonant
frequencies of the full system, and the heatmap shows transmissibility on a log-scale. Dashed lines
show the expected bandgap edge frequencies for sufficiently large numbers of attachments. Solid
lines track two resonances of the full system, ωS+1 and ωS .
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convergence to a fixed bandgap width that is accurately estimated by Eq. (2.28) (limits
of which are given by the dashed lines in Figs. 2.4 and 2.5). Figure 2.5 shows that more
resonators are required to create the locally resonant bandgap in relatively high frequency
neighborhoods of the main structure. It can be expected that these plots would shift for
different combinations of boundary conditions and types of vibrating structures, especially
for low S values, because each system has different mode shapes.
Interestingly, the Bragg bandgap is visible in Fig. 2.5c as the region of vibration atten-
uation at frequencies just above the locally resonant bandgap. Since the simulation in Fig.
2.5c uses evenly spaced resonators, a Bragg bandgap would be expected to appear when the
spacing between resonators is half the wavelength, given a sufficient number of unit cells.
The interaction of the locally resonant and Bragg bandgaps adds additional complexity that
is not the focus of this paper (see e.g. [70] for discussion of the interaction between the two
bandgaps). Furthermore, as mentioned in the introduction, one of the primary benefits of
using locally resonant components is the ability to create low frequency bandgaps in rela-
tively small structures. For such finite structures operating at low frequencies, the Bragg
bandgap and locally resonant bandgap do not interact, because the required number of unit
cells to see the Bragg bandgap forces it to occur at a much higher frequency.
As shown by the solid lines in Figs. 2.4 and 2.5, it is clear that the bandgap forms
between the resonant frequencies ωS and ωS+1 as S becomes large. Thus, for a given value
of S, define the effective bandgap width as
∆ω(S) = ωS+1(S)− ωS(S) (2.50)
where it is clear that
lim
S→∞
∆ω(S) = ∆ω∞ = ωt
(√
1 + µ− 1
)
(2.51)
Note that for ∆ω to be a valid bandgap width, there is the necessary condition ωS+1 > ωt,
since the antiresonance at ωt is an integral part of the bandgap. Interestingly, the bandgap
width predicted by Eq. (2.28) is generally not the maximum value of ∆ω(S). Consequently,
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Figure 2.6: Effective bandgap width vs. number of resonators S for a cantilever beam, target
frequency ωt = 50ω1, mass ratio µ = 1. The maximum bandgap width is clearly given at Sopt = 5.
there exists a finite value Sopt which maximizes ∆ω(S) for a particular structure, or
Sopt = argmaxS∈Z≥1 ∆ω(S) (2.52)
s.t. ωS+1 > ωt
A plot showing ∆ω(S) vs. S is shown in Fig. 2.6, revealing the clearly defined maximum
bandgap width for a particular set of parameters.
The value Sopt depends on the specific structure under consideration and the target
frequency. This can be seen by maintaining a fixed mass ratio and finding Sopt as a function
of target frequency ωt. The resulting plot of Sopt vs. ωt is shown in Fig. 2.7 for three values of
µ. The number of attachments required to obtain the maximum bandgap width increases
with increased target frequency for a fixed mass ratio. There is some dependence on µ
that is only significant for very large changes in mass ratio. For a fixed target frequency,
the number of resonators required to achieve the maximum bandgap width increases with
increased mass ratio.
The existence of this optimal value Sopt suggests that there is some inefficiency in plac-
ing the resonators everywhere on the structure. This inefficiency comes from the fact that
the energy stored by a particular resonator is related to its displacement, which in turn
is related to the displacement of the structure at the attachment point. When many res-
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Figure 2.7: Number of resonators which maximizes effective bandgap width Sopt vs. target fre-
quency ωt normalized by the fundamental structural resonance ω1 for a uniform cantilever beam for
three different mass ratios µ. The value of Sopt for a given ωt is given by taking the floor of the solid
curve. The maximum values of Sopt on each curve are valid until ωt = 300ω1.
onators are used and placed evenly on the structure, it is inevitable that certain resonators
move relatively little, reducing the amount of energy stored. The possibility of increased
bandwidth indicates that using a finite number of resonators can reduce this inefficiency
and increase the frequency range at which the resonators store significant energy.
These types of simulations can be extended to two-dimensional vibrating systems simply
by changing the mode shapes and corresponding structural resonant frequencies for the
system. For illustration, consider a thin rectangular isotropic plate simply supported on all
edges with dimensions a and b in the x and y dimensions respectively, with Sx resonators
evenly spaced along the x dimension and Sy resonators evenly spaced along the y dimension,
such that the total number of resonators S = SxSy. To reduce the number of independent
variables, assume the resonators are uniform with mass ratio µ and target frequency ωt, and
let Sx = Sy. With these assumptions, it is possible to solve for the resonant frequencies of
the system as a function of Sx only, along with the plate’s response as a function of excitation
frequency ω. For simplicity, consider the response of the plate at (x, y) = (0.25a, 0.25b) due
28
to a point force at (x, y) = (0.5a, 0.5b). The resulting resonances and plate response are
shown in Fig. 2.8a for µ = 1, ωt = 20ω1. The plate’s response is shown for Sx = Sy = 10
and the same parameters in Fig. 2.8b, and the resonator positions are shown in Fig. 2.8c.
Again it is clear that, as the number of resonators becomes large, the bandgap converges to
the frequency range given by Eq. (2.27). Since the actual number of resonators is S = S2x,
it is clear that significantly more resonators are required to create the bandgap for this
system.
2.4.2 Non-uniform Spatial Distribution of Resonators
Since the locally resonant bandgap does not rely on any scattering phenomenon, there is
no requirement that the resonators be placed evenly on the structure. In the context of the
infinite-resonator approximation Eq. (2.19), it is sufficient only to have a large number of
well-distributed resonators on the structure. Note that the accuracy of Eq. (2.19) depends
on the mode shapes under consideration, so it is difficult to give a concrete numerical
criterion on the required number of resonators for convergence. Furthermore, the modes
that are relevant to the structure’s response near the locally resonant bandgap depend on
the target frequency of the resonators.
To quantify how non-uniform spatial distributions of resonators affect the locally reso-
nant bandgap, consider a uniform cantilever beam with some non-uniform distribution of
S identical resonators, each of them having identical mass and stiffness, hence identical
natural frequency ωt, and overall mass ratio µ. For each spatial arrangement, the resonant
frequencies of the full system and the tip transmissibility can be calculated. This proce-
dure can be repeated for ntrials randomly generated arrangements, yielding the resonant
frequencies and transmissibilities from every trial. One set of results from this procedure is
shown in Fig. 2.9.
It is clear that the left edge of the bandgap is relatively insensitive to the specific arrange-
ment of resonators, characterized by a sharp reduction in transmissibility in all cases. The
right edge of the bandgap becomes significantly less well-defined, characterized by a wide
frequency band where new resonances can be expected. Nevertheless, the average transmis-
sibility curve (the solid black line) suggests that the vibration attenuation in the bandgap
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Figure 2.8: (a) Resonant frequencies and plate response at (0.25a, 0.25b) for target frequency
ωt = 20ω1, mass ratio µ = 1, side dimensions b = 1.1a. Dashed lines show the bandgap predicted
by Eq. (2.27), solid lines track ωS+1 and ωS . (b) Plate response with Sx = Sy = 10 vs. excitation
frequency ω normalized by the fundamental structural resonant frequency ω1. The dashed lines and
gray region show the bandgap predicted by Eq. (2.27). (c) Resonator positions, excitation location,
and response measurement location for the results shown in (b).
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Figure 2.9: Top: Transmissibility plots for ntrials = 200 random arrangements of S = 20 res-
onators, with identical target frequency ωt = 50ω1, mass ratio µ = 1. Solid black curve shows the
average of all of the curves, vertical dashed lines show the ideal bandgap edge frequencies. Bottom:
Histogram of the number of resonant frequencies n from all of the random arrangements. The y-axis
is truncated to emphasize the bandgap frequency range.
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exists despite the occasional resonance appearing in that frequency range. Experimental
results for non-uniform arrangements are presented in Section 2.5.2.
2.4.3 Variation in Resonator Natural Frequencies
The derivation of the simple expression for the locally resonant bandgap edge frequencies,
Eq. (2.27), relies on the assumption that all of the resonators have the exact same target
frequency ωt. This is a purely theoretical assumption; real resonators will never have ex-
actly the same natural frequencies regardless of how well they are tuned. Manufacturing
imperfections, the interface used in connecting the resonators to the main structure, or
other factors will create some small variation in the natural frequencies of the resonators.
To quantify the effect of some small disorder in the resonator natural frequencies, consider
a uniform spatial arrangement of resonators on the structure, with a normal random dis-
tribution of resonator natural frequencies, with mean ωt and standard deviation σ. For a
particular number of resonators S and mass ratio µ, consider ntrials random sets of resonator
natural frequencies. For each trial, the approximate resonant frequencies are obtained by
solving the discretized eigenvalue problem, and the full set of resonant frequencies for all
of the trials are obtained and shown as a histogram. This procedure is repeated at various
standard deviations σ, yielding histograms for every value of σ. The resulting surface plot
would show all of the resonant frequencies obtained from the n trials vs. σ. In practice,
the most useful piece of information from these studies is the points where there are no
resonances, as would be expected in the ideal infinite-resonator bandgap. The surface plot
showing only the points with no resonances is shown in Fig. 2.10 for a uniform cantilever
beam.
With this type of graph, it is immediately apparent where the worst-case bandgap can
be expected as the variation σ increases. At σ = 0, there are no resonances throughout
the entire bandgap, as expected. The bandgap becomes smaller as σ increases, eventually
disappearing completely. Note that the maximum allowable value of σ before the bandgap
disappears depends on the number of resonators and target frequency. In general, these
simulations can provide a worst-case estimate for the bandgap given a particular value of
σ. More importantly, it is evident that it is always beneficial to minimize the variation σ
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Figure 2.10: Plot showing frequencies where there were no resonances after ntrials = 500 with
S = 20 uniformly distributed resonators, with average resonant frequency ωt = 50ω1 and standard
deviation σ, mass ratio µ = 1. The vertical dashed lines show the expected bandgap edge frequencies.
to maximize the bandgap width.
2.5 Experimental Validation
To validate the model developed here, a locally resonant cantilever beam was built and
tested. The experimental setup is shown in Fig. 2.11. The main beam consists of 0.8 mm
thick by 2.54 cm wide by 0.9 m long aluminum, with pairs of holes placed every 2.54 cm
along the length to allow for resonator placement. Resonators were made with spring steel
cantilevers with tip masses. Each resonator consists of a piece of spring steel, 0.5 mm thick
by 6.35 mm wide by 8.26 cm long, clamped symmetrically on the beam via two screws and
nuts, such that there is 3.18 cm of spring steel extending past the main beam on both sides,
forming two cantilevers. Two 6.35 mm cube neodymium permanent magnets are placed at
the tip of each cantilever, giving a total tip mass of 3.6 g. The main beam was clamped
vertically to an APS long stroke shaker, which excited the beam by base motion. The base
acceleration was measured using an accelerometer, and the tip velocity was measured using
a Polytec laser Doppler vibrometer (LDV), directed at the tip (free end of the beam) using
a small mirror aligned at 45◦ degrees relative to the floor.

















Figure 2.11: Left: Full experimental setup with S = 9 evenly spaced resonators. The LDV was
oriented vertically at a 45◦ mirror near ground level to direct the laser at the tip of the beam. Center:
S = 9 evenly spaced resonators and the numbering scheme used to label the resonator positions.
Location 1 is closest to the clamp and location 36 is closest to the free end of the beam. Right:
Non-uniform spatial distribution of resonators (locations 4, 7, 8, 10, 14, 15, 17, 21, 23, 29, 31).
Since it is expected that periodicity is not required under the approximation in Eq. (2.19),
tests were conducted using both uniform and non-uniform arrangements of resonators (Fig.
2.11). It is understood that in all of these tests, some small variation was present in the
resonant frequencies of the attachments. An average value of ft = 97.87 Hz was used for
modeling purposes.
It is worth noting that the hardware required to attach the resonators to the beam adds
a significant amount of mass to the system. Assuming the attachment hardware is small
enough to act as a point mass, and assuming the point masses have a mass distribution pro-
portional to the resonator mass distribution, placed at the same locations as the resonators












where mp,j is the point mass (the mass of the clamping hardware) at x = xj . For a finite
number of attachments, point masses contribute to the mass matrix of the discretized system
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in a similar fashion to the resonators, without the frequency dependence.
2.5.1 Uniform Distributions of Resonators and Varying Mass Ratio
First, experiments were performed to investigate the effect of varying mass ratio for the
case of uniformly distributed resonators. The experimental setup was designed to permit
multiple uniform arrangements of resonators, with 36 evenly spaced sets of holes where
resonators could be attached. Tests were conducted using S = 9, S = 12, and S = 18
evenly spaced identical resonators. Although the tuning of the resonators was kept the
same for each test, the mass ratio µ increased as the number of resonators increased. Thus,
this set of tests provides validation for the expression for ideal bandgap edge frequencies in
Eq. (2.27). The results for the uniform spacing tests are shown in Fig. 2.12.
From the experiment results, it is clear that the locally resonant bandgap is present for
S = 9, S = 12, and S = 18 (yielding mass ratios of 0.60, 0.76, and 1.03 respectively), and
that the bandgap edge frequencies predicted by Eq. (2.27) accurately represent the measured
bandgaps. There is some mismatch, especially at the left edge frequency of the bandgap for
S = 9 and S = 12 resonators. This is likely due to the different number of resonators in each
test, in addition to slight variations among the resonator natural frequencies. Additionally,
estimation of the mass ratio for the system did not account for the addition of rotary
inertia by the resonators, an effect that would become more pronounced as the number of
resonators is increased. It is worth noting that only the mass of the beam, mass of the
clamping hardware, tip masses, and resonator natural frequencies need to be measured to
obtain the bandgap edge frequencies. A complete model for the structure is not necessary,
as the bandgap edge frequencies are insensitive to the structure specific dynamics.
2.5.2 Non-uniform Arrangements
Because the derivations developed in Section 2.2 rely on the Riemann sum approximation
in Eq. (2.19), rather than requiring a periodic arrangement of resonators, experiments were
performed with non-uniform arrangements of resonators to determine if a bandgap could
be created. Since the experimental setup permits only 36 discrete attachment points, each
non-uniform arrangement was a random permutation of the integers 1 – 36 with S unique
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Figure 2.12: Experimental transmissibility plots for (a) S = 9, (b) S = 12, and (c) S = 18
identical uniformly distributed resonators showing the effect of increasing mass ratio from µ = 0.60
to µ = 1.03 from an increased number of resonators. Shaded regions give the expected bandgap
frequency ranges for each mass ratio.
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Figure 2.13: Experimental transmissibility for S = 9 uniformly distributed identical resonators and
S = 9 non-uniformly placed identical resonators. The first non-uniform arrangement had resonators
at locations 2, 9, 14, 15, 18, 19, 23, 25, and 36. The second non-uniform arrangement had resonators
at locations 3, 6, 10, 17, 25, 26, 29, 32, and 36. The dashed lines show the expected bandgap edge
frequencies.
elements. Figure 2.13 shows a comparison between the uniform spacing FRF and two FRFs
from non-uniform arrangements with S = 9 that appear to show the bandgap. In practice,
it is likely simplest to use a uniform distribution of resonators to guarantee that the bandgap
forms. However, these results show that there is some additional flexibility in how locally
resonant metamaterials can be designed without a periodic unit cell.
2.6 Conclusions
A general theory for bandgap estimation in 1D or 2D vibrating finite structures using a
differential operator formulation is presented. Using the assumption of an infinite number of
resonators on the structure tuned to the same frequency, a simple expression for the “infinite-
resonator” bandgap edge frequencies is derived. This expression applies to any canonical
vibrating structure, whether 1D or 2D, has no dependency on the boundary conditions of the
system, and depends only on the added mass ratio and target frequency. Unlike individual
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tuned mass absorbers, which are most effective when targeting a specific resonance of the
system, the locally resonant bandgap can be placed in any frequency range regardless of
the natural dynamics of the system. The locally resonant bandgap can be created in non-
uniform structures so long as the resonator masses are distributed proportionally to the
primary structure’s mass distribution. This result could not be captured by widely-used
unit cell based dispersion analysis, which requires any spatially varying parameters to be
periodic.
For locally resonant metamaterials with finite dimensions and a finite number of res-
onators, the key approximation required for the bandgap to appear is a Riemann sum ap-
proximation of an integral. Thus, some minimum number of resonators is required for the
bandgap to appear, which strongly depends on what modal neighborhood is being targeted.
More resonators are necessary when targeting a high modal neighborhood; this type of mode
shape dependent information could not be captured with dispersion analysis of an individ-
ual unit cell. Furthermore, it is observed that there is an optimal number of resonators that
creates a locally resonant bandgap which is significantly larger than the infinite-resonator
bandgap. The optimal number of resonators depends on the specific structure under con-
sideration, and strongly depends on the modal neighborhood being targeted. At a fixed
mass ratio, the optimal number of resonators increases with target frequency. Similarly, at
a fixed target frequency, the optimal number of resonators increases with mass ratio. As the
number of resonators becomes large, the bandgap clearly converges to the infinite-resonator
bandgap. The infinite-resonator bandgap edge frequencies were also validated with the
well-known plane wave expansion method.
Numerical studies show that the bandgap width is reduced by variation in the resonant
frequencies of the resonators, but can tolerate some small variation that depends on the
number of resonators and modal neighborhood of the bandgap. Additionally, there is no
requirement for periodicity in resonator placement, as non-uniform spatial distributions of
resonators are capable of creating the bandgap. The bandgap expression and the effect
of changing mass ratio were validated experimentally with a cantilever beam with spring
steel cantilevers with tip masses as resonators. The robustness of the bandgap in case of
non-periodic spatial arrangement of the resonators was also shown experimentally.
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CHAPTER 3
ELECTROMECHANICAL LOCALLY RESONANT METASTRUCTURES
3.1 Introduction
In analogy with the purely mechanical locally resonant metastructures described in Chapter
2, this chapter investigates the bending vibration of piezoelectric bimorphs with segmented
electrodes acting as electromechanical resonators. Unlike mechanical metastructures, some
care is required to derive the governing equations for these structures. Thus, this chapter
first presents analysis for the dynamics of piezoelectric bimorph beams with segmented
electrodes, then generalizes that analysis to the case of piezoelectric bimorph plates. It
is shown that both systems develop a locally resonant bandgap for a sufficient number
of segmented electrodes with inductive shunt circuits, with bandwidth that scales with
the targeted frequency and the system-level electromechanical coupling. Lastly, numerical
validation using the finite element method is presented.
3.2 Electromechanical Metastructures: Piezoelectric Bimorph Beams
Consider a piezoelectric bimorph beam (Fig. 3.1) with rectangular cross section made from
two continuous and symmetrically located piezoelectric layers sandwiching a central struc-
tural layer (i.e. shim or substrate). The piezoelectric layers are poled in the thickness
direction and the inner electrodes are combined with each other through the conductive
substrate, yielding parallel connection under transverse vibrations. The outer surface elec-
trodes are segmented as pairs and connected to a total of S shunt circuits. Although series
connection is also possible, for many shunt circuits (e.g. circuits involving operational am-
plifiers) it is not desirable to have a two-sided voltage. Parallel connection, on the other
hand, allows opposing pairs of electrodes to be electrically connected, creating a one-sided
voltage referenced to the grounded central shim. The electrode layers and the bonding lay-
ers are assumed to have negligible thickness. The thin composite beam has certain specified
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boundary conditions and is modeled based on the Euler-Bernoulli beam theory by assum-
ing geometrically small oscillations and linear-elastic material behavior. For simplicity, the
beam is assumed to be undamped, with the understanding that modal damping can be
added easily.
Piezoelectric bimorph beams have been extensively studied in the literature, especially
for vibrational energy harvesting, and so here the model of [71] is extended to the case of
multiple segmented electrodes. Under the excitation of a distributed transverse force per
unit length f(x, t) (acting in z-direction in the xz-plane), the governing electromechanical















H(x− xLj )−H(x− xRj )
]
= f(x, t) (3.1)









dx = 0, j = 1, . . . , S (3.2)
where w(x, t) is the transverse displacement of the beam at position x and time t; vj(t) and
Yj are, respectively, the voltage and the linear integro-differential operator describing the
external load admittance between the jth electrode pair and the central shim, and H(x) is
the Heaviside function. Furthermore, EI is the short circuit flexural rigidity, m is the mass
per length, ϑ is the electromechanical coupling term in physical coordinates, and Cp,j is the

















m = b(ρshs + 2ρphp) (3.4)
ϑ = ē31b(hs + hp) (3.5)
Cp,j = Ĉp(x
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where Ĉp is the effective piezoelectric capacitance per length of electrode. Here, cs, ρs, and

















Figure 3.1: Schematic of a piezoelectric metastructure and a close up showing the jth electrode
pair shunted to an electrical load of admittance Yj . Since periodicity is not required, the electrode
pairs do not have to be identical. Symmetrically located piezoelectric layers are connected in parallel
for transverse vibrations (poling directions are shown by grey arrows).
while b is the width of the beam. The piezoelectric layers have mass density ρp, thickness hp,
width b, elastic modulus at constant electric field c̄E11, effective piezoelectric stress constant
ē31, and permittivity component at constant strain ε̄
S
33, where the overbars indicate effective













where sE11 is the elastic compliance at constant electric field, d31 is the piezoelectric strain
constant, and εT33 is the permittivity component at constant stress. The piezoelectric layers
have segmented surface electrodes numbered j = 1 . . . S, with each electrode starting at
x = xLj and ending at x
R
j , with total length ∆xj = x
R
j − xLj (Fig. 3.1), and width b,
symmetric about the xz-plane.
Using an assumed-modes type expansion with N modes, the transverse displacement of






where ηr(t) are the modal weightings to be determined. The mode shapes φr(x) of the beam










dx = ω2rδrs, r, s = 1, 2, . . . (3.10)
where L is the length of the beam, ωr is the rth natural frequency, and δrs is the Kronecker








dx = ω2rδrs, r, s = 1, 2 (3.11)
Substituting Eq. (3.8) into Eq. (3.1), multiplying by some mode shape φk(x), and in-









r,j = qr(t) (3.12)







∆φ′r,j η̇r(t) = 0 (3.13)



















is the modal forcing. Taking the Laplace transforms of Eqs. (3.12) and (3.13), separate
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equations governing the modal weightings and voltages can be obtained:








∆φ′k,jHk(s) = Qr(s) (3.16)








∆φ′r,kVk(s) = Qj(s) (3.17)
Focusing on the modal weightings, Eq. (3.16) can be written as



























is the normalized circuit admittance, which is assumed to be identical for every electrode.
The system of equations described by Eq. (3.18) cannot be readily solved for a simple analyt-
ical expression for the modal weightings Hr(s) due to the coupling from the presence of the
segmented electrodes (a matrix inversion solution is suitable in the generalized segmented













j is the x-coordinate of the infinitesimal electrode. In the limit as all of




















dx = ω2rδrk (3.22)
Although this simplification is only exact in the limiting case, it can serve as a good ap-
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From this analysis, it is clear that the presence of the piezoelectric material and segmented








where KSC is the modal stiffness of the system at short circuit. This is fundamentally differ-
ent from the purely mechanical locally resonant counterparts, which results in a frequency
dependent dynamic modal mass (see Eq. (2.33)). Furthermore, whereas with mechanical
resonators the type of expected frequency dependence is limited to various combinations
of mass-spring-damper systems, h(s) is associated with the shunt circuit impedance, which
greatly expands the design space, e.g. by using generalized synthetic impedance circuits via
digital signal processing (see Chapter 5).
3.2.1 Electromechanical Coupling (Bimorph Beams)
The key dimensionless parameter α emerges from this analysis, which measures how strongly
coupled the piezoelectric material is to the plain beam, directly affecting how strongly the
shunt circuitry is able to affect the structure. To gain more intuition on what material




































4ĥ2 + 6ĥ+ 3
) (3.27)
The coupling increases with the width of the electrodes and the material parameter β. The
maximum value of α, assuming fixed β, depends only on ĥ, given by
αmax(ĥ) =
β(1 + ĥ)(1 + 3ĥ)
(1 + 2ĥ)2
(3.28)
which occurs at γ = 4ĥ3/(1 + 3ĥ) (these expressions can be rearranged to find the optimal
ĥ at a certain γ, and equivalently αmax(γ)). Thus, the maximum value across the entire
parameter space is
















is the standard definition for the piezoelectric material’s electromechanical coupling coeffi-
cient. The electromechanical coupling α is plotted against ĥ and γ in Fig. 3.2, along with
ĥ-γ combinations (dashed line) for which α is a maximum. For a fixed piezoelectric material
and electrode width, the dashed line in Fig. 3.2 can therefore be used to select the optimal
thickness ratio given the elastic moduli ratio, or vice versa.
In order to give a sense of the typical values of α, consider a bimorph cantilever with
an aluminum substrate, with hs = 0.1 mm, cs = 69 GPa, ρs = 2700 kg/m
3, L = 100 mm,
and b = 10 mm. For the piezoelectric layers, consider a representative set of piezoelectric
materials, all with hp = 0.3 mm and b = 10 mm. The relevant material properties and
corresponding dimensionless parameters for the different piezoelectric materials are shown
in Table 3.1. Single crystals are also included in this analysis due to their significantly
larger electromechanical coupling and elastic compliance. PZT-5A and PZT-5H are both
commonly used piezoelectric ceramics, whereas PZN-PT, PMN-PT, and PIN-PMN-PT are
single crystals. Regarding the single crystals, the table contians PZN-PT and PMN-PT data
for various % content of PT, while the PIN-PMN-PT considered here has the composition
45
Figure 3.2: Dimensionless electromechanical coupling α normalized by its maximum value vs.
normalized piezoelectric thickness ĥ and stiffness ratio γ. The dashed line shows the location of the
maximum value of α for a given ĥ or γ value.
of 27% PIN, 40% PMN, and 33% PT [72, 73, 74]. Since the single crystals have lower elastic
moduli and higher coupling coefficient than the piezoceramics, they give much larger values
of α.
The electromechanical coupling α is also related to the amount of stiffness gained at
open circuit, which can be seen simply by setting h(s) = 0, yielding
K(s)
KSC
= 1 + α (3.31)
Table 3.1: Typical properties for selected piezoelectric ceramic and single crystal materials [72,
73, 74] and corresponding dimensionless parameters defined in this work (for cs = 69 GPa, ρs =
2700 kg/m3, hs = 0.1 mm, hp = 0.3 mm, L = 100 mm, and b = 10 mm).
Material ρs (kg/m
3) c̄E11 (GPa) ē31 (C/m
2) εS33 (nF/m) β γ α
PZT-5A 7750 61 -12.3 13.3 0.19 1.13 0.16
PZT-5H 7500 60.6 -16.6 25.6 0.18 1.14 0.15
PZN-PT (4.5% PT) 8310 12.2 -11.8 34.6 0.33 5.65 0.27
PZN-PT (8% PT) 8315 11.5 -16.7 43.8 0.56 5.99 0.46
PMN-PT (30% PT) 8040 19.2 -17.7 52.7 0.31 3.58 0.26
PMN-PT (33% PT) 8060 14.5 -19.3 47.0 0.55 4.75 0.45
PIN-PMN-PT 8198 13.2 -17.7 40.5 0.59 5.20 0.49
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indicating that the effective modal stiffness is increased by a factor of 1 + α from short







where ωOC,i and ωSC,i are the ith natural frequencies at open and short circuit, respectively
(which roughly are the ith open and short circuit resonant frequencies in a typical lightly
damped system). Therefore, α is related to the coupling coefficient of the system, i.e. the
overall composite structure (which should not be confused with the coupling coefficient of
the active material alone, given by Eq. (3.30)). A dynamic definition of the system-level





which generally depends on the mode under consideration and the electrode configuration.
Using the approximation of an infinite number of electrodes, the coupling coefficient becomes





It is useful to note that, substituting the maximum value αmax from Eq. (3.29) into Eq.









implying that the system’s coupling coefficient converges to the active material’s coupling
coefficient for infinitely many electrode segments and under the aforementioned αmax condi-
tion, as an upper limit. To demonstrate the convergence of the electromechanical coupling
as the number of electrodes becomes large, consider a uniform bimorph cantilever beam
with S evenly distributed electrodes, such that xLj = (j − 1)L/S and xRj = jL/S. With
that assumption, k2i can be calculated for each mode by comparing open and short circuit
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Figure 3.3: Modal electromechanical coupling vs. number of electrode pairs on a bimorph cantilever
for the ith mode. For sufficiently large S, k2i approaches k
2
∞ = α/(1 + α). Slope cancellation along
the line i = S gives very low coupling.
natural frequencies at various values of S, which is shown in Fig. 3.3. As S becomes large,
the coupling approaches k2∞, converging more quickly for lower modes.
It is worth noting that the value of α can be effectively increased by using negative
capacitance shunting [39]. This can be seen explicitly by using
h(s) = −cs+ (1− c)g(s) (3.36)
where g(s) is the normalized admittance of a shunt circuit designed in the absence of negative
capacitance shunting, and 0 < c < 1 represents the fraction of the piezoelectric capacitance






















is the effective dimensionless electromechanical coupling in the presence of negative capac-
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itance shunting. Note that, although Eq. (3.39) suggests that αnc can be made arbitrarily
large, there are practical limitations preventing such designs, such as the required input
power, electrical losses, and stability issues in the circuit.
3.2.2 Locally Resonant Bandgap
Although the general framework in the previous section allows the analysis of any type of
linear shunt circuit (see Chapter 5), one interesting example is the locally-resonant bandgap
that forms from inductive shunting. To obtain the locally resonant bandgap, assume that

























Note that as s → iωt, Hr(s)/Qr(s) → 0, an antiresonance is present for every mode.
This is the continuous system analogue to a perfectly tuned vibration absorber. Using
arguments similar to those of Section 2.2 it can be shown that there can never be any poles
(corresponding to resonant frequencies) in the range ωt/
√




< ω < ωt (3.43)
defines the locally resonant bandgap when there are an infinite number of electrodes and
resonant shunts. Substituting Eq. (3.40) into Eq. (3.24), assuming s = iω, the dynamic








Table 3.2: Bandgap width as a percentage of target frequency for selected piezoelectric materials
(for cs = 69 GPa, ρs = 2700 kg/m









The bandgap limits in Eq. (3.43) can be understood as the frequency range in which K(iω)
becomes negative. Far from the bandgap (ω  ωt), the modal stiffness approaches K =
(1+α)KSC , indicating that the stiffness is increased by a factor of 1+α, since each resonant
shunt becomes like an open circuit.







For reference, the expected bandwidth as a percentage of the target frequency ωt is shown
in Table 3.2 for the materials from Table 3.1 using the same geometric parameters. Note
that for both PZT-5A and PZT-5H, the bandgap is expected to be a small fraction of the
target frequency, whereas some of the single crystals are approaching 20% bandwidth.










Note that, with an infinite number of electrodes, the bandgap edge frequencies have no
dependence on the boundary conditions of the beam or the type of excitation. In addition,
the bandgap is asymmetric about the target frequency, but in the opposite direction (i.e.
below the target frequency, rather than above) as the mechanical resonator mass-based
bandgap analyzed in Chapter 2 (Eq. (2.27)).
The bandwidth of the locally resonant bandgap increases if negative capacitance is used
in addition to resonant shunting. Substituting Eq. (3.39) into Eq. (3.45) gives the bandgap
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Figure 3.4: Dimensionless bandgap bandwidth vs. fractional negative capacitance for α = 0.45.
Note that the maximum bandwidth is ∆ω/ωt = 1, since the upper edge frequency of the bandgap










The dimensionless bandwidth ∆ω/ωt, i.e. the bandwidth of the bandgap normalized by the
target frequency, is shown as a function of fractional negative capacitance c in Fig. 3.4 for
constant α.
A typical way to measure the response of the structure is transmissibility, defined as the













With a closed form expression for Hr(s), Eq. (3.48) becomes simple to evaluate for very
large N . Consider the previously discussed bimorph cantilever with cs = 69 GPa, ρs =
2700 kg/m3, hs = 0.1 mm, hp = 0.3 mm, L = 100 mm, and b = 10 mm (and let PMN-PT
with 33% PT be the piezoelectric material). This structure has clamped-free boundary
conditions (clamped at x = 0 and free at x = L), and output given by the transverse
displacement at the tip (x = L). Rather than looking at a particular excitation point, the
input location xin can be allowed to vary along with frequency, giving a full picture of the
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Figure 3.5: Tip transmissibility |w(L)/w(xin)| vs. input location and excitation frequency for a
bimorph cantilever beam with a harmonic point force excitation at xin bearing an infinite number
of segmented electrodes, α = 0.45 (PMN-PT 33%), ωt = 50ω1, N = 300.
beam’s response, as shown in Fig. 3.5. The resulting bandgap in this figure agrees with the
bandgap size approximation in Table 3.2 based on Eq. (3.45).
3.2.3 Finite Number of Electrodes and Validation of Bandgap Size
The simplifications in the analysis thus far rely on the assumption of an infinite number of
segmented electrodes. For practical design purposes, it is necessary to understand how the
system behaves with a finite number of electrode pairs and determine how many electrodes
are necessary for a target frequency neighborhood. For the infinite-electrode approximation
















dx = ω2rδrk (3.49)
Using the discretized equations of motion Eqs. (3.12) and (3.13), it is simple to obtain
the structure’s response and approximate natural frequencies using typical multi-degree-of-
freedom dynamical systems techniques. To check the convergence to the expected infinite-
electrodes behavior as S →∞, assume that the electrodes have uniform length ∆xj = L/S,
covering the entire structure, such that xLj = (j − 1)L/S and xRj = jL/S. The electrode
pattern is then determined by S only, and the resonant frequencies can be obtained at each
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value of S. Similarly, the deformed shape of the beam under harmonic base excitation
can be obtained at each S. The resulting surface plots are shown in Fig. 3.6 for a variety
of piezoelectric materials from Table 3.1 using the previously given cantilever properties
with aluminum substrate. Additionally, Fig. 3.7 shows the surface plots for various target
frequencies ωt for the same cantilever with a fixed piezoelectric material. The bandgap
approximation for infinite electrodes (S → ∞) based on Eq. (3.43) is shown with dashed
lines and agrees with numerical simulations after sufficient number of electrodes. In all of
these simulations, the bandgap is clearly indicated by sharp reduction in transmissibility.
Figure 3.6 confirms that the bandgap width increases as α increases. The convergence to
the expected bandgap in Eq. (3.43) for sufficiently large S is clear in all of the plots in
Figs. 3.6 and 3.7, and Fig. 3.7 shows that more segmentation (larger S) is required for the
bandgap to form as ωt increases.
Although Figs. 3.6 and 3.7 show that some minimum amount of segmentation is neces-
sary for the bandgap to form, it should be noted that the required inductance to achieve
a certain target frequency increases as S increases. In many applications, it is likely most
practical to choose the smallest value of S which allows the use of the infinite-electrode
approximation for design purposes, in order to keep the required inductance at a reasonable
level. On the other hand, if the transfer function of the circuit is to be simulated with
op-amps or digital components [40], this may not be as much of a concern.
3.3 Electromechanical Metastructures: Piezoelectric Bimorph Plates
The analysis of Section 3.2 is limited to piezoelectric bimorph beams, in part due to the
simplicity of derivations and analysis. This section generalizes those results to piezoelectric
bimorph plates, which are significantly more practical for many applications.
Consider a thin piezoelectric bimorph plate made from two continuous and symmet-
rically located piezoelectric layers sandwiching a central isotropic layer (i.e. shim). The
piezoelectric layers are poled in the same direction through the thickness for parallel opera-
tion under transverse vibrations, and the central shim is assumed to be an ideal conductor.
The shim has thickness hs, Young’s modulus Es, Poisson’s ratio νs, and density ρs. For
53
Figure 3.6: Transmissibility and resonant frequencies vs. S for (a) PZT-5A (α = 0.16), (b) PZN-
PT (4.5%) (α = 0.27), (c) PMN-PT (33%) (α = 0.45) for a uniform bimorph cantilever beam excited
by base motion, ωt = 100ω1, N = 200. Small circles indicate resonant frequencies, heatmap shows
transmissibility, dashed lines show the expected bandgap edge frequencies from Eq. (3.43), and solid
lines track ωS+1 and ωS .
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Figure 3.7: Transmissibility and resonant frequencies vs. S for (a) ωt = 50ω1, (b) ωt = 100ω1,
(c) ωt = 200ω1 for a uniform bimorph cantilever beam (PMN-PT 33%) excited by base motion,
α = 0.45, N = 200. Small circles indicate resonant frequencies, heatmap shows transmissibility,
dashed lines show the expected bandgap edge frequencies from Eq. (3.43), and solid lines track ωS+1
and ωS .
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simplicity, only the case of transversely isotropic piezoelectric materials (e.g. piezoceramics)
will be considered here. Orthotropic piezoelectric materials can be considered under a simi-
lar modeling framework using Hamilton’s principle. The piezoelectric layers are assumed to
have the same material properties, with identical thickness hp and density ρp, and consti-
tutive law given as described in Appendix C, with effective stiffness coefficients at constant













































where the overbars indicate properties obtained from the full constitutive equations under
the assumptions of plane stress and voltage applied through the thickness. A representative
schematic of the plate is shown in Fig. 3.8.
3.3.1 Governing Equations
Under the assumptions of Kirchhoff-Love plate theory and using Hamilton’s extended prin-
ciple (see Appendix D for the full derivation), the governing equations for transverse vibra-











∇2w(P, t) = J(P, t), P ∈ D (3.56)
where w(P, t) is the transverse displacement at a point P in the two-dimensional domain








Figure 3.8: Schematic of the bimorph plate showing a cross section and single electrode. Note that
the plate geometry, coordinate system, and electrode shapes are all arbitrary, and are only shown
here for illustration.
central shim, DE is the effective flexural rigidity of the plate at constant electric field (i.e.
short circuit), mp is the mass per area of the plate, ϑ is the coupling parameter in physical
coordinates, and Ĉp is the piezoelectric capacitance per area, given respectively as
DE = Ds +Dp (3.57)
mp = ρshs + 2ρphp (3.58)





where Ds and Dp are the flexural rigidity contributions from the structural layer and piezo-




















Furthermore, f(P, t) is the external loading applied to the plate, and J(P, t) is the external
current density field flowing out of the external surfaces of the piezoelectric layers and into
the central shim. Equations (3.55) and (3.56) apply for points P within a two-dimensional
domainD, which has a continuous one-dimensional boundary ∂D. Note that no assumptions
have been made regarding the voltage field v(P, t), which is allowed to vary freely in the
domain D. The coupling through the Laplacian operator in Eq. (3.55) can be interpreted
as the in-plane force resulting from voltage applied to the piezoelectric layers operating in
the 3-1 mode.
The use of Hamilton’s principle immediately yields the boundary conditions for the fully
coupled problem as






∇2w + ϑ ∂v
∂n





= 0 or Mn + ϑv = 0 on ∂D (3.62b)
where















where n and s denote the normal and tangential directions to the boundary, R is the local















is the effective Poisson’s ratio of the transversely isotropic piezoelectric layers. The Lapla-
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either explicitly or implicitly. Note that both natural boundary conditions are altered by
the coupling between the displacement and voltage fields. In principle these equations can
be used to solve for the exact solutions to the fully coupled boundary value problem formed
by Eqs. (3.55) and (3.56), along with the boundary conditions Eqs. (3.62a) and (3.62b).
However, note that when both surfaces of the bimorph are short circuited to the central
shim, v(P, t) = 0, Eq. (3.55) simplifies to the classical plate vibration equation, and both
Eqs. (3.62a) and (3.62b) immediately simplify to typical plate boundary conditions [67].
In the following, it is assumed that the resulting short circuit boundary value problem has
been solved for the short circuit mode shapes φr(P) and natural frequencies ωr, and that
the mode shapes are normalized to satisfy the orthogonality conditions
ˆ
D
mpφr(P)φs(P)dD = δrs, r, s = 1, 2, . . . (3.69)
ˆ
D
DEφr(P)∇4φs(P)dD = ω2rδrs, r, s = 1, 2, . . . (3.70)
These solutions are readily available in the literature for a wide variety of boundary condi-
tions and plate geometries, but the following analysis is fully general and does not rely on
closed-form expressions for the mode shapes or natural frequencies.
3.3.2 Short and Open Circuit Conditions
Both short circuit and open circuit conditions are easily investigated from the form of
the governing equations in Eqs. (3.55) and (3.56). Short circuit corresponds to the case
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= f(P, t), P ∈ D (3.71)
which is the typical governing equation for a uniform plate in bending [67]. In the case of
open circuit, no additional external current can flow through the piezoelectric material, and
so J(P, t) = 0. In this case, Eq. (3.56) can be substituted into Eq. (3.55) to obtain
DE(1 + α)∇4w(P, t) +mp
∂2w(P, t)
∂t2
= f(P, t), P ∈ D (3.72)





is a dimensionless term that gives the system-level electromechanical coupling, which relates
the short circuit (constant electric field) flexural rigidity DE to the open circuit (constant
electric displacement) flexural rigidity DD, given by
DD = DE(1 + α) (3.74)
Note that the open circuit voltage field vD(P, t) can be recovered from the open circuit
displacement field as
vD(P, t) = − ϑ
Ĉp
∇2w(P, t) (3.75)
Importantly, this scenario is distinct from the commonly encountered case of surface elec-
trodes being left at open circuit, since the voltage varies continuously across the surface of
the plate. Additionally, it should be noted that, although the governing equation for open
circuit (Eq. (3.72)) is identical to the governing equation for the classical plate boundary
value problem, the boundary conditions are altered by the voltage coupling to the structure.
Substituting Eq. (3.75) into Eqs. (3.62a) and (3.62b) yields





















= 0 on ∂D (3.76b)
Thus, it is insufficient to simply replace the short circuit flexural rigidity DE with the open
circuit flexural rigidity DD in the boundary conditions of the plate. This may or may
not change the actual boundary conditions, depending on the plate geometry and type of
boundary being considered. Clearly, systems with purely geometric boundary conditions
would be unaffected, but certain natural boundary conditions are unchanged as well. For






which are identical to the typical simply supported boundary conditions. However, this will
not generally be the case, and the change in boundary conditions may affect the perceived
coupling factor, typically measured via the change in resonant frequencies from short to
open circuit.
3.3.3 Governing Equations for Segmented Electrodes
Control authority over the plate response comes via the external current density J(P, t).
In a real structure, this current cannot be varied continuously in space over the domain D,
and so it becomes necessary to segment the surfaces of the piezoelectric bimorph into pairs
of opposing electrodes. Each elctrode is assumed to have a constant voltage over its surface






where vj(t) is the voltage between the jth electrode pair and the central shim,
dj(P) =

1, P ∈ Dj
0, otherwise
(3.78)
is a step-type function identifying the region of the jth electrode, Dj ⊆ D is the subdomain
corresponding to the jth electrode, and S is the total number of electrodes. Due to the
assumption of parallel wire operation, each electrode in a pair of opposing electrodes has the
same voltage level referenced to the central shim. Equation (3.77) requires both surfaces of
the piezoelectric material to be short circuited wherever there are no electrodes, resulting
in voltage discontinuities at the boundary of each electrode. As such, Eq. (3.77) is an
approximation, but it provides significant simplifications in the following analysis. Higher
order models could account for larger open circuit regions or smooth voltage transitions
between electrodes, but this is beyond the scope of this work. Additionally, the accuracy of
the approximation in Eq. (3.77) will be evaluated through comparison with finite element
results.
Substituting Eq. (3.77) into Eq. (3.56) and integrating over the jth electrode Dj yields









∇2w(P, t)dD = 0, j = 1 . . . S (3.79)
where Cp,j is the effective capacitance of the jth electrode pair, given by




where ∆Dj is the area of the jth electrodes, and it has been assumed that
ˆ
Dj





i.e. that the external current into the jth electrode is due to a lumped admittance Yj acting
on the voltage of the electrode vj(t).
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where φr(P) are the mass-normalized (see Eqs. (3.69) and (3.70)) short circuit mode shapes,
ηr(t) are the modal coordinates to be determined, and N is the total number of modes used
in the expansion. Substituting Eqs. (3.77) and (3.82) into Eq. (3.55), multiplying by some















is the rth modal excitation. Substituting Eq. (3.82) into Eq. (3.79) gives
















is the coupling between the rth mode shape and the jth voltage. To obtain symmetric
coupling between Eqs. (3.83) and (3.85), apply the identity
φr∇2dj = ∇ · (φr∇dj − dj∇φr) + dj∇2φr (3.87)
such that the integral in Eq. (3.83) becomes
ˆ
D






· n dS (3.88)
where the divergence theorem is used to obtain the boundary integral, whose path is oriented
to be aligned with the transverse axis by the right hand rule. This boundary integral will
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vanish under the condition that either (1) purely geometric boundary conditions apply or (2)
the voltage vanishes at the boundaries (i.e. that no electrodes are placed on the boundary).
Otherwise, any nonzero voltage on the boundary exerts a moment or effective shear that
will affect the boundary conditions of the plate. Here, it is assumed that the voltage and its
normal derivative go to zero at the boundary, or that electrodes are not placed directly on
the boundary of the plate. Boundary-adjacent electrodes may be handled more thoroughly
by accounting for them in the original mode shapes used as basis functions, in which case
the symmetric form of the orthogonality integral Eq. (3.70) must be altered to include the
boundary electrodes.







vj(t)Γr,j = qr(t), r = 1 . . . N (3.89)







η̇r(t)Γr,j = 0, j = 1 . . . S (3.90)
For a specified set of shunt admittances Yj and electrode shapes Dj , Eqs. (3.89) and (3.90)
can be solved using typical ordinary differential equation techniques. Note that the coupling
between the two equations takes the form of an integral that depends on the electrode
shapes Dj which must be computed to solve the fully coupled problem. For electrodes with








∇φr(P) · n ds (3.91)
which can be computed numerically as integration over a single variable. It should be noted
that Eqs. (3.89) and (3.90) have the same form as their equivalent modal equations for
piezoelectric bimorph beams, Eqs. (3.12) and (3.13), with modified coupling terms.
Taking the Laplace transform of Eqs. (3.89) and (3.90) and substituting Eq. (3.90) into
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(3.89) yields
















is a normalized version of the shunt circuit admittance, assumed to be identical for every
pair of electrodes, Yj(s) is the Laplace transform of Yj (i.e. the shunt admittance in the
Laplace domain), and α is the dimensionless electromechanical coupling term given by Eq.








∇2φr(P)dD = ∇2φr(Pr,j), Pr,j ∈ Dj (3.94)
where the point Pr,j depends on the mode and electrode being considered and may not
be unique. Note that in practice it is much simpler to calculate the left hand side of this
equation, rather than find the specific point Pr,j . Thus,








DE∇2φr(Pr,j)∇2φk(Pk,j)∆Dj = Qr(s) (3.95)
Equation (3.95) is a system of N linear equations that can be solved numerically for the
modal response for a given excitation. However, note that in the limit as the number of








DE∇2φr(P)∇2φk(P)dD = ω2rδrk (3.96)
i.e., the summation forms a Riemann sum of the symmetric form of the orthogonality
integral in Eq. (3.70), and hence the system of equations decouples. In this case, the modal
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which is identical to the expression obtained for piezoelectric bimorph beams given in Eq.
(3.23), although both α and h(s) have slightly different forms. For real systems with a finite







is satisfied in the frequency range of interest. Similar to piezoelectric bimorph beams, bi-
morph plates with a sufficient number of segmented electrodes display frequency dependent







where D̄(s) is the effective dynamic flexural rigidity of the metastructure. Note that at
open circuit h(s) = 0, recovering D̄(s) = DD = DE(1 + α).
3.3.4 Electromechanical Coupling (Bimorph Plates)
The system-level electromechanical coupling α determines the passively realizable variation
of the effective stiffness of the structure. Expanding Eq. (3.73), the electromechanical




















are dimensionless terms giving the stiffness ratio, thickness ratio, and the piezoelectric pla-
nar radial electromechanical coupling coefficient respectively. Note that the planar radial
electromechanical coupling coefficient can be related to other commonly encountered elec-
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1− νp − 2k231
(3.102)
where k2p is the planar electromechanical coupling coefficient, and k
2
31 is the extensional






although more typically Eq. (3.103) is solved for the optimal ĥ for a certain value of γ,
since γ is determined solely by the material properties of the central shim and piezoelectric








such that the maximum value of α across its entire parameter space is
αmax = (k
p)2 (3.105)
These material properties are readily available for piezoceramics (e.g. PZT-5A or PZT-5H),
making it straightforward to evaluate α for any particular plate design. Interestingly, the
plate model predicts a much larger value of α than the beam model developed in Section






(1 + νp)(1 + αmax)
< αmax (3.106)
Even neglecting the Poisson effect, the coupling predicted by Eq. (3.19) is always smaller
than the value predicted here. For reference, for PZT-5H the maximum value of α predicted
in Eq. (3.19) is 0.178, whereas the maximum value predicted here is 0.478. Note however
that the plate-type system requires additional electrode segmentation to achieve convergence
to Eq. (3.98).
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3.3.5 Locally Resonant Bandgap
Since the form of Eq. (3.97) is identical to the form presented in Section 3.2, the analysis
there applies identically to the system considered here. In summary, the locally resonant






where ωt is the resonant frequency of the LC shunt circuit. This type of shunt circuit
admittance would yield a locally resonant bandgap in the frequency range
ωt√
1 + α
< ω < ωt (3.108)
3.3.6 Finite Number of Electrodes
For real systems with a finite number of electrodes, the approximation of Eq. (3.98) is never
fully satisfied. However, in analogy with the results of Sections 2.4 and 3.2.3, it is expected
that a sufficiently large number of electrodes well-distributed on the surface of the plate
will yield metamaterial-type performance.
For simplicity, consider a simply supported rectangular plate of dimensions a× b in the


































j < y < y
R
j , with dimensions
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Table 3.3: Geometric and material properties for the plate considered in Section 3.3.6. The plate
is rectangular with dimensions a × b, an aluminum central shim, and PZT-5H as the piezoelectric
material.
Parameter Value Parameter Value
hs 1 mm hp 1 mm
ρs 2700 kg/m
3 ρp 7500 kg/m
3
E 68.9 GPa c̄E11 66.2 GPa
νs 0.33 νp 0.29
a 80 cm ε̄S33 17.29 nF/m
b 70 cm ē31 −23.38 C/m
∆xj = x
R
































where ∆Dj = ∆xj∆yj is the area of the electrode, and the sinc function is defined as
sincx =






In the remainder of this section, geometric and material parameters as described in Table 3.3
will be used, with PZT-5H as the piezoelectric material and an aluminum shim. For these
dimensions and materials, the predicted value of the dimensionless coupling is α = 0.422.
First, the response of a locally resonant bimorph plate with a specific set of electrodes is
investigated. The transmissibility FRF for a plate with a uniform 10×10 grid of rectangular
electrodes and a target frequency of ωt = 10ω1 is shown in Fig. 3.9. There is excellent agree-
ment between the observed locally resonant bandgap and the edge frequencies predicted by
Eq. (3.108). As shown by the central inset, inside the locally resonant bandgap vibration
is entirely localized to the excitation location.
Next, to investigate the influence of the number of resonators on the plate response,
assume a square grid of electrodes with Sx = Sy electrodes along each plate edge. The
plate response can then computed as a function of Sx = Sy for a specified target frequency
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Figure 3.9: Transmissibility between input at (x , y) = (0.85a , 0.84b) and output at (x , y) =
(0.15a , 0.16b) for a simply supported bimorph plate with parameters as given in Table 3.3. The
target frequency is 10ω1, 0.5% damping was added to each shunt, and the locally resonant bandgap
predicted by Eq. (3.108) is shown by the shaded gray region. The insets show the real part of the
transverse displacement for the entire plate for frequencies before, inside, and after the bandgap
(ω/ω1 = 8.13, 9.09, and 10.45, respectively). In each inset, the input force location is shown by a
blue circle, and the output location is shown by a white circle.
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ωt. These results are shown in Fig. 3.10 for ωt = 5ω1, 10ω1, and 20ω1. There is clear
convergence to the expected bandgap as the number of electrodes becomes sufficiently large
in all cases, and more electrode segmentation is required to create the bandgap at high
frequencies. This is qualitatively similar to the behavior observed for piezoelectric bimorph
beams in Section 3.2.3.
3.4 Dispersion Calculation Using the Plane Wave Expansion Method
The governing equations derived in Section 3.3 can also be used for unit cell based dispersion
analysis using the plane wave expansion method. Assuming a two-dimensional Bravais
lattice of unit cells with lattice vectors a1 and a2 and harmonic excitation at a frequency
ω, Eqs. (3.55) and (3.79) become
(DE∇4 −mpω2)w̄(P, iω)− ϑ
∑
r,s
v̄rs∇2d(P−Prs) = 0 (3.113)
(iωCp + Y (iω))v̄rs + iωϑ
ˆ
D
d(P−Prs)∇2w̄(P, iω)dD = 0 (3.114)
where w̄(P, iω) is the transverse displacement amplitude at a point P and frequency ω,
Prs = ra1 + sa2 denotes the position of the origin of the unit cell at lattice coordinates
(r , s) for r, s ∈ Z, v̄rs is the voltage on the electrode at unit cell (r , s), and d(P) is the
electrode shape function (see Eq. (3.78)) defined for the unit cell (0 , 0) . To use the plane






where Gmn = mb1 + nb2 is the (m,n) reciprocal lattice point, where b1 and b2 are the
reciprocal lattice vectors, W (Gmn, iω) is the plane wave amplitude corresponding to Gmn,
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Figure 3.10: Plate transmissibility (input at (0.85a , 0.85b) and output at (0.15a , 0.15b)) and
resonant frequencies vs. number of electrodes and normalized excitation frequency for (a) ωt = 5ω1,
(b) ωt = 10ω1, and (c) ωt = 20ω1 using N = 900 plate modes in the expansion. The heatmap shows
the plate transmissibility vs. number of electrodes and excitation frequency. Horizontal dashed lines
indicate the bandgap predicted by Eq. (3.108). More electrode segmentation is required to create
the locally resonant bandgap at higher frequency ranges (i.e. higher modal neighborhoods).
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(iωCp + Y (iω))v̄rs + iωϑ
∑
m,n






∇2e±i(k+Gmn)·P = −‖k + Gmn‖2e±i(k+Gmn)·P (3.118)
where ‖ · ‖ denotes the Euclidean norm. Note that, since the system is periodic, integrating












Using Eq. (3.117), it can be shown that the above implies
v̄rs = e
−ik·Prsv0 (3.121)
where v0 = v̄00 is the voltage on the electrode in unit cell (0 , 0). Thus, it is only necessary










Note that the summation over r, s forms a periodic function in space, which can be expanded





















∇ei(k+Gmn)·P · n dS (3.125)
where d0 indicates the region where d(P) is equal to one (i.e. the electrode of the (0 , 0) unit
cell), and ∆D = ‖a1 × a2‖ is the area of the unit cell. The second form of the coupling
integral may be more convenient for electrodes with smoothly parameterized boundaries
(e.g. circular electrodes). Summarizing,
W (Gmn, iω)
[
DE‖k + Gmn‖4 −mpω2
]
− ϑv0D(Gmn) = 0 (3.126)






∗(Gmn) = 0 (3.127)
where ( )∗ denotes the complex conjugate. It is straightforward to extend these equations
to the case of unit cells with multiple non-overlapping electrode pairs with separate shunt
circuits, as will be discussed in Chapter 6. These equations can be solved numerically for
the plane wave amplitudes W and voltage v0 for a given excitation frequency ω and Bloch
wavevector k. Alternatively, these equations can be solved for the resonant frequencies ω
for k in the irreducible region of the first Brillouin zone to obtain the dispersion curves of
the unit cell. For example, inductive shunting yields the generalized eigenvalue problem
W (Gmn, iω)
[
DE‖k + Gmn‖4 −mpω2
]
− ϑv0D(Gmn) = 0 (3.128)






∗(Gmn) = 0 (3.129)
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Figure 3.11: Schematic showing the differences between the analytical model and finite element
model. A thin open circuit region is introduced at the boundary of each electrode to remove the
discontinuities in voltage for the finite element model. This open circuit region is expected to slightly
increase the piezoelectric capacitance in the finite element model.
or in matrix form,
(K(k)− ω2M(k))q = 0 (3.130)
Note that the coupling term D(Gmn) depends on the shape of the electrode in the unit
cell. For simple electrode shapes (e.g. rectangular or circular electrodes), this integral can
be computed in closed form in terms of the reciprocal lattice point coordinates m and n.
3.5 Numerical Validation
To validate the results of Sections 3.3 and 3.4, numerical studies were performed using
the commercially available finite element software COMSOL Multiphysics. The results are
separated into the analysis of a finite plate with free boundaries, to validate the results of
Section 3.3, and the unit cell based dispersion analysis of an infinite plate, to validate the
results of Section 3.4. Note that the finite element model cannot handle the discontinuities
imposed by the assumption of Eq. (3.77), and so it is necessary to introduce thin regions
at the boundaries of each electrode that are left at open circuit. This allows the voltage to
vary smoothly between the voltage level of the electrode and any short circuit regions on
the plate (see Fig. 3.11).
3.5.1 Finite Plate
The dimensions and material properties of the plate considered are identical to those in
Section 3.3, but free boundary conditions were used to avoid singularities in the finite
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element solver. To reduce the model size, it is assumed that the plate is excited at the center,
reducing the degrees of freedom by a factor of four using symmetry. The full plate has a
16 × 14 grid of 4.5 cm square electrodes, with 1 cm of spacing between adjacent electrodes
and 0.5 cm between the electrodes and the plate edges. To remove voltage discontinuities, a
transition region of width 0.25 cm was left at open circuit around each electrode, while the
remaining surface of the plate was left at short circuit. Each pair of electrodes was assumed
to have constant voltage over its surface, and shunted to an inductance of 5 H.
The plate transmissibility at (x , y) = (15 cm , 15 cm) is shown in Fig. 3.12. To validate
the analytical model, the locally resonant bandgap of the finite element model is compared
to the bandgap predictions of Eq. (3.108). The right edge frequency was estimated as
258 Hz (the first resonance post-bandgap), yielding a left edge frequency of 216.4 Hz. These
frequencies are shown by the shaded gray region in Fig. 3.12, demonstrating that the sim-
plified analytical model can be used to predict the bandgap of the finite element model.
Note that the right edge frequency is slightly lower than the predicted value of ft = 268 Hz,
which can be attributed to fringing effects at the edges of each electrode. Fringing fields
slightly increase the effective piezoelectric capacitance, resulting in a lower-than-predicted
shunt resonance.
3.5.2 Unit Cell Dispersion Analysis
To validate the plane wave expansion method formulated here for bimorph plates, numer-
ical studies are performed using a finite element model of a single unit cell with peri-
odic boundary conditions. Consider a square unit cell of dimensions a = b = 5 cm, with
hs = hp = 1 mm, and an aluminum shim with PZT-5H piezoelectric layers, as in Section
3.5.1. For the plane wave expansion method, a maximum plane wave index of M = 7 was
used, giving a total of (2M + 1)2 + 1 = 226 degrees of freedom, three orders of magnitude
smaller than the finite element model. The dispersion curves for a rectangular and circular
electrodes are shown in Figs. 3.13 and 3.14, respectively. In both cases, it is clear that
there is excellent agreement between the finite element results and the results of analytical
model developed here. Both the bandgap edge frequencies and higher frequency modes are
predicted well.
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Figure 3.12: Plate transmissibility at (x , y) = (15 cm , 15 cm) for an input at (x , y) =
(40 cm , 35 cm) for the finite element model of a bimorph plate. The shaded gray region shows
the estimated bandgap using the analytical model, showing good agreement to the finite element
model. The insets show the full transverse plate displacement at 216 Hz, 224 Hz, and 260 Hz, i.e.
frequencies just before, inside, and just after the locally resonant bandgap, respectively.
Figure 3.13: Dispersion curves calculated with the plane wave expansion method (solid lines) and
finite element analysis (dots) for a unit cell with a square electrode with length ∆x = ∆y = 0.9a
centered in the unit cell, with a transition region of thickness 0.025a. The unit cell geometry is
shown on the right. An inductance of 5 H was placed between the two electrodes and the central
shim.
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Figure 3.14: Dispersion curves calculated with the plane wave expansion method (solid lines) and
finite element analysis (dots) for a unit cell with circular electrode with radius r = 0.45a centered
in the unit cell, with a transition region of radius 0.025a. The unit cell geometry is shown on the
right. An inductance of 5 H was placed between the two electrodes and the central shim.
Discrepancies between the analytical model and finite element model can be attributed
to the assumptions in the analytical model, especially the assumption of zero voltage outside
the electrode regions of the surface. Although the size of the open circuit transition region
in the finite element model was kept relatively small, the effects of fringing fields and the
smooth variation in voltage across this region are not accounted for in the analytical model.
3.6 Conclusions
In analogy with mechanical locally resonant metastructures, electromechanical metastruc-
tures made from elastic substrates with piezoelectric layers shunted to resonating circuits
can create low frequency locally resonant bandgaps. This chapter provides a fundamental
understanding of bandgap formation in finite piezoelectric structures using a modal analy-
sis approach, along with closed-form expressions and bandgap design insights. A detailed
analytical and numerical investigation is presented for one- and two-dimensional locally res-
onant piezoelectric metastructures with segmented electrodes under transverse vibrations.
The simplifying assumption of infinite electrodes is used to derive a closed form expression
for the bandgap size in terms of the target frequency and a dimensionless electromechanical
coupling term. It was shown that the bandgap formation in piezoelectric metastructures is
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associated with a frequency-dependent modal stiffness term, unlike the frequency-dependent
modal mass term in mechanical metastructures. Therefore the bandgap in piezoelectric
metastructures forms on the left-hand-side of the target frequency (on the frequency axis)
of the resonators, which is the opposite of purely mechanical locally resonant bandgap
formation. Numerical studies are performed to demonstrate that the closed-form bandgap
expression derived in this work holds for a finite number of electrode segments. The number
of electrodes required for bandgap formation increases with increased target frequency.
The fully coupled electromechanical boundary value problem for the transverse vibration
and voltage field of thin piezoelectric bimorphs with fully general electrode segmentation
is derived using Hamilton’s principle. This model can be used for applications beyond
locally resonant metamaterials, such as vibrational energy harvesting or reciprocity-breaking
concepts (see Chapter 6). Equations for the plane wave expansion dispersion analysis of
piezoelectric bimorph plates are presented, with coupling terms that explicitly depend on
the electrode shape in the unit cell. Finally, finite element results validate the simplified
analytical model for both the vibration response of a finite plate and dispersion analysis of





Since the phenomena responsible for the mechanical and electromechanical locally resonant
bandgaps are fundamentally different (i.e. frequency-dependent dynamic mass vs. frequency-
dependent dynamic stiffness), the two types of behavior can be easily combined in a single,
hybrid metastructure [66]. This chapter considers a representative hybrid metastructure
(a piezoelectric bimorph with segmented electrodes and mechanical resonators) which ex-
hibits both frequency-dependent dynamic mass and frequency-dependent dynamic stiffness,
leading to a variety of rich structural behaviors depending on the shunt circuits used. A
very similar analysis procedure could be used for piezoelectric bimorph plates (Section 3.3)
bearing mechanical resonators, but for simplicity only the beam case is considered here.
4.2 Hybrid Piezoelectric Locally Resonant Metastructure with Me-
chanical and Electromechanical Resonators
Consider a piezoelectric bimorph beam with rectangular cross section made from two con-
tinuous piezoelectric layers sandwiching a central shim, with the piezoelectric layers poled
the same transverse direction (i.e. parallel connection under bending vibration). The outer
surface electrodes are segmented as pairs and connected to a total of S shunt circuits, which
span a region xLj < x < x
R
j , where j = 1 . . . S is an index numbering the shunt circuits,
and xLj and x
R
j are the left and right ends of the jth pair of electrodes, respectively. To
introduce mechanical locally resonant behavior, assume that a single mechanical resonator
is placed at the right end of each electrode, i.e. at x = xRj . A schematic of the system is
shown in Fig. 4.1 in the absence of external forcing.














Figure 4.1: Schematic of the combined mechanical-electromechanical metastructure. The piezo-
electric bimorph beam has segmented electrode pairs shunted to resonating circuits, with a mechan-



















H(x− xLj )−H(x− xRj )
]
= f(x, t) (4.1)
mj üj + kjuj(t) +mjẅ(x
R
j , t) = 0 (4.2)









dx = 0 (4.3)
where w(x, t) is the transverse displacement of the beam, kj is the stiffness of the jth res-
onator, uj(t) is the displacement of the jth resonator, vj(t) is the voltage between the jth
pair of electrodes and the central shim, Yj is a linear integro-differential operator corre-
sponding to the admittance of the jth shunt circuit, H(x) is the Heaviside function, and
f(x, t) is the external transverse force per unit length. While the governing equations are
undamped, modal damping or resonator damping can easily be added at a later stage.
The locally resonant bandgap phenomenon is most simply derived in the absence of any
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m = b(ρshs + 2ρphp) (4.5)
ϑ = ē31b(hs + hp) (4.6)




where Ĉp is the effective piezoelectric capacitance per electrode length. The parameters cs,
ρs, and hs are the central substrate layer’s elastic modulus, mass density, and thickness,
respectively, while b is the width of the beam. The piezoelectric layers have mass density ρp,
thickness hp, width b, elastic modulus at constant electric field c̄
E
11, effective piezoelectric
stress constant ē31, and permittivity component at constant strain ε̄
S
33, where the over-














where sE11 is the elastic compliance at constant electric field, d31 is the piezoelectric strain
constant, and εT33 is the permittivity component at constant stress. Assume a modal analysis





where φr(x) are the mass-normalized mode shapes of the structure without resonators (i.e.
the plain structure) at short circuit, ηr(t) are the modal coordinates to be determined, and
N is number of modes used in the expansion. The mass-normalized mode shapes of the
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plain structure at short circuit satisfy the orthogonality conditions
ˆ L
0






dx = ω2rδrk (4.11)
where ω2r is the rth squared natural frequency of the plain structure at short circuit and δrs
is the Kronecker delta. Substituting Eq. (4.9) into Eq. (4.1), multiplying by another mode























r,j = qr(t) (4.12)



















is the modal excitation. Substituting Eq. (4.9) into Eqs. (4.2) and (4.3) yields





j ) = 0 (4.15)









r,j = 0 (4.16)
For a finite number of modes and shunt circuits/resonators, Eqs. (4.12), (4.15), and (4.16)
can be solved for the approximate mode shapes and resonant frequencies of the system, as
well as the system response, using techniques such as matrix inversion or modal decompo-
sition. For more analytical insight, take the Laplace transforms of Eqs. (4.12), (4.15), and
(4.16), substituting the resonator equation and voltage equation into the modal governing
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equation to obtain

























∆xj = Qr(s) (4.17)
where Hr(s) and Qr(s) are the Laplace transforms of ηr(t) and qr(t) respectively, s is the
Laplace domain complex variable, ω2m = kj/mj is the squared resonant frequency of every






and h(s) = Yj(s)/Cp,j is a normalized admittance, assumed to be the same for each pair of
electrodes, where Yj(s) is the Laplace transform of Yj . Additionally, it has been assumed
that mj = µm∆xj , where µ is the added mass ratio, a dimensionless parameter equal to
the ratio of the total resonator mass to the total mass of the original structure.
Equation (4.17) forms a system of N+2S linear equations that can be solved numerically
for the response at some excitation frequency ω by substituting s = iω and using Gaussian
elimination or matrix inversion. However, as the number of electrodes becomes large, and


























dx = ω2rδrk (4.20)
since the summations become Riemann sum approximations of the orthogonality condi-
tions in Eqs. (4.10) and (4.11). These approximations are exact as the shunt circuits be-
come infinitesimally long and as the number of shunt circuits approaches infinity. The two
approximations will not converge at the same rate, since the function being integrated is
different in each approximation. This difference in rate of convergence will be apparent in
later numerical studies.
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Under the assumptions of Eqs. (4.19) and (4.20), the system of equations in Eq. (4.17)















From this analysis it is clear that the presence of infinitely many mechanical resonators
on the structure gives rise to frequency-dependent effective dynamic mass, and that the
presence of infinitely many shunt circuits gives rise to frequency-dependent effective dynamic
stiffness.
4.3 Hybrid Locally Resonant Bandgap
Although the theoretical development of Section 4.2 permits any type of normalized ad-
mittance h(s), only purely inductive shunting and the resulting locally resonant bandgap is
considered here. For electromechanical resonators (shunt circuits) tuned to some resonant





where ω2e = 1/(LjCp,j), where Lj is the inductance applied to the jth shunt circuit. The















The resonant frequencies of the full system can be obtained explicitly by assuming an
excitation frequency ω, substituting s = iω, and solving for the roots of the polynomial in
the denominator. However, the resulting expressions are complex and not useful for design










M(iω) = 1 +
µω2m
ω2m − ω2




There can only be positive real roots in the denominator of Eq. (4.24) for ω when both
K(iω) and M(iω) have the same sign. It is clear from Eq. (4.25) that the dynamic mass
M(iω) is negative for
ωm < ω < ωm
√
1 + µ (4.26)
and positive otherwise, whereas the dynamic stiffness K(iω) is negative for
ωe√
1 + α
< ω < ωe (4.27)
and positive otherwise. A locally resonant bandgap is expected in frequency ranges where
M(iω) and K(iω) have opposite signs, since there can be no resonant frequencies. Further-
more, M(iω) and K(iω) having opposite signs implies that both terms in the denominator
of Eq. (4.24) have the same sign, such that the amplitude of Hr(iω) becomes very small,
resulting in significant vibration attenuation. If the two frequency ranges in Eqs. (4.26)
and (4.27) are distinct, each corresponds to a separate locally resonant bandgap. If the two
frequency ranges in Eqs. (4.26) and (4.27) overlap, the overlapping frequency range does
not show a bandgap, but the two non-overlapping regions still correspond to two separate
bandgaps. Finally, if the two frequency ranges are tuned to be adjacent or nearly adjacent,
a single, wider bandgap is created. Note that there is no benefit to having both negative
dynamic mass and negative dynamic stiffness for the purpose of vibration reduction, as the
two bandgaps effectively cancel each other. Typical FRFs are shown in Fig. 4.2 for the
cases of distinct bandgaps (i.e. Eqs. (4.26) and (4.27) distinct), overlapping bandgaps (i.e.
Eqs. (4.26) and (4.27) overlapping), and combined bandgaps (i.e. ωe = ωm).
It is theoretically possible to perfectly combine the two bandgaps by setting ωe = ωm,
or alternatively ωm
√
1 + µ = ωe/
√
1 + α. The first of these two conditions is likely more
feasible in a real system, where the system parameters µ and α may not be known precisely.
Let ωe = ωm = ωt be the targeted frequency of the combined locally resonant bandgap.
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Figure 4.2: Transmissibility frequency response function (tip motion per base motion) for a can-
tilever beam excited by base motion with µ = 1, α = 0.44, and (a) ωe = 40ω1, ωm = 42ω1, (b)
ωe = 42ω1, ωm = 40ω1, and (c) ωe = ωm = 40ω1. The dashed lines and shaded regions show the
frequency ranges in Eqs. (4.26) and (4.27). In (a) the two frequency ranges are distinct, giving two
separate bandgaps. In (b) the two frequency ranges overlap, causing no bandgap to appear in the
overlapping frequency range. In (c) the two frequency ranges are exactly adjacent, creating a single,
wider bandgap.
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Figure 4.3: Transmissibility (along the beam length) vs. normalized input excitation location xin/L
and normalized excitation frequency ω/ω1 with mass ratio µ = 1, dimensionless electromechanical
coupling term α = 0.44, and target frequency ωt = 50ω1.
The bandgap edge frequencies can be obtained easily as
ωt√
1 + α
< ω < ωt
√
1 + µ (4.28)
A simple way to visualize the response of the beam is to consider a harmonic point
force excitation at some input location xin, such that Qr(iω) = F0φr(xin), and measure the
transmissibility, defined as
TR(ω) =
∣∣∣∣ w̄(xout, ω)w̄(xin, ω)
∣∣∣∣ (4.29)
where w̄(x, ω) is the vibration amplitude at position x and frequency ω. For some particular
output location (say xout = L for a cantilever beam), the resulting transmissibility can be
plotted as a heatmap vs. the input location and excitation frequency, as shown in Fig.
4.3. With this type of visualization, the bandgap is clearly visible as a frequency range
of dramatic vibration attenuation, especially for excitation near the clamped end of the
cantilever.
4.4 Finite Number of Mechanical and Electromechanical Resonators
Clearly the approximations of Eqs. (4.19) and (4.20) require additional validation for sys-
tems with a finite number of segmented electrodes and resonators. For concreteness, as-
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sume that the resonators and electrodes are placed evenly on a cantilever beam, such that
xLj = (j − 1)L/S and xRj = jL/S. For some particular set of values for ωt, α, and µ, the
approximate response of the beam to base excitation can be obtained using matrix inversion
at each value of S, and the response can be plotted as a surface (or map) against S and
the excitation frequency ω. This is shown in Fig. 4.4 for a cantilever beam excited by base
motion with µ = 1, α = 0.44, and three different target frequencies ωt.
Figure 4.4 contains a great deal of information about the combined mechanical-electro-
mechanical locally resonant bandgap. For all three considered target frequencies, both
the mechanical bandgap (above the target frequency) and the electromechanical bandgap
(below the target frequency) are clearly visible as frequency ranges of dramatic vibration
attenuation. In all three figures, it is apparent that the mechanical bandgap appears for
a smaller value of S than the electromechanical bandgap. This suggests that the approxi-
mation in Eq. (4.19) converges more quickly with increasing S than the approximation in
Eq. (4.20). This follows from the mathematical intuition that the derivatives of the mode
shapes of the structure will have larger slope, requiring more terms in the Riemann sum for
convergence. Additionally, although with the assumption of an infinite number of mechani-
cal and electromechanical resonators the two locally resonant bandgaps can be combined to
form a single bandgap, it is clear from Fig. 4.4 that there is always a small frequency range
between the two bandgaps that contains many resonant frequencies. This transitory fre-
quency range becomes small for large values of S, but never completely disappears. These
intermediate resonant frequencies are significantly attenuated by any damping present in
the system. This is demonstrated in Fig. 4.5 for the specific case of a cantilever beam with
S = 8 mechanical and electromechanical resonators with ωe = ωm = 50ω1, as in the case of
Figure 4.4b, by comparing a completely undamped structure to a structure with mechanical
resonators with 2% damping.
It is clear that even small damping in the mechanical resonators greatly attenuates the
resonances in the intermediate frequency range between the two bandgaps while retaining
the strong attenuation in the two bandgaps. Furthermore, the resonator damping has the
added effect of attenuating high frequency modes that occur at frequencies higher than the
mechanical locally resonant bandgap, which is discussed in more detail in [76].
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Figure 4.4: Cantilever tip response vs. normalized excitation frequency ω/ωt and number of seg-
mented electrodes and resonators S with mass ratio µ = 1, dimensionless electromechanical coupling
term α = 0.44, and target frequency ωe = ωm = ωt (a) ωt/ω1 = 20, (b) ωt/ω1 = 50, (c) ωt/ω1 = 100.
Dashed lines show the bandgap edge frequencies predicted by Eq. (4.28).
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Figure 4.5: Cantilever tip response vs. normalized excitation frequency ω/ω1 for S = 8 mechanical
and electromechanical resonators with mass ratio µ = 1, dimensionless electromechanical coupling
term α = 0.44, and target frequency ωe = ωm = 50ω1. The solid line shows a completely undamped
structure, and the dashed line shows a structure whose mechanical resonators have 2% damping
ratio. Dashed lines show the bandgap edge frequencies predicted by Eq. (4.28).
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4.5 Dispersion Analysis Using the Plane Wave Expansion Method
Consider a unit cell consisting of a piezoelectric bimorph with a mechanical resonator at-
tached at the right edge of the unit cell. It can be shown that the resulting eigenvalue


























− ω2u0 = 0 (4.31)







W (Gn)(k +Gn) = 0 (4.32)
where here L is the length of the unit cell, u0 and v0 are the absolute resonator displacement
and electrode voltage at the 0th unit cell, k is the Bloch wavevector (here a scalar for the




, n ∈ Z (4.33)
W (Gn) is the plane wave amplitude associated with the reciprocal lattice vector Gn, and
Cp is the effective piezoelectric capacitance between the electrodes of the unit cell. This
eigenvalue problem can be solved for the dispersion characteristics of the infinite structure.
A set of results analogous to Fig. 4.2 showing distinct, overlapping, and merged bandgaps
is shown in Fig. 4.6.
Clearly the bandgaps predicted by the frequency ranges in Eqs. (4.26) and (4.27) closely
match the bandgaps predicted by the plane wave expansion dispersion analysis. Interest-
ingly, in the case of overlapping bandgaps (Fig. 4.6b), the dispersion curve shows that
modes in the negative-mass negative-stiffness frequency range display negative group ve-
locity (negative slope in the dispersion curve). Additionally, even in the merged bandgap
case (Fig. 4.6c), it is clear that there is a narrow frequency range where modes exist in
between the two bandgaps. This transition region becomes narrower as the size of the unit
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Figure 4.6: Dispersion curves from plane wave expansion analysis for µ = 1, α = 0.44, ft =
ωt/2π = 500 Hz, l = 0.25λbragg, and (a) ωe = ωt, ωm = 1.2ωt, (b) ωe = ωt, ωm = 0.9ωt, and (c)
ωe = ωm = ωt. The dashed lines and shaded regions show the frequency ranges in Eqs. (4.26) and
(4.27). In (a) the two frequency ranges are distinct, yielding two separate bandgaps. In (b) the two
frequency ranges overlap, causing no bandgap to appear in the overlapping frequency range. In (c)
the two frequency ranges are exactly adjacent, creating a single, wider bandgap.
93
cell becomes small relative to the first Bragg wavelength. These conclusions agree well with
those obtained using modal analysis, validating both sets of results.
4.6 Conclusions
The governing equations and analysis for a novel concept for hybrid mechanical-electromechanical
metastructures are presented. These hybrid metastructures made from piezoelectric lam-
inates with segmented electrodes and attached mechanical resonators can simultaneously
exhibit mass-based and stiffness-based locally resonant bandgaps. Under the assumption of
a large number of mechanical and electromechanical resonators, the effective dynamic mass
and dynamic stiffness of every mode becomes the same, and are easily derived in closed
form. Mechanical resonators create the possibility for negative dynamic mass over a limited
frequency range, yielding the mechanical locally resonant bandgap, whereas the segmented
electrodes and resonant shunt circuits create the possibility for negative dynamic stiffness
over a limited frequency range, yielding the electromechanical locally resonant bandgap.
When these two frequency ranges are distinct, two distinct bandgaps can be created. If
the two frequency ranges overlap, there can be no bandgap in that overlapping frequency
range. Finally, if the two frequency ranges are placed adjacent to each other, a combined
mechanical-electromechanical locally resonant bandgap can be created. These results are
validated with numerical studies for a finite number of mechanical and electromechanical
resonators, matching the derived bandgap edge frequency expressions. It is observed that
for a finite number of resonators in the absence of damping, the two bandgaps can never be
completely combined, always leaving a narrow frequency range between the two bandgaps
that exhibits resonance. These results agree with dispersion analysis of the infinitely long
system obtained using the plane wave expansion method. Ultimately, these hybrid lo-
cally resonant metastructures enable increased flexibility in the design of locally resonant
bandgaps in small structures. Furthermore, there is the potential for other shunt circuits




USING SYNTHETIC IMPEDANCE SHUNTS
5.1 Introduction
This chapter describes a novel concept for programmable electromechanical metastructures
using synthetic impedance shunt circuits. First, a novel root locus technique is presented
to design shunt circuits to obtain any desired band structure, such as multiple locally
resonant bandgaps. Next, the chapter gives an overview of synthetic impedance circuits and
numerical simulation results. Finally, experimental validation using a fully programmable
electromechanical metastructure beam is presented.
5.2 General Shunt Circuit Design
One of the benefits of using shunt circuits as opposed to mechanical resonators is the great
flexibility in obtaining the desired admittance h(s). This is especially true for systems using
synthetic impedance, in which h(s) is determined by a digital transfer function implemented
on a controller. For this purpose, it is desirable to have a methodology for obtaining the
required admittance h(s) for certain design characteristics, such as creating damping in a
specified frequency range or creating multiple bandgaps. To this end, the root locus method
for system design can provide quick insight into the structure’s response.
Consider the transfer function between the rth modal excitation and the rth modal
+
−
Figure 5.1: Equivalent block diagram for the transfer function given in Eq. (5.1).
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This can be represented by the equivalent block diagram shown in Fig. 5.1. The character-
istic equation of the system is










To determine the effect of h(s) on each mode of the system, classical root locus techniques
[68] can be used with the squared short-circuit natural frequency ω2r > 0 as the varied
parameter. The poles and zeros of the transfer function G(s)H(s) determine how the poles
and zeros of the full transfer function Hr(s)/Qr(s) evolve as ω
2
r is increased. Since there are
an infinite number of modes with increasing natural frequencies ωr, the transfer function
G(s)H(s) must be designed in a way to be stable for all values of ω2r > 0, i.e. all of the
branches of the root locus must lie exclusively in the left half of the s-plane. Conditional
stability is generally not desirable, unless extreme care is taken such that no particular
actual mode (i.e. a specific value of ωr for the structure under consideration) goes unstable.
Note that the actual structural response for harmonic excitation (to obtain some desired






where w̄ is the vibration amplitude at some point x along the beam at an excitation fre-
quency ω. The poles and zeros of Hr(s) determine the behavior of Hr(iω), e.g. poles close
to the imaginary axis correspond to resonant frequencies, and zeros close to the imaginary
axis correspond to antiresonances.
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Because h(s) appears in both the numerator and denominator of G(s)H(s) in Eq. (5.3),
there are always two more poles than zeros, implying that the root locus always has two
asymptotes at ±90◦ from the positive real axis. This follows the physical intuition that
the resonant frequencies of the full system, and thus the imaginary part of at least two
poles of the system, must become arbitrarily large as ω2r is increased. That is, there is
always at least one associated resonance for each mode that becomes arbitrarily large for
increasing mode index r. Additionally, it is always the case that the damping ratio of
these two asymptotic poles will become arbitrarily small for higher modes, as they can only

























are polynomials defining the poles and zeros of G(s)H(s) contributed by h(s), K is a
constant that does not affect the position of the poles and zeros, n is the total number
of zeros of G(s)H(s), and zi and pi are the n zeros and poles contributed by h(s). As
mentioned previously, note that the total number of poles of G(s)H(s) is always n+ 2, due
to the double pole at the origin. The normalized admittance h(s) required to obtain the







Generally, if h(s) is to be implemented using a digital control system, it is desirable to
choose K such that h(s) is a proper transfer function, or that h(s) has at least as many
poles as zeros. Fortunately, since N(s) and D(s) are always polynomials of the same order,
the highest order term of s may always be canceled in the numerator of Eq. (5.7) by selecting
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which will always be a proper transfer function, since the maximum order of the numerator
is n, and the denominator will always be order n for α > 0. Equation (5.8) can be used to
obtain the normalized admittance required to place the desired poles and zeros pi and zi
of G(s)H(s) for a particular design. Note that, although it is impossible to know the true
value of α for a particular system, it can be measured experimentally by comparing open







which should be identical for modes of the structure up to and including the frequency
range of interest, assuming a sufficient number of electrodes. Equation (5.9) can be obtained
directly from Eq. (5.1) by taking the limits as h(s) → ∞, corresponding to short circuit,
and h(s)→ 0, corresponding to open circuit, and comparing the roots of the denominator.
This is a source of some practical concern, as the estimate of α is required in the transfer
function h(s). To investigate the effect of this uncertainty, say an estimate αexp is made
that is not quite equal to the true value α for a particular system. Then, using αexp in Eq.
(5.8) and substituting into Eq. (5.3) (with the true value α) gives
G(s)H(s) =
(1 + α)N(s) + εD(s)
s2D(s)
(5.10)
where ε = 1 − α/αexp is some small constant. Comparing Eqs. (5.5) and (5.10), it is clear
that the desired performance is obtained only when αexp = α or ε = 0. In the presence of
small errors, it is expected that the designed poles and zeros will be moved slightly. For
more thorough analysis, the sensitivity of the poles and zeros of G(s)H(s) to the parameter
ε can be checked to ensure that the system will not be made unstable in the presence of
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small uncertainty. Clearly, some care should be taken so that the system poles and zeros
are not overly sensitive to ε.
Using the well-known geometric rules of the root locus, some stability constraints can
be placed on the placement of the poles pi and zeros zi. In order to maintain stability at
large values of ω2r , there is the necessary condition that intersection of the two asymptotes
















Additionally, since all branches of the root locus terminate at asymptotes or zeros of
G(s)H(s), there can be no zeros in the right half plane, or
Re {zi} ≤ 0, i = 1 . . . n (5.12)
Since all branches of the root locus begin at the poles of G(s)H(s), it is also generally
necessary for all poles to lie in the left half plane, except in very special cases of condi-
tional stability. Since conditional stability is not desirable, as a general rule, there is the
requirement
Re {pi} ≤ 0, i = 1 . . . n (5.13)
Finally, in order to maintain real coefficients in both N(s) and D(s), all complex poles and
zeros must appear in conjugate pairs. For a more complete check for stability, the full root
locus plot can be used, or other criteria such as the Routh-Hurwitz or Nyquist stability
criteria. When h(s) requires energy input (e.g. for negative capacitance shunting), stability
should be a primary design consideration.
Once the poles and zeros have been selected, it can be checked immediately if h(s) is
realizable with a passive network. Consider the normalized impedance associated with the





The necessary and sufficient conditions for physical realization with a passive network are
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given by Brune [77] as (1) Z(s) is a rational function which is real for real values of s, and
(2) the real part of Z(s) is positive when the real part of s is positive. The first condition
is met automatically by our design method for h(s) by placing poles and zeros in complex
conjugate pairs, but the second condition will not generally be true. It is possible that some
designs will always require power input, regardless of the specific placement of poles and
zeros. Of course, the use of a synthetic impedance system will always require power input,
even if the implemented impedance is passively realizable, because the current output is
achieved by applying a voltage over a reference resistor.
The following sections will discuss some of the interesting design possibilities for the
normalized shunt admittance h(s) such as negative capacitance, resistive loading, and the
purely passive locally resonant bandgap, as well as more complex designs that are easily
obtained by placing poles and zeros, such as multiple bandgaps. For all structural sim-
ulations shown, the beam being considered is a cantilever with length L = 100 mm and
width b = 10 mm, with center shim material aluminum (cs = 69 GPa, ρs = 2700 kg/m
3,
hs = 0.1 mm), and piezoelectric material PIN-PMN-PT, with c̄
E
11 = 13.25 GPa, ē31 =
−17.71 C/m2, ε̄S33 = 4.05× 10−8 F/m, ρp = 8198 kg/m3, hp = 0.3 mm, such that the dimen-
sionless coupling is α = 0.485.
5.2.1 Negative Capacitance
The use of negative capacitance in parallel with other circuit components has the effect of
increasing the effective value of the dimensionless coupling term α, a result that has been
discussed previously in the literature [39, 78]. The negative capacitance circuit simulates
the effect of having more energy output from the piezoelectric layers, increasing the effective
conversion efficiency; of course, this additional energy must be supplied to the system by an
outside source. The general form for the normalized admittance of some other normalized
admittance g(s) placed in parallel with a negative capacitance circuit is
h(s) = g(s)− cs (5.15)
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where 0 < c < 1 indicates the fraction of piezoelectric capacitance being provided by the

















are the equivalent electromechanical coupling and normalized circuit admittance of the
circuit. That is, the circuit with a parallel negative capacitance is equivalent to a circuit
with normalized admittance gnc(s) with increased electromechanical coupling αnc. This
indicates that, assuming the negative capacitance shunt is used simply in parallel with
the other circuit components, the presence of the negative capacitance will not change the
qualitative behavior of the system. This will be illustrated more clearly in the context of
the locally resonant bandgap. This analysis also suggests that it is detrimental to have
any parallel positive capacitance between the two electrodes not due to the piezoelectric,
as this would reduce the effective coupling parameter (i.e. set c to some negative number).
Note that it is often simpler to place the desired poles and zeros using Eq. (5.8), which
will automatically handle any required negative capacitance. On the other hand, it may
be beneficial to place a dedicated negative capacitance circuit in parallel with the synthetic
impedance circuit to increase the effective value of α for the synthetic impedance circuit.
5.2.2 Purely Resistive Load
Using the root-locus approach for circuit design, a purely resistive load h(s) = 1/τ , where









such that the shunt circuitry acts as a lead compensator, adding a negative real pole and
zero to the system, i.e.
p = −1
τ




Figure 5.2: Typical root locus plot of the poles of Hr(s)/Qr(s) with varying parameter ω
2
r > 0
(left), and corresponding response FRF (right) for a cantilever beam with a harmonic point force
excitation of magnitude Fo and frequency ω at x = 0.1L. Both plots use τ = 1× 10−4 s, and the
resulting damping is clearly visible at high frequencies in the FRF.
such that the pole is always less than the zero. As with a typical lead compensator, this has
the effect of pulling the root locus to the left, adding damping and stability to the system,
shown in Fig. 5.2, along with the corresponding structural response.














Larger values of α or smaller values of τ increase the separation between the pole and zero
added by the lead compensator, such that the root locus moves farther into the left half
plane. Note that for very high frequency modes, the effect of the pole and zero on the
real axis effectively cancel, leaving only the added damping from the asymptote shift. This
added damping also becomes small for higher modes, since the real component is fixed.
5.2.3 Locally Resonant Bandgap
The locally resonant bandgap is obtained by using a purely inductive load, giving h(s) =











Figure 5.3: Typical root locus plot for a locally resonant bandgap (left), and corresponding response
FRF (right) for a cantilever beam with a point force excitation of magnitude Fo at x = 0.1L. Both
plots use a target frequency ωt = 1.1ω4, such that the resulting bandgap targets the fourth short
circuit natural frequency. Note also the many resonances that appear before the bandgap, which
can be mitigated by adding damping to h(s).
such that zeros are added at s = ±iωt/
√
1 + α and poles are added at s = ±iωt. Thus,
there can be no branches of the root locus with imaginary part between ωt/
√
1 + α and ωt,
i.e. the frequency range
ωt√
1 + α
< ω < ωt (5.22)
defines the locally resonant bandgap. The dimensionless electromechanical coupling term
α determines the width of the bandgap, with higher values of α giving wider bandgaps. A
typical root locus and the corresponding structural response are shown in Fig. 5.3. The
multiple additional valleys inside the locally resonant bandgap can be attributed to the
particular modes of the structure being considered (here a cantilever), and largely disappear
with the addition of damping to the shunt circuits.
Note that if h(s) is to be implemented using digital signal processing, it is likely necessary
to add some damping to both the pole and zero of h(s) to maintain stability. This can be





for some desired damping ratio ζ. This also has the benefit of attenuating the many resonant
frequencies that occur before the locally resonant bandgap, which are visible in Fig. 5.3,
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without significantly reducing the attenuation in the bandgap itself. The corresponding














ζ2 − (1 + α)
)
(5.25)
An alternative approach to improve stability and attenuate the edge resonances would be to
add a lead compensator to the system, in analogy with the purely resistive load as discussed
in Section 5.2.2.
As mentioned previously, the use of negative capacitance can increase the effective value
of α. In the context of the locally resonant bandgap, this would increase the width of the
bandgap by reducing the lower edge frequency. More specifically, assuming the same target
frequency ωt, the effective bandgap with negative capacitance is
ωt√
1 + α/(1− c)
< ω < ωt (5.26)
This expression suggests that the lower edge frequency of the bandgap can be made arbi-
trarily close to zero by using c → 1. This is an idealization, as the system would likely
be unstable and require very large power input. For the case of a single bandgap, the ef-
fect of negative capacitance is easily understood via its effect on the coupling term α. For
more complex systems, it is typically simpler to place the poles and zeros to obtain the
desired performance (e.g. multiple bandgaps), then use Eq. (5.8) to find the required shunt
admittance.
5.2.4 Multiple Bandgaps
Bandgaps are characterized by the absence of resonant frequencies across a wide frequency
range. In terms of the root locus, there must be a certain alternating arrangement of poles
and zeros on the imaginary axis. In general, to create nb bandgaps between lower and upper
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Figure 5.4: Typical root locus plot for two bandgaps (left), and corresponding response FRF
(right) for a cantilever beam with a point force excitation of magnitude Fo at x = 0.1L. Bandgaps
were placed to attenuate the response at the 4th and 7th natural frequencies of the structure at
short circuit.




(s2 + ω2i,l), D(s) =
nb∏
i=1
(s2 + ω2i,u) (5.27)
with the constraint
0 < ω1,l < ω1,u < ω2,l < ω2,u < . . . < ωnb,l < ωnb,u (5.28)
such that there is an alternating pattern of poles and zeros along the imaginary axis, with
the zeros corresponding to the lower edge frequencies and poles corresponding to upper
edge frequencies. Note that the sequence must always alternate between pole and zero, as
any adjacent poles or zeros on the imaginary axis will force the root locus into the positive
s-plane. An example root locus with two bandgaps is shown in Fig. 5.4 along with the
corresponding structural response FRF, with bandgaps placed to attenuate the response at
the 4th and 7th natural frequencies of the structure at short circuit.
It can be expected that nearly all systems with multiple bandgaps will require power
input to the system. As with the single locally resonant bandgap, it is likely necessary to
add some damping to maintain stability for digital implementations of the transfer function.
This can be achieved as before by adding some damping to each pair of poles and zeros, i.e.
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Figure 5.5: Typical root locus plot for two bandgaps with damping (left), and corresponding
response FRF (right) for a cantilever beam with a point force excitation of magnitude Fo at x = 0.1L.
Bandgaps were placed to attenuate the response at the 4th and 7th natural frequencies of the









(s2 + 2ζiωi,u + ω
2
i,u) (5.29)
where ζi is the damping ratio of the ith bandgap. It is not necessary to give the same
damping factor to both the pole and zero of a particular bandgap, but doing so guarantees
that the condition for stability in Eq. (5.11) is met. Note that, although adding damping
has the benefit of attenuating the resonances that appear before the bandgap, very large
damping ratios will reduce the attenuation in the bandgap as the system’s zeros are moved
far from the imaginary axis. An example root locus for two bandgaps with 5% damping
on every pole and zero and the corresponding structural response is shown in Fig. 5.5.
Although damping significantly attenuates the resonances that appear before each bandgap,
the attenuation in each bandgap is reduced.
As with the single bandgap, a compensator can also be used to attenuate the resonances
that appear before each bandgap and improve stability, at the cost of increased system
complexity (an additional pole and zero are necessary). The corresponding forms of N(s)
and D(s) are then
N(s) = (s− z)
nb∏
i=1
(s2 + ω2i,l), D(s) = (s− p)
nb∏
i=1
(s2 + ω2i,u) (5.30)
From the previous stability analysis, it is necessary to have p < z for stability. Of course,
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Figure 5.6: Typical root locus plot for two bandgaps with damping (left), and corresponding
response FRF (right) for a cantilever beam with a point force excitation of magnitude Fo at x = 0.1L.
Bandgaps were placed to attenuate the response at the 4th and 7th natural frequencies of the
structure at short circuit, and a compensator was added to target the center of the frequency range
between the two bandgaps.
damping can be used in addition to lead compensation for increased stability. The placement
of pole and zero on the real axis determines the frequency range with the most damping,
as well as the extent of attenuation. Because the lead compensator does not move the
zeros from the imaginary axis, lead compensation does not significantly reduce the sharp
attenuation in the bandgap. An example root locus for two bandgaps with a compensator
and the corresponding structural response is shown in Fig. 5.6. It is clear that the resonances
before each bandgap have been significantly reduced, and that the attenuation in each
bandgap is effectively unchanged.
5.2.5 Modal Damping
Clearly the root locus interpretation is only possible in the absence of modal damping, since
the modal damping term contains ωr. However, for relatively small modal damping, it is
expected that the effect of the shunt circuitry on the structure is much more significant than
the effect of damping. The effect of damping on any particular mode can be investigated
by fixing ω2r and observing the root locus for varying modal damping ratio. The modal
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where ζr is the rth modal damping ratio. For some fixed value of ωr (for some mode shape




s2(s+ h(s)) + ω2r
(
(1 + α)s+ h(s)
)) = 0 (5.32)
and so the root locus can be considered with ζr > 0 as the varied parameter. Of course,
it can be expected that modal damping will increase the stability of the system, but it
may negatively affect the desired structural response (e.g. the attenuation inside the locally
resonant bandgap).
5.3 Synthetic Impedance Shunts and Case Studies
The previous discussion assumed unlimited flexibility in the design of the shunt circuit, such
that h(s) is any transfer function necessary to obtain the desired performance. Fleming et
al. [40] suggested a two-terminal device that they termed “synthetic impedance” or “syn-
thetic admittance” to implement an arbitrary transfer function between an input voltage
and output current. The primary idea is to use a combination of simple circuit elements
and digital signal processing to measure the voltage across the piezoelectric element, then
output the corresponding voltage across a reference resistor to obtain the desired current.
Operational amplifiers are used to buffer and scale the measured voltage and supply the
necessary current and power at the output.
5.3.1 Metamaterial Piezoelectric Bimorph Beam with Synthetic Impedance
Shunts
The synthetic impedance circuit originally suggested by Fleming et al. [40] is applied here
to a piezoelectric bimorph connected in parallel, which produces a voltage referenced to the
floating voltage level of the central shim. The positive terminal of the circuit is connected
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Figure 5.7: Block diagram showing the full synthetic impedance circuit. The input to the system
is the voltage across the piezoelectric, vp, and the output is the current through the piezoelectric
element, iout, defined according to the passive sign convention. The digital signal processing unit
takes the measured voltage from the analog part of the circuit and applies the corresponding input
voltage back to the analog circuit.
to the two electrodes, and the negative terminal is connected to the central shim, such that
the central shim is virtually grounded for every electrode pair. The full synthetic impedance
circuit is shown in Fig. 5.7.
Time domain simulations accounting for the full dynamics of each synthetic impedance
circuit were run in Simulink. The modal governing equations Eqs. (3.12) and (3.13) can be
written in vector form as
η̈ + [Λ]η + [Kv→η]v = KqFo(t) (5.33)
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(5.37)
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∆φ′N,1 · · · · · · ∆φ′N,S

(5.39)
[Kη→v] = −[Cp]−1[Kv→η]T (5.40)
and Kq defines the effect of the excitation Fo(t) on each modal coordinate. For simplicity,
a point force excitation Fo(t) was used at a position xf , such that




φ1(xf ) φ2(xf ) · · · φN (xf )
]T
(5.42)
The primary block diagram is shown in Fig. 5.8.
The individual circuit simulations were handled in Simulink using Simscape Electronics.
Since the transfer function for each shunt circuit is assumed to be the same, the “For Each”
block in Simulink is used to apply the same circuit to each individual pair of electrodes. The
subsystems inside each block are shown in Fig. 5.7, as discussed previously. To account for
analog to digital conversion and digital to analog conversion, a discrete version of the ideal
continuous transfer function Yj(s) was obtained using Matlab’s c2d command using the
bilinear transform. An input delay of one sample was included to account for calculation
time, although the delay of an actual system may vary depending on the complexity of the
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Figure 5.8: Simulink block diagram for the governing equations in modal coordinates. The “For
Each Subsystem” block contains the voltage dynamics, which are assumed to be the same for each
pair of electrodes. The η related signals are N×1 vectors, and the v related signals are S×1 vectors.
desired transfer function. The digital sampling rate of the system was selected to maintain
stability, but was not optimized to be as low as possible.
For all simulations, N = 50 modes and S = 12 pairs of electrodes were used to ensure
convergence to the approximation in Eq. (3.22). Electrodes were assumed to be segmented
in a uniform manner, such that xLj = (j−1)L/S and xRj = jL/S. The structure was assumed
to be a cantilever bimorph beam excited by a point force at xf = 0.1L, with PIN-PMN-PT
as the piezoelectric material to give relatively large dimensionless coupling α = 0.485, with
the same parameters as described in Section 5.2. For concreteness, Rc = 5 kΩ was used.
Additionally, 1% modal damping was assumed for every mode, i.e. ζr = 0.01.
To characterize the performance of the system, frequency response functions were cal-
culated relating the tip displacement of a cantilever beam to the force input magnitude at
xf = 0.1L. A noise burst signal was used as the input, and the corresponding frequency
response was obtained using a Hanning window and the Fast Fourier Transform (FFT). Be-
cause Simscape Electronics automatically includes typical noise sources for each component
(e.g. thermal noise from resistors), root-mean-square averaging over multiple simulations
was used to reduce the noise in the FRFs. For each system considered, the ideal model
FRFs were obtained from Eqs. (3.12) and (3.13) using matrix inversion, assuming the ad-
mittance Yj is exact.
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Figure 5.9: Comparison of time domain simulations and frequency domain simulations for a
bandgap targeting the 5th mode of the system at short circuit, with 5% damping on the pole
and zero, S = 12 electrodes, and N = 50 modes. The shaded gray regions indicate the expected
infinite-electrode bandgaps. The digital sampling rate was set to 100 kHz, with a one-sample input
delay. The short circuit response is included for comparison.
5.3.2 Case Study I: Locally Resonant Bandgap
As discussed in Section 5.2.3, the locally resonant bandgap is obtained by using h(s) = ω2t /s.
To maintain stability in the presence of some input delay, 5% damping was added, as given
in Eq. (5.23). For small damping values, the resulting bandgap should have edge frequencies
that agree well with Eq. (5.22). As a case study, the bandgap was designed to be centered
on the 5th short circuit natural frequency of the system, with ωt = 2ω5/(1+1/
√
1 + α). The
digital sampling rate was set to fs = 100 kHz to maintain stability. In general, a very high
digital sampling rate is required to maintain stability, as observed by Nečásek et al. [43],
although a more thorough analysis is required to pinpoint the precise source of instability.
A comparison of the time domain simulation and the idealized frequency domain model is
shown in Fig. 5.9, showing excellent agreement.
5.3.3 Case Study II: Locally Resonant Bandgap With Negative Capacitance
As discussed in Section 5.2.1, the use of negative capacitance can effectively increase the
coupling factor α. Alternatively, rather than designing negative capacitance separately from
the rest of the circuit, the poles and zeros of h(s) can be placed using Eq. (5.8) to create a
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Figure 5.10: Comparison of time domain simulations and frequency domain simulations for a
bandgap targeting ω5 including negative capacitance, with 5% damping on the pole and zero, S = 12
electrodes, and N = 50 modes. The shaded gray regions indicate the expected infinite-electrode
bandgaps. The digital sampling rate was set to 500 kHz, with a one-sample input delay. The short
circuit response is included for comparison.
bandgap that is wider than the purely passive locally resonant bandgap. As a case study,
the normalized admittance h(s) was designed to create a bandgap in the frequency range
ω5/(2π)±200 Hz. Note that for the purely passive case for this particular system, as shown
in Fig. 5.9, the bandgap centered on ω5 would only span ω5/(2π) ± 85 Hz. The digital
sampling rate was set to 500 kHz. A comparison of the time domain simulation and the
idealized frequency domain model is shown in Fig. 5.10; once again, a very good agreement
is observed.
5.3.4 Case Study III: Multiple Bandgaps
In certain applications, it might be the case that vibration needs to be reduced in frequency
ranges that are significantly separated from each other. In these cases, rather than create
a single wide bandgap, it may be more efficient to create multiple bandgaps targeting the
specific frequency ranges of interest. As a case study, the normalized admittance h(s) was
designed to create bandgaps around the 4th and 7th short circuit natural frequencies of the
system, with 5% damping added to each pole and zero. The digital sampling rate was set
to 1 MHz. Time domain simulations and frequency domain results are shown in Fig. 5.11
together for this case as well.
113
Figure 5.11: Comparison of time domain simulations and frequency domain simulations for two
bandgaps targeting ω4 and ω7, with 5% damping on the pole and zero, S = 12 electrodes, and
N = 50 modes. The shaded gray regions indicate the expected infinite-electrode bandgaps. The
digital sampling rate was set to 1 MHz, with a one-sample input delay. The short circuit response
is included for comparison.
5.4 Experimental Validation
The analytical predictions of Section 5.2 are experimentally validated using a piezoelectric
bimorph beam made from a 2024 aluminum shim and the piezoceramic PZT-5A (Fig.
5.12). The shim has dimensions 185.9 mm× 22.9 mm× 0.508 mm, and each separate piezo
has dimensions 22.9 mm × 22.9 mm × 0.508 mm. The piezos are bonded to have 0.5 mm
separation between adjacent piezos to reduce the effect of the stiffness mismatch between
the bonded and non-bonded areas of the aluminum. All of the piezos are bonded with the
same poling orientation to be used in parallel operation, such that the central shim can
be electrically grounded and the opposing electrodes short-circuited to each other using
copper tape. Thus, each pair of electrodes only requires a single wire, so long as all circuit
components are referenced to ground. Note that this system is fundamentally different
from the system considered in Section 3.2, since the bimorph beam is made from separately
bonded piezoceramic patches, rather than a continuous bimorph. As such, it is expected
that the effective system-level electromechanical coupling is reduced due to the constant-
stiffness regions between the bimorph sections.








Figure 5.12: Piezoelectric bimorph beam used for synthetic impedance experiments. The beam is
clamped with a fixed base and actuated with the piezos closest to the clamp. The remaining 7 pairs
of piezoceramics are connected to synthetic impedance shunt circuits, and the output tip velocity is
measured at the tip with a laser Doppler vibrometer (LDV). The central shim is grounded through
the conductive clamp.






























































Figure 5.14: Detailed circuit schematic for the Howland current pump synthetic impedance circuit
for a single electrode pair. The input to the digital signal processor is measured between +VinDSP and
GND, and the analog output is connected between +VoDSP and GND. The two electrodes corresponding
to this circuit are connected to +Vp, and the central shim is connected to GND.
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Table 5.1: Measured capacitance values for the piezoelectric bimorph. Locations 1 and 8 refer
to the piezos closest to the tip and clamp, respectively. Piezos 1 – 7 are connected to synthetic










5.13, with detailed circuit schematic shown in Fig. 5.14. The HCP requires precision resis-
tance matching, and so a fully differential amplifier (Analog Devices AMP03) with 0.002%
matched resistors was selected. At the input to the digital signal processor, a field-effect
transistor (FET) instrumentation amplifier (Texas Instruments INA111AP) with maximum
bias current |ib| = 20 pA was selected to utilize the full input range of each analog input
channel and minimize the total possible bias voltage. Similarly, a FET operational amplifier
(Analog Devices AD820ANZ) with maximum bias current |ib| = 25 pA was selected as the
buffer op-amp. A resistor of Rb = 1 MΩ was connected between each pair of electrodes and
ground to provide a path to dissipate the DC bias current of the op amps, such that the
worst case DC bias voltage was |Vb| = |ib|Rb = 45 µV. A high-precision (0.5%) 10 kΩ resistor
was used for Rc to minimize additional uncertainty between synthetic impedance channels.
The capacitance of each pair of piezos was measured using a capacitance meter, with results
summarized in Table 5.1. Digital signal processing was performed on a fully programmable
gate array (FPGA) based in a National Instruments cRIO to maximize signal throughput,
with 8 input and output channels operating at 100 kHz.
The gain of the instrumentation amplifier at the input to the DSP is given by




with G = 1 at open circuit. With this alteration, assuming ideal op-amp behavior, the
overall effective admittance of the circuit shown in Fig. 5.14 as seen by the piezoelectric at
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Figure 5.15: LabVIEW interface for real-time adjustment of the digital filter coefficients and
sample rate.










is the effective continuous-time transfer function of the digital filter. Thus, for some desired





This continuous-time transfer function is then transformed into a discrete-time representa-






where T = 1/fs is the sample time of the discrete system. The resulting discrete transfer
function coefficients are used to define the digital filter running on the FPGA. The FPGA
itself is programmed using National Instruments LabVIEW, enabling real-time control of
the digital filter transfer function coefficients through the interface shown in Fig. 5.15.
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Figure 5.16: Measured FRFs for ωt/(2π) = 780 Hz with four different negative capacitance values
and various damping ratios. The locally resonant bandgap is clearly visible for each value of c, with
the largest bandwidth obtained for the most negative value of c, as expected. Note that higher
damping ratios are required to maintain stability at more negative values of c. The open circuit
response is shown for reference.
5.4.1 Locally Resonant Bandgap + Negative Capacitance
Experiments were performed to investigate a single locally resonant bandgap with varying
levels of negative capacitance. To this end, a normalized admittance of the form







was used, where c denotes the fraction of the piezoelectric capacitance being canceled, ωt is
the targeted shunt resonance, and ζ is the corresponding damping ratio, included to improve
stability margins. The measured FRFs for ωt/(2π) = 780 Hz and c = 0, 0.1, 0.2, and 0.4
are shown in Fig. 5.16.
The FRFs shown in Fig. 5.16 demonstrate the capabilities of the fully programmable
metastructure. Note that the bandgap bandwidth can be dramatically increased through the
use of negative capacitance, and stability can be maintained by a corresponding increase in
damping ratio. Note that, unlike the predictions of Section 3.2 for a continuous piezoelectric
bimorph, the locally resonant bandgap of the fabricated bimorph has a constant left edge
frequency for increased negative capacitance. Comparison of the two curves given for c = 0.1
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and c = 0.2 demonstrate the fine control over the damping ratio of the resonant poles and
zeros. Finally, it is noted that the limitations of this system come primarily from the output
current of the op-amps and voltage input/output limitations in the DSP system.
5.5 Conclusions
This chapter describes a method for designing shunt circuits for electromechanical metas-
tructures based on the root locus method. Poles and zeros can be placed according to the
desired structural behavior (e.g. damping, bandgaps), and the corresponding shunt circuit
admittance is easily obtained. This is especially useful for implementation on a system with
synthetic impedance, for which the admittance is simply implemented as a digital transfer
function on a controller. Examples of applications are shown for adding damping, obtaining
a locally resonant bandgap, or creating multiple bandgaps in a cantilever bimorph beam. A
synthetic impedance circuit for use with symmetric voltages was developed and simulated
in Simulink, giving good agreement with the predicted frequency response functions for
creating a locally resonant bandgap with and without negative capacitance. Experimen-
tal validation was performed using a piezoelectric bimorph beam with separately bonded
piezoceramic patches, along with fabricated HCP-based synthetic impedance circuits.
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CHAPTER 6
TIME- AND SPACE-MODULATED ELECTROMECHANICAL
METAMATERIALS
6.1 Introduction
The analysis of shunt circuit design in Chapter 5 is limited to steady-state vibrations and
fixed shunt impedance, such that the normalized admittance h(s) was identical for each elec-
trode pair. However, many interesting phenomena become possible when material proper-
ties vary in time and/or space, such as selective wave filtering [61] and non-reciprocal wave
propagation [47]. Much of the existing literature studying such spatiotemporal periodic
systems consider a structure whose material properties vary arbitrarily in time and space,
something that is not possible to realize experimentally. Thus, this chapter develops fully
coupled electromechanical analysis techniques for a more realistic implementation of these
spatiotemporal periodic structures by utilizing a piezoelectric metamaterial whose shunt
impedances vary in time and space. Such time-varying concepts are easily realizable using
synthetic impedance circuits, which have impedance determined by a digital controller.
6.2 Generalized Plane Wave Expansion Method for Spatiotemporal
Periodic Piezoelectric Metamaterials
Consider an infinite piezoelectric bimorph plate made from a 2D Bravais lattice of unit cells,
each with a single electrode pair, with lattice vectors a1 and a2. The governing equations















d(P−Prs)∇2w(P, t)dD = −irs(t) (6.2)
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where the lattice coordinates (r , s) denote the unit cell whose origin is at a position
Prs = ra1 + sa2 (6.3)
which has corresponding electrode voltage vrs(t) and current input irs(t). Note that the
electrode domain function d(P) is defined for the electrode in the unit cell at (0 , 0), such
that d(P−Prs) defines the electrode of the unit cell at (r , s).
Since the shunt impedance is now being modulated in time, it is no longer possible to
define an effective admittance Yrs. Rather, at any specific instance, assume that the shunt








Further, assume that the coefficients ars,k(t) are modulated periodically with fundamental
frequency ωm, such that the coefficients can be expanded using a Fourier series:













Next, assume that these coefficients are periodic in space over some integer number of unit
cells along each lattice direction, i.e.
bkl(r, s) = bkl(r + rm, s+ sm), rm, sm ∈ Z≥1 (6.7)
for some number of unit cells in each lattice direction rm and sm. Thus, to ensure that
the system is periodic, it becomes necessary to consider a supercell consisting of rm × sm
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primitive unit cells, with corresponding supercell lattice vectors
ã1 = rma1, ã2 = sma2 (6.8)
Note that the notation (̃·) will be used to denote quantities related to the supercell, as



















G̃mn = mb̃1 + nb̃2 (6.11)
is the (m,n) reciprocal lattice vector, where b̃1 and b̃2 are the reciprocal lattice vectors
corresponding to the supercell lattice vectors ã1 and ã2. The reciprocal lattice vector G̃mn
satisfies
eiG̃mn·P̃pq = 0, m, n, p, q ∈ Z (6.12)
where P̃pq = pã1 + qã2 is the position of the origin of the supercell at (p , q). Overall, the





















For a wave at frequency ω, it is hypothesized that the voltage will be harmonic at the
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Similarly, for a wave with Bloch wavevector k, consider solutions for the plate displacement
w(P, t) of the form





Substituting Eqs. (6.15), (6.16), and (6.17) into Eqs. (6.1) and (6.2) and applying the























−iG̃mn·Prs [i(ω + qωm)]k Vrs,q(ω,k) = 0 (6.19)
The remainder of the analysis is very similar to the typical plane wave expansion procedure.


























−iG̃mn·Prs [i(ω + qωm)]k Vrs,q(ω,k) = 0 (6.22)
Next, consider another unit cell separated by a supercell displacement P̃uv, at lattice coor-






















−iG̃mn·Prs [i(ω + qωm)]k (Vrs,q(ω)− Vr2s2,q(ω)eik·P̃uv) = 0 (6.24)
This relationship must hold for all ω and all wavevectors k, implying
Vr+prm,s+qsm,l(ω) = Vrs,l(ω)e
−ik·P̂pq (6.25)






















eiG̃mn·Peik·(P−P̂pq)∇2d(P−Prs − P̂pq)dD (6.27)
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where D̃ denotes the domain of the supercell at the origin, with corresponding area
∆D̃ = ‖ã1 × ã2‖ (6.28)
Importantly, the indices (r , s) in this term only range over the supercell at the origin. Thus,





























∇ej(k+G̃mn)·P · n dS (6.33)
where d0 is the domain of the electrode in the unit cell at (0 , 0). Thus,
Wlmn(ω,k)
(




















−iG̃mn·Prs [i(ω + qωm)]k Vrs,q(ω,k) = 0 (6.35)
Equations (6.34) and (6.35) form a polynomial eigenvalue problem that can be used to
solve for the dispersion relation for spatiotemporal periodic piezoelectric metamaterials.
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For maximum plane wave index M and harmonic index L, the system matrices are size
Ntot = (2M + rmsm)
2(2L+ 1) (6.36)
Although in principle Eqs. (6.34) and (6.35) can be used to study general impedance mod-
ulation, significantly more insight is gained by considering simplified sets of equations.
6.2.1 No Modulation
To verify that Eqs. (6.34) and (6.35) agree with the previously derived results of Eqs. (3.126)
and (3.127), first consider the case of a single unit cell with no modulation. With a single
unit cell and only constant shunt impedance, ωm = 0 and rm = sm = 1, yielding only one
term in both equations corresponding to l = 0:
Wmn(ω,k)
(
DE ||k + Gmn||4 −mpω2
)







∗(Gmn) = 0 (6.38)
which are identical to the previously obtained plate equations in Eqs. (3.126) and (3.127),




6.2.2 Space Modulation Only
For systems without modulation in time, ωm = 0, and so only l = 0 is required:
Wmn(ω,k)
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−iG̃mn·Prs(iω)kVrs,0(ω,k) = 0 (6.40)
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Assuming capacitive modulation only, these expressions can be combined as
Wmn(ω,k)
(













Wpq(ω,k) = 0 (6.41)
where Crs is the capacitive load on the electrode at (r , s). This is a generalized eigenvalue




















−i(k+G̃mn)·PrsD∗(G̃mn) = 0 (6.43)
where ωr,s is the resonant frequency of the LC shunt at unit cell (r , s). This is a generalized
eigenvalue problem for the eigenvalue ω2 at each value of the Bloch wavevector k.
6.2.3 Time Modulation Only
For systems without spatial modulation, only a single unit cell needs to be considered, and
so rm = sm = 1, yielding
Wlmn(ω,k)
(
DE ||k + Gmn||4 −mp(ω + lωm)2
)













V0,q(ω) = 0 (6.45)
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For simplicity, consider the simplest form of harmonic perturbation










Thus, Eq. (6.45) becomes
(ω + lωm)








(ω + (l − 1)ωm)Vl−1(ω) + (ω + (l + 1)ωm)Vl+1
)
= 0 (6.51)
with associated plate equation
Wlmn(ω,k)
(
DE ||k + G̃mn||4 −mp(ω2 + 2lωmω + l2ω2m)
)
− ϑD(Gmn)Vl(ω) = 0 (6.52)
This is a quadratic eigenvalue problem for the eigenvalue ω of the form
ω2A(k) + ωB(k) + C(k) = 0 (6.53)
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6.2.4 Capacitive Spatiotemporal Modulation










−iG̃mn·Prs(ω + qωm)Vrs,q(ω,k) = 0 (6.54)
Two types of temporal modulation are considered here. First, simplifications for purely
sinusoidal modulation are presented, followed by discussion of square wave-type modulation,
more representative of systems relying on switching circuits.
6.2.4.1 Sinusoidal Spatiotemporal Modulation
Consider modulation of the form




















e−iG̃11·Prs(ω + (l − 1)ωm)Vrs,l−1 + eiG̃11·Prs(ω + (l + 1)ωm)Vrs,l+1
)
= 0 (6.57)
Equations (6.34) and (6.57) form a quadratic eigenvalue problem for the eigenfrequency ω
at each Bloch wavevector k.
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6.2.4.2 Square Wave Spatiotemporal Modulation
Next, assume modulation of the form

















































































−iG̃mn·Prs(ω + qωm)Vrs,q(ω,k) = 0 (6.63)
(ω + lωm)



















(ω + qωm)Vrs,q(ω,k) = 0
(6.64)
Equations (6.34) and (6.64) form a quadratic eigenvalue problem for the eigenfrequency ω
at each Bloch wavevector k.
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6.2.5 Inductive Spatiotemporal Modulation











−1Vrs,q(ω,k) = 0 (6.65)
Note that the use of inductive shunting greatly complicates the polynomial eigenvalue prob-
lem, as the higher harmonic terms appearing in the denominator cannot be collected as
easily. This is true regardless of the modulation scheme, as even sinusoidal modulation
leads to a fourth order polynomial eigenvalue problem, as discussed in the following section.
6.2.5.1 Sinusoidal Spatiotemporal Modulation





















2 + (3l2 − 1)ω2mω + l(l2 − 1)ω3m
)
Vrs,l(ω,k) +
(ω2 + 2lωmω + (l
2 − 1)ω2m)ω2t Vrs,l(ω,k) +
∆ω2
2





eiG̃11·Prs(ω2 + (2l − 1)ωm + l(l − 1)ω2m)Vrs,l+1(ω,k) = 0 (6.67)
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with
a3 = 4lωm (6.68)
a2 = (6l
2 − 1)ω2m (6.69)
a1 = 2l(2l
2 − 1)ω3m (6.70)
a0 = l
2(l2 − 1)ω4m (6.71)
Equations (6.34) and (6.67) form a quartic eigenvalue problem for the eigenfrequency ω at
each Bloch wavevector k of the form
[
A(k)ω4 + B(k)ω3 + C(k)ω2 + D(k)ω + E(k)
]
x = 0 (6.72)
It should be noted that quartic eigenvalue problems are challenging to solve numerically,
suffering from poor scaling if either A or E are singular, with the potential for zero and
infinite eigenvalues [79, 80]. However, several researchers have suggested improved methods
for solving this problem through scaling and deflation of zero and infinite eigenvalues [80].
For the numerical studies presented here, the scaling suggested in [80] is used. Define the
scaled matrices
Â(k) = δγ4A(k) (6.73)
B̂(k) = δγ3B(k) (6.74)
Ĉ(k) = δγ2C(k) (6.75)
D̂(k) = δγD(k) (6.76)









‖E(k)‖2 + ‖γD(k)‖2 + ‖γ2C(k)‖2 + ‖γ3B(k)‖2
(6.78)
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where ‖ · ‖2 is the matrix 2-norm. Thus, the scaled eigenvalue problem
[
Â(k)ν4 + B̂(k)ν3 + Ĉ(k)ν2 + D̂(k)ν + Ê(k)
]
x = 0 (6.79)
is solved, where it is immediately clear that the eigenfrequencies of the original system
are ω = γν. This scaling alone is insufficient, as the matrix A is always singular for
the problem as given. Thus, a quadratification (i.e. reduction to an equivalent quadratic
eigenvalue problem) of the form suggested in [80] is used:
(
ν2M(k) + νC(k) + K(k)
)





 , C(k) =
B̂(k) 0
D̂(k) 0









The right eigenvector x of the original system can be related to v1 and v2 by expanding
the two blocks of Eq. (6.80) as
ν4Â(k)v1 + ν
3B̂(k)v1 − ν2v2 = 0 (6.83)
ν2(Ĉ(k)v1 + v2) + νD̂(k)v1 + Ê(k)v1 = 0 (6.84)
Combining,
[
Â(k)ν4 + B̂(k)ν3 + Ĉ(k)ν2 + D̂(k)ν + Ê(k)
]
v1 = 0 (6.85)
and so by Eq. (6.79), x = v1, i.e. the original eigenvector is simply a partitioned subset of
the eigenvector of the quadratification in Eq. (6.80). It can be shown that the spectrum
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of the quadratic eigenvalue problem Eq. (6.80) is equivalent to the original, scaled quartic
eigenvalue problem Eq. (6.79) (see e.g. [81]). The resulting quadratic eigenvalue problem
is solved using the freely available quadeig Matlab function, which automatically handles
the removal of zero and infinite eigenvalues [79].
6.3 Numerical Studies
With the simplified sets of equations obtained through Sections 6.2.1 – 6.2.5, numerical in-
vestigations are presented for a variety of interesting wave phenomena. Consider a rectangu-
lar unit cell with identical dimensions to those considered in Section 3.5.2, with a = b = 5 cm,
hs = hp = 1 mm, an aluminum shim, and PZT-5A piezoelectric layers. For concreteness,
assume that each unit cell has full electrode coverage. To highlight the reciprocity breaking
phenomenon, only modulation and wave propagation along the ΓX direction is considered
here. For waves propagating in this direction, the Bloch wavevector k is given by
k = µG̃10 (6.86)
where µ is a dimensionless normalized wavenumber. It is also worth noting that the
spatiotemporal modulation of shunt impedance generates numerous additional dispersion
branches, the majority of which do not greatly influence the real dynamics of the system
[49]. As such, to clarify the pertinent wave branches of the dispersion curve, each calculated
(ω , µ) point is weighted by its corresponding zero-order plane wave amplitude |W000(ω, µ)|.
For each value of µ, define the set of eigenvalues as Ω(µ) and the corresponding eigenvec-
tors as X(µ). For each eigenvalue ωi ∈ Ω(µ) and the corresponding eigenvector xi ∈ X(µ),










is the maximum fundamental wave amplitude over all of the eigenvectors of the resonant
frequencies ω at the specified Bloch wavevector k. The resulting points (µ , ωi , σ(ωi, µ)) are
plotted as the dispersion curves, with a threshold on σ to highlight only the dominant wave
modes.
Note that, for conventional time-invariant materials, reciprocity states that Ω(µ) =
Ω(−µ), i.e. the eigenvalues are symmetric with respect to the µ = 0 axis. Furthermore,
the dispersion relation must be periodic, such that Ω(µ) = Ω(µ + 2). Because of this, it
is typical to plot dispersion curves for µ ∈ [0 , 1), also known as the irreducible Brillouin
zone [62], which is sufficient to capture the entire dispersion relation for reciprocal media.
However, in the time-modulated systems, additional care must be taken to capture non-
reciprocal behavior. Consequently, dispersion diagrams are shown here for µ ∈ (−1.5 , 1.5)
to illustrate any non-reciprocal behavior.
For implementation of these spatiotemporal periodic concepts in real systems, it is desir-
able to use the minimum required number of unit cells in the supercell without limiting per-
formance. It has been noted in previous work that using two unit cells is insufficient to gen-
erate non-reciprocal behavior, since each modulated unit cell generates counter-propagating
waves [59]. Thus, the results of this section consider a supercell of rm = 3 and sm = 1 unit
cells along the x and y directions, respectively.
6.3.1 Capacitive Sinusoidal Modulation
Consider capacitive modulation of the form







With this definition, the un-modulated system is obtained by setting C0 = ∆C = 0, spatial
modulation corresponds to ωm = 0, and time modulation removes the r dependence. For
concreteness, the parameters ωm/(2π) = 50 Hz, C0 = 0, and ∆C = Cp/2 are used in
simulations. A comparison of the four dispersion diagrams (i.e. no modulation, spatial
modulation, time modulation, and spatiotemporal modulation) is shown in Fig. 6.1.




Figure 6.1: Comparison of dispersion curves for (a) no modulation, (b) time modulation, (c)
spatial modulation, and (d) spatiotemporal modulation. Normalized resonant frequencies ω/ωm
are plotted against the normalized wavenumber µ = kxam/π. The unmodulated system has no
bandgap, whereas the spatial modulation creates a bandgap near ω/ωm = 5. The time modulated
system exhibits no bandgap, but forms wavenumber bandgaps at ωm/2 as predicted in [61]. The
spatiotemporal modulated system exhibits non-reciprocal behavior, as the −µ bandgap shifts to a
lower frequency, and the +µ bandgap shifts to a higher frequency.
137
and has a dispersion relation which is symmetric about µ = 0. The spatially periodic system
(Fig. 6.1c) displays a complete bandgap near ω/ωm = 5, as shown by the shaded region.
Again, the dispersion curve is symmetric, since there is no temporal modulation. The time
modulated system shows wavenumber bandgaps (i.e. flat bands) at ωm/2, in agreement
with the results of [61]. Lastly, the spatiotemporal periodic system (Fig. 6.1d) shows two
direction-dependent bandgaps, denoted by the red and blue shaded regions. Note that the
bandwidth of each bandgap depends largely on the extent of negative capacitance used in
the modulation, as this determines the extent of the effective stiffness modulation in the
system. The shift in each bandgap is approximately ωm/2, and the bandgap in the same
direction as the modulation wave (i.e. the −µ bandgap) shifts downward, in agreement with
previously obtained results for spatiotemporal periodic systems [47].
6.3.2 Capacitive Square Modulation
Consider capacitive modulation of the form









Again, the parameters ωm/(2π) = 50 Hz, C0 = 0, and ∆C = Cp/2 are used in simulations.
A comparison of the four dispersion diagrams is shown in Fig. 6.2. Note that, due to the
approximation of the square wave as a Fourier series, it becomes necessary to use signifi-
cantly more terms in each plane wave expansion. Thus, for the time and spatiotemporal
modulated systems, maximum plane wave indices of M = 3 and L = 5 are used.
Square modulation results in qualitatively similar behavior to sinusoidal modulation,
but requires significantly increased computation time due to higher harmonic interactions.
Note that the reciprocal bandgap generated by space modulation (Fig. 6.2c) has greater
bandwidth than the equivalent sinusoidal modulation case (Fig. 6.1c), due to the larger
capacitance mismatch between adjacent unit cells. Additionally, the square wave time-
modulated system (Fig. 6.2b) displays multiple similar magnitude dispersion branches for
ω  ωm, with the strongest two branches corresponding to the two switched states of




Figure 6.2: Comparison of dispersion curves for the square wave modulated system, showing (a)
no modulation, (b) time modulation, (c) spatial modulation, and (d) spatiotemporal modulation.
Note that the overall qualitative behavior is similar to the sinusoidal modulated case shown in Fig.
6.1, with a reciprocal bandgap in (c), and non-reciprocal bandgaps in (d).
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modulation have different bandwidths, with the bandgap in the same direction as the mod-
ulation having slightly larger bandwidth.
6.3.3 Inductive Sinusoidal Modulation













It is expected that in the absence of modulation (∆ω = 0), the system will exhibit a locally
resonant bandgap consistent with the results of Chapter 3. This numerical investigation
focuses on the additional bandgaps that are created through spatiotemporal modulation of
the shunt impedance, and so the primary frequency range of interest is 0 < ω < ωt, i.e.
the frequencies below the locally resonant bandgap. For concreteness, consider parameters
ωt/(2π) = 300 Hz, ∆ω/(2π) = 200 Hz, and ωm/(2π) = 30 Hz, with M = 2 and L = 1
harmonic terms used in the plane wave expansion. The resulting dispersion curves for the
four cases of (a) no modulation, (b) time modulation only, (c) space modulation only, and
(d) spatiotemporal modulation are shown in Fig. 6.3.
Modulation of the shunt inductance yields rich dynamical behavior, but maintains the
interesting features of capacitive modulation. As expected, the constant inductance case
exhibits reciprocal behavior and a locally resonant bandgap near ω = ωt. Time modulation
of this shunt inductance does not create any additional bandgaps (including wavenumber
bandgaps), but shows multiple dispersion branches closer to the shunt resonance ωt. Spatial
modulation of the shunt inductance creates an additional, reciprocal bandgap at µ = ±1,
similar to the results of capacitive modulation in space. Finally, spatiotemporal modulation
of the shunt inductance creates non-reciprocal bandgaps, again shifting the −µ bandgap to a
slightly lower frequency. To the author’s knowledge, this is the first numerical demonstration
of reciprocity breaking through inductive modulation, which has the potential to greatly
improve stability margins over purely capacitive circuits. From the perspective of synthetic
impedance, inductance is implemented through integral control action, whereas capacitance




Figure 6.3: Comparison of dispersion curves for the system with modulated inductance, showing
(a) no modulation, (b) time modulation, (c) spatial modulation, and (d) spatiotemporal modulation.
Note that the overall qualitative behavior is similar to the sinusoidal modulated case shown in Fig.
6.1, with a reciprocal bandgap in (c), and non-reciprocal bandgaps in (d).
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Figure 6.4: Bandgap frequencies in each wave direction for a sinusoidally spatiotemporally mod-
ulated system with M = 1, L = 1, C0 = 0, ∆C = Cp/2, and varying modulation frequencies ωm.
Each bandgap is shown by the shaded region, with red and blue indicating the −µ and +µ bandgaps,
respectively.
greatly reduced power requirements as compared to negative capacitance, which generates
very large gain values.
6.3.4 Modulation Speed Effects
It has been previously noted that the dispersion of spatiotemporal modulated systems de-
pends heavily on the speed of the modulation wave relative to the wave speed in the mate-
rial. To that end, consider again the sinusoidally modulated system of Section 6.3.1 and the
bandgaps that form due to spatiotemporal modulation of the shunt capacitance. Rather
than consider a single dispersion diagram, the bandgap edge frequencies are calculated for
a variety of modulation frequencies ωm, with all other parameters fixed. The resulting
bandgaps for −µ and +µ are shown in Fig. 6.4.
Figure 6.4 summarizes the different bandgap behaviors that are exhibited by the spa-
tiotemporal periodic system. The spatially modulated system (ωm = 0) has a completely
reciprocal bandgap, as the edge frequencies of the −µ and +µ bandgaps are exactly equal.
For small values of ωm, there are both reciprocal (i.e. the purple region in Fig. 6.4) and
non-reciprocal bandgaps, as the temporal modulation has not caused enough of a shift to
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completely separate the −µ and +µ bandgaps. Finally, for sufficiently large values of ωm,
there are no reciprocal bandgaps in the system, as the two bandgaps have completely sep-
arated. Note that using this first-order plane wave expansion, the change in the position of
each bandgap is approximately linear with the modulation frequency ωm. Additionally, the
bandgaps are clearly mirror images of each other, due to the equivalence of negating µ and
ωm.
6.3.5 Resistive Loss
For real implementations of piezoelectric metamaterials with modulated shunt impedance,
DC resistance is required for each piezoelectric element to dissipate the DC bias current
from the inputs to the op-amps. As such, it is vital to understand the influence of resistive
loss on the performance of spatiotemporal modulated piezoelectric metamaterials to ensure
that the desired bandgap behavior is maintained.
Note that non-modulated resistive loads are simple to include in the derived framework,





For simplicity, consider sinusoidally modulated capacitance as in Section 6.3.1, now with
the inclusion of a parallel, constant bias resistance Rb:
(ω + lωm)














From circuit considerations alone, it can be predicted that Rb → 0 will remove the effect
of capacitive modulation by short-circuiting the capacitive load, whereas Rb → ∞ will
have no effect, maintaining the performance of the modulated system. The bandgap edge
frequencies for varying Rb are shown in Fig. 6.5.
It is clear from Fig. 6.5 that sufficiently small bias resistance Rb reduces and eventually
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(a) (b)
Figure 6.5: Bandgap edge frequencies for varying resistive load Rb for (a) ωm/(2π) = 10 Hz
(partially non-reciprocal) and (b) ωm/(2π) = 50 Hz (completely non-reciprocal). It can be observed
that sufficiently small resistive loads greatly diminish the bandwidth of both bandgaps.
eliminates the bandgaps in both directions. For the system which exhibits a partially
reciprocal bandgap (Fig. 6.5a), the reciprocal bandgap is eliminated for sufficiently small
resistive loads.
6.4 Conclusions
This chapter presents a plane wave expansion method for analyzing the dispersion relations
of piezoelectric metamaterial plates with time- and space-modulated shunt impedance. It is
shown that the most general case of spatiotemporal modulation of shunt impedance yields a
polynomial eigenvalue problem. Case studies demonstrate that spatiotemporal modulation
of capacitance or inductance can break reciprocity and create unidirectional bandgaps. Both
sinusoidal and square wave-type capacitive modulation are analyzed, showing qualitatively
similar behavior for the same modulation frequency. Inductive modulation greatly compli-
cates the polynomial eigenvalue problem, resulting in a quartic eigenvalue problem for the
simplest case of sinusoidal modulation. Numerical studies show that sinusoidal inductive
modulation can create non-reciprocal bandgaps at frequencies below the locally resonant
bandgap. This suggests a promising route towards breaking elastic wave reciprocity, as in-
ductive shunt circuits are potentially much more stable than negative capacitance circuits.
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The effect of the modulation frequency on the bandgap frequency range is investigated,
showing that the standard reciprocal bandgap can be made partially non-reciprocal for very
slow temporal modulation frequencies ωm, or completely separate for larger values of ωm.
This analysis technique enables investigation of more complex time-varying circuits, and
can be used to quantify the effects of resistive loss. It is shown that small parallel resistance
greatly diminishes the bandwidth of the directional bandgaps, such that care must be taken
in selecting op-amps with small input bias current. This model does not take into account
other forms of damping (e.g. bonding layer between the piezoelectric layers and the central
shim), although approximations for light structural damping can be easily included.
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CHAPTER 7
CONCLUSIONS, CONTRIBUTIONS, AND FUTURE WORK
7.1 Summary and Conclusions
This research investigates the dynamics of both mechanical and electromechanical locally
resonant metastructures, as well as other advanced metamaterial concepts leveraging syn-
thetic impedance shunt circuits. Novel analysis techniques for finite metamaterial systems
using modal analysis are developed that can be used to account for boundary conditions,
resonator placement, and other effects that cannot be easily captured by unit cell dispersion
analysis. These techniques are widely applicable to any future real-world implementations
of metamaterial concepts, which will require consideration of boundary conditions, mode
shape development, and efficient resonator placement.
7.1.1 Mechanical Locally Resonant Metastructures
Utilizing the mathematical similarities in the governing equations for many canonical vi-
brating structures, a general operator formulation is presented to model locally resonant
metastructures bearing point-attached mass-spring resonators. It is demonstrated that, re-
gardless of the type of underlying structure, metamaterial-type performance is governed by
a mode shape-dependent Riemann sum approximation of the mass orthogonality integral.
Under the assumption of an infinite number of resonators on the finite structure, the ef-
fective dynamic mass of the metastructure is derived in closed form, demonstrating that it
depends only on the resonant frequency of the local resonators and added mass ratio. The
locally resonant bandgap corresponds to the frequency range where the effective dynamic
mass becomes negative, with bandwidth limited by the added mass ratio. Thus, to improve
bandwidth, it is generally necessary to add more mass to the structure or reduce the mass
of the host structure.
For systems bearing a finite number of resonators, numerical studies demonstrate that
a sufficiently large number of resonators yields behavior identical to the predicted infinite-
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resonator behavior. For bandgaps targeting higher modal neighborhoods, a larger number
of resonators is required to create the locally resonant bandgap. Furthermore, there is an
optimal, finite number of resonators that will give improved performance over the infinite-
resonator case, a phenomenon that could never be captured by unit cell dispersion analysis.
Case studies also demonstrate that the locally resonant bandgap is relatively robust to small
disorder in the resonant frequency of each local resonator, but also resonator placement on
the structure.
The general operator form of the governing equations is also used to perform unit cell
dispersion analysis using the plane wave expansion method. A generalized eigenvalue prob-
lem is derived that can be used to obtain the dispersion curves of any canonical vibrating
structure with point-attached resonators, with straightforward extensions to more complex
unit cells, such as multi-resonator unit cells, or more complex resonator subsystems.
Experimental validations were performed using an aluminum beam bearing spring steel
cantilever resonators with attached tip masses. The derived bandgap expression is validated
for several mass ratios, requiring only calculation of the mass ratio and measurement of the
local resonator resonant frequency. Experiments were also performed using non-uniform
arrangements of resonators, showing good agreement to the developed model.
7.1.2 Electromechanical Locally Resonant Metastructures
Constitutive modeling and modal analysis is presented for locally resonant piezoelectric bi-
morph beams and plates acting as electromechanical metastructures. Similar to mechanical
locally resonant metastructures, it is shown that electromechanical metastructures require a
sufficient number of segmented electrodes to obtain metamaterial-type performance. Math-
ematically, metamaterial performance is governed by an electrode-dependent Riemann sum
approximation of the symmetric form of the stiffness orthogonality integral. Under the
assumption of an infinite number of electrodes placed on the surface of the bimorph, the
effective stiffness of the metastructure is derived in closed form, depending on the system-
level electromechanical coupling and normalized shunt admittance. Thus, unlike mechanical
metastructures, electromechanical metastructures offer significant tunability through varia-
tion of the attached shunt impedance. For inductive shunting, the locally resonant bandgap
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is calculated in closed form, with bandwidth limited by the system-level electromechanical
coupling.
Optimal material and geometric parameters are presented to maximize the system-level
electromechanical coupling. The maximum value of coupling in both beams and plates
depends on the piezoelectric material coupling coefficient, with significantly larger coupling
predicted for bimorph plates.
Numerical studies show that, similar to mechanical locally resonant metastructures,
electromechanical metastructures with a sufficiently large number of segmented electrodes
form the expected locally resonant bandgap. However, unlike mechanical locally resonant
metastructures, there is no uniform arrangement of electrodes that gives better performance
that the infinite-electrode bandgap. For both beams and plates, targeting higher modal
neighborhoods requires additional electrode segmentation to achieve convergence to the
infinite-electrode bandgap.
Using the derived governing equations for thin piezoelectric bimorph plates, a fully
coupled electromechanical plane wave expansion modeling framework for unit cell dispersion
analysis is presented. The derived equations can be used to calculate the dispersion curves
of unit cells with arbitrary electrode geometry, greatly reducing the computational effort
required to analyze such systems. The derived governing equations also enable the modal
analysis of bimorph plates with arbitrary electrode segmentation. These equations can
also be used for topology optimization of electrode placement, with applications such as
piezoelectric energy harvesting.
Numerical validation was performed using the finite element method in COMSOL Mul-
tiphysics. Excellent agreement was observed for both the finite piezoelectric bimorph plate
and for the dispersion of a single unit cell. In both cases, the predicted locally resonant
bandgap agreed almost exactly with the finite element result, at a greatly reduced compu-
tational cost. These numerical studies validate the use of the simplified analytical model
for preliminary design and optimization.
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7.1.3 Hybrid Mechanical-Electromechanical Locally Resonant Metastruc-
tures
The preceding analysis shows that mechanical resonators yield frequency-dependent effec-
tive dynamic mass, whereas electromechanical resonators (i.e. electrodes with inductive
shunt circuits) yield frequency-dependent effective dynamic stiffness. It is demonstrated
that these two concepts can be combined in a single hybrid locally resonant metastructure,
which exhibits both mechanical and electromechanical locally resonant bandgaps. These
bandgaps can either be separate, overlap, or be combined into a single bandgap. Over-
lapping bandgaps yields doubly-negative properties in the overlapping frequency range,
removing the vibration attenuation properties of the locally resonant bandgap, associated
with negative group velocity. The two bandgaps can theoretically be combined in the in-
finite metamaterial system; however, for a metastructure with a finite number of resonant
unit cells, the two bandgaps cannot be smoothly combined, exhibiting numerous resonant
frequencies in the transition range between the bandgaps. The addition of light damping to
the system greatly attenuates these resonant frequencies, such that the two bandgaps can
be effectively combined.
7.1.4 Programmable Metastructures Using Synthetic Impedance
Electromechanical metastructures based on piezoelectric bimorphs with segmented elec-
trodes are a promising way to create fully tunable locally resonant bandgaps. A novel root
locus-based technique for designing shunt circuits to obtain arbitrary damping, bandgaps,
or other band structures is presented. Case studies demonstrate how to design shunt cir-
cuits for a single bandwidth of arbitrary width, multiple bandgaps, or multiple bandgaps
with improved stability margins.
Experimental validation was performed using a fabricated piezoelectric bimorph beam
and HCP-based synthetic impedance circuits. The designed system can create a locally
resonant bandgap over a wide frequency range, and the bandwidth can be increased by
including negative capacitance in the shunt impedance.
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7.1.5 Time- and Space-modulated Electromechanical Metamaterials
The fully coupled electromechanical modeling framework developed for piezoelectric bi-
morph plates is extended to time- and space-modulated metamaterials. It is shown that
by modulating the shunt capacitance or shunt inductance in space and time, directional
bandgaps are created and wave reciprocity is broken. This modeling framework is fully
general and does not rely on the assumption of material properties varying in time or
space. Instead, the effective properties of the electromechanical metamaterial are mod-
ulated through the attached shunt impedance, which can be captured through the fully
coupled electromechanical model. Furthermore, although such systems using negative ca-
pacitance have been studied previously using assumed material properties, this work is the
first to demonstrate reciprocity breaking through the modulation of shunt inductance.
7.2 Contributions
The following summarizes the major contributions of this dissertation to the state of the
art:
• Development of a novel modal analysis-based modeling framework for mechanical lo-
cally resonant metastructures using differential operator notation, which is applicable
to a broad class of vibrating structures (Chapter 2);
• Derivation of the mechanical locally resonant bandgap in closed form under the as-
sumption of an infinite number of resonators, governed by a mode shape-dependent
Riemann sum approximation of an integral (Chapter 2);
• Investigation of the effects of resonator placement, the minimum required number of
resonators, and maximum bandgap width, including the effects of boundary conditions
and mode shapes (Chapter 2);
• Experimental validation of the derived locally resonant bandgap edge frequencies using
an aluminum cantilever beam with spring steel resonators (Chapter 2);
• Derivation of the fully coupled electromechanical boundary value problem for thin
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piezoelectric bimorph plates in bending with arbitrary electrode segmentation (Chap-
ter 3);
• Derivation of the electromechanical locally resonant bandgap in closed form under the
assumption of an infinite number of electrodes, governed by a mode shape-dependent
Riemann sum approximation of an integral (Chapter 3);
• Development of an analytical, fully coupled electromechanical modeling framework
for unit cell dispersion analysis of piezoelectric bimorph plates using the plane wave
expansion method (Chapter 3);
• Investigation of the effects of electrode placement and number of electrodes on locally
resonant bandgap formation (Chapter 3);
• Numerical validation of the derived modeling framework for both finite plates and
unit cell based dispersion analysis using the finite element method (Chapter 3);
• Modeling and analysis of a novel concept for hybrid mechanical-electromechanical
locally resonant metastructures (Chapter 4);
• Demonstration of separate, combined, or overlapping bandgaps in hybrid locally res-
onant metastructures, showing that the two bandgaps cannot be smoothly combined
in finite structures (Chapter 4);
• Development of a novel root-locus based technique to design shunt circuitry for elec-
tromechanical metastructures to obtain any desired band structure, such as multiple
locally resonant bandgaps (Chapter 5);
• Experimental validation of the root locus design technique using a synthetic impedance-
based electromechanical metastructure based on a piezoelectric bimorph beam (Chap-
ter 5);
• Development of a fully coupled electromechanical framework using a generalized plane
wave expansion method for the dispersion analysis of piezoelectric metamaterial plates
with time- and space-modulated shunt impedance (Chapter 6);
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• Demonstration of reciprocity breaking in spatiotemporal periodic piezoelectric meta-
materials with modulated shunt capacitance or modulated inductance using a fully
coupled electromechanical model (Chapter 6);
7.3 Future Work
This work has considered primarily bending (A0 Lamb wave) vibrations, although the
results of Chapter 2 are applicable to other types of vibration. Future work could extend
this analysis of mechanical and electromechanical metastructures to other types of wave
propagation, such as higher-order Lamb waves and Rayleigh waves. Electromechanical
metamaterial concepts using synthetic impedance can greatly increase design flexibility for
wave conversion, gradient-index concepts, and other transient wave phenomena.
The use of synthetic impedance circuits opens new avenues for research in elastic meta-
materials. More generally, synthetic impedance is an active control technique, since it is
capable of adding energy to the system in the absence of any stimulus. Active techniques
have yet to be explored in significant depth in the context of elastic metamaterials, in part
due to the added complexity and stability problems. However, as with spatiotemporal pe-
riodic systems, many interesting phenomena necessitate the use of active components to
achieve the desired performance. Thus, future work could consider new designs for active
metamaterials/metastructures, such as the inclusion of actuators or other stimuli-responsive
materials.
The developed synthetic impedance circuits were successfully used to create fully tun-
able locally resonant bandgaps. However, these circuits were built on prototyping boards,
making the overall footprint of the circuitry significantly larger, as well as limiting the over-
all signal quality. Future work will develop a printed circuit board for multiple parallel
synthetic impedance channels, greatly simplifying the experimental setup by collecting the
circuit inputs and outputs into individual connectors. Furthermore, synthetic impedance
circuits require tuning to operate optimally in a given frequency range, depending on current
requirements and the corresponding voltage requirements to the analog input and outputs
of the FPGA. As such, introducing adjustable gain (e.g. the resistance Rc) would greatly
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improve the multifunctionality of the system.
There are a number of challenges associated with scaling up the synthetic impedance
system described in Chapter 5 to piezoelectric bimorph plates. First, the required digital
signal throughput scales linearly with the number of electrodes, such that systems with
many electrodes (e.g. 2D systems) will quickly become very expensive to manufacture. Ad-
ditionally, the electrode segmentation and wiring for 2D electromechanical metastructures
remains a challenge, as opposing electrode pairs must be electrically connected to each
other. Furthermore, it is generally not desirable to have wires coming off the surface of the
plate, a problem that can be addressed by including wire leads in each electrode running
to the exterior edge of the plate. The modeling framework presented here for piezoelec-
tric bimorph plates can be used to model the effect of these wire leads, such that future
work could consider the topology optimization of electrode and lead placement, with design
criteria such as lead width, system-level electromechanical coupling, and electrode area.
Finally, the modeling and experimental capabilities developed through this work sug-
gest a promising way to experimentally realize a metamaterial that breaks elastic wave
reciprocity. Although there have been many models developed to predict this phenomenon,
there has yet to be convincing measurement of one-way elastic wave propagation in a meta-
material system. Synthetic impedance can be used to realize time-varying shunt impedance
by varying the digital filter accordingly in time, only limited by the sample rate of the digital
system. However, challenges remain in properly scaling up the synthetic impedance system





GOVERNING EQUATIONS FOR SYSTEMS EXCITED BY BASE MOTION
For a structure excited by some base displacement wb(t) with relative vibration w(P, t), the
governing equations in physical coordinates are









a,juj(t) +mjẅ(Pj , t) = −mjẅb(t) (A.2)































The remaining procedure is the same, yielding a system of equations in the Laplace domain














The remaining procedure is the same as shown in Sec. 2.2.
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APPENDIX B
STIFFNESS OPERATORS AND MASS DENSITIES FOR CANONICAL
VIBRATING SYSTEMS
B.1 Strings, Rods, and Shafts
The transverse vibration of strings, longitudinal vibration of rods, and torsional vibration
of shafts all have second order stiffness differential operators (p = 1), and so they can all
be treated in a similar fashion. The stiffness operator has the form











T (x) strings (tension)
EA(x) rods (longitudinal stiffness)
GJ(x) shafts (torsional stiffness)
(B.2)
For strings and rods, m(x) is the mass per unit length. For shafts, m(x) is the rotary inertia
about the center of mass per unit length.
B.2 Beams
For a slender beam governed by the Euler-Bernoulli beam theory, the stiffness operator is










where EI(x) is the bending stiffness of the beam. The mass density m(x) for beams is the
mass per unit length of the beam.
Since the numerical studies presented Sec. 2.4 focus on a cantilever beam, the appro-
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priate mode shapes and eigenvalues are presented here. For a uniform cantilever beam of
length L, bending stiffness EI, and mass per unit length m, the mass-normalized mode





























and λr is the rth positive, real solution to the characteristic equation
cosλ coshλ+ 1 = 0 (B.6)
Note that it is necessary only to solve for the first several solutions to this equation numer-




, r > 5 (B.7)








Note that due to the hyperbolic functions in Eq. (B.4), it is necessary to use an approximate
mode shape for r > 10 to avoid numerical issues, given by expanding the exact mode shape















− e−λrx/L − eλr(x/L−1) sinλr
]
(B.9)
For a uniform cantilever beam experiencing base motion wb(t) with relative transverse
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For a uniform membrane with constant tension, the stiffness operator is
L = −T∇2 (B.12)
where ∇2 is the Laplacian and T is the tension per length in the membrane. The mass
density m(P) is the mass per unit area of the membrane.
B.4 Plates
For a uniform thin plate governed by Kirchhoff-Love plate theory, the stiffness operator is
L = DE∇4 (B.13)





is the flexural rigidity, E is the Young’s modulus of the material, ν is the Poisson’s ratio of
the material, and h is the thickness of the isotropic plate. The mass density m(P) is the
mass per unit area of the plate. For a uniform rectangular plate of dimensions a and b in































For a point force excitation Fo(t) at a point (xf , yf ), the modal excitation is
































33 0 0 0 0 0 d33
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where sEij are the compliance components at constant electric field, dij are piezoelectric con-
stants, and εTij are the permittivity components at constant stress. Under the assumptions
of plane stress (for a thin plate), and assuming voltage is applied through the thickness,
such that E3 is the dominant electric field component, the reduced constitutive equation
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where the overbars indicate properties obtained from the full constitutive equations (Eq.
(C.1)) under the assumptions of plane stress and voltage applied through the thickness.
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APPENDIX D
DERIVATION OF PIEZOELECTRIC BIMORPH PLATE GOVERNING
EQUATIONS AND BOUNDARY CONDITIONS
This appendix derives the fully coupled electromechanical boundary value problem for a
thin (i.e. Kirchhoff) piezoelectric bimorph plate using Hamilton’s principle. Consider a thin
piezoelectric bimorph plate made from two continuous and symmetrically located piezo-
electric layers sandwiching a central isotropic layer (i.e. shim). The piezoelectric layers are
poled in the same direction through the thickness for parallel operation under transverse vi-
brations, and the central shim is assumed to be an ideal conductor. The shim has thickness
hs, Young’s modulus Es, Poisson’s ratio νs, and density ρs. For simplicity, only the case
of transversely isotropic piezoelectric materials (e.g. piezoceramics) will be considered here.
Orthotropic piezoelectric materials can be considered under a similar modeling framework
using Hamilton’s principle. The piezoelectric layers are assumed to have the same material
properties, with identical thickness hp and density ρp.
D.1 Stress and Strain
Since the system is symmetric across the central plane of the plate, the mid-plane deforma-
tion problem is decoupled from the transverse motion. Under the kinematic assumptions
























Next, since the plate is assumed to be very thin, the assumptions of plane stress are applied,
such that the constitutive law for the piezoelectric layers is given as in Appendix C. For the





























T3 = T4 = T5 = 0 (D.10)
D.2 Kinetic Energy


































mp = ρshs + 2ρphp (D.13)
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is the flexural rigidity contribution from the central shim. For the piezoelectric layers, the































































where it has been assumed that E3 = ±v(P, t)/hp (i.e. uniform electric field) in the top and














is the effective flexural rigidity contribution of the piezoelectric layers, and





are the coupling parameter in physical coordinates and effective piezoelectric capacitance
per area. Note there are no assumptions yet on the voltage distribution v(P, t). In summary,

















































∇4wδw +∇ · (∇2w∇(δw)− δw∇∇2w)
)














where it is necessary to use the identity
∇ · (f∇g − g∇f) = f∇2g − g∇2f
with f = ∇2w, g = δw, and with f = v, g = δw. By applying the divergence theorem, the
divergence terms only affect the system’s boundary conditions. Thus, the divergence terms

















































where J(P, t) is defined as the current density flowing out of the electrodes of the bimorph
into the central shim
D.5 Boundary Conditions
Boundary terms arise only from the electrical enthalpy, since there are no added mass
contributions. Define moments and shear as
Mx = −DEwxx −DEνwyy (D.28)
My = −DEwyy −DEνwxx (D.29)














= −DE(wyyy − wxxy) (D.32)




∇(δw) · n = −
Mxδwx +Mxyδwy
Mxyδwx +Myδwy
 · n (D.33)
Next, transform to normal and tangent components to the boundary via rotation by an
angle φ:


























δwx = δwn cosφ− δws sinφ (D.38)
δwy = δwn sinφ+ δws cosφ (D.39)
Thus, the moment term in Eq. (D.33) can be rewritten as
Mxδwx +Mxyδwy
Mxyδwx +Myδwy
 · n = Mnδwn +Mnsδws (D.40)
The voltage term simplifies more easily as
ϑv∇(δw) · n = ϑvδwn (D.41)































Note that the term Mnsδw|∂D is responsible for the “corner condition,” which is unchanged



















and so the boundary conditions can be summarized as:







∇2w + ϑ ∂v
∂n




= 0 on ∂D (D.47)
or Mn + ϑv = 0 on ∂D (D.48)
The voltage coupling contributes to both the natural boundary conditions, as voltage on
the boundary applies a moment and contributes to the effective shear.
D.6 Domain Equations
Substituting Eqs. (D.15), (D.26), and (D.28) into Hamilton’s principle, and assuming the





























Since this equation must be satisfied for any δw and δv as well as any t1 and t2, the governing











∇2w(P, t) = J(P, t) (D.50)
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