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We develop a general theory for discontinuous non-equilibrium phase transitions into an absorbing
state in the presence of temporal disorder. We focus in two paradigmatic models for discontinuous
transitions: the quadratic contact process (in which activation is only spread when two nearest-
neighbor sites are both active) and the contact process with long-range interactions. Using simple
stability arguments (supported by Monte Carlo simulations), we show that temporal disorder does
not destroy the discontinuous transition in the former model. For the latter one, the first-order
transition is turned into a continuous one only in the strong-disorder limit, with critical behavior
belonging to the infinite-noise universality class of the contact process model. Finally, we have found
that rare temporal fluctuations dramatically changes the behavior of metastable phase turning it
into a temporal Griffiths inactive phase characterized by an exponentially large decay time.
I. INTRODUCTION
Non-equilibrium phase transitions have constituted a
rich and lively topic of research for many years. They
occur in a wide variety of models in ecology [1], epidemic
spreading [2], sociophysics [3], catalytic reactions [4], de-
pinning interface growth [5, 6], turbulent flow [7], among
other fields [8–10].
Since disorder due to spatial or temporal inhomo-
geneities is almost an unavoidable ingredient in many real
systems, it is then desirable to understand their effects
on these phase transitions. For continuous phase transi-
tions, it was earlier recognized that spatial and temporal
disorder changes the critical behavior whenever the gen-
eralized Harris criterion is violated [11, 12]: quenched
spatial disorder is relevant whenever dν⊥ > 2 is violated
while temporal disorder is relevant when ν‖ = zν⊥ > 2 is
violated; with ν⊥, ν‖ and z being critical exponents of the
clean phase transition and d being the number of spatial
dimensions. Since the critical exponents of the directed
percolation universality class violate the Harris criterion,
it was then argued that this was the reason why it was
never seen in experiments [13] (see however Ref. 14).
Later, it was shown that spatial disorder yields a crit-
ical behavior in the exotic universality class of infinite-
randomness type surrounding accompanied by a Griffiths
effects in the inactive phase [15–20]. More recently, it was
shown that temporal disorder yields to analogous effects,
namely, an exotic infinite-noise universality class accom-
panied by a temporal Griffiths active phase [21–24].
The effects of disorder in discontinuous non-
equilibrium phase transitions are much less understood.
It was initially shown that quenched spatial disorder can
turn a discontinuous transition into a continuous one [25]
and later, it was argued that it actually prohibits phase
coexistence and discontinuous transitions in d ≤ 2 [26].
In the case of temporal disorder, however, a recent nu-
merical study indicates that first-order phase transitions
can happen in low-dimensional systems [27].
In this work, we develop a general theory for discontin-
uous non-equilibrium phase transition in the presence of
temporal disorder. Analysis of two paradigmatic mod-
els in mean-field level is sufficient to draw quantitative
accurate predictions which we confirm in d = 1 and 2
via Monte Carlo simulations. Our main result is that
temporal disorder does not forbid first-order phase tran-
sitions. In addition, it can also turn a discontinuous tran-
sition into a continuous one when disorder is sufficiently
strong. Furthermore, we find an interesting novel phe-
nomena: temporal disorder turns the clean metastable
active phase into a temporal Griffiths inactive phase char-
acterized by extremely large decay times.
The remainder of this article, we define the studied
models in Sec. II, develop our main theory in Sec. III
where a mean-field analysis is performed. In Sec. IV we
provide Monte Carlo simulations confirming our theory
and leave concluding remarks to Sec. A.
II. THE MODELS
The usual contact process (CP) model [8, 28] is defined
on a d-dimensional lattice in which each site is either ac-
tive (A) or inactive (I). The corresponding dynamics has
the following processes: (i) a spontaneous inactivation
and (ii) an autocatalytic activation via nearest-neighbor
contact. In the former, a single active site spontaneously
decays to the inactive state with rate µ. In the latter,
an active site turns an inactive nearest-neighbor site into
an active one with rate λ. Schematically, A µ→ I and
A+ I λ→ 2A, respectively.
In this work, we study a particular case of the second
Schlögl model [29], known as the quadratic contact pro-
cess (QCP) model and a version of the CP model with
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2long-range interactions known as the σCP model [30].
They are identical to the CP model except for the ac-
tivity spreading dynamics. In the QCP model, activ-
ity is spread via the contact with two active nearest-
neighbor sites: 2A + I λ→ 3A. In the σCP model, the
activation rate depends on the length ` of the continu-
ous string of inactive sites between two active ones, i.e.,
λ → λ` = λ (1 + a`−σ), where a ≥ 0 and σ > 0 are
constants controlling the long-range “interaction” (with
a = 0 recovering the CP model). Schematically, the re-
action is A + I` λ`→ 2A + I`−1, where I` denotes the
continuous string of ` inactive sites.
For simplicity, we set µ + λ = 1 and only deals with
λ ∈ [0, 1].
Noise fluctuations (temporal disorder) are introduced
in these models by considering λ as a random time-
dependent variable. For concreteness, we divide the sys-
tem time evolution in time intervals of equal duration
∆t within which λ is constant, i.e., over the i-th time
interval the activity spreading rate equals λ = λi, with
λi being an independent random variable drawn from a
binary probability density distribution
P (λ) = pδ(λ− λ−) + (1− p) δ(λ− λ+), (1)
with λ+ > λ−. For later convenience, we rewrite λ±
in terms of the average λ = pλ− + (1− p)λ+ and δλ =
λ+−λ− (which represents the disorder strength), namely,
λ+ = λ + pδλ and λ− = λ − (1− p) δλ. We report that
we have also considered box-like distributions and have
found no qualitative difference.
III. THE MEAN-FIELD APPROACH
In this Section, we present our mean-field approach for
the effects of temporal disorder on the first-order non-
equilibrium phase transitions to an absorbing state.
A. The clean system
We start by reviewing some key aspects of the clean
phase transition and later consider the effects of temporal
disorder.
1. Mean-field approach for the clean QCP model
Let us start with the QCP model at the level of one-
site mean-field theory. The density of active sites ρ obeys
the following logistic equation
dρ
dt = −(1− λ)ρ+ λρ
2(1− ρ), (2)
where the first term on the RHS accounts for the spon-
taneous inactivation processes, whereas the second one
corresponds to the activity spreading.
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Figure 1. Mean-field phase diagram of the clean (a) QCP and
(b) σCP models (see main text). The dashed line denotes a
first-order phase transition and the solid line denotes a second
order one belonging to the directed percolation universality
class. The dotted line denotes the end of the bistability in
the active phase. For the QCP model, λc = 45 . For the σCP
model, λ∗ = 12 .
There are three steady-state (time-independent) solu-
tions ρ∞ for Eq. (2):
ρ(I)∞ = 0, ρ(S)∞ =
1
2 + α, and ρ
(U)
∞ =
1
2 − α, (3)
with α =
√
5
4 − 1λ . A phase transition occurs at λ = λc =
4
5 above which ρ
(S)
∞ and ρ(U)∞ exist (α ∈ R). As ρ(S,U)∞ → 12
when λ→ λ+c , notice the transition is discontinuous with
the order parameter being ρc = 12 at the transition. In
order to better understand the phases surrounding the
transition point, we study the stability of the steady-state
solutions ρ∞ by linearizing Eq. (2). It is found that ρ(I)∞ is
a stable solution for 0 ≤ λ < λ∗ = 1 with small deviations
from it (r = ρ−ρ∞) vanishing exponentially r ∼ e−(1−λ)t
for large t. Likewise, ρ(S)∞ is a stable solution (for λ > λc)
with small deviations vanishing as |r| ∼ e−[( 52 +α)λ−2]t
for large t. Finally, the ρ(U)∞ is an unstable solution (for
λ > λc) in which deviations grow as |r| ∼ e[2−( 52−α)λ]t
for small t. At the transition point λ = λc, the solutions
ρ
(S,U)
∞ degenerate and become a saddle point. In this case
when ρ > ρc = ρ(S,U)∞ , the deviations vanish algebraically
as r ∼ t−1 for large t, otherwise when ρ < ρc, they
increase as r ≈ − |r0| (1 + |r0| ρcλct) for small t.
We call attention to the fact that for λc ≤ λ < λ∗ there
are two stable solutions ρ(I,S)∞ being one of them corre-
sponding to the inactive absorbing state. As we show
latter, this bistability is an important feature for under-
standing the temporal disorder effects. For this reason,
we refer to this region of the active phase as metastable
phase.
The mean-field phase diagram of the QCP model is
shown in Fig. 1(a). For 0 ≤ λ < λc, the system is in
the inactive phase in which any activity becomes extinct
3as t → ∞ with ρ → ρ(I)∞ . For λc < λ < 1, the sys-
tem is in the metastable phase in which activity persists
(ρ → ρ(S)∞ ) indefinitely if the initial density ρ(0) ≡ ρ0 is
greater than ρ(U)∞ , otherwise the system evolves towards
the absorbing state. The transition at λ = λc between
the inactive and the metastable phase is discontinuous.
Finally, at λ = λ∗ = 1 the system is in the usual active
phase.
It worth noting that Eq. (2) can be fully integrated,
yielding
ln
(
ρ
ρ0
)
−
(
ρ
(S)
∞
2α
)
ln
(
ρ− ρ(U)∞
ρ0 − ρ(U)∞
)
+
(
ρ
(U)
∞
2α
)
ln
(
ρ− ρ(S)∞
ρ0 − ρ(S)∞
)
= − (1− λ) t. (4)
From this solution, all previous conclusions follow
straightforwardly. Evidently, at the transition point
λ = λc, a direct integration of the resulting logistic equa-
tion dρdt = −λcρ(ρ− ρc)2 yields to
ln
(
ρ0 (ρ− ρc)
ρ (ρ0 − ρc)
)
+ ρc (ρ0 − ρ)(ρ− ρc) (ρ0 − ρc) = ρ
2
cλct. (5)
Decay time towards the absorbing state close to the
transition: general results An important quantity for
our analysis is the time T necessary for the system to
decay into the absorbing state when it is in the inac-
tive phase but very close to the transition, i.e., when
λ = λc−`, with 0 < ` λc (see Fig. 2). A intuitive defi-
nition for T would be the following: starting from ρ0 = 1,
the decay time T is such thatρ(T )  ρc. Although this
can be easily accomplished, we adopt another (and more
elegant) one: We define T as the time interval for the evo-
lution from ρ0 = ρc+ to ρ(T ) = ρc−, with 0 <  ρc.
Since we now have to small parameters `λc and

ρc
, we
now need to specify which one is smaller. Since we wish
to connect with the first definition, we then require that
`
λc
≪ ρc . Inspections o the resulting logistic equation
show that `ρ2c  2λc is sufficient.
We are now in position of computing T . This task can
accomplish in more general grounds (applicable to other
models) by considering a logistic equation of type
dρ
dt = ρ (λf(ρ)− 1) . (6)
(The choice f = 1 + ρ − ρ2 recovers the QCP model.)
The discontinuous transition point λc and density ρc are
obtained from λcf(ρc) = 1 and f ′(ρc) = 0. Defining
ρ(t) = ρc − r(t), we study the time T required for r(t)
evolving from − to . Expanding the logistic equation
(6) for |r| and ` (and noticing that f ′′(ρc) < 0), then
dr
r2 +R2 ≈
pi
RT
dt, (7)
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Figure 2. The mean-field density ρ as a function of time
t for the QCP model for various activation rates λ in the
inactive phase λ < λc. The inset shows the time T when
ρ = 0.1 (dotted line of the main panel). The dashed line is
the analytical result Eq. (8).
where R =
√
2`
|f ′′(ρc)|f(ρc) and
T = 2pi√
2` |f ′′(ρc)|ρc
= t0 (λc − λ)−φ . (8)
The time scale T is exactly the decay time obtained by
integrating Eq. (7) from − to  and taking the limit
  R. We finally conclude that, in the mean-field ap-
proximation, T diverges with exponent φ = 12 . (For the
QCP model, the microscopic time scale is t0 = 2pi, see
also Fig. (2)).
2. Mean-field approach for the clean σCP model
In this case, at the level of one-site mean-field theory,
the density of active sites ρ is obtained from
dρ
dt = −(1− λ)ρ+ λρ
2
∞∑
`=1
(1 + a`−σ)(1− ρ)`
= (2λ− 1)ρ− λρ2 [1− agσ(1− ρ)] , (9)
where gν(z) =
∑∞
`=1
z`
`ν =
1
Γ(ν)
´∞
0
xν−1
z−1ex−1dx is the Poly-
logarithm function which, for 0 ≤ z < 1 and ν > 0,
becomes the familiar Bose-Einstein function. Notice
that when agσ (1− ρ) ≥ 1, the nonlinear term ∝ ρ2
changes sign and a new behavior is expected, other-
wise the same physics of the usual CP model is recov-
ered. Finally, notice that Eq. (9) is of the type (6) with
f = 2− ρ (1− agσ (1− ρ)).
As in the QCP model, there is a trivial steady-state
density ρ(I)∞ = 0 representing the inactive absorbing
state. It is stable for λ ≤ λ∗ = 12 and unstable for
λ > λ∗. Thus, λ > λ∗ delimits the usual active phase
(without bistability). Nontrivial steady-state densities
are shown in Fig. 3 for some values of a and σ, which are
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Figure 3. The possible steady-state densities ρ∞ as a function
of the activity spreading rate λ for the values of the exponent
σ = 0.5 (top) and σ = 2.0 (bottom panel) and various values
of the parameter a as indicated.
the real solutions of the equation f(ρ∞) = λ−1, namely
ρ∞ [1− agσ(1− ρ∞)] = 2− λ−1. (10)
When λ > λ∗, Eq. (10) has only one stable solution ρ(S)∞
corresponding to the usual active phase as already antic-
ipated. When f ′ (0) > 0 (or agσ(1) > 1), Eq. (10) has
two finite-density steady-state solutions: ρ(S)∞ and ρ(U)∞
(with ρ(S)∞ ≥ ρ(U)∞ ) which are stable and unstable, respec-
tively. Thus, the region λc < λ < λ∗ corresponds to the
metastable phase. At λ = λ∗, the bistability of the active
phase ends.
For f ′(0) > 0, it is clear the transition from the in-
active phase to a metastable phase at λ = λc < λ∗ is
discontinuous. The order parameter ρc at the discontin-
uous transition is obtained from f ′(ρc) = 0, i.e., a−1 =
gσ(1− ρc)− ρc1−ρc gσ−1(1− ρc). The corresponding tran-
sition point is λc = f−1(ρc) = [2−ρc(1−agσ(1−ρc))]−1
[see the dashed line in Fig. 1(b)]. On the other hand if
agσ (1) ≤ 1, the transition from the inactive to the ac-
tive phase is continuous at λ = λ∗ and belonging to the
directed percolation universality class.
Finally, at the inactive phase but near the tran-
sition point to the metastable phase, λ = λc − `,
the time needed for decay from an initial state such
that ρ(0) > ρc diverges when ` → 0+ as T =
t0`
−φ, with exponent φ = 12 and constant t0 =
2pi
(
ρ−1c − 1
)
/
√
2a [(2− ρc) gσ−1 − ρcgσ−2], according to
Eq. (8).
B. Overview of the temporal disorder effects
Let us now discuss the effects of temporal disorder on
the clean phase diagram of the QCP and σCP models
(see Fig. 1). For simplicity, we assume that λ takes only
two possible distinct values with equal and independent
probabilities [see Eq. (1) for p = 1/2] along system time
evolution. As will become clear, although we base our
quantitative conclusions on the mean-field analysis, our
conclusions are qualitatively applicable to any dimension
provided that it supports a discontinuous phase transi-
tion.
1. Effects on the phases
Firstly, let us discuss the effects of temporal disorder
on the nature of the phases, i.e., let us discuss the case
in which both λ− and λ+ are in the same (clean) phase.
When 0 ≤ λ± < λc, the system inevitably evolves into
the absorbing state, and hence, the inactive phase is not
qualitatively affected by the temporal disorder. Natu-
rally, the decay dynamics change whether λ = λ+ or λ−.
Likewise, the active phase is also unaffected by disor-
der (λ∗ < λ± ≤ 1). Evidently, the steady-state density
ρ∞ fluctuates between the corresponding values ρ(S)∞ (λ−)
and ρ(S)∞ (λ+), but the main feature of supporting long-
standing activity regardless of the initial state (provided
that ρ0 6= 0) is unaffected.
The analysis of the metastable phase is more involv-
ing. Since ρ(U)∞ (λ+) < ρ(U)∞ (λ−) [see, e.g., Eq. (3) and
Fig. 3], when the initial state density ρ0 ≥ ρ(U)∞ (λ−)
[ρ0 ≤ ρ(U)∞ (λ+)], the system will evolve to the active [in-
active] state just like in the clean metastable phase. The
new feature happens when ρ(U)∞ (λ+) < ρ0 < ρ(U)∞ (λ−).
In this case, the fate of the density will depend on the
details of the temporal fluctuation. If a rare fluctuation
of long activity window appears in the beginning, i.e., if
initially λ = λ+ for a sufficiently long period, the den-
sity then increases beyond ρ(U)∞ (λ−) and the system will
thus evolve towards the long-standing activity. On the
other hand if this rare fluctuation is such thatλ = λ−,
then ρ will become less than ρ(U)∞ (λ+) putting the sys-
tem towards inactivity. The lack of determinism for
the evolution of ρ(t) based only on knowledge of the
initial condition ρ0 is a new feature appearing in the
metastable phase due to temporal disorder in the region
ρ
(U)
∞ (λ+) < ρ0 < ρ(U)∞ (λ−).
52. Effects on the phase transitions
Let us now discuss the more interesting cases when λ−
and λ+ are in different phases of the clean phase diagram.
We start analyzing the case when there is a mix of the
inactive (λ− < λc) and the metastable (λc ≤ λ+ < λ∗)
phases. Here, temporal disorder destroys the metastable
phase replacing it by the inactive one. The explana-
tion is simple. After a sufficiently long time, the sys-
tem encounters with probability one a rare fluctuation in
which λ = λ− for a sufficiently long time interval [greater
than T in Eq. (8)]. When this happens, ρ evolves below
ρ
(U)
∞ (λ+) and thus, the system activity decays towards
extinction. In addition, notice that the first-order charac-
ter of the transition between the inactive and metastable
phase (happening when λ− → λc) is preserved.
Because extinction happens only after a large and rare
temporal interval in the inactive phase, we call this phase
as temporal Griffiths inactive phase. Evidently, confirm-
ing the complete destruction of the metastable phase nu-
merically is a difficult task since the time T ′ needed for
ρ evolving below ρ(U)∞ (λ+) is exponentially large in the
interesting regime of λ− being sufficiently close to λc (or
∆t  T ) and λ+ being far from λc. On average, the
upper limit time for decaying into the absorbing state is
given by (see Appendix (A))
lnT ′ ∼ − ln p
∆t (λc − λ−)φ
, (11)
with p and ∆t defined in Eq. (1) and the diverging
T ∼ (λc − λ−)−φ, as defined in Eq. (8). The fact that
T ′ is very different from T when approaching the transi-
tion reinforces our definition of temporal Griffiths inac-
tive phase. In the usual quenched (spatially) disordered
case, the inactive phase near the transition is called Grif-
fiths phase because of the slower decay into the absorbing
state due to the existence of rare and large regions locally
in the active phase. In our case, however, a rare fluctua-
tion in the inactive phase is required.
In order to illustrate the numerical effort for confirm-
ing the instability of the Metastable phase towards the
Temporal Griffiths Inactive one, we plot in the top panel
of Fig. (4) (for clarity, only) 20 different disorder realiza-
tions together with the average over 103 disorder realiza-
tions. Notice the large spread of the decaying time for
different samples, as a consequence, the average ρ decays
smoothly over 2 orders of magnitude. Thus, we conclude
that the average and typical decay times behave very
differently (another reason for associating this phase to
Griffiths physics). In addition, and most importantly for
our discussion, notice the difference between the decay
times of the clean and random systems. It rapidly in-
creases for smaller time windows ∆t in accordance with
Eq. (11) as shown in the bottom panel. Even though we
have the analytical solution Eq. (4), we could not reach
the required time for the explicit demonstration of the
instability of the metastable phase for ∆t = 1, which
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Figure 4. The mean-field density ρ as a function of time for
the QCP model. The temporal disorder parameters are p = 12 ,
λ− = 0.79 and λ+ = 0.95. In the top panel, ρ is shown for 20
disorder realizations by the data in various symbols and colors
and thin lines for ∆t = 5. The average density 〈ρ〉 (circles
with thick lines) is obtained from 103 disorder realizations.
In the bottom panel, the density is averaged for 103 disorder
realizations for different time windows ∆t. In all cases, the
lines connecting data symbols are guide to the eyes.
would happen for T ′ ∼ 1014.
When λ− < λc (inactive phase) and λ+ ≥ λ∗ (active
phase), the actual system phase is decided by the analysis
of the low-density dynamics Eqs. (2) and (9).
For the QCP model, the density decays exponentially
in the inactive phase as ρ ∼ e−(1−λ−)t in the ρ → 0
limit. The active phase appears only when λ = 1 and
thus, ∂tρ ∼ ρ2. Therefore ρ grows much slower than the
exponential. Consequently, the system is in the temporal
Griffiths inactive phase.
For the σCP model, on the other hand, the fate in the
low-density regime is determined by the competition be-
tween periods of inactivation, in which ρ ∼ e2(λ−−λ
∗)t ,
with λ∗ = 12 , and periods of activation, in which ρ ∼
e
2(λ+−λ∗)t . Therefore, the system is in the active phase if
λ+ + λ− > 2λ∗, and it is in the inactive phase if λ < λ∗.
For λ = λ∗, the system is at the infinite-noise critical
point in the same universality class of the temporally dis-
ordered CP model [22]. Evidently, both the inactive and
active phases are of temporal Griffiths type. The latter
has Griffiths singularities in the same sense as in the con-
tact process model with temporal disorder in which the
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Figure 5. The mean-field phase diagram in the temporally
disordered case for the (a) QCP and (b) σCP models. The
temporal disorder parameters are defined in Eq. (1) with p =
1/2. In the σCP model, we are considering that aζ (σ) > 1,
otherwise the metastable phase vanishes. Dashed (solid) lines
denote first (second)-order phase transitions. Dotted lines
represent crossovers. The parameter space outside the shaded
triangle is unphysical. For the QCP model, λc = 45 while it
depends on a and σ for the σCP model; and λ∗ = 12 . (A)
stands for active, (I) for inactive, (M) for metastable and
(TG) for temporal Griffiths.
lifetime of finite systems does not increase exponentially
with the system volume (as in the pure active phase) but
rather as a power-law [21–23].
Finally let us analyze the case when there is a mix of
the metastable (λc ≤ λ− < λ∗) and active (λ+ ≥ λ∗)
phases. Again, we analyze details of the dynamics in the
low-density regime. Since the metastable phase behaves
just as the inactive one in the low-density regime, the
same conclusions are obtained for λ− in the inactive and
λ+ in the active phases applies.
We are now able to determine the mean-field phase
diagram for the QCP and σCP models in the presence
of temporal disorder as shown in Fig. 5. The dotted line
are just crossovers. The inactive and active phases, apart
from trivial fluctuations, are akin to the pure phases as
discussed in Sec. III B 1. (Notice however that for the
QCP model only the pure active phase exists.) The tem-
porally disordered metastable phase (δλ 6= 0) is also akin
to the pure one except for the unpredictability of the fate
of the system state when the initial density is between the
ρ
(U)
∞ (λ+) and ρ(U)∞ (λ−) as discussed in Sec. III B 1. The
temporal Griffiths phases have the same nature of their
hosting phases but with different behaviors due to rare
temporal fluctuations. The dashed lines are metastable—
inactive first-order transitions while the solid line in the
σCP model is a continuous inactive—active phase tran-
sition in the infinite-noise universality class of the CP
model. Finally, notice that this is the first example of a
non-equilibrium phase transition in which there are tem-
poral Griffiths phases in both sides of the transition.
C. The probability density distribution for the
density of active sites
Due to noise (temporal disorder), the density of active
sites greatly fluctuates from sample to sample. It is thus
desirable to obtain the probability R(ρ, t) of finding the
system density between ρ and ρ+ dρ at time t.
Let us start by analyzing the cases in which the density
can become arbitrarily small in the long-time limit. On
then can be obtained R (ρ, t) using the methods of Ref.
22, where the logistic equations (2) and (9) are linearized.
In this approximation, the problem can be mapped into
a random walk problem for x = − ln ρ. The nonlinear
terms are then replaced by a reflecting wall at the origin
ensuring that the walker position is always x ≥ 0 (ρ ≤ 1).
Therefore, the probability density distribution becomes
Q (x, t) =
√
2
piσ2vn
e
− (x−v¯n)2
2σ2an − 2 v¯
σ2v
e
2xv¯
σ2v Φ
(−x− vn
σv
√
n
)
,
(12)
where Φ (z) = 1√2pi
´ z
−∞ e
− 12y2dy is the cumulative nor-
mal distribution, v and σv are the random walker bias
and bare width, respectively, and n = t/∆t measures
time in units of the time interval ∆t. For the QCP model,
v = µ∆t =
(
1− λ)∆t and σ2v = (µ∆t)2 − (µ∆t)2 =
1
4δλ
2∆t2, whereas for the σCP model, v = (µ− λ) ∆t =
2
(
λ∗ − λ)∆t and σ2v = δλ2∆t2.
The result (12) is accurate far from the reflecting wall
and in the long time regime. Hence, in the inactive phase
we find that
Qinactive(x, t) ≈
√
∆t
2piσ2vt
e
− (x−xinactive)2
2σ2vt/∆t , (13)
where xinactive = vn + σ
2
v
2v¯ + O
(
t−1
)
is the walker mean
value, with the constant term being the leading correc-
tion due to the reflecting wall. Notice that Qinactive rep-
resents a simple random walker drifting away from the
origin as t→∞.
The result (12) can also be applied to the active phase
close to the transition (which happens only for the σCP
model for λ ? λ∗), yielding
Qactive(x, t→∞) ≈ −2v¯
σ2v
e
2v¯
σ2v
x = e
−x/xactive
xactive
, (14)
where the walker mean value is xactive = σ
2
v
2|v| .
Naturally, Eq. (12) also applies to the transition be-
tween the active and inactive phases in which
Qcritical (x, t) ≈
√
2∆t
piσ2vt
e
− x2∆t
2σ2vt . (15)
7Notice that Qcritical is a half Gaussian distribution which
broadens without limit as t→∞ illustrating the infinite-
noise criticality concept. This also implies that the
walker mean value is xcritical =
√
2σ2vt
pi∆t .
The result (12) can also be applied to the entire
metastable phase of both models if one starts with suf-
ficiently small initial densities [below ρ(U)∞ (λ+)]. In this
case, the metastable phase behaves similarly to the in-
active phase, and hence, Qinactive in Eq. (13) accurately
describes the probability density distribution.
We now comment on the cases in which the density
ρ does not become small. These happen for the active
phase (of the σCP model) far away from the inactive
phase and for the metastable phase (of both models) pro-
vided that one starts with a sufficiently high initial den-
sity [above ρ(U)∞ (λ−)]. Clearly, the density of active sites
fluctuates between the values ρ(S)∞ (λ−) and ρ(S)∞ (λ+).
Since the nonlinear terms in Eqs. (2) and (9) are im-
portant, it becomes cumbersome to analytically predict
the resulting stationary probability density distribution
R(ρ, t) → S(ρ). For instance, if ∆t is much greater
than the relaxation time required to go from ρ(S)∞ (λ−)
to ρ(S)∞ (λ+) (and vice-versa), then one mostly finds ρ ei-
ther very close to ρ(S)∞ (λ−) or ρ(S)∞ (λ+). Therefore, S(ρ)
is approximately a bimodal distribution peaked around
ρ
(S)
∞ (λ−) and ρ(S)∞ (λ+). On the other hand for small ∆t,
the system has little time to relax between ρ(S)∞ (λ−) and
ρ
(S)
∞ (λ+). Hence, S(ρ) will be peaked at some value be-
tween ρ(S)∞ (λ−) and ρ(S)∞ (λ+).
Finally, let us analyze the last case in which both
λ+ and λ− are in the metastable phase and the ini-
tial density is such that ρ(U)∞ (λ+) < ρ0 < ρ(U)∞ (λ−).
As discussed in Sec. III B, the fate of the activity de-
pends on the details of the temporal disorder. If ini-
tially λ = λ+ for a long interval of time, then the den-
sity will increase above ρ(U)∞ (λ−) and thus will remain
finite in the stationary regime. Otherwise if λ = λ− for
a long time window, the system then evolves towards
the inactive absorbing state. In this case therefore, the
distribution of ρ will have two components resulting in
(1−α)S(ρ) +αρ−1Qinactive(e−ρ, t), where α is the prob-
ability that the system evolves into the absorbing state.
We report that we have confirmed all the above re-
sults by numerically solving Eqs. (2) and (9) in the pres-
ence of temporal disorder via the Euler method and then
computing the corresponding probability density distri-
bution. Here, we only show in Fig. 6 the logarithm of the
typical density as a function of time for parameters near
the transition between the inactive and active phases for
the σCP model. We also show as solid lines the ana-
lytical prediction for the infinite-noise criticality in the
long-time regime as discussed after Eqs. (13)—(15). The
agreement is remarkable.
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Figure 6. The logarithm of the typical density as a function
of the time t for the σCP model at the mean-field level. The
long-range interaction parameters are a = 1 and σ = 0.5.
The temporal disorder parameters are δλ = 0.4 and ∆t = 10
[see Eq. (1)]. Data points are averaged over N = 5 × 105
disorder realizations. Error bars are about the size of the
symbols. Solid lines are the analytical predictions (no fitting
parameters) based on the simple random walk picture (see
main text).
IV. MONTE CARLO SIMULATIONS
Our Monte Carlo simulations were performed in the
lowest dimensions in which both models exhibit a first-
order phase transition: d = 2 and d = 1 for the QCP
and the σCP models, respectively [31, 32]. In all cases,
we consider periodic boundary conditions and µ = 1− λ
with 0 < λ < 1. For the σCP model, we have studied
only the case σ = 0.5 and a = 2.
As discussed in Sec. III, simulations of first-order tran-
sitions demands long computational times especially in
the presence of temporal disorder. For this reason, our
purpose is not to provide precise quantitative numbers,
but rather confirm the qualitative scenario of the tempo-
ral disorder effects on the first-order phase transitions of
Sec. III. Hence, we firstly review the clean system in or-
der to confirm the metastability of the active phase and
the algebraically diverging time T in Eq. (8). Then, we
provide data supporting the instability of the metastable
phase towards the absorbing state when temporal disor-
der allows for fluctuations into the inactive phase. Fi-
nally, we confirmed the infinite-noise criticality govern-
ing the transition between the inactive and active phases
which takes place in the strong disorder regime of the
σCP model. We emphasize that it is not our purpose
to perform a careful quantitative study. Thus, finite-size
effects, unimportant for our discussion, may be strongly
present in our data.
8A. The Monte Carlo dynamics
The actual dynamics is implemented following Ref. 33.
In the 2D square lattice QCP model, an active site, say,
i, is randomly chosen among all M active sites in the
system. With probability µµ+λ = 1 − λ, site i becomes
inactive whereas, with complementary probability, one of
its four nearest neighbor sites, say, j, is randomly chosen.
If j is active, the system state remains unchanged; if
not, it will become active if there is at least one pair of
diagonal nearest-neighbors active sites. Otherwise, the
state remains unchanged. Finally, the time is increased
by 1/M .
The dynamics in the 1D σCP model is very similar.
After randomly choosing a site i among all the M active
ones, we also choose with equal probability one of the two
directions in the lattice. Then, we compute the corre-
sponding activity spreading rate λ` = λ (1 + a`−σ), with
` being the distance (in units of lattice spacing) to the
next active site in the chosen direction. Afterwards, with
probability µµ+λ` =
1−λ
1+λa`−σ the site i becomes inactive
whereas, with complementary probability, the nearest-
neighbor site in that chosen direction becomes active (if it
was already active, the system state remains unchanged).
As in the QCP model, the time is incremented by 1/M .
In these cases, one performs averages over NMC differ-
ent Monte Carlo runs. Since we also aim to study the
metastable phase, we need as well to perform simulations
starting from a partially filled lattice in which a fraction
0 < ρ0 < 1 of sites (randomly chosen) is active.
Temporal disorder is implemented as explained in Sec.
II. We start with an activity spreading rate drawn from
Eq. (1), and whenever the many time increments sum
∆t, a new λ is drawn from the same binary distribution.
In the usual clean CP model, one usually performs
simulations averaging over NMC different Monte Carlo
runs. In our study, we also need to average over ND
different disorder realizations of the temporal sequence
{λ1, λ2, λ3, . . . }. We verified that our results have no de-
pendence on NMC as long as ND  1, i.e., it is sufficient
using only one Monte Carlo runNMC = 1 for a given tem-
poral sequence {λi} provided that the number of different
disorder realizations ND is sufficiently large. In addition,
because we want to study the metastable phase, we need
as well to perform simulations starting from a partially
filled lattice in which a fraction 0 < ρ0 < 1 of (randomly
chosen) sites is active. Therefore, we also need to av-
erage over NS different initial states for each sequence
{λi}. We report that only one different state NS = 1 for
each temporal sequence is sufficient for obtained unbi-
ased and reliable data as long as the number of different
disorder realizations ND is large. For these reasons, in
what follows, we present our data average averaged over
ND = N disorder realizations. This means that only one
Monte Carlo run NMC = 1 for each of these sequences
were performed. For the cases in which 0 < ρ0 < 1, this
also means that N different initial states were considered
in the simulation.
B. The clean system
Let us start by analyzing the clean case. The
metastability of the active phase near a first-order non-
equilibrium phase transition into an absorbing state has
been reported in the literature in many different situa-
tions [34, 35]. It persists in any spatial dimension sup-
porting a first-order phase transition and we have con-
firmed it in both studied models.
In Fig. 7, we plot the average density of active sites ρ(t)
as a function of time t for the QCP model for systems of
linear size L = 200 (we have also used L = 400 and ver-
ified the same conclusions). In the top panel, the initial
density is fixed at ρ0 = 1 and the activity spreading rate
λ is varied. In the remaining panels,ρ0 is varied while
λ is fixed at 0.8613 (middle) and 0.98 (bottom). From
the top and middle panels we conclude that a first-order
phase transition takes place at 0.8610 < λc ≤ 0.8613. In-
terestingly, we conclude from the bottom panel that, in
similarity with the mean-field results of Sec. III A 1, the
active phase of the QCP model is entirely metastable (ex-
cept for the trivial case λ = 1). We have also confirmed
it for slightly different implementations of the dynamics
and for λ = 0.99. We thus conjecture that this is a gen-
eral feature of the active phase of the QCP model for any
spatial dimension d ≥ 2.
In Fig. 8 we study the σCP model for a = 2.0 and
σ = 0.5 for systems size L = 105. As in the mean-
field approach, we find an active metastable phase in the
interval λc ≤ λ < λ∗ where we have identified λc ≥ 0.643
and λ∗ ≤ 0.670.
We close this section by studying the time T ∼
(λc − λ)−φ required for the system decaying into the
absorbing state as λ → λc (see Fig. 9). We estimate
T from the data on the top panels of Figs. 7 and 8
when ρ(T ) = 0.1. (We have used further data with
fewer statistics which are not shown.) We find the de-
cay exponent φ ≈ 1.56(1) and 4.52(1) for the QCP and
σCP, respectively. Also, we obtain the transition points
λc = 0.8611(3) and 0.647(2) (for the QCP and σCP mod-
els, respectively) from the data fitting. Notice that we
could not study T for more than 2 orders of magnitude
close to the transition point and thus, our estimate may
be plagued with large systematic errors.
C. Temporal disorder
We start our study analyzing the 2D QCP model. In
panels (a) and (c) of Fig. 10 we confirm the instability
of the active phase (λ+ = 1.0) with respect to temporal
fluctuations into the inactive phase λ− < λc ≈ 0.8613.
In panel (a), we show for various λ− close to λc that the
systems do not decay into the absorbing state up to large
times ∼ 107, which could be naively interpreted as the
system being active. However, as discussed in Eq. (11),
this is not the case because the required time for decaying
is extremely large. Increasing ∆t to 104 [see panel (c)]
9reveals the instability of the active phase of the 2D QCP
model, just as in the mean-field approach. Panel (b) of
Fig. (10) corroborates the metastability of the transition
point λ− = λc and λ+ = 1 between the inactive to the ac-
tive phase of the QCP model, and therefore, confirms the
preservation of the first-order transition character with
respect to temporal disorder in the QCP model. Finally,
similar to panel (c), in panel (d) we confirm the instabil-
ity of the metastable phase (λc < λ+ = 0.95 < λ∗ = 1)
towards the absorbing state. We report that the transi-
tion point λ− = λc and λ+ = 0.95 is also metastable [as
in panel (b)]. Finally,we conclude that the phase diagram
for the random 2D QCP model is just as the mean-field
one shown in Fig. 5(a) with λc ≈ 0.8613.
Figure 11 shows the main numerical results for the 1D
σCP. In panel (a) and (c) we plot ρ(t) for many cases
in which λ− < λc ≈ 0.643 is in the inactive phase while
λ+ = 0.650 < λ∗ ≈ 0.670 is in the metastable phase. As
in the QCP model, the instability of the metastable phase
is manifest for the time window studied only when we
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Figure 7. The average density as a function of the simulation
time for the QCP. In the top panel, ρ is shown for various λ
starting for ρ0 = 1. The middle and bottom panels show ρ for
λ = 0.8613 and λ = 0.98 and various different initial densities
ρ0. Data are averaged over 102 (for the cases when ρ is large
for large t)—105 (otherwise) different Monte Carlo runs for
systems of linear size L = 200.
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Figure 8. Similar to Fig. 7 but for the σCP model with a =
2.0, σ = 0.5, L = 105 and the data are averaged over 103—105
different Monte Carlo runs.
consider sufficiently large ∆t = 105 as shown in panel (c).
Panel (c) is analogous to panel (a) but λ+ = 0.700 > λ∗
is in the active phase, and the simulations start from
ρ0 = 5× 10−5. As can be seen, the active phase is stable
for λ− ' 0.620. Finally, panel (d) shows ρ(t) starting
from different initial conditions for λ+ = 0.700 in the
active phase and λ− = 0.645 in the metastable one. In
this condition, it is clear that the system is effectively
active with no indications of bistability. Due to the small
range of the metastable phase (0.643 < λ < 0.670) we
could not reliably study the crossover line between the
metastable and active phases analogous to the dotted
line in Fig. 5(b).
As shown in Fig. 11(b), there is a transition between
the active and inactive phases for large δλ. Our final
numerical study is to confirm that this transition is in
the infinite-noise criticality. We then repeat the study
of Fig. 11(b) but starting from the full lattice ρ0 = 1 as
shown in Fig. 12. We find that for λ− ≈ 0.6195(5) the
system is critical with average density vanishing (for 2 or-
ders of magnitude in time) as ρ(t) ∼ (ln t)−1 ,exactly the
same behavior of a system in the infinite-noise criticality
of the CP model [22, 23].
Finally, we comment on the phase diagram of the ran-
dom σCP. As in Fig. 5(b), the dashed line representing
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Figure 9. The decay time T to the system toward the absorb-
ing state as a function of s λ for the (top) QCP and (bottom)
σCP models. In both cases, we observe an algebraic behavior
of type (λc − λ)−φ, where φ = 1.56(1) and 4.52(3), respec-
tively.
the first-order phase transition is preserved in any dimen-
sions, i.e., its slope independs on d. For the studied case
(a = 2 and σ = 0.5 in d = 1) we find that λc ≈ 0.643 and
λ∗ ≈ 0.670. We could not determine the dotted line sep-
arating the bistability region from the usual active one.
For the continuous transition between the inactive and
active phase (solid line), we report that we have numer-
ically verified that it tilts to the right favoring the inac-
tive phase. This is expected because inactivation always
provide an exponential decay of ρ for any dimension. On
the other hand, only in the mean-field approximation the
activity spreads exponential fast. For finite dimensions,
it can only spread ballistically. Therefore, we expect a
smaller active phases when compared with mean field,
and thus, the solid line must tilt to the right.
V. CONCLUSIONS
We have established a general theory of the effect
of temporal disorder in discontinuous non-equilibrium
phase transitions into an absorbing state. A quantita-
tive analysis is present in the framework of mean-field
approach as well as numerical simulations in finite dimen-
sions for two paradigmatic models exhibiting first-order
phase transitions, namely the quadratic contact process
(QCP) and the contact process with long-range interac-
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Figure 10. The average density ρ as a function of time t for
the 2D QCP model for systems of size L = 200 averaged
over NMC = 102—105 disorder realizations. The disorder
parameters [see Eq. (1)] λ± are indicated in the legends [the
one in panel (a) also applies to (c)], p = 12 , and ∆t = 10
2 for
panels (a) and (b) and ∆t = 104 for (c) and (d). In all panels
the initial density is ρ0 = 1 except in panel (b) where ρ0 is
varied.
tions (σCP) models. Our work provides an analytical
basis for the numerical findings of Ref. 27 that, in con-
trast to the spatial disorder, temporal disorder does not
forbid discontinuous transition in low dimensional sys-
tems. This is not to be mistaken as a weaker effect in
comparison since the metastable active phase is replaced
by the temporal Griffiths inactive phase.
We have found that temporal disorder noise does not
qualitatively affect the phases when the fluctuations are
confined within the phases, except for small details in the
metastable phase as discussed in Sec. III B 1.
On the other hand, the metastable phase is always un-
stable against temporal disorder whenever it allows for
fluctuations into the inactive phase. Due to rare tem-
poral fluctuations, the metastable phase becomes a tem-
poral Griffiths inactive phase in which the decay time
become exponentially large [see Eq. (11)]. Furthermore,
our general mean-field results show that the temporal
Griffiths inactive phase is a more general phenomena ex-
pected to appear in any non-equilibrium first-order phase
transition into an absorbing state.
For the QCP model, the active phase is also unstable
against temporal disorder and thus, only exists in the
clean limit. As a consequence, the first-order character of
the transition is not destabilized by temporal disorder for
any disorder strength. In contrast for the σCP model, the
active phase is robust against small fluctuations into the
inactive phase. As a consequence, the first-order transi-
tions is turned into a continuous one when the disorder
strength is sufficiently strong. In addition, we have found
that the critical behavior belongs to the infinite-noise uni-
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Figure 11. The average density as a function of time for the
disordered 1D σCP with disorder parameters [see Eq. (1)]
p = 12 , ∆t and λ± are indicated by the legends [with the ones
in panel (a) applying for panel (c) as well]. The system size
is L = 105 averaged over 102—104 disorder realizations. In
panel (a) and (c), λ+ = 0.65 is in the metastable phase while
the various λ− ≤ λc ≈ 0.643 are in the inactive phase. Panel
(b) shows ρ (starting from ρ0 = 5×10−5) for various λ− in the
inactive phase while λ+ = 0.700 is in the active one. Panel
(d) ρ starting from various different initial conditions for λ+
in the active phase while λ is in the metastable one.
versality class of the contact process model, but with two
Griffiths phases surrounding it.
Finally, we notice that the inactive phase being char-
acterized by an absorbing state is not a necessary condi-
tion for our theory. The bistability of the active phase is.
Therefore, although we have focused only on two mod-
els, we expect that our theory applies to other models ex-
hibiting discontinuous non-equilibrium phases transitions
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Figure 12. The average density as a function of time for the
σCP with λ+ = 0.7, p = 12 ,∆t = 10
2 and various distinct
values of λ−. The straight (blue) line has slope ρ ∼ (ln t)−1
for more than two orders of magnitude in t. The system
size is L = 105 averaged over 103—3 × 103 different disorder
realizations.
such as, e.g., the ZGB model [4] and the majority-vote
with inertia model [36].
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Appendix A: Decaying time near the temporal
Griffiths inactive—metastable phase transition
We intend to estimate the average time T ′ for decaying
when the system undergoes a first-order phase transition
from the inactive to the metastable phase in the presence
of temporal disorder.
For simplicity, consider the case of binary disorder as
defined in Eq. (1) where λ− < λc places the system in the
inactive phase and λc < λ+ < λ∗ places the system in the
metastable one. In this case, notice there are only three
relevant time scales in the problem: the time interval ∆t,
the decay time τ− (related to λ−) and the relaxation time
τ+ (related to λ+). Precisely, the second is defined as the
time required for the system to evolve from ρ(S)(λ+) to
ρ(U)(λ+) when λ = λ− while the latter is the other way
round when λ = λ+.
Let us consider the case when the disordered system
is close to the metastable phase, thus λc  λc − λ− > 0
[implying τ− ∼ T in Eq. (8)]. For further simplicity, con-
sider the case τ+  ∆t  τ− (which could possibly be
accomplished when λ+ is deep in the metastable phase:
λ∗  λ∗ − λ+ > 0). With those assumptions, the only
way of decaying into the absorbing state (starting from
the initial condition ρ0 = 1) is via a sufficiently long and
continuous sequence of k = τ−/∆t inactive time inter-
vals (λ = λ−) such that ρ becomes less than ρ(U)(λ+)
afterwards.
Since this long sequence is rare, the waiting time T ′ can
be extremely long as we show in the following. Consider
intervals of duration τ− which appear with probability
pτ = pk, with p being the probability for an interval
being of inactive type [see Eq. (1)]. Then, starting from
an active state, the probability that the system decays
just after the nth of such time intervals is
Pn = (1− pτ )n−1 pτ . (A1)
Thus, the average waiting time for decaying into the ab-
sorbing state is
T ′ ≈ τ−
∞∑
n=1
nPn = τ−p−
τ−
∆t ,
and we recall that τ− ∼ T .
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