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1．まえがき
強化学習(ReinfbrcementLearning)')2)は，エージェントが自ら環境を認識し，環境と相互作用しながら
行動を獲得する能動型学習の一つである．実世界において遭遇する問題は，未知であり複雑かつ動的な変
化を伴う環境である．現実的な問題に対して，人間が設計した行動群に従うエージェントを予めプログラム
化することには限界がある．そのような困難な問題に対して，試行錯誤しながら行動を獲得する強化学習
を用いるエージェントが注目されている．
実世界に遭遇する問題の中には，エージェントが問題解決をする過程の中で問題解決が出来なくなる状
態(デッドロック）を含む問題もある．デッドロックとは，エージェントがどの行動を取っても目標状態へ
至る可能性が無い状態のことを指す．目標状態に達することができないデッドロックが発生した場合，強化
学習エージェントは目標状態に達成できないのにもかかわらず探索を継続することは，学習効率を低下さ
せることになると考えられる．しかしながら，デッドロックを含む環境に対して強化学習エージェントがど
のように学習を行うかを検証する研究の報告は我々が知る限り無く，デッドロックの存在が学習効率を低下
させるかどうかの確証は得られていない．
本論文では，デッドロックを含む問題に対する強化学習アルゴリズムの有効性を検証する．デシ原ロック
を含む問題としてよく知られている倉庫番を取り上げ，ProfitSharing強化学習を適用したエージェントで
倉庫番を解決する．実験結果から，倉庫番における強化学習アルゴリズムの収束`性がどのような傾向を示す
か報告する．さらに，その傾向から倉庫番を対象とする強化学習エージェントの問題点について考察する．
2．倉庫番
倉庫番3)4)5)は，1982年に今村宏行氏によって開発されたゲームであり,シングルエージェントを対象と
する有名なゲームの一つとして知られている．倉庫番は，CulbersonによってPSPACE完全であると証明
されている問題でもある6)．本論文では，以下の設定に基づく倉庫番を対象とする・
図lのように〃×、格子状の環境を設定し，ここにエージェント，￣つまたは複数の荷物，荷物の数と
同等かそれより多い荷物を置くためのゴール，および柱を配置する．エージェントは，上下左右の方向に１
マス進むかまたはその場に留まる行動を￣つ選択する．エージェントの目標は全ての荷物を任意のゴール
まで押すことである．エージェントは目的を果す上で，以下に示す３つの規則を守らなければならない．
１．エージェントは１個の荷物を押すことができる
２．エージェントは２個以上の荷物を押すことはできない
３エージェントは荷物を引いて動かすことはできない
複数の物体が同一マスに存在することはできない．しかし，エージェントとゴール，荷物とゴールは同一マ
スを占めることができる．
エージェントの視界は，ｍ×ｍとし，自らの周囲、２－１マスが見える．エージェントは視野内におい
て，荷物，荷物を置くためのゴール，柱を知覚できる．
多くのシングルエージェントの問題は，どのような状態からでも問題を解くことができる.しかしなが
ら，倉庫番にはエージェントが問題を解決できなくなる状態がある・一般的に，この状態はデッドロック
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図１倉庫番の例
と呼ばれている．その例を図２に示す．図2(a)では，エージェントは荷物を左右にしか動かせないため，
エージェントは荷物を荷物の上にあるゴールまで運ぶことが不可能である．同様に，図2(b)および(c)で
は，左右に荷物が二つ接触しており，かつ両方の荷物とも上側または下側で柱と接触しているため，エー
ジェントは荷物を動かすことができない．
(b） (c）(a）
図２デッドロックの例
倉庫番において，デッドロックになる原因は荷物と柱，エージェントの位置が関係している．以下では，
2つ配置の例を挙げより詳しく述べる．
第１の配置は，一方通行の例である．図３に例を示す．一方通行の配置は，StevenSabeyによりエージェ
ントが荷物を最小回数でゴールへ押す経路を求めるのはＮＰ困難であると示されている7)．図３では，荷物
はゴールにおかれている．この配置の特性を図３を用いて述べると，エージェントはＡからＢへ進むな
らば荷物を動かしたあと再び置きなおし，Ｂへ進むことができる．しかし，エージェントはＢからＡへ進
むならば荷物は動かすことが出来なくなりＡへ進むことはできない．そのため，エージェントはＡから
Ｂへ進むように行動を取らなければならない．
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方通行の例図３
第２の配置は，逆戻りの例である．図４に例を示す．図4(a)では，荷物はゴールにおかれている．逆戻
りとは，図4(a)の状態でエージェントがＢからＡへ移動し，折り返しＡからＢへ移動しなければなら
ないことを指す．図４(a)で，エージェントはＢからＡへ進むだけならば容易である．しかし，Ａへ進
むために通路をふさいでいる荷物を単純に動かすと二度とその荷物は動かすことが出来なくなる例えば，
エージェントが荷物を左側に動かしたなら荷物は角に入り動かせなくなる．エージェントが荷物を右側に動
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かしたなら荷物はＢ側にある荷物に接触し動かせなくなる．そのため，図4(b)に示すように，エージェン
トはまずＢ側にある荷物を右に動かした後，Ａ側にある荷物を右に動かさなければならない．図4(b)で，
エージェントはＡからＢへ戻るだけならば同様に容易である．しかし，図4(a)に示すように荷物を再び
ゴールに配置しなければならない．図4(b)において，エージェントがＡ側にある荷物を先に戻さずにＢ
側の荷物を動かすならば二度とその荷物は動かすことが出来なくなる．そのため，エージェントはまずＡ
側にある荷物を左に動かした後，Ｂ側にある荷物を左に動かさなければならない．
ＡＢ Ａ 日露懸綱’一口繍鍵０
、岸トＨ鰄蕊の(a） ｂ
図４逆戻りの例
3．ProfitSharing強化学習
ProfitSharing8)は，遺伝的アルゴリズム(geneticalgrithm,ＧＡ)を併用するクラシファイアシステム
(classifiersystem)での信用割当(creditassignment)の方法として1980年代後半に提唱された.現在,Profit
SharingはＧＡだけではなく強化学習の枠組みにおいても利用可能であり，さらに非ＭＤＰとなるようなマ
ルチエージェント環境においても有用であると期待されている．ProfitSharingは他の強化学習手法より学
習の立ち上がりが素早く，不完全知覚状態に対しても有効であることが示されている9)10)．そのため，本論
文ではProfitSharingを用いる．以下では，ProfitSharingについて記述する．
ProfitSharing(PS)は，報酬に至るまでのエピソードにおいて感覚入力の状態ｓと実際に行った行動α
の対からなるルール系列を記憶しておき，報酬が得られたときにそれまで記憶した系列上のルールを一括
して強化する学習方法である．ルール系列は次式を用いて強化する．
ｕ(s`,α`)←⑩(s`,α‘)＋ノ(r,i）（１）
ここで，ｕ(SML`)はエピソード系列上の6番目のルールの重み，ｒは報酬値，ノは強化関数である．一般に
強化関数ノは，報酬を獲得した時点からどれだけ過去であるかを引数として強化値を返す．
あるエピソードにおいて，同一状態が二回以上存在し，それぞれ別の行動を選択しているとき，その間の
ルール系列を迂回系列と呼ぶ．一般に迂回系列上のルールを無効ルール（ineflectiverule）と呼び，それ以
外のルールを有効ルール（effbctiverule）と呼ぶ．無効ルールは，報酬の獲得に貢献しない可能性があり，
なるべくならば強化せず抑制したいと考えるべきである．我々は，政策の局所的合理性を保証する必要十分
条件が証明されていろ')の合理性定理にしたがい，無効ルールを抑制する次の強化関数を使用する．
ノＭ－会'(『小lLj-1…川Ⅱ （２）
ここで，Ｗはエピソードの最大長，Ｓは報酬割引率である．なお，報酬割引率はＳ三Ｌ＋１とする（Ｌは
同一感覚入力下に存在する有効ルールの最大個数である）．ＰＳの合理性定理は，最適性を保証していない
が，ＭＤＰの仮定を必要としないのでマルチエージェント系のような非ＭＤＰ環境に対しても適用できる点
に特徴がある．
ＰＳの学習過程における行動選択法としては，ルーレット選択法が良い'性能を示すことが経験的に知ら
れている．ルーレット選択法は，ある状態ｓにおいて，各行動の重みＷ(s,α`）を全ての行動重みの合計
ｚａｗ(Ｍ)で割り，確率を求め，その確率により行動を選択する方法である．
Ｐ(の|s)＝Ｗ(Ｍ`)/ＺＷ(Ｍ）（３）
ａ
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また，非ＭＤＰ環境における行動選択として有効である．以上の理由から本論文ではＰＳの行動選択として
ルーレット選択を使用する．
4．問題設定
本章では，デッドロックを含む問題が強化学習アルゴリズムの収束性にどのような影響を与えるのかを調
べるために，２．章で記述した倉庫番の基本設定と，以下に示す要素のもと，問題を設定する．すなわち，
・荷物の数：単数または複数
・ゴールの数：単数または複数
・荷物とゴールの数：荷物の数三ゴールの数
の組み合わせによって，以下の３つのタイプの問題を設定する．
Typeｌ[荷物の数：１，ゴールの数1］
Typelは荷物の数とゴールの数がともに１である．エージェントは柱の位置のみに配慮してゴールまで荷
物を運べばよい．
Type２[荷物の数：２，ゴールの数2］
Type2は荷物の数とゴールの数がともに２であり，Typelと同等に各数は等しい．しかしながら，エージェ
ントは荷物の位置および柱の位置を配慮して荷物を運ばなくてはならない．
Type３[荷物の数：２，ゴールの数4］
Type3は，Type2のゴール数を倍に増やしたものである．そのため，エージェントは荷物をゴールの範囲
内に納めればよいためType２よりも荷物の位置に配慮しなくても良い．
なお，問題の難しさの点からは，’Iypelが最も簡単であり，Type2が最も困難である．
5．実験
本章では，４．章で設定したTypel～３のそれぞれに対してエージェントの学習アルゴリズムとしてProfit
Sharingを実装し，エージェントが荷物をゴールまで納める行動を学習するプロセスを実験により調べ，結
果について考察する．実験は，二つ行う．－つ目は，４．章で設定したIypel～３における問題の結果の比較
をおこない，どのようになるか比較検討を行う．二つ目は，４．章で設定したTypelにおいて問題サイズを
変え，荷物の到達距離を増加させることにより，どのような傾向を示すか比較検討を行う．
全てのTypeにおいてエージェントの視覚サイズは７×７(ｍ＝7)とし，ProfitSharing強化学習の初期
ルールの重みを０．１，公比を0.9の等比減少関数を強化関数とする．各ｃａｓｅに対する学習の試行回数は５
回である．１試行の学習は１０万エピソードとする．２章で記述したように，倉庫番にはデッドロックが存
在する．それにより，試行錯誤を繰り返す学習の初期段階では，エージェントが頻繁にデシＦロックにおち
いる．そのため、エージェントのステップ数が１万になった時点で次のエピソードに移る．
5.1実験１の結果および考察
図５は，各Tilpeで検証する環境を示している．図５の(a)はTypelを示し，（b)はType2を示し，そ
して(c)はType3を示す．
各Ｔｙｐｅごとに，ProfitSharingによってそれぞれ５試行実験を行った．それぞれの２万エピソードまで
の学習初期の結果を図６に示す．なお，縦軸は１エピソードごとに目標を達成するまでに要した行動（ス
テップ）回数，横軸はエピソード数である．図６で(a)はTypelの結果を示し，（b)はType2の結果を示
す．そして，（c)はIype3の結果を示す．また，表１は，学習後に100エピソード分の行動（ステップ）回
数を計測し，その行動回数の平均と標準偏差を求めたものである．
ＬＴｙｐｅｌの結果
図６(a)から，エージェントは２千エピソードから収束がみられる．つまり，エージェントはデッド
ロックになることがあまりなく目標を達成していると考えられる．そして，表１からエージェントの
移動回数は最小ではないが，荷物は最小の回数である．また，標準偏差がＯなことから荷物が押され
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図６倉庫番の各Ｔｙｐｅにおける学習初期の学習曲線
る経路が確立されたと判断できる．これは，以下に示すType2とType3においても同様の傾向が観
察される．
2．Type2の結果
図6(b)から，エージェントは２万エピソードを経ても収束は見られるが，他の試行で失敗する影響
を受け完全な収束は見られなかった．これは10万エピソード終了後でも同様な結果であった．エー
ジェントは荷物をゴールにいれなければならない．そのため，図７で示すように左側のゴールに荷物
を先に置くとエージェントは二つ以上の荷物を押すことはできないため目標を達成できにくくなる．
aType3の結果
図6(c)から，Type3はType2と異なり２万エピソードあたりから収束が見られる．これは，Iype3
はType2とゴール数が異なることからエージェントは図７の状態になり難いためである．それは，表
１から判断できる．表１のType3の結果から，標準偏差はＯとばらつきが無いことがわかるが，平均
移動回数が９．２であることから，ある試行で異なる経路が獲得されたと考えられる．
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表１倉庫番の各Ｔｙｐｅにおける学習後期の結果
Agent Cargo
AvgStdv．Avg･Stdv．
■■■■
(a） (b）
図７目標を達成しにくい状態の例
上記の実験と他に，荷物を３ゴールを３とした問題を行った．図８に環境を示す．この問題の場合，Profit
Sharing強化学習エージェントでは１０万エピソード中数回しか目標を達成することができなかった．この
問題は，Type2と同][blpeであるがType2よりデッドロックが発生しやすい．すなわち，より多くの荷物
を取り扱う場合には従来の強化学習だけを用いるのは適切ではない．そのため，エージェントは強化学習を
用いるとともに，自ら判断してデッドロックを回避するような能力が必要となる．
1１
図８荷物の数３，ゴールの数３の環境
5.2実験２の結果および考察
図９に示す８つのcaseの問題に対して実験を行う．Caselを基準としcase番号が増えるごとに格子サ
イズ２ずつ拡張していく．Caselは最小の格子サイズ７であり，Case8は最大の格子サイズ２１である．そ
して，荷物の移動回数も同様にCaselを基準としcase番号が増えるごとに荷物の移動回数を３ずつ増加す
る．Caselは荷物の最小の移動回数は３であり，Case8は荷物の最小の移動回数は24である．
図10(a)から(f)までは，各caseに対する学習初期（2万エピソードまで）の学習結果である．また，（９）
と(h)は10万エピソードまで表示している．なお，縦軸は１エピソードごとに目標を達成するまでに要し
た行動（ステップ）回数，横軸はエピソード数である．
表２は，上述の各caseの学習に対して，１０万エピソード学習を行った後に１００エピソード分のエージェ
ント行動（ステップ）回数と荷物の移動回数を計測し，その各回数の平均とその標準偏差の結果である．
図１０から，倉庫番において問題のサイズや、荷物の移動回数が学習を行う上で色濃く影響を与えている
ことがわかる．問題のサイズが増加することは，エージェントにとって不完全知覚領域が拡大するとともに
ｔ ｏ
Ａ 9. Stdv． Ａｖ9． Stdv．
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図９倉庫番の各ｃａｓｅと解答例
多数の同一状態存在することを意味する．そして，荷物の移動回数が増加することにより，エージェントが
荷物を動かす上でデッドロックがより引き起こされやすくなることが考えられる．Typelにおいて顕著に
この傾向が現れることから，Ｉｂ/pe2ではより困難を極めると考えられる．そのことから，エージェントは
不完全知覚状態や同一状態において適切な行動を獲得するとともに，５．１節で述べたのと同様，自ら判断し
てデッドロックを回避するような能力が必要となる．
6．むすび
本論文では，デッドロックを含む問題において強化学習アルゴリズムの収束性がどのような傾向を示す
か調査した．デッドロックを含む問題として有名な倉庫番を対象とし，ProfitSharing強化学習を適用した
エージェントにより実験を行った．各実験結果から，強化学習エージェントがゴールへ荷物を運ぶまでの移
動回数が増加すること，そして問題内に複数の荷物が存在することにより強化学習アルゴリズムの学習`性
能が低下することがわかった．強化学習エージェントは，目標状態に到達した際に与えられる報酬を手掛り
に学習を行うため，報酬が得られなければ学習は進行しない．つまり，問題が複雑になることによりエー
ジェントはデッドロックになりやすく，目標を達成できなくなる可能性が非常に高くなることを意味する．
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図１０各ｃａｓｅにおける学習初期の学習曲線
現実問題は上記の環境よりもとても複雑である．すなわち，現実で直面する問題を従来の強化学習だけで解
決することは有効であると言いがたい．なぜならば，現実の場面では迅速な対応や安全』性・確実性が求めら
れるからである．そのため，強化学習エージェントは学習初期の段階から問題を解決する術をもたなければ
ならない．デッドロックを含む問題であるならば，エージェントは自らデッドロックを判断して回避するこ
とが重要となる．倉庫番におけるデッドロックは，２．章に示したようにエージェントが荷物を押した結果，
荷物が壁や角に接触することである．５．章で述べたように，荷物が壁や荷物に等の障害物に接触すること
に着目して考えると，エージェントは荷物の先に障害物があるか判断し障害物がある場合には荷物を押す
行動を控え，荷物の押す方向を変えるような行動を取ればデッドロックの発生を抑制できると考えられる．
このように，他の問題においても強化学習アルゴリズムを用いるとともに，人間が考えられる知識を予め
|'|i'''１ PrcfitShnring-lll,’
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表２各ｃａｓｅにおける学習後期の結果
Agent Cargo
vgStdv･ ｖｇｔｄｖ．
エージェントに知らせておくことにより，強化学習エージェントは迅速な対応や安全性・確実性をもって問
題を解決することが可能になると考えられる．我々は知識を用いる強化学習エージェントの有効性をマルチ
エージェントの問題である追跡問題で示している'2)．今後の課題として，デッドロックを含む環境におい
ても文献'2)で提案したエージェントが有効であることを検証する．
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ReinfbrcementLearning(Ⅲ)isalearningmethodbytrial-and-errorsearchanddelayedreward,ａｎｄ
ＲＬｉｓｅｘｐｅｃｔｅｄａｓａｔｅｃｈｎｏｌｏｇｙｔｏapplytorealworldproblemsTheproblemscontainingthestateof
DeadLockappearinrealworldproblems・ＩｆａｇｅｎｔｉｓｉｎｔｈｅｓｔａｔｅｏｆＤｅａｄＬｏｃｋ，agentcannotsolvea
problem、IntheproblemcontainingDeadLock,itisimportanttoverifytheperfbrmanceofRL-agent・
However,ａｓｆａｒａｓｗｅｋｎｏｗ，thereisnoresearchreportwhichverifiesitsofam
lnthispaper，weinvestigatetheperfbrmanceofRL-agentusingProfitSharing，andevaluateitin
theenvironmentcontainingDeadLock、ＷｅｔａｋｅｕｐｔｈｅＳｏｋｏｂａｎｐｒｏｂｌｅｍａｓｏｎｅoftheenvironment
containingDeadLock，IbevaluateRL-agentinanenvironmentcontainingDeadLock，wetestvarious
environmentsusingRL-agent、WealsodescribeanimprovingpointwhenRL-agentsolvesSokoban．
