Decomposition of modules over invariant differential operators by Bögvad, Rikard & Källström, Rolf
ar
X
iv
:1
50
6.
06
22
9v
2 
 [m
ath
.R
T]
  7
 Ju
n 2
01
6
DECOMPOSITION OF MODULES OVER INVARIANT
DIFFERENTIAL OPERATORS
RIKARD BØGVAD AND ROLF KA¨LLSTRO¨M
Contents
1. Introduction 1
2. Preliminaries 3
2.1. Notation 3
2.2. Nabla operators 4
2.3. Representations of groups and D-modules 4
3. Equivalence between D-modules and D0-modules 5
3.1. Abstract equivalence 5
3.2. Equivalence for invariant rings 7
3.3. Computation of D−, D0 and R 8
3.4. Gelfand models and R 12
4. Macdonald-Lusztig-Spaltenstein restriction for D-modules 13
4.1. MLS-restriction 13
4.2. Simple R-modules and partitions 15
4.3. Decomposition of B for some complex reflection groups 16
5. The branch rule for Sn 18
5.1. The generalized symmetric groups 18
5.2. The symmetric group 20
5.3. The branching graph 23
5.4. The canonical basis of Bann 24
6. Cyclic and Dihedral groups 28
6.1. The cyclic group Ce 29
6.2. The dihedral group 30
6.3. MLS-restriction 33
References 33
1. Introduction
Given a finite subgroup G ⊂ Gl(V ) of the linear group of a finite-dimensional
complex vector space V , it is a well-studied problem to describe the structure of
the symmetric algebra B = S(V ) as a representation of G, and also as a module
over the ring of invariant differential operators D = DGB ⊂ DB in the ring of
differential operators on B, where we mention in passing that D is also the set of
liftable differentiable operators with respect to the map BG → B (see [Kno06]). In
fact, the two perspectives are known to be equivalent; for a precise statement, see
Proposition 2.2. The ring D inherits the natural grading of B, and we let D0 ⊂ D
and D− ⊂ D be the invariant differential operators of degree 0 and strictly negative
degree, respectively. Our first and main result is that there is for all such finite
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groups a “lowest weight” description of the category of D-submodules of B, where
the ring R = D0/(D0 ∩ (DD−)) plays the role of “Cartan algebra”.
Theorem 3.1. The functor
N 7→ Nann = AnnD−(N) = {n ∈ N | D
−n = 0}
is an equivalence between the category of D-submodules of B and the category of
R-submodules of Bann.
The R-module Bann is also a subrepresentation of the space of G-harmonic poly-
nomials, and is therefore finite-dimensional. As an example of what the theorem
contains, we mention that for G a generalized symmetric group, R is a quotient of
the commutative algebra Rn = C[x1∂1, . . . , xn∂n]
Sn . As a rather immediate conse-
quence, isomorphism classes of simple R-modules are 1-dimensional and classified
by (ordered) partitions, hence by Theorem 3.1 the same classification applies to the
simple D-submodules of B as well as to all representations of G. This is of course
well-known but here it is a consequence of the explicit structure of Rn.
The G-representation Bann, which contains a copy of all irreducibles (Prop. 2.2),
has been studied under the name of the polynomial model [AA01,GO10], in partic-
ular when G is a complex reflection group, with the aim to determine when each
irreducible occurs with multiplicity 1; one then says that Bann is a Gelfand model.
The R-structure, however, seems not to have been exploited, in spite of the fact
that the above theorem has the following nice immediate consequence, just using
the fact that simple modules over commutative C-algebras are one-dimensional:
Theorem 3.14. If R is commutative then Bann is a Gelfand model for G.
As already mentioned R is commutative for G a generalized symmetric group
G(d, 1, n) (which includes all Weyl groups of type A and B), as well as when G is a
dihedral group. Hence we have in particular a short and conceptual proof that Bann
is a Gelfand model for these groups, a result due to [AB09] when G = G(d, 1, n).
Several authors have attempted to construct Gelfand models for G(de, e, n) with
e > 1, and it might be hoped that a study of R in this case would be similarly
helpful.
One way of computing D− and R is by utilizing the strong result by Levasseur
and Stafford [LS95] that D is generated as an algebra by its two commutative
subrings BG = S(V )G and S(V ∗)G, where V ∗ = ⊕ni=1C∂i is the vector space
of constant derivations and V = ⊕ni=1Cxi. Ring generators fi(x) of S(V )
G and
fi(∂) ∈ S(V ∗)G thus give generators of D, but they also generate a Lie subalgebra
a ⊂ D, for which the PBW-theorem then is available. In the case of the generalized
symmetric group a good choice is to let fi be power sums, which gives a basis of a
by elements of the form
∑n
i=1 x
k
i ∂
l
i, which we call power differential operators; these
operators turn out to be amenable to effective computation. For our calculations
with the dihedral group we use a different and more straightforward technique to
get D− and R.
There is another context in which Bann occurs, though only implicitly, and with-
out using differential operators, namely that of Macdonald-Spaltenstein-Lusztig
induction of representations relative to an inclusion of finite groups H ⊂ G. In
fact, this induction is best understood as an operation on D-modules, described in
Theorem 4.1 (which relies on Theorem 3.1), instead of G-modules; for the relation
with the usual definition for groups, see Proposition 4.4. In our differential algebra
context, MLS-restriction (instead of induction) will be
JGH : ModD1(B)→ ModD2(B), N 7→ J
G
H(N) = D2 ·AnnD−
1
(N),
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whereD2 = DGB ⊂ D1 = D
H
B . We exemplify the use of J
G
H by constructing the simple
components of the D2-module B when G is the generalized symmetric group.
Another application of Theorem 3.1 is to get an abstract branching rule (multi-
plicity 1) (Th. 5.2), exemplified with generalized symmetric groups, and a rather
detailed decomposition of restricted modules for the symmetric group (Th. 5.6), pro-
viding a new proof of the classical branching rule using lowest weight arguments.
Our last application is to a new construction of Young bases for representations
of the symmetric group, showing the close relation between the Jucys-Murphy
elements Li =
∑i−1
j=1(j i) (a sum of transpositions) in the group algebra of Sn
and the nabla operators ∇i = xi∂i. Put Dn = D
Sn
B and B
ann
i = AnnD−i
(B),
1 ≤ i ≤ n. Given a basis {v
(i−1)
j } of B
ann
i−1 , by the branch rule the Ri-module
AnnD−i
(Di−1v
(i−1)
j ) is multiplicity free, so a decomposition into simples gives a ba-
sis. Iterating this procedure one gets a canonical basis {vT }T∈S of Bann, indexed by
the set of paths in a branching graph, which in turn are encoded by standard Young
tableux. Interestingly enough, it turns out that the canonical basis is the same as
the Young basis (Th. 5.10). The weights of the commutative algebra generated by
the Li that is used in [OV96] here has a natural and more immediate analogue in
the multidegree of nabla operators. One can conclude from Theorem 5.6 and Theo-
rem 5.10 that it is possible to build up the representation theory of the symmetric
group from the action of nabla operators in the ring of differential operators.
In the final section we study the dihedral group D2e of order 2e acting on C
2.
Noteworthy is the fact thatR for its cyclic subgroupCe is non-commutative (though
still simple to describe), that moreover in this case the lowest weight space Nann of
a certain simple module N may have dimension strictly larger than 1, and that for
this module MLS-restriction JGH does not preserve simplicity, where H = Ce and
G = D2e.
We conclude by the remark that though most of our examples are taken from
reflection groups, they serve primarily as examples of the use of the setup. This
setup, however, is valid quite generally, and we suspect it is worthwhile, e.g., to
compute R for other groups.
2. Preliminaries
2.1. Notation. We will throughout the paper assume that we have a finite sub-
group G of the general linear group Gl(V ) of a complex finite dimensional vector
space V , inducing a graded action on the graded polynomial algebra B = S(V )
(with V in degree 1). The algebra of differential operators on B is denoted by
DB (and sometimes D(V )), which is the Weyl algebra in n = dimC V variables.
The canonical map V ⊗C V ∗ → C can be extended to an isomorphism of left
S(V )-module and right S(V ∗)-module (not as rings)
(*) S(V )⊗C S(V
∗)→ DB , p⊗ q 7→ (b 7→ p(x1, . . . , xn)q(∂1, . . . , ∂n)(b)),
where x1, . . . , xn is a basis of V , ∂1, . . . , ∂n its dual basis of V
∗, and q(∂1, . . . , ∂n)(b)
the usual action of a constant coefficient differential operator an a polynomial b.
Note that as a Lie sub algebra of DB (with the commutator as bracket) the homo-
geneous derivations can be identified with the general Lie algebra V ⊗CV
∗ = gl(V ),
and that this Lie subalgebra contains the canonical element ∇ = x1∂1+ · · ·+xn∂n.
The adjoint action of ∇ on DB gives a decomposition DB = ⊕DB(n), where
DB(n) = {P ∈ DB | [∇, P ] = nP}; it gives DB the same grading as the natu-
ral one that is induced by the identification (*), placing V ∗ in degree −1 and V in
degree 1.
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There is an induced action of G on DB that can be described using (*), as coming
from the canonical left action on V ∗ and V . The algebra of invariant differential
operators D = DGB naturally acts on the invariant ring A = B
G, so there is a
homomorphism D → DA.
2.2. Nabla operators. When dimV = 1 the above construction gives us the Weyl
algebra D(C) = C[x, ∂] in 1 variable. Its subspace D(C)0 = D(C)(0) of degree 0
has the basis {xi∂i}i≥0, where we in particular have the canonical element ∇ = x∂.
The following easy result concerned with ∇ will prove useful.
Lemma 2.1. (1) D(C)0 = C[∇]. In particular there are polynomials pk ∈
C[t], k = 0, 1, 2, . . ., such that xk∂k = pk(∇).
(2) [∇, xi∂j ] = (i − j)xi∂.
(3) Assume that [∇, v] = av, where v ∈ V . Then, for any polynomial p(t) ∈
C[t], p(∇)v = vp(∇+ a) and consequently also p(∇− a)v = vp(∇).
2.3. Representations of groups and D-modules. The group algebra D[G] of
G with coefficients in D consists of functions
∑
g∈G Pgg : G → D, g 7→ Pg , where
the product is ∑
g1∈G
Pg1g1 ·
∑
g2∈G
Qg2g2 =
∑
g∈G
∑
g1,g2=g
(Pg1Qg2)g.
Then B is a D[G]-module. Recall also that ifM is a semi-simple module over a ring
R, and N is an simple R-module, then the isotypic componentMN ofM associated
to N is the sum
∑
N ′ ⊂ M of all N ′ ⊂ M such that N ′ ∼= N . Let Gˆ denote the
set of isomorphism classes of irreducible complex G-representations.
Proposition 2.2. As a D[G]-module, we have a decomposition into simple sub-
modules
B =
⊕
χ∈Gˆ
Bχ,
where each simple Bχ occurs with multiplicity one.
(1) This decomposition coincides with the decomposition of B into isotypic com-
ponents either as a representation of G or as a D-module.
(2) If Bχ is the isotypic component of the irreducible G-representation Vχ and
of the simple D-module Nχ, respectively, then, as a D[G]-module,
Bχ ∼= Vχ ⊗C Nχ.
(Here the action on the right is given by (gP )(v⊗n) = gv⊗Pn, g ∈ G, P ∈
D).
(3) In the situation in (2),
Nχ ∼= HomG(Vχ, B),
as a D-module, and
Vχ ∼= HomD(Nχ, B),
as a representation of G.
Proof. These results, though parts occur in [Mon80], may be found in [LS95, Lemma
3.3 and Thm. 3.4] and [Wal93, Prop.1.5 and Thm. 1.6]. 
If the isotypic component of an irreducible G-representation V in B coincides
with the isotypic component of the D-moduleN , as in (2) above, we will writeN ∼G
V . Note that as a direct corollary of (2), the isotypic component corresponding to
a linear character φ : G → C∗ is in itself a simple D-module. In this case the
isotypic component is called the module of semi-invariants associated to φ. The
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above results may also be viewed as consequences of the decomposition theorem of
direct images in D-module theory, [Ka¨l].
Let H be a subgroup of G, so that DGB ⊂ D
H
B . For a D
H -submodule N of B,
we let res
DGB
DHB
(N) = N , where N is considered as DGB-module by restriction to the
subring. For an H-representation V we let indGH V = C[G]⊗C[H] V be the induced
representation of G.
Proposition 2.3. Assume that V ∼H N in the correspondence Proposition 2.2,
(3) (with G = H). Then
res
DGB
DH
B
(N) ∼G ind
G
H V.
Proof. Put LocG(V ) = HomG(V,B) and ∆H(N) = HomDH
B
(N,B), so that LocG(V )
is a DGB-module and ∆H(N) is an H-representation. Then
LocG ◦ ind
G
H ◦∆H(N) = HomG(C[G]⊗C[H] HomDHB (N,B), B)
= HomH(HomDH
B
(N,B), HomG(C[G], B)) = HomH(HomDH
B
(N,B), B) = N,
where N is only regarded as a DGB-module. 
3. Equivalence between D-modules and D0-modules
In (3.1) and (3.2) we present our main result, which is about studying D-modules
M by its lowest weight space AnnD−(M), where the latter is a module over R =
D0/(D0 ∩ (DD−)). In (3.3) we work out methods to compute R and D−, which
are also exemplified. Gelfand models are discussed in (3.4).
3.1. Abstract equivalence. We describe the equivalence first in a more general
setting than we need, to facilitate the proof and to give a model that perhaps can
be used elsewhere. If M is an arbitrary module over a ring R, then ModR(M)
denotes the category with objects all R-submodules of M and as morphisms all
R-homomorphisms between these modules.
Assume that the element ∇ ∈ D has an adjoint action on a C-algebra D,
P 7→ [∇, P ], which is semisimple, and that the semisimple decomposition gives
a grading D = ⊕D(n), where P ∈ D(n) if [∇, P ] = nP . We make the triangular
decomposition
(T) D = D− ⊕ D0 ⊕D+
where D− = ⊕n<0D(n), D0 = D(0), and D+ = ⊕n>0D(n). Define also the ring
R = D0/D0 ∩ (DD−).
Define the functor
ℓ : ModD(M)→ Mod(R),
N 7→ ℓ(N) = HomD(
D
DD−
, N) = {n ∈ N | D−n = 0}
and the map
δ : ModR(ℓ(M))→ ModD(M),
V → δ(V ) = Im(
D
DD−
⊗R V →M) = DV.
Here D/DD− is a (D,R)-bimodule, so that one gets the adjoint pair of functors
(D/DD−⊗R ·, HomD(D/DD−, ·)), while δ in general does not give a functor on the
category ModR(ℓ(M)). However, if M is sufficiently nice we do get a functor.
In the main part of the paper we will use the more evocative and convenient
notation Mann = ℓ(M).
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Theorem 3.1. Let M be a semisimple D-module which is semisimple over ∇ and
satisfying δ ◦ ℓ(M) = M . Then ℓ : ModD(M) → ModR(ℓ(M)) defines an isomor-
phism of categories, with inverse δ : ModR(ℓ(M))→ ModD(M).
Note that we actually have an isomorphism of categories in the theorem, not
only an equivalence, and that this isomorphism preserves the subcategories with
the same objects, but in which the morphisms are restricted to being inclusions of
submodules.
With the support of a semi-simple C[∇]-module is meant the set of non-zero
eigenvalues of ∇.
Lemma 3.2. Let W be a simple R-module, that is semi-simple as a C[∇]-module,
and which we also regard as a simple module over the ring B = D0 + D− by the
projection D0 →R and trivial action of D−. Then
(1) The support of W as a C[∇]-module consists of one element.
(2) D ⊗B V contains a unique maximal submodule.
Proof. (1) is clear since R preserves any eigenspace of ∇. Also ∇ acts semi-simply
on D⊗BW as a derivation by ∇(Q⊗ v) = [∇, Q]⊗ v+Q⊗∇v. Since W is simple,
the support of any proper submodule of D ⊗B W , regarded as C[∇]-module, is
disjoint from the support of W . The maximal proper submodule is then the sum
of all proper submodules. 
Proof of Theorem 3.1. All direct sums below are internal, and by an ∇-isotypical
component ofM associated to λ we intend the subspace ofM consisting of elements
m such that ∇ ·m = λm. Let V be a R-submodule of ℓ(M) and N a submodule
of M .
(a) δ ◦ ℓ(N) = N : If N is a submodule of M , by semisimplicity there exists a
module N1 such that M = N ⊕N1, so that
N ⊕N1 =M = δℓ(M) = δ(ℓ(N))⊕ δ(ℓ(N1))
and hence N = δ(ℓ(N)).
(b) ℓ ◦ δ(V ) = V : We note that it follows from the decomposition (T), that if
N ⊂ M is a simple D-module, ℓ(N) contains only one isotypical component with
respect to the action of ∇. Assume first that V contains only a single ∇-isotypical
component, and that δ(V ) = ⊕i∈INi, where Ni are simple D-submodules of M .
Hence
(*) ℓ(δ(V )) =
⊕
i∈I
ℓ(Ni).
Since δ(V ) = V ⊕D+V , and V ⊂ ℓ(δ(V )), it is clear that ℓ(δ(V )) = V ⊕ V ′, where
V and V ′ have different ∇-isotypic components. Thus, there is a subset I ′ ⊂ I such
that V = ⊕i∈I′ℓ(Ni). Then
δ(V ) =
⊕
i∈I′
δ(ℓ(Ni)) =
⊕
i∈I′
Ni =
⊕
i∈I
Ni,
where the second equality follows from (a). Therefore I = I ′ and so ℓ ◦ δ(V ) on the
right side of (*) equals V .
Assume then that V = V1 ⊕ V2, where V1 and V2 have no common ∇-isotypical
component, and satisfy that ℓ ◦ δ(Vi) = Vi, i = 1, 2. Then ℓ(δ(V1) ∩ δ(V2)) ⊂
V1 ∩ V2 = 0, hence by (a) δ(V1) ∩ δ(V2) = 0, so that
δ(V1 ⊕ V2) = δ(V1)⊕ δ(V2),
and, by assumption,
ℓ(δ(V )) = ℓ(δ(V1))⊕ ℓ(δ(V2)) = V1 ⊕ V2.
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Since any V may be decomposed as a D0-module into isotypic components for ∇,
it follows by induction that ℓ ◦ δ(V ) = V .
(c) HomD(N1, N2) = HomR(ℓ(N1), ℓ(N2)): Since ℓ is additive and the category
ModD(M) is semisimple, it suffices to prove this when N1 and N2 are simple. If
V1 ⊂ ℓ(N1), V1 6= 0, then δ(V1) = N1; hence by (b) V1 = ℓ(N1); hence ℓ(N1)
is simple and for the same reason ℓ(N2) is also simple. It is obvious that an
isomorphism φ : N1 → N2 induces an isomorphism ℓ(N1) → ℓ(N2). Conversely,
let ψ : ℓ(N1) → ℓ(N2) be a non-zero homomorphism, hence it is an isomorphism.
There is a canonical inclusion homomorphism of D0-modules f : ℓ(N2) → N2, so
that we get a map of D0-modules f ◦ ψ : ℓ(N1) → N2. Hence we get a non-zero
homomorphism of D-modules h : D⊗B ℓ(N1)→ N2, which is surjective since N2 is
simple. We moreover have a surjective mapD⊗Bℓ(N1)→ N1. Since ℓ(N1) is simple,
by Lemma 3.2 D⊗B ℓ(N1) has a unique maximal proper submodule. Therefore we
get a unique isomorphism N1 → N2 that extends ψ.
(d) HomR(V1, V2) = HomD(δ(V1), δ(V2)): Putting N1 = δ(Vi) we have by (b)
that ℓ(Ni) = Vi, i = 1, 2. Hence by (c)
HomR(V1, V2) = HomR(ℓ(N1), ℓ(N2)) = HomD(N1, N2) = HomD(δ(V1), δ(V2)).

3.2. Equivalence for invariant rings. Theorem 3.1 applies immediately to al-
gebras D = DGB of invariant differential operators, where we use the notation of
Section 2.1. The semi-simple adjoint action of the Euler operator ∇ induces a Z-
grading, we have the decomposition (T), and by Proposition 2.2 B is a semi-simple
D-module. If N ⊂ B is a simple D-submodule, the vector space Na of lowest
degree homogeneous elements in N will be annihilated by D−, hence Na ⊂ Bann,
so that N = DNa ⊂ DBann. Since this is true for any simple submodule of the
semi-simple module B, we have B = D·Bann. Hence the conditions of Theorem 3.1
are obtained for D and M = B. We can therefore immediately conclude most of
the following basic result:
Corollary 3.3. Suppose that G is a finite group acting on B = S(V ) and DB . Put
D = DGB and R = D
0/D0 ∩ (DD−).
(1) Bann is a finite-dimensional semisimple R-module.
(2) There is an isomorphism of categories between the category of D-submodules
of B and the category of R-submodules of Bann. The isomorphism is N 7→
Nann, where N is a submodule of B, and its inverse is V 7→ DV , where V
is an R-submodule of Bann.
(3) Simple D-submodules of B correspond to simple R-submodules of Bann.
(4) Each simple R-submodule of Bann is concentrated in a single degree.
Proof. There remains to prove dimCB
ann <∞. This follows from Proposition 2.2
and (A), together with the following facts: dimVχ < ∞, AnnD−(Bχ) is concen-
trated in one degree, and each homogeneous degree of B is of finite dimension. 
Remark 3.4. The ring S(V ∗) is isomorphic to the subring of constant differential
operators in D and H = HomS(V ∗)(S(V
∗)/ S(V ∗)G+, B) is the space of harmonic
elements in B, so that Bann ⊂ H. Since H ∼= B/mAB, this gives another argument
for dimCB
ann <∞. The space H is isomorphic to the regular G-representation if
and only if G is a complex reflexion group [Ste64]. In this case the A-modules Nχ
in Proposition 2.2 are free of rank dimC Vχ.
To fix ideas we give a non-trivial example.
Example 3.5. Let the symmetric group G = S3 act on B = C[x1, x2, x3] by
permuting the variables; put A = BG and D = DGB . Let αij = xi − xj , i 6= j
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be the equations of irreducible reflecting hyperplanes. Then Bann = C1 +Cα13 +
Cα23 +Cα12α13α23 is a four-dimensional vector space, and the simple R-modules
are the one-dimensional vector spaces N0 = C, N1 = Cα12α13α23 and Np = Cp
where p ∈ 〈α13, α23〉. Corresponding representants for the three classes of simple D-
modules are D ·N0 = A, D ·N1 = Aα12α13α23 and, selecting p = α12, D ·Nx1−x2 =
A(x1−x2)⊕A(x21−x
2
2). A complete description of the R-module structure of B
ann
for the general symmetric group Sn is given in Section 5.
3.3. Computation of D−, D0 and R.
3.3.1. General procedure using basic invariants. Assume that {fi}, {gi} are homo-
geneous generators of S(V )G and S(V ∗)G, respectively, where one observes that
{gi} ⊂ D−. Let a be a graded Lie subalgebra of D = D(V )G which contains the
Lie algebra Lie < fi, gj > that is generated by the set {fi} ∪ {gi}.
Letting U(a) be the enveloping algebra of a we have a canonical homorphism
j : U(a)→ D.
Proposition 3.6. (1) The homomorphism j is surjective.
(2) Let {rk} be a homogeneous basis of a and a− =
∑
deg(rk)<0
Crk be the
subalgebra of elements of negative degree. Then a− ⊂ D− ⊂ Da−.
(3) Let a0 be the subalgebra of degree 0 in a. Then we have a surjective homo-
morphism
U(a0)→ R
In particular, if a0 is commutative, then R is commutative.
It follows from (3) that Mann = Ann
a
−(M) and from (4) that the R-module
structure of Mann come from its structure as a0-module.
Proof. (1): This follows from the famous theorem of Levasseur and Stafford [LS95],
stating that the sets {fi}, {gi} together generate D.
(2-3): Provide the homogeneous basis {rk} with a total ordering that is compat-
ible with the degrees in the sense that deg(ri) ≤ deg(rj), when i ≥ j. It follows
from the Poincare´-Birkhoff-Witt theorem, using the homomorphism above, that
any element P ∈ D can be expressed (non-uniquely) in the form
P =
∑
αi1...isri1 · · · ris
where i1 ≥ · · · ≥ ir. Hence the factors in each term ri1 · · · ris have descending
degree deg r1 ≥ · · · ≥ deg ris . If P ∈ D
− then the last factor in each term has
deg(ris) < 0 and so P ∈ Da
−. This gives (2). Furthermore, when P ∈ D0 we can
write
P =
∑
αi1...isri1 · · · ris mod D
0 ∩DD−,
where deg(ri1) = · · · = deg(ris) = 0 and αi1...is ∈ C. This gives (3). 
3.3.2. R for G(m, e, n). As an example we will consider the irreducible imprimitive
complex reflection groups G = G(m, e, n), where e and m are positive integers such
that e | m, and determine generators of R when e = 1. Let V be a complex vector
space of dimension n. Then
G = A(m, e, n)⋊ Sn ⊂ Gl(V )
where Sn is realized as permutation matrices and A(m, e, n) as diagonal matrices
whose entries belong to µm, the group of m-roots of unity, such that their determi-
nant belongs to µd ⊂ µm, where d = m/e, and in the semi-direct product Sn acts
on A(m, e, n) by permutation. This means that G can be realized as permutation
matrices with entries in µm, such that the product of the non-zero entries belongs
to µd ⊂ µm; see [Bro10]. Here G(1, 1, n) = Sn is of type An−1, G(2, 1, n) is of type
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Bn = Cn; the dihedral group G(e, e, 2) = I2(e), where I2(6) is of type G2, is treated
in more detail in (6.2); G(2, 2, n) is of type type Dn, and G(de, e, 1) = Cd is a cyclic
group.
Put A¯ = A(m, 1, n), A = A(m, e, n), and G¯ = A¯⋊Sn = G(m, 1, n) so that A ⊂ A¯
and G ⊂ G¯. Define the Sn-invariant elements Θ = (
∏n
i=1 xi)
d, Ψ = (
∏n
i=1 ∂i)
d, and
hi(x) =
∑n
j=1 x
i
j .
Lemma 3.7. (1)
BG¯ = C[f1, . . . , fn]
⊂ BG = C[f1, . . . , fn−1,Θ]
where
fi = hi(x
m
1 , . . . , x
m
n ) =
n∑
j=1
xmij , i = 1, . . . , n
(2)
D¯n := D
G¯
B = C〈fi(x), fi(∂)〉
⊂ DGB = C〈fi(x), fi(∂),Ψ,Θ〉
Proof. (1): This is of course well known, but let us at least sketch the argument.
We have (as detailed below)
BA(m,e,n)⋊Sn = (BA(m,e,n))Sn = (C[xm1 , . . . , x
m
n , (x1 · · ·xn)
d])Sn
= (C[(x1 · · ·xn)
d][xm1 , . . . , x
m
n ])
Sn = C[(x1 · · ·xn)
d][f1, . . . , fn]
The second equality can be seen by first noting that if a polynomial is A(m, e, n)-
invariant, then each of its monomial terms is invariant, and these are exactly given
by powers of the monomials xm1 , . . . , x
m
n , (x1 · · ·xn)
d. The n monomials xmi are
algebraically independent, while the last is Sn-invariant and algebraically dependent
on the other ones. Therefore the second equality on the second line follows from
the well-known fact that {fi}ni=1 is an algebraically independent set of generators
of C[xm1 , . . . , x
m
n ]
Sn . When e > 1, then fn ∈ C[f1, . . . , fn−1,Θ], while if e = 1 (so
that m = d) , then Θ ∈ C[f1, . . . , fn], so that BG¯ = C[f1, . . . , fn].
(2): This follows from the theorem of Levasseur and Stafford [LS95]. 
Lemma 3.7 means that we have good control of the invariants {fi} for the ring
BG(m,e,n) which are needed in Proposition 3.6. However, it is only in the case
e = 1 that we obtain a really useful description of the Lie subalgebra a¯ = Lie <
fi(x), fi(∂) > of D¯n (or more precisely of a Lie algebra containing a¯), using the
basic invariants fi(x) = hi(x
m
1 , . . . , x
m
n ) for B = S(V ) and fi(∂) for its isomorphic
ring S(V ∗).
Proposition 3.8. (1) The Lie algebra a¯ is contained in a Lie algebra a¯′ with
the basis {
n∑
i=1
xki ∂
l
i
}
k≥0,l≥0,m|l−k
.
If m = 1, then a¯ = a¯′.
(2) A basis of (a¯′)− is provided by the elements in (1) with 0 ≤ k < l. If
z ∈ Bann, then its degree deg(z) < nm. In particular, if M is a D¯n-
submodule of B, then
AnnD¯−n (M) = {z ∈M |
n∑
i=1
xki ∂
l
i · z = 0,when 0 ≤ k < l ≤ nm− 1, m | l − k}.
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(3) We have
(a¯′)0 = C[∇1, . . . ,∇n]
Sn ,
and therefore a¯0 is commutative.
Let us agree to call
∑n
i=1 x
k
i ∂
l
i, m|(l − k), a power differential operator. Of
particular interest is of course the case m = 1, so that G¯ = Sn and D¯n is the ring
of symmetric differential operators, and there are then no restrictions on l − k.
Lemma 3.9. Let D(C)Lie = C〈x, ∂〉Lie be the Weyl algebra in 1 variable, con-
sidered as a Lie algebra. Let the cyclic group Cm act on x by a primitive mth
root of unity, and thus inducing an action on D(C)Lie. Then the invariant algebra
(D(C)Lie)Cm = C〈xm, ∂m〉Lie. If m = 1, then this Lie algebra is generated by the
set {xk, ∂l}0≤k≤3,0≤l≤3.
Remark 3.10. (1) Notice (in the proof) that if n > 2 then a¯′ is isomorphic
to the Lie algebra (D(C)Cm)Lie in Lemma 3.9, and (a¯′)0 ∼= C[∇]Lie ⊂
(D(C)Lie)Cm , where ∇ = x∂x. The Lie subalgebra (a¯
′)− is not finitely
generated.
(2) When n = 2 andm = 1 then the Lie algebra a¯ = C·1+C∇+
∑2
i=1(Cfi(x)+
Cfi(∂)) is finite-dimensional and a¯
0 = C · 1 +C∇.
(3) One may ask when the Lie algebras a¯ are isomorphic for different choices
of basic sets of invariants. For instance, when n = 2 and m = 1 using
the basic invariants e1 = x1 + x2, e2 = x1x2 we get a
(1) = C · 1 + C∇ +∑2
i=1(Cei(x) +Cei(∂)), so that a
(1) 6= a but still a(1) ∼= a.
Proof. The equality D(C)Cm = C〈xm, ∂m〉 follows from the theorem of Levasseur
and Stafford [LS95] (already whenm = 3 it is a nontrivial fact that x∂ ∈ C〈xm, ∂m〉),
so that (D(C)Lie)Cm = C〈xm, ∂m〉Lie. It is elementary to see, however, that the
set {xk∂l}m|(l−k) is a basis of (D(C)
Lie)Cm . Assume now that m = 1 and let
o be Lie algebra that is generated by the elements {xr, ∂s}0≤r≤3,0≤s≤3. Since
[∂2, x3] = 6x2∂+6x and [∂3, x2] = 6x∂2+6x it follows that Ex = x
2∂,E∂ = x∂
2 ∈ o.
Now
[xk1∂l1 , xk2∂l2 ] = (l1k2 − l2k1)x
k1+k2−1∂l1+l2−1 + (l.o.)
where ”l.o.” signifies a linear combination of terms xr∂s where r < k1+ k2− 1, s <
l1 + l2 − 1. In particular,
[Ex, x
k∂l] = (k − 2l)xk+1∂l + (l.o.), [E∂ , x
k∂l] = (2k − l)xk∂l+1 + (l.o.).
A straightforward induction in k and l now shows that o = D(C)Lie.

Proof of Proposition 3.8. (1): This is essentially a 1-variable assertion, based
first on the fact that
[xki ∂
l
i , x
k1
i ∂
l1
i ] =
r∑
j=1
cjx
k+k1−j
i ∂
l+l1−j
i ,
where r = max(min(l, k1),min(k, l1)) (unless the Lie bracket is 0), where of course
the coefficients cj do not depend on i, and secondly that variables do not mix in
Lie brackets since [xki ∂
l
i, x
k1
j ∂
l1
j ] = 0 when j 6= i. If m|(l− k) and m|(l1 − k1), then
m | (k+k1− j− (l+ l1− j)). This implies that the bracket of two power differential
operator is a linear combination of power differential operators, so that the vector
space a¯′ that is spanned by such differential operators forms a Lie algebra, and
clearly a¯ ⊂ a¯′. Assume that m = 1. By Lemma 3.9 the set {xki , ∂
l
i}0≤k≤3,0≤l≤3
generates D(C)Lie, which implies that the corresponding set of power differential
operators {
∑n
i=1 x
k
i ,
∑n
i=1 ∂
l
i}0≤k≤3,0≤l≤3 generates a¯, i.e. a¯
′ = a¯.
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(2): It is evident by definition that (a¯′)− has the given basis of power differential
operators pk,l =
∑n
i=1 x
k
i ∂
l
i, l > k, m | (l − k). Since (a¯
′)− ⊂ D¯−n it is also evident
that if z ∈ AnnD¯−n (M), then pk,l ·z = 0, when 0 ≤ k < l ≤ nm, m | (l−k). Assume
now the converse, that pk,l ·z = 0 for such l and k, so that in particular p0,lm ·z = 0
for l = 0, . . . , n. We have
Q(∂m) =
n∏
i=1
(∂m − ∂mi ) = ∂
nm +
n∑
i=1
(−1)iei(∂
m
1 , . . . , ∂
m
n )∂
(n−i)m,
where the elementary symmetric polynomials
ei = ei(∂
m
1 , . . . , ∂
m
n ) ∈ C[∂
m
1 , . . . , ∂
m
n ]
Sn
+ = C[p0,m, . . . , p0,nm]+,
so that ei · z = 0. Since Q(∂mi ) = 0, it follows that ∂
nm
i · z = 0 and hence
degi(z) < nm, i = 1, . . . , n. Therefore pk,l · z = 0 also when l ≥ nm. Since
D¯−n ⊂ D¯n · (a¯
′)−, by Proposition 3.6 (2), it follows that D¯−n · z = 0.
(3): Clearly fj(∇1, . . . ,∇n) is a power sum of degree 0 so it belongs to (a¯
′)0;
hence C[∇1, . . . ,∇n]Sn ⊂ (a¯′)0. Conversely, since xki ∂
k
i = pk(∇i) (see Lemma 2.1)
it is also clear that (a¯′)0 ⊂ C[∇1, . . . ,∇n]Sn . 
In general a is an extension of a¯ by the elements Θ and Ψ, similarly to Lemma 3.7,
and these elements will mix the variables, making it considerably more difficult to
describe bases of a, a− and a0. The cases n = 2 and e ≥ 1 are studied in Section 6.
3.3.3. Using gl(V ) to determine generators of R. There is another way to think of
(3) in Lemma 3.8. We have inclusions
h ⊂ gl(V ) ⊂ D0(V )
where h is a Cartan algebra in the general Lie algebra gl(V ), and we have a surjective
map l : U(gl(V )) → D0(V ), where U(gl(V )) is the enveloping algebra of gl(V ).
Since G is finite the induced (and same noted) map
l : U(gl(V ))G ։ D0
is again surjective. The maximal subgroup of Gl(V ) that preserves the Cartan
algebra h is of the form T ⋊ Sn, where Sn is the symmetric group and the torus T ,
is the maximal subgroup that leaves h invariant, where moreover T acts trivially
on h. Thus, if G ⊂ T ⋊ Sn and G¯ is the image of G in Sn, then G¯ preserves h, and
we have the commutative subring
l(S(h)G¯) ⊂ D0.
This is in particular true when G = G(m, e, n), where A(m, e, n) ⊂ T , so that we
get the subring l(S(h)Sn). Lemma 3.8 therefore implies
Proposition 3.11. If G = G(m, 1, n), then
l(S(h)Sn) mod D0 ∩ (D · D−) = R.
We may also use l and invariant theory of commutative rings, to find algebra
generators of D0. (This will be the method used in Section 6, for the cyclic and
dihedral groups.)
The natural order filtration {Dn(V )} of D(V ) is G-invariant, G ·Dn(V ) ⊂ Dn(V )
and therefore induces a filtrationD0n = Dn(V )
G∩D0 of the subring D0 ⊂ D ⊂ D(V ).
Similarly, the enveloping algebra U((gl(V )) is also provided with a natural filtration
{Un(gl(V ))} such that G · Un(gl(V )) ⊂ Un(gl(V )), and thus induces a filtration
{Un(gl(V ))G} of U(gl(V ))G. Put
gr•(D0) =
⊕
n≥−1
D0n+1
D0n
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(where gr0(D0) = S(V )G ). By the Poincare´-Birkhoff-Witt theorem⊕
n≥−1
Un+1(gl(V ))
Un(gl(V ))
= S•(gl(V )),
and therefore ⊕
n≥−1
Un+1(gl(V ))
G
Un(gl(V ))G
= S•(gl(V ))G,
since taking G-invariants is an exact functor. By the same reason, we have that
l(Un(gl(V ))
G) = D0n,
so there is a surjective homomorphism
lgr : S•(gl(V ))G → gr•(D0).
Since a homogeneous set of generators of gr•(D0) can be lifted to generators of
D0, we conclude that to get generators of D0 it suffices to compute generators of
S•(gl(V ))G = S•(V ⊗C V ∗)G, where G acts diagonally on V ⊗C V ∗. We summarize
this in a lemma:
Lemma 3.12. Let {a¯i}i∈I be a set of homogeneous elements in S(V ⊗C V ∗)G that
generates S(V ⊗C V ∗)G, and let {ai}i ∈ I be a subset of U((gl(V )) such that ai
represents a¯i. Then {l(ai)}i∈I is a generating subset of D0.
Remark 3.13. The map lgr is in fact a homomorphism of Poisson algebras. Using
the Poisson product one can sometimes, for example when G is a Weyl group with
no factors of type Em, prove that generators of the subrings S
•(V )G and S•(V ∗)G
together generate the Poisson algebra S•(V ⊕ V ∗)G, which then can be lifted to
generators of D(V )G; see [Wal93,LS95]. For G = A(e, e, 1) ⊂ Gl(C1) one does not
get generators of the whole Poisson algebra in this way, but even so lifts of the
generators of S•(V )G and S•(V ∗)G do give generators of D(V )G; see [LS95, p.371].
3.4. Gelfand models and R. The space Bann has been considered by other au-
thors, under the name of the polynomial model, in the context of finding Gelfand
models of a finite group G (see e.g. [AB09,AB14,GO10]). Such a model is defined
to be a G-representation that is a direct sum of a representative of each isotypical
class in Gˆ. Now, by Proposition 2.2, we have
Bann ∼=
⊕
χ∈Gˆ
Vχ ⊗N
ann
χ ,
so Bann is a Gelfand model if and only if, for all χ ∈ Gˆ, Nannχ is a 1-dimensional
complex vector space. We note the relation to fake degree [GJ11, 5.3.3], which
is the Poincare´ polynomial Pχ(t) =
∑
dimC N¯χ(i)t
i of the graded vector space
N¯χ := Nχ/mANχ = ⊕iN¯χ(i). In terms of the fake degree, Bann is a Gelfand model
if and only if, the least non-zero coefficient of all Pχ(t) is 1. The fake degree has
been calculated for Coxeter groups; this is used in [GO10] to give a uniform proof
of the fact that Bann is a Gelfand model when G is a finite Coxeter group not of
type D2n, n ≥ 2, E7 or E8.
We do know by the correspondence above in Corollary 3.3 that Nannχ is a simple
R-module. Since the only simple modules over a commutative algebra over C are
1-dimensional, we have the following immediate result, that gives a simple proof of
a main result in [AB09].
Theorem 3.14. If R is commutative, then Bann is a Gelfand model of G. In
particular this is true for G = G(m, 1, n).
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Remark 3.15. The quotient R → R¯ = D0/(AnnD0(B
ann)) = EndG(B
ann), im-
plying that Bann is a Gelfand model if and only if R¯ is commutative. One may ask
whether the same connection between commutativity and the fact that Bann is a
Gelfand model holds for R, as for R¯. When G = G(e, e, 2), a dihedral group, we
prove in Proposition 6.5 that R is commutative and hence Bann is a Gelfand model,
but on the other hand we will see in Proposition 6.3 that R is not commutative for
the action of a cyclic group on C2, and that Bann is then not a Gelfand model.
4. Macdonald-Lusztig-Spaltenstein restriction for D-modules
In (4.1) we present the MLS-restriction functor, which generalises and clarifies a
construction in group theory. This is applied to the case of generalized symmetric
groups in (4.3), after a discussion in (4.2) of the polynomials B considered as a
module over the ring Rn = C[x1∂1, . . . , xn∂n]
Sn .
4.1. MLS-restriction. Suppose we have an inclusion of graded algebras D2 ⊂ D1
of the type in Section 3.1, and a D1-module M which is semisimple both as D1-
and D2-module, and moreover that AnnD−
2
(M) generates M over D2. Denote
the category of Di-submodules of M by ModDi(M), i = 1, 2, and similarly the
equivalent categories of D0i -submodules of M
ann
i := AnnD−i
(M) by ModD0i (M
ann
i ).
Since D−2 ⊂ D
−
1 we have
Mann1 ⊂M
ann
2
and since also D02 ⊂ D
0
1, there is a restriction functor
ModD0
1
(Mann1 )→ ModD02 (M
ann
2 )
that takes V ⊂ Mann1 to V ⊂ M
ann
2 . This functor corresponds by the category
equivalence in Corollary 3.3 to the functor
J+ : ModD1(M)→ ModD2(M), N 7→ D2 ·N
ann
1 .
Theorem 4.1. Let N be a D1-submodule of M .
(1) If the restriction of Nann1 to a D
0
2-module is simple, then J+(N) is a simple
D2-module. This holds for example if Nann1 is a 1-dimensional complex
vector space.
(2) If Nann1 is regarded as a D
0
2-module by restriction, then
Nann1 = (J+(N))
ann
2 .
Notice that the assumption in (1) implies, by Theorem 3.1, that N is simple.
Proof. (1): Since Nann1 is a simple D
0
2-module, it follows by Theorem 3.1 that
D2 ·Nann1 is a simple D2-module.
(2): By definition, J+ is just restriction from D01 to D
0
2 on submodules of M
ann,
so that using the category equivalence of Theorem 3.1 we get (J+(N))
ann
2 = (D2 ·
Nann1 )
ann
2 = N
ann
1 . 
We apply the above construction to the ring B = S(V ), where V is a represen-
tation of a finite group G, and H ⊂ G is a subgroup, so that B is both a G- and
H-representation. Set DB = D(V ) and
D2 = D
G
B ⊂ D1 = D
H
B
Letting M = B, by Corollary 3.3 we are in the above situation, and the functor J+
is given by:
Definition 4.2. Define the functor
JGH : ModD1(B)→ ModD2(B), N 7→ J
G
H(N) = D2 ·AnnD−
1
(N).
We call JGH the differential MLS-restriction.
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We record the behaviour of the differential MLS-restriction in a chain of sub-
groups.
Lemma 4.3. Let G2 ⊂ G1 ⊂ G be an inclusion of finite groups and V be a
representation of G. Then we have
JGG2 = J
G
G1 ◦ J
G1
G2
.
Proof. Letting D = DGB ⊂ D2 = D
G1
B ⊂ D1 = D
G2
B we have
JGG1 ◦ J
G1
G2
(N) = DAnnD−
1
(D1AnnD−
2
(N)) = DAnnD−
2
(N) = JGG2(N),
where the second equality follows from Corollary 3.3 since theD01-module AnnD−
2
(N)
is by restriction D01 ⊂ D
0
2. 
The terminology is motivated by the fact that JGH is closely related to Macdonald-
Lusztig-Spaltenstein induction for group representations, which is defined in the
following manner [Mac72, LS79]; see also [GJ11, 5.2], and in particular for the
construction of the representations of Sn and the generalized symmetric group, see
[GJ11, 5.4] and [ATY97]. Suppose thatW is a representation of H withW -isotypic
component BW in B. Let dW be the least integer such that the homogeneous
component BdWW of degree dW is nonzero, and assume that B
dW
W is isomorphic to
W . Then the MLS-induced representation is defined as the isomorphism class of
the representation
jGH(W ) = C[G]B
dW
W ⊂ B,
and it is not difficult to prove that it is an irreducible G-representation (see [loc. cit.]
or Proposition 4.4 below). In this way one gets a partially defined map jGH : Hˆ → Gˆ.
Note that it makes sense to extend the definition by dropping the condition
BdWW
∼= W , but then C[G]BdWW need not be irreducible. However, using the D
0-
module structure one may still keep track of the decomposition of jGH(W ), as de-
scribed in the following proposition. We use the notation in Definition 4.2.
Proposition 4.4. Let W be an irreducible representation over H and N be a D1-
module such that N ∼H W (Prop. 2.2). Assume that the restriction of Nann =
AnnD−
1
(N) to a D02-module is simple, and put r = dimCN
ann. Then we have:
(1) jGH(W ) = (W1)
r, where W1 is an irreducible G-representation,
(2) W1 ∼G J
G
H(N), so if r = 1, then j
G
H(W ) ∼G J
G
H(N).
Notice that the condition on Nann is trivially satisfied when r = 1.
Proof. That N ∼H W means that the W -isotypic component BW of B is isomor-
phic to W ⊗C N as a D1[H ]-module, for some (simple) D1-submodule N ⊂ B
(Prop. 2.2). Since Nann = NdW is a simple D02-module, Theorem 4.1 implies that
the D2-module N1 = J
G
H(N) = D2N
dW ⊂ B is simple; hence by Proposition 2.2
C[G]N1 ∼=W1 ⊗C N1
for some irreducible G-representation W1. In particular j
G
H(W ) = W1 ⊗C N
dW ,
since NdW1 = N
ann
1 = N
ann = NdW . This implies (1) and (2). 
One should note the slight conceptual difference: MLS-restriction of D-modules
as defined above takes submodules of B to submodules of B, but MLS-induction of
G-representations takes (certain)isomorphism classes of irreducible representations
to isomorphism classes of irreducible representations. Our definition is partly moti-
vated by the fact that we are interested in the actual generators of the irreducible
D-submodules, not only the isomorphism classes. In the rest of the section we will
exemplify this for the generalized symmetric group.
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4.2. Simple R-modules and partitions. Before we can describe MLS-restriction
for the generalized symmetric group, we need to understand the simple submodules
of B over the algebra
Rn = C[h]
Sn
that appeared in Proposition 3.11, mapping surjectively to R.
A multi-index is a function α : [n] = {1, . . . , n} → N, and this determines the
monomial xα =
∏
x
α(i)
i . Since ∇i(x
α) = α(i)xα it follows that the algebra C[h]
acts multiplicity-free on B, where Mα = Cx
α is the unique simple submodule of B
in its isomorphism class. Therefore Mα is also an Rn-module, necessarily simple,
and B is a semi-simple R-module. Using partitions, it is easy to describe when
Mα ∼=Mβ as Rn-modules.
The function α has fibres Pα(i) = {j : α(j) = i}, that induce a partition of
the set [n] = ∪i≥0Pα(i). Note that some of the sets may be empty and that the
order of the sets in the partition is significant; we will call a sequence P = (Pi)
r
i=1
1
such that ∪Pi = [n] an ordered partition. Note also that α is determined by Pα =
(Pα(i))i≥0. Similarily, a sequence (λ1, . . . , λr)
2, is called an ordered partition of
an integer n, denoted by λ = (λi)i≥1 = (λ1, . . . , λr) ⊢
o n, if the integers λi ≥ 0
and λ1 + · · · + λr = n. Given an ordered partition P = (Pi)si=1 of the set [n], the
partition λP = (λP1 , . . . , λ
P
s ) ⊢
o n is defined by λPi = |Pi|. In particular, we put
λα = λPα , and say that λα is the ordered partition of the integer n, associated to
Pα.
The unordered partition P¯ = {Pi1 , . . . , Pir} of [n] corresponding to an ordered
partition P = (Pi)i≥1 is the set of subsets such that Pi 6= ∅. Similarly, the unordered
partition λ¯ = {λi1 , . . . , λir} ⊢ n of an ordered partition λ ⊢
0 n is the set of nonzero
elements in the sequence λ.3
The action of the symmetric group on the set [n] induces an action on the set
of multiindices α by σ · α = α ◦ σ−1, so that Pσ·α(i) = σ(Pα(i)). Clearly, then
Pα and Pβ belong to the same orbit under the symmetric group if and only if
|Pα(i)| = |Pβ(i)| for l = 0, 1, . . . , , that is, exactly when the induced partitions of
numbers λα = λβ .
Proposition 4.5. (1) For any simple Rn-module M ⊂ B there is a multiindex
α such that M ∼= Mα. There is an isomorphism Mα ∼= Mβ if and only if
there exists σ ∈ Sn such that σ · α = β ⇐⇒ λ
α = λβ.
(2) The decomposition of the Rn-module B into isotypical components is
B =
⊕
λ⊢on
Bλ
where for each ordered partition λ we have an isotypical component Bλ of
the form
Bλ =
⊕
α∈Ωλ
Cxα,
and Ωλ = {α : [n]→ N | λα = λ}.
Proof. (1): The first assertion is already motivated. The mapping xα to xσ·α
defines an isomorphismMα →Mσα of Rn-modules. Conversely, if Mα ∼=Mβ , then,
using the description ofR in Proposition 3.11, p(α(1), . . . , α(n)) = p(β(1), . . . , β(n))
1This should be regarded as an infinite sequence where Pi = ∅ when i > r, for some integer r.
2Again this is regarded as an infinite sequence such that λi = 0 when i > r.
3If one thinks of the ordered partition of an integer n as a sequence of columns with
|Pα(0)|, |Pα(1)| boxes, the relation between the concepts of ordered partitions P and integers
λ ⊢o n is similar to the one between Young tableaux and Young diagrams [Sag01, 2.1].
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for all symmetric polynomials p(x1, . . . , xn) ∈ C[x1, . . . , xn]Sn . This implies that
β(i) = α(σ(i)) for some σ ∈ Sn.
(2): Immediate from (1). 
The set Ωλ is the set of Sn-orbits of multi-indices α : [n] → N for a given
λ = λα. Select an ordered partition Pλ = (Pλi )
r
i=1 of [n] such that |P
λ
i | = λi. Then
Ωλ ∼= Sn/GP , where GP =
∏
S(Pλi ) and S(P
λ
i ) is the symmetric group of the set
Pλi .
4.3. Decomposition of B for some complex reflection groups. There is a
striking use ofR for the construction of simple DGB-modules for generalized symmet-
ric groups G = G(d, 1, n) = A(d, 1, n)⋊ Sn = A⋊ Sn. The main point of our proof
is that the description of the simple modules of R in Proposition 4.5 makes it easy
to determine when, for simple DHB modules L1 6
∼= L2, we have J
G
GP (L1) 6
∼= JGGP (L2),
where H = A ⋊GP and GP is a Young subgroup of Sn. For the equivalent group
representation case (using Proposition 2.2), the results about the symmetric group
(d = 1) go back to Specht [Spe35], see also [Pee75], and for the generalized symmet-
ric group (d > 1) see [ATY97].
To a multi-index α : [n]→ N we have associated an ordered partition Pα of [n]
(4.2). Say that an unordered partition P = {Pij}, [n] = ∪i,jPij is an α-partition if
∪jPij = Pα(i). Let λP ⊢ n be the (unordered) integer partition that is determined
by P , so that λP can be visualized by a sequence of at most n Young diagrams,
each one of cardinality |Pα(i)|.
Let S(Ω) be the symmetric group of a subset Ω in [n]. Given a multi-index
α : [n] → N we put Gα = A ⋊
∏
i S(Pα(i)) and given an α-partition P we put
GαP = A⋊
∏
ij S(Pij) ⊂ G
α.
Proposition 4.6. (1) The simple DAB-submodules of B are of the form Nα =
BAxα, where α : [n]→ [d− 1]. If Nβ = BAxα, β : [n]→ [d− 1], is another
such module, then Nβ ∼= Nα ⇐⇒ α = β.
(2) Let P be an α-partition and define the polynomial sαP = sPx
α, where sP is
the Jacobian of the map BG
α
P → BA. Then
NαP = D
GαP
B s
α
P = B
GαP sαP
is a simple D
GαP
B -module.
(3) The module MαP = J
G
GαP
(NαP ) = D
G
Bs
α
P is a simple D
G
B-submodule of B.
(4) Let β : [n]→ [d− 1] be another multi-index and Q be a β-partition. Then
MαP
∼=M
β
Q ⇐⇒ λ
P = λQ and β ∈ Sn · α.
(5) Let M be a simple DGB-submodule of B. Then there exists a multiindex
α : [n]→ [d− 1] and an α-partition P such that M ∼=MαP .
Remark 4.7. (1) The group
∏
S(Pα(i)) is the inertial group of theDAB-module
Nα with respect to the homomorphism B
Gα → BA (see [Ka¨l]) and sub-
groups of the form
∏
S(Pij) are its parabolic subgroups, i.e. subgroups
that preserves some closed point in SpecBA.
(2) Let GP =
∏
S(Pj) ⊂ Sn be the Young group of a partition P = {Pj}
of [n]. The Jacobian of the invariant map BGP → B is independent (up
to a multiplicative constant) of the choice of homogeneous coordinates in
the polynomial ring BGP ; in the calculation below we will use that it may
be taken as sP =
∏
j
∏
k<l∈Pj
(xk − xl). Similarly, for a 2-step partition
P = {Pij}, we may take the van der Monde determinants
sP =
∏
ij
∏
k<l∈Pij
(xdk − x
d
l ).
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A key step in the proof of Proposition 4.6 is the following relation between an
integer partition λP ⊢ n that comes from a partition P of the set [n] and the
partition λα ⊢ n, where α is a multiindex that occurs in an expansion of the Specht
polynomial sP of P . In our context, the result identifies which isomorphism class
of R-modules the Specht polynomial corresponds to.
Let λc ⊢ n denote the conjugate of a partition λ ⊢ n, i.e. the partition whose ith
part λci is the number of m with λm ≥ i. The conjugate of a partition P = {Pi} is
P c = {Qi}, where Qi = {j ∈ [n] | j ∈ Ps belongs to at least i different Ps}, so that
λcP = λP c .
Lemma 4.8. Let xα be a non-zero term in an expansion of sP . Then (λ
α)c = λP .
More precisely, in the notation of Proposition 4.5, we have sP ∈ Bλ, where the
ordered partition λ = (|Q1|, . . . , |Qs|) ⊢0 n and Q is the conjugate of P .
Proof. If P = {Pj}rj=1 we write λ
P = {n1, . . . , nr} ⊢ n, where nj = |Pj |. Expanding
the Specht polynomial of one subset Pj∏
1≤k<l≤nj
(xk − xl) =
∑
cαix
αi , αi : [nj ]→ N,
then if cαi 6= 0, it follows that the (unordered) set {αi(1), αi(2), . . . , αi(nj)} =
{nj − 1, nj − 2, . . . , 1, 0}; hence λ
αi = {1, 1, . . . , 1} ⊢ nj (so that λ
αi = {nj}
c).
Since
sP =
r∏
j=1
sPj =
r∏
j=1
(
∑
cαix
αi) =
∑
aαx
α
it follows that if aα 6= 0, then λαi = |{l| α(l) = i}| is the number of subsets Pj with
|Pj | > i. This implies that λα = (λP )c. 
Proof of Proposition 4.6. (1): We have
BA = C[xd1, . . . , x
d
n] ⊂ D
A
B = C[x
d
1, . . . , x
d
n, ∂
d
1 , . . . , ∂
d
n],
so that C[∂d1 , . . . , ∂
d
n] ⊂ (D
A
B)
− ⊂
∑n
i=1D
A
B∂
d
i and hence Ann(DAB)−(B) = {x
α | α :
[n]→ [d− 1]}. Notice that C[∇1, . . . ,∇n] ⊂ DAB. If Cx
α ∼= Cxβ as C[∇1, . . . ,∇n]-
modules, then α = β. Therefore B = ⊕DABx
α, where the sum runs over multi-
indices α : [n] → [d− 1], and Nα ∼= Nβ implies α = β. It is straightforward to see
that BA is a simple DAB-module, implying that each Nα is also simple.
Another way to see thatNα is a simpleDAB-module is to appeal toA-semiinvariants,
which is in a sense more easy to see. This is what we will have to do in (2) below.
(2): The element sPx
α defines a GαP -semiinvariant χ : G
α
P → C
∗, and generates
the BG
α
P -module of all semi-invariants associated to χ. It then follows from Propo-
sition 2.2 that NαP = D
GαP
B sPx
α = BG
α
P sPx
α and that this is a simple D
GαP
B -module.
(3): Put D1 = D
GαP
B and D2 = D
G
B . Then Cs
α
P forms a 1-dimensional D
0
1-module,
so the assertion follows from Theorem 4.1, (1).
(4): If MβQ
∼=MαP , then
CsQx
β ∼= CsPx
α
as Rn-modules. Since sP , sQ ∈ BA it follows from (1) and Proposition 4.5 (1) that
there exists σ ∈ Sn such that β ≡ σα(mod d), and since α, β : [n] → [d − 1] this
implies that β = σα. Therefore we have isomorphisms, where the second one comes
from the action of σ,
CsQx
β ∼= CsPx
α ∼= Csσ·Px
β ,
and hence CsQ ∼= Csσ·P ∼= CsP ; hence by Lemma 4.8, λQ = λP .
Conversely, if λQ = λP and β ∈ Sn · α, then there exists σ ∈ Sn such that
β = σα and Q = σP , and hence the Dn-homomorphism σ : B → B induces an
isomorphism MαP
∼=M
β
Q.
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(5): First note that if λα 6= λβ ⊢ n, then β 6∈ Sn · α, so that the corresponding
modules are non-isomorphic. It follows that the set of nonisomorphic simple DGB-
submodules that arise in (4) is parametrised by a sequence of at most d Young
diagrams. This agrees with the parametrisation of the set of conjugacy classes
Cl(G(d, 1, n)) [Osi54]. 
Consider now G = G(m, e, n) = A⋊ Sn with e > 1, and put D = DGB = (D
A
B)
Sn .
A possible strategy to construct the simple D-submodules of B is as follows. Let
{Ni}ri=1 be a set of representatives of the simple D
A
B-submodules of B (this is
done for A = A(e, e, 2) in Section 6.1). Let Gi ⊂ Sn be the inertial group of Ni,
i = 1, . . . , r, and put G¯i = A⋊Gi. Let {Mij} be a set of representatives of the simple
DG¯iB -submodules of B. To find such modules Mij it is natural to consider parabolic
subgroups G¯Pi ⊂ G¯i, let sP,i be the Jacobian of the invariant map B
G¯Pi → B, and
expect that Mij is contained in the composition series of J
G¯i
G¯Pi
(D
G¯Pi
B sP,i).
Then we can construct the D-module
M¯ij = J
G
A(Ni)⊗BG J
G
Gi(Mij).
Since B is semisimple over D and B is free over BG, G being a reflection group,
it follows that the D-submodules JGGi(Mij) and J
G
A(Ni) also are free over B
G. An
interesting problem would be to understand the decomposition of M¯ij into simples.
When e = 1, so that BA is polynomial ring, we are in the situation of Proposition 4.6
where these modules are already studied, albeit expressed differently.
5. The branch rule for Sn
We start with a fairly general condition in (5.1) that ensures that the restriction
of a simple D1-module to a module over a subring D2 ⊂ D1 is multiplicity free. In
(5.2) we give a proof of the classical branching rule for the symmetric group Sn,
expressed in terms of D-modules and based on a lowest weight argument, where
D = DSnB . In (5.3) and (5.4) we discuss the branching graph of the D-module B and
provide Bann with canonical bases, which turn out to coincide with Young bases.
5.1. The generalized symmetric groups. The generalized symmetric group
Gn = G(m, 1, n) = A(m, 1, n) ⋊ Sn acts on B = C[x1, . . . , xn] by permuting the
coordinates and by multiplying by mth roots of unities. It contains the subgroup
Gn−1 ⊂ Gn of elements that fix the variable xn. Let Dn = D
Gn
B be the ring of in-
variant differential operators, so that Dn ⊂ Dn−1. Letting Bn−1 = C[x1, . . . , xn−1],
we note that
(5.1) Dn−1 = D˜n−1[xn, ∂n],
where D˜n−1 = D
Gn−1
Bn−1
.
The branch rule for representations of the generalized symmetric groups, de-
scribing induction from Gn−1 - to Gn -representations, is the second statement in
Proposition 5.1 below. By Proposition 2.2 it is equivalent to the first statement on
restriction from Dn−1- to Dn-modules, which we will see is a consequence of the
determination of R for the generalized symmetric group in Proposition 3.11.4
Proposition 5.1. Let N be a simple Dn−1-submodule of B and V be the corre-
sponding irreducible Gn-representation, so that V ∼Gn N in Proposition 2.2.
4The correspondence between operations like induction and restrictions for representations and
direct and inverse images of D-modules is described in more detail in [Ka¨l].
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(1) The restriction of N to a Dn-module res(N) by the inclusion Dn ⊂ Dn−1
splits into a direct sum
res(N) =
⊕
Mi
of pairwise non-isomorphic simple submodules.
(2) The induced representation indGnGn−1(V ) splits into a sum
indGnGn−1(V ) =
⊕
Wi,
of pairwise non-isomorphic irreducible representations, where Wi ∼Gn Mi.
We put DxnB (k) = {P ∈ DB | [∇n, P ] = kP} and D
x−n
B = ⊕k<0D
xn
B (k). Let
a¯n =
∑
k≥0,l≥0,m|l−kCp
(n)
k,l be the Lie algebra in Proposition 3.8, where we have
the power differential operator p
(n)
k,l =
∑n
i=1 x
k
i ∂
l
i . We notice here the following:
(i) xn, ∂n ∈ Dn−1,
(ii) a¯−n−1 ⊂ D˜
−
n−1 ⊂ D
−
n−1 ⊂ Dn−1a¯
−
n−1 +DB∂n,
(iii) a¯−n−1 ⊂ D
−
n +D
x−n
B ,
where (ii) is a consequence of Proposition 3.6, and (iii) follows from the relation
p
(n)
k,l = p
(n−1)
k,l + x
k
n∂
l
n.
Proposition 5.1 is a consequence of (i-iii) and the fact that the algebra R =
D0n/(D
0
n ∩ (DnD
−
n )) is commutative. In the theorem below, which encodes this
argument, we consider general graded subrings D = ⊕k∈ZD(k) = D
+⊕D0⊕D− ⊂
DB as in Section 3.1.
Theorem 5.2. Let D2 ⊂ D1 be an inclusion of graded subrings of DB as above,
where xn, ∂n ∈ D1, and put D˜1 = (D1)∂n = {P ∈ D1 | [∂n, P ] = 0}. Assume that
there exists a graded Lie subalgebra a1 of D˜1 such that:
(1) a−1 ⊂ D˜
−
1 ⊂ D
−
1 ⊂ D1a
−
1 +DB∂n,
(2) a−1 ⊂ D
−
2 +D
x−n
B .
Let N be a simple D1-submodule of B such that dimCAnnD−
1
(N) = 1 and assume
that for any simple D2-submodule M ⊂ N we have dimCAnnD−
2
(M) = 1; these two
conditions are satisfied if R1 and R2 are commutative (Ri = D
0
i /D
0
i ∩ (DiD
−
i )).
Then it follows that the restriction res(N) to a D2-module splits into a direct sum
res(N) =
⊕
Mi
of pairwise non-isomorphic simple submodules.
Remark 5.3. (1) It would be interesting to find applications of Theorem 5.2 in
other situations. Let H ⊂ G ⊂ Gl(V ) be an inclusion of finite groups. Put
D2 = D
G
B ⊂ D1 = D
H
B , RH = D
0
1/D
0
1 ∩ (D1D
−
1 ), RG = D
0
2/D
0
2 ∩ (D2D
−
2 ).
Assume that H fixes the variable xn and that a1 is a graded Lie subalgebra
of D1 such that (1) and (2) in Theorem 5.2 are satisfied. If now RH and
RG are commutative, it follows as in the proof below that any irreducible
representation of G restricts to a multiplicity free representation of H .
(2) Note that R1 = D˜01/ D˜
0
1 ∩ (D˜1D˜
−
1 ), since ∂n ∈ D
−
1 .
Proof of Proposition 5.1. We know that the algebras Ri are commutative by
Propositions 3.8 and 3.6, and the above remark. Putting a1 = a¯n−1, (i) implies
the first and (ii-iii), where the ring D˜−n−1 is a subring of D˜1, implies the condi-
tions (1-2) in Theorem 5.2, hence we get (1). The corresponding assertion (2) for
representations follows since indGnGn−1(V ) ∼Gn res(N) (Prop. 2.3). 
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Proof of Theorem 5.2. If Ri is commutative and M is a simple Di-module, then
Theorem 3.1 implies that dimCAnnD−i
(M) = 1. So assume AnnD−
1
(N) = Cy
for some homogeneous elements y ∈ N . Similarly for any simple D2-submodule
M ⊂ res(N) we have AnnD−
2
(M) = Cz, for a homogeneous polynomial z ∈M , and
we then put deg(M) = deg(z). Since ∇ ∈ D2 it follows that if M1 is another simple
submodule of N and deg(M) 6= deg(M1), then M 6∼=M1. Conversely, we will prove
that if deg(M) = deg(M1), then M = M1. Expand z = y0 + y1xn + · · · + yaxan,
where ∂n(yi) = 0, yi ∈ N1 since xn, ∂n ∈ D1, and ya 6= 0. Let r1 ∈ a
−
1 , so that
by (2), r1 = r2 + r
(n), where r2 ∈ D
−
2 , r
(n) ∈ D
x−n
B . Since r2(z) = 0, we have (as
detailed below)
r1(z) = r1(ya)x
a
n + (l.o. in xn) = r
(n)(y0 + y1xn + · · ·+ yax
a
n).
The first equality follows since r1 ∈ D˜
−
1 , so that r1 =
∑
cγ,b(x
′)γ(∂′)β∂bn, where
x′ = (x1, . . . , xn−1), ∂
′ = (∂1, . . . , ∂n−1), |β| + b > |γ|, and ∂n(ya) = 0. Therefore
r1(ya) = 0. Hence by (1), ya ∈ AnnD−
1
(N), and therefore Cya = AnnD−
1
(N) = Cy.
We have also AnnD−
2
(M1) = Cz
′ for some homogeneous polynomial z′, and it
suffices now, since M and M1 are simple, to prove that Cz = Cz
′ when deg z′ =
deg z. We expand z′ = y′a′x
a′
n + (l.o. in xn) in the same way as z above, and
by the same argument as before we have Cy′a′ = AnnD−
1
(N) = Cya. Therefore
deg(y′a′) = deg(ya), and as deg(z) = deg(z
′), it follows also that a = a′. Multiplying
z′ by a complex number so that y′a′ = ya, it suffices now to see that z = z
′. Assume
on the contrary that
z − z′ = y′bx
b
n + (l.o. in xn) 6= 0.
Since z and z′ are homogeneous of equal degree it follows that deg(z−z′) = deg(z).
Clearly b < a, and again we have y′b ∈ AnnD−
1
(N) so that deg(y′b) = deg(ya),
implying that deg(z − z′) < deg(z), which is a contradiction. Therefore z = z′. 
5.2. The symmetric group. The symmetric group Sn is a subgroup of Gn, so
we have actions of Sn and its subgroup Sn−1 on both B and DB, and we now put
instead Dn = D
Sn
B ⊂ Dn−1 = D
Sn−1
B . We want to describe the decomposition (1) in
Proposition 5.1 in more detail when m = 1, which, by Proposition 2.2, also implies
the very well-known branching rule for the symmetric group.
Remark 5.4. In [Pee75; JK81, Th. 2.4.3] the proof of the branching rule for rep-
resentations of the symmetric group requires the non-trivial fact that the standard
Specht polynomials of shape λ ⊢ n form a basis of a simple Sn-module Vλ. The
proof below is instead based on Corollary 3.3 and Proposition 4.6, where the latter
shows that any simple Rn-submodule of B
ann is isomorphic to ksP for some Specht
polynomial sP . The fact that the standard Specht polynomials, indexed by the
standard Young tableaux, form a basis is then an immediate consequence of the
branching rule, as described in Section 5.3.
We assume now that every partition λ ⊢ n is ordered, defining a function λ :
{1, 2, . . .} → N such that λ(i) ≥ λ(i + 1); this is the same as associating a Young
diagram to λ.
We already know that Bann is a Gelfand module, but we can be more precise.
Corollary 5.5. The Sn-representation B
ann is multplicity free and is canonically
decomposed
Bann =
⊕
λ⊢n
Vλ,
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where the representations Vλ are irreducible and of the form
Vλ = k[Sn]sP = {p ∈ B |
n∑
i=1
xki ∂
l
ip = 0, 0 ≤ k < l ≤ n− 1, and p =
∑
λα=λc
cαx
α},
where sP is the Specht polynomial of a partition P of [n] such that λ
P = λ (see
Remark 4.7).
Proof. By Proposition 4.6 any simple Dn-submodule of B is isomorphic to a module
of the form DnsP and DnsP ∼= DnsQ for another partition Q of [n] if and only
if λ = λQ. If xα is a monomial term in sP then λ
α = λc (Lem. 4.8). By
Proposition 2.2 it follows that Bann = ⊕λ⊢nk[Sn]sP . Putting Vλ = k[Sn]sP , where
λ = λP , it follows that any momonial term x
α in any polynomial that belongs to
Vλ satisfies λ
α = λc. The description of Bann follows from Proposition 3.8, (2). 
One says that a box in a Young diagram is addable if one gets another Young
diagram by adding a box.
Theorem 5.6. Let Nλ = Dn−1vλ be a simple Dn−1-module corresponding to the
partition λ ⊢ n− 1 in Proposition 4.6, where kvλ = AnnD−n−1
(Nλ), and let res(Nλ)
denote its restriction to Dn-module.
(1) Then
res(Nλ) =
⊕
µ
Nµ
is multiplicity-free and the simple direct composants Nµ correspond to all
partitions µ ⊢ n that can be formed by adding a box to λ.
(2) Assume that Nµ corresponds to adding a box to the rth row of the Young
diagram of λ. Then the decomposition in (1) is determined by submodules
Nµ ⊂ Nλ where Nµ is generated by a homogeneous lowest weight polynomial
of the form vµ = x
a
nvλ + v
′
a ∈ AnnD−n (Nλ), where a = λ(r). We have
deg(vµ) =
∑
i iλ(i) + a− l, where l is the number of i such that λ(i) 6= 0.
That a box is addable means more precisely the following. Given an ordered
partition λ ⊢ n − 1 and an integer r one gets the function µ : {1, 2, . . .} → N
by µ(r) = λ(r) + 1, µ(i) = λ(i), i 6= r, then the index r is addable if µ again is
non-increasing. We note that an index r is addable to λ ⊢ n− 1 if and only if the
index a = λ(r) is addable to the conjugate partition λc ⊢ n− 1; we then also write
a ∈ λ.
Define the bilinear form 〈·, ·〉 : B ⊗C B → C, 〈f, g〉 = (f(∂)g)|x=0, so that the
monomials form an orthogonal basis with respect to 〈·, ·〉, and define the antiiso-
morphism t : DB → DB by xti = ∂i, ∂
t
i = −xi, and (PQ)
t = QtP t. Then we
have:
(i) 〈Pf, g〉 = 〈f, P tg〉, f, g ∈ B, P ∈ DB.
(ii) (D0)t = D0n, (D
+
n )
t = D−n , and D
t
n = Dn.
(iii) If f and g are homogeneous of different degrees, then 〈f, g〉 = 0. More
precisely, if fi =
∑
α∈Γi
cαx
α ∈ B, i = 1, 2, where the set of multiindices
Γ1 ∩ Γ2 = ∅, then 〈f1, f2〉 = 0.
(iv) 〈f, f〉 6= 0, f ∈ B.
Notice that it follows from (ii) that if v ∈ Bann and w ∈ B is such that 〈w, v〉 = 0,
then 〈D+nw, v〉 = 0.
Proof. a) Multiplicity 1: (This is implied by Proposition 5.1 but we give a sep-
arate proof) If N ⊂ Nλ, where N is a simple Dn-submodule, by Corollary 3.3
and Proposition 3.8 AnnD−n (N) is a simple module over the commutative ring
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Rn = k[∇1, . . . ,∇n]Sn , so that by AnnD−n (N) = kvn for some polynomial vn, as
described in Proposition 4.5 (2). We expand in the variable xn
vn = vn−1x
a
n + w (w is of lower order in xn)
where
vn ∈ AnnD−n (Nλ) = {µ ∈ Nλ |
n∑
i=1
xki ∂
l
i(µ) = 0, 0 ≤ k < l ≤ n− 1}.
(Prop. 3.8). Therefore
∑n−1
i=1 x
k
i ∂
l
i(vn−1) = 0, when 0 ≤ k < l ≤ n − 2, so that
vn−1 ∈ AnnD−n−1
(Nλ) = kvλ. We can therefore assume, after multiplying vn
by a constant, that vn−1 = vλ. Assume that N
′ ⊂ Nλ and N ′ ∼= N . Again
AnnD−n (N
′) = kv′n. Then clearly deg vn = deg v
′
n, and after multiplying by a
constant we get the expansion
v′n = x
a
nvλ + w
′.
We assert that vn = v
′
n. Assuming the contrary,
0 6= vn − v
′
n = w − w
′ = cxbnvλ + w”, deg(vn − v
′
n) = a+ deg sQ
But b < a, which results in the contradiction deg(vn − v′n) < a+ deg vλ.
b) Existence of submodules: We have a natural exhaustive filtration by Dn-
submodules
N0 = Dnvλ ⊂ · · · ⊂ Nj =
∑
i≤j
Dnx
i
nvλ ⊂ · · · ⊂ Nλ
Clearly N0 is a simple Dn-module, so assume that a > 0. We assert:
a ∈ λ ⇐⇒
there exists va = x
a
nvλ + wa ∈ AnnD−n (Na) and kva is a simple Rn −module.
⇐: There exists a partition P of [n − 1] such that λP = λ and kvλ ∼= ksP as
Rn−1-module. Then if x
α is a monomial term in vλ it follows that λ
α = λc ⊢ n− 1,
where λc is the conjugate of λ (see Lemma 4.8). If there exists a vector va as
stated, so that xβ = xanx
α is a monomial term in va, then λ
β ⊢ n. This implies
that a = (λα)c(i) = λ(i) for some index i. (We can also say that a is addable to α
if a ∈ λ = (λα)c.)
⇒: We can assume that vλ = sQ for some partition Q = {Qi} of [n − 1] such
that λQ = λ. If a = λi = |Qi| we let Pj = Qj when j 6= i, Pi = Qi ∪ {n}, so that
{Pj} is a partition of [n]. Then
sP = x
a
nsQ + s
′
P , degxn s
′
P < a.
Notice that sP is not a semi-invariant of the Young subgroup of Q, so that sP 6∈ Nλ.
Since {xα} is an orthogonal basis for B we have < s′P , x
a
nsQ >= 0 and hence
< sP , x
a
nsQ >=< x
a
nsQ, x
a
nsQ > 6= 0, and since sP is a homogeneous minimal degree
semi-invariant of a parabolic subgroup of Sn it follows that D−n sP = 0. Moreover,
deg sP = a+ deg sQ > deg(x
i
nsQ) = i+ deg sQ, when i < a, so that
< sP ,Dnx
i
nsQ >=< DnsP , x
i
nsQ >=< (D
+
n +D
0
n)sP , x
i
nsQ >= 0,
i.e. sP ⊥ Na−1. Therefore x
asQ 6∈ Na−1, hence there exists elements of the form
vb in AnnD−n (Na) 6= 0 where b ≥ a. Now if v ∈ AnnD−n (Na) is homogeneous, then
degPv ≥ deg v when P ∈ Dn; since moreover Na = DnAnnD−n (Na) it follows that
there exists an element in AnnD−n (Na) of the form va such that kvn is Rn-simple.
It follows from a) and b) that
Nλ =
⊕
a∈λ
Dnva.
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It remains to see that deg vλ =
∑
i iλ(i)− l, which we prove by induction in n−1.
The vector vλ arises from some vλ′ ∈ AnnD−n−2
(B) where λ′ ⊢ n − 2, in the form
vλ = x
a′
n−1vλ′ + · · · . By induction
deg vλ′ =
∑
iλ′(i)− l′, l′ = number of i such that λ′(i) 6= 0.
This implies that
deg vλ = a
′ + deg(vλ′) = a
′ +
∑
iλ′(i)− l′ =
∑
λ(i)− l.
since a′ = λ′(j) for some j, so that λ(j) = λ′(j) + 1, λ(i) = λ′(i), i 6= j (treat the
cases a′ = 0 and a′ 6= 0 separately). 
5.3. The branching graph. Let us start with the general situation of inclusions
of graded rings of the type in Section 3.1
Dn ⊂ Dn−1 ⊂ · · · ⊂ D2 ⊂ D1,
so that in particular ∇ ∈ Di for all i. Let M be a simple D1-module such that
its restriction to Di-module is semisimple and DiAnnD−i
(M) = M , i = 1, . . . , n
(see Theorem 3.1 and Section 3.2). Let Ci be the set of isomorphism classes of
simple Di-submodules of M . The branching graph B(M) of M (or oriented Brat-
teli diagram) is defined as follows. Its set of vertices is ∪n≥1Ci and there are
dimCHomDi(Nλ, res
Di
Di−1
Nµ) directed edges from the vertex µ ∈ Ci−1 to the ver-
tex λ ∈ Ci (where Nλ, Nµ are representative modules for λ and µ), and there are no
other edges. Let us agree to say that a vertex λ in B(M) has the level i if λ ∈ Ci,
and write |λ| = i. Write T > T ′ when T and T ′ are directed paths in B(M) with
a common first vertex (which normally is the root C1 of B(M); this is a singleton
set) and the last vertex of T ′ is joined by an edge with the last vertex of T . It is
a fundamental problem to give a combinatorial description of the oriented rooted
tree B(M), given parametrisations of the sets Ci.
We will give such a description of B = B(B) when Di = D
Si
B , so that by Theo-
rem 5.2 there is at most one edge between two vertices. The Young graph Y is the
oriented graph whose set of vertices is ∪ni=1P(i), where P(i) is the set of partitions
λ ⊢ i. There is an edge from the vertex λ′ ∈ P(i − 1) to λ ∈ P(i) if the Young
diagram of λ is obtained from λ′ by adding 1 addable box, and there are no other
edges in Y. It is easy to see that the paths in Y are in correspondence with standard
Young tableaux.
Proposition 5.7. B is isomorphic to Y.
Proof. Since Ci is parametrised by the set of partitions of the integer i (Prop. 4.6)
it is clear that the cardinality of the set of vertices in B agrees with that of Y. That
the edges agree follow from Theorem 5.6. 
In fact, the branching graph B is isomorphic to the branching graph C of the
sequence of group inclusions S1 ⊂ S2 ⊂ · · · ⊂ Si−1 ⊂ Si ⊂ · · · ⊂ Sn, described in
detail in [OV96] (see also [Kle05]). The vertex set of C is ∪i≥1Sˆi and there is an edge
from the vertex µ ∈ Sˆi−1 to the vertex λ ∈ Sˆi if dimCHomSi(res
Si−1
Si
V λ, V µ) = 1
(≤ 1 by Proposition 5.1), where res
Si−1
Si
V λ is the restriction of a representative V λ
of λ to a representation of Si−1, and there are no other edges in C. It follows from
Proposition 2.3 and Frobenius reciprocity that the oriented graphs B and C are
isomorphic.
Remark 5.8. In [OV96, Th. 6.7] it is proven that C is isomorphic to Y, which
together with Proposition 2.3 also implies Proposition 5.7 (and vice versa, Propo-
sition 5.7 implies Y ∼= C). Notice that in our setup, where first the branch rule in
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Theorem 5.6 is proven rather explicitly, one immediately gets that C is isomorphic
to Y. The proof of [loc cit] is based on an identification of paths in C with paths
in Y, using the notion of weights of a GZ-algebra as a bridge, so that the complete
branching rule in Theorem 5.6 (transcribed to groups) is achieved at the same time
as [loc cit] is established.
Below we will make no distinction between a path in the branching graph and a
path in the Young graph, so that paths in B of length n are identified with standard
tableaux of size n.
5.4. The canonical basis of Bann. Let as above Di = D
Si
B = D(Vi)
Si ⊗C D(V
′
i ),
where Vi =
∑i
j=1Cxj and V
′
i =
∑n
j=i+1Cxj . We have Ri = D
0
i /(D
0
i ∩ DiD
−
i )
∼=
C[∇1, . . . ,∇i]Si , so that Banni = AnnD−i
(B) is a finite-dimensional semisimple Ri-
module. Let i > 1 be an integer and Ci−1 = {v
i−1
j }j be a basis of B
ann
i−1 which is
compatible with its isotypic decomposition as Ri−1-module. Now the vector space
AnnD−i
(Di−1v
i−1
j ) is a multiplicity free Ri-module (Props. 5.1 and 3.1), so we
can select a basis Cji = {v
i−1
jk }k such that the Ri-modules Cv
i−1
jk are simple and
mutually non-isomorphic for different k; hence this basis is unique up to scalars.
Then Ci = ∪jC
j
i is a canonical basis of B
ann
i given the basis of B
ann
i−1 . Since
dimCB
ann
1 = 1 it follows by iteration that we get a basis C = {vT } of B
ann
n which
is unique up to scalars, and where the basis elements vT are indexed by paths T of
length n in the branching graph B. By Proposition 5.7 the set of paths T from the
root of the graph B with the same endpoint λ ∈ P(n) can be parametrised by the
set of standard tableaux of shape s(T ) = λ. We have a decomposition
Bann =
⊕
λ∈P(n)
Vλ, Vλ =
⊕
s(T )=λ
CvT ,
where Vλ are the Rn-isotypical components of B
ann, and they form also the irre-
ducible representations of Sn.
Example 5.9. Let n = 3. The decomposition into isotypical components in terms
of a canonical (Young) basis is of the form
Bann2 = V{1,1} ⊕ V{2} = C⊕C(x1 − x2),
Bann3 = V{1,1,1} ⊕ V{2,1} ⊕ V{3}, V{1,1,1} = C,
V{2,1} = C(x1 + x2 − 2x3)⊕C(x1 − x2), V{3} = C(x1 − x2)(x1 − x3)(x2 − x3).
Young bases of an irreducible Sn-representation Vλ were first introduced in
[You77]; see also [JK81, §3.2]. The construction of a basis of a representation of a
group by using nested sequences of subgroups, so that the restriction in each step is
multiplicity free, was developed for the groups SO(n) and U(n) in [GC50b,GC50a],
and one refers often therefore to Gelfand-Zetlin bases. In [Mur81] and [Juc74],
independently (see also [OV96]), Young bases were constructed using the algebra
A(n) that is generated by the so-called Jucys-Murphy elements {Li}ni=2 ⊂ C[Sn],
where Li =
∑i−1
j=1(j i) ((j i) is a transposition). Such bases {wT }T∈Sλ ⊂ Vλ are
indexed by the set Sλ of standard tableux of shape λ ⊢ n, and are characterised
by the fact that Vλ = ⊕CwT where each CwT forms a simple A(n)-module, and
CwT1 6
∼= CwT2 when T1 6= T2; they are uniquely determined by this condition up to
scalars. Since Bann = ⊕Vλ is multiplicity free and hence canonically decomposed
into irreducible Sn-representations (Th. 3.14) we also get a unique (up to scalars)
basis of Bann by taking the union of Young bases of the irreducibles Vλ.
Let {vT }T∈S be the canonical basis of Bann, where S is the set of standard
tableaux of size n (or set of paths of length n in the branching graph).
DECOMPOSITION OVER INVARIANT DIFFERENTIAL OPERATORS 25
Theorem 5.10. A canonical basis of Bann is the same as a Young basis of the
Sn-representation B
ann. In particular, the canonical basis vectors are common
eigen-vectors of the Jucys-Murphy elements in C[Sn].
Proof. It suffices, by the above description of Young bases to see that A(n)vT =
CvT , which we prove by induction over n. It is evidently true when n = 1, so assume
that A(n − 1)vT ′ = CvT ′ when T ′ is a path of length n − 1. We have to prove
that if CvT is a simple Rn-submodule of AnnD−n (Dn−1vT ′), then A(n)vT = CvT .
Since [A(n − 1),Dn−1] = 0 and [A(n − 1),Dn] = 0 it follows by induction that
A(n − 1)vT ⊂ AnnD−n (Dn−1vT ′). Therefore CvT and CLivT , i ≤ n − 1, are Rn-
submodules of AnnD−n (Dn−1vT ′) of equal support, since [Li, Rn] = 0. By the branch
rule it follows that the Rn-module AnnD−n (Dn−1vT ′) is multiplicity free, which
implies that LivT ∈ CvT ; hence A(n− 1)vT = CvT . We can write Ln = Zn+Zn−1
where Zn and Zn−1 belong to the center of C[Sn] and C[Sn−1], respectively. Since
A(n− 1) is a maximal commutative subalgebra of C[Sn−1] [DG89], it follows that
Zn−1 ∈ A(n − 1), so that Zn−1vT ∈ CvT . The element Zn acts by a scalar on
the simple Dn[Sn]-module Bi in Proposition 2.2. Since the vector vT generates a
simple Dn-module it is contained in precisely one isotypical component Bi. Hence
ZnvT ∈ CvT . This completes the proof that A(n)vT = CvT . 
Consider now an expansion
vT = cx
αT + l.o.,
where we use the reverse lexicographic ordering of the multiindices, so that α > β
if for some integer 1 ≤ m ≤ n we have α(i) ≥ β(i) for m ≤ i ≤ n and α(m) > β(m).
Thus “l.o.” signifies a sum of monomial terms xβ such that αT > β.
We consider also the support of the simple Rn-module CvT . The support of any
Rn-submodule of B is a subset of Z
n ⊂ Cn = mSpecRn, where Cn is identified
with HomC(Ct1 + · · · + Ctn,C) and ti =
∑n
j=1∇
i
j . We embed Z
i ⊂ Zn by
(γ1, . . . , γi) 7→ (γ1, . . . , γi, 0, . . . , 0). If T is a path of length n we let {γT } ⊂ Zn be
the support of the Rn-module CvT .
Let Fn+1(x1, . . . , xn) be the polynomial such that
hn+1(x1, . . . , xn) = Fn+1(h1(x), . . . , hn(x)),
where the power sums hi are defined in (3.3.1).
For a directed path T of length n in B we let λT ⊢ n be the integer partition
that corresponds to the endpoint of T at the level n.
Proposition 5.11. Assume that T > T ′ so that T ′ is a path of length n−1. Given
αT ′ and γT ′ , the set of possible αT and γT is
(1) αT = αT ′ + (0, . . . , a)
(2)
γT (i) =
{
γT ′(i) + a
i, 1 ≤ i < n,
Fn(γT ′(1), . . . , γT ′(n− 1)) + an, i = n,
where a ∈ λT ′ ⊢ n− 1, or a = 0.
Proof. Let N = Dn−1vT ′ and M = DnvT , where vT ′ ∈ AnnD−n−1
(N) and vT ∈
AnnD−n (N). As in the proof of Theorem 5.2 we have degM = degN + a, where
vT = cx
a
nvT ′ + l.o., and any simple submodule of N is determined by degM , and
hence by the integer a. By Theorem 5.6 the possible a are determined by the branch
rule, which means that a ∈ λT ′ or a = 0.
(2): Put t
(n)
i =
∑n
j=1∇
i
j , so that t
(n)
i = t
(n−1)
i +∇
i
n. Since vT = cx
a
nvT ′ + l.o. is
an eigenvector of t
(n)
i and vT ′ is an eigenvector of t
(n)
i , it follows that when i < n ,
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then
t
(n)
i vT = (γT ′(i) + a
i)vT .
and
t(n)n vT = (Fn(t
n−1
1 , . . . , t
(n−1)
n−1 ) +∇
n
n)vT = (Fn(γT ′(1), . . . , γT ′(n− 1)) + a
n)vT .

We can compare with the spectrum ℓT : [n]→ N of the Jucys-Murphy elements
Li, LivT = ℓT (i)vT , given by ℓT (i) = s− r, where r and s are the row and column
number of the box containing i [Mur81] (the number s − r is called the “class”,
“content”, or “residue” of the box of i). We thus have:
αT (i) = r − 1 and ℓT (i) = s− r.
By Proposition 5.11 one can read off αT and γT (and ℓT ) from the standard tableau
T . The value αT (i) equals the number of boxes above the box of i in T , where the
box of i is inserted in T ′ at an addable position. It is therefore clear that the map
B → (α : [n]→ N) : T → αT
is injective. One can similarly recover T from γT by considering the successive
removing of the boxes of n, n− 1, . . . , 2 from T . We can conclude that paths in the
branching graph B are determined by the multi-index αT (i.e. eigenvalues of the
xi∂i) or the eigen-values of the elements ti. One can compare to the description
of the branching graph C in [OV96] in terms of the spectrum of the Jucys-Murphy
elements Li.
The relation vT = cx
a
nvT ′ + l.o. also makes it straightforward to recover the
canonical basis at one level from a higher level basis.
Proposition 5.12. Embed Sk in Sn such that Sk fixes the variables xk+1, . . . , xn.
Select for each path T ′ of length k a path T of length n that starts with T ′, and let
{vT } be the corresponding subset of a canonical basis of C[x1, . . . , xn]ann. Expand
vT = x
an
n x
an−1
n−1 · · ·x
ak+1
k+1 vT ′ + l.o.,
where l.o. signifies terms of lower order than (ak+1, . . . , an) in the reverse lexico-
graphic ordering of the set of multiindices [n− k]→ N. Then {vT ′} is a canonical
basis of C[x1, . . . , xk]
ann. Moreover, the exponent ai equals the number of boxes in
T above the box of the integer i.
We have already motivated the last assertion in Proposition 5.12. The proof of
the remaining part follows from the following lemma.
Lemma 5.13. Let p be a homogeneous polynomial in B and 1 ≤ i < n an integer.
Make the expansion
p =
∑
βi
pβix
βi ,
where pβi ∈ C[x1, . . . , xi], βi : [n− i]→ N, and x
βi =
∏n−i
j=1 x
βi(j)
i+j .
(1) If Rn · p = Cp, then Ri · pβi = Cpβi .
(2) Assume that βa : [n− i]→ N is maximal in the reverse lexicographic order
of multiindices such that pβ 6= 0 in the above expansion. If p ∈ AnnD−n (B),
then pβa ∈ AnnD−i
(B).
Proof. By iteration it suffices to prove (1) and (2) when i = n− 1.
(1): We have an index βn−1 : [1]→ N determined by a single integer βn−1(1) = j.
Consider the expansions
p =
∑
cαx
α =
a∑
j=1
pβn−1x
j
n =
a∑
j=1
(
∑
γj
dγjx
γj )xjn.
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Since Rn · pn = Cpn the multi-indices α with cα 6= 0 are of the form σ · β for
some fixed β with σ running over some elements in Sn. This implies that the multi-
indices γj : [n − 1] → N are of the form σ′ · β′j for some fixed β
′
j and σ
′ runs over
elements in Sn−1. This implies that Rn−1pβn−1 = Cpβn−1.
(2): Since p
(n)
k,l = p
(n−1)
k,l + x
k
n∂
l
n ∈ D
−
n we have
0 = p
(n)
k,l (p) = p
(n−1)
k,l (pβa)x
βa+pβax
k
n∂
l
n(x
βa)+(l.o. in x′) = p
(n−1)
k,l (pβa)x
βa+(l.o. in x′),
implying that p
(n−1)
k,l (pβa) = 0. By Lemma 3.8
D−n−1 =
∑
0≤k<l<n−1
Dn−1p
(n−1)
k,l ,
implying that D−n−1 · pβa = 0. 
Proposition 5.14. Let S be the set of standard tableaux of size n and {vT }T∈S be a
canonical (Young) basis of Bann. This induces a decomposition of B as Dn-module
B =
⊕
T∈S
NT ,
where the Dn-module NT = DnvT is simple. The A-module NT is free of rank equal
to the number of standard tableux of shape s(T ) = λ.
Proof. By Proposition 2.2 B = ⊕Bλ, where the Bλ are isotypical components of B
and a subset Bλ ⊂ {vT }T∈S gives a basis of Bannλ = Vλ. Since DnvT is a simple
Dn-module (Th. 3.1) it follows that Bλ = ⊕vT∈BiDnvT . Since B is free over A,
it follows by semisimplicity that DnvT is also free. It is well-known that as A[G]-
module B ∼= A[G], the regular representation, which, by Proposition 2.2, implies
that rankNT = dimC Vλ, where Vλ has a basis {vT } indexed by all paths T that
end at λ; and the number of such paths equals the number of standard tableux of
shape λ. 
By Lemma 3.6, (2), and Lemma 3.8, (2), (with m = 1) we have a¯− ⊂ D−n =∑
0≤k<l<nDna¯
−, and tivT = γT (ti)vT . Hence∑
0≤k<l<n
Dn(
n∑
i=1
xki ∂
l
i) +
n∑
i=1
Dn(ti − γT (ti)) ⊂ AnnDn(vT ).
This is however not an equality, and it would be interesting to find a complete
description of AnnDn(vT ). Since NT is a free module over A of finite rank it follows
that for fixed k > l the set {pik,lvT }
r
i=0 is not linearly independent over A for
sufficiently high r. Let for 0 < l < k < n
Pk,l = p
r
k,l + a1p
r−1
k,l + · · ·+ a0 ∈ D
+
n ∩ AnnDn(vT ),
where ai ∈ A, and r is of minimal degree r ≥ 1. One may ask if
AnnDn(vT ) =
∑
0≤k<l<n
Dn(
n∑
i=1
xki ∂
l
i) +
n∑
i=1
Dn(ti − γT (ti)) +
∑
0<l<k<n
DnPk,l,
and also what is the precise form of the Pk,l?
Remark 5.15. Murphy [Mur81] expressed idempotents ET in terms of the Jucys-
Murphy elements Li, so that if {sT } is the standard Specht basis and one puts vT =
ET sT , then {vT } is a Young basis, where the two bases of Bann are transformed inte
one another by a unimodular triangular matrix. Still, it would be desirable to find
a concrete decomposition of the Ri-module AnnD−i
(Di−1vTi−1), perhaps by refining
the proof of Theorem 5.6, and thus getting a direct construction of {vTi}Ti∈Si from
{vTi−1}Ti−1∈Si−1 , where Si is the set of standard tableaux of size i. The complexity
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of finding a basis of AnnD−i
(Di−1vTi−1) using a direct linear algebra approach is
determined by the degrees deg vTi−1 = |αTi−1 | and deg vTi = |αTi |; see the example
below.
Let us take Example 5.9 one step further.
Example 5.16. Consider the tableau T=
1 3
2 4
which is formed from T’=
1 3
2
by adding the element 4 to the subset {3} ⊂ [3]. We have αT ′ = (0, 1, 0)
and γT ′ = (1, 1, 1). By Lemma 5.11 αT = (0, 1, 0, 1) and, since F4(y1, y2, y3) =
1
6y
4
1 − y
2
1y2 +
1
2y
2
2 +
4
3y1y3, so that F4(1, 1, 1) = 1,
γT = (1, 1, 1, 0) + (1, 1, 1, 0) + (0, 0, 0, 1 + F4(1, 1, 1)) = (2, 2, 2, 2).
We also can see that ℓT = (0,−1, 1, 0). The canonical basis vT ′ = 2x3 − (x1 + x2)
(we ignore scalars in vT ′ and vT ). Put p
(m)
k,l =
∑m
i=1 x
k
i ∂
l
i. A moments reflections
shows that the following Ansatz suffices
vT = x4vT ′ + vT (0) = (x4 + c1p
(3)
1,0 + c2p
(3)
2,1)vT ′ ,
where vT (0) is independent of x4. The conditions are
p
(4)
0,1vT = [p
(4)
0,1, x4 + c1p
(3)
1,0 + c2p
(3)
2,1]vT ′ = (1 + 3c1 + 2c2p
(3)
1,1)vT ′ = (1 + 3c1 + 2c2)vT ′ = 0
p
(4)
1,2vT = [p
(4)
1,2, x4 + c1p
(3)
1,0 + c2p
(3)
2,1]vT ′ = (2x4∂4 + 2c1p
(3)
1,1 + c2(3p
(3)
2,2 + 2p
(3)
1,1))vT ′
= (2c1 + 2c2)vT ′ = 0,
which give
vT = (x4 +
1
3
(p
(3)
1,0 − p
(3)
2,1))vT ′ = 2x4x3 − x4x2 − x4x1 − x3x2 − x3x1 + 2x2x1,
where the expansion is in reverse lexicographic order. To exemplify Proposition 5.12,
we have
vT = x4vT ′ + vT (0) = x4(x3vT ′′ + vT ′′(0)) + vT (0) = x4x3vT ′′ + w,
where T > T ′ > T ′′, so that for k = 3, vT ′ = 2x3−(x1+x2), and for k = 2, vT ′′ = 2
(again, we do not keep track of scalars).
6. Cyclic and Dihedral groups
We will in this section study invariants of the dihedral group G = G(e, e, 2) =
A(e, e, 2) ⋊ S2, already discussed in (3.3.2), and its normal cyclic subgroup Ce =
A(e, e, 2) = 〈1, ρ, ρ2, . . . , ρe−1〉, where the action of G is
ρ(x1) = ǫx1, ρ(x2) = ǫ
−1x2, and σ(x1) = x2
on a basis {x1, x2} of V = C2, where ǫ = exp(2πi/e). We will in particular describe
R and its module Bann for these two groups, as well as describe the MLS-restriction
functor induced by Ce ⊂ G. The results on invariants and semi-invariants are of
course classical and surely date back to Gordan, but we include the computations
for completeness. The invariant rings are
A1 = B
Ce = C[xe1, x
e
2, x1x2] and A2 = B
G = C[xe1 + x
e
2, x1x2]
(see the proof of Lemma 3.7). Notice that the cyclic group Ce is not generated by
complex reflexions of V , so that A1 is not a polynomial ring, in contrast to A2. The
ring A1 corresponds to one of the two infinite series of Kleinian surface singularities;
it may be of interest to also study the other infinite series of BG¯, where G¯ is the
binary dihedral extension of G, see [Dol].
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The invariant differential operators are denoted D1 = D
Ce
B and D2 = D
G
B , so
that D2 ⊂ D1.
6.1. The cyclic group Ce. Since Ce is abelian, each Ce-isotypic component of B
is by Proposition 2.2 a simple D1-module. Hence in order to find simple D1-modules
it suffices to find the semi-invariants of Ce. Let
χi : Ce → C
∗, χi(ρ) = ǫ
i, 0 ≤ i < e,
be the linear characters of Ce.
Lemma 6.1. The isotypic component associated to χi ∈ Cˆe is
Ni = A1x
i
1 +A1x
e−i
2 .
In particular,
B =
⊕
0≤i≤e−1
Ni,
is the decomposition of B into simple D1-modules.
Notice that Ni is not free over A1 even though A1 and Ni are simple D1-modules.
Proof. Since x1x2, x
e
1, x
e
2 ∈ A1, any monomial may be written as
a = bxjδ, δ = 1, 2, 0 ≤ j ≤ e− 1, b ∈ A1.
Such a monomial belongs to the χi-isotypic component if and only if j = i, when
δ = 1, or e− j = i, when δ = 2. This implies that Ni is the χi-isotypical component
of B. 
To determine Nanni , notice that if i 6= e/2 then the lowest non-zero degree
component of Ni is spanned by either x
i
1, when 0 ≤ i < e/2, or x
e−i
2 , when 0 ≤
e−i < e/2. These components are hence one-dimensional and will therefore coincide
with Nanni by Corollary 3.3 (3). This gives most of the following result:
Proposition 6.2.
Nanni =

Cxi1 0 ≤ i ≤ (e− 1)/2,
Cxe11 +Cx
e1
2 , i = e1, when e = 2e1 is an even number,
Cxe−i2 (e − 1)/2 < i ≤ e − 1.
Proof. It remains to treat i = e1 when e = 2e1 is even. Then the lowest non-zero
component is W = Cxe11 +Cx
e1
2 , and to see that W = N
ann
e1 it suffices to see that
W is a simple R1-module. This follows since D01 contains the elements
∇1,∇2, (x1∂2)
e1 , (x2∂1)
e1 ,
and these elements span the four-dimensional space EndC(W ). 
Next we will describe R1 = D01/D
0
1 ∩ (D1 · D
−
1 ). By the just shown existence of
a simple D1-module N such that Nann is not of dimension 1, we know by Theo-
rem 3.14 that, for even e, R1 is non-commutative. However, in the case of e odd,
R1 will be seen to be commutative.
Proposition 6.3. Let Ce be the cyclic group acting on C
2 as above and consider
the canonical composed homomorphism
Π : C[∇1,∇2]→ D
0
1 →R1 =
D01
D01 ∩ (D1 · D
−
1 )
.
Then we have:
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(1) If e is odd, then D01 is generated as an algebra by
∇1,∇2, (x1∂2)
e, (x2∂1)
e,
π is surjective, and hence R1 is a commutative ring.
(2) If e = 2e1 is even, D01 is generated as an algebra by the elements
∇1, ∇2, t1 = (x1∂2)
e1 , t2 = (x2∂1)
e1 .
Let E = Im(Π) be the algebra that is formed as the image of C[∇1,∇2].
Then R1 is generated by 1, t1 and t2 as left (or right) module over E.
Proof. We will use the method in (3.12), and therefore start by computing S(V ⊗C
V ∗)Ce . Here V ⊗C V
∗ = V0 ⊕ V1 where V0 = C∇1 + C∇2, V1 = Cb1 + Cb1,
b1 = x1∂2, and b2 = x2∂1; Ce acts trivially on V0 and ρ(b1) = ǫ
2b1, ρ(b2) = ǫ
−2b2.
If e is odd ǫ2 is just another primitive eth root of unity, and
S(V⊗CV
∗)Ce = (S(V0)⊗CS(V1))
Ce = S(V0)⊗CS(V1)
Ce = C[∇1,∇2]⊗CC[b1b2, b
e
1, b
e
2].
If e = 2e1 is even, then ǫ
2 is an e1th primitive root of unity and
S(V ⊗ V ∗)Ce = C[∇1,∇2]⊗C C[b1b2, b
e1
1 , b
e1
2 ].
The first assertion in (1) follows since for the map l in (3.3.3) we have l(b1b2) =
l(∇1∇2 + ∇1), and the second follows since the elements (x1∂2)e = xe1∂
e
2 and
(x2∂1)
e = xe2∂
e
1 belong to D1D
−
1 .
Now consider (2), so e = 2e1, and ti = l(bi). The elements t
2
1 and t
2
2 belong to
D1D
−
1 , while t1t2 = (x1∂2)
e1(x2∂1)
e1 = ∇e11 pe1(∇2), and t2t1 = ∇
e1
2 pe1(∇1) (see
Lemma 2.1) all belong to E . This implies that R1 is generated as a left E-module
by 1, t1 and t2. 
Remark 6.4. Since ∇1∇2 = x1x2∂1∂2, pe(∇1) = xe1∂
e
1 and pe(∇2) (Lem. 2.1)
belong to D01 ∩ (D1 ·D
−
1 ), the kernel of Π contains ∇1∇2, pe(∇1) and pe(∇1), imply-
ing that R1 is artinian. However, we do not know if Ker(Π) is generated by these
three elements.
6.2. The dihedral group. Now we will consider the dihedral group G = Ce ⋊ S2
and the invariant map A2 → B. In the decomposition of B as D2-module the
following modules will occur:
M0 = A2, Me = D2(x
e
1 − x
e
2) = A2(x
e
1 − x
e
2),
M1i = D2x
i
1 = A2x
i
1 +A2x
e−i
2 , M
2
i = D2x
i
2 = A2x
i
2 +A2x
e−i
1 , 1 ≤ i < e/2,
M Ie1 = D2(x
e1
1 + x
e1
2 ) = A2(x
e1
1 + x
e1
2 ), M
II
e1 = D2(x
e1
1 − x
e1
2 ) = A2(x
e1
1 − x
e1
2 ),
where the latter two modules are defined only when e = 2e1 is an even number, and
we notice that Me is generated by the Jacobian J = x
e
1 − x
e
2 of the invariant map.
Proposition 6.5. Let A2 = B
G = C[xe1 + x
e
2, x1x2].
(1) B has the basis 1, xi1, x
i
2, x
e
1 − x
e
2, 1 ≤ i ≤ e− 1, over A2.
(2) The D2-module B has the following decomposition into simple components
B = A2 ⊕Me ⊕ (
⊕
1≤i<e/2
(M1i +M
2
i ))⊕M
I
e1 ⊕M
II
e1
where the two terms that contain e1 only occur when e = 2e1 is an even
number.
(3) We have an isomorphism M1i
∼= M2i , 1 ≤ i < e/2, where the modules have
rank 2 over A2, and these are the only isomorphisms between the modules
in (2). In the case of odd e, the only D02-submodules of B rank 1 as A2-
modules are the non-isomorphic M0 and Me, while if e = 2e1 is an even
number, then also M Ie1 and M
II
e1 have rank 1, and are non-isomorphic.
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(4) In the decompostion of the D02-module B
ann the simple components are
Mann =

Cxi1, M =M
1
i , 0 ≤ i < e/2,
Cxi2, M =M
2
i , 1 ≤ i < e/2,
C(xe1 − x
e
2), M =Me,
C(xe11 + x
e1
2 ), M =M
I
e1 (e = 2e1 is even) ,
C(xe11 − x
e1
2 ), M =M
II
e1 (e = 2e1 is even) .
Proof. Lemma 3.7 gives the equality BG = C[xe1 + x
e
2, x1x2], which implies (1).
We first prove
(*) Bann = AnnD−
2
(B) = C · 1 +
e/2∑
i=1
(Cxi1 +Cx
i
2) +C(x
e
1 − x
e
2).
We have Bann ⊂ AnnS(V ∗)G
+
(B), where the space of harmonic polynomials (see
Remark 3.4)
AnnS(V ∗)G
+
(B) = {p ∈ B | ∂1∂2p = (∂
e
1 + ∂
e
2)p = 0}
= C · 1 +
e−1∑
i=1
(Cxi1 +Cx
i
2) +C(x
e
1 − x
e
2).
To see this, note that the first condition ∂1∂2p = 0 implies that a harmonic polyno-
mial p contains no mixed terms, and that c1x
e
1 + c2x
e
2 is killed by (∂
e
1 + ∂
e
2) only if
c2 = −c1. Let p = a0 +
∑e−1
i=1 (aix
i
1 + bix
i
2) + c(x
e
1 − x
e
2) ∈ AnnS(V ∗)G
+
(B). Assume
that j < e/2, so e − j > j. Then r = xj1∂
e−j
2 + x
j
2∂
e−j
1 ∈ D
−
2 , so that if p ∈ B
ann,
then r(p) = 0 and therefore
r(p) =
e−1∑
i=e−j
air(x
i
1) + bir(x
i
2) + cr(x
e
1 − x
e
2) =
e−1∑
i=e−j
air(x
i
1) + bir(x
i
2)
=
e−1∑
i=e−j
i!
(e− j)!
(aix
j
2x
i−(e−j)
1 + bix
j
1x
i−(e−j)
2 ) = 0.
Since all monomials in the last sum are distinct (j 6= i − (e − j)) this implies that
ai = bi = 0 when i > e/2. Therefore the left side of (∗) is a subset of the right
side. Conversely, Proposition 6.2 implies that the right side of (∗) is contained in
AnnD−
1
(B) ⊂ AnnD−
2
(B), since D−2 ⊂ D
−
1 .
Since D02 ⊂ D
0
1 and by Proposition 6.2 D
0
1 preserves the 1-dimensional spaces
Cxi1, Cx
i
2 when 0 ≤ i < e/2, and also the space C(x
e
1 − x
e
2), they define simple
D02-modules. When e = 2e1 is an even number, then D
0
1 and S2 acts on the space
Cxe11 + Cx
e1
2 , which can be split according to the S2-action into two simple D
0
2-
modules C(xe11 ± x
e1
2 ). This proves the decomposition of B
ann in (4).
By Corollary (3.3) each of the above simple D02-modules generates a simple D2-
submodule of B, which implies (2).
It remains to see (3), and for this it suffices, by Corollary (3.3), to see that the
assertions hold for the terms in (3). The element σ ∈ G induces an isomorphism
D02x
i
1
∼= D02x
i
2. Assume first that e is an odd number. Then the eigenspace de-
composition of Bann with respect to the element ∇ = ∇1 + ∇2 ∈ D02, all have
multplicity 1, hence they are non-isomorphic as D02-modules as well. When e = 2e1
is an even number, then the ∇-eigenspace C(xe11 + x
e1
2 ) ⊕C(x
e1
1 − x
e2
2 ) has multi-
plicity 2, with different eigenvalue e1 from the other ones. Now since the element
s = (x1∂2)
e1 + (x2∂1)
e1 belongs to D02 and
s(xe11 + x
e1
2 ) = e1!(x
e1
1 + x
e1
2 ), s(x
e1
1 − x
e1
2 ) = −e1!(x
e1
1 − x
e1
2 ),
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it follows that the two D02-modules C(x
e1
1 ± x
e1
2 ) are non-isomorphic. 
Proposition 6.6. If e is an odd integer, then the canonical composed homomor-
phism
Π : C[∇]→ D02 →R2 =
D02
D02 ∩ (D2 · D
−
2 )
is surjective. If e = 2e1 is an even integer, then R2 is generated as a module over
E = Π(C[∇]) by the elements 1 and (x1∂2)e1 + (x2∂1)e2 /∈ E. In either case R2 is
commutative.
Proof. Similarly to the proof of Proposition 6.3 we will use the method in Lemma 3.12
to compute D02 . Here the G-representation V ⊗C V
∗ = V0 ⊕ V1, where V0 =
C∇1+C∇2 and V1 = Cb1+Cb2, b1 = x1∂2, and b2 = x2∂1. The action of G on V0
is through the map G→ S2, and and S(V0) = S(V0)S2⊕S(V0)χ where the character
χ : G→ C∗ is given by χ(ρ) = 1 and χ(σ) = −1. The action of G = Ce ⋊ S2 on V1
is similar to that on V , namely ρ(b1) = ǫ
2 and ρ(b2) = ǫ
−2, σ(b1) = b2, σ(b2) = b1.
The invariants are therefore
S(V ⊗C V
∗)G = (S(V0)⊗C S(V1))
G = ((S(V0)
G ⊗C S(V1)
G))⊕ (S(V0)χ ⊗C S(V1)χ
(*)
= S(V0)
G ⊗C S(V1)
G ⊕ (S(V0)
G ⊗C S(V1)
G) · ((∇1 −∇2)⊗ (b
e′
1 − b
e′
2 )),
where the last step follows since the semi-invariants are given by
S(V0)χ = S(V0)
G(∇1 −∇2), and S(V1)χ = S(V1)
G(be1 − b
e
2).
From this we can get generators of S(V ⊗C V ∗)G, which give rise to the following
generators of D02 (as described in Proposition 6.3)
1,∇,∇1∇2, b
e′
1 + b
e′
2 , b1b2 + b2b1 and (∇1 −∇2)(b
e′
1 − b
e′
2 ),
where e′ = e1 = e/2 if e is an even number, and otherwise e
′ = e. Not all these
generators are required to generate R2. First we have ∇1∇2 ∈ D02 ∩ (D2D
−
2 ),
secondly b1b2 + b2b1 = 2∇1∇2 + ∇ ≡ ∇, where the congruence is modulo D
0
2 ∩
(D2D
−
2 ), and third,
(∇1 −∇2)(b
e′
1 − b
e′
2 )) = e
′(be
′
1 + b
e′
2 ) + (x
e′+1
1 ∂
e′−1
2 + x
e′+1
2 ∂
e′−1
1 )∂1∂2
− x1x2(x
e′−1
2 ∂
e′+1
1 + x
e′−1
1 ∂
e′+1
2 ) ≡ e
′(be
′
1 + b
e′
2 ).
Finally, be1 + b
e
2 maps to E , since
2(be1 + b
e
2) = (x
e
1 + x
e
2)(∂
e
1 + ∂
e
2)− (x
e
1∂
e
1 + x
e
2∂
e
2) ≡ p(∇1,∇2)
where p(t1, t2) is a symmetric polynomial so that p(∇1,∇2) ≡ q(∇) for some polyno-
mial q(t). It follows that E = R2 when e′ = e is odd. If e′ = e1 = e/2 and e is even,
the residue class s¯ of s = be11 + b
e1
2 ∈ D
0
2 does not belong to E . This follows since ∇
acts as a constant on the 2-dimensional space C(xe11 + x
e1
2 ) +C(x
e1
1 − x
e1
2 ) ⊂ B
ann,
while s splits this space into two eigenspaces with distinct eigenvalues; see the end
of the proof of Proposition 6.5. Since [∇,D02 ] = 0 it follows that s¯E ⊂ E s¯, so it
remains to prove that s¯2 ∈ E . This follows since
s2 = be1 + b
e
2 + x
e′
1 ∂
e′
2 x
e′
2 ∂
e′
1 + x
e′
2 ∂
e′
1 x
e′
1 ∂
e′
2
where we already have seen that the projection of be1 + b
e
2 in R2 belongs to E
and the projection of the remaining part of the right side also belongs to E since
xe
′
1 ∂
e′
2 x
e′
2 ∂
e′
1 + x
e′
2 ∂
e′
1 x
e′
1 ∂
e′
2 ∈ C[∇1,∇2]
S2 , and also recalling that ∇1∇2 ∈ D02 ∩
(D2 ∩ D
−
2 ). 
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Remark 6.7. For e = 1 the dihedral group is just S2, so in that case R is actually
generated by just ∇ (compare Proposition 3.11). For e = 3, the dihedral group
is again a symmetric group S3, but now acting on C
2, as compared to the 3-
dimensional permutation representation studied in Proposition 3.11.
6.3. MLS-restriction. We can now see precisely how the MLS-restriction behaves
between the cyclic group Ce and the dihedral group D2e = A(e, e, 2) ⋊ S2, by
considering how the simple modules overD01 in Proposition 6.2 behave on restriction
to the subring D02 :
Corollary 6.8. Put J = JD2eCe .
(1) J(Ni) =M
1
i , for 0 ≤ i < e/2 and J(Ni) =M
2
e−i, for e/2 < i < e,
(2) J(Ne1) =M
I
e1 ⊕M
II
e1 (e = 2e1 is even).
(3) The simple D2-submodules of B are either isomorphic to the image under
MLS-restriction of a simple D1-module, or are modules of semi-invariants
belonging to a linear character of D2e. The latter case occurs for M
I
e1 , M
II
e1
(e = 2e1 is even) and Me (all e).
Proof. This follows from Propositions 6.2 and 6.5.

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