










Die Parameterschätzung in  fehlspezifizierten
              Independent Probitmodellen:
                 Eine Monte-Carlo-Studie












In dieser Arbeit wird die Parametersch

atzung in verschiedenen fehlspezizierten ein-












onnen sich bei den gesch

atzten KoeÆzienten der erkl

aren-
den Variablen systematische Verzerrungen ergeben, falls diese Variablen einen Ein-
u auf die Wahlentscheidung besitzen. Bei der inkorrekten Sch

atzung im einperio-
digen Vieralternativen-Independent Probitmodell ist das Ausma der Verzerrungen
sehr gering. Wesentlich st

arkere Auswirkungen zeigen sich bei der Parametersch

atzung
in fehlspezizierten Mehrperioden-Mehralternativen-Independent Probitmodellen. Das
Ausma der Verzerrungen steigt dabei mit zunehmender Anzahl der Perioden und Al-
ternativen.
1 Einleitung
In der Vergangenheit war die Verwendung exibel formulierter Mehrperioden-Mehralternati-
ven-Probitmodelle (MMPM) bei einer gr

oeren Anzahl an Alternativen und/oder Perioden
wegen auftretender Mehrfachintegrale nicht m

oglich. Erst mit der Entwicklung simulierter
Sch

atzmethoden (vgl. z.B. Lerman/Manski, 1981, McFadden, 1989, B

orsch-Supan/Hajivas-
siliou, 1993, Keane, 1994, Hajivassiliou/McFadden, 1998) ist die Parametersch

atzung in der-
artigen Probitmodellen rechnerisch handhabbar. Allerdings besteht bei der Anwendung von
Simulationssch

atzverfahren ein hoher Programmieraufwand. Zudem ist die empirische Ana-
lyse exibler multinomialer Probitmodelle h

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Auch durch die Nutzung der Programmpakete LIMDEP und GAUSSX, in denen neuerdings




uber hinaus hat sich in vergleichenden Monte-Carlo-Studien gezeigt, da die Varianz-
Kovarianz-Parameter exibel formulierter mehrperiodiger (bin

arer oder Mehralternativen-)




atzt werden (vgl. z.B. Keane,
1994, Geweke u.a., 1997, Lee, 1995, 1997a, Hyslop, 1999, Ziegler/Eymann, 2000). Dabei ent-
stehen insbesondere bei der Bestimmung von AutokorrelationskoeÆzienten groe Verzerrun-
gen. F

ur eine exaktere und stabilere SMLM-Sch

atzung derartiger Parameter ist oensichtlich
vor allem eine hohe Anzahl an Zufallsziehungen im einbezogenen Simulator notwendig. Mit
einer Erh

ohung der Anzahl dieser sogenannten Simulationsreplikationen nimmt aber die Re-
chenzeit der Parametersch

atzungen noch weiter zu.







onnen die KoeÆzienten erkl

arender Variablen oft schon bei einem geringen Beobachtungs-





den. Falls nun in empirischen Untersuchungen kein Interesse an der Bestimmung von Varianz-
Kovarianz-Parametern besteht, dr

angt sich entsprechend dieser Ergebnisse bei der Parame-
tersch






aren und intertemporalen Korrelationen auf. Mit der Betrach-
tung einfacher Varianz-Kovarianz-Strukturen w

are letztlich der Einsatz simulierter Sch

atz-





ten stattdessen einfach und schnell mit Hilfe eines konventionellen klassischen Sch

atzverfah-
rens, wie z.B. der Maximum-Likelihood-Methode (MLM), bestimmt werden.
Das multinomiale Logitmodell (vgl. McFadden, 1973) hat sich dabei seit einiger Zeit als
\Arbeitspferd" der Analyse diskreter Entscheidungen bew

ahrt und wird auch heute noch
h

aug in empirischen Arbeiten verwendet. Hinsichtlich der Varianz-Kovarianz-Struktur be-
steht zwischen dem multinomialen Logitmodell und der einfachsten Form des multinomialen
Independent Probitmodells eine enge Beziehung. Letzteres zeichnet sich dadurch aus, da
die Varianz-Kovarianz-Matrix der gemeinsam normalverteilten stochastischen Modellkompo-
nenten die Einheitsmatrix darstellt (vgl. auch Hausman/Wise, 1978). Ein solches spezielles





upfungen. Aufgrund der restriktiven Annahmen zur Korrelationsstruktur taucht
in diesen Modellans

atzen nicht die Problematik von Vielfachintegralen auf, so da bei der
Parametersch

atzung auch bei einer hohen Anzahl an Alternativen und/oder Perioden keine
Simulationsmethoden einbezogen werden m

ussen.
In der vorliegenden Arbeit werden die Auswirkungen der SMLM-Sch

atzung in Indepen-




are und intertemporale Verkn

upfungen in den stochastischen Modellkomponenten










fehlspezizierten multinomialen Probitmodellen werden jeweils die entsprechenden korrek-
ten SMLM-Sch

atzungen in exibel formulierten multinomialen Probitmodellen gegen

uber
gestellt, bei denen die Korrelationsstruktur ber

ucksichtigt werden.
Fehlspezikationen in Probitmodellen sind bisher in der Literatur nur selten systematisch
untersucht worden (vgl. z.B. Lee 1997a, 1997b, Inkmann, 2000, in bin

aren mehrperiodi-
gen Probitmodellen, oder Weeks, 1995, im einperiodigen Dreialternativen-Independent Pro-
bitmodell). Insbesondere liegt (nach meiner Kenntnis) noch keine vergleichbare Analyse
in mehrperiodigen Mehralternativen-Probitmodellen vor. Daran ankn

upfend wird in die-
ser Arbeit die SMLM-Sch

atzung in verschiedenen fehlspezizierten ein- und mehrperiodi-
gen Mehralternativen-Independent Probitmodellen betrachtet. Damit soll insbesondere der





arender Variablen untersucht werden. Dar

uber hinaus werden






Konkret ist die vorliegende Arbeit wie folgt strukturiert: Im zweiten Abschnitt wird kurz
die SMLM im komplex strukturierten MMPM dargestellt. Im dritten Abschnitt werden die
Vorgehensweise der Monte-Carlo-Studien und deren zentralen Ergebnisse beschrieben. Im
abschlieenden vierten Abschnitt werden im Hinblick auf empirische Arbeiten Schlufolge-





Den Monte-Carlo-Studien zur Parametersch

atzung im MMPM wird in dieser Arbeit fol-
gende hypothetische Nutzenfunktion einer Beobachtungseinheit i zum Zeitpunkt t bzgl. der


















einen K-dimensionalen Vektor alternativenspezischer
Attribute und  = (
1




den entsprechenden Parametervektor dar. Desweiteren wer-
den die z
ijt










und dann die z
it
in den












Die stochastische Komponente "
ijt
fat alle nicht beobachteten Faktoren, welche die Ent-
scheidung f

ur eine Alternative j zum Zeitpunkt t beeinussen, zusammen. Aufgrund der





; : : : ; "
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 NV (0; )
Falls  durch die Einheitsmatrix gekennzeichnet ist, gelangt man zum Mehrperioden-Mehr-
alternativen-Independent Probitmodell.
Auch der Nutzen 
ijt
kann nicht beobachtet werden. Beobachtbar sind dagegen die Realisa-











Im Zeitablauf steht jede Untersuchungseinheit i vor der Wahl zwischen J
T
verschiedenen
Kategoriensequenzen. Dementsprechend entscheidet sich eine Beobachtungseinheit i im Hin-











= 1; : : : ; J). Dabei gilt s 2 S, wobei S die Menge aller J
T
poten-
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0
einbezogen.
Im folgenden werden alle (freien) Parameter des jeweils betrachteten Probitmodells im Vek-
tor  zusammengefat. Gem

a der stochastischen Nutzenmaximierungshypothese (vgl. z.B.
B

orsch-Supan, 1987, S. 12 , Ronning, 1991, S. 70 ) entscheidet sich Untersuchungseinheit










(i = 1; : : : ; N ; k; j
it
= 1; : : : ; J ; k 6=
j
it




ur die Auswahl ei-
ner bestimmten Kategoriensequenz s durch Untersuchungseinheit i ableiten. In Independent
Probitmodellen besitzen diese Auswahlwahrscheinlichkeiten eine simple Struktur (vgl. z.B.
Hajivassiliou, 2000, S. 93, f

ur den Fall eines einperiodigen multinomialen Probitmodells) und
k

onnen deshalb problemlos berechnet werden.





() durch (J   1)  T -dimensionale Integrale gekennzeichnet. Im allge-
meinen k

onnen diese Auswahlwahrscheinlichkeiten schnell und genau mit Hilfe von (sto-
chastischen) Simulationsmethoden, d.h. mit R wiederholten transformierten Ziehungen von
Pseudo-Zufallszahlen, approximiert werden. Eine Diskussion verschiedener (erwartungstreu-
er) Simulationsverfahren ndet sich z.B. in Hajivassiliou u.a., 1996, Vijverberg, 1997, oder
4
Wilde, 1999. In vergleichenden Monte-Carlo-Studien hat sich dabei der sogenannte Geweke-
Hajivassiliou-Keane (GHK-)Simulator hinsichtlich der Approximation an die wahre Wahr-
scheinlichkeit gegen








uhleisen, 1994). Mit der Einbeziehung des GHK-















). Der wahre, unbekannte und zu sch

atzende Parametervektor wird dabei
speziell mit
_



























ur groe J und T rechnerisch handhabbar. Im exibel formulierten MMPM ist da-
gegen f

ur jede Beobachtungseinheit i und f

ur jede Iteration im Maximierungsproze die
Berechnung eines (J   1)  T -dimensionalen Integrals zur Bestimmung der Auswahlwahr-
scheinlichkeiten P
is
() erforderlich. Diese Wahrscheinlichkeiten k

onnen mit einem Simula-
tionsverfahren approximiert werden. Durch die Verkn

upfung der MLM mit einem Simulator































Zu beachten ist, da in den Monte-Carlo-Studien im n

achsten Abschnitt sowohl im Rahmen
der exibel formulierten Probitmodelle als auch im Rahmen der Independent Probitmodelle
SMLM/GHK-Sch

atzungen vorgenommen werden. Damit k

onnen die allein aus der Modell-





Im folgenden werden Parametersch

atzungen in verschieden strukturierten fehlspezizierten
ein- und mehrperiodigen Mehralternativen-Independent Probitmodellen miteinander vergli-
chen. Exemplarisch werden einperiodige Vieralternativen-, f

unfperiodige Dreialternativen-
sowie achtperiodige Vieralternativen-Probitmodelle betrachtet. Den SMLM/GHK-Sch

atzun-
gen in fehlspezizierten Probitmodellen werden jeweils die entsprechenden SMLM/GHK-
Sch

atzungen der Parameter der erkl

arenden Variablen in korrekt spezizierten Probitmodel-
len gegen

uber gestellt (letztere sind ausf

uhrlich in Ziegler/Eymann, 2000, dargestellt).
5
Ausgangspunkt der Betrachtungen ist ein einperiodiges Vieralternativen-Probitmodell. Die
Anzahl der Replikationen des DGP betr

agt hierbei 200. Diesem einperiodigen Mehralterna-
tiven-Probitmodell werden zwei mehrperiodige Mehralternativen-Probitmodelle gegen

uber
gestellt. Die Auswahl eines f

unfperiodigen Dreialternativen-Probitmodells erfolgt in erster











gen Vieralternativen-Probitmodell) die Auswirkungen einer ausschlielichen Erh

ohung von




unfperiodigen Dreialternativen-Probitmodell) die Ef-
fekte einer simultanen Erh

ohung von T und J analysiert werden. Allerdings wird der DGP
in diesem Fall wegen der hohen Rechenzeiten bei der SMLM/GHK-Sch

atzung im exibel
formulierten MMPM lediglich 20 mal repliziert.
In allen untersuchten ein- und mehrperiodigen Mehralternativen-Probitmodellen werden zwei
alternativenspezische erkl

arende Variablen einbezogen (d.h. K = 2). Damit wird folgendes



















































ur die zwei alternativenspezischen Attribute gilt dabei (i = 1; : : : ; N ; j = 1; : : : ; 4):
z
ij11
 NV (0; 2) z
ij21
 NV (0; 2)













































Dabei werden im Hinblick auf intertemporale Verkn

upfungen folgende zwei alternativenspe-












 NV (0; 1) und z
(2)
ijt1












 NV (0; 1) und z
(2)
ijt2
 NV (0; 1)
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Hinsichtlich der beiden alternativenspezischen Attribute wird hier auch eine Dummy-Va-












 NV (0; 1) und z
(2)
ijt1

















upfungen und in den beiden mehrperiodigen Mehralternativen-Probitmodellen kontem-
por

are, zeitinvariante und autoregressive Verkn

upfungen in den stochastischen Modellkom-
ponenten. Die konkrete Korrelationsstruktur sowie die vorgenommenen Restriktionen zur
formalen Identikation der Modelle sind ausf

uhrlich in Ziegler/Eymann, 2000, beschrieben.
Im einperiodigen Vieralternativen-Probitmodell wird der Beobachtungsumfang zwischen
N = 1000 bzw. N = 2000, in den beiden mehrperiodigen Mehralternativen-Probitmodellen
wird der Beobachtungsumfang zwischen N = 250 bzw. N = 500 variiert. Die ausgewiesenen
Resultate basieren auf einer Anzahl von R = 10 Simulationsreplikationen imGHK-Simulator.
Im folgenden gehen in die Statistik Bias die durchschnittlichen Verzerrungen und in die





uber die einzelnen Replikationen des DGP jeweils bezogen auf die wahren
Parameter der erkl

arenden Variablen ein. Damit beinhaltet Rmse auch die Standardab-




uber die 20 bzw. 200 Replikationen des DGP. Neben
Bias, Stab und Rmse werden das arithmetische Mittel (

^
), das Minimum (Min), der Me-





Replikationen des DGP ausgewiesen. Im einperiodigen Vieralternativen- und im f

unfperi-
odigen Dreialternativen-Probitmodell werden dar

uber hinaus die 25%- bzw. 75%-Quantile
(25%; 75%)





In Tabelle 1 sind die ausf






arenden Variablen im einperiodigen Vieralternativen-Probitmodell abgebildet.
Im oberen Teil der Tabelle wird mit der korrekten Sch

atzung im exibel formulierten Pro-





atzungen mit geringen Verzerrungen. Mit der Zunahme des Be-
obachtungsumfangs von N = 1000 auf N = 2000 vermindert sich aufgrund der sinkenden
Streuungen sowohl bei 
1
als auch bei 
2
der Wert von Rmse. Wegen der zugrunde gelegten
Parameterwerte (im DGP gilt _
1
= 1 sowie _
2
= 0) und wegen der jeweils vorgegebenen Pa-
rameterstartwerte von Null f

ur den iterativen Maximierungsproze der SMLM/GHK wird

2
vergleichsweise mit geringeren Werten von Stab und damit Rmse gesch

atzt.


















atzt wird. Allerdings sind die resultierenden Ver-




und mit N =
1000 bei der SMLM/GHK-Sch

atzung im fehlspezizierten einperiodigen Vieralternativen-
Independent Probitmodell sogar geringere Werte von Rmse als bei der korrekten SMLM/
GHK-Sch

atzung im exibel formulierten einperiodigen Vieralternativen-Probitmodell. Dar

u-
ber hinaus sind beim Parameter 
2

uberhaupt keine systematischen Verzerrungen zu erken-
nen. Ankn

upfend an die Bemerkungen in der Einleitung dieser Arbeit sprechen auch diese
Ergebnisse daf






ur die Bestimmung der KoeÆzienten der erkl















arenden Variablen im f

unfperiodigen Dreialternativen-Probitmodell. Im oberen Teil
der Tabelle werden bei der korrekten Sch

atzung im exibel formulierten MMPM die kon-
tempor

aren, zeitinvarianten und autoregressiven Korrelationen ber

ucksichtigt. Wie bei der
Sch

atzung im exibel formulierten einperiodigen Vieralternativen-Probitmodell werden auch




stabil und im Durchschnitt unverzerrt gesch

atzt. Erneut
sinken mit zunehmendem Beobachtungsumfang N die Werte von Stab und somit von Rmse.
Dar

















atzung der Parameter der erkl













 Bias Min 25% Med 75% Max Stab Rmse
N = 1000 
1
1.0208 0.0208 0.8176 0.9579 1.0129 1.0782 1.2778 0.0888 0.0912

2
0.0006 0.0006 -0.0537 -0.0104 -0.0009 0.0117 0.0471 0.0169 0.0169
N = 2000 
1
1.0066 0.0066 0.8917 0.9617 0.9994 1.0343 1.1836 0.0560 0.0564

2







 Bias Min 25% Med 75% Max Stab Rmse
N = 1000 
1
1.0604 0.0604 0.9482 1.0270 1.0545 1.0884 1.2195 0.0510 0.0791

2
-0.0004 -0.0004 -0.0626 -0.0133 0.0005 0.0121 0.0512 0.0180 0.0180
N = 2000 
1
1.0502 0.0502 0.9683 1.0295 1.0493 1.0711 1.1406 0.0317 0.0595

2
-0.0000 -0.0000 -0.0417 -0.0086 0.0004 0.0088 0.0287 0.0119 0.0119
Tabelle 2: SMLM/GHK-Sch

atzung der Parameter der erkl















 Bias Min 25% Med 75% Max Stab Rmse
N = 250 
1
1.0037 0.0037 0.7947 0.9387 1.0040 1.0627 1.1857 0.0835 0.0835

2
-0.0053 -0.0053 -0.0870 -0.0256 -0.0047 0.0158 0.0752 0.0323 0.0327
N = 500 
1
0.9972 -0.0028 0.8599 0.9468 0.9952 1.0338 1.1811 0.0608 0.0609

2







 Bias Min 25% Med 75% Max Stab Rmse
N = 250 
1
0.7120 -0.2880 0.6059 0.6793 0.7089 0.7435 0.8302 0.0415 0.2917

2
-0.0071 -0.0071 -0.0758 -0.0250 -0.0047 0.0124 0.0615 0.0282 0.0291
N = 500 
1
0.7127 -0.2873 0.6453 0.6911 0.7115 0.7291 0.7856 0.0285 0.2894

2
-0.0027 -0.0027 -0.0564 -0.0163 -0.0023 0.0114 0.0586 0.0206 0.0207
lich vernachl








gen Dreialternativen-Independent Probitmodell sind im Durchschnitt erneut keine Verzer-
9
rungen zu erkennen. Dieses Ergebnis deckt sich mit demjenigen bei der inkorrekten Parame-
tersch

atzung im einperiodigen Vieralternativen-Independent Probitmodell. Oensichtlich ist
bei der SMLM/GHK-Sch

atzung des KoeÆzienten einer alternativenspezischen erkl

arenden
Variablen im fehlspezizierten Independent Probitmodell lediglich mit geringen bzw. mit






achlich keinen Einu auf die Wahlentscheidung aus

ubt (d.h. falls der entsprechende
Parameter im DGP den Wert Null besitzt).











upfungen gekennzeichneten DGP. Dieses Ergebnis zeigt sich un-
abh


















im betrachteten fehlspezizierten mehrperiodigen
Mehralternativen-Independent Probitmodell im Vergleich von deutlich h

oherem Ausma.
Damit sollte (entgegen der Argumentation in Abschnitt 3.2.1) zur Vermeidung systemati-
scher Verzerrungen auch bei der alleinigen Sch

atzung der KoeÆzienten erkl

arender Variablen
die korrekte Varianz-Kovarianz-Struktur einbezogen werden. Dadurch wird aber wegen des
Auftauchens von Mehrfachintegralen in der Regel der Einsatz von Simulationssch

atzverfah-




Uberlegung wird durch die Betrachtung des achtperiodigen Vieralternativen-
Probitmodells bekr

aftigt. In Tabelle 3 sind die ausf

uhrlichen Statistiken zur SMLM/GHK-
Sch

atzung der Parameter der erkl

arenden Variablen in diesem MMPM abgebildet. Im obe-
ren Teil erfolgt die Einbeziehung der kontempor

aren, zeitinvarianten und autoregressiven
Verkn

upfungen. Auch bei dieser korrekten SMLM/GHK-Sch

atzung im exibel formulier-
ten achtperiodigen Vieralternativen-Probitmodell ergeben sich stabile Parametersch

atzun-
gen mit sehr geringen Verzerrungen. Erneut vermindert sich bei wachsendem N wegen des
sinkenden Stab auch Rmse, insbesondere beim KoeÆzienten 
2
. Festzuhalten ist dabei, da
die Sch

atzungen des Parameters 
1
der betrachteten normalverteilten erkl

arenden Variablen
im Vergleich zu den Sch





Zu beachten ist im Unterschied zur Analyse im einperiodigen Vieralternativen- bzw. im
f

unfperiodigen Dreialternativen-Probitmodell, da im DGP sowohl _
1
= 1 als auch _
2
= 1
gelten. Dadurch ergeben sich aber bei der Sch

atzung beider KoeÆzienten im fehlspezizier-




atzung der Parameter der erkl













 Bias Min Med Max Stab Rmse
N = 250 
1
1.0243 0.0243 0.9249 1.0076 1.1882 0.0672 0.0717

2
1.0222 0.0222 0.8010 1.0062 1.3166 0.1197 0.1219
N = 500 
1
0.9973 -0.0027 0.9435 0.9795 1.0977 0.0460 0.0460

2







 Bias Min Med Max Stab Rmse
N = 250 
1
0.6610 -0.3390 0.5835 0.6598 0.7053 0.0336 0.3494

2
0.6430 -0.3570 0.5288 0.6429 0.7403 0.0547 0.3703
N = 500 
1
0.6436 -0.3564 0.6154 0.6385 0.6947 0.0213 0.3663

2
0.6339 -0.3661 0.5562 0.6339 0.6882 0.0336 0.3771
Die entsprechenden Ergebnisse sind im unteren Teil von Tabelle 3 ausgewiesen. Das wesent-
liche Resultat ist die unabh









uber alle 20 Replikationen des durch kontempor

are, zeitinvariante und auto-
regressive Korrelationen gekennzeichneten DGP. Zu betonen ist, da das Ausma der durch-






oher ist als das entspre-







Independent Probitmodell. Insofern ist mit der Zunahme der Anzahl J der Alternativen so-
wie der Anzahl T der Perioden eine Versch

arfung der Eekte einer Parametersch

atzung im
fehlspezizierten Mehrperioden-Mehralternativen-Independent Probitmodell festzustellen.
4 Schlufolgerungen
Die Monte-Carlo-Studien in dieser Arbeit oenbaren zum Teil massive Auswirkungen der
SMLM/GHK-Sch

atzung in fehlspezizierten Mehralternativen-Independent Probitmodellen.
Die bei den KoeÆzienten der (alternativenspezischen) erkl

arenden Variablen (deren Wert
im DGP von Null abweicht) auftauchenden Verzerrungen werden dabei nicht vom Beobach-
tungsumfang N beeinut. Im Umkehrschlu bedeutet dies f

ur empirische Arbeiten, da
derartige Verzerrungen mit einer Erh























atzung aller betrachteten fehlspezizierten ein- und mehrperiodi-
gen Mehralternativen-Independent Probitmodelle und damit unabh

angig von der Anzahl J
der Alternativen sowie von der Anzahl T der Perioden.
Hinsichtlich des Ausmaes der Verzerrungen spielen dagegen J und T eine wichtige Rol-
le. So liegen bei der Sch

atzung der KoeÆzienten (alternativenspezischer) erkl

arender Va-
riablen im fehlspezizierten einperiodigen Vieralternativen-Independent Probitmodell ver-
gleichsweise moderate durchschnittliche Verzerrungen vor. Dagegen ist die St

arke der sy-
stematischen Verzerrungen bei der inkorrekten SMLM/GHK-Sch

atzung in mehrperiodigen





erscheinen demnach bei der Parametersch

atzung im fehlspezizierten achtperiodigen Vieral-
ternativen-Independent Probitmodell, d.h. also bei hohen J und T .
Zu betonen ist dabei, da sich diese SMLM/GHK-Sch

atzergebnisse lediglich auf diejenigen
(alternativenspezischen) erkl

arenden Variablen beziehen, die auch tats

achlich einen Einu
auf die Wahlentscheidung besitzen. Falls dagegen ein derartiger KoeÆzient im DGP den
Wert Null aufweist, ist unabh

angig von J , T , N und R bei der fehlspezizierten Sch

atzung
dieser KoeÆzienten nicht mit systematischen Verzerrungen zu rechnen.
Allerdings gilt dieses Resultat oensichtlich nur f

ur die Parameter alternativenspezischer
erkl

arender Variablen. Weiter f

uhrende eigene Versuche haben gezeigt, da bei der SMLM/
GHK-Sch

atzung von KoeÆzienten individuenspezischer erkl

arender Variablen, die im DGP
den Wert Null besitzen, sehr wohl Verzerrungen auftreten k

onnen, falls eine inkorrekte
Varianz-Kovarianz-Struktur zugrunde gelegt wird. Eine systematische Analyse hinsichtlich
der fehlspezizierten Sch





ur die Zukunft w

un-






Aus den vorliegenden Untersuchungen zeigt sich letztlich, da auch bei der allein interessie-
renden Sch

atzung der Parameter der erkl

arenden Variablen die zugrunde liegende Varianz-
Kovarianz-Struktur korrekt erfat werden sollte (vgl. dazu auch Kaltenborn, 1997, S. 114 ).
Damit ergibt sich aber beim Auftreten von Mehrfachintegralen die Notwendigkeit der Einbe-
ziehung von Simulationsmethoden. Lediglich im Rahmen eines einperiodigen Probitmodells













atzung der KoeÆzienten alternativenspezischer erkl

aren-
der Variablen nicht sehr entscheidend zu sein. Allerdings ist zu ber

ucksichtigen, da z.B. f

ur
J = 3 oder J = 4 auch bei der Parametersch

atzung im exibel formulierten (einperiodigen)




are. Damit ergibt sich in
diesen F

allen auch nicht das Problem eines hohen Programmier- und Rechenzeitaufwandes.
Hohe Rechenzeiten entstehen bei der simulierten Parametersch

atzung im exibel formulier-
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atzung der Parameter der erkl

arenden Variablen die korrekte Varianz-
Kovarianz-Struktur ber

ucksichtigt werden, da sich bei hohen J und T mit der Sch

atzung im
fehlspezizierten Independent Probitmodell die st

arksten Verzerrungen ergeben. Zu betonen
ist, da die SMLM/GHK seit kurzem in den Programmpaketen GAUSSX und LIMDEP
implementiert ist, so da die Eintrittsbarrieren f

ur die empirische Analyse exibler multino-
mialer Probitmodelle stark reduziert sind. Dabei sollte sich der potentielle Anwender auch
nicht von den (bei groen J und T ) anfallenden hohen Rechenzeiten abschrecken lassen, zu-
mal nur mit der Sch

atzung im exibel formulierten MMPM die f

ur viele empirische Arbeiten
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