In this paper, we studied a non-autonomous predator-prey system where the prey dispersal in a two-patch environment. With the help of a continuation theorem based on coincidence degree theory, we establish sufficient conditions for the existence of positive periodic solutions. Finally, we give numerical analysis to show the effectiveness of our theoretical results.
Introduction
In recent years, non-autonomous predator-prey systems have been widely studied [1] [2] [3] [4] [5] [6] . There has been a growing interest in the study of mathematical models of populations dispersing among patches in the nature world [3, [7] [8] [9] .
In the classical predator-prey models it is usually assumed that each individual predator admits the same ability to feed on prey. However, it is different for some species whose individuals have a life history that takes them through two stages, immature and mature, where immature predators are raised by their parents, so many models with time delays and stage structure for both prey and predator were investigated and rich dynamics have been observed [4, 6, [10] [11] [12] .
In this paper, we are considered the effects of prey diffusion in two patches and maturation delay for predator on the dynamics of an impulsive predator-prey model. We discuss the differential equation: (See 1.1)
Where we suppose that the system is composed of two patches connected by diffusion. 
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One can easily see that if system (3.1) has one
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in what follows our goal is to show that system (3.1) has at least one   periodic solution.
Here, we rewrite
Where Q is defined by 
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According to the fourth equation of (3. 
From the second equation of (3.3), we have 
