Information extraction (IE) aims to retrieve certain types of information from natural language text by processing them automatically. For example, an IE system might retrieve information about geopolitical indicators of countries from a set of web pages while ignoring other types of information. Ontology-based information extraction (OBIE) has recently emerged as a subfield of information extraction. Here, ontologies -which provide formal and explicit specifications of conceptualizations -play a crucial role in the IE process. Because of the use of ontologies, this field is related to knowledge representation and has the potential to assist the development of the Semantic Web. In this paper, we provide an introduction to ontology-based information extraction and review the details of different OBIE systems developed so far. We attempt to identify a common architecture among these systems and classify them based on different factors, which leads to a better understanding on their operation. We also discuss the implementation details of these systems including the tools used by them and the metrics used to measure their performance. In addition, we attempt to identify the possible future directions for this field.
Introduction
The general idea behind information extraction (IE) is automatically retrieving certain types of information from natural language text. According to Russell and Norvig [1] , it aims to process natural language text and to retrieve occurrences of a particular class of objects or events and occurrences of relationships among them. Presenting a similar view, Riloff states that IE is a form of natural language processing in which certain types of information must be recognized and extracted from text [2] .
As an example of an IE system, we can describe a system that processes a set of web pages and extracts information regarding countries and their political, economic and social indicators. Some kind of model that specifies what to look for (e.g. country name, population, capital, main cities, etc.) is needed to guide this process. The system will attempt to retrieve information matching this model and ignore other types of data.
Russell and Norvig further state that IE lies mid-way between information retrieval (IR) systems, which merely find documents that are related to the user's requirements, and text understanding systems (sometimes referred to as text parsers) that attempt to analyze text and extract their semantic contents [1] . Studies on IR have produced many productive systems, such as web-based search engines, while text understanding systems have not been that successful. Since the difficulty associated with IE systems lies in between these two categories, their success has also been somewhere in between the levels achieved by IR and text understanding systems.
Ontology-based information extraction (OBIE) has recently emerged as a subfield of IE. Here, ontologies are used by the information extraction process and the output is generally presented through an ontology. It should be noted that an ontology is defined as a formal and explicit specification of a shared conceptualization [3, 4] . Generally, ontologies are specified for particular domains. Since IE is essentially concerned with the task of retrieving information for a particular domain, formally and explicitly specifying the concepts of that domain through an ontology can be helpful to this process. For example, a geopolitical ontology that defines concepts like country, province and city can be used to guide the IE system described earlier. This is the general idea behind OBIE.
It appears that the term 'ontology-based information extraction' was only conceived a few years ago. But some work related to this field has been carried out earlier (e.g. work by Hwang [5] on constructing ontologies from text, published in 1999). Recently, there have been many publications that describe OBIE systems and even a workshop has been organized on this topic [6] . Several of these systems are related to ongoing projects. This, together with the fact that the interest in IE in general is increasing, indicates that this field could experience a significant growth in the near future.
Although the field of information extraction appears to be at least few years old it appears that there have not been any serious attempts review the literature of the field and to provide an introduction to the field based on the ideas present in the literature. One aspect of this task is to provide a definition for an OBIE system so that it is possible to clearly identify whether a given system is an OBIE system or not. In addition, it is necessary to analyze the architectures of different OBIE systems and figure out the commonalities between them. It is also useful to classify the existing OBIE systems (with respect to suitable dimensions) so that the specialities of different systems can be recognized and new systems can be easily compared against existing ones. Reviewing the implementation details of different OBIE systems and presenting the metrics that researchers have used to evaluate the performance of them will also be helpful in developing new systems.
In this article, we have attempted to provide a review for the field of OBIE meeting the above-mentioned challenges. Whenever possible we have used common ideas found through our literature review. We have used such common ideas in arriving at a definition for an OBIE system and in presenting the performance metrics used with OBIE systems. In some other areas, we have attempted to provide new insights such as in identifying a common architecture among different OBIE systems and classifying them along a set of dimensions we have identified. Altogether, we have attempted to provide a clear and concise presentation of the current state of affairs and possible future directions in the field of OBIE.
This section was aimed at providing a general description of the field. In the rest of the paper, we review the literature of the field and provide our insights on them. In Section 2, we provide a definition for an OBIE system based on existing ideas. In Section 3, we discuss the common architectures of OBIE systems and their general functionality. We classify the current OBIE systems along different dimensions in Section 4. Section 5 is dedicated to the implementation details of these systems and their performance evaluation. We discuss possible future directions for the field in Section 6 and provide concluding remarks in Section 7.
• Process unstructured or semi-structured natural language text: since OBIE is a subfield of IE, which is generally seen as a subfield of natural language processing, it is reasonable to limit the inputs to natural language text. They can be either unstructured (e.g. text files) or semi-structured (e.g. web pages using a particular template such as pages from Wikipedia). Systems that use images, diagrams or videos as input cannot thus be categorized as OBIE systems.
Categorizing systems that extract information from PDF documents is more problematic. For instance, Oro and Ruffolo have developed a system that processes PDF documents and presents the output in the form of an ontology [7] . On the first glance, this looks like a typical OBIE system. However, this system makes extensive use of the spatial relationships and images of the PDF documents. Oro and Ruffolo also recognize that their system is significantly different from 'NLP-oriented' systems. They state that systems that extract information from unstructured text can be categorized into two groups as NLP-oriented and PDF-oriented [7] . In our view, only the systems of the former category can be classified as OBIE systems (if they satisfy the other requirements of OBIE systems). While systems belonging to the latter category are important and interesting because of the widespread use of the PDF format, they should be seen as a separate type of systems.
• Present the output using ontologies: Li and Bontcheva [8] identify the use of a formal ontology as one of the system inputs and the target output as an important characteristic that distinguishes OBIE systems from IE systems. While this statement holds true for most OBIE systems, there are some OBIE systems that construct the ontology to be used through the IE process itself instead of treating it as an input (e.g. the Kylin system [9] ). Since constructing an ontology in this manner should not disqualify a system from being an OBIE system, we believe that it is prudent to remove the requirement to have an ontology as an input for the system. However, the requirement to represent the output using ontologies appears to be reasonable.
• Use an IE process guided by an ontology: we believe that 'guide' is a suitable word to describe the interaction between the ontology and the IE process in an OBIE system. In all OBIE systems, the IE process is guided by the ontology to extract things such as classes, properties and instances. This means that no new IE method is invented but an existing one is oriented to identify the components of an ontology.
An important question here is whether the 'information extractors', which are the components of an IE system that extract different ontological concepts, should be considered a part of the ontology or not. (The terms 'extractor' and 'information extractor' have been used to carry this meaning [9, 10] .) To the best of our knowledge, this is an open question. When we say that the IE process of an OBIE system is guided by an ontology, we consciously accommodate both possibilities: the information extractors may be either part of an ontology or may lie outside it.
Several authors have argued that information extractors should be considered a part of an ontology when linguistic rules are used as the IE technique [11] [12] [13] [14] . This technique basically relies on regular expressions that indicate the presence of ontological concepts in the text and is described in detail in Section 4.1.1. The authors of OBIE systems that use other IE techniques, such as classification and web-based search, generally ignore this question.
We see two problems with including linguistic rules in an ontology. Firstly, they are known to contain errors (because they are never 100% accurate), and objections can be raised on their inclusion in ontologies in terms of formality and accuracy. Secondly, it is hard to argue that linguistic extraction rules should be considered a part of an ontology while information extractors based on other IE techniques (such as classifiers used to identify instances of a class when classification is used as the IE technique) should be kept out of it: all IE techniques perform the same task with comparable effectiveness (generally successful but not 100% accurate). But the techniques advocated for the inclusion of linguistic rules in ontologies (such as extraction ontologies presented by Embley [11] ) cannot accommodate such IE techniques. Because of these two concerns, our view is that it is better to think of information extractors as lying outside the ontology. Further, based on the second concern raised above, we assert that either all information extractors (that use different IE techniques) should be included in the ontologies or none should be included.
A related issue is the use of the term 'ontology-driven information extraction', which has been used in several publications [13, 15, 16] . In most cases, this can be seen as a synonym for OBIE, which has emerged due to the lack of a standard terminology. We use the term ontology-based information extraction since it appears to be the term used by a majority of publications. However, Yildiz and Miksch make a distinction between these two terms [13] . They state that in 'ontology-driven' systems the extraction process is driven by an ontology whereas the ontology is yet another component in an 'ontologybased' system. This argument too is based on the view that linguistic rules should be considered a part of an ontology. As mentioned earlier, we do not subscribe to this view and as such we do not agree with the proposed distinction between two types of systems as ontology-based and ontology-driven.
Combining these factors with the definitions of information extraction presented by Russell and Norvig [1] and Riloff [2] , we provide the following definition:
An ontology-based information extraction system: a system that processes unstructured or semi-structured natural language text through a mechanism guided by ontologies to extract certain types of information and presents the output using ontologies.
It should be noted that this definition encompasses systems that construct an ontology by processing natural language text [5, 17] in addition to systems that identify information related to an ontology (and present them as instances of the ontology). While ontology construction is generally not associated with IE, it can be seen as an important step in the OBIE process. Further, ontology construction itself actually extracts some information because it identifies the concepts and relationships of the domain in concern. In fact, it can be seen that this follows the paradigm of 'open information extraction', which advocates the automatic discovery of relations of interest from text instead of using relations that are provided in advance [18] . Hence, it makes sense to categorize these systems under OBIE as well.
However, it can be seen that most OBIE systems only extract instances and property values with respect to classes and properties of a given ontology. This task is often known as ontology population [19, 20] . A more restrictive and formal definition can be provided for such systems. We have used such a definition in one of our works on OBIE [21] . The general idea behind this definition is describing an OBIE system that only performs ontology population as a set of information extractors, each extracting individuals for a class or property values for a property. The definition we have presented here encompasses these systems as well as those that construct ontologies as mentioned earlier. Hence the definition presented above should be construed as the definition for a generic OBIE system.
The fact that the output of OBIE systems are represented using ontologies makes them useful in realizing the vision of the Semantic Web. As described by Berners-Lee et al. [22] , the goal of the Semantic Web is to bring meaning to the web, creating an environment where software agents roaming from page to page can readily carry out sophisticated tasks for users. Since ontologies are widely used to represent knowledge or meaning they are often seen as providing the backbone for the Semantic Web. As such the software agents of the Semantic Web are expected to be able to handle ontologies and can therefore directly process the output of OBIE systems. This gives rise to one of the major potentials of OBIE described below.
Although OBIE is a relatively new field of study, it is generally agreed that it has a lot of potential [9, 17, 23, 24] . The following points highlight this potential.
1. Automatically processing the information contained in natural language text: a large fraction of the information contained in the World Wide Web takes the form of natural language text. Further, according to some estimates around 80% of the data of a typical corporation are in natural language [25] . OBIE systems, as well as general IE systems, are necessary to process this information automatically. This is essential because manually processing them is becoming increasingly difficult due to their increasing volumes 2. Creating semantic contents for the Semantic Web: although the success of the Semantic Web relies heavily on the existence of semantic contents that can be processed by software agents, the creation of such contents has been quite slow. Popov et al. [26] state that it is hard to imagine that such contents would be manually created given the size of the web and assert that the automatic metadata generation would be the snowball to unleash an avalanche of metadata through the web, making the Semantic Web come true. Ontology-based information extraction provides such an automatic mechanism to generate semantic contents (called 'metadata' by Popov et al.) by converting the information contained in existing web pages into ontologies. This has been pointed out by several authors including Wu and Weld [9] and Cimiano et al. [23] . This process is also known as the semantic annotation of web pages [23, 26, 27] .
3. Improving the quality of ontologies: as pointed out by Kietz et al. [17] and Maynard et al. [24] among others, OBIE can also be used to evaluate the quality of an ontology. If a given domain ontology can be successfully used by an OBIE system to extract the semantic contents from a set of documents related to that domain, it can be deduced that the ontology is a good representation of the domain. Further, the weaknesses of the ontology can be identified by analyzing the types of semantic content it has failed to extract.
Common architectures and general functionality
Although the implementation details of individual OBIE systems are different from each other, a common architecture of such systems can be identified from a higher level. Figure 1 schematically represents this architecture. It represents the union of different components found in different OBIE systems. As such, many systems do not contain all the components of this architecture. For example, the systems that use an ontology defined by others instead of constructing an ontology internally (as discussed in Section 4.2) do not have the 'ontology generator' component. In addition, slight variation from this architecture can be observed in some systems. It should also be noted that in some implementations, the OBIE system is a part of a larger system that answers user queries based on the information extracted by the OBIE system. Figure 1 shows these components as well. They should not, however, be recognized as parts of an OBIE system.
As represented by Figure 1 , the textual input of an OBIE system first goes through a preprocessor component, which converts the text to a format that can be handled by the IE module. For example, this might involve removing tags from an html file and converting it into a pure text file.
The information extraction module is where the actual extraction takes places. This can be implemented using several techniques as described in Section 4.1. No matter what technique is used, it is guided by an ontology. A semantic lexicon for the language is often used to support this purpose. For example, the WordNet [28] toolkit is widely used for the English language. It groups English words into sets of synonyms (called synsets) and provides semantic relationships between them including a taxonomy.
The ontology that is used by the system may be generated internally by an ontology generator component. This process too might make use of a semantic lexicon. In addition, humans may assist the system in the ontology generation process. This is typically carried out through an ontology editor such as Protégé [29] . Humans may also be involved in the information extraction process in some systems that operate in a semi-automatic manner.
The output of the OBIE system consists of the information extracted from the text. They can be represented using an ontology definition language such as the Web Ontology Language (OWL) [30] . In addition, the output might also include links to text documents from which the information was extracted. This is useful in providing a justification for an answer given to a user relying on the extracted information. (Berners-Lee speaks of an 'Oh yeah?' button that provides such explanations [31] .)
As mentioned earlier, the OBIE system is part of a larger query answering system in some implementations. In such systems, the output of the OBIE process is often stored in a database or a knowledge base. An approach such as SOR [32] can be used to store ontologies in databases. The query answering system makes use of the extracted information, stored either in a knowledge base or a database, and answers user queries. This may also include a reasoning component. The nature of the interface provided by the query answering system to the users depends on the particular implementation.
It is insightful to analyze how some OBIE systems fit into this architecture. For example, the OBIE system implemented by Saggion et al. [33] operates as part of the larger EU MUSING project. The output of the OBIE system is stored in a knowledge base, which is then used by MUSING applications that constitute the query answering system in this case. The ontology to be used by the system is manually defined by domain experts and as such this system does not have an ontology generation component. The IE module uses linguistic rules and gazetteer lists (described in Section 4.1). Information extraction operates in a semi-automatic manner, where incorrect extractions made by the process are corrected by humans. Note that the general architecture accommodates this.
For the Kylin system [9] , the input consists of a set of Wikipedia pages. Kylin can be considered an OBIE system because it extracts information with respect to the structures of 'infoboxes' of Wikipedia, which are organized into an ontology [16] . (An infobox presents a summary of the content of a page in Wikipedia.) The selected files of Wikipedia go through a preprocessor before being used by the IE module. In this case, the IE module employs classification as described in Section 4.1.3. The ontology is constructed by a special component, a named 'Kylin Ontology Generator'. This ontology generator makes use of the structures of Wikipedia infoboxes and WordNet, which is a semantic lexicon for the English language as mentioned earlier. The information extracted by Kylin is not expected to be directly used in a knowledge base or a database but is used in developing a 'communal correction' system for Wikipedia, which allows users to verify and correct the extractions of Kylin [10] . Note that this can also be viewed as an instance where humans interact with the IE module as allowed by the architecture.
A similar analysis can be carried out for other OBIE systems as well.
Classification of current OBIE systems
In this section, we provide a classification of current OBIE systems along a set of dimensions that we have identified in order to obtain a better understanding of their operation. 
Information extraction method
Over the years, several types of IE techniques have been developed. Moens has presented a comprehensive categorization and analysis of these techniques in the form of a textbook [34] . Most of these techniques have been adopted by OBIE systems. In OBIE systems, they are guided by ontologies to extract information related to ontologies such as instances and property values. The following are the main IE methods employed by the OBIE systems we have studied.
Linguistic rules represented by regular expressions
The general idea behind this technique is specifying regular expressions that capture certain types of information. For example, the expression (watched|seen) <NP>, where <NP> denotes a noun phrase, might capture the names of movies (represented by the noun phrase) in a set of documents.
By specifying a set of rules like this, it is possible to extract a significant amount of information. The set of regular expressions are often implemented using finite-state transducers which consist of a series of finite-state automata. In practice, they are combined with NLP tools such as part-of-speech (POS) taggers and noun phrase chunkers enabling the use of a wide variety of rules. Despite its simplicity, experiments have shown that this technique produces surprisingly good results. The FASTUS IE system [35] , implemented in 1993, appears to be one of the earliest systems to use this method. The General Architecture for Text Engineering (GATE) [36] , which is a widely used NLP framework, provides an easy-to-use platform to employ this technique.
Embley's OBIE systems [11] appear to be some of the first OBIE systems to use this technique. He has combined linguistic rules that use regular expressions with the elements of ontologies such as classes and properties, resulting in 'extraction ontologies'. Following Embley, Yildiz and Miksch have employed a similar technique in their ontoX system [13] . Such regular expressions are also used by the Textpresso system for biological literature [37] , which is more of an IR system but can be seen as an OBIE system as well. The same principle is employed to construct an ontology in the implementation by Hwang [5] . In addition, the OBIE systems that use the GATE architecture, such as KIM [27] and the implementation by Saggion et al. [33] rely at least partly on this method.
Embley considers the linguistic rules used for information extractions a part of his 'extraction ontologies'. Presenting a similar view Maedche et al. [12] define a concrete ontology as the combination of an abstract ontology and the lexicon for that abstract ontology. Making a similar argument, Buitelaar et al. [14] state that ontologies should be linguistically grounded. They concentrate on the words that identify the ontological concepts and the morphology of such words but the general idea is the same. As detailed in Section 2, we do not subscribe to this view. Our view is that it is better to keep information extractors outside the ontology.
The above-mentioned OBIE systems use manually identified linguistic rules. This means that a person or a group of persons have to read all the documents of the corpus and figure out suitable extraction rules. It can be seen that this a tedious and time consuming exercise which does not scale well. In order to address this issue, some systems aim to automatically mine extraction rules from text. Vargas-Vera et al. [19] have designed and implemented an OBIE system that operates on these principles back in 2000. They have used a dictionary induction tool named Crystal [38] to identify extraction rules. This tool operates on the principles of the inductive learning algorithm [39] and searches for the most specific generalization that covers all positive instances. The positive instances (words in the text identifying instances and property values of the ontology) are specified by a human using a mark-up tool. A sentence and phrase analysis tool named Marmot [40] is also used in this process.
A different technique for mining linguistic extraction rules has been used by Romano et al. [41] in their IE system that extracts information from medical narrative reports (physicians' notes). This approach uses an algorithm for the longest common subsequence problem [42] . It first finds the set of sentences that contain a particular type of information and treats these as sequences of words. Then it discovers the longest common subsequence of words for these sentences using the algorithm mentioned above. Finally, it discovers linguistic rules by analyzing the longest common subsequence for the sentences and the number of characters that can occur between individual words of the subsequence. Although this approach has been used by a generic IE system (the system developed by Romano et al. [41] is not an OBIE system), it can be adopted by OBIE systems as well.
Gazetteer lists
This technique relies on finite-state automata just like linguistic rules but recognizes individual words or phrases instead of patterns. The words to be recognized are provided to the system in the form of a list, known as a gazetteer list. This technique is widely used in the named-entity recognition task, which can be seen as a component of IE. It is concerned with identifying individual entities of a particular category. For example, gazetteer lists can be used to recognize states of the US or countries of the world.
This technique is used by several OBIE systems. These systems often use gazetteer lists containing all the instances of some classes of the ontology. They have been used in the SOBA system [43] to get details about football games and in the implementation by Saggion et al. [33] to obtain details about countries and regions.
It is clear that one has to be careful in using gazetteer lists in an OBIE system or an IE system. For example, if designing an IE system to get information on terrorist organizations includes preparing a gazetteer list of such organizations by reading a large number of news wires, it is clear that something is out of place. To avoid the misuse of this technique, we believe that the following conditions need to be satisfied:
Specify exactly what is being identified by the gazetteer.
2. Specify where the information for the gazetteer lists was obtained from. These should be valid public references and should involve little or no processing. For example, a list of all departments and agencies of the US government is available from the official web site of the US government (www.usa.gov/Agencies/Federal/All_Agencies/index.shtml).
Classification techniques
Different classification techniques such as support vector machines (SVM), maximum entropy models and decision trees have been used in IE. Moens provides a comprehensive review of these techniques and categorizes them as 'supervised classification' techniques [34] . Following Moens, we also consider sequence tagging techniques such as Hidden Markov Models (HMM) and Conditional Random Fields (CRF) as falling under this category. Different linguistic features such as POS tags, capitalization information and individual words are used as input for classification. It is also a common practice to convert an IE task into a set of binary classification tasks. For example, the IE system implemented by Li et al. [44] , which uses uneven margins SVM and perceptron techniques, uses one binary classifier to decide whether a word token is the start of an entity and uses another to detect the end token.
When using classification for OBIE, classifiers are trained to identify different components of an ontology such as instances and property values. The Kylin [9] OBIE system employs two classification techniques. It uses the maximum entropy model to predict which attribute values are present in a sentence and the CRF model to identify attributes within a sentence. The implementation by Li and Bontcheva [8] uses the Hieron large margin algorithm for hierarchical classification [45] to identify instances of an ontology.
Construction of partial parse trees
A small number of OBIE systems construct a semantically annotated parse tree for the text as a part of the IE process. The constructed parse trees are not meant to comprehensively represent the semantic content of the text as aimed by text understanding systems such as TACITUS [46] . Hence, this type of processing can still be categorized under shallow NLP, typically used by IE systems, as opposed to deep NLP used by text understanding systems, although they conduct more analysis than looking for occurrences of regular expressions.
A representative system for OBIE systems that employ this approach is the one implemented by Maedche et al. [12] . This system makes use of a NLP toolkit for the German language named Saarbücker Message Extracting System (SMES). The SMES system consists of several components and operates at the lexical level (words) as well as at the clause level. It produces an under-specified dependency structure as the output, which is basically a partial parse tree. This structure is used for information extraction. The Text-To-Onto system developed by Maedche and Staab [47] , which uses the SMES system to construct an ontology, is another OBIE system that adopts this approach.
The Vulcain OBIE system developed by Todirascu et al. [48] also makes use of partial parse trees. It uses the partial syntactic structures provided by the Lexical Tree Adjoining Grammars (LTAG) parser developed by Lopez [49] . In addition, this system uses 'lexical entries' for concepts of the ontology which can be categorized as linguistic extraction rules. Therefore, the IE technique used by the Vulcain system can be seen as a combination of linguistic extraction rules and partial parse trees.
Analyzing HTML/XML tags
IE and OBIE systems that use html or xml pages as input can extract certain types of information using the tags of these documents. For example, a system that is aware of the html tags for tables can extract information from tables present in html pages. The first row of the table denotes attributes and the remaining rows indicate the attribute values for individual records or instances. XML documents would provide more opportunities to extract information in this manner because they allow users to define their own tags.
The SOBA OBIE system extracts information from HTML tables into a knowledge base that uses F-Logic [43] . This system uses a corpus of web pages about soccer games as its source.
Web-based search
Using queries on web-based search engines for IE appears to be a new technique. (It has not been recognized as an IE technique even in the review compiled by Moens in 2003 [34] .) The general idea behind this approach is using the web as a big corpus.
Cimiano et al. [23] have implemented an OBIE system, named Pattern-based Annotation through Knowledge on the Web (PANKOW), which semantically annotates a given web page using web-based searches only. It conducts searches for every combination of identified proper nouns in the document with all the concepts of the ontology for a set of linguistic patterns. Such patterns include Hearst patterns like "<CONCEPT>s such as <INSTANCE>" [50] . The concept labels for the proper nouns are determined based on the aggregate number of hits recorded for each concept. The C-PANKOW system [51] operates on the same principles but improves performance by taking the context into consideration. The OntoSyphon system uses a similar approach but aims to learn all possible information about some ontological concepts instead of extracting information from a given document [15] .
In addition, Wu et al. [16] have used search engine results to improve their Kylin system by adding more training examples for their classifiers. Here, the vast amount of information available from the web is used to overcome the data sparsity problem.
Finally, it is worth pointing out that some OBIE systems use more than one IE technique. It was mentioned earlier that the implementation by Vargas-Vera et al. [19] uses linguistic rules as well as partial parse trees. The same behaviour can be observed in several other systems such as Kylin [16] , which uses classification and web-based search.
Ontology construction and update
Ontology-based information extraction systems can be classified based on the manner in which they acquire the ontology to be used for IE. One approach is to consider the ontology as an input to the system. Under this approach, the ontology can be constructed manually or an 'off-the-shelf' ontology constructed by others can be used. Most OBIE systems appear to adopt this approach. Such systems include SOBA [43] , KIM [27] the implementation by Li and Bontcheva [8] , the implementation by Saggion et al. [33] and PANKOW [23] .
The other approach is to construct an ontology as a part of the OBIE process. As mentioned in Section 2, this approach can be seen as following the paradigm of open information extraction [18] . Ontology construction can be carried out by building an ontology from scratch or by using an existing ontology as the base. Some OBIE systems only construct an ontology and do not extract instances. Such systems include Text-To-Onto [47] and the implementation by Hwang [5] . Kylin (through Kylin ontology generator [52] ) and the implementation by Maedche et al. [12] construct an ontology as a part of the process although their main aim is to identify new instances for the concepts of the ontology.
In addition, it is possible to update the ontology by adding new classes and properties through the IE process. (Identifying instances and their property values are not considered updates to the ontology here.) Such updates can be conducted for both cases mentioned above. However, only a few systems update the ontology in this manner. Such systems include the implementations by Maedche et al. [12] and Dung and Kameyama [53] .
Components of the ontology extracted
An ontology consists of several components such as classes, data type properties, object properties (including taxonomical relationships), instances (objects), property values of the instances and constraints. The OWL specification defines the types of components supported by OWL, which is generally regarded as the standard language for specifying ontologies [30] .
OBIE systems can be classified based on the components of the ontology extracted by them. Ontology construction systems generally extract information related to classes only. Among such systems, the implementation by Hwang [5] , extracts class names and the taxonomy (class hierarchy) only. In contrast, Text-To-Onto [47] discovers class names and taxonomical, as well as non-taxonomical, relationships.
The systems that construct an ontology and find information regarding instances extract many components of an ontology. The Kylin system [16] extracts class names, the taxonomy and data type properties during the ontology construction process. In subsequent phases it extracts instances and their data type property values. The implementation by Maedche et al. [12] also extracts all these components.
Many OBIE systems that concentrate on instances extract instance identifiers (names) only. Such systems include the implementation by Li and Bontcheva [8] , PANKOW [23] and OntoSyphon [15] . Some systems extract property values of the instances as well. Such systems include SOBA [43] , the implementation by Embley [11] and the implementation by Saggion et al. [33] . It is difficult to determine whether they extract the values for both data type properties and object properties or for data type properties only.
When extracting instances and property values for classes and properties of an ontology, it has to be decided which classes and properties to target. Since extracting information related to all the classes and properties of an ontology is often too big of a task, most systems only make extractions with respect to some classes and properties of the ontology. Structured templates can be used to specify exactly what classes and properties are targeted in this manner. This approach is adopted by the iDocument OBIE system [54] , which uses queries in the SPARQL RDF query language [55] , to specify such 'extraction templates'. The use of templates in this manner to specify what to extract is somewhat similar to the approach adopted by Message Understanding conferences (MUCs). These conferences used templates consisting of empty 'slots' to be filled by the IE systems.
Types of sources
Although all OBIE systems extract information from natural language text, the sources used by them can be quite different. Some systems are capable of handling any type of natural language text while others have specific requirements for the document structure or target specific web sites.
Many OBIE systems can handle any type of documents including web pages and word-processed documents but require that they be related to a particular domain. Such systems include the implementation by Maedche et al. [12] , the implementation by Embley [11] and the implementation by Saggion et al. [33] . In contrast, SOBA retrieves the web pages that it processes using its own web crawler. It can only handle html pages as it makes use of html tags in the IE process. The Kylin system has been designed specifically for Wikipedia. It makes use of structures specific to Wikipedia pages like infoboxes. Table 1 presents a summary of the classification described in this section. It shows how different OBIE systems can be categorized under each of the four dimensions discussed above.
Implementation details and performance evaluation

Tools used
One main category of tools used by OBIE systems is shallow NLP tools. The word 'shallow' distinguishes these tools from text understanding systems that perform a deeper analysis of natural language. These tools perform functions such as POS tagging, sentence splitting and identifying occurrences of regular expressions. They are used by almost all IE techniques. For example, linguistic rules represented by regular expressions can be directly implemented using these tools whereas the features that are used for classification can be extracted using them. Widely used tools include GATE [36] , sProUT [56] and those developed by the Stanford NLP Group [57] and the Center for Intelligent Information Retrieval (CIIR) at the University of Massachusetts [58] . In addition, the Saarbücker Message Extracting System (SMES) used by Maedche and his group [12, 47] can be categorized as a shallow NLP system although it appears to conduct more analysis than other shallow NLP systems, as mentioned earlier.
Semantic lexicons, also known as lexical-semantic databases and lexical-semantic nets, also play an important role in many OBIE systems. These tools organize words of a natural language according to meanings and identify relationships between the words. Such relationships related to subsumption (hypernyms and hyponyms) are sometimes seen as giving rise to a lexical ontology. The information contained in semantic lexicons is utilized in different manners by OBIE systems. For example, the Kylin ontology generator uses them to assist the construction of an ontology [52] . For the English language, WordNet [28] is the most widely used semantic lexicon. Similar tools are available for some other languages such as GermaNet [59] for German and Hindi WordNet [60] for Hindi.
Ontology editors are also used by OBIE systems. These tools can be used to manually construct an ontology which is later used by an OBIE system. They can also be used to correct the output of the IE process in systems that operate in a semi-automatic manner. Protégé [29] and OntoEdit [61] are two widely used ontology editors. In addition, GATE toolkit includes its own ontology editor.
Manually annotating a natural language text with ontological concepts is also useful in developing OBIE systems. Such annotations are often used as a gold standard in evaluating the accuracy of an OBIE system. GATE architecture provides a tool named OCAT (Ontology Corpus Annotation Tool) for this purpose. The iDocument OBIE system developed by Adrian et al. [62] uses such a tool to allow users to accept or reject the extractions (presented as annotation in the text) made by the system and to make new annotations. This system uses scanned images of paper documents as inputs and the annotations are made with respect to the PIMO ontology [63] . (This ontology is used by a personal information management system named Semantic Desktop [64] which Adrian et al. have integrated into their OBIE system [62] ). A similar tool is also used in the implementation by VargasVera et al. [19] .
Text corpora
It is generally accepted that Message Understanding Conferences (MUCs) and their successor -the Automatic Content Extraction (ACE) Programme -fuelled the development in IE by providing standard text corpora and standard extraction tasks. This had allowed the researchers to objectively evaluate different IE systems and identify strengths and weaknesses of individual systems. As such, it can be expected that having standard text corpora and well defined tasks will have a similar positive impact on the development of OBIE.
However, since no such conferences or standard text corpora currently exist for OBIE, most researchers have compiled their own corpora for OBIE systems. For example, Saggion et al. [33] have collected a set of around 100 company web sites and a set of company reports and newspaper articles for a test case on company intelligence; Li and Bontcheva [8] have created a corpus covering the topics of business, international politics and UK politics for their OBIE system; Cimiano et al. [23] have selected 30 files from a popular travel web site to create a corpus for the PANKOW system. In many cases, the researchers have also manually annotated the selected corpus with ontological information in order to create a gold standard to evaluate the accuracy. It should be noted that this is a time consuming and costly exercise. It is clear that having semantically annotated standard corpora similar to the corpora provided by the MUC/ACE conferences would relieve the researchers of this difficulty.
There have been some attempts to create standard text corpora that can be used to evaluate OBIE systems. Peters et al. have created one such corpus named OntoNews [24] . They have collected 292 news articles from three news agencies and annotated them with the concepts of the PROTON ontology [65] . In this annotation process, they have identified occurrences of the classes of the PROTON ontology. Since PROTON ontology is quite deep (up to eight levels), these annotations are complex and therefore seen as difficult for an OBIE system to recognize [24] . Hence, this corpus can be expected to evaluate the effectiveness of different OBIE systems well.
Performance measures
In IE (as well as in IR), precision and recall are the two most used metrics for performance measurement. Precision shows the number of correctly identified items as a proportion of the total number of items identified while recall shows the number of correctly identified items as a proportion of the total number of correct items available. Using {Relevant} and {Retrieved} to denote the sets of relevant and retrieved documents respectively, precision and recall are often represented using the following formulae [66, 67] . They are related to the usage of these measures in IR.
Precision
Retrieved
We can also represent these measures in a generic form through the following formulae. These formulae can be used with IR as well as with IE.
Precision allanswers correct answers =
Recall allanswersin the goldstandard correct answers = Most IE (and IR) systems face a trade-off between improving precision and recall. Recall can be increased by making a lot of extractions but that is likely to reduce precision. Similarly, precision can be increased by making only a few extractions that are clearly correct but that would reduce recall.
The F-measure is often used together with precision and recall. It is a weighted average of the two metrics defined by the following equation. Here, β denotes the weighting of precision vs recall. In most situations, 1 is used for β, giving equal weights for precision and recall. This is known as F1 score. As pointed out by Maynard et al. [24] , using precision and recall with OBIE systems can be problematic because these metrics are binary in nature. They expect each answer to be categorized as correct or incorrect. Maynard et al. state that OBIE systems should be evaluated in a scalar manner, allowing different degrees of correctness [24] . Such metrics are useful in evaluating the accuracy in identifying instances of classes from text; the score can be based on the closeness of the assigned class to the correct class in the taxonomy of the ontology. A similar approach can be adopted regarding property values.
For the task of identifying instances of an ontology (often known as ontology population), Cimiano et al. have used a performance measure called Learning Accuracy (LA) [51] . They have adopted this metric from a work by Hahn et al. [68] . This measures the closeness of the assigned class label to the correct class label based on the subsumption hierarchy of the ontology. It gives a number between 0 and 1 where 1 indicates that all assignments are correct. Learning accuracy can be defined as follows:
In addition, some well-known problems have to be tackled in improving the effectiveness of IE and OBIE. One such problem is reference reconciliation (object reconciliation), which refers to the task of determining whether two instances are one and the same [69] . Saggion et al. [33] illustrate the importance of this problem to OBIE using an example of a company director and a person accused of criminal conduct having the same name. This issue has been extensively studied by several works including the work by Dong et al. [69] .
The KIM semantic annotation platform [27] , which can be seen as an OBIE system, has attempted to address this problem by assigning URIs to all the entities of the knowledge base which stores the extracted information. The knowledge base is pre-populated with about 80,000 entities and each new extraction is either matched to an existing entity URI or given a new one. The basis of matching entities is not described in detail but it appears to be derived from string matching. While this approach has worked well for KIM, the extensive pre-population of the knowledge base and the nature of the ontology (the KIMO ontology used by KIM concentrates on geographical locations and companies which tend to have standard names) appear to have eased its task. More complex techniques may be needed by other OBIE systems.
2.
Integrating OBIE systems with the Semantic Web: as mentioned earlier, the ability to generate semantic contents for the Semantic Web is one of the major factors that make OBIE an interesting research field. However, the manner in which such contents are to be integrated with the Semantic Web has not been clearly identified. Several options exist for this task including the definition of web services that answer ontology-based queries. Moreover, a decision has to be made on where to place the OBIE systems and Semantic Web interfaces. They can be provided for each web site or they can be implemented independent of individual sites, probably generating semantic contents for a particular domain. While these tasks are not actually a functionality of an OBIE system, they will nevertheless have a strong impact on their design and implementation.
3. Improving the use of ontologies: since the ontologies are used to guide the IE process and present the results in OBIE, having 'good' ontologies is essential to the success of an OBIE system. Systems that construct ontologies in an automatic or semi-automatic manner will play an important role in this process. Further, OBIE can be used to evaluate the quality of ontologies. It can also be expected that OBIE systems that automatically refine ontologies through the IE process will be more widely used in the future.
It is also interesting to note that most OBIE systems use a single ontology. However, there is no rule that forbids a system from using multiple ontologies. There have been several works on the use of related but distinct ontologies [70, 71] . We have explored the theoretical basis for using multiple ontologies in IE and have presented the details of two case studies on the use of multiple ontologies in OBIE in a recent publication [21] . More analyses and experiments are needed to explore this area thoroughly.
Conclusion
In this paper, we have reviewed the new field of OBIE and a number of systems that are categorized under it. Among other things, we have provided a definition for the field, identified a common architecture for the systems and classified the existing systems along different dimensions. We believe that these will be useful for future research work in this area.
