ABSTRACT Image encryption can be classified into pixel-level and bit-level according to the smallest processing element in the permutation and diffusion. Most pixel-level permutations only change the pixel positions, so the histograms of the permuted image and the original image are identical. The bit-level permutation can change the histogram of the image, but it is comparatively time-consuming due to bit-level computing. In this paper, we propose a new digit-level permutation. The pixel matrix of an image is decomposed into three digital matrices, and then these digital matrices are shuffled by the Henon map. This digit-level permutation combines the merits of pixel-level permutation with that of bit-level permutation. Besides, we also design a high-speed diffusion operation which exactly solves the problem that CBC-like diffusion has low efficiency. Simulations have been carried out and analyzed in detail, proving the superior security and high efficiency of our image cryptosystem.
I. INTRODUCTION
Nowadays, image security has attracted considerable attention as an increasing number of images are transmitted over the networks, shared in mobile phones and outsourced by the cloud storage. As encryption is the most popular technique for protecting privacy, many image encryption algorithms using different kinds of techniques [1] - [7] have been developed in the past decades. Among those techniques, chaotic systems which have many excellent intrinsic properties such as sensitivity to initial conditions, random-like dynamical behaviors, unpredictability and complex topological structures are appropriate for designing image cryptosystems.
In the last decade, a variety of chaotic systems [8] , [9] have been employed to construct image cryptosystems, such as 2D logistic map [10] , 2D standard map [11] , 2D henon map [12] , 3D LCA map [13] , 3D cat map [14] , 3D baker map [15] . Besides, some chaotic systems combining with other methods like one-time keys [16] , DNA computing [17] , [18] , perceptron model [19] , cellular automata [20] , have also been used to enhance the security of image cryptosystems.
Most of chaos-based image encryption schemes are generally composed of two main stages: permutation and diffusion.
These two stages repeat for multiple times for the sake of obtaining a good security level.
The permutation stage is responsible for decreasing the strong correlation between pixels adjacent to each other. The methods of permutation can be divided into two categories: pixel-level and bit-level, according to the smallest processing element.
In the first category, a pixel is treated as the smallest scrambling element. For example, Wang et al. [21] proposed a new block image encryption algorithm. It uses a random growth technique to scramble the pixels of the sub-images with the Arnold cat map. By this method, the periodic drawback of Arnold cat map can be eliminated. Hua et al. [22] proposed a high-speed image scrambling method. It can change row and column positions of pixels simultaneously, and thus can efficiently reduce the strong correlation between neighbor pixels. Wang et al. [23] introduced two complex chaotic systems which have larger chaotic ranges and more complex behaviors. These two chaotic systems are used to generate random chaotic sequences, and the pixels of the image are scrambled in the two-dimensional plane according to the sorted chaotic sequences. Parvin et al. [24] adopted a new strategy of scrambling. The image pixels are shifted by row and then by column with the chaotic sequence. This strategy is easy to implement and very efficient.
Most pixel-level permutations shuffle the image by changing the pixel positions without modifying pixel values, so the histograms of the permuted image and the original image are identical. Such pixel-level permutations are vulnerable to histogram attacks and chosen/known-plaintext attacks if they have no diffusions or bad diffusions [25] , [26] .
In the second category, bit is considered as the basic operating element and the pixel matrix of a plain-image is usually transformed into a binary matrix. For instance, Tao et al. [27] proposed a selective image encryption scheme based on bit-level because each bit of the pixel contributes differently to total information of an image. It only encrypts the four higher bits of each pixel and leaves the lower four bits unchanged. Then, researchers [28] - [30] presented some improved schemes in which two distinct strategies are applied to permute the higher four bits and the lower four bits. Liu and Wang [9] pointed out some weaknesses in [30] , such as requiring square original image to encrypt, and permuting the bits only within each bit plane. Liu et al. also proposed a bitlevel permutation and high-dimension chaotic map to encrypt color image. However, both of these methods take much longer time to run than the pixel-level scrambling method. Zhang et al. [31] analyzed the intrinsic features of the bit distribution and employed an expand-and-shrink strategy in the permutation stage with the purpose of reducing the high correlation among higher bits and making the distributions in each bit plane smooth. Chen et al. [32] showed that the intrinsic image features in bit-level proposed by Zhang are not applicable to medical images. By employing a nonlinear inter-pixel computing and swapping approach, uniform bit distribution as well as certain image diffusion performance can be simultaneously achieved in the permutation stage. In [33] , a new 3D bit matrix permutation is proposed, in which the Chen system is used to develop a random visiting mechanism to the bit level of the plain-image. By combining the Chen system with a 3D Cat map in the permutation stage, a new mapping rule is designed to map one random position to another random position. Unlike pixel-level permutation, the bit-level permutation can change the position and value of a pixel simultaneously, so the histogram of permuted image is different with that of the original image. However, since each pixel corresponds to eight bits, the time consuming of bit-level permutation is eight times as much as the pixel-level permutation if same permutation method is applied to two levels.
The diffusion stage is in charge of changing pixel values so as to obtain the avalanche effect and resist the differential attack. Most of the proposed pixel-level diffusion operations are based on the CBC-like mode that each pixel depends on all previous processed pixels. For example, a serial diffusion strategy is used in [22] . It starts from the pixel at the first row and first column of an image, and spreads one by one according to the direction of the column, then moves to the next column. This strategy achieves a great diffusion effect, but it is time-consuming due to the serial operation. Cao et al. [34] adopted a pixel diffusion method that two-dimension pixels matrix is transformed into one-dimensional sequences and the diffusion operation is performed on the one-dimensional sequences. This method is not only time-consuming but also needs a lot of space to store the sequences. Ye and Huang [35] proposed a method of block diffusion, which greatly reduced the time required for diffusion. However, the diffusion effect is poor without pre-operation.
Considering that pixel-level permutation cannot change the histogram of the image and bit-level permutation is comparatively time-consuming, this paper first proposes a digitlevel permutation which takes digit as the smallest processing element. During the permutation, the pixel matrix of the plain image is decomposed into three matrices at the digit-level. Then, each matrix is scrambled for three rounds using Henon map with different control parameters. Finally, the three scrambled matrices are recombined into a new pixel matrix to obtain the permuted image. This method can not only change the histogram of the plain image after permutation, but also be more efficient than the bit-level permutation. Besides, in order to improve the efficiency of diffusion operation, a fast block diffusion strategy is proposed in this paper. The diffusion is serial in each block and parallel among different blocks. As a result, the diffusion process would be significantly accelerated if there is more than one processing unit. Theoretical and numerical analysis show that the proposed method has high security level and owns low time complexity.
The rest of this paper is organized as follows. In Section II, two-dimensional Henon map and 2D-LASM are introduced. In Section III, the proposed image encryption is described in detail. Simulation results and security analysis are presented in Section IV and V, respectively. Finally, Section VI concluded the paper.
II. PRELIMINARIES A. TWO-DIMENSIONAL LOGISTIC-ADJUSTED-SINE MAP
The security of image encryption algorithms largely depends on the chaotic performance of the chaotic systems used. Logistic map and Sine map which are classical nonlinear discrete-time dynamical systems are often used in image encryption algorithms. They are defined by
where parameters p and s are within the range of [0, 1]. Fig.1 2D-Logistic-adjusted-Sine chaotic map (2D-LASM) that derives from Sine map and Logistic map. The formula of 2D-LASM is defined by
where the parameter µ ∈ [0, 1]. Fig.2 shows the output trajectory of the 2D-LASM when µ = 0.9. We can see that the trajectory of 2D-LASM spreads over the whole two-dimensional plane and the chaotic effect is very great. Compared with Logistic map and Sine map, 2D-LASM has larger key space and more complex behavior. The Lyapunov exponent(LE) is a widely accepted indictor to evaluate the chaotic behavior of a dynamical system. LE measures the degree of divergence between two close trajectories of a dynamical system. A positive LE means that no matter how close the two trajectories are, with continuous iteration, their differences increase between the two trajectories until they are completely separated. Therefore, a dynamical system with a positive LE is chaotic. As a 2D discrete chaotic map, 2D-LASM has two LEs. 
B. TWO-DIMENSIONAL HENON MAP
In 1976, Hénon [37] first proposed the Henon map, and Henon map was extensively studied. The Henon map defined on a two-dimensional plane is a nonlinear discrete-time dynamical system. The formula is as follows:
Here, x, y are iteration values while n = 0, 1, 2 . . . represents the number of map iterations. a,b are two control parameters that the map depend on. For classical Henon map defined by Eq.(4), it can be seen that the iteration time is discrete while the iteration value is continuous. In [38] , the Henon map is discretized so that its iterated values are generated over an integer domain. After discretization, the Henon map becomes
where x, y ∈ {0, 1, 2, · · · , N − 1}, a, d ∈ {1, 2, . . . , 2 128 } are two control parameters and N represents the size of VOLUME 6, 2018 the image matrix. It should be noted that the image to be processed must be a square when Henon map is applied to image scrambling. Since the discrete Henon map is a one-toone map for integers, it is efficient and easy to apply Henon map for image scrambling.
III. DESCRIPTION OF THE PROPOSED CRYPTOSYSTEM
The proposed image cryptosystem employs the classic 'permutation-diffusion' structure. In the permutation stage, a new permutation method based on digit-level is proposed. Such digit-level permutation can eliminate high correlation among adjacent pixels as well as change the distribution of pixels of the plain-image. In the diffusion stage, a fast diffusion method was presented to solve the inefficiency of CBC-like diffusion mode. The flow chart of the proposed image cryptosystem is shown in Fig.4 .
A. GENERATION OF THE RANDOM-LIKE IMAGE AND CONTROL PARAMETERS
In order to resist the chosen-plaintext attack, the sub-key stream (control parameters and random-like image) used in the permutation and diffusion are generated by both 2D-LASM and plain-image. The detailed generation of the random-like image and the control parameters of the Henon map are as follows:
Input: The initial values x 0 , y 0 of 2D Logistic-adjustedSine map, coefficient µ and plain-image
Step 1: Calculate two plain-image features val1, val2 as follows
Step 2: Calculate the perturbation coefficients α 1 , α 2 by
Step 3: Update the initial values x 0 , y 0 of 2D Logisticadjusted-Sine map by
In the above perturbation method, the symbol '' '' represents the floor function. The symbol ''±'' means ''+'' or ''−''. Here, we choose the operation ''+'', if the updated initial condition is still in area; otherwise, the operation ''−'' is used instead.
Step 4: Iterate the 2D Logistic-adjusted-Sine map N ×N +3 times using the x 0 and y 0 obtained in step 3, and generate the chaotic sequences
Step 5: A random-like image is generated as follows
Step 6: Generate the control parameters a 0 , a 1 , a 2 , b 0 , b 1 , b 2 of the Henon map using Eq.(10).
B. IMAGE PERMUTATION
Permutation operation is an important part of image encryption. It shuffles the position of the pixels in the plain-image, which can reduce the correlation of adjacent pixel values. The scrambling method proposed in this paper takes the digit as the smallest processing element. First, the pixel matrix of plain-image is decomposed into three matrices. Then, these 67584 VOLUME 6, 2018 three matrices are respectively scrambled by Henon map with different control parameters. Finally, these scrambled matrices are composed into a new matrix. Fig.5 shows an example of the proposed permutation.The detailed steps of the permutation are as follows:
Step 1 : The pixel matrix of plain-image P is decomposed into three matrices U , T , H according to Eq. (11) .
Here, fix is a function to round the argument to zero.
Step 2: Scramble matrices U , T , H with Henon map and obtain three new permuted matrices U , T and H . For each matrix, calculate the new position (i , j ) by Eq. (12), and then move the element (i, j) to (i , j ). Here, the control parameters of Henon map (a 0 , b 0 ), (a 1 , b 1 ), (a 2 , b 2 ) are used for U , T , H respectively.
Step 3: Repeat the scrambling operation in step 2 twice to generate new matrices U , T and H .
Step 4: The three new matrices U , T and H obtained in step 3 are composed simultaneously to generate a new matrix PI and mark-matrix flag according to Eq.(13) and Eq. (14); the mark-matrix flag is used to mark the position where the value of every position in the matrix PI exceeds 256.
Step 5: Matrix PI is updated by:
Here, we compare the pixel correlation and the execution time of the proposed method with other permutation methods. The tested image is gray Lena with 256 × 256 pixels. In Table 6 , three permutation methods based on digit-level, pixel-level [39] and bit-level [9] are used for comparison. It shows that the ability of our digit-level permutation for removing correlation is better than that of Mollaeefar's [39] and Liu's [9] . For speed test, the pixel-level permutation [39] is faster than digit-level permutation and bit-level permutation [9] . This is because pixel-level permutation needs to scramble 256 × 256 pixels, and digit-level permutation needs to scramble 256 × 256 × 3 digits, and bit-level permutation has to scramble 256 × 256 × 8 bits. Fig.6 shows the histograms of the original image and the permutated images for the three algorithms. It can be seen that the proposed digit-level permutation and bit-level permutation in [9] can both change the distribution of pixel values while pixel-level permutation [39] cannot do this. The scrambling capability of bit-level is almost the same as that of the proposed digit-level. However, the proposed algorithm can obtain faster speed and lower pixel correlation.
C. IMAGE DIFFUSION
Diffusion operation is the most important stage in image encryption algorithms. It not only changes the distribution of pixel values but also has an avalanche effect that if a pixel value changes, it will lead to the entire cipher-image changed. The diffusion method proposed in this paper combines block diffusion with CBC-like mode, which is efficient and achieves excellent performance. Fig.7 describes the diffusion operation, a detailed description of the proliferation steps are as follows:
Step 1: Matrices PI and RI are divided into N row vectors PI = {PV 1 , PV 2 , . . . , PV N }, RI = {RV 1 , RV 2 , . . . , RV N }.
Step 2: Compute and update each row vector PV i according to Eq.(16). The updated steps start from the second row vector PV 2 and end at the first row vector PV 1 .
Step 3: Update the first row vector PV 1 twice according to the Eq. (17), and obtain PV 1 = {e 1 , e 2 , . . . e N }. Here, PV 1 = {e 1 , e 2 , . . . , e N } and RV 1 = {re 1 , re 2 , . . . , re N }. 
Step 4: Compute the vector set PI = {PV 1 , PV 2 , . . . , PV N }, according to the Eq. (18) .
Step 5: Take PI as the new input, and then repeat step 1 through 4 again to get PI = {PV 1 , PV 2 , . . . , PV N }, finally, the encrypted image C = {CV 1 , CV 2 , . . . , CV N } is formed according to the Eq. (19) . 
D. DESIGN OF THE DECRYPTION SCHEME
The decryption phase is the inverse process, and the steps are as follows: Input: The encrypted image, the initial values x 0 , y 0 , two plain-image features val1, val2, the mark-matrix flag Output: The decrypted image
Step 1: Use initial values x 0 , y 0 and plain image features val1, val2 to calculate the updated values x 0 , y 0 by Eq. (7) and Eq.(8).
Step 2: Iterate the 2D-LASM with the updated x 0 , y 0 to generate two chaotic sequences by Eq.(3). The random-like image and control parameters of Henon map are achieved from the chaotic sequences by Eq.(9) and Eq.(10).
Step 3: Calculate twice using Eq. (20), and get the first row vector, and then use the first row vector and formula (21) to calculate the other row vectors of the vector set. 
Step 4: Repeat step 3 again to generate permutated image.
Step 5: Recover the pixels of the permutated image whose values exceed 256 by using the mark-matrix flag.
Step 6: Decompose the pixel matrix of permutated image into three matrices by (11) , and then scramble these three matrices by
Step 7: Repeat step 6 twice to obtain the plain-image.
IV. SIMULATION RESULTS
The results of the extensive computer simulations have been done with the Matlab 2014 programming environment. This paper selected four images(256×256) with different distribution of pixel values for encryption from the image database CVG-UGR. Fig.8(a) and Fig.8(b) show the original images and their histograms. Fig.8(c) and Fig.8(d) depict the permutated images and their histograms. We can see that the histograms of the permutated images are different from that of the original images, which is able to prevent the opponent from doing any statistical analyses. Fig.8 (e) and Fig.8(f) show the cipher-images obtained by the proposed scheme and their histogram. It is clear that the encrypted images are noise-like and we can not find any visual feature of original images in the encrypted images. Additionally, the histograms of the cipher-images are all quite uniform which can cover the original images effectively.
V. PERFORMANCE AND SECURITY ANALYSIS
Several experiments and different kinds of security analyses are performed to evaluate the robustness of the proposed algorithm in these sections.
A. SECRET KEY SPACE ANALYSIS
For the image encryption algorithm, the set of all possible security keys form the key space of the algorithm. To resist the brute-force attack, the key space should be at least 2 100 ≈ 10 30 [40] , [41] . In our proposed algorithm, x 0 , y 0 and µ of the 2D-LASM are the security keys. Considering the computational precision of each key can reach 10 −14 , VOLUME 6, 2018 the entire key space size can reach 10 42 which prohibits exhaustive search of the key space.
B. RANDOMNESS TEST
The randomness of the output sequence is one of them criteria for evaluating the security of cryptographic algorithms. Although various kind of randomness tests have been proposed so far, there is no known sequences generated by an algorithm which pass all the randomness tests. One of the most popular tests of randomness SP800-22 [42] is published by the national institute of research Standard sand technology (NIST). The SP800-22 provided a statistical test suite (STS) consisting of 15 tests. These tests focus on a variety of different types of non-randomness that could exist in one sequence. As recommended by NIST, a significance level α = 0.01 was used for test. For each sub-test, the P − value is computed for all binary sequences and compared with significance level α. A binary sequence is regarded as passing a sub-test if P − value ≥ α and failing otherwise.
NIST recommended two approaches to interpret test results: First, to calculate the pass rate of sequences passing a sub-test. If the pass rate falls outside the scope of acceptable proportion defined by Eq.(23), then it reveals that the test sequence is not random enough. Second, to caculate the distribution of P − Values and examine whether or not the P − values are uniform distribution in the range [0, 1] . By dividing range [0, 1] into ten equal sub-intervals, F i denotes the frequency of the P − values falling inside of i-th sub-interval. Let m be the sample size and the P − value T is computed by Eq. (24) and Eq. (25) . A sequence could be considered to be uniform distribution if P−value T ≥ 0.0001.
In our experiments, we iterated 2, 500, 000 times of the 2D-LASM chaotic system, generated two chaotic sequences, and converted the generated chaotic sequences into binary numbers to generate binary sequences X and Y , respectively. The sequences X and Y are divided into 100 sets of binary sequences of 1, 000, 000 bits in length, and the 100 sets of binary sequences are subjected to NIST randomness tests. Table 2 provides NIST statistical results to test our proposed algorithm. The results show that the proposed algorithm can successfully pass all 15 tests. Therefore, we can have high randomness in our encrypted image scheme.
C. INFORMATION ENTROPY ANALYSIS
Information entropy is an important analytical mmethod to measure the randomness of a message. Shannon proposed this method and its formula is defined by
Here, l refers to the length of a pixel value in bit, m is the message obtained and p(m i ) represents the probability of m i occurrence; This paper selected two sizes 256 × 256 and 512 × 512 of four images for testing, the final test results shown in the Table 3 .
For an ideal algorithm, it should have such a property that the ciphertext image is sufficiently random and the entropy of information is close to the theoretical 8. Table3 shows that the proposed algorithm is extremely close to the theoretical values.
D. HISTOGRAM ANALYSIS
Histogram of the image shows the pixel values of the distribution information. The ideal encrypted image should have a uniform, disparate histogram to prevent the enemy from extracting any meaningful information from the wave histogram of the image. For the number analysis of each key, we use the histogram variance [43] to evaluate the consistency of the encrypted image. The lower the variance value, the higher the uniformity of the encrypted image. We also calculated the two variances of the encrypted images, which are encrypted by different keys on the same plain text image. The closer the two variance values are, the more consistent the encrypted image is when the key changes. The histogram variance is as follows:
where Z is the vector of the histogram values and Z = {z 1 , z 2 , . . . , z 256 }, z i and z j are the numbers of pixels which gray values are equal to i and j respectively. In simulating experiments, we calculate two variances of histograms of two ciphered images by Eq.(27) from the same plaintext image with different secret keys. Only one parameter of secret keys is changed in such different secret keys. The plaintext images of hedgebw clock and leopard are tested for three round encryption in experiments. Table 4 lists the variances of histograms of ciphered hedgebw clock and leopard images. In Table 4 , the variances in the first column are obtained by the secret key key1, the variances in next columns are obtained by only changing one parameter of x, y and µ respectively compared with the secret key key1. 
E. ATTACK ANALYSIS
According to the kerckhoff principle [44] , it is generally assumed that attackers can obtain the design and work information of the password system studied when conducting password analysis on the password system, namely: For any researcher, he or she can know everything about the encryption system except the encryption and decryption keys.
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This standard is the basic standard of any encryption system in the current secure communication network.There are four classical types of attacks:
(1) Ciphertext only: the attacker possesses a set of ciphertexts. The goal is to recover as much plaintexts as possible or even to guess the secret key.
(2) Known plaintext: the attacker possesses a set of the ciphertext and its corresponding plaintext. The goal is to recover the secret key or to decrypt any further messages.
(3) Chosen plaintext: the attacker has obtained temporary access to the encryption machinery. Hence, he can choose arbitrary plaintext to be encrypted and then receives the corresponding ciphertext. He tries to analyze and discover more key-related information.
(4) Chosen ciphertext: the arracker can analyze any chosen ciphertexts together with their corresponding plaintexts. The goal is to acruire the secret key or to get as many information about the encryption system as possible.
Among these attacks, Chosen plaintext attack is recognized as the most powerful attack. If a cryptosystem can resist the chosen plaintext attack, it also can resist other three kinds of attacks. In order to resist the chosen plaintext attack, we first calculate two plain-image features val1, val2 and then update the initial values of 2D LASM with these image features. As a result, the key stream (control parameters and randomlike image) used in our permutation and diffusion strongly depends on the secret key and the plain-image. Since different plain-images will generate different key streams, the attacker cannot obtain any useful information about the secret key by a number of possible pairs of plain image and cipher image. Therefore, the proposed cryptosystem can resist the chosen plaintext attack.
F. CORRELATION ANALYSIS
Generally, correlation between adjacent pixels in three directions is always high for most natural images. Therefore, the correlation of the adjacent pixels for encrypted cipherimage is one of an important criteria to measure the performance of the algorithm. Here, Eq.(28) and Eq. (29) are the formulas to calculate the correlation between two adjacent pixels [45] .
Where, x and y are the gray values of adjacent pixels, M refers to the total number of samples. In this test, we select five gray-scale images from the image database CVG-UGR, and randomly choose 20000 pairs of adjacent points in three directions for calculation, respectively. At the same time, in order to reflect the superiority of the proposed algorithm, we choose algorithm [46] and algorithm [47] to test and compare. Table5 gives the final results.
From Table5, the correlation coefficients of the five plainimages are very high, while the correlation coefficients of the encrypted images are almost close to zero. It shows that the encryption algorithm proposed in this paper can greatly reduce the correlation between adjacent pixels. In addition, through the data comparison, we can find that the proposed encryption algorithm is better than the other two algorithms.
G. DIFFERENTIAL ANALYSIS
Differential attack aims to encrypt the plain-image with slight modification, and then find out the differences between two encrypted images. Comparing with the differences, the attacker can discover the relationship between plainimage and cipher-image. Two well-known parameter values 
where M and N denote the size of the image, C 1 and C 2 are two ciphertext images, which differ only in one pixel position. C 1 (i, j) and C 2 (i, j) are gray-values of the pixels at position (i, j) of two ciphertext images. In this paper, Images with three different size 128 × 128, 256 × 256, 512 × 256 were selected for testing with the same secret key. Moreover, the final result values of each image generated after 100 times tests which extract the maximum values, minimum values and the average values. In addition, algorithm [46] and algorithm [47] are selected for performance comparison, the final results are shown in Table6.
Table6 shows that the mean values of NPCR and UACI produced by our proposed algorithm is extremely close to the expected values NPCR Expected = 99.61% and UACI Expected = 33.46%. Besides, the minimum and maximum NPCR and UACI are more close to the mean value. These indicate that the proposed algorithm can effectively resist the difference attack.
In addition, we selected the Zhang's algorithm presented in [48] Table7 and table8 show that the proposed method requires only one encryption round to obtain the expected values of NPCR and UACI. Zhang's algorithm [48] also needs only one round of encryption to acquire the ideal value of NPCR, while it needs at least three rounds of encryption to obtain the ideal value of UACI. Therefore, the method proposed in this paper is slightly more efficient.
H. TIME COMPLEXITY ANALYSIS
The speed of image encryption algorithms is also an important indicator of algorithmic performance. Especially in the era of big data, the encryption speed of the encryption algorithm is especially important for the demand of image encryption with large amount of data. This paper selects three sizes of images for time complexity analysis. The experimental platform used in this experiment is configured as: i7CPU (2.60GHz), memory 8G, operating system win7 (64bit); This paper also selected two kinds of image encryption algorithms [47] and [46] for comparison, the final test result are given in 9. It shows that the proposed algorithm is faster than other two algorithms. Especially in diffusion step, the larger the size of the image, the faster the diffusion. 
VI. CONCLUSION
This paper presents a new image encryption scheme based on digit-level permutation and block diffusion. The digit-level permutation can change the histogram of the image, so it is difficult for attackers to do any statistical analyses because the histogram is changed greatly after permutation. The block diffusion method is extremely efficient and can obtain the ideal values of NPCR and UACI. Additionally, the proposed image encryption algorithm also adopts the image feature to update the initial values of the 2D-LASM. As a result, the keystream generation is dependent on the plain-image which can effectively resist the chosen-plaintext attack. The experimental results prove that the proposed scheme has the ability to encrypt digital images into random-like cipherimages and resist common attacks effectively, which is very suitable for image encryption.
