Lossless image compression has often employed techniques quite separate from those used for text compression or lossy image compression; most standards today employ modelling followed by coding (e.g. the JBIG standard, the IBM Q-coder, CCITT Group 4). Constantinescu and Storer present a lossy image compression scheme that can be viewed as a generalization of lossless dynamic dictionary compression ('LZ2'-type methods) to two dimensions with approximate matching; recently, Constantinescu and Storer have experimented with this approach for lossless bi-level image compression with great success. Here we generalize 'LZ1'-type methods (that identify matches in previously seen text) to lossless image compression. We examine complexity issues and finish by considering practical 2-D implementations for bi-level images.
INTRODUCTION
Ziv and Lempel [1, 2] and Storer and Szymanski [3, 4] introduced the notion of compressing text using methods that replace a substring of text by a pointer to an earlier occurrence. LZ1 (also called LZ'77) is a term often used to refer to a wide class of methods based on the basic principle presented in [1] , where, as depicted in Figure 1 , a substring of text is represented by a displacement-length reference to a string previously seen in the text (a pointer is a pair of integer values). Ziv and Lempel [1] proposed sending an uncoded character with every pointer, which ensures that progress is always made even when a match cannot be found. Storer and Szymanski [3, 4] and most practical methods usually either flag raw characters or reserve a pointer value for each character. Because a pointer has two fields (displacement and length), a fixed-length code is unlikely to optimally partition bits between the two fields; in addition, the length field is typically far from uniformly distributed. A careful variablelength encoding scheme for pointers is often effective in practice. A predictive scheme that employs the suffix trie for the model [5] can do even better.
The two key complexity issues for practical implementations are how the encoder searches for matches and how pointers are encoded (decoding is simple and fast). Typically 'greedy' parsing is used by the encoder; see [6] for a discussion of other parsing strategies that may periodically take a match that is shorter than the longest possible one to get longer matches later.
A linear space suffix trie data structure can be employed to find matches in O(1) time per character processed. A suffix trie for a string s is a trie that represents all suffixes of s as root-to-leaf paths (and effectively all substrings as partial paths from the root). McCreight [7] gives a linear time suffix trie construction algorithm that relies on maintaining uncle links; that is, for each vertex in the trie that represents a string ax, there is a pointer to the vertex that represents x. As will be discussed later, many practical implementations use some sort of ad hoc searching strategy instead of a suffix trie, usually based on hashing.
We shall make use of a simple generalization of the suffix trie for efficient two-dimensional (2-D) encoding. In a 2-D suffix trie, the suffix at a position (i, j) in the 2-D input array is just the portion of the array going to the right and down from that position. We list the characters of a suffix in the order depicted in Figure 2 . Just like the standard convention used in the one-dimensional (1-D) case, we pad the right and bottom sides of the array with a special character $ as a notational convenience. Figure 3 is an example of a 3 × 3 array (padded to a 4 × 4 array with $s) and its corresponding 2-D suffix trie. Giancarlo [8] shows how to generalize the linear time compact suffix trie construction algorithm of [7] to a linear time construction algorithm for 2-D suffix tries (the constant depends logarithmically on the alphabet size); Giancarlo and Grossi [9] present more general constructions.
Section 2 generalizes the LZ1 approach to two dimensions and confirms that, like the one-dimensional case, the complexity of the general problem is NP-complete. Section 3, motivated by the fact that the general problem is NPcomplete and that 2-D suffix tries can only give information about square-shaped matches, addresses the performance of greedy parsing with square matches; it also introduces a modified parsing strategy that searches for rectangular matches based on the best square match. Section 4 defines multi-shape 2-D suffix tries; they are more space consuming but have the ability to store information about arbitrary rectangular-shaped matches at any position. Section 5 discusses the use of hashing techniques in place of the 2-D suffix trie in some practical experiments on bi-level images. 
GENERALIZATION TO TWO DIMENSIONS
In the 1-D case, one simply proceeds from left to right making matches. In two dimensions, there is no clear order in which to parse the image. Three simple parsing strategies are:
1. Explicit coordinates: Preceding each pointer is a pair of integers indicating where it is located. 2. Implicit geometry: As already mentioned, Storer and Szymanski [3] and Storer [6] consider 1-D models where pointers can point in both directions and the decoder may have to 'skip' around to decode the string; the pointers are linearly ordered in the compressed string and it is always the convention that order is preserved on the decompressed data. This notion can be generalized to two or more dimensions. 3. Coordinates selection algorithm: An algorithm is agreed upon in advance for choosing the coordinates of the next pixel for consideration; this choice must depend only on the portion of the image compressed thus far and the pixels considered thus far (so that the algorithm can be executed by both the encoder and decoder). A special case is a fixed ordering of the pixels agreed upon in advance (that does not depend on the image); the upper left-hand corner of the rectangle represented by the next pointer output is the next pixel in this fixed ordering that has yet to be covered.
Although 1 and 2 are theoretically interesting, we conjecture that a coordinate selection algorithm is most appropriate in practice. Coordinate selection algorithms that have been considered previously by Constantinescu and Storer [10, 11] include:
• Adaptive wave: As depicted in Figure 4 , an adaptive wave traversal is one that starts in the upper left-hand corner and proceeds in phases. Each phase visits all 'convex' vertices on the edge of the already-compressed data (darkened pixels).
• Static wave: Visit pixels along −45
• degree lines in the
• Rectilinear: Visit pixels along rectilinear lines in the order
Visit pixels in a row-by-row scan, starting in the upper left-hand corner.
• Circular: Visit pixels in order of increasing distance from the centre of the image.
Even with a well-defined parsing strategy, it may appear that we are faced with a 2-D bin-packing problem. As in [10, 11] , we observe that there is no harm in allowing matches to overlap; we restrict our attention to the case that all matches are exact (in the last section we mention, as an area of current research, the case when redundant coverings may mismatch). With self-overlapping pointers, the pointer target and the text being replaced overlap; for example, a string of as of length n is represented as a single a followed by a pointer with displacement 1 and length n − 1. Although it costs little in complexity to allow self-overlapping pointers, it yields little benefit on most 'real-life' data [6] . More general models where circular pointer references are allowed have NP-complete encoding complexity [3, 4, 12] . This complexity carries over to the 2-D case. Proof. In [3, 6] the one-dimensional version of this problem (where pointers can point to the right or the left and form decodable 'cycles') is shown to be NP-complete. Given a one-dimensional problem of length n, we can transform it into a 2-D problem of size n × n, where the first n − 1 rows are all blank, and the last row contains the 1-D problem. To simplify this proof, we assume that the 1-D problem is of the form n/2 blanks, followed by a non-blank character, followed by n/2 − 1 other characters; it is simple to modify the construction of [3] to ensure this. The first n − 1 rows must always be compressed with exactly three pointers (e.g. a single a, a self-overlapping pointer representing the first row and a self-overlapping pointer representing rows 2 through n − 1). Compression of the last row must proceed exactly as in the 1-D case because due to the first n/2 blanks in the last row, the blanks in the first n − 1 rows cannot be used to further improve compression.
GREEDY PARSING-SQUARE MATCHES
Given the NP-completeness of the general problem, together with the questionable advantages that complex parsing strategies may have for practical data, we consider two major simplifications: square matches only and greedy parsing along an adaptive wave traversal. The next two theorems show that there is a worst-case cost to both of these simplifications.
THEOREM 3.1. The ratio of the number of pointers output by a parsing using rectangular matches to that output by one using square matches is not bounded by a constant factor. This is true independent of the pixel size and of whether or not self-overlapping pointers are allowed.
Proof. For the moment, we make use of a large alphabet that depends on the image size. For n > 0, let v 1 . . . v n be vectors of n 2 distinct pixels each; that is, no pixel in any one vector is the same as any other pixel in that or any other vector (so a total of n 3 distinct pixel values are used). Define w i , 1 ≤ i < n to be the sequence of vectors
Let I n be the image of n 2 by n 2 pixels formed by the sequence of vectors
For example, for n = 5, the sequence of 25 vectors used to form I 5 is (for simplicity we show only vector indices and put in parentheses to clarify the construction)
Observe that v n occurs exactly once in each w j (as the last vector) and is followed by the vector v j+1 . Also observe that for each occurrence of a vector v i , 1 ≤ i < n:
• If j < i it occurs exactly once in w j and is followed by v j .
• Each occurrence in w i is followed by a distinct vector of index greater than i.
• If j > i, it does not occur in w j .
Hence it follows that no pair of vectors occurs more than once in the sequence I n . Hence, since each vector v i is composed of distinct pixels (different from each other and those of any other vector), no 2 × 2 rectangle can occur more than once in the image I n . Hence, I n cannot be compressed using square matches.
However, with rectangular matches, the first occurrence of each vector v i in I n can be left uncompressed and each subsequent occurrence can point to its first occurrence, which compresses the n 4 pixels of I n to n 3 pixels and n 2 − n pointers. Hence, using rectangular matches gives a factor of O(n) improvement over square matches. Note that this factor is reduced by at most O[log(n)] if we charge for pointer lengths.
To complete the construction, I n can be converted to binary pixels by replacing each pixel by a binary sequence of length O[log(n)] (and lengthening each vector by a factor of O[log(n)] if we wish to retain a square image). Compression using square matches can only be 'helped' by a factor of at most O[log(n)] and compression by rectangles can proceed as before.
It should be noted that although the proof of the above theorem assumes a particular parsing strategy (visiting the image column by column), it can easily be adapted to many other strategies, including the ones mentioned above. For raster, we can simply rotate the construction by 90
• . For adaptive wave, static wave and rectilinear we can shorten the vectors to be only n long and pad the lower part of the image with blanks to make it square. The blanks will compress with both methods and the n by n 2 'strip' will still have rectangles winning by a factor of n because the adaptive or static wave will learn the n distinct vectors after seeing the first O(n 2 ) pixels of the strip and then be able to compress the remaining O(n 3 ) pixels of the strip by using only O(n 2 ) rectangular matches. A similar construction works for a circular scan if the strip is in the middle.
THEOREM 3.2. The ratio of the number of pointers output by a greedy parsing along a wave traversal to that output by an optimal parsing is not bounded by a constant factor. This is true independent of the pixel size and whether or not selfoverlapping pointers are allowed.
Proof. It suffices to consider an n by n array of all the same character (i.e. the easiest possible input to compress). As depicted in Figure 5 , a rectilinear parsing strategy divides the input into quadrants, representing the outer three quadrants by a single pointer each to the first quadrant and then recursively compressing the first quadrant. The total number of pointers T (n) used for an n by n array is 1 when n = 1 and, in general,
However, it can be shown that the greedy parsing uses O[log 2 (n) 2 ] pointers; this process is depicted in Figure 6 (the numbers inside label the upper left-hand corner of the match with the number of the wave in which it was added and the numbers along the top indicate the dimensions of the boxes at each stage). Stage 1 places a single 1 × 1 square in the upper left-hand corner, stage 2 places two more 1×1 squares and stage 3 places three more 1 × 1 squares. At stage 4, the largest rectangular region that is already covered is 2 × 2, and hence four 2 × 2 squares are placed. Define the critical region at stage i to be the largest square region of the image already covered before the stage commences (the upper lefthand corner of the critical region will always be the upper left-hand corner of the image). For i > 4, each odd stage places a match on the main 45
• diagonal, and hence doubles the dimension of the critical region; however, every even stage places a rectangle that is offset from both sides of the main 45
• diagonal by an amount that goes up by one on each even stage. Let T (i) denote the dimension of the squares placed at stage i. Then T (1) = T (2) = 1 and for i ≥ 3:
Since T (i) at most doubles at each stage, it requires O[log(n)] stages to get to the upper right-and lower left-hand corners of the image (this suffices for our purposes, but for a more detailed analysis of the sequence 1, 1, 1, 2, 3, 6, 11, 22, . . . see [13] ). Hence, the total number of rectangles placed is bounded below by the sum from 1 to O[log(n)], and the total number of rectangles placed is [log(n) 2 ]. Hence, greedy is worse than optimal by a factor of [log(n)].
We conclude this proof by observing that self-overlapping pointers provide no additional advantage to the greedy parsing in this construction (because no match has a sufficiently long boundary with the portion of the image already covered by the previous stage).
Although the above theorem is of theoretical interest, we conjecture that these worst case bounds are not realized on practical data and that, as with the 1-D case, greedy parsing is a reasonable strategy.
In the next section we consider more general (and more space consuming) data structures that can handle non-square matches. Here we propose the following practical approach to rectangular matching. A 2-D suffix trie is used to find the largest square match, which forms the match kernel. This has the disadvantage of giving up matches in other locations that are narrower in one (but not both) of their dimensions than the kernel. However, if M is the size of the largest match that is anchored at the upper left-hand corner of the kernel, we can now find this match in time O[M log 2 (M)]. M, then the largest 1-D matches are 1 × M and M × 1, and hence the area of the search envelope is bounded above by M times a harmonic series-ln denotes the natural logarithm, γ = 0.577 . . . denotes Euler's constant and ε < 1/(2M) goes to 0 as M goes to infinity (see [14] ):
MULTI-SHAPE 2-D SUFFIX TRIES
Two-dimensional suffix tries seem quite restrictive because they only provide information about square matches. However, there are many problems in deriving a data structure that can represent rectangles of arbitrary shape. There is no unique shape identifying a position in the array. Moreover, a particular shape may be incapable of uniquely specifying a position if it is not capable of intersecting both the right and bottom boundaries of the array.
In addition to the parameter N , which specifies the number of characters in the N = n × n input array (all of our results hold both for square and non-square input arrays, but we assume the square case for simplicity), we let m denote the maximum horizontal or vertical dimension of a match (so the largest possible match has M = m × m characters). For most practical applications m may be taken to be a relatively small constant, but for theoretical purposes we take m to be a parameter that could be anywhere in the range 1 to n. The idea is to employ a data structure that is a factor of m larger, but still allows fast matching.
For a fixed constant k, the construction of Giancarlo and Grossi [9] can be adapted to produce a (k, * ) suffix trie that represents all rectangular sub-arrays of height k, visited in column-major order (similarly, a ( * , k) suffix trie can be defined for all sub-arrays of width k visited in row-major order). However, for practical values of m, it may be faster to employ the simple strategy (that can be viewed as a generalization of the simple strategy discussed at the start of Fiala and Greene [15] ) that runs in O(m N ) time.
The multi-shape trie data structure is a forest of (k, * ) and ( * , k) tries, 1≤k≤m, where each rectangular sub-array of dimension i, j is represented twice, once in the (i, * ) suffix trie and once in the ( * , j) suffix trie. Links are placed between the two copies of each vertex (i.e. a link goes between a vertex for the row-major representation to the corresponding vertex for the column-major order representation). By using the links back and forth between the two versions of a vertex, it is possible to traverse the trie in a time that corresponds to a single scan of each half of the search envelope positioned at the current position, one scan going up from the kernel and one going down from the kernel. Note that here the kernel is only being used to start the process. The matches found are not necessarily anchored at the kernel or part of the same search envelope.
The generic encoding algorithm (which employs the straightforward 'naïve' pointer encoding) is shown in Figure 8 . Although this algorithm does not traverse a single search envelope, the running time corresponds to the traversal of a search envelope, and it may help to look at the search envelope figure when first examining this algorithm.
Our analysis of the running time of the generic encoding algorithm will make use of the parameter w, the 'waste factor', defined as the average number of times that a pixel is covered in the compressed image. Based on experience from lossy applications considered in [10, 11] , we conjecture that w is relatively small in practice (e.g. w < 2). Proof. For step A, pre-computation of the 2-D suffix trie and the (k, * ) and ( * , k) tries can be done in O(N m) time. For step B, the links can be computed via a single pass through the forest that records vertex locations in lists in the corresponding positions in a 'scratch' array (of the same dimension as the image) followed by a pass through the scratch array that stores link information in the corresponding vertex in the forest. Note that although there may be much information stored at a given position in the scratch array, the total information stored in the scratch array is no more than the size of the forest. Hence step B runs in a time which is proportional to the forest size, O(N m). Note that in step C.2, we can simply 'backtrack', which at most doubles the number of positions visited; alternately, we could precompute these links in step B. Each iteration of the for loop of step C corresponds to traversing a search envelope of some size E, which takes time O[E log(E)] ≤ O[E log(m)]. If we let f denote the compression factor, the number of bits to represent the uncompressed image divided by the number of bits in the compressed image, then the total number of matches is (b/ p)(N / f ) and the average number of pixels in a match is ( p/b) f w. Hence, since the total time for step C is bounded by N plus the number of matches times the average number of pixels per match times log(m), the total time for step C is O[N w log(m)]. Note that since the forest is being stored in compact form, a number of details about how one 'jumps' in and out of tries have been omitted.
COROLLARY 4.1. For the class of images for which w is bounded by a constant factor that is independent of N and M, the generic encoding algorithm runs in O(N m) preprocessing time and O[N log(m)] compression time.

PRACTICAL CONSIDERATIONS
The fastest file archiving facilities available today employ LZ1-type compression with a hashing scheme for the encoder to find matches; three examples are:
(i) Waterworth [16] : Each time an input byte is read, it and the previous two bytes are hashed to yield a pointer into the already-compressed text; this pointer is used for the current match and then replaced in the hash table by a pointer to the current 3 bytes (so new hashes always overwrite old ones). If the pointer is invalid or the 3 bytes indicated by the pointer do not match, the first of the 3 bytes is sent as a raw character (and the second and third bytes become the first 2 bytes of the next 3 bytes to be matched). Otherwise, the 3-byte match is extended to be as long as possible and encoded as a length-displacement pair. The hashing process and the updating of the hash table continues for each character of the extended match (so that all 3-byte substrings of the input get hashed, not just those at parse boundaries). Although any encoding method could be used for pointers, in keeping with the simplicity of the algorithm, a reasonable choice is a flag bit followed by either a raw character or a (displacement, length) pair using fixed-length fields. (ii) Brent [17] :
1. Hashing of strings of all lengths is used to find a match; that is, 2 bytes are hashed, then 3 bytes, then 4 bytes etc. An incremental hash function is used so it is not necessary to re-compute the hash on the prefix. No hash chaining is used, collisions are resolved by over-writing.
Notation b:
number of bits per pixel p:
number of bits per pointer N = n × n: number of pixels in the image M = m × m: maximum match size defaultsize:
the number of pixels in a 'default size' rectangle; that is, the number of pixels that will be sent uncompressed in the case that a sufficiently large match is not found.
xmax:
The current maximum x coordinate visited. ymax:
The current maximum y coordinate visited.
BITS(i):
⌊log 2 (i)⌋ + 1-the number of bits needed to represent i in binary notation.
Generic encoding algorithm (with naïve coding strategy):
A. Pre-compute the 2-D suffix trie and each of the (k, * ) and (
Place the links between the corresponding vertices in the (k, * ) and ( * , k) tries. C. for each pixel p in a wave traversal do if p is unmarked then begin 1. Compute the kernel using the standard 2-D suffix trie; let k denote its dimension. 2. Raw characters are encoded with 9 bits (leading bit 0) and pointers are encoded with three 9-bit integers: the first is 256 + length, and the second two are left and right halves of the displacement.
(the maximum length of a match is restricted to be less than 256). 3. Finally, the 9-bit numbers are Huffman coded.
(iii) Whiting et al. [18] : Each time an input byte is read, it and the previous byte are hashed to yield a pointer into the already-compressed text. Collisions are chained via an 'offset array'; each new byte pair encountered is added to the beginning of the appropriate collision chain. Each 2-byte match found is extended to be as long as possible; the search is terminated if any of the following conditions hold:
The sum of the offsets thus becomes far too large. -An entry that is too old is encountered. -Sufficiently many positions have been checked (e.g. stop after 8 positions).
-
A sufficiently large matching string has been found (e.g. 8 or longer).
The hashing process and the updating of the hash table continues for each character of the extended match (so that all 2-byte substrings of the input get hashed, not just those at parse boundaries). A flag bit distinguishes a raw byte from a pointer and a second flag bit determines whether a short displacement range (up to 128 bytes) or long displacement range (up to 2048 bytes) is used. Displacements are encoded with 7 or 11 bits. An ad hoc variable-length encoding is used for the length fields.
We have implemented a simple square-match encoding algorithm (and a corresponding decoding algorithm) on a UNIX workstation using an even simpler hashing scheme directed specifically to bi-level image applications. A 64k table with one position for each possible 4 × 4 sub-array is the only data structure used. Matches are indexed simply by the value of the 16 bits in the upper left-hand corner. The encoding scheme is to precede each item with a four-valued flag field; 0 for an all-white match, 10 for an all-black match, 110 for a pointer and 111 for raw data. Pointers are encoded with the straightforward 'naïve' encoding with three integers for x, y and size, all-white and all-black matches use a simple variable-length code to specify a square of size 3 × 3 or larger (a (2, 1, −) code from [15] ), and raw data is always 16 bits representing a 4 × 4 region. Portions of any match that go outside the image boundary are simply ignored. For typical bi-level images, this encoding scheme is fast (i.e. no significant slowdown over simply reading and writing the image). Decoding is extremely fast, since it involves only block copying. It is difficult to quantify the speed of this implementation experimentally without extensive development and assembly language implementation of key code sections. However, we can compare what it needs to do to what the fastest LZ1 text compressors, such as those mentioned above, need to do. With encoding, only a simple table look-up and dictionary update are performed per pointer (as opposed to a hash function computation), and there are fewer pointers usednot just because compression is better, but also because larger matches with larger pointers are used. Decoding performs only a simple copy operation per pointer, and again, there are fewer pointers to decode.
The fastest currently available adaptive lossless compression methods that achieve good compression are in the LZ1 or LZ2 class. For our experiments, we compared the compression achieved with the implementation described above to UNIX gzip (a widely used LZ1 implementation that typically compresses even better than the methods described above, although it may run a bit slower) and UNIX compress (a fast and widely used LZ2 implementation). We also compared the compression achieved by our implementation to the much slower JBIG bi-level compression standard (currently the highest performance bi-level image compression standard; see [19] ). On the CCITT bi-level image test set [20, 21] we achieved 60-70% of the compression of JBIG and did significantly better than gzip and compress (Table 1) . Given the high speed and ease of implementation, this performance could make this the method of choice for high-speed applications.
CONCLUSION/FUTURE RESEARCH
From a theoretical standpoint, we have addressed a number of complexity issues and presented methods for rectangularshaped matches.
However, this subject is rich with unanswered theoretical issues, including worst-case and expected tradeoffs between different restrictions, additional complexity issues pertaining to optimal parsing (as well as approximation algorithms and heuristics) and mismatches on redundant overlaps (and the use of such overlaps for error detection). From a practical standpoint, the simplest possible implementation of the ideas contained in this paper leads to a high-speed method that surpasses the fastest 1-D methods, but falls short of the best (but much slower) 2-D methods. An interesting question is whether improved pointer coding at an acceptable cost in speed would significantly improve the compression. Experience with 1-D LZ1-type methods (e.g. [15] ) has shown that good pointer coding schemes are important, and the problem becomes much worse here. For example, the number of matches used was typically less than the number found by the LZ2-based algorithm of Constantinescu and Storer [11] ; but the naïve coding algorithm uses many more bits per pointer. With rectangular matches, this issue becomes even more significant.
Interesting areas for future research are those where theory and practice meet; for example:
• When the image is large, 'sliding' a window in two dimensions may be important, both in terms of pointer coding and encoding complexity. In one dimension, McCreight's algorithm grows a trie while processing a string from left to right, but never deletes any vertices. Rodeh et al. [22] show how to use three overlapping suffix tries to effectively slide a window. Fiala and Greene [15] show how McCreight's algorithm can be modified to continuously drop vertices from the trie as the window slides. Larsson [23] presents further practical improvements.
• The information in the trie can be used as a predictor in a scheme that can be viewed as a generalization of the PPM class of methods [5, 24, 25] .
• Parallel algorithms for lossless compression have been considered previously by many authors (e.g. [6, 11, [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . Applying these and other techniques to 2-D LZ1-based compression presents both a theoretical challenge and a practical goal of very high bandwidth compression.
We close by noting that although the theoretical ideas discussed in this paper apply to 2-D lossless compression over any alphabet, we have only experimented on bi-level images. The effectivness of these techniques or their use in combination with other methods for greyscale and colour images is an open area of research.
