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Abstract
We have developed a deterministic conservative solver for the inhomogeneous
Fokker-Planck-Landau equation coupled with the Poisson equation, which is
a classical mean-field primary model for collisional plasmas. Two subprob-
lems, i.e. the Vlasov-Poisson problem and homogeneous Landau problem,
are obtained through time-splitting methods, and treated separately by the
Runge-Kutta Discontinuous Galerkin method and a conservative spectral
method, respectively. To ensure conservation when projecting between the
two different computing grids, a special conservation routine is designed to
link the solutions of these two subproblems. This conservation routine ac-
curately enforces conservation of moments in Fourier space. The entire nu-
merical scheme is implemented with parallelization with hybrid MPI and
OpenMP. Numerical experiments are provided to study linear and nonlinear
Landau Damping problems and two-stream flow problem as well.
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1. Introduction
The plasma dynamics is governed by infinite-range interactions, i.e. Coulomb
potentials, and thus behaves differently from ordinary molecular gases. At
the kinetic level, among various plasma models, the Vlasov-Poisson (VP)
equations and Fokker-Planck-Landau (FPL) equations are the most repre-
sentative ones describing, respectively, collisionless and collisional plasma
systems.
The VP system is a nonlinear kinetic system modeling the transport of
charged particles in a collisionless plasma, under the effect of a self-consistent
electrostatic field and possibly an externally supplied field. The electrostatic
potential is coupled through the Poisson equation. Some natural plasma, as
for example solar wind, behaves as collisionless, since the mean free path of
a particle traveling from the Sun to the Earth is of the order of Sun-Earth
distance. Because of its comparative simplicity, numerical schemes for VP
equations have been not only thoroughly explored but also well developed.
One can refer to, for example [7, 6, 20]. The collisionless VP system exhibits a
variety of dynamical phenomena. For example, the well-known filamentation
(filaments in phase space and steep gradients in v) due to its dispersive nature
and Landau damping mechanism for near equilibrium states satisfying some
conditions. Readers can refer to [5] for more physical insights.
If collisions are taken into account, particles are scattered and things could
be different. To our best knowledge, there is rare work on such models.
Thus, we expect to study the numerical behaviors of the inhomogeneous
FPL system for multiple species. The transport of probability density for
the particle species α is given by
∂tfα+v·∇xfα+F (t, x)·∇vfα =
∑
β
aαβQα,β(fα, fβ), v ∈ Rdv , x ∈ Ωx ⊆ Rdx ,
(1)
subject to some initial and boundary conditions on fα. Here, fα is the distri-
bution for species α, the term Qα,β(fα, fβ) is a nonlinear, nonlocal operator in
divergence form and models the (α, β) pair collisions (e.g. electron-electron,
ion-ion, electron-ion, etc.) and aαβ are the coupling parameters. In our
present work, we take aαβ =
1
ε
to be the collision frequency with ε the Knud-
sen number. The case aαβ → 0 corresponds to the Vlasov-Poisson system.
The force field F (t, x) only depends on time and space position and can be
external or self-consistent. If it is self-consistent, it corresponds to the elec-
trostatic force qE(t, x), where q is the charge and E(t, x) is the self-consistent
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electrostatic field obtained from the Poisson equation for charges
E(t, x) = −∇xΦ(t, x); −∆xΦ =
∑
β
∫
R3
fβ(v)dv , (2)
subject to some boundary condition on Φ.
The FPL transport equation is used to model long-range Coulomb in-
teractions between charged particles (e.g binary collisions occurring in a
plasma). It is of primary importance in modeling evolution of collisional
plasma and actually a rather realistic model especially when the magnetic
field is very weak. The FPL transport equation can be derived from the
general Boltzmann transport equation by taking the so-called binary graz-
ing collision limit, i.e collisions that only result in very small deflections of
particle trajectories, as is the case for Coulomb potentials with Rutherford
scattering [29]. The original derivation is due to Landau [21]. It is also
often called Fokker-Planck-Landau equation in Plasma Physics due to the
independent derivation in the Fokker-Planck form in [28].
With the general non-isotropic Landau collision operator Q, the inho-
mogeneous FPL model gains huge difficulties to handle, both analytically
and numerically. The main factors generating such difficulties are the non-
linearity, non-locality and diffusive nature with high dimensionality. Unlike
other kinetic models, for example Boltzmann equations, where some non-
deterministic methods (DSMC) have been successfully applied, the infinite-
range potential interactions greatly limit the applications of these type of
Monte Carlo methods. Many have tried to develop efficient deterministic
solvers for the inhomogeneous FPL equations. However, due to the com-
putational complexity mentioned above, they have turned to some simpli-
fied versions of this problem. Among them, the space homogeneous Landau
equations in the isotropic case were study in [4], the 1D Fokker-Planck type
operator [26, 27], the cylindrically symmetric problem in [22], as well as very
recent work in [31, 32] on a conservative scheme for a multispecies system of
FPL equations.
L. Pareschi et al. proposed a spectral method to solve FPL equations
[25], by taking truncated Fourier series and extending solutions by periodic-
ity. This method was not intended to preserve the natural collision invariants,
so, as a consequence they introduced unphysical binary collisions. It cannot
avoid aliasing effects, which will be present whenever a vanishing function
is approximated by a periodic one. Later, Filbet and Pareschi [14] applied
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the spectral method to study inhomogeneous FPL with 1D in space and 2D
in velocity. The pure transport equation was further split and a finite vol-
ume scheme was used. Then, Crouseilles and Filbet [10] proposed a solver
for inhomogeneous FPL with 1D in space and 3D in velocity, where the
pure transport part was treated with a finite volume scheme and the Lan-
dau operator was approximated by averaging of uncentered finite difference
operators. However, the solver in [10] only preserved mass and energy at
the discrete level (for the uncentered finite difference approximate Landau
operator), under some symmetry assumptions on the initial datum.
At the time of writing this manuscript, we were introduced to the work by
Dimarco et al.[11]. Here, we find it necessary to briefly compare it with our
work. They followed the scheme of time splitting, using a semi-Lagrangian
method for the collisionless part and the spectral method for the collisional
part. An Asymptotic-Preserving (AP) strategy is also applied to handle the
stiffness due to the small Knudsen number. We should point out, we are
focusing on rather different perspectives. Our goal is not approximating the
fluid limit but aiming at weak to moderately strong collisions. In addition
to the shortcomings similar to [25] mentioned above, the solver in [11], es-
pecially the AP scheme, takes advantage of the assumption that the states
should be close to Gaussian. However, our target problems allow states to
be far from equilibrium. We maintain conservation during the entire life of
simulation. This is achieved by a novel routine that ensures no conserva-
tion will be damaged when projecting between Fourier and DG spaces. The
conservation routine, as shown by the second author [1], is crucial for the
evolution of the probability distribution to a Gaussian. The DG solver for
the Vlasov-Poisson subproblem is readily to approximate functions that are
less “smooth” and easily incorporate more non-standard boundary condi-
tions. We tested our scheme in 3D velocity space while they only tested in
2D. We actually applied a much coarser mesh grid in spectral as much as in
DG space but still achieved numerical results that agree quite well with the-
oretical benchmark. In addition, we conducted extensive comparisons with
theoretical benchmarks, esp. including the electron-ion system which ex-
hibits the necessity of conservation properties. At last, our implementations
are all done in parallel with HPC techniques.
In this work, we follow a standard time-splitting scheme, splitting the
original inhomogeneous FPL equation into a pure transport problem ( i.e
Vlasov-Poisson equation for advection ) and a homogeneous FPL equation
for collisions. These two subproblems can be treated with completely dif-
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ferent schemes. For the VP problem, we apply the RKDG method with a
piecewise polynomial basis subspace covering all collision invariants, which
can be proved to conserve mass, momentum and kinetic energy up to some
boundary error terms that disappear if the domain is taken large enough.
While for the homogeneous FPL equation, different than in [25], we extend
the spectral method first introduced in [17] for the nonlinear Boltzmann
transport equation and propose a conservative spectral method for the homo-
geneous FPL equation, by first extending the solution by zero, representing
the collision integral through choosing Fourier modes as the test functions
in the weak form and enforcing conservation routines. Since two completely
different numerical scheme are applied separately, our challenge is not only
to link two different meshes and at the same time, but also to keep the con-
served quantities. We have designed a new conservation correction process
such that, after projecting the conservative spectral solution onto the DG
mesh, the conserved moments are transferred to the DG solution as well.
This work is based on a section of Thesis Dissertation [34] of the first
author under the direction of the second author of this manuscript.
2. The Fokker-Planck-Landau Operator
The FPL operator models binary collisions in a system of single- or multi-
species and reads
Qα,β(fα, fβ) = ∇v ·
∫
R3
S(v − v∗)(fβ(v∗)∇vfα(v)− fα(v)∇v∗fβ(v∗))dv∗ , (3)
with the d× d nonnegative and symmetric projection matrix
S(u) = L|u|γ+2(Id− u⊗ u|u|2 ) , (4)
where Id is the d × d identity matrix; Π(u) = Id − u⊗u|u|2 is the orthogonal
projection upon the space orthogonal to u. It’s semi-positive definite with
eigenvalues 0,1,1. The constant L is positive(a value related to the logarithm
of the dimensionless Debye radius of screening of the Coulomb potential in
plasma). For simplicity, we take L = 1 in the following.
The inverse-power laws has γ ≥ −3. Similar to Boltzmann equations,
different γ categorizes hard potentials for γ > 0, Maxwellian molecules for
γ = 0 and soft potentials for γ < 0. Here, however, we only focus on most
interesting case γ = −3, corresponding to Coulomb interactions.
5
When α = β, the operator Qα,α will be a nonlinear (bilinear) integro-
differential operator in divergence form. Here and in the following, when
talking about single-species distributions, we will drop the subscript α for
simplicity. The strong form of this nonlinear partial integrodifferential equa-
tion is
∂tf + v · ∇xf + F (t, x) · ∇vf = νQ(f, f), v ∈ R3, x ∈ Ωx ⊆ R3 , (5)
where the collision kernel is of the form
Q(f, f) = ∇v ·
∫
R3
S(v − v∗)(f(v∗)∇vf(v)− f(v)∇v∗f(v∗))dv∗ , (6)
and the collision frequency ν = 1
ε
with ε being the Knudsen number. The
case ν → 0 corresponds to the collisionless Vlasov-Poisson system.
The FPL collision operator can also be viewed as as the divergence of a
non-local, binary gradient operator LF (f, g), referred to here as the Landau
flux, defined by
Q(f, g) = ∇v · LF (f, g) ,
LF (f, g) =
∫
R3
S(v − v∗)(f(v∗)∇vg(v)− f(v)∇v∗g(v∗))dv∗. (7)
The FPL operator, as a limit of the Boltzmann collision operator, pos-
sesses similar conservation laws and decay of entropy(H-theorem). That is∫
R3
Q(f, f)(v)φ(v)dv = 0 , (8)
if and only if
φ(v) = 1, v, |v|2 (9)
corresponding to the conservation of mass (charge), momentum and kinetic
energy. We call the d+ 2 test functions φ(v) = 1, v, |v|2 collision invariants.
In addition, for any f(v) > 0, if we set φ(v) = log f(v), one can show the
following dissipation of entropy
d
dt
∫
Rd
f log fdv =
∫
Rd
Q(f, f)(v) log f(v)dv ≤ 0 , (10)
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which also implies the equilibrium states given by the Maxwellian distribution
M(x, v) =
ρ
(2pikBT )
3
2
exp
(
−|v − v¯|
2
2kBT
)
, (11)
where kB is the Boltzmann constant. The local dependence of x is from the
mass ρ(x), the mean velocity v¯(x) and the kinetic temperature T (x), given
by
ρ =
∫
R3
f(x, v)dv, v¯ =
∫
R3 f(x, v)vdv
ρ
, T =
∫
R3 f(x, v)|v − v¯|2dv
3ρ
.
(12)
When α 6= β, the operator Qα,β models collisions between two different
species. It is essentially a linear operator and the treatment will be similar
and sometimes even much simpler compared with the fully nonlinear one
(6). We will consider different problems associated to different forms of the
operator Qα,β in the following sections.
3. Time Splitting
The main challenges come from the high dimensionality, nonlinearity,
diffusive nature, conservation properties, positivity, etc, which require very
careful design of the numerical scheme. We divide and conquer starting from
a time splitting method. For zero force field, i.e F (t, x) = 0, the time-splitting
is an efficient and reliable way for conquering inhomogeneous problems; how-
ever, we will employ the time-splitting to non-zero force field as well and show
that it also works.
We discretize time tn = t0 + n∆t, where ∆t is the time step size. Denote
fn(x, v) = f(tn, x, v). In a time interval [tn, tn+1], a first order time splitting
scheme turns the original problem into two subproblems
(1) The Vlasov (Collisionless) Problem
∂tg(x, v, t) + v · 5xg(x, v, t) + F (t, x) · ∇vg = 0 ,
g(0, x, v) = fn(x, v) , (13)
and
(2) The Homogenous FPL (Collisional) Problem
∂tf˜(x, v, t) =
1
ε
Q(f˜ , f˜) ,
f˜(0, x, v) = g(∆t, x, v) . (14)
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If we denote the above solution operators (13) and (14) by An(∆t) and
Hn(∆t), respectively. then the solution at time step tn+1 is given by
fn+1(x, v) = Hn(∆t) ◦ An(∆t)fn(x, v) . (15)
Remark. This splitting is first order in time. Higher order time splitting
is also possible. For example, one common scheme is Strang splitting, which
is second order in time.
The above two steps can be performed with different methods. The col-
lisionless step can be done with finite difference, finite volume or (DG)FEM;
while the collisional step requires special techniques to handle the collisional
operator. They will be introduced in the following sections.
4. The Conservative Spectral Method for Homogeneous FPL Equa-
tion
As mentioned in the time splitting scheme above, the collisionless and
collisional subproblems can be treated separately with different methods. In
the current section, we restrict ourselves to the homogeneous FPL equation
for the most interesting Coulombian case, γ = −3, in 3d velocity space.
Different from the one proposed in [25], by taking truncated Fourier series
and extending solutions by periodicity, we don’t have to introduce nonphys-
ical binary collisions and simply extend the solution by zero. Conservation
of moments are guaranteed by calling a conservation routine.
4.1. Domain of Computation
We assume that the distribution function f , the solution of the FPL
equation, usually is not compactly supported in v but is of negligible mass
outside of a finite ball
BL(v¯) = {v ∈ R3 : |v − v¯| ≤ R} ,
where v¯ and R actually depends on x in the inhomogeneous case. However,
numerically, in order to find an approximation in a finite domain, we assume
f is compactly supported in the above ball.
Consider the cube
Ωv = {v ∈ R3 : |vi − v¯i| ≤ Lv, i = 1, 2, 3} ,
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which contains BL(v¯). This cube will be defined as the domain of computa-
tion for all velocity variables.
For the sake of simplicity, we assume a uniform discretization over the
domain and also v¯ = 0. Let N be the number of discretizations in each
direction of velocity, then the mesh for each direction of velocities is
hv =
2Lv
N
, vi = −Lv + ihv, 0 ≤ i < N . (16)
In order to employ the standard FFT package [15], the corresponding mesh
for the Fourier space should satisfy
hvhξ =
2pi
N
, Lξ =
N
2
hξ, ξi = −Lξ + ihξ, 0 ≤ i < N , (17)
where hv and Lv , hξ and Lξ are the mesh size and cube side-length for the
velocity and Fourier domain, respectively.
The whole mesh for the cubic domain will be the tensor product of the
mesh on each direction.
4.2. Spectral Representation
We first look at the weak form of the FPL integrals. Suppose ϕ(v) is
smooth over the whole domain and the unknown f has exponentially decaying
tails when |v| → ∞ with some rate. For the sake of simplicity, we drop the
dependence on variables t and x.
Then, the weak form of the FPL operator is∫
R3
Q(f, f)ϕ(v)dv = −
∫
R3
∫
R3
S(v − v∗)(f∗∇f − (∇f)∗f) · ∇vϕ(v))dv∗dv
=
∫
R3
∫
R3
(∇v∗ϕ(v∗)−∇vϕ(v))TS(v − v∗)f∗∇fdv∗dv .
(18)
Let ϕ(v) = (2pi)−3/2e−iξ·v be the Fourier multiplier, and u = v − v∗.
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Then,
Q̂(ξ) =
∫
R3
∫
R3
Skl(v − v∗)(∂kϕ(v∗)− ∂kϕ(v))f(v∗)∂lf(v)dv∗dv
= (2pi)−3/2
∫
R3
∫
R3
Skl(v − v∗)(−iξk)e−iξ·v(e−iξ·(v∗−v) − 1)f(v∗)∂lf(v)dv∗dv
=
∫
R3
duSkl(u)(−iξk)(eiξ·u − 1)
(
(2pi)−3/2
∫
R3
τuf(v)∂lf(v)e
−iξ·vdv
)
= (2pi)−3/2
∫
R3
τ̂uf ∗ ∂̂lf(ξ)Skl(u)(−iξk)(eiξ·u − 1)du
=
∫
R3
dωξkωlf̂(ξ − ω)f̂(ω)
(
(2pi)−3/2
∫
R3
Skl(u)(e
iω·u − e−i(ξ−ω)·u)du
)
= ξk
∫
R3
[Ŝkl(−ω)− Ŝkl(ξ − ω)]ωlf̂(ξ − ω)f̂(ω)dω
=
∫
R3
(
f̂(ξ − ω)f̂(ω)ωT Ŝ(ω)ω − (ξ − ω)T Ŝ(ω)(ξ − ω)f̂(ξ − ω)f̂(ω)
)
dω ,
(19)
where there is a summation over the same subscript indices.
Another weak form that is of interest is given by∫
R3
Q(f, f)ϕ(v)dv =
∫
R3
∫
R3
(∇v∗ϕ(v∗)−∇vϕ(v))TS(v − v∗)f∗∇fdv∗dv
=
∫
R3
∫
R3
ff∗
(
2[∇v · S(v − v∗)] · ∇vϕ(v) + S(v − v∗) : ∇2vϕ(v)
)
dvdv∗ .
(20)
In addition, with the same derivation, we have
Q̂(f, f)(ξ) =
∫
R3
∫
R3
ff∗e−iξ·vG(ξ, u)dvdu
=
∫
R3
f̂(ξ − ω)f̂(ω)Ĝ(ξ, ω)dω .
(21)
where the precomputed weight in Fourier domain Ĝ(ξ, ω) is the same as given
by the above (19), and the weight in velocity domain is
G(ξ, u) = |u|−3 (i4u · ξ − |u|2|ξ⊥|2) , (22)
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where ξ⊥ = ξ−( ξ·u|u| ) u|u| . We point out that (22) can be also retrieved from the
Fourier transform representation of the Boltzmann collision operator written
as a weighted convolution of Fourier transforms. It is recently shown in [18]
that the weight corresponding to the Boltzmann collision operator converges
to the one for Landau operator, if collisions are grazing and the solutions of
the BTE have some regularity and decay for large velocity.
It is easy to see that the above weighted convolution (19), since variables
ω and ξ − ω are separable in the weights, leads to an Nd log(N) scheme
(where N is the number of discretizations on each direction), when FFT is
applied. In addition, the weights can be pre-computed and only have to be
computed once. We will also derive the above weight analytically, without
any extra integral approximations.
Using the same notations to denote the truncated transforms (i.e inte-
grated over some ball u ∈ BR(0) instead of the whole domain), we write
Ŝkl(ω) = (2pi)
−3/2
∫
BR(0)
Skl(u)e
−iω·udu . (23)
In addition, they can be decomposed into
Ŝkl(ω) = Ŝ1kl(ω)− Ŝ2kl(ω) , (24)
with
Ŝ1kl(ω) = (2pi)
−3/2
∫
BR(0)
|u|γ+2δkle−iω·udu
Ŝ2kl(ω) = (2pi)
−3/2
∫
BR(0)
|u|γukule−iω·udu .
It is not hard to observe the following symmetry properties of Ŝkl(ω)
Ŝ211(ω1, ω2, ω3) = Ŝ
2
33(±ω2,±ω3,±ω1) = Ŝ233(±ω3,±ω2,±ω1) ,
Ŝ222(ω1, ω2, ω3) = Ŝ
2
33(±ω1,±ω3,±ω2) = Ŝ233(±ω3,±ω1,±ω2) ,
Ŝ212(ω1, ω2, ω3) = Ŝ
2
21(ω1, ω2, ω3) = Ŝ
2
13(ω1,±ω3, ω2) = −Ŝ213(−ω1,±ω3, ω2) ,
Ŝ223(ω1, ω2, ω3) = Ŝ
2
32(ω1, ω2, ω3) = Ŝ
2
13(ω2, ω1, ω3) .
(25)
Therefore, we only need to study, say, Ŝ111, Ŝ
2
33 and Ŝ
2
13. See Appendix for
detailed derivations.
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Then, by considering the symmetry properties (25)
Ŝ(ω) =
 Ŝ
1
11(ω)− Ŝ233(ω2, ω3, ω1) −Ŝ213(ω1, ω3, ω2) −Ŝ213(ω)
−Ŝ213(ω1, ω3, ω2) Ŝ111(ω)− Ŝ233(ω1, ω3, ω2) −Ŝ213(ω2, ω1, ω3)
−Ŝ213(ω) −Ŝ213(ω2, ω1, ω3) Ŝ111(ω)− Ŝ233(ω)
 ,
(26)
we observe that, if we write Ŝ(ω) as
Ŝ(ω) = 2
√
2
pi
R|ω| − sin(R|ω|)
R|ω|3 Π˜(ω) , (27)
Π˜(ω) is an orthogonal projection onto ω, i.e. Π˜(ω)ω = ω. Thus the weighted
convolution becomes
Q̂(f̂ , f̂) =
∫
Ωξ
(
f̂(ξ − ω)f̂(ω)ωT Ŝ(ω)ω − (ξ − ω)T Ŝ(ω)(ξ − ω)f̂(ξ − ω)f̂(ω)
)
dω
= 2
√
2
pi
∫
Ωξ
R|ω| − sin(R|ω|)
R|ω| f̂(ω)f̂(ξ − ω)dω
−
∫
Ωξ
(ξ − ω)T Ŝ(ω)(ξ − ω)f̂(ξ − ω)f̂(ω)dω ,
(28)
where Ωξ = [−Lξ, Lξ]3 with Lξ defined in (17), and the first integral in
the above last formula is zero if |ω| = 0. It can be readily computed in
O(N3 log(N)), through FFT.
4.3. Conservation Routines
The idea of imposing conservation routines have been successfully im-
plemented in conservative spectral or discontinuous Galerkin solvers for the
Boltzmann equation, see [17, 35]. Here, we are following a similar argument.
Let M = N3 be the total number of discretizations in the velocity space,
i.e the total number of Fourier modes, and
Q̂ =
(
Q̂0, . . . , Q̂M−1
)T
(29)
be the vector of Fourier modes in (28), and correspondingly Q be its inverse
transform. Denote by
F = (F0, . . . , FM−1)
T (30)
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the distribution vector at current time step.
After having Q̂(f, f)(ξ), the Q(f, f)(v) will be reconstructed by a partial
sum of Fourier series,
Q(f, f)(v) =
(2pi)3/2
(2L)3
∑
|k|<N3
Q̂(ξk)e
iξk·v , (31)
where ξk =
pik
L
are the spectral modes, k = (k1, k2, k3) is the multi-index.
Our goal is to find the corrected mode coefficients Q̂(ξk), such that∫
Ωv
Q(f, f)(v)φ(v)dv = 0 . (32)
Here, φ(v) are the collision invariants.
In the literature [17], a conservation routine was designed in velocity space
and specially dependent on quadrature, e.g Trapezoidal rule, of evaluating
Fourier integrals. We also extended the idea to space homogeneous Landau
equations [34]. However, this sort of conservation routine is sufficient for
space homogeneous problem, but not enough for time-splitting scheme for
inhomogeneous systems, as will be discussed in Section 6.
Here, we propose a new conservation routine independent of any quadra-
ture rule. This is designed in Fourier space rather than velocity space.
Plugging (31) back into (32) gives constraints on the corrected mode
coefficients. If denote by Q̂R, Q̂I ∈ RM the real and imaginary parts of Q̂,
respectively, then
CRQ̂R −CIQ̂I = 0 , (33)
where the constraint matrices CR, CI ∈ R5×M , are the real and imaginary
parts of the following
CR(l, k) + iCI(l, k) =
1
(2L)3
∫
Ωv
eiξk·vφl(v)dv , (34)
where φl(v) = 1, v, |v|2.
13
Indeed,
CR(0, k) =
3∏
i=1
sinc(Lξki), CI(1, k) = 0
CR(l, k) = 0, CI(l, k) =
{
sinc(Lξkl )−cos(Lξkl )
ξkl
∏3
i 6=l sinc(Lξki) ξkl 6= 0;
0 ξkl = 0
, l = 1, 2, 3
CR(4, k) =
3∑
l=1
(
3∏
i 6=l
sinc(Lξi)
)
·
{
L2sinc(Lξl)− 2 sinc(Lξl)−cos(Lξl)ξ2l ξl 6= 0;
L2
3
ξl = 0
,
CI(4, k) = 0
(35)
The conservation correction is found by solving the following constrained
optimization problem: Find Q̂ = [Q̂TR, Q̂
T
I ]
T ∈ R2M , the minimizer of the
optimization problem
min ‖Q̂o − Q̂‖22
s.t CQ̂ = 0 ,
(36)
where Q̂o is the original mode coefficient vector at the current time step;
C = [CR,−CI ] ∈ R5×2M .
Following the method of Lagrange multipliers, we obtain the conservative
correction Q̂c
Q̂c =
[
I−CT (CCT )−1 C] Q̂o , (37)
where I is a 2M × 2M identity matrix.
Thus, in the temporal evolution, the above CONSERVE (37) and RE-
CONSTRUCT (31) routines have to be implemented at every time step, e.g
every intermediate step of the Runge-Kutta scheme that will be discussed in
next section.
4.4. Time Discretization
The high dimensionality and nonlinearity would make an implicit iterative
time discretization really expensive. Thus, an explicit method is preferred.
Due to the diffusive nature of the collision operator, a stiff problem has to be
solved, and thus the corresponding stability condition forces the time step to
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be on the order of the square of the velocity step. We will show this property
in the following. The original proof is due to [14] and can easily extend to
our spectral method.
What we need to solve is the following problem
d
dt
f̂(ξk) = F (f̂(ξk)) , (38)
where
F (f̂(ξk)) =
1
ε
Q̂(f̂ , f̂)(ξk) (39)
with Q̂(f̂ , f̂) defined in (28).
In practice, we employ a fourth-order explicit Runge-Kutta scheme that
achieves high temporal accuracy and at the same time does not ruin the spec-
tral accuracy. Since the Runge-Kutta method is just a convex combination
of first order Euler scheme, we only need to consider the first order Euler
scheme
f̂n+1(ξk) = f̂
n(ξk) + ∆tF (f̂
n(ξk)) , (40)
where the superscript n denotes the mode value at the n-th time step. The
linear stability theory tells us the stability condition is determined by the
eigenvalues of the Jacobian Jk,l = ∂F (f̂(ξk))∂f̂(ξl) . We need to find an upper bound
on the (negative) eigenvalues λ, such that λ∆t < 1.
Then, we have the following proposition
Proposition 1 (Stability condition for homogeneous FPL). For the first
order Euler scheme, the time step ∆t should satisfy the following stability
condition,
∆t ≤ CεLv‖f‖L1(R3)
(
Lv
N
)2
, (41)
where Lv is the lateral size of the fixed velocity domain, ε is the Knudsen
number and constant C only depends on the computing domain Ωv.
Proof. For the sake of generality, our proof works on general dimension d.
We rewrite (28) into two convolution forms
Q̂(f̂ , f̂)(ξ) = f̂ ∗G(f̂)(ξ)−
d∑
i,j=1
Hi,j(f̂) ∗ Ji,j(Ŝ; f̂)(ξ) (42)
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with, ξ = (ξ(1), ξ(2), . . . , ξ(d)) being defined component-wisely,
G(f̂)(ξ) := 2
√
2
pi
R|ξ| − sin(R|ξ|)
R|ξ| f̂(ξ) ;
Hi,j(f̂)(ξ) := f̂(ξ)ξ
(i)ξ(j) ;
Ji,j(Ŝ; f̂)(ξ) := f̂(ξ)Ŝi,j(ξ) .
(43)
The convolutions in (42) will be evaluated by the Trapezoidal quadrature
rule, with the Fourier nodes f̂(ξk) being the quadrature points. That is,
Q̂(f̂ , f̂)(ξk) = h
d
ξ
∑
l
ωl
[
f̂(ξk − ξl)G(f̂)(ξl)−
d∑
i,j=1
Hi,j(f̂)(ξk − ξl)Ji,j(Ŝ; f̂)(ξl)
]
,
(44)
where hξ is the step size in Fourier space as determined by (17), and ωl are
quadrature weights.
According to [14], the time step should satisfy
∆t ≤ 1
Lip(F (·)) , (45)
where Lip(F (·)) is the Lipschitz norm of F (·). This can be found through
estimating the upper bound on the Jacobian
|Jk,l| =
∣∣∣∣∣ ddf̂(ξl)F (f̂(ξk))
∣∣∣∣∣
≤ 1
ε
C
Ldv
max
(
|f̂(ξk − ξl)|, |f̂(ξl)|
)
·
[
max
ξ
∣∣∣∣R|ξ| − sin(R|ξ|)R|ξ|
∣∣∣∣+ |(ξk − ξl)T Ŝ(ξl)(ξk − ξl)|+ |ξTl Ŝ(ξk − ξl)ξl|]
≤ C
εLv
|f̂n(0)|L2ξ
≤ C
εLv
‖f‖L1(Rd)
1
(∆v)2
,
where the FFT relationship (17) is applied, and it is not hard to observe the
following uniform bound estimates
|Ŝ(ξ)| . Ld−1v , |ξT Ŝ(ξ)ξ| . 1 , |(ξ − w)T Ŝ(ξ)(ξ − w)| . Ld−1v L2ξ . (46)
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Therefore, the time step has to satisfy the stability condition
∆t ≤ CεLv‖f‖L1(Rd)
(
Lv
N
)2
. (47)
for the constant C depend only on the space dimension.
Hence the stability condition (41) holds.
In practice, we employ a fourth-order explicit Runge-Kutta scheme and
the conservation routine should be performed ad every intermediate step.
Recall our discretization of time tn = t0 + n∆t, where ∆t is the time step
size. Denote by Fn the distribution vector at time step tn. In a time interval
[tn, tn+1], the numerical evolution Fn → Fn+1 follows
F̂n = FFT(Fn), K̂1n = Compute
(
Q̂(F̂n, F̂n)
)
, K̂1n = Conserve(K̂
1
n),
K1n = IFFT
(
K̂1n
)
, F˜n = Fn + ∆tK
1
n;̂˜
Fn = FFT(F˜n), K̂2n = Compute
(
Q̂(
̂˜
Fn,
̂˜
Fn)
)
, K̂2n = Conserve(K̂
2
n),
K2n = IFFT
(
K̂2n
)
, F˜n = Fn +
∆t
2
K1n +
∆t
2
K2n;̂˜
Fn = FFT(F˜n), K̂3n = Compute
(
Q̂(
̂˜
Fn,
̂˜
Fn)
)
, K̂3n = Conserve(K̂
3
n),
K3n = IFFT
(
K̂3n
)
, F˜n = Fn +
∆t
2
K1n +
∆t
2
K3n;̂˜
Fn = FFT(F˜n), K̂4n = Compute
(
Q̂(
̂˜
Fn,
̂˜
Fn)
)
, K̂4n = Conserve(K̂
4
n),
K4n = IFFT
(
K̂4n
)
, Fn+1 = Fn +
1
6
(3K1n +K
2
n +K
3
n +K
4
n).
where F˜n a generic intermediate step; IFFT is the (discrete) fast inverse
Fourier transform routine.
5. The RKDG Method for Vlasov-Poisson Equation
The VP system is a nonlinear kinetic system modeling the transport of
charged particles in a collisionless plasma, under the effect of a self-consistent
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electrostatic field and possibly an externally supplied field. The electrostatic
potential is coupled through Poisson equation. The collisionless VP exhibits
a variety of dynamical phenomena, for example, the well-known filamentation
(filaments in phase space and steep gradients in v) and Landau damping.
With coupling to Poisson equation, the collisionless Vlasov Poisson prob-
lem becomes
The VP (Collisionless) Problem
∂tg(x, v, t) + v · 5xg(x, v, t)− E(t, x) · ∇vg = 0 ,
E(t, x) = −∇xΦ(t, x) ,
∆xΦ(t, x) =
∫
R3
g(t, x, v)dv − 1 , for (x, v) ∈ Ωx × Rv (48)
Φ(t, x) = ΦB(t, x) x ∈ ∂Ωx ,
g(0, x, v) = fn(x, v) ,
where fn is the current solution of the homogeneous Landau equation.
5.1. The Semi-discrete DG Form
In this section, we introduce a conservative Runge-Kutta Discontinuous
Galerkin (RKDG) scheme for the VP equation (48), for (x, v) ∈ Ω = Ωx ×
Ωv ⊆ R+ × Rd. Or, we restrict the problem to the first spatial dimension
x = (x, 0, 0), E = (E, 0, 0). The conservation properties are proved to be well
satisfied if we choose a piecewise polynomial approximation space covering
d+ 2 collision invariants.
We first list some notations for the DG method in use. Consider the
computing domain Ω = Ωx × ΩEv = [0, Lx] × [−LEv , LEv ]3, 1D in x-space and
3D in v-space.
In this case, the cut-off domain ΩEv in velocity space now depends on the
electric field E(x) = −∇Φ according to the mean-field Vlasov-Poisson flow
in (48). The particular choice of diameter constant LEv is chosen by taking
LEv = L0 + cE
∗; with E∗ = max
x∈Ωx
|En(x)| (49)
where En(x) =
∫ x
0
∫
Rvfn(x, v)dvdx−1, and the factor c is of order of unity.
Thus E∗≤∫
Ωx×Rvfn(x, v)dv dx+1. Heuristically, this cut-off domain correction
in v space allows for the computational solution g(x, v, t) of the Vlasov flow
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along the Hamiltonian characteristic fields at each time step, given by (x −
vtn, v−En−1(x) tn) to keep its initial support transported by the characteristic
curves, well inside the computational domain ΩE
∗
v with L
E
v = L0 + cE
∗. We
stress that this approach works for periodic boundary conditions in x-space
set on Ωx. It results in a uniform in time L
E
v , since the solution associated to
the Vlasov Poisson system in one dimension in x-space yields global uniformly
bounded electric fields. That means the set ΩEv does not need to be updated
with the time step evolution.
Denote by T xh and T vh the regular partitions of Ωx and Ωv, respectively,
with
T xh =
Nx⋃
1
Ii =
Nx⋃
1
[xi−1/2, xi+1/2)
T vh =
N3v⋃
|j|=1
Kj=
Nv⋃
j1,j2,j3=1
[vj1−1/2, vj1+1/2)× [vj2−1/2, vj2+1/2)× [vj3−1/2, vj3+1/2) ,
with x1/2 = 0, xNx+1/2 = Lx, v1/2 = −Lv and vNv+1/2 = Lv.
Then, Th = {E : E = Ix ×Kv,∀Ix ∈ T xh , ∀Kv ∈ T vh } defines a partition
of Ω. Denote by εx and εv be set of edges of T xh and T vh , respectively. Then,
the edges of Th will be ε = {Ix × ev : ∀Ix ∈ T xh ,∀ev ∈ εv} ∪ {ex ×Kv : ∀ex ∈
εx,∀Kv ∈ T vh }. In addition, εx = εix ∪ εbx with εix and εbx being the interior
and boundary edges, respectively. Same for velocity domain. The mesh size
h = max(hx, hv) = maxE∈Th diam(E), with hx = maxIx∈T xh diam(Ix) and
hv = maxKv∈T vh diam(Kv).
Next, we define the following approximation space (note that we only
have 1D in x):
X lh = {f ∈ L2Ω : g|E ∈ P l(Ix)× P l(Kv),∀E = Ix ×Kv ∈ Th} , (50)
and
W lh = {f ∈ L2Ω : g|E ∈ P l(Ix)×Ql(Kv),∀E = Ix ×Kv ∈ Th} , (51)
where P l(K) denotes the space of polynomials of total degree at most l on
some element K, while Ql the space of polynomials of degree l in each variable
on K. P l(K) has number of degrees of freedom (l + 1)d, while Ql(K) has
degrees of freedom
∑l
i=0
(
i+d−1
d−1
)
(here d = 3).
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Since basis polynomials are piecewise defined over each element, we need
to introduce the concepts of jumps and averages. For any test function
φh(x, v) ∈ X lh (or, W lh), define (φh)±i+1/2,v = lim→0 φh(xi+1/2±, v), (φh)±x,Kv =
φh|K±v . For any edge ex ∈ εx, which is actually one end point of intervals, and
any edge ev ∈ εv, with n±v as the outward unit normal to ∂K±v , the jumps
across ex and ev are defined as
[φh]xi = (φh)
+
i−1/2,v − (φh)−i−1/2,v, [φh]v = (φh)+x,Kvn+v + (φh)−x,Kvn−v . (52)
and the averages are
{φh}xi =
1
2
((φh)
+
i−1/2,v+(φh)
−
i−1/2,v), {φh}v =
1
2
((φh)
+
x,Kv
+(φh)
−
x,Kv
) . (53)
Here and below, we denote by Eh the discrete electric field computed
from the Poisson equation. With proper partitioning, we can assume each
direction of v has a single sign.
The DG scheme for the nonlinear VP equation is described as follows.
We seek an approximate solution gh(x, v) ∈ X lh (or W lh) such that, for any
test function φh(x, v) ∈ X lh (or W lh)∫
Ii×Kj
(gh)tϕhdxdv = Hi,j(gh, Eh, ϕh) (54)
where
Hi,j(gh, Eh, ϕh)
=
∫
Ii×Kj
v1gh(ϕh)xdxdv −
∫
Kj
(v̂1ghϕ
−
h )i+ 12 ,v
dv +
∫
Kj
(v̂1ghϕ
+
h )i− 12 ,vdv
−
∫
Ii×Kj
Ehgh∂v1ϕhdxdv +
∫
Ii
∫
εv
(Êhghϕ
−
h )x,j1+ 12
dsvdx (55)
−
∫
Ii
∫
εv
(Êhghϕ
+
h )x,j1− 12dsvdx .
Here, j = (j1, j2, j3) is the multi-index, corresponding to the three directions
of v. The following upwinding fluxes (the trace at the element interfaces) are
used,
v̂1gh =
{
v1g
−
h , whereif v1 ≥ 0 in Kj,
v1g
+
h , if v1 < 0 in Kj.
(56)
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and
Êhgh =
{
Ehg
−
h , if
∫
Ii
Ehdx ≤ 0,
Ehg
+
h , if
∫
Ii
Ehdx > 0.
(57)
The electric field is solved from the Poisson’s equation, as is used in [7].
In the one-dimensional case, the exact solution of the Poisson’s equation can
be obtained through the classical representation of Green’s function, if we
enforce the periodicity condition Φ(0) = Φ(Lx),
Φh =
∫ x
0
∫ s
0
ρh(z, t)dzdx− x
2
2
− CEx , (58)
where ρh =
∫
Ωv
ghdv, CE = −Lx2 + 1Lx
∫ Lx
0
∫ s
0
ρh(z, t)dzds, and
Eh = −Φ′ = CE + x−
∫ x
0
ρh(z, t)dz . (59)
The above semi-DG problem (54) can be solved by coupling with a suit-
able time discretization, e.g. total variation diminishing (TVD) Runge-Kutta
method. The third order TVD-RK method for evolving tn → tn+1 is imple-
mented as∫
Ii×Kj
g
(1)
h ϕhdxdv =
∫
Ii×Kj
gnhϕhdxdv + ∆tHi,j(g
n
h , E
n
h , ϕh) ,∫
Ii×Kj
g
(2)
h ϕhdxdv =
3
4
∫
Ii×Kj
gnhϕhdxdv +
1
4
∫
Ii×Kj
g
(1)
h ϕhdxdv
+
∆t
4
Hi,j(g
(1)
h , E
(1)
h , ϕh) , (60)∫
Ii×Kj
gn+1h ϕhdxdv =
1
3
∫
Ii×Kj
gnhϕhdxdv +
2
3
∫
Ii×Kj
g
(2)
h ϕhdxdv
+
2∆t
3
Hi,j(g
(2)
h , E
(2)
h , ϕh) ,
(61)
where E
(1)
h , E
(2)
h are also obtained through the exact representation (59).
Readers can refer to [30] for a detailed introduction to TVD Runge-Kutta
methods.
This completes the RKDG scheme for nonlinear VP problem. We propose
to apply basis function ϕh|Kj = 1, v, |v|2, as is proposed in study of Vlasov-
Maxwell equations in [9], hoping that the RKDG scheme can well preserve
mass, momentum and energy.
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Remark. To ensure a positive DG solution, many authors have successfully
applied positivity-preserving limiters in the intermediate time steps. Please
refer to [36, 37, 38, 39, 8] for full descriptions and applications. We sum-
marize the scheme here. For each intermediate step of Runge-Kutta method,
• On each mesh element Ei,j = Ii×Kj, compute Ti,j := min(x,v)∈Si,j gh(x, v),
where Si,j =
(
Sxi ⊗ Sˆvj
)∪(Sˆxi ⊗Svj ), and Sxi , Svj are sets of (l+1) Gauss
quadrature points and Sˆxi , Sˆ
v
j sets of (l + 1) Gauss-Lobatto quadrature
points.
• Compute f˜h(x, v) = θ
(
gh(x, v)−(gh)i,j
)
+(gh)i,j with (gh)i,j the average
over element Ei,j and θ = min{1, |(gh)i,j|/|Ti,j − (gh)i,j|}.
• Update gh ← g˜h.
The above limiter adjusts the function to be positive while preserving
the cell average. Thus, application of such positivity-preserving limiter still
achieves conservation of total mass, yet however will deteriorate the conser-
vation of energy. This limiter may be added when necessary, but for the time
being, we would like to highlight the conservation of all desired moments.
5.2. Conservation and L2-Stability
A piecewise polynomial approximation subspace containing all collision
invariants will be applied. We will show the total mass (charge) and momen-
tum is conserved, up to some boundary error terms; as for the total energy,
the variation relies on the approximation accuracy of the solution together
with the projection error of the potential Φh. Also, the approximate solution
is L2 stable. The following propositions are extensions of some related results
studied in [19, 7, 9] in higher dimensions.
Proposition (Conservations of total mass and momentum). The approxi-
mate solution gh ∈ X lh (or, W lh) for semi-DG problem (54) satisfies
d
dt
∫
Th
ghdxdv = Θh,1(gh, Eh) , (62)
with
Θh,1(gh, Eh) =
∫
T xh
∫
εbv
(Êhgh)x,Nv+ 12
dsvdx−
∫
T xh
∫
εbv
(Êhgh)x, 1
2
dsvdx , (63)
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and
d
dt
∫
Th
ghvdxdv = Θh,2(gh, Eh) , (64)
with
Θh,2(gh, Eh) =
∫
T xh
∫
εbv
(Êhghv)x,Nv+ 12
dsvdx−
∫
T xh
∫
εbv
(Êhghv)x, 1
2
dsvdx . (65)
Here, boundary error terms Θh,1(gh, Eh) and Θh,2(gh, Eh) are negligible if Ωv
is selected according to the criteria (49) discussed in the previous subsection.
Proof. Take ϕh = 1, then∑
i,j
Hi,j(gh, Eh, 1) =
∫
T vh
∫
εx
v̂1gh[1]xdsxdv −
∫
T xh
∫
εv
Êhgh[1]v1dsvdx
=
∫
T xh
∫
εbv
(Êhgh)x,Nv+ 12
dsvdx−
∫
T xh
∫
εbv
(Êhgh)x, 1
2
dsvdx .
(66)
where the periodicity in x is considered.
Take ϕh = v1, then∑
i,j
Hi,j(gh, Eh, v1) =
∫
T vh
∫
εx
v̂1gh[v1]xdsxdv −
∫
T xh
∫
T vh
Ehghdxdv
−
∫
T xh
∫
εv
Êhgh[v1]v1dsvdx .
The first term above is zero due to the periodic boundary conditions; the
third term is the boundary error same as above; let’s only look at the second
term. Thanks to the exact solver for Poisson equation (58) and (59),∫
T xh
∫
T vh
Ehghdxdv =
∫
T xh
ρhEhdx = −
∫
T xh
Eh(Eh)xdx+
∫
T xh
Ehdx = 0 .
The cases for ϕh = v2 and ϕh = v3 follow the same way.
Proposition (Variation of total energy). The total energy of the approximate
solution gh ∈ X lh (or W lh) for the semi-DG problem (54) satisfies
d
dt
(
1
2
∫
Th
gh|v|2dxdv + 1
2
∫
T xh
|Eh|2dx
)
= Θh,3(gh, Eh) (67)
= Θh,3(gh − g,Φh −PΦh) ,
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with
Θh,3(gh, Eh) =
∫
Th
(Φh)xghv1dxdv −
∫
Th
Φh(gh)tdxdv ,
where PΦh is the projection of Φh onto X
l
h (or, W
l
h) and PΦh = Φh on all
interfaces of T xh (such that PΦh is continuous).
Proof. Take ϕh =
1
2
|v|2, then∑
i,j
Hi,j(gh, Eh,
1
2
|v|2) =
∫
T vh
∫
εx
v̂1gh
1
2
[|v|2]xdsxdv −
∫
T xh
∫
εv
Êhgh
1
2
[|v|2]v1dsvdx
−
∫
Th
Ehgh∂v1ϕhdxdv .
The first term above is zero due to the periodicity; the second term is the
boundary error, which is zero if we assume the solution is compactly sup-
ported in Ωv.
On the other hand, noticing again the exact Poisson solver (58) and (59),
1
2
∫
T xh
|Eh|2dx = −
∫
Th
Φh(gh)tdxdv , (68)
which gives (67).
If we take ϕh = PΦh ∈ X lh (or W lh), then we obtain Θh,3(gh,PΦh) =
0, which is also valid for the exact solution g. The exact solution g also
obviously conserves total energy, which implies Θh,3(g,Φh−PΦh) = 0. Thus,
Θh,3(gh, Eh) = Θh,3(gh − g,Φh −PΦh).
This proposition means the variation of total energy relies on the numer-
ical error of g − gh and projection error Φh − PΦh. If the Poisson equation
is not solved by exact formula but instead through a local DG method, then
with special choice of flux, the total energy on the discrete level is proven
to be conserved, see [9] in the case of periodic boundary condition with a
large enough domain depending on the initial data. But here, we focus on
the inhomogeneous model coupled with the Landau collision operator, thus
the exact Poisson solver is preferred without many extra efforts. Actually,
when a relatively fine DG mesh is applied, the variations on total energy are
negligible.
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Proposition (L2-stability). The approximate solution gh ∈ X lh (or W lh) for
semi-DG problem (54) decays enstrophy
d
dt
∫
Th
g2hdxdv = Θh,4(gh, Eh) ≤ 0 , (69)
with
Θh,4(gh, Eh) = −1
2
∫
T vh
∫
εx
|v1|[gh]2xdsxdv −
1
2
∫
T xh
∫
εv
|Eh|[gh]2v1dsvdx . (70)
Proof. Take ϕh = gh, then∑
i,j
Hi,j(gh, Eh, gh) =
∫
Th
v1gh(gh)xdxdv +
∫
T vh
∫
εx
v̂1gh[gh]xdsxdv
−
∫
Th
Ehgh(gh)v1dxdv −
∫
T xh
∫
εv
Êhgh[gh]v1dsvdx
:= a1 + a2 ,
(71)
where, noticing the definition of upwinding flux
v̂1gh = {v1gh}x − |v1|
2
[gh]x , (72)
one can easily obtain,
a1 =
∫
Th
v1gh(gh)xdxdv +
∫
T vh
∫
εx
v̂1gh[gh]xdsxdv
= −1
2
∫
T vh
∫
εx
|v1|[gh]2xdsxdv ,
(73)
and similarly
a2 = −
∫
Th
Ehgh(gh)v1dxdv −
∫
T xh
∫
εv
Êhgh[gh]v1dsvdx
= −1
2
∫
T xh
∫
εv
|Eh|[gh]2v1dsvdx .
(74)
So, Θh,4(gh, Eh) = a1 + a2 ≤ 0.
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6. The Linking Process - Conservative Projection
So far, we have solved two subproblems separately: Vlasov-Poisson equa-
tion and homogeneous Landau equation. The next step is to link them
together, i.e project the Fourier series solution of the homogeneous Lan-
dau equation onto the DG mesh. If denote by Fn(f) the Fourier series
solution of the homogeneous Landau equation at the n-th time step, and
P : L2(Ωv) → X lh (or, W lh) the L2 projection, then according to the time
splitting scheme, the initial condition for (n+ 1)-st Vlasov-Poisson problem
(13) is
g(0, x, v) = P (Fn(f))(x, v) . (75)
Under a pure homogeneous setting, the conservation routine specially de-
signed in [17] should suffice to complete a conservative spectral solver for
homogeneous Landau equation. However, in the time-splitting framework,
after being projected to DG space, conservation of desired moments will be
broken if the conservation routine still correct the collision operator on dis-
crete level of Fourier modes. Thus, such a concern inspired us to develop the
novel conservation routine in Section 4.3. This conservation routine corrects
moments in Fourier space rather than in velocity space. It can be easily
claimed that the conservation correction ensures conservation of the whole
inhomogeneous FPL system being treated through a time-splitting scheme.
Indeed, the crucial idea is to conserve all moments of interest (here, mass,
momentum and kinetic energy) independent of quadrature rules, that is,
conserves moments fully on level of piecewise polynomials in the DG space
X lh (or, W
l
h). This is achieved automatically even one projects the Fourier
mode solution to DG space, since our conservation correction is reasoned
from (32) and our polynomial basis space is exactly spanned by all collision
invariants, i.e 1, v, |v|2.
In DG space, the L2 conservation properties proven in section 5.2 continue
to guarantee a conservative solution. When going back from DG space to
Fourier space, the Fourier modes are always corrected by (37) which automat-
ically satisfies (32), which is independent of the selection of Fourier modes.
Therefore, in a word, in an inhomogeneous setting and under time-splitting
framework, the new conservation routine in Section 4.3 will replace the one
specially designed for homogeneous case [17], and ensure the conservation
property always hold.
Remark. We expect the whole discrete scheme to be stable and also to be
able to construct a priori error estimates. These two goals will be done in a
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future project.
7. Parallelization
One common feature for nearly all realistic kinetic models is the high
dimensionality. Plus the higher than linear complexity, it addresses the im-
portance of implementations of parallel computing.
For RKDG schemes for VP problem, the parallelization becomes more
natural due to the locality of basis functions. Once all the nodes can access
to the information from previous time step, the evolution of each grid point is
done independently without communications across computing nodes. After
evolution is done for the current time step for all nodes, the information
will be gathered together and redistributed to all computing nodes in the
community. We will use Message Passing Interface (MPI) [16] to distribute
the velocity grid points.
Next, at each time step tk and a fixed space grid point xi, the spectral
solver used for solving the homogeneous FPL equation only “sees” the par-
ticles at position (xi, vj, tk) for any 0 < j < Nv the same spatial grid point
through the collision term. Since collisions involve all participating velocity
grid points then, in order to avoid large amount of communicating latency,
we only distribute spatial grid points across the computing node community,
and thus restrict all of the needed information at the current k-time step on
the same computing node.
To further parallelize the computation, we realize that, for each phase
velocity grid point ξ, the computation of Q̂(ξ) is a weighted sum over all
phase velocities w, with no information interrupted by other grid points ξ’s.
Similar features also apply to the integrations in RKDG method for the VP
problem. Thus, the work load will be further shared using OpenMP [24].
As the majority of computations occur in the collision steps, the com-
putational time consumed in collisions will dominate. Since all information
needed for collisions will be kept on the same computing node and only spatial
grid points are distributed, an almost linear strong scaling efficiency would be
expected. We run tests on a typical linear Landau damping problem for the
Landau-Poisson system, and record the time consumed for one single time
step in Table 1. This example is associated with the one in Figure 7.3. Tests
run on Xeon Intel 3.33GHz Westmere processors (on cluster Lonestar-TACC
[33]).
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nodes cores wall clock time (s)
1 12 1228.18
2 24 637.522
4 48 307.125
8 96 154.385
16 192 80.6144
32 384 41.314
Table 1: The wall clock time for one single time step of a typical linear Landau damping
problem.
7.1. Numerical Results and Applications
7.1.1. Single Species Charge Carriers
This example is to validate our conservative solver for in the homogeneous
setting. We test our scheme to a sum of two Gaussians in 3D velocity space,
to compute the evolution of entropy and moments and thus verify its validity,
f0(v) =
1
2(2piσ2)3/2
[
exp
(
−|v − 2σe|
2
2σ2
)
+ exp
(
−|v + 2σe|
2
2σ2
)]
, (76)
with parameter σ = pi/10 and e = (1, 0, 0).
We select domain Ωv = [−3, 3]3, number of modes in each direction
N = 32. The entropy decays to its equilibrium state fast and keeps sta-
Figure 1: The evolution of moments of
numerical solution
Figure 2: The Entropy decay of numeri-
cal solution
ble after that. The whole decay process preserves mass, momentum and
kinetic energy. See Figure 1 and 2.
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7.1.2. Multi-component Plasmas
In this section, we apply our scheme to a specific example of electro-
neutral hydrogen plasma. The dimensionless system of equation writes [2]
∂fe
∂t
=
1
2
[
Q
(1)
FPL(fe, fe) +Q
(θ)
FPL(fe, fi)
]
∂fi
∂t
=
θ2
2
[
Q
(1)
FPL(fi, fi) +Q
(1/θ)
FPL(fi, fe)
]
, (77)
where θ  1 is the dimensionless mass ratio of electrons to ions; the sub-
scripts e, i stand for electrons and ions respectively, with
Q
(θ)
FPL(f, g) = ∇v ·
∫
S(v − v∗)(f(v∗)∇vg(v)− θf(v)∇v∗g(v∗))dv∗ , (78)
for any θ > 0, and the projection matrix S as defined in (4). The correspond-
ing time-dependent thermodynamic quantities associated to the electron/ion
system are given by corresponding time-dependent masses, mean velocities
and temperatures for electrons and ions are defined by
ρe(t) =
1
3
∫
fe(v, t)dv, ρi(t) =
1
3θ
∫
fi(v, t)dv ,
µe(t) =
1
3
∫
fe(v, t)v dv, µi(t) =
1
3θ
∫
fi(v, t)v dv . (79)
Te(t) =
1
3
∫
fe(v, t)|v|2dv, Ti(t) = 1
3θ
∫
fi(v, t)|v|2dv ,
respectively.
This system of equations (77) is endowed with normalized initial data
as follows. Their initial masses, ρe(0) and ρi(t) are normalized to unity.
Their means, µe(0) and µi(t) are null. Their initial kinetic electron and
ion temperatures are finite numbers, that is Te(0) = Te,0 and Ti(0) = Ti,0,
respectively. This system conserves mass, momentum and energy according
to the relations
ρe(t) + ρi(t)
2
= 1 , µe(t) + µi(t) = 0 and
Te(t) + Ti(t) = T¯ := Te,0 + Ti,0, (80)
respectively.
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The corresponding weak form of Q
(θ)
FPL(f, g) is given by∫
Q
(θ)
FPL(f, g)ϕ(v)dv (81)
=
∫∫
f(v)g(v∗)
[
(1 + θ)∇v · S(v − v∗)∇ϕ(v) + S(v − v∗) : ∇2ϕ(v)
]
dv∗dv ,
where the Frobenius inner product A : B = Trace(ATB).
By taking the Fourier multiplier ϕ(v) = (2pi)−3/2e−iξ·v, as a test function
in (81), yields a similar derivation, done as in (19), in the spectral represen-
tation of Q,
Q̂
(θ)
FPL(f̂ , ĝ)(ξ) =
∫
f̂(ξ − w)ĝ(w)
[
(1 + θ)ξT Ŝ(w)w − ξT Ŝ(w)ξ
]
dw . (82)
Remark. When θ = 1 and f = g in (78), the monoatomic case (28) is
recovered.
We use the simulation of longtime dynamics associated to system (77)
as a validation and verification of our collisional spectral code with the con-
strain L2 optimization algorithm that satisfies the conservation properties
(80) associated to the system.
For such tests, we follow an analogous system to the one of A.V. Bobylev
et al [3] performed for the radial (one-dimensional) Landau equations, now
extended by our computational approach to non-isotropic distribution func-
tions in 3-d velocity space.
In particular, we want to check that the electron and ion long time asymp-
totic temperatures satisfy the following system of ordinary differential equa-
tions, whose stationary states are exactly solvable as well as stable. Under
the assumption that θ  1 and that initially θTi,0 < 1Te,0, the set of ODEs
governing the relaxation of the two-temperature plasma is given by
(θT¯ + (1− θ)Te) 32 dTe
dt
=
4
3
√
2pi
(Te − Ti)θ , (83)
Te(t) + Ti(t) = T¯ ,
and the temperature difference follows
d(Ti − Te)
dt
= −θ 8
3
√
2pi
Ti − Te
(θT¯ + (1− θ)Te) 32
, (84)
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which implies
|Ti − Te| → 0, as t→∞ . (85)
So, when t is large enough, or when the system approaches equilibrium,
Te ≈ Ti ≈ T¯2 , the difference of temperatures decays “almost” exponentially
(note that this is an approximation)
|Ti(t)− Te(t)| ≈ |Ti,0 − Te,0|exp
(
− 16
3
√
pi
θ(
(1 + θ)T¯
)3/2 t
)
. (86)
We solve the equation system (77) by our conservative scheme introduced
above and observe the relaxation of temperatures for electrons and ions.
The dimensionless mass ratio used is θ = 1
16
. The initial states are two
Maxwellians for hot ions and cold electrons, say Te =
1
2
and Ti =
3
2
(then
T¯ = 2) in (80). Figure 3 shows the decay to equilibrium of the 2-plasma
system as expected. If we take the logarithm of the temperature difference
in (86), we can actually expect to observe the exponential decay rate in
(86), which is − 16
3
√
pi
θ
((1+θ)T¯)
3/2 = −0.061 in this example. Figure 4 shows the
logarithm of the temperature difference (scattered data) when time is large
enough (states approaching equilibrium) and its linear fitting, with a slope
of -0.066343, which is a rough verification of our analytical prediction.
7.2. Electron Plasma Waves
In this and following sections, our target is a two-species plasma system
of electrons and ions.
In most plasma of interest, the ion temperature is much smaller than
the electron temperature. Together with the fact that electrons have much
smaller mass, the ions may be assumed to be stationary. If we assume the
temperature of the ions is negligible compared to that of electrons, i.e Ti/Te ∼
0, we may assume the ions obey a Dirac measure [10] (see [13] for physical
derivations),
fi(t, x, v) = ρi(t, x)δ0(v − v¯i) , (87)
where the ion density ρi and mean velocity v¯i are given or satisfy certain
hydrodynamic equations. Then, we get the ion-electron collision operator
Qe,i(fe) = ρi∇v · (S(v − v¯i)∇vfi(v)) , (88)
which is basically a linear operator w.r.t distribution fi.
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Figure 3: The relaxation of tempera-
tures for the 2-plasma system (77): solid
blue line: temperatures of ions; dash-
dot blue: temperatures of electrons; top
solid black: the total temperature (as
defined in identity(83); bottom dash-dot
red: temperature difference (85)
Figure 4: The logarithm of temperature
difference for large time and its linear fit-
ting
The weak form of (88) reads∫
R3
Qe,i(fe)ϕ(v)dv = −ρi
∫
R3
(S(v − v¯i)∇vfi(v)) · ∇vϕ(v)dv , (89)
from which it is not difficult to prove that the linear operator (88) conserves
mass and energy, by noticing that the zero eigen-space of projection matrix
S(v) is spanned by v.
Similar to the spectral representation of the fully nonlinear collision op-
erator (19), we can also obtain the spectral representation for (88)
Q̂e,i(f̂e) = i(2pi)
−3/2
∫
R3
ξTS(v)∇vfe exp(−iv · ξ)dv
= −(2pi)−3/2
∫
R3
ξTS(w)(ξ − w)f̂e(ξ − w)dw .
(90)
Since the conservation routine (see Section 6) can force the conservation of
any desired moments, we have to adjust it for the linear operator (88), which
only conserves mass and energy. This is done by choosing a new 2 × 2N3
constraint matrix by extracting only the first and fifth (in 3D case) rows of
the full 5× 2N3 constraint matrix (35).
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Then, the final model for electron plasma waves reads
∂
∂t
fe + v · ∇xfe + E(t, x) · ∇vfe = 1
ε
(
Qe,e(fe, fe) +Qe,i(fe)
)
, (91)
which will be solved by the combined RKDG-Spectral method developed in
this article.
7.3. The Linear Landau Damping
Perhaps, one of the most astonishing theoretical discoveries of plasma
physics is the wave damping without energy dissipation by collisions. It is
a result of wave-particle interactions. It occurs due to the energy exchange
between particles in motion in the plasma and an electromagnetic wave. The
velocity of a particle may be greater or less than the phase velocity of the
wave. Thus, there are particles gaining energy from the wave and leading to
wave damping, and also, there are particles losing energy to the wave and
resulting in a increase of the wave energy. The Landau damping is studied
by perturbing the Maxwellian distribution by a wave. An extremely small
wave amplitude will restrict the problem in a linear regime, and thus lead
to problem of “linear Landau damping”. However, if the wave amplitude is
relatively large, we are in a regime of “nonlinear Landau damping”. In this
section, we study the linear damping first.
The initial condition is taken as a small of perturbation of the global
equilibrium M(v) = (2pi)−
3
2 exp(− |v|2
2
)
f0(x, v) = (1 + A cos(kx))M(v) , (92)
for (x, v) ∈ [0, 2pi/k]×R3. Such an initial state has been chosen by many au-
thors, see for instance [10, 7], as a benchmark problem for studying damping
properties.
To study linear damping, we have to make the amplitude small enough,
e.g. A = 10−5, to restrict the problem under linear regimes. To well capture
the Landau damping, the velocity domain must be large enough. It has
to be larger than the phase velocity vφ = ω/k, where ω is the frequency
approximated by [10]
ω2 = 1 + 3k2 . (93)
Here, we select Lv = 5.75.
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The classical Landau theory tells that the square root of the electrostatic
energy
1
2
∫ Lx
0
|Eh(x)|2dx (94)
is expected to decay exponentially with frequency ω. We will plot the evolu-
tion of logarithm of square root of the electrostatic energy and compute its
numerical damping rate.
According to [5, 12], the theoretical damping rate can be estimated as
λ = λl + λc , (95)
where λl is the damping rate for collisionless plasma and λc is the “correction”
for collisional case.
λc = −ν
3
√
2
pi
, (96)
with ν = 1
ε
denoting the collision frequency. And, λl is estimated by
λl = −
√
pi
8
1
k3
exp(− 1
2k2
− 3
2
) . (97)
However, as pointed out in [10], (97) is more accurate when wave number k
is large; so, for small wave numbers, more accurate estimate is available in
[23]
λl = −
√
pi
8
(
1
k3
− 6k
)
exp(− 1
2k2
− 3
2
− 3k2 − 12k4) , (98)
and frequency
ω = 1 + 3k2 + 6k4 + 12k6 . (99)
We will test with initials (92) for both collisionless and collisional cases.
We assume ρi = 1 and v¯i = 0, and fix wave number k = 0.3, 0.5. Since
here amplitude A is small enough, the model can be seen in its linear regime
and we can compare the numerical damping results against theoretical pre-
dictions (95). Our numerical results recovered the exponential damping be-
haviors and show that the damping is stronger if collisions are taking effects.
And the damping rate increases with larger wave number k. In collisionless
case, i.e ε =∞, when k = 0.5, formula (97) gives an estimation −0.151 which
agrees well with our numerical result in Figure 7.3; but for k = 0.3, formula
(98) gives a more accurate estimate −0.0132 (formula (97) gives −0.020). In
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collisional case, e.g ε = 100, theoretically estimated damping rate for k = 0.5
is −0.154, while for k = 0.3 is −0.0167. Also, from the damping result, we
know larger collision frequency impose a stronger damping.
Figure 5: Linear Landau damping for wave number k = 0.5: ε =∞ (left), ε = 100 (right)
Figure 6: Linear Landau damping for wave number k = 0.3: ε =∞ (left), ε = 100 (right)
7.4. The Nonlinear Landau Damping
The linear theory regarding plasmas has been relatively well developed
(though still many problems remain unsolved). However, the nonlinear phe-
nomena of plasma is much less understood. From last section, we know as
long as the wave amplitude A is small enough, a well-developed linear theory
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is valid. Nevertheless, when the wave amplitude gets larger, many waves in
experiments can no longer be described by the linear theory. Some of them
are not even trackable through analysis.
One example would be “electron trapping” phenomenon, which occurs
with the nonlinear Landau damping of the waves. Since the particles travel
relative to the wave, a large electric potential together with collisions will
trap the electrons in a potential well of the wave. The trapped electrons will
be bounced back and forth in the well, causing fluctuating amplitudes of the
wave. Thus, one cannot always expect an exponential damping as in the
linear case.
In order to capture the electron trapping, we extract the contours of the
following marginal distribution
F (t, x, vx) =
∫
R2
f(t, x, vx, vy, vz)dvydvz . (100)
In phase space, F (t, x, vx) will form peaks whenever there is a potential
trough. Trapped electrons will move in closed orbits in phase space, since
the contours F (t, x, vx) are also the electron trajectories. Please refer to [5]
for more explanations.
In this section, we will study the nonlinear damping with the following
initial wave
f0(x, v) = (1 + A cos(kx))M(v) , (x, v) ∈ [0, 2pi/k]× R3 , (101)
for a relatively large amplitude A such that it is no longer in the linear regime.
Here, we choose the Maxwellian
M(v) = (2piT )−
3
2 exp(−|v|
2
2T
) .
Figure 7 shows the nonlinear damping results for A = 0.2, T = 0.5,
k = 0.5 and a large enough velocity domain Lv = 5, with different col-
lision frequencies ν = 0, 0.05, 0.1. We choose Nx = 36 mesh elements in
x-direction, Nv = 36 mesh elements in each direction of velocity v for the
RKDG VP problem, and N = 24 Fourier modes for the spectral method.
We can see the electric energy, in all cases, decreases exponentially at first.
In the collisionless regime, the electric energy then starts to oscillate around
a constant, which agrees well with the known property. With collisions, the
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oscillations are weakened. In particular, with the presence of stronger colli-
sions, the amplitude of electric energy will start to form an exponential decay
again. Although a relatively large amplitude A is imposed and moderate res-
olution of mesh is applied, we still obtain a good preservation of the total
energy, which is even better conserved than [10]. See Figure 8 for variations
of total energy during the whole process of simulation. Here the total energy
being computed is the sum of kinetic energy plus electrostatic energy, i.e
etot =
1
2
∫ Lx
0
∫
R3
f(x, v, t)|v|2dvdx+ 1
2
∫ Lx
0
|Eh(x)|2dx (102)
Figure 7: Nonlinear damping with A = 0.2 for ν = 0 (left), ν = 0.05 (middle) and ν = 0.1
(right)
Figure 9 shows the electron trapping effects for much larger amplitude
A = 0.5, T = 0.25, k = 2pi/4 and Lv = 4. We choose Nx = 48, Nv = 32
and N = 24. Collision effects range from weak to strong , that is, ν =
0, 0.005, 0.02. One can observe that, without collisions, more electrons are
trapped in the potential trough. When collisions get stronger, less and less
electrons are trapped and a stationary state is reached early.
7.5. Two Stream Flow
This is of primary importance for studying nonlinear effects of plasmas
in future. In this section, we consider a plasma with fixed ion background
and only consider the electron-electron collisions. This is basically a single-
carrier problem modeled by (91) without the electron-ion collision terms. We
will study how well the above time-splitting and conservative linking process
work, by initializing with a non-isotropic two-stream flow.
f0(x, v) = (1 + A cos(kx))fTS(v) , (103)
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Figure 8: Relative errors of total energy etot (as defined in identity (102)) during nonlinear
damping simulation with A = 0.2 for ν = 0, 0.05, 0.1
where A is the amplitude of the perturbation and k the wave number, and
fTS(v) =
1
2(2piσ2)3/2
[
exp
(
−|v − 2σe|
2
2σ2
)
+ exp
(
−|v + 2σe|
2
2σ2
)]
, (104)
with parameter σ = pi/10 and e = (1, 0, 0). We would like it to be far from
the linear regime, so a relatively large perturbation is considered A = 0.5,
k = 2pi/Lx with Lx = 4. A large enough velocity domain is selected Lv = 4.5.
We choose Nx = 48 mesh elements in x-direction, Nv = 32 mesh elements on
each direction of velocity v for the RKDG VP problem, and N = 24 Fourier
nodes for the spectral method.
A quite strong collision effect is considered by taking a relatively large
collision frequency ν = 0.1 (relatively small Kundsen number ε = 10). Re-
sults are also compared to collisionless case, i.e. ν = 0. In Figure (10), (11)
and (12), the total energy etot, defined in (102), initially comes from both
the kinetic and electrostatic energy, but with time forwarding, the electro-
static energy decays with oscillations down to zero and the total energy at
the end all comes from pure kinetic motions. This means the system has
reached its global equilibrium. During the whole process, the total energy is
well preserved only with negligible variations, even with quite strong collision
ν = 0.1. In addition, from Figure (10) and Figure (11) one can observe that,
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Figure 9: Evolution of F (t, x, vx) for ν = 0 (left), ν = 0.005 (middle) and ν = 0.02 (right)
since the Landau operator is essentially a diffusive operator, the oscillations
generated by coupling with the Poisson equations damps with collisions, and
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Figure 10: The evolution of kinetic en-
ergy for the two-stream flow
Figure 11: The evolution of electrostatic
energy for the two-stream flow
Figure 12: Relative errors of total energy etot (as defined in identity (102)) for the two-
stream flow
thus the state reaches stationary in a much earlier stage.
We finally note that the relative error of total energy computed, both
for the non-linear electron Landau damping Figure (8), and for the electron
two-stream flow Figure (12) are bounded in time, uniformly in the relatively
small Kundsen number chosen for these simulations. While the error analysis
of the complete numerical scheme has not been performed up to date, such
errors diminish as the number of mesh points increases in the RKDG-VP
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approximation, as well as when number of Fourier modes increases in the
spectral approximation of the FPL operator.
8. Summary and Future Work
We studied the inhomogeneous FPL equations, coupled with the Pois-
son equations governing the self-consistent electric field. The complicated
inhomogeneous problem was split into two subproblems, by time-splitting
scheme. We applied two different methods for treating the pure transport
Vlasov problem and the pure collisional homogeneous FPL equation. The
former was solved by RKDG method, which had achieved its success in many
other kinetic problems; while the latter was treated using conservative spec-
tral method. The conservative spectral method was well developed for solving
Boltzmann equations and we extended the method to the FPL problems and
applied it to study the multi-component plasma. The temperature relaxation
of the multi-component plasma was studied both analytically and numeri-
cally. To link the two different methods, or computing grids, we developed
a new conservation routine which can guarantee no loss of moments when
projecting the Fourier solution onto DG meshes. All desired moments are
preserved only with error of DG approximations. The whole scheme has been
applied to study the well-known Landau damping problems, whose results
agree well with theoretical estimates, and to two stream flows.
The project was implemented with parallelization, hybrid MPI [16] and
OpenMP [24].
In the future, we would like to speed up the collision and conservation
processes and increase the grid resolution, such that the current solver can
tackle, in real world of collisional plasma, more challenging problems which
is tough to be treated numerically. For example, we would like to apply non-
periodic boundary conditons on the Poisson equation and thus to study more
nonlinear effects, for instance plasma sheath problems, which is of primary
importance for Aerospace Engineering.
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Appendix – Calculations of Ŝ
(1). Ŝ111(ω).
This is done immediately.
Ŝ1(ω) = (2pi)−3/2
∫
BR(0)
1
|u|e
−iω·udu
=
√
2
pi
1
|ω|2 [1− cos(R|ω|)]
(105)
And, if |ω| = 0, Ŝ1(ω) =
√
1
2pi
R2.
(2). Ŝ233(ω).
Ŝ233(ω) = (2pi)
−3/2
∫
BR(0)
u23
|u|3 e
−iω·udu
= (2pi)−3/2
∫ R
0
r
∫
S2
σ23e
−irω·σdσdr
(106)
Suppose ω = |ω|(sin(θ) cos(φ), sin(θ) sin(φ), cos(θ))T , and consider the
orthogonal rotation matrices
Ry(θ) =
 cos(θ) 0 sin(θ)0 1 0
− sin(θ) 0 cos(θ)
 and Rz(φ) =
 cos(φ) sin(φ) 0− sin(φ) cos(φ) 0
0 0 1

(107)
which rotates the vectors about y− and z−axis, respectively.
Then,
RTy (θ)Rz(φ)ω = (0, 0, |ω|)T := ω˜
Denote A = RTy (θ)Rz(φ), then A is also an orthogonal rotation matrix
A =
1
|ω|

ω1ω3√
ω21+ω
2
2
ω2ω3√
ω21+ω
2
2
−
√
ω21 + ω
2
2
− ω2|ω|√
ω21+ω
2
2
ω1|ω|√
ω21+ω
2
2
0
ω1 ω2 ω3
 (108)
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where we assume ω21 +ω
2
2 6= 0; otherwise, matrix A is reduced to the identity
matrix.
Then ∫
S2
σ23e
−irω·σdσ
=
1
|ω|2
(
4pi(ω21 + ω
2
2)
sin(r|ω|)− r|ω| cos(r|ω|)
(r|ω|)3
+ 4piω23
((r|ω|)2 − 2) sin(r|ω|) + 2r|ω| cos(r|ω|)
(r|ω|)3
)
So, plugging back into Ŝ233 (106) gives
Ŝ233(ω) = (2pi)
−3/2
∫ R
0
r
∫
S2
σ23e
−irω·σdσdr
=
√
2
pi
1
|ω|4
(
(ω21 + ω
2
2)
R|ω| − sin(R|ω|)
R|ω|
− ω23
R|ω|+R|ω| cos(R|ω|)− 2 sin(R|ω|)
R|ω|
)
(109)
And, if |ω| = 0, Ŝ233(ω) =
√
1
2pi
R2
3
.
(3). Ŝ213(ω).
Ŝ213(ω) = (2pi)
−3/2
∫
BR(0)
u1u3
|u|3 e
−iω·udu
= (2pi)−3/2
∫ R
0
r
∫
S2
σ1σ3e
−irω·σdσdr
(110)
Following the same change of variables as above,∫
S2
σ1σ3e
−irω·σdσdr =
∫
S2
(ATσ)1(A
Tσ)3e
−irω˜·σdσ
= 4pi
ω1ω3
|ω|2
((r|ω|)2 − 3) sin(r|ω|) + 3r|ω| cos(r|ω|)
(r|ω|)3
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So,
Ŝ213(ω) = (2pi)
−3/2
∫ R
0
r
∫
S2
σ1σ3e
−irω·σdσdr
= −
√
2
pi
ω1ω3
|ω|4
2R|ω|+R|ω| cos(R|ω|)− 3 sin(R|ω|)
R|ω|
(111)
And, if |ω| = 0, Ŝ213(ω) = 0.
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