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In recent years a new methodology, the alignment method (Asparouhov & Muthén, 
2014), has surfaced for estimating measurement models and detecting measurement 
noninvariance (i.e., DIF) across many groups.  The purpose of the current study was to 
investigate the alignment method for use with non-cognitive scales across groups of students 
from different educational contexts (e.g., schools or programs).  Asparouhov and Muthén (2014) 
have investigated the method with continuous and binary item scales, thus I extended previous 
research by using simulation techniques to evaluate the method with polytomous items, which 
are often used to measure noncognitive constructs. I also evaluated the new tests of 
noninvariance produced by the alignment method to a greater extent than has been seen in 
previous research.  Results indicate that the alignment method adequately recovers parameter 
estimates under small and moderate amounts of noninvariance, with issues only arising in the 
more extreme conditions.  The tests of noninvariance were found to be too conservative for most 
items, with a near zero Type I error rate.  The testing procedure showed appropriate power in 
polytomous items that were less skewed in the mean structure, which suggests that the 
psychometric properties of individual items have a large effect on the performance of the 
procedure.  
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Chapter 1: Introduction 
 In America, educational assessment and measurement are in the midst of an historical 
change.  States are shifting away from traditional multiple-choice assessments and incorporating 
the measurement of new constructs.  These movements for more authentic and broader 
assessments are necessitating the development of new quantitative methodology.  The evaluation 
of one such methodology is the focus of this study.  
A Shift Away from Zeros and Ones 
 As of early 2015, forty-three states and the District of Columbia had adopted the 
Common Core State Standards (CCSSI, 2015).  This is the first move in American history 
toward a national set of standards, and consequently a national set of curricula and assessments.  
Two large consortia have evolved to develop the corresponding assessments: Smarter Balanced 
and the Partnership for Assessment of Readiness for College and Careers (PARCC).  Both of 
these consortia boast to deemphasize multiple choice items that are scored right (a one) or wrong 
(a zero).  The Smarter Balanced assessments have five item types/tasks: selected response, 
constructed response, extended response, technology-enhanced, and even performance tasks 
(Measured Progress & ETS, 2012), all of which will allow for partial credit.  The PARCC 
consortium states explicitly that their items, “allow students to demonstrate what they know, 
rather than what they don’t know—where items allow for partial credit” (PARCC, 2015).   
 Relatedly, there is a drastic increase in measuring student skills beyond academic 
subjects.  Though educators and measurement experts have long understood and spoken to the 
importance of student development beyond academic subject matter (e.g., social-emotional 
learning or non-cognitive skills), the past few years have brought the idea into the spotlight.  For 
example, writings such as Tough’s (2012) How Children Succeed: Grit, Curiosity, and the 
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Hidden Power of Character have made national news, alongside heated debates about the 
absence of Common Core standards that address learning outside of academic subjects.  In 
response, some states, such as Illinois and California, have taken an interest in formally teaching 
and assessing non-cognitive skills alongside the Common Core curriculum.  Further, pre-
kindergarten educators have taken an official stance on assessing the “whole child” with national 
standards and assessments that incorporate attitudes and skills beyond numeracy and literacy 
(National Association for the Education of Young Children, 2009). 
 Broadly defined, non-cognitive skills are skills or attributes that are not typically 
measured by cognitive, standardized tests.  Though the use of this term is debated in the field 
(Duckworth & Yeager, 2015) it generally refers to, but is not limited to: personal qualities, 
attitudes, personality, psycho-social skills, social-emotional learning, emotional intelligence, and 
motivation.  These constructs have also been discussed as 21st century skills (Baker, 2013) which 
acknowledges their importance as we move forward into a more global and digitized age.  
Support for teaching and measuring such constructs has been garnered through consistent 
research demonstrating their importance.  There is a wealth of research showing that  non-
cognitive skills play a crucial role in student performance and persistence, as well as numerous 
meta-analytic studies (e.g., Durlak, Weissberg, Dymnicki, Taylor, & Schellinger, 2011; Robbins 
et al., 2004). 
 Both types of assessments, partial credit items for achievement tests and noncognitive 
items, yield ordered, categorical (i.e., polytomous) data.  In the case of achievement tests, the 
shift toward partial credit items means that students will no longer just have zeros or ones as 
their responses, but a range of potential points.  In measuring non-cognitive skills, the items 
typically utilize a Likert response scale, where the student reads a statement and indicates how 
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much they agree with each statement.  These scales generally range from having four to seven 
discrete response options.  Some research supports that ordered categorical responses with many 
response options (seven or more) can be treated as continuous in statistical models (Dolan, 
1994).  However, measures with five or fewer response options are extremely common in 
educational measurement.  For example, noncognitive measures often have a 4 or 5-point 
“Strongly Agree” to “Strongly Disagree” response scale, as well as partial credit items that allow 
the student to earn between three and five points.  Thus, ordered categorical data analysis is 
required for these types of assessments.  
Methodological Challenges 
 These changes in educational measurement and practice introduce the capacity to 
compare different schools across the states, or different states on their achievement and 
noncognitive skills.  But first, we need to consider if it is even reasonable to assume that these 
measures of achievement and noncognitive skills are comparable across these different 
educational contexts.  This issue is particularly salient to the member states of testing consortia 
and large testing programs, such as the ACT Engage and the ETS Mission Skills Assessment.  
These assessments are being administered nationally and the various grade schools, high schools, 
and colleges are likely to want to know where they rank in promoting these skills.  However, 
making such comparisons presents unique methodological challenges. 
 The multiple group factor model can be used to compare groups on their factor means 
(e.g., level of noncognitive skills); however for those comparisons to be valid one must assume 
measurement invariance.  Measurement invariance (i.e., measurement equivalence and factor 
invariance) describes a characteristic in which the measurement properties of a scale do not 
change, or are invariant, across contexts or groups of people.  Measurement invariance is 
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implicitly assumed whenever measurement models are used to answer questions about 
differences in a construct across time or between groups.  For example, if studying the 
differences in a construct between males and females, it is necessary that the measurement of the 
construct is the same across the genders, such that group differences are not conflated with 
differences in measurement.  Measurement invariance is equally important when scales are used 
to measure change across time; if the scale properties are also changing across time it is difficult 
to tease apart the different sources of the change. 
 Conceptually, measurement invariance for a construct holds when the nature or 
conceptualization of the construct is the same across different people or different situations.  
When applying this concept to a non-cognitive construct, like student motivation, we would 
assume that the items on a motivation scale are conceptualized in the same manner for different 
types of students.  For example, an engineering student would think of an item on a motivation 
scale in the same way as an art student.  This property of measurement empirically manifests in 
the estimates derived from quantitative analyses.   
 There are many statistical approaches for testing measurement invariance, but they all 
share the necessity of an investigation of numerous parts of the measurement model.  This is 
typically a multistep process and throughout one can encounter a number of difficulties.  For 
example, researchers typically conduct tests on each item of a scale, one by one, to discover 
where in the measurement model noninvariance exists.  As such, testing for measurement 
invariance becomes more onerous as the number of scale items increases.  This process becomes 
even more complex with polytomous data, such as survey data from Likert scales, because one 
needs to confirm that the use of each option on the response scale is invariant across groups.  If 
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the researcher has many items and many response options this creates hundreds of statistical 
tests.   
 One method commonly used to simplify this process is to treat the ordered response 
categories as a continuum.  When this is done, researchers test that the mean of the continuum is 
the same across groups, instead of investigating each response category individually.  Though 
this reduces the number of statistical tests, treating ordinal data with less than five categories as a 
continuous scale is generally discouraged in the field.  This type of model misspecification can 
lead to biased results (Dolan, 1994).  Further, it can be particularly problematic in the case of 
testing for measurement invariance, as it is difficult to know if bias in the model is from 
noninvariance or from the misspecification of treating ordinal data as continuous (Lubke & 
Muthén, 2009). 
 Finally, the above challenges are exacerbated and become insurmountable if one is 
interested in more than two or three groups.  The standard procedure of testing each item at a 
time for invariance would need to be conducted for every possible pair of groups manually.  This 
results in a myriad of statistical tests where errors of inference (e.g., Type I, Type II, over-fitting) 
are likely.  In addition to these tests being tedious and time consuming, the higher probability of 
making a Type I or Type II error  make it unlikely that one would arrive at the true model, 
uncovering the real pattern of noninvariance.  Further, iterative model re-specification is 
completely data driven, and this process capitalizes on chance, such that findings are unlikely to 
generalize to other samples (MacCallum, Roznowski, & Necowitz, 1992).  
 These methodological challenges have limited researchers to conduct invariance tests 
with a limited number of groups, where membership is defined by person characteristics, such as 
gender, race, or nationality.  But what shapes the conceptualization of a construct and causes 
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noninvariance?  Noninvariance can be caused by a person’s experience, and their situation. This 
foundational, psychological principle is shown in Kurt Lewin’s (1931) famous equation, where 
behavior is a function of the person and the situation:    
Behavior = f (Person, Situation) 
 In the context of measurement invariance, the item response is the behavior, and 
traditional tests for noninvariance have focused on the person portion of the equation.  When 
considering achievement and noncognitive development of students and student success, 
educators and policy makers are interested in effective programs, high-impact educational 
practice, and what interventions work.  These questions are not about the person; they are about 
the situation and necessitate the study of invariance across many groups.   
 Recent advances in quantitative methodology allow for the consideration of larger 
numbers of groups, introducing the possibility to investigate noninvariance that arises from the 
situation.  Further, these methods can accommodate ordinal data and simplify the process of 
detecting noninvariance.  The purpose of this dissertation is to investigate a new statistical 
procedure, the alignment method, for meeting the challenges associated with making 
comparisons across many groups when data are polytomous.  First, the alignment method can 
accommodate polytomous data, which is common in achievement tests and noncognitive and 
psychological assessments.  Second, to compare groups’ scores on such scales one must assume 
that the scales function in the same way across groups (i.e., are invariant), which is assessed by 
the alignment method.  The focus of the dissertation research is to evaluate the viability of the 
alignment method for assessing invariance of ordered categorical response scales across many 
groups and identify under what conditions of partial invariance groups are no longer comparable. 
7 
 
 
 Current simulation studies investigating the alignment method show that it works well 
with scales that have continuous items (Asparouhov & Muthén, 2014).  Asparohouv and Muthén 
(2014) also illustrate the method’s potential for handling large scale assessments using a subscale 
from the European Social Survey.   This illustration shows how the method completely 
automates the task of estimating measurement models across many groups and identifies items or 
groups that are noninvariant.  This could change the way large scale assessment is conducted by 
replacing the traditional, more arduous techniques, which would make many group comparisons 
more accessible and valid.  This study will directly examine the method’s performance with 
polytomous data and provide recommendations for its use with a large scale noncognitive 
assessment.   
Research Questions 
 The overall purpose of the dissertation research was to evaluate the alignment method for 
use in investigating noninvariance of scales comprised of polytomous items.  To facilitate this, I 
conducted a simulation study with some conditions similar to those of Asparohouv and Muthén 
(2014).  However, I extended the research by incorporating additional conditions and analyses of 
the results.  The broad research questions were: 
1. How do the number of groups, percentage and magnitude of noninvariance affect bias 
and coverage of the item parameter estimates? 
2. How do the number of groups, percentage and magnitude of noninvariance affect the 
accuracy of the alignment’s post-hoc noninvariance testing? 
3. How do the number of groups, percentage and magnitude of noninvariance affect the 
alignment’s recovery of group specific factor means and variances? 
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 The primary focus of the dissertation is practical: to understand under what circumstances 
the alignment method should be used.  As with any new method, researchers need procedures to 
detect violations of the assumptions and guidance about how those violations will impact their 
results.  For the alignment method, it is important for researchers to know at what number of 
noninvariant items they should forfeit comparing group means or how different groups can be 
before results are biased. I will investigate the bias in estimates and accuracy of statistical tests 
under a variety of magnitudes of noninvariance to facilitate these types of recommendations. 
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Chapter 2: Literature Review  
Factor Analysis and Polytomous Data 
 A large majority of constructs in the fields of psychology and education are unobservable 
or latent.  For example, one cannot directly witness a student’s level of motivation or math 
ability.  However, one can infer the level of these constructs by asking the student questions (i.e., 
items) on tests or surveys.  Statistical models are used to relate these observed responses to the 
latent construct of interest.  A widely employed statistical model for measurement is factor 
analysis, which uses observable proxies, or item responses, as indicators of the latent, 
unobservable factor.   
 There are two broad types of factor analysis: exploratory and confirmatory.  Exploratory 
factor analysis (EFA) is used when the researcher needs to determine the factor structure of the 
items.  In EFA a rotation algorithm (see Browne, 2001 for an overview)  is used to uncover the 
pattern of factors and the relationships the items have to the factors.  The desirable solution in 
EFA is one where items relate strongly to one factor, but not to any other factors, also called 
simple structure.  EFA is generally used in situations where researchers are unsure of how many 
factors exist and which items relate to them, whereas confirmatory factor analysis (CFA) is used 
when the researcher has a priori hypotheses about the factor structure and wants to confirm and 
examine those hypotheses.   
 To consider how groups and their measurement models might differ we must start with a 
confirmatory single factor model.  For a single group where the items are continuous this model 
can be represented as: 
1
L
ij jl jl il ij
l
y v   

    (1) 
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Equation 1 displays the factor model as a linear regression of the observed indicators on latent 
factors, where Yij is the score for person i on item j, νjl is the expected value of the item when the 
corresponding factor, l, is zero (i.e., intercept), and λjl is the regression slope (i.e., loading) from 
the regression of Yj on the factor score ηl.  εij is the residual score of person i on item Yj.  Thus, 
each item’s variance is decomposed into two parts, the variance that is shared with the factor and 
the residual, or error variance that is unique to the item.  The multiple group confirmatory factor 
model is expressed in the same way, except incorporates a subscript to represent each group: 
1
L
ijg jg jlg ilg ijg
l
y v   

    (2) 
 
In the multiple group factor model (Equation 2), Yijg is the observed score for person i on item j, 
who is a member of group g.  In these models, the means of the items and covariances among the 
items are estimated simultaneously for all groups. 
Extending to Polytomous Items  
 We can elaborate on this multiple group factor model to incorporate items that are 
ordered categorical.  In these models, the factor is still a function of responses to the observed 
variables, but the observed variables are now partitioned into categories of each item:  
1
*
L
ijg jg jlg ilg ijg
l
y v   

    
ijy c           if    1 *c ijg cy    . 
(3) 
 
This model (Equation 3) is similar to the model with continuous items, but y* is not observed.  It 
is assumed that an unobserved continuum underlies the ordered categorical responses.  The 
continuum of y* is divided by thresholds, τ, for C number of categories.  The thresholds are 
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ordered such that τ0 < τ1 <…., τc, with τ0 equal to -∞ and τc equal to +∞.  The threshold is 
interpreted as the amount of the factor needed to transition into the next category.  Items will 
have one fewer thresholds than the number of response options.  To model the relationship 
between η and y* there are usually three steps: (a) compute the thresholds, (b) estimate the 
unobserved correlations among y* variables, (c) estimate the other parameters using the 
thresholds and latent correlations using weighted least squares estimation (Finney & DiStefano, 
2013).  Because the indicators are categorical, the factor model with polytomous items is not 
linear, as is the model with continuous items.  The link function that relates the items to the 
factors is either a logistic or standard normal distribution function, corresponding to logistic or 
probit regression, respectively (Muthén & Asparouhov, 2013a).   
 Since y* is not observed, the scale of it must be set.  There are two options for 
parameterization: standardized and unstandardized.  In Mplus, the software featuring the 
alignment method, these are called DELTA and THETA, respectively.  The DELTA scaling 
fixes the total variance of y* to one and the residual variance is not estimated as a parameter in 
the model, but is calculated as the remainder of 1-λ2Ψ.  This scaling method results in a 
standardized solution when the factor variance is fixed to 1, such that the thresholds can be 
interpreted as z-scores and the loadings as the standard deviation change in y* as the factor 
increases by 1.  The THETA scaling produces an unstandardized solution where the residual 
variance is fixed to 1 and the total variance is not estimated as a parameter in the model, but 
computed as the sum of residual variance and common variance, λ2Ψ.  THETA parameterization 
produces thresholds and loadings that are in a probit regression metric.  The probit metric, short 
for probability unit, is a normal score, which corresponds to a particular probability in the 
standard normal cumulative distribution function (CDF).  For example, to obtain the probability 
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a correct response for a binary item with a threshold of -2.89 using the THETA parameterization, 
one would need to reference a CDF table and for the corresponding probability, which is .0026.  
As such, higher thresholds indicate a higher probability of transitioning into the next response 
category when the latent factor is zero, or at its mean.    
Relating the Common Factor Model to Item Response Theory 
 Item response theory (IRT) is a common framework for assessing items and tests in 
educational measurement.  IRT encompasses a set of latent variable models that typically involve 
items that are binary or polytomous.  As with factor analysis, IRT models link items to an 
underlying latent trait through a mathematical function.  The IRT model in which the thresholds 
and loadings are estimated, also called the 2PL model, is represented in Equation 4. 
1
( 1| )
1 exp[ (L )]'
j
j j
P Y L
a b
 
  
 (4) 
 
Here the probability of a 1, or of a correct response on cognitive tests, is modeled as a function 
of L, the latent factor, referred to as θ in most IRT models.  The item is linked to the factor with a 
logistic function, as is often done with the common factor model.  The discrimination parameter, 
akin to the loading in factor analysis is a for item j.  The difficulty parameter, akin to the 
threshold, is b for item j.  The standard normal cumulative distribution function is also used in 
IRT models and is referred to as the normal ogive.  It is approximately equivalent to the logit 
model when the logit is multiplied by a constant of 1.7, often represented as D: 
1
( 1| )
1 exp[ (L )]'
j
j j
P Y L
Da b
 
  
 (5) 
   
 These models are empirically indistinguishable from the common factor model with 
binary items (Millsap, 2011).  Lord and Novick (1968) demonstrated the connection between the 
normal ogive model and the common factor model with binary items: 
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,
j
j j j
j
a b



   (6) 
 
When the latent factor is scaled with mean = 0 and variance= 1, the discrimination for item j is 
equal to the loading for item j , and the difficulty for item j is equal to the threshold for item j 
divided by the loading for item j.  The model presented in equation 5, which relates polytomous 
item responses to a latent factor in the common factor model, is parameterized in the same way 
as Samejima’s (1997) graded response model often discussed in the IRT framework (Muthén & 
Asparouhov, 2013a).  Therefore, the discussion of the polytomous factor model and empirical 
investigation of the polytomous alignment presented in this study are relevant to IRT based 
research and assessment. 
Testing for Measurement Noninvariance 
 Quantitative investigations of measurement invariance, of which there are many, can take 
on different forms under different frameworks.  In this section I will focus on approaches 
undertaken in latent variables models (SEM and IRT) because they are the most relevant to the 
genesis of the alignment method. Tests of measurement noninvariance, termed differential item 
functioning (DIF) detection in IRT models, take on a similar form under a general latent variable 
framework (Reise, Widaman, & Pugh, 1993).  Though these existing approaches are vastly 
different from the alignment method, they are relevant to the discussion in that they establish the 
previous context in which the alignment was developed.  As I will discuss, the mechanics of the 
existing approaches and the complications that occur when using them give rise to the rationale 
for the alignment method. 
Traditional Methods of Invariance Testing 
 The various approaches to testing measurement invariance share the necessity of an 
investigation of numerous parts of the measurement model.  This is typically a multistep process 
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where each item or sets of items are tested for equality across two groups.  A common approach 
taken in a latent variable framework is to run a sequence of models that increase in equality 
constraints across groups while assessing change in model fit.  This is done using chi-square 
difference testing (Kline, 2011; Raykov & Marcoulides, 2006), referred to as likelihood ratio 
testing in an IRT framework (Thissen, Steinberg, & Gerrard, 1986).   
 In these tests, the difference in fit statistics, the chi-square statistic or log-likelihood, of 
the simpler model (where item parameters are constrained to be equal across groups) is 
compared to a more complex model (where item parameters vary across groups).  With 
continuous items, this difference in chi-square statistics or log-likelihoods is chi-square 
distributed, with degrees of freedom that represent the change in the number of estimated 
parameters across the two models.  If the difference is significant, then the more complex model, 
where item parameters are estimated separately for each group, should be favored, as it fits the 
data significantly better.  If the model fits significantly better when item parameters are different 
across groups, the items are deemed noninvariant or differentially functioning.   
 The general method of comparing nested models to assess noninvariance is discussed in 
detail below.  Earlier writings by Joreskog (1971), in an SEM framework, and Thissen et al., 
(1986), in an IRT framework,  proposed this  general type of  method.  Since, it has been further 
discussed in numerous illustrative and comparative writings (Horn & McArdle, 1992; Millsap, 
2011; Stark, Chernyshenko, & Drasgow, 2006; Vandenberg & Lance, 2000). Below, I outline the 
process as described by Millsap (2011). 
 Consider the multiple group factor model with polytomous items: 
1
*
L
ijg jg jlg ilg ijg
l
y v   

    (7) 
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ijy c           if    1 *c ijg cy    . 
 
This model can also be represented as two sets of matrices, corresponding to the mean and 
covariance structure of the items 
g g g g
μ* = τ +Λ α  
* 'g g g g gΣ = Λ Ψ Λ +Θ . 
(8) 
 
The vector of thresholds, τ, factor loadings, Λ, and the factor mean α, for group g, are used to 
impose structure on the estimated item means, μ*g.  Structure is also imposed on the covariance 
matrix of the item responses, Σ*g, where Λg is the matrix of factor loadings for group g, Ψg is the 
covariance matrix of the factor scores, and Θg is the covariance matrix of the residual scores.  
Again, this shows that the model decomposes the item responses into what is common amongst 
the items, the factor loadings and factor scores, and what is unique, the residual.  The residual is 
assumed to be uncorrelated with the factor scores.   
 The logical first step in this process of testing for measurement invariance is to test if the 
zero elements in the factor structure are the same across groups.  This is known as configural 
invariance (Horn & McArdle, 1992), because it tests if the basic configuration of the factor 
structure is the same across groups.  This hypothesis is represented in the matrix formulation as 
* ,conH 
'
g g g g gΣ = Λ Ψ Λ +Θ  
g g g
μ* = Λ α . 
(9) 
  
This level of invariance constrains the general configuration of the factors to be the same across 
groups, while the loadings, intercepts/thresholds, and error variances are free to vary.  Because 
the loadings and intercepts/thresholds are different across groups, one cannot compare the factor 
means of groups under configural invariance.  However, if there is support for configural 
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invariance one would then compare the configural model’s fit to a model where the factor 
loadings are constrained to be equal across groups.  This is represented as 
* ,scalH 
'
g g gΣ = ΛΨ Λ +Θ  
g g
μ* = Λ α  
(10) 
 
where the factor loadings no longer vary by the group, g.  If model fit is not substantially 
compromised then one concludes pattern (Millsap, 2011) or metric (Horn & McArdle, 1992) 
invariance.  Under this level of invariance it has been recommended that one cannot compare the 
factor means, but can compare mean adjusted statistics such as regression coefficients and 
covariances.  If metric invariance is tenable, one then moves forward to test the invariance of the 
intercepts/thresholds (i.e., strong factorial invariance, Meredith, 1993; or scalar invariance, 
Steenkamp & Baumgartner, 1998).  Scalar invariance has historically been discussed as 
necessary for the comparisons of latent factor means and is represented as 
* ,scal gH 
'
g gΣ = ΛΨ Λ +Θ  

g g
μ* = τ Λ α  
(11) 
 
where the intercepts/thresholds no longer vary across groups.  The final step in the process, strict 
factorial invariance (Millsap, 2011), would test model fit when loadings, intercepts or thresholds, 
and error variance are constrained to be equal across groups.  This final level of measurement 
invariance allows researchers to conclude that the instruments are equally reliable, as they have 
the same proportion of common factor variance to error variance across groups.  This model is 
represented as 
* ,striH 
'
g gΣ = ΛΨ Λ +Θ  

g g
μ* = τ Λ α . 
(12) 
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 There are numerous considerations in evaluating the performance of this type of model 
comparison approach for identifying measurement noninvariance, particularly at the item level.  
In the literature a few issues have been the focus of methodological research: the selection of 
invariant items for model comparison and identification, identifying those invariant items, model 
fit criteria used to make the comparison, and general factors that influence power, such as sample 
size, amount of noninvariance, and psychometric properties of the items. 
 Above I described the general method of comparing models discussed by Millsap (2011) 
where a fully constrained model is tested for each level of invariance.  However, it is common 
that the metric or scalar invariance model for all items would be rejected, indicating at least one 
noninvariant item is present.  Then, one usually wishes to identify which item or items are 
noninvariant.  This can be done a variety of ways and the best procedure for doing so is 
somewhat debated in the field.  Even the notion of testing all items at once for a single level of 
invariance has been contested.  Zumbo and Koh (2005) found that the full metric or scalar model 
can fail to be rejected when individual items are noninvariant.  This means that one can conclude 
metric or scalar invariance of all items, when in fact some individual items are noninvariant.   
 In testing for noninvariance of individual items it is necessary to constrain at least one 
item to be equal across groups to set the scale of the latent variable and identify the model, with 
an assumption that the constrained item is truly invariant (Johnson, Meade, & DuVernet, 2009), 
termed an anchor item in IRT.  However, there are differences across SEM and IRT in how 
many items are constrained (Kankaras, Vermunt, & Moors, 2011; Meade, 2004; Stark et al., 
2006).  In IRT there are numerous methods of anchoring, but it is common to constrain all items 
to be equal across groups except for the item that is suspected to have DIF.  This method, called 
the “all-other” anchor method works well if the item under investigation is, in fact, the only DIF 
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item.  However, if numerous items are noninvariant, the method lacks power to detect 
noninvariance (Stark et al., 2006; Wang & Yeh, 2003).  There is evidence to support that only 
one, truly invariant anchor item is needed to detect noninvariance in other items, with 
appropriate error rates and power, even when noninvariant items are present (Meade & 
Lautenschlager, 2004; Wang & Yeh, 2003), though performance can be improved with more 
anchor items.   
 Then, however, the conundrum becomes identifying which item or items are truly 
noninvariant.  There have been a number of methods and studies related to selecting invariant 
anchor items and the ramifications of erroneously selecting noninvariant items.  Johnson et al., 
(2009) found that selecting a noninvariant item as the anchor item increased the likelihood of 
flagging an item with DIF when it is actually invariant.  In considering how to select the truly 
invariant items numerous methods have been proposed and evaluated (e.g., Cheung & Rensvold, 
1999; French & Finch, 2008; Woods, 2008).  Though a description of these methods is not 
directly relevant to the alignment, as the alignment does not require selecting anchor items, it is 
relevant that they all share the necessity of conducting many statistical tests manually.  These 
methods all require testing models again and again with different iterations of anchor and non-
anchor items, to hone in on the truly invariant ones.    
 In addition to considering how many and which items to select as anchors, researchers 
also need to consider their method of comparing model fit.  In this area of research some 
conflicting results have been found.  Numerous studies have supported the use of the chi-square 
difference test (i.e., likelihood ratio test) for concluding a significant degrade in model fit 
(Cohen, Kim, & Wollack, 1996; French & Finch, 2006). Whereas others have found that the chi-
square difference test  was more prone to Type I errors (Cheung & Rensvold, 2002; Rutkowski 
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& Svetina, 2014), and suggests using a CFI change of .01 to .02 to assess a meaningful change in 
fit.  Based on the results of a simulation Cheung and Rensvold (2002) also suggest using Gamma 
hat, and McDonald’s Non-centrality Index when determining noninvariance.  Some have 
suggested using numerous measures of fit in conjunction (Vandenberg & Lance, 2000), but 
French and Finch (2006) found that method dramatically decreases power to detect noninvariant 
items.   
 Further, there are numerous factors that increase the likelihood of making an error of 
inference in these tests, the first of which is sample size.  Generally latent variable models are 
large-sample techniques, using estimation (e.g., maximum likelihood) procedures that rely on 
asymptotically normal properties.  For example, French and Finch (2006) had convergence 
issues with IRT models with sample sizes of less than 300.  Adequate power has been observed 
in studies with sample sizes of 500 to 1000 (Cohen et al., 1996; Meade & Lautenschlager, 2004; 
Stark et al., 2006).  However, French and Finch noted a challenging result: chi-square difference 
tests had adequate power to detect noninvariance for overall tests, but when testing individual 
items power was dramatically reduced, especially if there were many noninvariant items. 
 Sample size is not the only factor that influences power in tests of noninvariance.  
Important factors to consider are the number of items per factor, number of factors, and the 
psychometric properties of the scale.  Numerous studies have noted that power to detect 
noninvariance was greatest for the items with largest loadings (Kaplan, 1989; Meade & Bauer, 
2007), as well as when there were more items per factor (French & Finch, 2006; Meade & Bauer, 
2007).  Further, errors of inference are more likely when the factor model is misspecified, such 
as treating ordinal data as continuous or ignoring cross-loading in the factor structure (French & 
Finch, 2011; Lubke & Muthén, 2009) .     
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The Multiple Indicators Multiple Causes Model 
 Another common model executed in the latent variable framework is the multiple 
indicators, multiple causes model (MIMIC, Joreskog & Goldberger, 1975).  This model is 
gaining traction for tests of measurement noninvariance (Finch, 2005; Woods, 2009).  Figure 1 
represents the MIMIC model.  This model is the same as the common factor model discussed in 
the matrix formulation above in that items are linked to a common factor.  The factor is 
represented as the larger circle, labeled factor, with the item loadings as the path that connects 
the factor to the observed item responses, which are represented with the squares labeled I1-I4.  
The error variance discussed above is represented as a circle, depicting the variance in the item 
that is unexplained by the factor.  Recall the multiple group model discussed above where a 
factor model is estimated for each group.  Using gender as an example, a model for males and a 
model for females would be estimated, and differences in the item parameters would then be 
tested using a chi-square difference test of model fit.  The MIMIC model conceptually tests the 
same hypothesis, but is formulated differently than the multiple group model.   
 In a MIMIC model, group membership is introduced as a predictor of item and factor 
variance.  If group membership is significantly related to the latent factor, this means that the 
group significantly different in their factor means.  This is often discussed as impact in the IRT 
literature.  If group membership is also related to the item, this means that after controlling for 
factor means, there is a difference in the predicted mean item response.  This is another way of 
describing measurement noninvariance as it conveys that the predicted mean of the item (i.e., 
intercept) is different across groups.  In the figure, if the item intercept for item four was 
significantly different across gender, the item would be flagged as noninvariant, or differentially 
functioning.  In considering if the loading of item four is noninvariant, one would then test if 
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there is a significant interaction between gender and the latent variable.  This tests the hypothesis 
that the slopes across genders are significantly different, which means that after controlling for 
the factor, the item relates differently for males than for females. 
 
Figure 1.  Path Diagram of MIMIC model 
  
 Though relatively recent, there have been a number of studies on the efficacy of the 
MIMIC model to detect noninvariance, particularly in comparison to the chi-square difference 
testing procedures used in a multiple group model.  Numerous studies suggest that the MIMIC 
model is less prone to Type I errors when detecting noninvariance in large samples than the 
multiple group approach (Finch, 2005; Woods, 2009).  However, the method still suffers from 
some of the same complications as the multiple group method, such as the need to identify 
anchor items.  There is evidence to suggest the one truly invariant anchor item works best with 
the MIMIC model (Wang & Yeh, 2003), which has also been noted in the multiple group case 
(Wang & Yeh, 2003).  Further, testing for noninvariance in the loadings can be difficult, as it 
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introduces the necessity of modeling the interaction between the observed group membership 
and the latent variable.    
Observed Score Methods 
 There are many other measurement noninvariance testing procedures not described in 
detail here.  Millsap (2011) describes two broad types of procedures: latent variable models and 
observed score methods.  I have focused on latent variable methods, as they are more 
methodologically connected to the alignment.  However, there are a host of noninvariance testing 
procedures that do not incorporate the estimation of an underlying latent variable.  In such 
methods the observed total test score is used as a proxy.  Since latent variable models require 
large samples, these observed score methodologies are often necessary.  Common observed score 
methods include the Mantel-Haenszel (Holland & Thayer, 1986; Mantel & Haenszel, 1959), the 
standardization approach (Dorans & Kulick, 1986), and logistic regression (Swaminathan & 
Rogers, 1990).   
Complications with Latent Variable Models 
 As is evidenced from the simulation work conducted on these methods the researcher can 
encounter a number of challenges and complications.  Many of these challenges revolve around 
the multiple tests needed to identify which items are invariant and how to proceed if some 
noninvariance is discovered. 
 Multiple testing.  As mentioned before, to specify any level of invariance, one must 
work up to that level by testing all applicable parameters at once, then, if that model is rejected 
via the evaluation of change in goodness of fit indices, go through a series of parameter by 
parameter tests.  This type of parameter by parameter analysis is often necessary to discover 
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where in the measurement model noninvariance exists.  If items are polytomous, the number and 
complexity of the statistical test increases drastically.   
 Though there is some debate about the best measures of fit, many researchers use a chi-
square difference test.  This difference in chi-square statistics or log-likelihood is chi-square 
distributed, with degrees of freedom that represent the change in the number of estimated 
parameters across the two models.  However, with non-normal data, this procedure is more 
complicated because the distributional assumptions may no longer hold.  Satorra and Bentler 
(2001) propose using their scaled chi-square as an alternative.  To conduct this test, one must 
apply a scaling correction factor to the chi-square statistic.  This is provided in statistical 
software, such as Mplus, when the user specifies ordered categorical items.  Still, one must use 
this scaling factor to calculate an alternate test by hand, following guidelines specific to the 
statistical software they are using (Bryant & Satorra, 2012).  When items are polytomous, one 
may need to conduct a chi-square difference test for each, individual threshold, potentially 
carrying out hundreds of statistical tests. 
 Further, if more than two or three groups are involved, this process needs to be repeated 
for each pair of groups individually.  This results in a myriad of complicated, statistical tests 
where errors of inference (e.g., Type I, Type II, over-fitting) are likely.  Iterative model re-
specification is completely data driven, and this process capitalizes on chance, such that findings 
are unlikely to generalize to other samples (MacCallum et al., 1992). Thousands of statistical 
tests, which could easily be needed, make it difficult to arrive at the true, final model 
(Asparouhov & Muthén, 2014).  
 Partial invariance.  Even if one avoids making errors of inference or capitalizing on 
chance, they may arrive at a model where some parameters are invariant, and others are not  (i.e., 
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partial invariance, Byrne, Shavelson, & Muthén, 1989).  This poses a challenge because the 
ramifications of specifying partial invariance are unclear.  Though there is a vast body of 
methodological research on approaches for detecting noninvariance, as has been discussed 
above, there is surprisingly little research on the consequences of specifying partial invariance or 
guidance on how to handle it (Finch & French, 2012; Schmitt & Kuljanin, 2008).   
 I hypothesize two primary reasons for this.  First, the largest body of work in the area of 
invariance testing/DIF detection comes from the educational and career testing fields.  In these 
areas, the primary focus of noninvariance testing is to uncover bias in items across gender or 
race.  If items function differently for different groups, it becomes an issue of fairness in testing, 
which is discussed at length in the Standards for Educational and Psychological Testing (2014).  
Additionally, testing companies and certification boards risk facing media scrutiny or even legal 
action if items are found to function differently for minority or disadvantaged groups.  The 
ramifications of DIF in educational or career testing are high stakes and have grave implications 
for social justice and equality.  Thus, it seems fitting that research has focused on detecting DIF.  
Once DIF is detected, those items are typically removed, to ensure the highest level of test 
fairness.  In this context, moving forward with a model where there is partial measurement 
invariance is not desired or relevant. 
 An area where partial invariance is relevant is in psychological/sociological research or 
noncognitive assessment, the focus of this dissertation.  Though research in these areas is crucial, 
the conclusions are generally less high stakes for the individual person under study and the focus 
is on making valid comparisons at the group level.  Additionally, researchers may have few 
items on their scale, so excluding noninvariant items might not be possible if trying to maintain 
adequate measurement of the construct.  However, even though measurement invariance is more 
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relevant in psychological research, the field, as a whole, does not undertake tests of measurement 
invariance as standard procedure1, like the testing fields.  This is noted in numerous reviews 
within organizational psychology (Neal Schmitt & Kuljanin, 2008; Vandenberg & Lance, 2000).  
Further, the practice of testing for measurement noninvariance, as a whole, is newer to 
psychology than it is to the testing fields.  This is my second hypothesized reason as to why 
research on partial measurement invariance is lacking. 
 In searching the literature for simulation studies investigating partial measurement 
invariance I found a small body of work.  There are generally two types of investigations: those 
in which the effects of noninvariance (e.g., power or bias) are studied in a multiple group model 
and those where a novel way of measuring the impact of noninvariance is proposed. 
 In considering how noninvariance impacts the estimates in a multiple group model, 
numerous studies have found nontrivial results.  A finding shared across numerous studies is that 
including noninvariant items when comparing group means or variances causes errors of 
inference, with a greater likelihood of concluding groups are different when they are not (Chen, 
2008; Finch & French, 2012; Fleishman, Spector, & Altman, 2002; Jones & Gallo, 2002; 
Steinmetz, 2013).  There is some indication that intercept noninvariance causes more bias in 
mean scores (Steinmetz, 2013), whereas loading noninvariance causes more bias in mean 
variances (Finch & French, 2012).  In contrast, Schmitt and colleagues (2011; 2008) have shown 
through real data applications that measurement noninvariance has little impact on structural 
coefficients used in subsequent analysis.   
                                                     
 
1 Reasons for this are debatable, in additional to measurement invariance practice being relatively new to these types 
of fields, it may also be that the methodology is not accessible to a non-methodologist. 
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 Relatedly, there have been a few attempts to quantify the impact of noninvariance on 
substantive research questions.  Millsap and Kwok (2004) propose considering how the selection 
of individuals based on factor scores changes as a result of partial invariance.  They argue for 
examining changes in selection as a way of assessing the practical impact of measurement 
noninvariance.  They propose that researchers investigate how the individuals selected from the 
top quartile of the construct being measured shift under various degrees of partial invariance.  
They do not provide a recommendation for what should be a significant change in selection, but 
recommend that researchers consider this in the context of their study.  Another approach, 
suggested by Oberski (2014), is to consider how the structural parameters in a subsequent 
analysis with the measurement model in question change as a result of noninvariance.  Oberski 
describes an R-program that quantifies the expected change in the parameter of interest (EPC-
interest).  He offers evidence that this metric provides researchers with a substantively 
meaningful way to assess whether noninvariance causes problems for answering research 
questions. 
 The general dearth of research in this area may be the reason for a lack of consensus in 
the field regarding how to proceed under cases of partial measurement invariance.  Some 
scholars argue that factors are comparable under partial invariance (Byrne et al., 1989; Reise et 
al., 1993; Steenkamp & Baumgartner, 1998), whereas others disagree (Ferrer & Widaman, 2008; 
Millsap & Kwok, 2004), and some simply state that there is not enough research to be certain 
(Neal Schmitt & Kuljanin, 2008).  Ultimately, if partial invariance is found, the researcher is left 
to ponder how to proceed.  Millsap and Meredith (2004) describe four options and their 
corresponding hitches: (1) go forward with the partially invariant model, ignoring the differences 
(2) create a cut-offs for differences and only use the scale if it meets that criterion, even though 
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such a cut-off would be arbitrary (3) revise the scale, only retaining the invariant items, which 
would create many versions of the scale, or (4) give up and do not use the scale.  Unfortunately, 
given these challenges and complications with traditional measurement invariance testing, the 
task of making valid group comparisons across many schools or programs when scale items are 
polytomous seems insurmountable.   
Methodologies for Studying Invariance across Many Groups 
 To date, two alternative frameworks have been proposed for investigating measurement 
invariance across many groups: multilevel models and the alignment method.  Despite the 
potential to solve the same problem, the frameworks are vastly different in their theoretical and 
practical implications.  Multilevel modeling is a random effects approach for investigating 
measurement invariance where item parameters are modeled as randomly varying in the 
population from which the groups were drawn.  The alignment method, however, is a fixed 
effects approach, where each group is treated as a separate entity and has a separate, estimated 
measurement model.   
 Testing for measurement noninvariance in a multilevel model takes on a different form 
than is seen in other approaches.  The model is specified like a CFA, in that items are 
mathematically linked to a composite factor.  However, in a MLM framework, one can specify 
item intercepts and loadings as randomly varying across a population.  It is the variance of the 
item parameters across groups that becomes of interest when considering measurement 
noninvariance.   De Jong, Steenkamp, and Fox (2007) propose fixing level two variances of 
measurement parameters and comparing model fit as a test of noninvariance.  If model fit is 
compromised, or if the variance of these parameters is significant, it is considered evidence of 
noninvariance. Muthén and Asparohouv (2013b) suggest a slightly different approach, allowing 
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random, yet small variation (e.g., .01) in item parameters across groups.  Though both solutions 
have been shown viable in deriving comparable factor means, more research is needed to 
understand the limitations and implications. 
 It is worth noting that the use of MLMs for investigating invariance across many groups, 
or all level two units, is different than more traditional DIF testing in an MLM framework.  
Investigating differences across a few groups, such as races or gender, is commonly undertaken 
in MLMs to account for nesting of students within schools.  This has been discussed in depth 
(e.g., Beretvas, Cawthon, Lockhart, & Kaye, 2012; Beretvas & Walker, 2012; French & Finch, 
2010) and typically involves using categorical predictors of group membership to explain 
variability in item parameters across groups.  For example, if gender significantly predicts 
variance in item intercepts across groups, such that the residual variance is non-significant (i.e., 
non-randomly varying intercepts) one could conclude DIF across genders.  Of course, these 
predictors could be used in tandem with investigations of the residual variance to undercover 
person and situational factors that influence the differences in item parameters across many 
groups. 
 In further considering the contrast between MLMs and the alignment method, there are a 
number of important assumptions.  First, MLMs have the assumption that item parameters are 
random from normally distributed populations.  However, this assumption may not be tenable in 
many situations.  Muthén and Asparohouv (2013) discuss an example with country-level data, 
where it is reasonable to view groups as separate, fixed entities.  It is likely with country-level 
data that just a few groups are quite different from the rest.  This noninvariance could result in 
non-normal variance of the level-two item parameters, a violation of that assumption.  This 
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situation also seems reasonable when comparing American states or schools.  The alignment 
method does not assume that the groups are from the same population, but are separate entities. 
 Second, there are critical sample size considerations for MLMs and the alignment 
method.  MLMs require a large number of level two units, upwards of 50,  for unbiased estimates 
of level two variances (Maas & Hox, 2005).  This is a key assumption when testing for 
measurement invariance because the variances of level-two item parameters are of primary 
interest.  In contrast, for the alignment method, the within-group sample size is of more 
importance, and there is not a minimum number of required groups.  The alignment method has 
the potential to fill a unique space where researchers have a number of large groups, too many to 
do a traditional multiple group CFA, but not enough to satisfy the assumptions of a multilevel 
model.  Consequently, the alignment method may not be well suited for situations where the 
researcher has a large number of small groups, which is an ideal situation for the using multi-
level models.  
 Muthén and Asparohouv (2013) provide a comprehensive comparison of the two 
approaches, which pinpoints caveats for using one or the other.  However, there are still many 
unanswered questions when considering the two methods for assessing measurement invariance 
and how to best choose between them.   This dissertation will focus on evaluating the alignment 
method for tests of noninvariance across many groups.  The alignment method is a new 
technique and more research is needed to understand the assumptions and ideal circumstances 
for using the method, particularly with polytomous items.   
Overview of the Alignment Method 
 The alignment method (Asparouhov & Muthén, 2014) was recently proposed as an 
alternative means of estimating confirmatory factor models across many groups.  This method 
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was proposed as a way to simplify the unwieldy task of multiple-group measurement.  The 
method automates the estimation of model parameters across many groups and testing for 
noninvariance.  This method is carried out in a completely different fashion than the traditional 
tests I described above.  It works in two parts: first a simplicity function similar to the rotation 
criteria executed in exploratory factor analysis is used to estimate group specific measurement 
models. The measurement model parameters are estimated in a way that minimizes 
noninvariance, such that factor means and variances are comparable across groups.  After 
estimation of the group specific measurement models, an ad-hoc testing procedure is used to 
identify substantial noninvariance of model parameters.  
The Alignment Optimization Procedure: Estimating Measurement Models across Many 
Groups 
 Asparohouv and Muthén (2014) describe the estimation procedure employed in the 
alignment.  They begin with considering the multiple group factor model for continuous items: 
1
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Where i = 1…, I, and I is the number of people,  j = 1…, J, and J is the number of items, 
g = 1, …, G and G is the number of groups.  ηilg is the latent variable for person i, in group g, on 
factor l and εijg is the residual, as described above.  The alignment optimization begins with the 
estimation of a model where the factor mean, α = 1, and the factor variance, ψ = 1 for every 
group, g.  This is the base model, M0, and all intercepts (or thresholds) and loadings are 
estimated as free and unequal (i.e., a configural model).  This configural model, M0, transforms 
the factor in each group to mean zero and variance one: 
0 ( ) /g g g g      (14) 
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This transformation allows the variance and mean of the indicators to be expressed as: 
2 2
,0,( )jg jg g jgV y      
,0( )jg jg jg g jgE y        
(15) 
 
where estimates of the base model, M0, are denoted νjg,0, and λjg,0 and 
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,0
,0
pg
jg jg g
g

  

   
(16) 
 
For every set of group factor means and variances there are intercept and loading parameters that 
yield the same likelihood as the configural model.  You can obtain these estimates using the 
following equations: 
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The intercepts and loadings are chosen such that the measurement noninvariance between the 
groups is minimized.  This is done with respect to αg and ψg using a loss/simplicity function, F, 
that accumulates the total measurement noninvariance: 
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For every pair of groups’ intercepts and loadings the difference between the parameters are 
accumulated and then scaled by f, the component loss function (CLF).  The groups are weighted 
by their sample size, w, such that larger groups will contribute more to the total loss function, F.  
The CLF has also been used in EFA rotation algorithms to estimate factor loadings with the 
simplest possible structure (Jennrich, 2006).  Asparohouv and Muthén discuss the base model, 
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M0, and the resulting model M1 as paralleling the unrotated and rotated factor solutions in EFA.  
In the alignment the CLF is: 
2( )f x x   . (19) 
 
 In the alignment optimization procedure ε is a small number, .01.  A positive ε is used so 
that the CLF has a continuous first derivative, simplifying optimization of the total loss function, 
F.  The total loss function is minimized at a solution where there are few large noninvariant 
parameters and many approximately invariant parameters.  The function does not optimize when 
there are many medium sized noninvariant parameters.  Thus, there is an assumption that a 
majority of the parameters are approximately invariant, with only a few substantially 
noninvariant ones.  Again, Asparohouv and Muthén compare this to EFA, in that rotation 
functions attempt to simplify the loading matrix with either large or small loadings, not midsized 
ones.  However, there are not currently any rules of thumb to guide the researcher in what 
constitutes approximate invariance or large noninvariance between groups.   
 Upon minimizing the total loss function, 2G-1 of the parameters in the model can be 
estimated.  Identification is achieved by estimating all groups’ factor means and variances except 
the first group, where the following constraint is used: 
1 ... 1g     (20) 
 
However, the first group’s factor mean can also be constrained to zero.  This produces two 
identification options in the alignment, FREE (only ψ1 is constrained) and FIXED (α1 and ψ1 are 
constrained).  The optimization procedure is conducted after all of the indicators are standardized 
across the whole population, such that all variables are on the same scale and the loss functions 
between the different indicators are comparable.  The parameters are reported in a standardized 
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metric (i.e., ψ1=1).  The procedure first obtains the factor means and variances for all the groups, 
then solves for the intercepts and loadings parameters via the equations above. 
The Alignment Ad-hoc Testing Procedure 
 Though the primary purpose of the alignment is to produce comparable factor means and 
variances, the procedure does produce output about the degree of measurement invariance.  After 
the group specific measurement models are estimated, invariance testing is conducted on all of 
the parameters.  Taking one parameter at a time, two groups are compared.  If these groups are 
not statistically significantly different from one another they become connected.  These 
comparisons are made again and again, across the groups to create an invariant set of groups, and 
then each parameter is tested against the mean of the invariant set.  If that parameter, for that 
group is significantly different from the mean, then it is flagged as a noninvariant parameter.  
Asparohouv and Muthén control for Type I error rate in the algorithm by setting the alpha value 
to .001.  The program produces, for each parameter in the model, which groups are invariant, the 
mean differences between every pair of groups in the analysis, as well as the corresponding p-
value for the pairwise differences. 
 The ad-hoc output also includes an R² measure that describes the variability explained in 
the measurement parameters across groups that is due to group mean and variances differences 
(Asparouhov & Muthén, 2014).  An R² near 1 indicates complete invariance because the 
variability in item parameters are completely explained by group mean differences, whereas an 
R² near zero indicates that group mean differences explain none of the variability in item 
parameters.  This metric, in addition to the significance testing provides information about the 
magnitude of noninvariance in an item across groups.   
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Alignment with Ordered Categorical Items 
 In 2013 when the alignment method was introduced as a part of MPlus version 7.1, factor 
models with continuous and binary items could be estimated.  Polytomous item capability was 
introduced in 2014 as a part of MPlus version 7.3.  Muthén and Asparouhov (2014) discuss the 
alignment in the specific context of ordered categorical items.  The alignment functions in the 
same way as the ordered categorical factor model discussed previously, in that the observed 
score, yijg is assumed to be a continuous latent response variable  *yijg, partitioned by thresholds, 
τ.  Further, the alignment method is carried out in the THETA parameterization, which results in 
thresholds and loadings that are in probability units. 
Performance of the Alignment Method 
 Asparohouv and Muthén (2014) presented results from the first set of simulation studies 
investigating the performance of the alignment method.  They report on three simulation studies: 
(1) recovery and bias of model parameters with maximum likelihood (ML) estimation, (2) 
comparison of Bayesian and maximum likelihood estimators, and (3) comparison of the FREE 
and FIXED identification options within the alignment.  In their first simulation they generate a 
five indicator, single-factor model where indicators are continuous, ranging from approximately 
-5 to 5.  The conditions of the study are summarized in Table 1. 
Table 1. 
Asparohouv and Muthén (2014) Simulation Conditions 
Manipulated Factors Conditions 
Number of groups 2,3,15,60 
Within group n 100, 1000 
Amount of 
noninvariance 
0%, 10%, 20% 
Identification options Fixed or Free 
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 The groups were generated such that they follow a pattern, where three group types were 
repeated to equal the total number of groups.  The values for each measurement model parameter 
by group type are shown in Table 2.  The measurement parameters are listed in the first column, 
then in the columns two, three, and four each group’s specific value for the parameter is listed.  
For example, the intercept for Y1 was set to zero in groups one and three, and group two was 
noninvariant with an intercept of -.5.  This general pattern of noninvariance was consistent across 
conditions.  The amount of noninvariance was in regards to the number of measurement 
parameters within a group that were noninvariant.  For example, in Table 2, 1 intercept and 1 
slope are noninvariant, or 10% of the intercepts and slopes.  
Table 2. 
Noninvariance Pattern in  Asparouhov and Muthén (2014) 
Parameter Group 1 Group 2 Group 3 
Number of 
Groups N.I. 
Y1 Int 0 -.5 0 1/3 
Y2 Int 0 0 .5 1/3 
Y3 Int 0 0 0 0 
Y4 Int 0 0 0 0 
Y5 Int .5 0 0 1/3 
Y1 Slope 1 1 1 0 
Y2 Slope 1 1 1 0 
Y3 Slope 1.4 1 1 1/3 
Y4 Slope 1 1 .3 1/3 
Y5 Slope 1 .5 1 1/3 
Factor Mean 0 .3 1 - 
Factor Variance 1 1.5 1.2 - 
Note. Residual Variances = 1 
 
 Muthén and Asparouhov (2014) discuss the alignment method particularly in the context 
of IRT models with binary items and provide further illustration.  They suggest a rough 
recommendation for the alignment method: a limit of 25% noninvariance for trustworthy 
alignment results.  However, they suggest conducting a simulation study using the real data as 
starting values to evaluate the appropriateness of the alignment method for a given dataset.  In 
evaluating the simulation from real data, Muthén and Asparouhov suggest using the correlation 
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between true factor means and estimated factor means as a gauge of the performance of the 
alignment.  They state that true and estimated factor mean correlations of .98 were sufficient in 
producing little bias in the group specific factor means. 
 This series of simulation studies provided evidence that the alignment method can 
accurately recover parameter estimates for many groups when group sizes are large and there is 
little or no noninvariance.  As noninvariance increased and sample sizes decreased there was bias 
in the estimates.  For the FIXED identification option, absolute bias in factor means, factor 
variances, intercepts, and loadings was only greater than .05 when noninvariance was large (20% 
of parameters) or when there were a large number of groups, n = 60, and a small within group 
sample size, n = 100.  In all of the large group size conditions, n = 1000, bias was less than .05 
across all parameters in the model.  This was expected with maximum likelihood estimation, 
which is reliant on large samples. 
 The FREE identification option showed greater bias overall across all of the parameters 
in the model.  Absolute bias was greater than .05 in most of the small within group n conditions.  
Further, there was substantial bias in the larger sample size conditions when there were only two 
groups.  Generally it seems that the FREE options works best when there is a moderate to large 
amount of noninvariance (10-20% of parameters) and there are more than two groups.  Thus, it 
seems reasonable that the FREE option is preferred when the researchers have many groups and 
suspect some noninvariance. 
 This simulation work provides great promise for use in ascertaining measurement 
invariance of polytomous scales across many groups.  The purpose of the dissertation research is 
to build upon this prior work by learning more about how partial measurement invariance, a 
violation of the assumption of minimal noninvariance, manifests in the alignment results.  I will 
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extend previous research by evaluating the methodology under four new conditions: (1) realistic, 
Likert scale data from a large scale noncognitive assessment, (2) a two-factor model, and (3) 
manipulating the degree of group differences.  Further, I will conduct an investigation of the ad-
hoc testing procedure, which was not presented in Asparohouv and Muthén (2014).     
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Chapter 3: Methodology 
 This study took place in three parts: real data analysis, simulation, and output analysis.  
First, real item response data were analyzed to obtain realistic specifications for data generation.  
After obtaining the population parameters for the simulated non-cognitive scales, I manipulated 
those parameters to meet various conditions.  Five-hundred replications of each condition were 
carried out with the alignment method.  Finally, I analyzed the resulting output from both parts 
of the alignment: group specific measurement models and testing procedure. 
Real Data Analysis 
 Existing, secure data from a large testing program were analyzed to obtain realistic 
starting values for the simulation.  The data are from a non-cognitive battery of assessments, 
designed for use with middle school students, that has been collected at schools all across the 
United States.  The data are from the fall 2013 administration and include 12,719 complete 
responses.  Ordinal, confirmatory factor analyses were conducted with two of the subscales, time 
management and intrinsic motivation.  Each subscale includes seven items describing a behavior 
or attitude, e.g., “I love to learn” with a four point response scale ranging from 1, “never or 
rarely”, to 4, “usually or always.” 
 Factor models were run in Mplus version 7.2 using the THETA parameterization.  Since 
the alignment is carried out in the THETA parameterization, it was important that the simulation 
generating values are also in that metric.  A 2-factor model fit the data adequately.  The chi-
square test of model fit was significant, χ2 (76) = 4453.01, but all other indices were acceptable: 
RMSEA= .067, CFI=.971, and TLI .965.  The factors were moderately correlated, r =.56.  
Estimates from this single group, 2-factor model were used to create the overall population 
measurement model in the simulation. 
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Simulation Study  
 The overall population measurement model was manipulated to fit various conditions.  
The simulation was carried out in Mplus version 7.2, using the Monte Carlo features available in 
the program.  The simulation study inputs were modeled using examples provided on 
statmodel.com by the authors of the software.  500 replications from each condition were 
completed as suggested by Muthén (2002).  The following is an example annotated input file 
used in the simulation (more example inputs are included in appendix A):  
 
    MONTECARLO: 
        NAMES = y1-y14; 
        GENERATE= y1-y14 (3); 
        !setting response scale of variables; 
        CATEGORICAL = y1-y14; 
        !specifying categorical; 
        NOBSERVATIONS = 3(500); 
        !number of observations per group; 
        NGROUPS = 3; 
        !number of groups; 
        NREPS = 500; 
        !number of replications 
 
    ANALYSIS: 
        TYPE =MIXTURE; 
        ESTIMATOR = MLR; 
        !specifying maximum likelihood robust; 
        alignment = fixed; 
        !specifying the fixed identification option; 
        ALGORITHM=INTEGRATION; 
        processors=8; 
 
   MODEL POPULATION: 
          %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
         !specifying the overall model that is common across groups; 
         !specifying the factor and factor loadings; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
         !specifying the thresholds; 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
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                  y12*1.253 y13*1.281 y14*1.571; 
           !second factor and loadings; 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
        !second factor thresholds; 
        !below are the group specific starting values; 
        %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
            !factor covariance; 
     
    TM by Y1*.709; 
     
    IM by Y8*1.315; 
     
    !noninvariance on loadings for one item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
 
           TM by Y3*.887; 
 
           IM by Y10*.553; 
     
    !noninvariance for one item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     
                       TM by Y5*.606; 
    
            IM by Y12*.853; 
     
     !noninvariance for one item on each scale;       
  model: 
 
           %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
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                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
     
        %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
            !factor covariance; 
     
    TM by Y1*.709; 
     
    IM by Y8*1.315; 
    !noninvariance on loadings for one item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
 
                 TM by Y3*.887; 
 
    IM by Y10*.553; 
     
    !noninvariance for one item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
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            TM by Y5*.606; 
    
            IM by Y12*.853; 
     
     !noninvariance for one item on each scale; 
  output: align; 
 
 The input begins with the MONTECARLO statement, which includes the specifications 
for data generation.  The second part of the input includes the analysis options where the 
estimator and identification options for the alignment are called.  Under the MODEL 
POPULATION command are the specifications for the data generation model.  I first list the 
overall specifications and then the individual group specifications using the %G#% command, if 
they are different from the overall parameters.  After specifying the population model, one then 
has to specify the analysis model.  As in the alignment simulation conducted by Asparohouv and 
Muthén (2014), I specified the model correctly and provided correct starting values.  Finally, the 
align output is requested, which produces the testing procedure information for each replication. 
 The conditions of the simulation study are summarized in Table 3.  The sample size, 
pattern of noninvariance, factor model, scale length, estimator, and identification option were 
constant factors.  The number of groups, percentage of noninvariance, magnitude of 
noninvariance, and type of noninvariance were manipulated factors.  Excluding the 0% level of 
noninvariance, all conditions were crossed, totaling 57 conditions.  Figure 2 shows the conditions 
in more detail for the 15 groups set of conditions.  The manipulated factors are discussed in more 
detail below.   
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Table 3. 
Simulation Study Factor Descriptions 
Manipulated Factors 
Number of groups 3, 9, 15 
Number of  noninvariant item parameters  0%, 14%, 29%, 43% 
Magnitude of noninvariance Small, medium, large 
Type of noninvariance Loading or threshold 
Constant Factors 
Pattern of noninvariance See Tables 4-6. 
Sample size 500 per group 
Factor model 2 correlated factors 
Scale length 
14 items total, 7 on each 
factor 
Estimator ML 
Identification option FIXED 
 
 
Figure 2.  Conditions of Simulation 
 
3 Groups
9 Groups
15 Groups
0% Item 
Noninvariance
14% Item 
Noninvariance
29% Item 
Noninvariance
43% Item 
Noninvariance
Small Difference
λΔ= .10, τΔ=.20
Medium
Difference
λΔ= .25, τΔ=.50
Large Difference
λΔ= .40, τΔ=.80
Loadings
Thresholds
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 Pattern of noninvariance.  Utilizing the same method as Asparohouv and Muthén 
(2014), I generated three group types, and then repeated those group types to create the 9 and 15 
groups conditions.  Each group type has the same factor mean, factor variance, and pattern of 
noninvariant items.  For group type 1, α = 0, ψ = 1, group type 2, α = .3, ψ = 1.5, group type 3, α 
= 1, ψ = 1.2, which is consistent with the group types used in Asparohouv and Muthén (2014).  
For example, in the 9 group conditions, the first, fourth, and seventh groups are simulated in the 
same manner.  Tables 4-6 include the pattern of loading and threshold noninvariance by group 
for the small magnitude conditions.  The items with simulated noninvariance are shaded in the 
table. The medium and large magnitude conditions were simulated in the same manner, the 
starting values for those sets of conditions are included in Appendix B.   
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Table 4. 
Simulated Loading Values, Pattern of Noninvariance, for Small Magnitude Conditions, Loadings -.10 from Overall 
Overall, 0% N.I. Items 14% N.I. Items 29% N.I. Items 43% N.I. Items a 
 Subscale Item Loading 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
TM Y1 1.109 1.009 1.109 1.109 1.009 1.109 1.109 1.009 1.109 1.109 
TM Y2 0.950 0.95 0.95 0.95 0.85 0.95 0.95 0.85 0.95 0.95 
TM Y3 1.287 1.287 1.187 1.287 1.287 1.187 1.287 1.287 1.187 1.287 
TM Y4 1.010 1.01 1.01 1.01 1.01 0.91 1.01 1.01 0.91 1.01 
TM Y5 1.006 1.006 1.006 0.906 1.006 1.006 0.906 1.106 1.006 0.906 
TM Y6 -0.536 -0.536 -0.536 -0.536 -0.536 -0.536 -0.436 -0.536 -0.536 -0.436 
TM Y7 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.804 
IM Y8 1.715 1.615 1.715 1.715 1.615 1.715 1.715 1.615 1.715 1.715 
IM Y9 1.391 1.391 1.391 1.391 1.291 1.391 1.391 1.291 1.391 1.391 
IM Y10 0.953 0.953 0.853 0.953 0.953 0.853 0.953 0.953 0.853 0.953 
IM Y11 0.897 0.897 0.897 0.897 0.897 0.797 0.897 0.897 0.797 0.897 
IM Y12 1.253 1.253 1.253 1.153 1.253 1.253 1.153 1.353 1.253 1.153 
IM Y13 1.281 1.281 1.281 1.281 1.281 1.281 1.181 1.281 1.281 1.181 
IM Y14 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.471 
Note.  Y6 is a negatively worded item, for this item only the N.I. was simulated as +.10 instead of -.10, resulting in a poorer 
loading for that item. 
a In the 43% N.I. condition, Y5 and Y12 are different across all three groups and no item is completely invariant. 
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Table 5. 
Simulated Time Management Threshold Values, Pattern of Noninvariance, for Small Magnitude Conditions, Thresholds 
-.20 from Overall 
Overall, 0% N.I. Items 14% N.I. Items 29% N.I. Items 43% N.I. Items a 
Subscale Parameter Threshold 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
TM Y1$1 -3.617 -3.817 -3.617 -3.617 -3.817 -3.617 -3.617 -3.817 -3.617 -3.617 
TM Y1$2 -2.153 -2.353 -2.153 -2.153 -2.353 -2.153 -2.153 -2.353 -2.153 -2.153 
TM Y1$3 -0.541 -0.741 -0.541 -0.541 -0.741 -0.541 -0.541 -0.741 -0.541 -0.541 
TM Y2$1 -1.776 -1.776 -1.776 -1.776 -1.976 -1.776 -1.776 -1.976 -1.776 -1.776 
TM Y2$2 -0.481 -0.481 -0.481 -0.481 -0.681 -0.481 -0.481 -0.681 -0.481 -0.481 
TM Y2$3 0.67 0.67 0.67 0.67 0.47 0.67 0.67 0.47 0.67 0.67 
TM Y3$1 -2.796 -2.796 -2.996 -2.796 -2.796 -2.996 -2.796 -2.796 -2.996 -2.796 
TM Y3$2 -1.141 -1.141 -1.341 -1.141 -1.141 -1.341 -1.141 -1.141 -1.341 -1.141 
TM Y3$3 0.432 0.432 0.232 0.432 0.432 0.232 0.432 0.432 0.232 0.432 
TM Y4$1 -1.92 -1.92 -1.92 -1.92 -1.92 -2.12 -1.92 -1.92 -2.12 -1.92 
TM Y4$2 -0.311 -0.311 -0.311 -0.311 -0.311 -0.511 -0.311 -0.311 -0.511 -0.311 
TM Y4$3 1.036 1.036 1.036 1.036 1.036 0.836 1.036 1.036 0.836 1.036 
TM Y5$1 -3.284 -3.284 -3.284 -3.484 -3.284 -3.284 -3.484 -3.084 -3.284 -3.484 
TM Y5$2 -2.066 -2.066 -2.066 -2.266 -2.066 -2.066 -2.266 -1.866 -2.066 -2.266 
TM Y5$3 -0.597 -0.597 -0.597 -0.797 -0.597 -0.597 -0.797 -0.397 -0.597 -0.797 
TM Y6$1 0.661 0.661 0.661 0.661 0.661 0.661 0.461 0.661 0.661 0.461 
TM Y6$2 1.87 1.87 1.87 1.87 1.87 1.87 1.67 1.87 1.87 1.67 
TM Y6$3 2.42 2.42 2.42 2.42 2.42 2.42 2.22 2.42 2.42 2.22 
TM Y7$1 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -3.139 
TM Y7$2 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.733 
TM Y7$3 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.277 
a In the 43% N.I. condition, Y5 thresholds are different across all three groups and no item is completely invariant. 
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Table 6. 
Simulated Intrinsic Motivation Threshold Values, Pattern of Noninvariance, for Small Magnitude Conditions, 
Thresholds -.20 from Overall 
Overall, 0% N.I. Items 14% N.I. Items 29% N.I. Items 43% N.I. Items a 
Subscale Parameter Threshold 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
IM Y8$1 -3.152 -3.352 -3.152 -3.152 -3.352 -3.152 -3.152 -3.352 -3.152 -3.152 
IM Y8$2 -0.768 -0.968 -0.768 -0.768 -0.968 -0.768 -0.768 -0.968 -0.768 -0.768 
IM Y8$3 1.038 0.838 1.038 1.038 0.838 1.038 1.038 0.838 1.038 1.038 
IM Y9$1 -2.957 -2.957 -2.957 -2.957 -3.157 -2.957 -2.957 -3.157 -2.957 -2.957 
IM Y9$2 -0.776 -0.776 -0.776 -0.776 -0.976 -0.776 -0.776 -0.976 -0.776 -0.776 
IM Y9$3 1.09 1.09 1.09 1.09 0.89 1.09 1.09 0.89 1.09 1.09 
IM Y10$1 -0.706 -0.706 -0.906 -0.706 -0.706 -0.906 -0.706 -0.706 -0.906 -0.706 
IM Y10$2 0.85 0.85 0.65 0.85 0.85 0.65 0.85 0.85 0.65 0.85 
IM Y10$3 1.892 1.892 1.692 1.892 1.892 1.692 1.892 1.892 1.692 1.892 
IM Y11$1 -2.656 -2.656 -2.656 -2.656 -2.656 -2.856 -2.656 -2.656 -2.856 -2.656 
IM Y11$2 -1.075 -1.075 -1.075 -1.075 -1.075 -1.275 -1.075 -1.075 -1.275 -1.075 
IM Y11$3 0.31 0.31 0.31 0.31 0.31 0.11 0.31 0.31 0.11 0.31 
IM Y12$1 -3.025 -3.025 -3.025 -3.225 -3.025 -3.025 -3.225 -2.825 -3.025 -3.225 
IM Y12$2 -0.996 -0.996 -0.996 -1.196 -0.996 -0.996 -1.196 -0.796 -0.996 -1.196 
IM Y12$3 0.831 0.831 0.831 0.631 0.831 0.831 0.631 1.031 0.831 0.631 
IM Y13$1 -2.855 -2.855 -2.855 -2.855 -2.855 -2.855 -3.055 -2.855 -2.855 -3.055 
IM Y13$2 -0.716 -0.716 -0.716 -0.716 -0.716 -0.716 -0.916 -0.716 -0.716 -0.916 
IM Y13$3 0.844 0.844 0.844 0.844 0.844 0.844 0.644 0.844 0.844 0.644 
IM Y14$1 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.687 
IM Y14$2 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.452 
IM Y14$3 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.678 
 a In the 43% N.I. condition, Y12 thresholds are different across all three groups and no item is completely invariant. 
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 Number of groups.  The three groups condition was chosen because it is still very 
tedious to conduct a multiple group CFA with three groups, thus if the alignment works well it 
provides an alternative to traditional testing procedures.  Also, three groups are likely if 
educators are interested in differences across school type, major field of study, or demographics.  
The 9 and 15 groups conditions, though still too many groups to do a traditional multiple-group 
CFA, are not enough to use an MLM framework.  These numbers of groups represent situations 
in which the alignment might be ideal. 
 Amount of noninvariance.  Asparohouv and Muthén reported little to no bias when 
noninvariance was exhibited in 0% or 10% of the parameters.  Even with 20% noninvariance, 
only small sample conditions showed absolute bias greater than .10.  I investigated the method 
with an increased amount of noninvariance to better discover where issues might arise.  I 
generated uniform noninvariance on 0, 1, 2, and 3 items on each subscale, which corresponds to 
0, 14, 29, and 43 percent of items. The 14% and 29% conditions are similar to those simulated in 
Finch and French (2008).  They describe 17% noninvariant loadings as low contamination and 
34% as high contamination.  The 43% of noninvariant items condition represents a more extreme 
situation.  In these conditions there is one item per subscale that is completely noninvariant, with 
simulated differences across all three group types.  Also in the 43% noninvariance conditions, no 
item is completely invariant across all three group types.  This can be seen in tables 4-6 and is 
described in the table notes. 
 Magnitude of noninvariance.  The testing procedure that accompanies the alignment 
optimization is not investigated by Asparohouv and Muthén (2014), thus there is much to be 
learned about how well it functions under various conditions of noninvariance.  In varying the 
magnitude of group differences, I could systematically investigate how large group differences 
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must be to be flagged as noninvariant by the procedure.  The simulated differences in loadings 
were: small = -.10, medium = -.25, and large = -.40.  For the thresholds the differences were: 
small = -.20, medium = -.50, and large = -.80.  As discussed above, the data generation model 
was executed in Mplus’s THETA parameterization, to match the estimation method of the 
alignment; therefore these differences are in probability units and akin to estimates from an IRT 
normal ogive model.  These differences were chosen because they are consistent with differences 
simulated in other measurement invariance/differential item functioning studies.  For example, 
using the normal ogive model, Stark, Chernyshenko, and Drasgow (2006) simulated differences 
as .40 and .15 in loadings and  .50 and .25 in thresholds as large and small respectively.  Because 
a primary focus of this study is to examine differences in results based on magnitude of item 
noninvariance, we have included three levels of noninvariance magnitude.    
 Table 7 includes the simulated values for one item in the small and large difference 
conditions as well as the corresponding probability.  The probabilities provide an accessible way 
of interpreting the magnitude of differences simulated and how they manifest in item responding.  
The table lists the invariant threshold of -.71 and for the difference simulated in the small 
conditions the noninvariant threshold becomes -.91, a difference in the threshold of .20.  This 
manifests as a very slight decrease in the probability of transitioning to the next category from 
.24 for the invariant groups to .18 for the noninvariant groups.  However, in the large magnitude 
conditions the change in probability is from .24 to .07, an arguably substantial decrease in the 
probability.  Another useful way to think of these probit units is to approximate the 
corresponding logit, as many studies on measurement invariance and DIF use a logistic link 
function in the factor model.  The approximate logit of the probit unit is obtained by multiplying 
the probit by 1.7.  In the logit metric the differences would correspond to .17, .43, and .68 for the 
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small, medium, and large loading differences and .34, .85, and 1.36 for the small, medium, and 
large threshold differences.  Again, these differences are consistent with those commonly 
simulated in DIF research, where differences tend range from .3 to .7 (Woods, 2009).  
Table 7. 
Simulated Threshold Values and Corresponding Probabilities for Item 10 in the Small 
Magnitude Conditions 
Invariant 
Threshold 
Corresponding 
Probability 
Noninvariant 
Threshold 
(SM) 
Corresponding 
Probability 
(SM) 
Noninvariant 
Threshold 
(LG) 
Corresponding 
Probability 
(LG) 
-0.71 .24 -.91 .18 -1.51 .07 
0.85 .80 .65 .75 0.05 .52 
1.89 .97 1.70 .96 1.09 .86 
 
 Type of noninvariance.  In one set of conditions there is noninvariance on the loadings, 
then in a separate set there is noninvariance on the thresholds.  This coincides with traditional 
tests for invariance in SEM, in that researchers typically investigate pattern/metric invariance 
(i.e., invariance of the loadings) first, before testing the thresholds to achieve scalar invariance.    
Further this simplifies the simulation considerably.  This type of simplification is often made in 
simulation studies of measurement invariance/DIF where either loading or threshold 
noninvariance is simulated (e.g., Cheung & Rensvold, 2002; French & Finch, 2008; Meade & 
Bauer, 2007). 
Output Analyses 
 The output analyses include two main sets: accuracy and precision of measurement 
model estimates and hit rate of the ad-hoc testing procedure.  These analyses were conducted on 
information compiled from secondary programs written in FORTRAN 90 by myself and a 
colleague, Erin Strauts.  Generally, the programs open the output files produced by Mplus and 
read the necessary information from the files to calculate various summary statistics (MSE, hit 
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rate, etc.)  The programs produce data files that were then opened in Excel.  The Pivot Tables 
feature in Excel was used to create the summary tables and graphs.  
 Measurement estimates analyses.  To understand how well the alignment estimates the 
group specific measurement models I included a variety of measures of accuracy and precision.  
First, I report the coverage of loadings, thresholds, factor means, and factor variances.  Coverage 
is the percentage of times the true value of the parameter was in the 95% confidence interval 
across the 500 replications (Muthén, 2002) and is reported by the Mplus software.  Coverage 
should be close to .95, coinciding with the 5% error rate of a 95% confidence interval.  To 
summarize the coverage across different types of parameters in the model, I calculated the 
coverage of each parameter type by averaging across the coverage of all of the specified 
parameters.  For example, table 8 reports the average coverage of loadings across conditions, 
these numbers represent the average coverage value of all the loadings across all groups from 
each condition, not for a specific item or group.  
 I also calculated the relative bias and mean square error (MSE) for different parameter 
types.  The relative bias is calculated in the same manner as Hoogland and Boomsma (1998), 
where the true value is subtracted from the estimated value and that difference is divided by the 
true value.  This puts the bias on a percentage metric, making it easier to compare across 
conditions where there are varying degrees of noninvariance.  Hoogland and Boomsma 
suggested that .05 or less is an acceptable level of relative bias.  The MSE captures the bias and 
variability of the estimates by summing the square of the bias and the variance of the estimate.  
As with the coverage values, I report the average relative bias and MSE for parameter type: 
loading, threshold, factor mean, and factor variance. 
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 Finally, in addition to investigating the relative bias and MSE of factor means and 
variances, I also examined the correlation between generated group means and estimated means 
across replications.  This information was included as a part of the alignment simulation output 
and was utilized in other simulations studies on the alignment (e.g., Muthén & Asparohouv, 
2013) as a crude measure of factor means recovery.  Though the correlation between true and 
estimated factor means does not reveal if there is bias, it does quantify how well the rank order 
of the group means was recovered.  
 Testing procedure.  The noninvariance testing procedure that accompanies the 
alignment produces hundreds of pages of output, even for a single replication.  Figure 3 shows an 
example of the output for a single item’s thresholds.  This information is provided for each item 
by parameter (intercept/threshold or loading).  The user is provided with pairwise tests for each 
pair of groups by parameter and a list of groups that are invariant for each parameter.  In the case 
of a simulation, this information is provided for each replication separately.   To calculate the 
percentage of times a group was classified as  invariant, Erin Strauts wrote a compilation 
program.  This program counts the number of times the group was listed as invariant and then 
divides by the number of replications.  This is repeated for each parameter in the model.  For 
example, in a simulation with 2 replications, if group 1 is listed as invariant for loading 1 in 
replication one, but not replication 2, the group was flagged as invariant 50% of the time.    From 
these compiled results, I calculated the hit rate, or the percentage of times the procedure listed a 
group as invariant for a parameter when it was, and did not list a group as invariant for a 
parameter when it was not.  
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Figure 3. Example Alignment Output 
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Chapter 4: Results 
Convergence Rates 
 Convergence was achieved for every replication, across all conditions.  However, some 
estimates, particularly group specific factor variances, were rarely too large, such that MPlus 
printed “*********”.  In such cases, I double checked the inputs for those groups and verified 
that there were no clerical errors. Instances where a particular group was excluded from the 
output analysis, for this reason, are reported as Notes in the corresponding tables.   
Group Specific Measurement Models 
 Coverage.  Tables 8-11 show the average coverage of the loadings, thresholds, factor 
means, and factor variances.  The coverage was averaged across applicable parameters and 
groups to get a summary value.  For example, when calculating the average coverage for the 
factor means, the first group was not included in the calculation of the average, because the 
factor mean is fixed to 1 and not estimated in that group.  The tables show that coverage is quite 
high (i.e., above .95) in the large majority of conditions.  This is not desirable and indicates that 
the standard errors are too large, resulting in a less than 5% Type I error rate.  Thus the method is 
quite conservative.  This was also found in Asparohouv and Muthén (2014) with the ML 
estimator.  However, in some extreme conditions the coverage of factor means and factor 
variances was below the nominal rate of .95.  This occurred for factor means when there were 3 
groups, 43% noninvariance, and large differences in the thresholds.  This also occurred for factor 
variances across all numbers of groups when there was large and medium noninvariance on 43% 
of the loadings.  
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Table 8. 
Average Coverage of Loadings by Number of Groups, Location of NI, Amount of NI, 
and Magnitude of NI 
Amount and 
Magnitude of 
Noninvariance 
3g 9g 15g Grand Total 
Location of Noninvariance: Loadings  
0.14 0.969 0.970 0.970 0.970 
LG 0.968 0.969 0.970 0.970 
MD 0.968 0.970 0.971 0.970 
SM 0.970 0.971 0.970 0.970 
0.29 0.966 0.969 0.969 0.968 
LG 0.962 0.969 0.968 0.967 
MD 0.966 0.969 0.968 0.968 
SM 0.969 0.970 0.971 0.970 
0.43 0.965 0.969 0.969 0.969 
LG 0.959 0.968 0.968 0.967 
MD 0.964 0.968 0.967 0.967 
SM 0.971 0.971 0.971 0.971 
Location of Noninvariance: Thresholds 
0.14 0.970 0.971 0.971 0.971 
LG 0.970 0.970 0.970 0.970 
MD 0.970 0.971 0.971 0.971 
SM 0.970 0.970 0.971 0.971 
0.29 0.971 0.971 0.972 0.971 
LG 0.971 0.972 0.972 0.972 
MD 0.971 0.971 0.971 0.971 
SM 0.971 0.971 0.972 0.971 
0.43 0.971 0.971 0.971 0.971 
LG 0.971 0.971 0.971 0.971 
MD 0.971 0.971 0.971 0.971 
SM 0.970 0.970 0.972 0.971 
Complete 
Invariance 
0.969 0.970 0.971 0.970 
Grand Total 0.968 0.970 0.970 0.970 
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Table 9. 
Average Coverage of Thresholds by Number of Groups, Location of NI, Amount of 
NI, and Magnitude of NI 
Amount and 
Magnitude of 
Noninvariance 
3g 9g 15g Grand Total 
Location of Noninvariance: Loadings 
0.14 0.962 0.963 0.960 0.961 
LG 0.963 0.963 0.961 0.962 
MD 0.962 0.963 0.961 0.961 
SM 0.962 0.963 0.959 0.961 
0.29 0.963 0.963 0.961 0.962 
LG 0.963 0.963 0.961 0.962 
MD 0.963 0.963 0.961 0.962 
SM 0.962 0.963 0.960 0.961 
0.43 0.962 0.963 0.961 0.962 
LG 0.963 0.964 0.961 0.962 
MD 0.963 0.963 0.961 0.962 
SM 0.962 0.963 0.960 0.961 
Location of Noninvariance: Thresholds 
0.14 0.963 0.963 0.960 0.962 
LG 0.964 0.964 0.960 0.962 
MD 0.963 0.963 0.961 0.962 
SM 0.962 0.963 0.960 0.961 
0.29 0.959 0.957 0.954 0.955 
LG 0.960 0.958 0.954 0.956 
MD 0.957 0.952 0.950 0.951 
SM 0.960 0.960 0.957 0.959 
0.43 0.948 0.955 0.949 0.951 
LG 0.934 0.953 0.949 0.949 
MD 0.949 0.950 0.944 0.946 
SM 0.960 0.961 0.955 0.957 
Complete 
Invariance 
0.961 0.962 0.959 0.961 
Grand Total 0.960 0.961 0.958 0.961 
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Table 10. 
Average Coverage* of Factor Means by Number of Groups, Location of NI, Amount 
of NI, and Magnitude of NI 
Amount and 
Magnitude of 
Noninvariance 
3g 9g 15g Grand Total 
Location of Noninvariance: Loadings 
0.14 0.981 0.972 0.966 0.969 
LG 0.983 0.973 0.968 0.971 
MD 0.981 0.971 0.966 0.969 
SM 0.981 0.971 0.964 0.968 
0.29 0.980 0.975 0.967 0.971 
LG 0.981 0.979 0.970 0.974 
MD 0.978 0.975 0.968 0.971 
SM 0.982 0.972 0.965 0.968 
0.43 0.962 0.959 0.948 0.953 
LG 0.950 0.950 0.937 0.943 
MD 0.961 0.959 0.947 0.952 
SM 0.976 0.968 0.960 0.964 
Location of Noninvariance: Thresholds 
0.14 0.981 0.972 0.967 0.970 
LG 0.980 0.971 0.966 0.969 
MD 0.981 0.972 0.967 0.970 
SM 0.982 0.972 0.968 0.970 
0.29 0.971 0.963 0.956 0.960 
LG 0.972 0.962 0.955 0.959 
MD 0.966 0.956 0.949 0.952 
SM 0.976 0.970 0.965 0.967 
0.43 0.952 0.964 0.952 0.956 
LG 0.924 0.959 0.950 0.951 
MD 0.956 0.957 0.943 0.949 
SM 0.977 0.975 0.963 0.968 
Complete 
Invariance 
0.982 0.971 0.964 0.968 
Grand Total 0.972 0.967 0.960 0.963 
Note.  Average coverage across all groups’ factor means was calculated without the first 
group because the factor mean was set to zero in the first group across all conditions and not 
estimated in the model 
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Table 11. 
Average Coverage* of Factor Variances by Number of Groups, Location of NI, 
Amount of NI, and Magnitude of NI 
Amount and 
Magnitude of 
Noninvariance 
3g 9g 15g Grand Total 
Location of Noninvariance: Loadings 
0.14 0.977 0.972 0.968 0.970 
LG 0.977 0.973 0.971 0.972 
MD 0.977 0.972 0.967 0.970 
SM 0.978 0.972 0.966 0.969 
0.29 0.977 0.975 0.971 0.973 
LG 0.977 0.977 0.976 0.976 
MD 0.976 0.975 0.971 0.973 
SM 0.978 0.972 0.968 0.970 
0.43 0.928 0.941 0.934 0.936 
LG 0.888 0.926 0.915 0.916 
MD 0.924 0.937 0.928 0.931 
SM 0.971 0.960 0.957 0.959 
Location of Noninvariance: Thresholds 
0.14 0.977 0.972 0.968 0.970 
LG 0.978 0.973 0.968 0.970 
MD 0.979 0.973 0.969 0.971 
SM 0.975 0.972 0.967 0.970 
0.29 0.978 0.972 0.970 0.971 
LG 0.979 0.973 0.970 0.972 
MD 0.979 0.972 0.970 0.971 
SM 0.977 0.972 0.969 0.971 
0.43 0.979 0.973 0.970 0.972 
LG 0.982 0.974 0.970 0.972 
MD 0.981 0.973 0.969 0.971 
SM 0.976 0.971 0.970 0.971 
Complete 
Invariance 
0.980 0.973 0.967 0.970 
Grand Total 0.970 0.968 0.964 0.966 
Note.  Average coverage across all groups’ factor variances was calculated without the first 
group because the factor variance was set to one in the first group across all conditions and 
not estimated in the model 
Note.  When calculating the average coverage across all groups’ factor variances information 
from two conditions was not included because the estimated factor variance was too large to 
be printed:  group 8 in the15g, 43%NI,LG magnitude, NI on the Loadings condition and 
group 12 in the 15g, 14%NI, LG, Thresholds condition 
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 True and estimated factor means.  Mplus provides the correlation between the true and 
estimated factor means.  A correlation of one occurs when the rank order of the groups was 
completely recovered by the alignment.  Though this does not provide any information about the 
bias in the estimation of the factor means, it does provide a weak test of factor mean recovery.  
Figure 4 shows the correlation between true and estimated factor means for each subscale by 
number of groups, percent of noninvariance, magnitude of noninvariance, and location of 
noninvariance.  As can be seen on this figure, true and estimated factor mean correlations are 
always greater than .90, with slightly lower values as the number of groups increases.  They are 
only lower than .98 when there is 29-43% noninvariance and the magnitude is large or medium.  
Further, the recovery of group rank order was more negatively impacted for the time 
management subscale than the intrinsic motivation subscale.  Thus, it is expected that in these 
extreme conditions there is also bias and variability in the estimates, which I present next. 
 
Figure 4.  True and Estimated Factor Mean Correlations 
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 Relative bias and M.S.E. summary.  Tables 12-15 are similarly structured to the 
coverage tables and include the relative bias and M.S.E. of loadings, thresholds, factor means, 
and factor variances.  In calculating the relative bias, the first group type was not included in the 
summary because the factor mean in group type 1 was set to zero.  This created a situation where 
the denominator of the relative bias equation was zero and the solution was undefined. Further, 
some groups’ information was excluded in calculating the average values for the factor 
variances, because the estimate of that group’s factor variance was printed as “*********” in 
Mplus.  When this occurred there is an explanatory note at the bottom of the table.  
 The relative bias and M.S.E. are small in most conditions for most parameters.  For 
loadings, there was increased relative bias (greater than .05) when 43% of the loadings were 
noninvariant and the magnitude was large.  This occurred across the 3, 9, and 15 groups 
conditions with a relative bias of approximately .06.  Still, relative bias was never greater than 
.10 for the loadings.  The results were similar for the thresholds, there was only increased 
relative bias when there was 43% noninvariance on the thresholds and the magnitude was large. 
 When considering the factor means and variances there was a greater effect of 
noninvariance with larger relative bias and MSE.  Generally, when there was 43% noninvariance 
that was medium or large in magnitude, relative bias was increased dramatically, greater than 
.10.  This was more severe when there was threshold noninvariance and a larger number of 
groups.  There are a few instances where the relative bias is extreme, above 1.0.  These values 
were primarily driven up by the incorrect estimation of a single group’s factor mean in the large 
magnitude conditions.  As an example, in the 15 groups, 14% large threshold noninvariance, one 
group (group 12) had an estimated factor mean of -77.5, which increased the average relative 
bias substantially.  This type of extreme bias also occurred in a few other 15-group conditions, 
61 
   
   
details of which are included in the notes at the bottom of the table.  This also occurred with the 
estimates of the factor variances.  However, in these cases, the values were so large that they 
were not printed by Mplus.  These instances are noted in the table.   
Table 12. 
Average Relative Bias and Mean Square Error of Loadings by Number of Groups, Location of NI, 
Amount of NI, and Magnitude of NI 
Amount and 
Magnitude of 
Noninvariance 
3g 9g 15g Grand Totals 
  
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Relative 
Bias  
MSE 
Location of Noninvariance: Loadings 
0.14 0.011 0.024 0.010 0.023 0.008 0.025 0.009 0.024 
LG 0.010 0.025 0.009 0.024 0.007 0.023 0.008 0.023 
MD 0.011 0.024 0.010 0.023 0.009 0.023 0.009 0.023 
SM 0.011 0.023 0.010 0.023 0.009 0.029 0.010 0.026 
0.29 0.012 0.026 0.009 0.024 0.007 0.023 0.008 0.024 
LG 0.011 0.028 0.006 0.025 0.004 0.024 0.006 0.025 
MD 0.012 0.025 0.010 0.024 0.008 0.023 0.009 0.023 
SM 0.012 0.024 0.010 0.023 0.008 0.022 0.009 0.023 
0.43 0.049 0.034 0.044 0.030 0.042 0.029 0.043 0.030 
LG 0.069 0.043 0.062 0.036 0.060 0.034 0.062 0.036 
MD 0.051 0.033 0.046 0.030 0.045 0.029 0.046 0.029 
SM 0.026 0.025 0.023 0.025 0.021 0.024 0.022 0.024 
Location of Noninvariance: Thresholds 
0.14 0.010 0.024 0.010 0.024 0.007 0.023 0.008 0.024 
LG 0.010 0.025 0.010 0.024 0.007 0.025 0.008 0.025 
MD 0.010 0.024 0.010 0.024 0.006 0.023 0.008 0.023 
SM 0.010 0.024 0.009 0.023 0.006 0.023 0.008 0.023 
0.29 0.011 0.024 0.009 0.024 0.007 0.023 0.008 0.024 
LG 0.010 0.025 0.010 0.025 0.007 0.024 0.008 0.024 
MD 0.011 0.024 0.010 0.024 0.007 0.023 0.008 0.023 
SM 0.010 0.024 0.009 0.023 0.007 0.023 0.008 0.023 
0.43 0.010 0.024 0.009 0.024 0.007 0.023 0.008 0.024 
LG 0.009 0.025 0.010 0.025 0.006 0.024 0.008 0.024 
MD 0.011 0.024 0.009 0.024 0.007 0.023 0.008 0.024 
SM 0.010 0.024 0.008 0.023 0.007 0.023 0.008 0.023 
Complete 
Invariance 
0.010 0.023 0.009 0.023 0.008 0.025 0.008 0.024 
Grand Totals 0.017 0.026 0.015 0.025 0.013 0.024 0.014 0.025 
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Table 13. 
        
Average Relative Bias and Mean Square Error of Thresholds by Number of Groups, Location of 
NI, Amount of NI, and Magnitude of NI 
Amount and 
Magnitude of 
Noninvariance 
3g 9g 15g Grand Totals 
 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Location of Noninvariance: Loadings 
0.14 0.011 0.039 0.011 0.035 0.012 0.034 0.012 0.035 
LG 0.011 0.038 0.011 0.035 0.012 0.033 0.012 0.034 
MD 0.011 0.039 0.011 0.035 0.012 0.034 0.012 0.035 
SM 0.011 0.039 0.011 0.035 0.012 0.036 0.012 0.036 
0.29 0.011 0.039 0.012 0.035 0.012 0.033 0.012 0.034 
LG 0.011 0.038 0.012 0.034 0.012 0.033 0.012 0.034 
MD 0.011 0.038 0.012 0.035 0.012 0.033 0.012 0.034 
SM 0.011 0.039 0.011 0.035 0.012 0.034 0.012 0.035 
0.43 0.011 0.039 0.011 0.035 0.012 0.034 0.011 0.035 
LG 0.010 0.039 0.011 0.034 0.011 0.035 0.011 0.035 
MD 0.011 0.039 0.011 0.035 0.012 0.033 0.012 0.034 
SM 0.011 0.039 0.011 0.035 0.012 0.034 0.012 0.035 
Location of Noninvariance: Thresholds 
0.14 0.009 0.046 0.010 0.047 0.010 0.051 0.010 0.049 
LG 0.007 0.055 0.007 0.060 0.007 0.072 0.007 0.066 
MD 0.009 0.042 0.011 0.045 0.012 0.043 0.012 0.044 
SM 0.010 0.040 0.010 0.036 0.011 0.037 0.010 0.037 
0.29 0.021 0.053 0.017 0.051 0.014 0.053 0.016 0.052 
LG 0.012 0.066 0.008 0.066 0.003 0.073 0.006 0.070 
MD 0.029 0.050 0.025 0.050 0.019 0.048 0.022 0.049 
SM 0.021 0.042 0.019 0.037 0.019 0.038 0.019 0.038 
0.43 0.024 0.064 0.018 0.061 0.015 0.067 0.017 0.064 
LG 0.077 0.091 0.067 0.092 0.060 0.107 0.064 0.100 
MD -0.015 0.058 -0.019 0.054 -0.023 0.054 -0.021 0.054 
SM 0.009 0.042 0.008 0.037 0.008 0.038 0.008 0.038 
Complete 
Invariance 
0.010 0.039 0.011 0.035 0.012 0.037 0.011 0.037 
Grand Totals 0.014 0.046 0.013 0.044 0.012 0.045 0.013 0.045 
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Table 14. 
        
Average Relative Bias and Mean Square Error of Factor Means* by Number of Groups, Location 
of NI, Amount of NI, and Magnitude of NI 
Amount and 
Magnitude of 
Noninvariance 
3g 9g 15g Grand Totals 
 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Location of Noninvariance: Loadings 
0.14 0.000 0.012 -0.013 0.010 -0.018 0.010 -0.014 0.010 
LG 0.003 0.013 -0.012 0.010 -0.016 0.010 -0.013 0.010 
MD 0.000 0.012 -0.014 0.010 -0.019 0.010 -0.015 0.010 
SM -0.002 0.011 -0.014 0.010 -0.019 0.010 -0.016 0.010 
0.29 0.002 0.014 -0.012 0.010 -0.015 0.010 -0.012 0.011 
LG 0.008 0.016 -0.007 0.011 -0.007 0.011 -0.005 0.012 
MD 0.000 0.014 -0.014 0.010 -0.018 0.010 -0.015 0.011 
SM -0.003 0.011 -0.015 0.010 -0.019 0.010 -0.016 0.010 
0.43 -0.048 0.016 -0.061 0.012 -0.531 0.013 -0.321 0.013 
LG -0.067 0.020 -0.082 0.015 -1.485a 0.016 -0.860 0.016 
MD -0.053 0.015 -0.065 0.012 -0.070 0.012 -0.066 0.012 
SM -0.023 0.012 -0.034 0.010 -0.038 0.010 -0.035 0.010 
Location of Noninvariance: Thresholds 
0.14 0.000 0.013 -0.013 0.011 -1.323 0.011 -0.739 0.011 
LG -0.007 0.013 -0.022 0.011 -3.949a 0.012 -2.202 0.012 
MD 0.001 0.013 -0.013 0.011 -0.013 0.010 -0.012 0.011 
SM 0.007 0.012 -0.005 0.010 -0.006 0.010 -0.004 0.010 
0.29 -0.022 0.020 -0.027 0.015 -0.010 0.014 -0.017 0.015 
LG -0.032 0.025 -0.035 0.017 -0.023 0.015 -0.028 0.017 
MD -0.027 0.022 -0.032 0.017 -0.017 0.016 -0.023 0.017 
SM -0.007 0.013 -0.013 0.011 0.011 0.011 0.001 0.011 
0.43 0.130 0.034 0.116 0.022 0.123 0.020 0.122 0.022 
LG 0.194 0.058 0.158 0.031 0.152 0.027 0.159 0.032 
MD 0.140 0.032 0.142 0.022 0.145 0.021 0.144 0.023 
SM 0.055 0.014 0.049 0.012 0.073 0.012 0.063 0.012 
Complete 
Invariance 
0.000 0.011 -0.011 0.010 -0.455b 0.011 -0.256 0.011 
Grand Totals 0.010 0.018 -0.002 0.013 -0.304 0.013 -0.168 0.013 
Note.  The first group type, with a mean 0 is not included in the calculation of the average relative bias and MSE. 
a These estimates were driven up by a single group’s estimated factor mean, group 12. 
b  This estimate was driven up by group 8, which had an extreme estimate   
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Table 15. 
        
Average Relative Bias and Mean Square Error of Factor Variances* by Number of Groups, 
Location of NI, Amount of NI, and Magnitude of NI 
Amount and 
Magnitude of 
Noninvariance 
3g 9g 15g Grand Totals 
 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Relative 
Bias 
MSE 
Location of Noninvariance: Loadings 
0.14 0.015 0.065 0.014 0.052 0.017 0.048 0.016 0.050 
LG 0.020 0.074 0.018 0.057 0.020 0.051 0.019 0.055 
MD 0.014 0.064 0.013 0.051 0.015 0.047 0.014 0.049 
SM 0.010 0.057 0.011 0.047 0.015 0.046 0.013 0.047 
0.29 0.022 0.094 0.020 0.062 0.023 0.056 0.022 0.061 
LG 0.038 0.133 0.031 0.078 0.034 0.070 0.033 0.078 
MD 0.019 0.088 0.017 0.059 0.018 0.054 0.018 0.058 
SM 0.009 0.060 0.012 0.048 0.016 0.045 0.014 0.048 
0.43 -0.072 0.103 -0.051 0.064 -0.046 0.057 -0.050 0.064 
LG -0.103 0.155 -0.079 0.085 -0.075 0.075 -0.079 0.085 
MD -0.083 0.096 -0.058 0.062 -0.053 0.055 -0.057 0.061 
SM -0.031 0.059 -0.017 0.046 -0.011 0.043 -0.015 0.045 
Location of Noninvariance: Thresholds 
0.14 0.013 0.056 0.012 0.047 0.018 0.044 0.016 0.046 
LG 0.013 0.057 0.012 0.048 0.018 0.046 0.016 0.047 
MD 0.013 0.057 0.012 0.047 0.018 0.044 0.016 0.046 
SM 0.013 0.056 0.013 0.047 0.018 0.043 0.016 0.045 
0.29 0.012 0.056 0.013 0.047 0.018 0.044 0.016 0.046 
LG 0.014 0.057 0.013 0.048 0.019 0.045 0.016 0.047 
MD 0.011 0.056 0.013 0.047 0.017 0.044 0.015 0.046 
SM 0.011 0.054 0.014 0.047 0.016 0.043 0.015 0.045 
0.43 0.014 0.057 0.014 0.048 0.018 0.044 0.016 0.047 
LG 0.017 0.060 0.013 0.049 0.020 0.046 0.017 0.048 
MD 0.012 0.056 0.014 0.047 0.018 0.045 0.016 0.046 
SM 0.012 0.055 0.015 0.047 0.017 0.043 0.016 0.046 
Complete 
Invariance 
0.013 0.055 0.014 0.046 0.017 0.044 0.015 0.045 
Grand Totals 0.001 0.071 0.004 0.053 0.008 0.049 0.006 0.052 
Note.  The first group’s factor variance was fixed to one in each condition, that group is not included in the 
calculations. Information from the 15g set was excluded due to extreme values: group 8 in the 43% NI, LG, Loadings, 
group 12 in the 14% NI, LG, Thresholds, group 13 in the 14% NI, SM, Loadings, and group 8 from the 0% NI 
condition. 
 
 Relative bias and M.S.E. detailed.  The summary tables provide a way to identify what 
conditions are the most problematic.  But, because these tables average across groups, items, and 
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both factors in the model, it is not clear if a certain group, item, or factor is more problematic.  In 
the following section, I report a more detailed analysis for the extreme conditions.  This provided 
an avenue for identifying potential causes of estimation issues across the conditions. 
 Figure 5 shows the MSE and relative bias for the loadings and thresholds for the first 
three groups for a few select items.  These graphs only include output from the 29% and 43% 
noninvariance conditions, where the magnitude was large, and the noninvariance was located on 
those parameters, as these were the conditions that showed increased bias from the summary 
tables.  For example, in the following figure showing the MSE and relative bias in the loadings, 
the bars represent the average MSE and relative bias across all the estimates from 29 and 43% 
large loading noninvariance for the first three groups for three items: Y10, Y3, and Y5.  Of these 
three items, Y10 and Y3 are noninvariant in group two, Y5, however, in the 43% noninvariance 
condition is completely noninvariant (i.e., different across all three group types), this is marked 
with a star in the figure.  The MSE and relative bias for all of the thresholds and loadings from 
these extreme conditions are included in Appendix C. 
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Figure 5.  MSE and Relative Bias of Select Items.  MSE for Y5$1 in group 3 was 4.0, but the 
scale of the graph was restricted so the differences could be seen across the other parameters. 
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 The detailed item parameter figures showed that some parameters in some groups were 
better estimated than others.  Item 10, for example, has consistently less bias and MSE than the 
other items for the loadings and the thresholds.  Relative bias and MSE were quite low on 
average; however in these extreme conditions, some individual parameters were severely 
misestimated.  
 Figure 6 shows the MSE (top) and relative bias (bottom) of the factor means in more 
detail for the conditions where there were 29% and 43% noninvariant items of a medium or large 
magnitude on the loadings or thresholds.  This figure shows that the average of the MSE and 
relative bias were driven up considerably by the bias in the estimate of the time management 
factor mean for group 2.  The primary difference between groups 2 and 3 is the factor means and 
variances (group type 2, α = .3, ψ = 1.5, group type 3, α = 1, ψ = 1.2).   Again, the bias and MSE 
are higher when the noninvariance was located on the thresholds, with only negligible values of 
relative bias and MSE when the noninvariance was on the loadings.  
  
68 
   
   
 
Figure 6.  MSE and Relative Bias of Factor Means in Select Conditions. 
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 Noninvariance testing procedure.  First I considered what percentage of the time, 
across replications, the procedure listed groups as invariant when they were  simulated as 
invariant.  To create a summary of this I considered items Y7 and Y14, which had invariant 
thresholds and loadings across all conditions for group types 1 and 2 (see table x for pattern of 
noninvariance).  Groups 1 and 2 were found invariant across replications for items Y7 and Y14 
at least 99% of the time, regardless of which condition or parameter (loading or threshold).  
Thus, the procedure does not have a substanial error rate when detecting invariance of invariant 
parameters.  This error rate is not surprising given the stringent .001 alpha value used in the 
algorythm.   In considering the accurate detection of noninvariant parameters, I plotted the hit 
rate of the testing procedure in Figure 7 for a select group of items.  These graphs show the 
percentage of times the loadings (top) and thresholds (bottom) were identifed as noninvariant by 
the procedure.  The x-axis shows the parameter and then group type.  The bars represent the 
magnitude and percentage of noninvariance.  The parameters with the blue star indicate that the 
parameter was simulated as noninvariant in that group, across all conditions.   
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Figure 7.  Percentage of Replications Parameter was Flagged as Noninvariant. 
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 As can be seen in the top graph in Figure 7, which displays the percentage of times 
noninvariant loadings were declared noninvariant by the procedure, the testing is extremely 
conservative.  Even with larger magnitude of differences, the loading was deemed as invariant.  I 
averaged these results across the number of groups conditions because the results were similar if 
there were 3, 9, or 15 groups.  The procedure seemed to perform the best with item 10, flagging 
the large noninvariant loadings difference approximately 65% of the time.  The lower graph in 
Figure 7 shows the results averaged across the three thresholds and number of groups.  The 
results for the thresholds are more favorable, with the procedure flagging the noninvariant 
thresholds in the large conditions a majority of the time.  Of the items plotted in these graphs, the 
procedure performs best with item 10.  In general, the procedure performs better for some items 
than for others; appendix D includes the hit rate for all thresholds by group type for all items in 
the 29 and 43% large magnitude threshold noninvariance conditions.  
 Another indicator of noninvariance that the procedure provides is the R² for each item.  A 
completely invariant item should have an R² value close to 1, which means that all the variance 
in the item parameter is explained by underlying group mean differences.  Thus, once the item 
parameters have been aligned, the groups will be comparable.  A noninvariant item should have 
a value close to zero.  Figure 8 displays the R² values for a subset of items in the 3 groups, 23 
and 43% noninvariant thresholds, when the magnitude was medium or large.  The R² across the 
conditions for all three thresholds is averaged in the figure, representing an overall R² for the 
thresholds for that item.  Items 7 and 14 are indicated on the graph because they are completely 
invariant in all of the 29% conditions, but not the 43% conditions.  Thus, in the 29% conditions 
we would expect and R² to be very close to one, but lower in the 43% conditions.  The rest of the 
items shown are noninvariant in at least one group in all of the conditions. 
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Figure 8.  R² Values for a Subset of Items 
 
 The graph shows that the most severely noninvariant item, 5, does have lower R² values, 
however, item 10, has the lowest.  The R² did show some sensitivity to item 7 being noninvariant 
in the 43% conditions, but not the 29%, as the R² is lower in the 43% conditions.  However, this 
same pattern is not reflected with item 14.  As with other estimates in the model, such as the 
factor means and noninvariance detection, the accuracy of the R² varies quite a bit depending on 
the item. 
 Investigating item characteristic differences.  The summary tables of relative bias and 
MSE give some indication that, overall, the loadings and thresholds are generally estimated with 
little bias and variability across replications.  However, in looking at individual items, it is 
apparent that there is variability in the MSE, relative bias, noninvariance testing performance, 
and R² across different parameters.  Item 10, for example, clearly has the lowest bias and MSE, 
with the MSE being much larger for the other items, double if not triple.  So, even though, 
overall, the bias and MSE are low, for individual parameters, some of the estimates fluctuate, 
which could be causing problems with the testing procedure.  Another consideration is the 
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differences in item characteristics.  Figure 9 and Figure 10 show the item characteristic curves 
for each item.  As can be seen, some items cover the range of the latent factor better than others, 
and those items also seem to be better estimated and flagged as noninvariant by the testing 
procedure.  Perhaps the difference in the R² values for items 7 and 14 is related to the mean 
structure of the items.  Another example of this is item 10, which is one of the least extreme in its 
mean structure; an artifact of the general tendency of people to rate noncognitive scales 
favorably.  Relatedly, in the real data, there were more responses in the first and second category 
for item 10 in comparison to other items, thus more information to estimate the thresholds 
parameters.  For comparison purposes, the starting values for the thresholds of these items are 
also shown in Table 16.   
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Figure 9.  Item Characteristic Curves for TM. 
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Figure 10.  Item Characteristic Curves for IM. 
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Table 16. 
Starting Values for Items 3, 5 
and 10 
Subscale Parameter Value 
TM Y3$1 -2.796 
TM Y3$2 -1.141 
TM Y3$3 0.432 
TM Y5$1 -3.284 
TM Y5$2 -2.066 
TM Y5$3 -0.597 
TM Y7$1 -2.939 
IM Y10$1 -0.706 
IM Y10$2 0.85 
IM Y10$3 1.892 
 
 Further investigation of the testing procedure.  In considering the performance of the 
testing procedure numerous questions arise.  Is the lack of detection due to bias, such that the 
parameters are misestimated and the differences are not uncovered?  Or, are the parameters 
appropriately estimated, but the procedure has such a stringent alpha level, such that even larger 
differences are not found significant?   There are two points in the algorithm where an error 
could occur: the pairwise comparisons used to create the invariance set of groups for a given 
parameter and the comparison of individual parameters to the average of the invariance set.  
Again, I took a closer look at a few items from the 3 groups, 43% nonivariant thresholds 
condition, where the magnitude of the differences was large.  I chose this condition to investigate 
more thoroughly because the procedure performed favorably for item 10, but not for the other 
items.  Table 17 shows the simulated estimated and simulated invariance set, the simple average 
of all three groups, the average of the pairwise comparison differences between noninvariant 
parameters, their average p-value, and the R² value for the same three items discussed above. 
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Table 17. 
Estimated and True Invariant Sets Averages and Pairwise Difference Averages 
Parameter 
Estimated 
Invariant 
Average 
Simulated 
Invariant 
Set 
Average 
Simple 
Average 
of all 
Groups 
Estimated 
Average 
Noninvariant 
Difference a 
Pairwise 
Difference 
p-value 
R² 
Item 
3 
Threshold 1 -3.046 -2.796 -3.063 0.521 0.379 0.690 
Threshold 2 -1.358 -1.141 -1.407 0.518 0.295 0.723 
Threshold 3 0.252 0.432 0.165 0.525 0.287 0.731 
Item 
5 
Threshold 1 -3.377 NA -3.284 1.201 0.140 0.551 
Threshold 2 -1.955 NA -2.066 1.129 0.074 0.560 
Threshold 3 -0.113 NA -0.060 1.117 0.056 0.564 
Item 
10 
Threshold 1 0.685 -0.706 -0.973 0.832 0.011 0.316 
Threshold 2 -0.894 0.850 0.583 0.845 0.011 0.294 
Threshold 3 -1.924 1.892 1.625 0.848 0.018 0.292 
a These averages are for conditions where the simulated difference was .80 
 
 Table 17 shows that the issue lies in the creation of the invariance set.  Again, there is a 
contrast between item 10 and the other items.  It is only for item 10 that the invariant set is closer 
to the simulated values, whereas for items 1 and 5, it is closer to the simple average of all three 
groups, even though there are noninvariant groups that should have been rejected from the 
invariance set.  In the case of item 3, the pairwise differences were underestimated (less than .80, 
which was the true value), whereas for item 5 they are overestimated.  However, for both items, 
the pairwise differences are non-significant.  Only item 10 has accurate pairwise differences and 
p-values.  Further, it does seem that the R² value is sensitive to noninvariance, but like the other 
indicators of noninvariance, sensitive to the misestimation that occurs in extreme conditions.  In 
the table it would be desirable if all of the R² values were low, with 5 being the lowest, as it is 
noninvariant across all three groups. 
 From Table 17, it seems that the cause of the inability for the testing procedure to detect 
noninvariance was a result of the creation of the invariance set of groups.  The inclusion of 
noninvariant groups into the invariance set seems to be from both the misestimation of group 
differences and power to detect differences between groups.  To further explore the issue of 
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power, I plotted the estimated pairwise differences and their associated p-value for the same 
three items, 3, 5 and 10, for the second thresholds, from the 3-group, 43% large threshold 
noninvariance condition (Figure 11).  The first row of plots shows the full range of differences 
and their associated p-values, while the second row shows a zoomed-in plot of differences for 
which the p-values were under the typical alpha of .05.  These plots show the p-value that 
resulted from the pairwise test of differences between item parameters.  If this p-value was less 
than .001, the group’s item parameter was calculated as a part of the invariance set.   
 In line with the other results, there is more dispersion of estimated group differences for 
items 3 and 5, compared to item 10.  Again, item 10 had less bias and variability in estimation.  
The plots also show that even large differences in thresholds, greater than .80, were routinely 
found nonsignificant, per the .001 criterion.  From these graphs it seems that the group 
differences need to be greater than 1.0 to routinely be significant at the .01 level, with even more 
extreme differences at the .001.  A less conservative alpha value may be necessary to flag 
substantial differences in item parameters.  Based on these graphs, even an alpha value of .05, 
which does not correct for the number of comparisons, would increase the accuracy of the 
procedure without flagging trivial amounts of noninvariance. 
 
  
 
7
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Figure 11.  P-values by Pairwise Differences for Select Conditions. 
 
Chapter 5: Discussion 
 The alignment method is a new method that has the potential to solve a complicated 
applied problem: comparing many groups on scales that have polytomous items.  When 
comparing groups one must assume that the measurement of the construct is stable across groups 
so that differences in measurement are not confounded with differences in the construct.  
Traditional measurement invariance testing (i.e., DIF detection) methods can accommodate a 
few groups with these types of items, but become problematic when there are many groups.  The 
alignment method addresses these problems by estimating the multiple-group factor models 
simultaneously and testing for noninvariance in an automated fashion.  Thus, understanding how 
well the method performs under various conditions is critical for implementing it in practice. 
 The alignment is a very new method, with a new set of assumptions to understand and 
test.  Of primary concern is the assumption of minimal measurement noninvariance.  
Asparohouv and Muthén (2013a) state that the component loss function used in the estimation of 
the group specific measurement models works well when there are many approximately invariant 
parameters and a few substantially noninvariant parameters.  Naturally this leads the researcher 
to ask, “How much noninvariance is too much?”   
 The question of how much noninvariance is too much is not a new one, as many have 
posed these questions in regards to more traditional measurement invariance testing methods.  
Generally this question remains unanswered, and even more so for the alignment, which uses a 
different function, base model, and methodology completely.  Muthén and Asparohouv (2014) 
have suggested that less than 25% of items should be noninvariant for the alignment to yield 
trustworthy results.  This study was designed in particular to further explore that type of 
recommendation and investigate how extreme the conditions must be before problems arise.  I 
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varied the number of noninvariant items, the magnitude of the differences between groups, and 
the location of the noninvariance. Through this combination of factors I provide initial 
recommendations about how much noninvariance is too much when items are polytomous. 
Measurement Model Estimates 
 Overall the method was excellent at recovering the true parameters and produced 
estimates with little bias.  Figure 12 shows the conditions of the study and an X indicates 
conditions where substantial decreases in coverage were observed, as well as increased bias.  In 
this study, the method uniformly performed well when the magnitude of noninvariance was 
small, even if 43% of the items were noninvariant.  So in considering the assumption of a 
majority of approximately invariant parameters, it seems that the differences simulated in the 
small conditions (loadings = -.10, thresholds = -.20) possess that property.  Across all of the 
different estimates there were generally only substantial issues in conditions with 29-43% 
noninvariance of a medium or large magnitude, and this occurred if the noninvariance was on the 
loadings or the thresholds.  Thus, it seems reasonable that the recommendation made by Muthén 
and Asparohouv (2014) suggesting fewer than 25% noninvariant items can be extended for 
polytomous data.  However, it is important to note that this is in regards to the measurement 
model estimates, not the testing procedure.  So, if researchers know the true number of 
noninvariant parameters, and those are less than 25% of items, the estimated loadings, 
thresholds, factor means, and factor variances are typically recovered well and with little bias. 
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Figure 12. Overall Summary of Conditions. 
 
 The items experienced low coverage and increased bias when the noninvariance was on 
that parameter type.  For example, when there was loading noninvariance, the estimation of the 
loadings exhibited increased bias and MSE.  However, even in extreme cases of loading and 
threshold noninvariance the relative bias in associated parameters was relatively small, less than 
.10.  Increases in noninvariance did cause higher bias and variability in the estimates, though it 
appears minor when averaged across all items.  When looking at a few items and groups in 
depth, I observed variability in estimation across items and groups, observing that some items are 
better estimated than others and in certain groups.  Through an investigation of the ICCs for each 
item, it seems that items with more coverage across the latent factor are better estimated. As in 
other methods, extremely negative thresholds may cause problems for the alignment.  Item 
estimation issues seem to carry over into the testing procedure, causing a lack of power to detect 
substantial noninvariance.   
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 Another notable finding about the item parameters was that groups with larger factor 
variances exhibited higher MSE in measurement model estimates.  In looking through all item 
bias and MSE higher values were routinely observed in the 3rd group, which has the largest 
factor variance.  The simulated factor means and variances were the same as Asparohouv and 
Muthén (2014).  However, in their paper they only report estimates from group 2, which had a 
lower factor variance.  Thus, it is not clear if they saw the same effect of group factor variance 
on item parameters.   
 In regards to factor means and variances, threshold noninvariance had the most 
substantial impact, which is consistent with other findings (Steinmetz, 2013).  Medium and large 
threshold noninvariance on 29-43% of the items caused decreased true and estimated factor 
mean correlations as well as increased bias in factor means and variances.  Occasionally the bias 
was extreme, with nonsense values returned for factor means and factor variances in some 
groups.  This only occurred in the 15-group conditions.  Perhaps large levels of noninvariance 
interact with number of groups, causing issues of estimation for a few groups in the model.  If a 
researcher is using the alignment primarily to compare factor means, I would recommend 
ensuring very limited amounts of threshold noninvariance.  There were also estimation issues in 
the complete invariance condition when there were 15 groups, the cause of this is unknown.  
Again, larger levels of bias were observed primarily in the large magnitude threshold conditions. 
Noninvariance Testing Procedure 
 Overall, the noninvariance testing procedure was too conservative, flagging noninvariant 
items as invariant a majority of the time, across all conditions.  The procedure did not routinely 
flag noninvariant items in the medium or small conditions and worked better for the thresholds 
than for the loadings.  For the loadings, noninvariant items were found, at best, 65% of the time, 
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when the magnitude was large, whereas noninvariant thresholds were found 95% of the time for 
some items.  Upon further investigation the method appeared to perform better for items that 
were the least skewed and had lower MSE.  For example, item 10 exhibited the greatest coverage 
across the latent variable (see Figure 10), and was also found noninvariant the appropriate 
amount of times.  It appears that there is an interaction between the ability of the procedure to 
estimate the parameter when noninvariance is extreme and the distribution of item responses 
across the categories, such that if a parameter is poorly estimated due to noninvariance and has 
skewed thresholds, the procedure cannot detect noninvariance.  Further, in the most extreme 
case, when an item was noninvariant across all groups, the procedure tended to only flag that the 
parameter was noninvariant in one of the group types. 
 To better understand where in the procedure issues arise, I further analyzed the creation 
of the invariance set and the testing of parameters against that invariance set average.  From 
these analyses I concluded that the issue is primarily occurring when the invariance set is 
created, such that noninvariant parameters are included when they should be excluded.  The 
inclusion of a parameter in the invariance set is determined by a significance test with an alpha 
value of .001.  This appears too conservative, as even large differences were approximately 
estimated, but not significant at the .001 level.  The p-value curves in Figure 11 show that 
increasing the alpha value will improve the type II error rate substantially.  When noninvariant 
groups are included in the invariance set, the invariant group average is biased, which trickles 
into the final decision of noninvariance for a given parameter. 
 Another facet to consider in the noninvariance testing procedure is the suggested effect 
size measure of noninvariance, R².  This effect size showed the same pattern of working better 
for some items than for others.  More research needs to be done in the area of the procedure.  
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From the results of this study, it would appear that any values below .90 should be suspect, as 
even large magnitudes of noninvariance sometimes had higher R² values.   
Limitations and Future Research 
 This study has a number of limitations that could be addressed in future research.  First, 
the use of real data has several important implications.  The starting values used in this 
simulation come from a real large scale noncognitive assessment.  Though this adds realism to 
the simulation, the item specifications were inadvertently manipulated.  This made it difficult to 
tease apart sources of error in the alignment.  Future research could include a more simple 
noninvariance and item specification structure, where item differences are manipulated 
systematically.  These data also restrict the findings to response patterns similar to those seen in 
noncognitive assessments, where people tend to underutilize the lower categories.  Thus, these 
results may not generalize to items from cognitive tests, which may have a different response 
pattern.  Future research addressing different item types and response patterns is warranted. 
 In this study I simulated a relatively small number of groups: 3, 9, and 15.  The primary 
reason for this was a lack of computing power.  With the resources available to me at the time, 
conditions with 30 groups took approximately 10 minutes for one replication.  I did not find 
substantial differences in results between 3, 9, and 15 groups, but found some evidence of 
estimation issues in the 15-group conditions that were not observed in the other conditions.  
Thus, it is unclear how an increased number of groups influence the results of the alignment.  
Further, because the group sample size was constant across groups, it is unclear how group 
sample size and the number of group interact to influence results.  This is an important area for 
future research.   
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 Another area for future research is in further investigating the noninvariance testing 
procedure.  First, I did not manipulate sample size in this study.  There is a clear lack of power in 
the procedure and it would be interesting to see if the hit rate is increased when the sample size is 
greater than 500.  It is unclear, from this study, what the sample size is needed to get the nominal 
hit rate across all items.  A simulation focused on this aspect of the procedure is necessary.  
Further, it is unclear how the procedure works with continuous or binary items.  A comparison is 
needed to provide further recommendations for the applied researcher.  The results here may not 
generalize to other types of items.     
Implications for Practice 
 As with any new method, best practices need to be established.  Though powerful, the 
automated nature of the procedure creates vulnerability for misuse.  In scrolling through the 
hundreds of pages of output produced by a single alignment run, one is likely to ask themselves, 
“What do I do with all this information?”  Muthén and Asparohouv (2014) suggest conducting a 
simulation study with real data starting values to evaluate the validity of alignment results.  
However, for the applied researcher this may not be feasible.  Applied researchers need other 
recommendations for how to interpret the output and evaluate the validity of the results.  This is 
particularly important because as noninvariance increases estimation quality decreases, which 
causes problems in identifying noninvariant items.  There seems to be a bit of a catch-22 with the 
procedure, in that if more noninvariance occurs, it becomes harder to detect.  This issue is not 
specific to alignment, as the same problem has been noted in other simulation studies with the 
multiple group method (French & Finch, 2006)  The procedure’s inability to detect 
noninvariance seems to be exacerbated when items are skewed in their mean structure, with 
sparse data in some response categories.  For researchers who want to use the alignment method 
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a simple set of recommendations and criteria needs to be established.  As with any statistical 
method, diagnostics should be considered before results are used to make claims about the data.  
Given the limitations discussed above I can offer preliminary recommendations that can continue 
to be evaluated as more research is completed:   
1. Researchers need to consider the psychometric properties of their instrument.  The 
alignment appears to work better when item responses are equally distributed across the 
latent trait, which is less common in noncognitive measurement, as raters tend to utilize 
the favorable end of the scale.  Mplus provides response category frequencies and ICCs, 
researchers should use this information to examine lack of coverage and sparse data in 
certain categories. 
2. When the alignment completes the model results are listed, then the noninvariance 
testing.  However, researchers should investigate the noninvariance testing output first, as 
this is the information provided by the program that allows for researchers to evaluate the 
validity of the alignment model results.   
3. Researchers should evaluate the R² values for each item, but with caution.  Items with a 
value below .90 are worth further investigation of pairwise differences. 
4. They should investigate the estimated pairwise group differences for each parameter and 
identify differences that are medium or large in magnitude, as they cause bias in factor 
means and variances.  They should use caution if more than 25% of the items have 
medium or large differences. 
5. Because of the conservative nature of the procedure, researchers should not completely 
rely on the decision printed in the output, but use it in conjunction with the other 
diagnostic information provided, as is the case with all statistical methods.  Generally, if 
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the R² and pairwise differences suggest noninvariance and the item has a skewed 
response pattern, researchers should interpret the significance test with caution. 
6. Researchers may not need to worry about smaller differences, of the magnitude simulated 
in the small magnitudes conditions.  In these conditions there was great coverage and 
little to no bias.  
7. Researchers should use factor variance information with caution, as some estimation 
issues could occur with larger number of groups, even when there is complete invariance. 
 There are numerous features that could be added to the software to make following these 
recommendations easier.  First, the invariance testing procedure output would be easier to digest 
if it were outputted as a dataset.  I had to create a Fortran program to do this, which is not easy 
for an applied researcher.  However, with the results in data format, one can plot differences and 
easily pick out trends.  Using the combination of the noninvariance decision, R², and estimated 
pairwise differences researchers have adequate diagnostic information for the model results.  
Second, the less conservative alpha value for the pairwise tests that create the invariance set 
should be reconsidered.  Perhaps this is only necessary with more complicated models, such as 
many polytomous items, but from the current simulation it seems too conservative. 
 This simulation study shows that the alignment is a powerful tool for estimating 
measurement models across many groups.  The method performs well with small and medium 
levels of noninvariance, allowing for group comparisons across many groups with polytomous 
items.  It appears that the method will have applicability in a large number of situations where 
researchers have likert type or partial credit items across numerous groups, making comparisons 
possible that were previously not so.   
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Appendix A 
Example Inputs 
3 Groups, 14% NI, Small Magnitude, on the Loadings 
MONTECARLO: 
        NAMES = y1-y14; 
        GENERATE= y1-y14 (3); 
        !setting scale of variables; 
        CATEGORICAL = y1-y14; 
        !making categorical; 
        NOBSERVATIONS = 3(500); 
        NGROUPS = 3; 
       NREPS = 500; 
 
 
    ANALYSIS: 
        TYPE =MIXTURE; 
        ESTIMATOR = MLR; 
        alignment = fixed; 
        ALGORITHM=INTEGRATION; 
        processors=8; 
 
   MODEL POPULATION: 
 
 
          %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
 
            
 
        %G#1% 
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          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
     
    TM by Y1*1.009; 
    IM by Y8*1.615; 
    !noninvariance for one item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
     
    TM by Y3*1.187; 
    IM by Y10*.853; 
     
    !noninvariance for one item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     
     TM by Y5*.906; 
     IM by Y12*1.153; 
     !noninvariance for one item on each scale; 
     
     
 
    
     
  model: 
 
           %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
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          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
   %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
     
    TM by Y1*1.009; 
    IM by Y8*1.615; 
    !noninvariance for one item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
     
    TM by Y3*1.187; 
    IM by Y10*.853; 
     
    !noninvariance for one item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     
     TM by Y5*.906; 
     IM by Y12*1.153; 
     !noninvariance for one item on each scale; 
     
     
 
  output: align;  
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3 Groups, 29% NI, Small Magnitude, on the Loadings 
MONTECARLO: 
        NAMES = y1-y14; 
        GENERATE= y1-y14 (3); 
        !setting scale of variables; 
        CATEGORICAL = y1-y14; 
        !making categorical; 
        NOBSERVATIONS = 3(500); 
        NGROUPS = 3; 
       NREPS = 500; 
 
 
    ANALYSIS: 
        TYPE =MIXTURE; 
        ESTIMATOR = MLR; 
        alignment = fixed; 
        ALGORITHM=INTEGRATION; 
        processors=8; 
 
   MODEL POPULATION: 
 
 
          %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
 
            
 
        %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
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            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
     
    TM by Y1*1.009; 
    TM by Y2*.85; 
    IM by Y8*1.615; 
    IM by Y9*1.291; 
 
    !noninvariance for one item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
     
      TM by Y3*1.187; 
     TM by Y4*.91; 
    IM by Y10*.853; 
    IM by Y11*.797; 
    !noninvariance for one item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     
     TM by Y5*.906; 
     TM by Y6*-.436; 
     IM by Y12*1.153; 
     IM by Y13*1.181; 
     !noninvariance for one item on each scale; 
     
     
 
          
  model: 
           %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
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          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
 
            
 
        %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
     
    TM by Y1*1.009; 
    TM by Y2*.85; 
    IM by Y8*1.615; 
    IM by Y9*1.291; 
    !noninvariance for one item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
     
      TM by Y3*1.187; 
     TM by Y4*.91; 
    IM by Y10*.853; 
    IM by Y11*.797; 
    !noninvariance for one item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     
102 
 
 
     TM by Y5*.906; 
     TM by Y6*-.436; 
     IM by Y12*1.153; 
     IM by Y13*1.181; 
     !noninvariance for one item on each scale; 
     
     
 
  output: align; 
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3 Groups, 14% NI, Small Magnitude, on the Thresholds  
 MONTECARLO: 
        NAMES = y1-y14; 
        GENERATE= y1-y14 (3); 
        !setting scale of variables; 
        CATEGORICAL = y1-y14; 
        !making categorical; 
        NOBSERVATIONS = 3(500); 
        NGROUPS = 3; 
       NREPS = 500; 
 
 
    ANALYSIS: 
        TYPE =MIXTURE; 
        ESTIMATOR = MLR; 
        alignment = fixed; 
        ALGORITHM=INTEGRATION; 
        processors=8; 
 
   MODEL POPULATION: 
 
 
          %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
 
            
 
        %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
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            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
     
    [Y1$1*-3.817 Y1$2*-2.353 Y1$3*-.741]; 
    [Y8$1*-3.352 Y8$2*-.968 Y8$3*.838]; 
    !noninvariance for one item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
     
    [Y3$1*-2.996 Y3$2*-1.341 Y3$3*.232]; 
    [Y10$1*-.906 Y10$2*.65 Y10$3*1.692]; 
     
    !noninvariance for one item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     [Y5$1*-3.484 Y5$2*-2.266 Y5$3*-.797]; 
     [Y12$1*-3.225 Y12$2*-1.196 Y12$3*.631]; 
     
     !noninvariance for one item on each scale; 
     
     
 
    
     
  model: 
 
           %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
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                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
    %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
     
    [Y1$1*-3.817 Y1$2*-2.353 Y1$3*-.741]; 
    [Y8$1*-3.352 Y8$2*-.968 Y8$3*.838]; 
    !noninvariance for one item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
     
    [Y3$1*-2.996 Y3$2*-1.341 Y3$3*.232]; 
    [Y10$1*-.906 Y10$2*.65 Y10$3*1.692]; 
     
    !noninvariance for one item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     [Y5$1*-3.484 Y5$2*-2.266 Y5$3*-.797]; 
     [Y12$1*-3.225 Y12$2*-1.196 Y12$3*.631]; 
     
     !noninvariance for one item on each scale; 
     
     
 
  output: align; 
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3 Groups, 29% NI, Small Magnitude, on the Thresholds 
MONTECARLO: 
        NAMES = y1-y14; 
        GENERATE= y1-y14 (3); 
        !setting scale of variables; 
        CATEGORICAL = y1-y14; 
        !making categorical; 
        NOBSERVATIONS = 3(500); 
        NGROUPS = 3; 
       NREPS = 500; 
 
 
    ANALYSIS: 
        TYPE =MIXTURE; 
        ESTIMATOR = MLR; 
        alignment = fixed; 
        ALGORITHM=INTEGRATION; 
        processors=16; 
 
   MODEL POPULATION: 
 
 
          %OVERALL% 
         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
 
            
 
        %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
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            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
     
    [Y1$1*-3.817 Y1$2*-2.353 Y1$3*-.741]; 
    [Y2$1*-1.976 Y2$2*-0.681 Y2$3*0.47]; 
 
    [Y8$1*-3.352 Y8$2*-.968 Y8$3*.838]; 
    [Y9$1*-3.157 Y9$2*-0.976 Y9$3*0.89]; 
 
    !noninvariance for two item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
     
    [Y3$1*-2.996 Y3$2*-1.341 Y3$3*.232]; 
    [Y4$1*-2.12 Y4$2*-0.511 Y4$3*0.836]; 
 
    [Y10$1*-.906 Y10$2*.65 Y10$3*1.692]; 
    [Y11$1*-2.856 Y11$2*-1.275 Y11$3*0.11]; 
 
     
    !noninvariance for two item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     [Y5$1*-3.484 Y5$2*-2.266 Y5$3*-.797]; 
     [Y6$1*0.461 Y6$2*1.67 Y6$3*2.22]; 
 
     [Y12$1*-3.225 Y12$2*-1.196 Y12$3*.631]; 
     [Y13$1*-3.055 Y13$2*-0.916 Y13$3*0.644]; 
 
     
     !noninvariance for two item on each scale; 
     
     
 
    
     
  model: 
 
           %OVERALL% 
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         TM BY y1*1.109 y2*.95 y3*1.287 y4*1.01 
                  y5*1.006 y6*-.536 y7*.904; 
 
          [y1$1*-3.617 Y1$2*-2.153 Y1$3*-.541]; 
          [Y2$1*-1.776 Y2$2*-.481 Y2$3*.670]; 
          [y3$1*-2.796 y3$2*-1.141 y3$3*.432]; 
          [y4$1*-1.92 y4$2*-.311 y4$3*1.036]; 
          [y5$1*-3.284 y5$2*-2.066 y5$3*-.597]; 
          [y6$1*.661 y6$2*1.87 y6$3*2.42]; 
          [y7$1*-2.939 y7$2*-1.533 y7$3*-.077]; 
 
            IM by y8*1.715 y9*1.391 y10*.953 y11*.897 
                  y12*1.253 y13*1.281 y14*1.571; 
 
         [y8$1*-3.152 y8$2*-.768 y8$3*1.038]; 
          [y9$1*-2.957 y9$2*-.776 y9$3*1.09]; 
          [y10$1*-.706 y10$2*.85 y10$3*1.892]; 
          [y11$1*-2.656 y11$2*-1.075 y11$3*.31]; 
           [y12$1*-3.025 y12$2*-.996 y12$3*.831]; 
          [y13$1*-2.855 y13$2*-.716 y13$3*.844]; 
          [y14$1*-3.487 y14$2*-1.252 y14$3*.878]; 
 
        %G#1% 
          [tm*0]; 
          !factor mean is 0; 
         tm*1; 
            !factor variance is 1; 
           [im*0]; 
           im*1; 
          tm with im*.56; 
     
    [Y1$1*-3.817 Y1$2*-2.353 Y1$3*-.741]; 
    [Y2$1*-1.976 Y2$2*-0.681 Y2$3*0.47]; 
 
    [Y8$1*-3.352 Y8$2*-.968 Y8$3*.838]; 
    [Y9$1*-3.157 Y9$2*-0.976 Y9$3*0.89]; 
 
    !noninvariance for two item on each scale; 
 
          %G#2% 
          [tm*0.3]; 
         tm*1.5; 
           [im*0.3]; 
         im*1.5; 
           tm with im*.83; 
     
    [Y3$1*-2.996 Y3$2*-1.341 Y3$3*.232]; 
    [Y4$1*-2.12 Y4$2*-0.511 Y4$3*0.836]; 
 
    [Y10$1*-.906 Y10$2*.65 Y10$3*1.692]; 
    [Y11$1*-2.856 Y11$2*-1.275 Y11$3*0.11]; 
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    !noninvariance for two item on each scale; 
 
          %G#3% 
           [tm*1]; 
         tm*1.2; 
           [im*1]; 
           im*1.2; 
           tm with im*.67; 
     [Y5$1*-3.484 Y5$2*-2.266 Y5$3*-.797]; 
     [Y6$1*0.461 Y6$2*1.67 Y6$3*2.22]; 
 
     [Y12$1*-3.225 Y12$2*-1.196 Y12$3*.631]; 
     [Y13$1*-3.055 Y13$2*-0.916 Y13$3*0.644]; 
 
     
     !noninvariance for two item on each scale; 
     
     
 
  output: align; 
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Appendix B 
Starting Values for all Conditions 
The following tables include the starting values for all conditions.  Simulated noninvariance is 
highlighted in red to show the pattern of noninvariance. 
Table B1.    
Medium Difference, -.25 from overall except for in the three items condition 
   Overall Theta 
Loadings 
One N.I. Item on Each 
Scale 
Two Items Three Items 
   
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
TM Y1 1.109 0.859 1.109 1.109 0.859 1.109 1.109 0.859 1.109 1.109 
TM Y2 0.95 0.95 0.95 0.95 0.7 0.95 0.95 0.7 0.95 0.95 
TM Y3 1.287 1.287 1.037 1.287 1.287 1.037 1.287 1.287 1.037 1.287 
TM Y4 1.01 1.01 1.01 1.01 1.01 0.76 1.01 1.01 0.76 1.01 
TM Y5 1.006 1.006 1.006 0.756 1.006 1.006 0.756 1.256 1.006 0.756 
TM Y6 -0.536 -0.536 -0.536 -0.536 -0.536 -0.536 -0.286 -0.536 -0.536 -0.286 
TM Y7 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.654 
IM Y8 1.715 1.465 1.715 1.715 1.465 1.715 1.715 1.465 1.715 1.715 
IM Y9 1.391 1.391 1.391 1.391 1.141 1.391 1.391 1.141 1.391 1.391 
IM Y10 0.953 0.953 0.703 0.953 0.953 0.703 0.953 0.953 0.703 0.953 
IM Y11 0.897 0.897 0.897 0.897 0.897 0.647 0.897 0.897 0.647 0.897 
IM Y12 1.253 1.253 1.253 1.003 1.253 1.253 1.003 1.503 1.253 1.003 
IM Y13 1.281 1.281 1.281 1.281 1.281 1.281 1.031 1.281 1.281 1.031 
IM Y14 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.321 
 
Table B2. 
Large Difference, -.40 from overall except for in the three items condition and when there is a negative 
loading 
Overall Theta 
Loadings 
One N.I. Item on Each 
Scale 
Two Items Three Items 
   
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
TM Y1 1.109 0.709 1.109 1.109 0.709 1.109 1.109 0.709 1.109 1.109 
TM Y2 0.95 0.95 0.95 0.95 0.55 0.95 0.95 0.55 0.95 0.95 
TM Y3 1.287 1.287 0.887 1.287 1.287 0.887 1.287 1.287 0.887 1.287 
TM Y4 1.01 1.01 1.01 1.01 1.01 0.61 1.01 1.01 0.61 1.01 
TM Y5 1.006 1.006 1.006 0.606 1.006 1.006 0.606 1.406 1.006 0.606 
TM Y6 -0.536 -0.536 -0.536 -0.536 -0.536 -0.536 -0.136 -0.536 -0.536 -0.136 
TM Y7 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.904 0.504 
IM Y8 1.715 1.315 1.715 1.715 1.315 1.715 1.715 1.315 1.715 1.715 
IM Y9 1.391 1.391 1.391 1.391 0.991 1.391 1.391 0.991 1.391 1.391 
111 
 
 
IM Y10 0.953 0.953 0.553 0.953 0.953 0.553 0.953 0.953 0.553 0.953 
IM Y11 0.897 0.897 0.897 0.897 0.897 0.497 0.897 0.897 0.497 0.897 
IM Y12 1.253 1.253 1.253 0.853 1.253 1.253 0.853 1.653 1.253 0.853 
IM Y13 1.281 1.281 1.281 1.281 1.281 1.281 0.881 1.281 1.281 0.881 
IM Y14 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.571 1.171 
 
Table B3.   
Medium Difference, -.50 from overall except for in the three items condition  
  Overall Theta 
Thresholds 
One N.I. Item on Each 
Scale 
Two Items Three Items 
   
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
TM Y1$1 -3.617 -4.117 -3.617 -3.617 -4.117 -3.617 -3.617 -4.117 -3.617 -3.617 
TM Y1$2 -2.153 -2.653 -2.153 -2.153 -2.653 -2.153 -2.153 -2.653 -2.153 -2.153 
TM Y1$3 -0.541 -1.041 -0.541 -0.541 -1.041 -0.541 -0.541 -1.041 -0.541 -0.541 
TM Y2$1 -1.776 -1.776 -1.776 -1.776 -2.276 -1.776 -1.776 -2.276 -1.776 -1.776 
TM Y2$2 -0.481 -0.481 -0.481 -0.481 -0.981 -0.481 -0.481 -0.981 -0.481 -0.481 
TM Y2$3 0.67 0.67 0.67 0.67 0.17 0.67 0.67 0.17 0.67 0.67 
TM Y3$1 -2.796 -2.796 -3.296 -2.796 -2.796 -3.296 -2.796 -2.796 -3.296 -2.796 
TM Y3$2 -1.141 -1.141 -1.641 -1.141 -1.141 -1.641 -1.141 -1.141 -1.641 -1.141 
TM Y3$3 0.432 0.432 -0.068 0.432 0.432 -0.068 0.432 0.432 -0.068 0.432 
TM Y4$1 -1.92 -1.92 -1.92 -1.92 -1.92 -2.42 -1.92 -1.92 -2.42 -1.92 
TM Y4$2 -0.311 -0.311 -0.311 -0.311 -0.311 -0.811 -0.311 -0.311 -0.811 -0.311 
TM Y4$3 1.036 1.036 1.036 1.036 1.036 0.536 1.036 1.036 0.536 1.036 
TM Y5$1 -3.284 -3.284 -3.284 -3.784 -3.284 -3.284 -3.784 -2.784 -3.284 -3.784 
TM Y5$2 -2.066 -2.066 -2.066 -2.566 -2.066 -2.066 -2.566 -1.566 -2.066 -2.566 
TM Y5$3 -0.597 -0.597 -0.597 -1.097 -0.597 -0.597 -1.097 -0.097 -0.597 -1.097 
TM Y6$1 0.661 0.661 0.661 0.661 0.661 0.661 0.161 0.661 0.661 0.161 
TM Y6$2 1.87 1.87 1.87 1.87 1.87 1.87 1.37 1.87 1.87 1.37 
TM Y6$3 2.42 2.42 2.42 2.42 2.42 2.42 1.92 2.42 2.42 1.92 
TM Y7$1 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -3.439 
TM Y7$2 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -2.033 
TM Y7$3 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.577 
IM Y8$1 -3.152 -3.652 -3.152 -3.152 -3.652 -3.152 -3.152 -3.652 -3.152 -3.152 
IM Y8$2 -0.768 -1.268 -0.768 -0.768 -1.268 -0.768 -0.768 -1.268 -0.768 -0.768 
IM Y8$3 1.038 0.538 1.038 1.038 0.538 1.038 1.038 0.538 1.038 1.038 
IM Y9$1 -2.957 -2.957 -2.957 -2.957 -3.457 -2.957 -2.957 -3.457 -2.957 -2.957 
IM Y9$2 -0.776 -0.776 -0.776 -0.776 -1.276 -0.776 -0.776 -1.276 -0.776 -0.776 
IM Y9$3 1.09 1.09 1.09 1.09 0.59 1.09 1.09 0.59 1.09 1.09 
IM Y10$1 -0.706 -0.706 -1.206 -0.706 -0.706 -1.206 -0.706 -0.706 -1.206 -0.706 
IM Y10$2 0.85 0.85 0.35 0.85 0.85 0.35 0.85 0.85 0.35 0.85 
IM Y10$3 1.892 1.892 1.392 1.892 1.892 1.392 1.892 1.892 1.392 1.892 
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IM Y11$1 -2.656 -2.656 -2.656 -2.656 -2.656 -3.156 -2.656 -2.656 -3.156 -2.656 
IM Y11$2 -1.075 -1.075 -1.075 -1.075 -1.075 -1.575 -1.075 -1.075 -1.575 -1.075 
IM Y11$3 0.31 0.31 0.31 0.31 0.31 -0.19 0.31 0.31 -0.19 0.31 
IM Y12$1 -3.025 -3.025 -3.025 -3.525 -3.025 -3.025 -3.525 -2.525 -3.025 -3.525 
IM Y12$2 -0.996 -0.996 -0.996 -1.496 -0.996 -0.996 -1.496 -0.496 -0.996 -1.496 
IM Y12$3 0.831 0.831 0.831 0.331 0.831 0.831 0.331 1.331 0.831 0.331 
IM Y13$1 -2.855 -2.855 -2.855 -2.855 -2.855 -2.855 -3.355 -2.855 -2.855 -3.355 
IM Y13$2 -0.716 -0.716 -0.716 -0.716 -0.716 -0.716 -1.216 -0.716 -0.716 -1.216 
IM Y13$3 0.844 0.844 0.844 0.844 0.844 0.844 0.344 0.844 0.844 0.344 
IM Y14$1 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.987 
IM Y14$2 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.752 
IM Y14$3 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.378 
Table B4.   
Large Difference, -.80 from overall except for in the three items condition  
  Overall Theta 
Thresholds 
One N.I. Item on Each 
Scale 
Two Items Three Items 
  
 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
Group 
1 
Group 
2 
Group 
3 
TM Y1$1 -3.617 -4.417 -3.617 -3.617 -4.417 -3.617 -3.617 -4.417 -3.617 -3.617 
TM Y1$2 -2.153 -2.953 -2.153 -2.153 -2.953 -2.153 -2.153 -2.953 -2.153 -2.153 
TM Y1$3 -0.541 -1.341 -0.541 -0.541 -1.341 -0.541 -0.541 -1.341 -0.541 -0.541 
TM Y2$1 -1.776 -1.776 -1.776 -1.776 -2.576 -1.776 -1.776 -2.576 -1.776 -1.776 
TM Y2$2 -0.481 -0.481 -0.481 -0.481 -1.281 -0.481 -0.481 -1.281 -0.481 -0.481 
TM Y2$3 0.67 0.67 0.67 0.67 -0.13 0.67 0.67 -0.13 0.67 0.67 
TM Y3$1 -2.796 -2.796 -3.596 -2.796 -2.796 -3.596 -2.796 -2.796 -3.596 -2.796 
TM Y3$2 -1.141 -1.141 -1.941 -1.141 -1.141 -1.941 -1.141 -1.141 -1.941 -1.141 
TM Y3$3 0.432 0.432 -0.368 0.432 0.432 -0.368 0.432 0.432 -0.368 0.432 
TM Y4$1 -1.92 -1.92 -1.92 -1.92 -1.92 -2.72 -1.92 -1.92 -2.72 -1.92 
TM Y4$2 -0.311 -0.311 -0.311 -0.311 -0.311 -1.111 -0.311 -0.311 -1.111 -0.311 
TM Y4$3 1.036 1.036 1.036 1.036 1.036 0.236 1.036 1.036 0.236 1.036 
TM Y5$1 -3.284 -3.284 -3.284 -4.084 -3.284 -3.284 -4.084 -2.484 -3.284 -4.084 
TM Y5$2 -2.066 -2.066 -2.066 -2.866 -2.066 -2.066 -2.866 -1.266 -2.066 -2.866 
TM Y5$3 -0.597 -0.597 -0.597 -1.397 -0.597 -0.597 -1.397 0.203 -0.597 -1.397 
TM Y6$1 0.661 0.661 0.661 0.661 0.661 0.661 -0.139 0.661 0.661 -0.139 
TM Y6$2 1.87 1.87 1.87 1.87 1.87 1.87 1.07 1.87 1.87 1.07 
TM Y6$3 2.42 2.42 2.42 2.42 2.42 2.42 1.62 2.42 2.42 1.62 
TM Y7$1 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -2.939 -3.739 
TM Y7$2 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -1.533 -2.333 
TM Y7$3 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.077 -0.877 
IM Y8$1 -3.152 -3.952 -3.152 -3.152 -3.952 -3.152 -3.152 -3.952 -3.152 -3.152 
IM Y8$2 -0.768 -1.568 -0.768 -0.768 -1.568 -0.768 -0.768 -1.568 -0.768 -0.768 
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IM Y8$3 1.038 0.238 1.038 1.038 0.238 1.038 1.038 0.238 1.038 1.038 
IM Y9$1 -2.957 -2.957 -2.957 -2.957 -3.757 -2.957 -2.957 -3.757 -2.957 -2.957 
IM Y9$2 -0.776 -0.776 -0.776 -0.776 -1.576 -0.776 -0.776 -1.576 -0.776 -0.776 
IM Y9$3 1.09 1.09 1.09 1.09 0.29 1.09 1.09 0.29 1.09 1.09 
IM Y10$1 -0.706 -0.706 -1.506 -0.706 -0.706 -1.506 -0.706 -0.706 -1.506 -0.706 
IM Y10$2 0.85 0.85 0.05 0.85 0.85 0.05 0.85 0.85 0.05 0.85 
IM Y10$3 1.892 1.892 1.092 1.892 1.892 1.092 1.892 1.892 1.092 1.892 
IM Y11$1 -2.656 -2.656 -2.656 -2.656 -2.656 -3.456 -2.656 -2.656 -3.456 -2.656 
IM Y11$2 -1.075 -1.075 -1.075 -1.075 -1.075 -1.875 -1.075 -1.075 -1.875 -1.075 
IM Y11$3 0.31 0.31 0.31 0.31 0.31 -0.49 0.31 0.31 -0.49 0.31 
IM Y12$1 -3.025 -3.025 -3.025 -3.825 -3.025 -3.025 -3.825 -2.225 -3.025 -3.825 
IM Y12$2 -0.996 -0.996 -0.996 -1.796 -0.996 -0.996 -1.796 -0.196 -0.996 -1.796 
IM Y12$3 0.831 0.831 0.831 0.031 0.831 0.831 0.031 1.631 0.831 0.031 
IM Y13$1 -2.855 -2.855 -2.855 -2.855 -2.855 -2.855 -3.655 -2.855 -2.855 -3.655 
IM Y13$2 -0.716 -0.716 -0.716 -0.716 -0.716 -0.716 -1.516 -0.716 -0.716 -1.516 
IM Y13$3 0.844 0.844 0.844 0.844 0.844 0.844 0.044 0.844 0.844 0.044 
IM Y14$1 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -3.487 -4.287 
IM Y14$2 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -1.252 -2.052 
IM Y14$3 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.878 0.078 
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Appendix C 
MSE and Relative Bias of All Thresholds and Loadings for Groups 1-3 in the 26 and 43% Large 
Noninvariance Conditions 
Table C1.   
MSE and Relative Bias for all Thresholds in Groups 1, 2, and 3, in the 29% Large, Threshold 
Noninvariance Conditions, Relative Bias Values Less than -.05 or Greater than .05 are 
Highlighted 
  
Average of MSE Average of Relative Bias Total Average 
of MSE 
Total Average 
of Relative Bias 
1 2 3 1 2 3 
Row 
Average 
0.030 0.035 0.166 0.006 -0.014 0.040 0.077 0.011 
Y01$1 0.148 0.088 0.503 0.015 0.007 0.067 0.246 0.030 
Y01$2 0.054 0.040 0.076 0.010 0.003 0.078 0.057 0.030 
Y01$3 0.022 0.027 0.049 0.013 -0.037 0.256 0.033 0.077 
Y02$1 0.036 0.031 0.054 0.006 -0.006 0.075 0.040 0.025 
Y02$2 0.017 0.022 0.039 0.004 -0.047 0.252 0.026 0.070 
Y02$3 0.012 0.024 0.045 0.002 0.045 -0.173 0.027 -0.042 
Y03$1 0.042 0.091 0.121 0.008 -0.002 0.070 0.085 0.025 
Y03$2 0.018 0.047 0.067 0.008 -0.013 0.148 0.044 0.048 
Y03$3 0.014 0.037 0.063 0.008 -0.091 -0.350 0.038 -0.145 
Y04$1 0.024 0.046 0.057 0.009 -0.002 0.073 0.042 0.027 
Y04$2 0.012 0.026 0.041 0.006 -0.019 0.404 0.026 0.130 
Y04$3 0.016 0.026 0.045 0.008 0.111 -0.115 0.029 0.001 
Y05$1 0.052 0.059 4.082 0.007 0.001 0.092 1.398 0.033 
Y05$2 0.025 0.030 0.111 0.005 -0.008 0.055 0.055 0.017 
Y05$3 0.013 0.021 0.058 0.003 -0.038 0.094 0.031 0.020 
Y06$1 0.011 0.012 0.022 0.014 -0.013 -0.477 0.015 -0.159 
Y06$2 0.022 0.018 0.025 0.012 -0.002 0.068 0.022 0.026 
Y06$3 0.031 0.029 0.032 0.013 0.002 0.049 0.030 0.021 
Y07$1 0.041 0.047 0.107 0.004 0.003 0.054 0.065 0.021 
Y07$2 0.020 0.021 0.041 0.005 -0.005 0.078 0.027 0.026 
Y07$3 0.011 0.017 0.034 0.013 -0.258 1.463 0.021 0.406 
Y08$1 0.087 0.079 0.117 0.008 0.027 0.033 0.094 0.023 
Y08$2 0.027 0.031 0.039 0.007 0.066 0.052 0.032 0.042 
Y08$3 0.017 0.035 0.049 0.024 -0.035 -0.013 0.034 -0.008 
Y09$1 0.077 0.060 0.093 0.005 0.021 0.028 0.077 0.018 
Y09$2 0.022 0.022 0.031 0.008 0.052 0.048 0.025 0.036 
Y09$3 0.014 0.027 0.036 -0.024 -0.026 -0.016 0.026 -0.022 
Y10$1 0.012 0.021 0.017 0.007 0.014 0.019 0.017 0.014 
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Y10$2 0.013 0.015 0.019 0.009 -0.467 -0.003 0.016 -0.154 
Y10$3 0.021 0.019 0.030 0.009 -0.017 0.002 0.023 -0.002 
Y11$1 0.034 0.070 0.058 0.005 0.014 0.020 0.054 0.013 
Y11$2 0.014 0.026 0.021 0.005 0.015 0.027 0.020 0.016 
Y11$3 0.011 0.014 0.020 -0.018 0.047 -0.050 0.015 -0.007 
Y12$1 0.045 0.054 0.220 0.005 0.019 0.035 0.106 0.019 
Y12$2 0.016 0.020 0.045 -0.004 0.039 0.018 0.027 0.017 
Y12$3 0.016 0.020 0.034 0.007 -0.035 -0.523 0.024 -0.183 
Y13$1 0.039 0.051 0.170 0.003 0.019 0.025 0.087 0.016 
Y13$2 0.015 0.020 0.042 0.002 0.047 0.016 0.026 0.022 
Y13$3 0.016 0.019 0.035 0.009 -0.031 -0.323 0.024 -0.115 
Y14$1 0.068 0.069 0.138 0.010 0.018 0.025 0.092 0.018 
Y14$2 0.023 0.028 0.034 0.009 0.038 0.029 0.028 0.025 
Y14$3 0.018 0.025 0.039 0.006 -0.042 -0.013 0.028 -0.017 
 
Table C2.   
     
  
MSE and Relative Bias for all Thresholds in Groups 1, 2, and 3, in the 43% Large, Threshold 
Noninvariance Conditions, Relative Bias Values Less than -.05 or Greater than .05 are 
Highlighted 
  
Average of MSE Average of Relative Bias 
Total 
Average of 
MSE 
Total 
Average of 
Relative 
Bias 1 2 3 1 2 3 
Row 
Average 
0.029 0.060 0.207 0.006 -0.070 0.273 0.099 0.070 
Y01$1 0.147 0.126 0.485 0.015 -0.035 0.051 0.253 0.010 
Y01$2 0.053 0.087 0.071 0.009 -0.067 0.051 0.070 -0.002 
Y01$3 0.022 0.084 0.047 0.012 -0.318 0.149 0.051 -0.052 
Y02$1 0.036 0.069 0.051 0.006 -0.079 0.048 0.052 -0.008 
Y02$2 0.017 0.065 0.039 0.004 -0.316 0.152 0.040 -0.054 
Y02$3 0.011 0.070 0.045 0.001 0.239 -0.101 0.042 0.046 
Y03$1 0.042 0.151 0.103 0.007 -0.051 0.047 0.098 0.001 
Y03$2 0.019 0.118 0.056 0.008 -0.105 0.092 0.064 -0.002 
Y03$3 0.014 0.118 0.056 0.008 -0.576 -0.204 0.062 -0.257 
Y04$1 0.024 0.086 0.049 0.010 -0.053 0.047 0.053 0.001 
Y04$2 0.012 0.076 0.033 0.006 -0.146 0.241 0.041 0.034 
Y04$3 0.016 0.081 0.038 0.008 0.707 -0.066 0.045 0.216 
Y05$1 0.031 0.108 4.069 0.005 -0.040 0.079 1.403 0.014 
Y05$2 0.016 0.084 0.105 0.003 -0.074 0.036 0.068 -0.012 
Y05$3 0.012 0.074 0.056 0.004 -0.266 0.056 0.047 -0.069 
Y06$1 0.011 0.024 0.022 0.014 -0.123 -0.281 0.019 -0.130 
Y06$2 0.022 0.028 0.025 0.012 -0.040 0.043 0.025 0.005 
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Y06$3 0.031 0.035 0.031 0.013 -0.028 0.032 0.032 0.006 
Y07$1 0.041 0.077 0.233 0.004 -0.038 0.041 0.117 0.002 
Y07$2 0.020 0.057 0.072 0.005 -0.085 0.038 0.050 -0.014 
Y07$3 0.011 0.057 0.046 0.013 -1.851 0.074 0.038 -0.588 
Y08$1 0.088 0.078 0.146 0.008 0.003 -0.040 0.104 -0.010 
Y08$2 0.027 0.039 0.098 0.007 -0.032 -0.248 0.054 -0.091 
Y08$3 0.017 0.046 0.125 0.025 0.038 0.210 0.063 0.091 
Y09$1 0.076 0.063 0.105 0.005 0.000 -0.034 0.081 -0.010 
Y09$2 0.022 0.028 0.067 0.007 -0.026 -0.192 0.039 -0.070 
Y09$3 0.014 0.034 0.082 -0.024 0.030 0.154 0.044 0.053 
Y10$1 0.012 0.024 0.037 0.007 -0.014 -0.161 0.025 -0.056 
Y10$2 0.013 0.019 0.042 0.009 0.385 0.147 0.025 0.180 
Y10$3 0.021 0.025 0.055 0.009 0.022 0.070 0.034 0.034 
Y11$1 0.034 0.069 0.059 0.005 0.003 -0.024 0.054 -0.005 
Y11$2 0.014 0.028 0.031 0.006 -0.006 -0.082 0.024 -0.027 
Y11$3 0.011 0.017 0.035 -0.018 -0.035 0.330 0.021 0.093 
Y12$1 0.029 0.060 0.220 0.003 0.000 -0.010 0.103 -0.002 
Y12$2 0.014 0.028 0.078 -0.021 -0.017 -0.076 0.040 -0.038 
Y12$3 0.021 0.029 0.076 0.001 0.031 4.941 0.042 1.658 
Y13$1 0.039 0.048 0.184 0.003 0.000 -0.023 0.090 -0.007 
Y13$2 0.015 0.023 0.082 0.002 -0.031 -0.099 0.040 -0.043 
Y13$3 0.016 0.023 0.083 0.008 0.035 3.656 0.041 1.233 
Y14$1 0.067 0.074 1.156 0.010 -0.002 -0.010 0.432 -0.001 
Y14$2 0.023 0.035 0.111 0.009 -0.017 -0.083 0.056 -0.030 
Y14$3 0.018 0.034 0.107 0.006 0.036 2.426 0.053 0.822 
 
Table C3. 
MSE and Relative Bias for all Loadings in Groups 1, 2, and 3, in the 29 and 43% Large, Loading 
Noninvariance Conditions, Relative Bias Values Less than -.05 or Greater than .05 are 
Highlighted 
 
Average of MSE Average of Relative Bias Total 
Average of 
MSE 
Total 
Average of 
Relative 
Bias Row 
Average 
1 2 3 1 2 3 
29% 0.022 0.024 0.029 0.008 0.009 0.001 0.025 0.006 
Y01 0.022 0.038 0.044 0.008 0.032 -0.008 0.035 0.011 
Y02 0.014 0.028 0.030 0.005 0.026 -0.005 0.024 0.008 
Y03 0.033 0.026 0.050 0.012 0.028 0.000 0.036 0.013 
Y04 0.023 0.017 0.029 0.007 0.027 -0.004 0.023 0.010 
Y05 0.026 0.032 0.024 0.006 0.017 0.008 0.027 0.010 
Y06 0.017 0.012 0.012 0.013 0.008 -0.034 0.014 -0.004 
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Y07 0.021 0.023 0.022 0.010 0.027 -0.007 0.022 0.010 
Y08 0.023 0.042 0.058 0.009 -0.003 0.015 0.041 0.007 
Y09 0.016 0.026 0.035 0.001 -0.004 0.009 0.026 0.002 
Y10 0.016 0.009 0.016 0.012 -0.009 0.014 0.014 0.006 
Y11 0.016 0.009 0.016 0.003 -0.003 -0.006 0.014 -0.002 
Y12 0.020 0.020 0.019 0.005 -0.004 0.011 0.020 0.004 
Y13 0.023 0.020 0.021 0.012 -0.007 0.008 0.021 0.004 
Y14 0.032 0.027 0.034 0.011 -0.004 0.011 0.031 0.006 
43% 0.023 0.036 0.052 0.008 0.075 0.106 0.037 0.063 
Y01 0.021 0.062 0.076 0.007 0.114 0.103 0.053 0.075 
Y02 0.013 0.045 0.052 0.005 0.107 0.104 0.037 0.072 
Y03 0.030 0.040 0.090 0.010 0.109 0.110 0.053 0.077 
Y04 0.021 0.025 0.053 0.007 0.109 0.104 0.033 0.073 
Y05 0.042 0.051 0.039 0.008 0.100 0.120 0.044 0.076 
Y06 0.016 0.016 0.016 0.014 0.087 0.084 0.016 0.062 
Y07 0.020 0.040 0.025 0.008 0.109 0.109 0.028 0.075 
Y08 0.022 0.057 0.119 0.009 0.047 0.114 0.066 0.057 
Y09 0.015 0.037 0.070 0.001 0.046 0.105 0.041 0.051 
Y10 0.015 0.012 0.034 0.012 0.042 0.112 0.020 0.055 
Y11 0.015 0.011 0.027 0.004 0.048 0.091 0.018 0.047 
Y12 0.032 0.033 0.035 0.006 0.048 0.109 0.033 0.054 
Y13 0.021 0.027 0.035 0.011 0.043 0.105 0.028 0.053 
Y14 0.030 0.041 0.053 0.009 0.046 0.109 0.041 0.055 
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Appendix D 
Hit Rate for All Thresholds in the 29-43% Large Magnitude Threshold Noninvariance Conditions 
Table D1. 
Percentage of Times across Replications that a Parameter was Flagged 
as Noninvariant in the 29 and 43% Large Threshold Noninvariance 
Conditions, Noninvariant Parameters are Highlighted 
 
29% Noninvariance 43% Noninvariance 
 
Group Type 
Parameter 1 2 3 1 2 3 
Item 1 29.2 6.2 0.9 33.0 7.7 0.9 
Threshold 1 0.3 4.2 1.0 0.8 6.6 1.0 
Threshold 2 9.6 10.0 1.0 16.8 12.8 1.2 
Threshold 3 77.7 4.4 0.6 81.5 3.7 0.5 
Item 2 75.3 3.7 0.6 78.8 4.2 0.9 
Threshold 1 39.6 9.6 1.5 52.1 9.8 1.6 
Threshold 2 91.7 1.0 0.1 91.0 1.8 0.5 
Threshold 3 94.6 0.6 0.2 93.2 1.1 0.6 
Item 3 5.7 34.9 0.5 1.5 13.5 0.2 
Threshold 1 5.4 1.8 0.7 1.4 0.9 0.4 
Threshold 2 9.6 31.0 0.6 2.3 11.9 0.2 
Threshold 3 2.0 72.0 0.2 0.9 27.8 0.0 
Item 4 4.4 63.2 0.6 2.0 32.1 0.4 
Threshold 1 9.4 19.6 1.4 3.7 7.7 0.9 
Threshold 2 2.9 84.6 0.4 1.6 43.9 0.1 
Threshold 3 0.8 85.4 0.0 0.7 44.6 0.0 
Item 5 8.5 9.4 36.6 66.2 35.1 32.5 
Threshold 1 4.7 4.9 0.5 84.7 17.3 2.3 
Threshold 2 19.5 21.7 16.9 78.8 46.9 20.9 
Threshold 3 1.3 1.5 92.5 35.1 41.2 74.2 
Item 6 0.4 0.3 86.3 1.9 0.5 79.1 
Threshold 1 0.6 0.6 95.5 4.0 1.5 87.7 
Threshold 2 0.2 0.1 89.9 0.8 0.0 82.8 
Threshold 3 0.2 0.0 73.6 0.7 0.1 66.7 
Item 7 0.1 0.1 0.1 6.1 9.9 47.0 
Threshold 1 0.1 0.2 0.0 6.2 12.1 0.6 
Threshold 2 0.1 0.2 0.0 11.4 15.7 51.9 
Threshold 3 0.0 0.0 0.3 0.8 1.8 88.5 
Item 8 56.9 1.2 0.7 61.8 0.6 1.0 
Threshold 1 2.5 2.1 1.6 7.5 1.5 2.7 
Threshold 2 76.4 1.4 0.4 86.0 0.2 0.2 
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Threshold 3 91.7 0.1 0.1 91.9 0.1 0.1 
Item 9 64.7 1.6 0.5 67.1 1.1 0.9 
Threshold 1 5.7 4.3 1.4 12.2 3.0 2.5 
Threshold 2 91.5 0.3 0.1 93.3 0.1 0.2 
Threshold 3 97.0 0.2 0.1 95.9 0.2 0.1 
Item10 0.2 98.8 0.1 0.1 97.4 0.1 
Threshold 1 0.4 98.7 0.2 0.1 97.6 0.2 
Threshold 2 0.1 99.5 0.1 0.0 98.4 0.0 
Threshold 3 0.1 98.1 0.0 0.1 96.2 0.0 
Item11 3.0 68.9 1.2 1.3 69.0 1.4 
Threshold 1 7.6 10.9 3.1 3.7 12.2 4.0 
Threshold 2 1.4 95.9 0.4 0.1 96.3 0.1 
Threshold 3 0.0 99.8 0.1 0.1 98.6 0.1 
Item12 6.6 5.3 47.8 87.9 30.1 13.0 
Threshold 1 5.6 4.5 0.2 91.1 8.8 0.7 
Threshold 2 13.4 11.2 59.6 90.1 45.2 13.7 
Threshold 3 0.7 0.4 83.6 82.4 36.4 24.7 
Item13 4.7 3.6 52.5 2.5 3.9 22.0 
Threshold 1 7.2 5.0 0.2 2.6 3.2 0.0 
Threshold 2 6.2 5.5 74.1 4.5 7.3 27.8 
Threshold 3 0.7 0.4 83.1 0.4 1.3 38.0 
Item14 0.1 0.0 0.1 1.5 2.4 11.6 
Threshold 1 0.2 0.0 0.1 1.1 1.4 0.4 
Threshold 2 0.0 0.0 0.0 3.0 5.3 9.6 
Threshold 3 0.0 0.0 0.1 0.3 0.6 24.7 
 
 
