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In this dissertation, a high-fidelity atomistic-to-continuum link for highly non-equilibrium 
processes has been established by making several modifications to Hardy’s theory. Although 
Hardy’s thermomechanical quantities were derived analytically to conserve mass, momentum 
and energy, they have not been rigorously tested and validated numerically in the past. 
Hence the first task was to investigate the effectiveness of ensemble averaging in 
removing thermal fluctuations and compare with conventional time averaging for fcc crystals 
simulated using both equilibrium and non-equilibrium molecular dynamics (MD) simulations, 
where the non-equilibrium process was introduced by a shock impact. It has been found that the  
ensemble averaging has better convergence than time averaging due to the statistical 
independence of the thermomechanical quantities computed using ensemble averaging.  
The second task was to test the validity of Hardy’s theory by checking if it is able to 
conserve mass, momentum and energy numerically. A few highly non-equilibrium processes 
were simulated using MD, including Gaussian wave and shock impact propagation in 1D and 3D 
fcc crystals. Based on the test results, a new normalization rule has been proposed so that the 
computed thermomechanical quantities can conserve the fundamental properties more 
accurately. To a large extent, Hardy’s theory has been found to be valid regardless of the width 
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 v 
of the localization function, the interatomic potential and crystal structure, and with and without 
ensemble averaging.  
To further test the validity of Hardy’s theory for more complex non-equilibrium 
processes, where plastic deformation is accomplished through dislocation glide and slip band 
emission, a crack propagation problem in iron crystal with a pre-created center crack is simulated 
using MD. The computed Hardy’s thermomechanical quantities can generally conserve mass, 
momentum and energy. Exceptions have been found around the crack region, where the 
computed quantities cannot obey the balance of energy but still conserve mass and momentum.  
The results from this dissertation will help 1) inspire confidence in employing Hardy’s 
theory with the proposed modifications to analyze MD simulation results, especially for non-
equilibrium thermomechanical processes and 2) pave the way for concurrent 
atomistic/continuum coupled simulations. 
 vi 
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1.0  INTRODUCTION 
Non-equilibrium thermomechanical systems are systems that are not in thermomechanical 
equilibrium, because they are changing or can be triggered to change over time and are subjected 
to flux of matter and energy and to chemical reactions. Non-equilibrium thermomechanical 
processes such as shocked-induced molecular reactions in energetic materials and crack 
propagation problems are often of great interest since mass, momentum and energy transport, 
even chemical reactions, are involved. To enhance material performance by design, it is crucial 
to understand the underlying mechanism of the phenomena in non-equilibrium 
thermomechanical systems.  
Molecular dynamics (MD) simulation [1-3], which provides a classical solution of 
equations of motions for interacting atoms, is a powerful way of studying time-dependent 
processes at the atomistic level [1-3]. On the other hand, continuum mechanics theory has also 
been successfully used to predict materials behavior at the macroscopic scale for decades. To 
bridge the atomistic mechanics and continuum mechanics, it is important to understand how 
macroscopic thermomechancial quantities such as stress, heat flux, and temperature can be 
expressed in terms of atomic position, velocity and potential. Virial theorem, Irving and 
Kirkwood’s formulas and Hardy’s formulas are among the efforts to derive continuum quantities 
from interacting atomic systems. Hardy’s formulas enable us to compute local stress, heat flux 
and temperature conveniently from atomistic simulation results, which makes them more suitable 
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to investigate highly non-equilibrium systems simulated by MD. To achieve the expectation 
values of the computed thermomechanical quantities, time, spatial and ensemble averaging 
methods are often employed to remove the fluctuations caused by finite temperature.  
The main objective of this dissertation is to establish a high-fidelity link between 
atomistic to continuum scales for highly non-equilibrium systems by applying an ensemble 
averaging method on Hardy’s thermomechanical quantities and to test the validity of Hardy’s 
theory by checking if the computed quantities obey continuum conservation equations.  
1.1.1 Shock impact on metals and energetic materials 
Shock impact on materials can trigger a variety of interesting non-equilibrium phenomena such 
as plastic deformation [4-9], phase transformation [10-13], and chemical reactions [14-18] 
depending on the shock loading conditions as well as the material states.  MD simulation is 
capable of simulating real-time evolution at the atomistic scale, which naturally meets the 
requirement to capture the rapidity and locality of shockwave phenomena.  The first non-
equilibrium molecular dynamics (NEMD) simulation of a shockwave-like phenomenon was 
carried out by George Vineyard and his group at Brookhaven [19]. Since then NEMD has been 
widely used to study shocked induced plastic flow and phase transformation. A noteworthy 
example demonstrated by B. Holian and co-workers using NEMD simulations was shock waves 
in three-dimensional (3D) face-centered cubic (fcc) crystals containing 10-million atoms with 
cross-sectional dimensions of 100 by 100 unit cells [6].  They discovered that the system slips 
along all of the available slip planes and the shock waves propagating through the system can 
instantly create a large number of stacking faults.  
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Shock-initiated molecular reactions in energetic materials is another class of widely 
investigated phenomena using NEMD. Many useful energetic materials (PETN, TATB, TNT, 
RDX, HMX) are molecular crystals which are bonded together through covalent bonding within 
individual molecules and non-covalent bonding between adjacent molecules [20-23]. Stretching 
the covalent bonds gives rise to excitations termed intramolecular vibrations or simply 
vibrations, while stretching the intermolecular bonds gives rise to collective delocalized 
excitations termed phonons. The transfer of substantial amounts of mechanical energy from the 
shock front to the internal vibrational states of the molecules [24-29] is termed ‘multiphonon up-
pumping’.  Recent developments in reactive force-field molecular dynamics (ReaxFF-MD) 
combined with advances in parallel computing have paved the way to accurately simulate 
reaction pathways along with the structure of shock fronts.  Besides, MD simulation can also be 
used to characterize and follow details of important time-dependent processes occurring within 
the localized region of microscopic defects that might result in the generation of hot spots, which 
have been believed to be closely related to the initiation of the energetic materials and its 
sensitivity to impact [17, 30-33].  
1.1.2 Crack propagation in iron-based alloys 
Facture mechanism in iron-based alloys especially ferritic steels, has recently sparked some 
interest because of the broad application of iron-based alloys in various areas. A common 
problem for materials with a body centered cubic (bcc) lattice structure is that they are prone to 
low temperature brittleness. For ferritic-martensitic steels that are commonly used in modern 
nuclear reactors, severe radiation can even shift the brittleness from below room temperatures to 
higher temperatures. Understanding the processes occurring at the tips of the brittle or quasi-
 4 
brittle cracks during the crack nucleation and propagation can help develop fracture resistant 
steels and determine their safe application in particular environments. As the crack propagates, 
bonds break between atoms, and this process is often accompanied with generation of slips bands 
and twinning as well as the emission of edge dislocations. The fundamental mechanism of 
material fracture behaviors thus needs to be understood with the aid of atomistic scale 
simulations, such as MD simulations. The emergence of large scale parallel computers has 
allowed MD simulations to model crack propagation in systems that can size up to 1 billion 
atoms and have a time scale up to the nanosecond. Many computer simulations at the atomistic 
scale have been performed to clarify the fracture mechanism under monotonic loadings [34-40]. 
Cleri et al. studied crack-tip shielding by dislocation emitted from the crack tip at an atomistic 
level using MD simulation [41]. Emission of dislocation loops from the crack tip and dislocation 
intersections has been discovered using large scale MD simulations in a 3D model. In addition, 
MD simulations have been used to study 3D kinetics of micro-crack propagation in ferritic-iron 
and the accompanying lattice transformations at the crack tips. It has also been discovered that 
crack initiation on {001} planes in iron is preceded with the emission of compact slip bands from 
the pre-crack tips [35]. The crack propagation behaviors on other slip planes {110} and {211} 
have been reported by Gao et al.  
1.2 LINK BETWEEN ATOMISTIC AND CONTINUUM SCALES 
While MD simulations have been successfully used to provide information at the atomic level, 
the macroscopic behavior of materials has been modeled in terms of deterministic continuum 
mechanics. Continuum theory of material deformation at the macroscopic scale involves 
quantities such as stress, temperature and heat flux. Molecular dynamics theory, on the other 
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hand, involves quantities such as atomic velocity and position. Since the descriptions in these 
two frameworks are quite different, it is necessary to understand the way in which the relatively 
complicated microscopic many-body dynamics give rise to the relatively simple macroscopic 
behavior described by fewer variables in the continuum description. Bridging atomistic to 
continuum scales is also motivated by the development of multiscale simulations, which requires 
communication between atomic and continuum properties concurrently [42-53]. A key challenge 
of linking the atomistic and continuum descriptions lies in determining the continuum 
thermomechanical quantities from MD simulation with high spatial and time resolution, which is 
especially useful for the analysis of highly non-equilibrium processes happening at 
nano/atomistic scale. Thus far, much effort has been devoted to developing different definitions 
of thermomechanical quantities from the atomic quantities in MD simulations.  
 
 
Figure 1.1 Schematic illustration of bridging atomistic and continuum scale quantities (vα, xα, and ϕα are the 
velocity, position and potential energy of atom α. And σ(x), q(x) and T(x) are the stress, heat flux and temperature at 
the spatial point, x, in the continua). 
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1.2.1 Virial theorem 
The earliest effort is the development of the virial theorem (VT) by Clausius and Maxwell [54-
56] to determine the stress field applied to the surface of a fixed volume containing N interacting 
particles. The virial stress developed based on the VT is shown below: 
    
 
 
{
 
 
∑ ∑        
 
   
 
   
 ∑        
 
   
} (1.1) 
where   takes values 1 to N neighbors of atoms  ,           and    is the position of atom 
 ,   and    represent the mass and velocity of atom α,     is the force between atoms α and β, 
and   is the total volume of the N particle system. The above definition of virial stress 
demonstrates fluctuations about the equilibrium average because of thermal fluctuations of the 
atomic positions, velocities, and forces. Hence, the virial stress calculated in MD simulations is 
typically averaged over time in order to obtain a good description of the system equilibrium 
average. This so-called ‘time averaging’ has been widely used in numerical studies of many 
material science phenomena [57-61]. Although the expression for VT is developed as a 
macroscopic-level average stress, it is often inappropriately used for calculating atomic-level 
local stress. As a result, erroneous estimates of stress have been found [62-64]. There have been 
several efforts to correct the misuse of the VT as local stress through new definitions for stress 
and/or heat flux that satisfy the conservation of mass/momentum/energy for a dynamic 
continuum [62, 65-70] or by using a stress tensor [63, 71-74].  
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1.2.2 Irving and Kirkwood’s theory 
Irving and Kirkwood [75] also presented formulas in their classical paper on the equations of 
hydrodynamics, thus making a pioneering contribution to correct the misuse of the VT. They 
proposed formulas for mass, momentum and energy densities that are defined for a spatial point 
at a time instant based on the statistical distribution of particles nearer to the point chosen and 
used the conservation equations to deduce formulas for stress and heat flux. The resulting 
equations for stress and heat flux require integration over phase space of quantities weighted by 
the Dirac delta function and a probability distribution function of phase space.  One of these 
quantities is an infinite-series expansion of differential operators, which makes it difficult to 
implement within a standard MD simulation.  
1.2.3 Hardy’s theory 
Among the attempts to improve upon the approach originally conceived by Irving and Kirkwood, 
Hardy and his colleagues bypassed some of the mathematical complexities of Irving and 
Kirkwood’s approach by using a finite-valued and finite-ranged localization function in place of 
the Dirac delta function [76, 77]. The resulting expression for stress/heat flux contains terms that 
theoretically remain constant regardless of different volume sizes, namely, the characteristic size 
of the volume that contains atoms contributing to properties at the spatial point chosen.  Hardy 
and his colleagues also derived an expression for temperature through the equipartition theorem 
and the kinetic energy associated with the atomic velocities relative to the velocity of the 
continuum at a spatial point [78]. 
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Hardy’s stress expression has been tested numerically by Zimmerman and coworkers for 
systems subjected to deformation, finite temperature or both using MD simulations. And it has 
been found that increasing characteristic volume of the localization function can lead to quicker 
convergence to the expected values. The behavior of Hardy’s stress expression near a free 
surface was also examined and found to be consistent with the mechanical definition of stress. 
Webb III et al. performed the evaluation of stress using Hardy’s formulas around the core of an 
edge dislocation in cylindrical aluminum after energy minimization [79]. Computed heat flux in 
a static non-equilibrium ensemble has been evaluated against the theoretical predictions from 
Fourier’s Law. In both cases, the results obtained from Hardy’s expressions are in good 
agreement with theoretical predictions.  
1.3 TIME, SPATIAL AND ENSEMBLE AVERAGING 
Previous investigations have demonstrated that the stress/heat flux fluctuations at finite 
temperature need to be eliminated through time averaging to reach the expected values beside 
spatial averaging inherent in the Hardy’s formulas [80]. Fluctuations of properties around 
expected values introduced by finite temperature are commonly removed through a spatial and 
temporal averaging method [81].  For simulations involving inhomogeneous deformation or 
rapidly time varying thermomechanical fields, conventional approaches of choosing large 
volume/time window size to reduce fluctuations can over-smooth interesting thermomechanical 
properties.  On the other hand, sharp features can be masked by the large fluctuations if a small 
volume/time window size is chosen. Either large or small window size adopted can cause 
deteriorated accuracy of the computed thermomechanical fields for highly non-equilibrium 
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processes. It is most desirable to have both high spatial/temporal resolution and high accuracy in 
the computed thermomechanical quantities.  
For this purpose, a ‘many-realization approach’ is proposed to evaluate the ensemble 
average of continuum stress/heat flux/temperature for the first time in the present study.  Note 
the many-realization approach is just the Monte Carlo method employed in engineering, but it is 
different from the conventional atomistic scale Monte Carlo [82, 83]. So that is why the name 
‘many-realization approach’ is used to avoid confusion. Ensemble averaging has a unique 
advantage over spatial averaging and time averaging because it is not a function of time and 
space.  Therefore, the quality of ensemble averaged quantities does not deteriorate when the 
thermomechanical process involved becomes farther away from the equilibrium. In addition, the 
computed thermomechanical quantities from different realizations employed in evaluating the 
ensemble averaged values are not correlated, in contrast to the time and spatial averaged ones. 
Another consideration of applying ensemble averaging to Hardy’s formulas is that the ensemble 
average of Hardy’s expressions for mass density, momentum density, energy density as well as 
the kinetic part of stress and heat flux, are equivalent to the corresponding formulas of Irving and 
Kirkwood [78]. The main difference between Hardy’s formulas from those developed by Irving 
and Kirkwood is that Hardy replaced the Dirac delta function with the general localization 
function. If applying ensemble averaging on Hardy’s formulas can lead to accurate 
thermomechanical quantities with high resolution, the validity of the continuum conservation 
equations should also be established.   
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1.4 RESEARCH OBJECTIVES 
In this dissertation, the following three objectives are to be achieved: (1) the convergence of the 
ensemble average and time average of the Hardy’s expressions are compared for some 
equilibrium systems at finite temperatures as well as a non-equilibrium process due to shock 
impact. Different situations that time and ensemble averaging can be applied to will be 
discussed. (2) Continuum conservation equations including balance laws of mass, momentum 
and energy will be validated numerically through a series of non-equilibrium processes using 
MD simulations, where atomistic-to-continuum thermomechanical fields are constructed using 
Hardy’s formulas and ensemble averaging at finite temperatures. (3) The ensemble average of 
Hardy’s quantities is also applied to a crack propagation problem in iron and to construct the 
stress field around the defective crack tip region as crack propagates under tensile and shearing 
loading. In addition, the validity of continuum conservation equations using Hardy’s formulas 
will be tested around the crack tip where slip bands and other defects exist.  
The accomplishment of the three objectives will contribute to the high-fidelity link 
between atomistic and continuum regimes for highly non-equilibrium systems. 
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2.0  THEORETICAL BACKGROUND 
In this Chapter, molecular dynamics (MD) technique is briefly discussed and then the 
concepts of statistical ensemble and ensemble averaging are explained. The Liouville’s theorem 
is given which describes the time dependence of density function of the ensemble, and from 
which the continuum conservation equations can be represented in terms of atomistic quantities.  
The derivation of stress and heat flux expressions by Irving and Kirkwood is demonstrated, as 
well as the derivation of Hardy’s expressions for stress, heat flux and temperature. Finally, a 
many-realization approach is proposed, which implements ensemble averaging of Hardy’s 
formulas without explicit knowledge of the density distribution function.  
2.1 MOLECULAR DYNAMICS SIMULATION 
Classical molecular dynamics (MD) simulations are widely used to study atomic and molecular 
scale phenomena and to compute the equilibrium and transport properties of atomic and 
molecular systems [1-3, 82]. Here, ‘classical’ means that the nuclear motion of the constituent 
particles obeys the laws of classical mechanics and that Newton’s classical equations of motion 
(Eq. 2.1) are used to compute the trajectories of the atoms. The incomplete discussion in this 
section only provides necessary information regarding the calculation of thermomechanical 
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quantities from MD simulation results. The equation of motion for atom α in a system of 
interacting atoms is given as: 
            
   
 
(2.1) 
where U is interatomic potential energy,    and    are the mass and the instantaneous position 
of atom α,    is the acceleration of atom α and  
    is the external force. 
To start a MD simulation, initial positions and velocities need to be assigned to all atoms 
in the system. The atom positions should be chosen corresponding to the material structure under 
consideration. After each atom is placed in its appropriate position, their velocity components 
can be assigned with values drawn from a Maxwell-Boltzmann distribution. All velocities can be 
shifted later on so that the total momentum of the atomic system is zero. The most time-
consuming part of MD simulations is to calculate the force acting on every atom. 
The force on the  th atom    is obtained from a spatial derivative of the potential 
energy :         . Pair potentials (such as Lennard-Jones and Morse potentials) are 
probably the most prevalent types of potential energy and involve only the position of two atoms 
when computing a discrete contribution to the total energy. Pair potentials have been used to 
model the physics of inert gas solids.  Many three-body potentials consider the bond angle 
formed by two bonds, where a bond exists between the first and second atoms as well as the first 
and third atoms.  Therefore, three atoms are considered when computing a discrete contribution 
to the total energy. Such potentials have been used to model covalent semiconductor material 
such as silicon (Si). Many-body potentials also exist, where the energy of a given atom is a 
function of the total bonding environment surrounding it. The embedded atom method (EAM) 
potential is a multibody potential where U of a system of N atoms is given by [84-87]: 
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  ∑       
 
 
 
 
 
∑       
  
   
 (2.2) 
where         is the embedding energy of atom α to the background electron density    . The 
electron density at the site of atom α is approximated by the superposition of atomic densities, 
    ∑   
         , where   
     is the electron density contributed by atom β at a distance x. 
And        is the core-core pair repulsion between the atoms α and β separated by the distance 
   . The dependence of     upon a summation over the surrounding atoms in the system 
represents the many-body nature of EAM.   
After all forces between the atoms are calculated, Newton’s equations of motion can be 
integrated using the so-called Verlet algorithm, which is not only one of the simplest but also the 
most commonly used [88]. The standard implementation scheme of this algorithm is: 
1. Calculate   (  
 
 
  )        
 
 
    . 
2. Calculate                  (  
 
 
  )   . 
3. Derive   (  
 
 
  ) from the interaction potential using         . 
4.            (  
 
 
  )  
 
 
          . 
   and    are the instantaneous velocity and position of atom α and    is the acceleration of atom α 
computed from its mass    and force   . The duration over which atomic displacements are computed 
(i.e. the time step   ) is typically around 1 fs and it is small enough to resolve atomic oscillations 
at finite temperature. With successive iterations of force computation and integration process the 
time/space trajectory for all atoms in the system can be established.  
From the atomic positions, velocities and forces at every time step, macroscopic scale 
thermodynamics quantities can be calculated through an appropriate atomistic-to-continuum 
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relationship. For example, the instantaneous stress of the atomic system can be computed 
according to the virial stress definition given in Eq. 1.1. Note that finite temperature equilibrium 
simulations demonstrate fluctuations in systems properties about the equilibrium average. 
Therefore, the computed stress needs to be averaged over some window of simulation time to 
obtain the expectation value.  
2.2 STATISTICAL ENSEMBLE 
An ensemble is a collection of all the possible microscopic states that a system could be in, 
consistent with its observed macroscopic properties.  A microstate of a system of atoms is a 
complete specification of all positions and momenta of the atoms. For example, a state of a 
system consisting of N particles can be specified by the 3N canonical coordinates          and 
their conjugate momenta          . The 6N dimensional space spanned by         is called the 
Γ space, or phase space, of the system. A point in Γ space represents a state of the entire N-
particle system, and is referred to as the representative point. In contrast, for a macroscopic state, 
only very few features such as temperature, density, and total energy are specified.  Thus, an 
ensemble could be a collection of all the ways a set of atoms could be arranged for a system as 
long as the extensive quantities defined for the macroscopic state are satisfied.  Using the 
example of a gas system, it is apparent that a very large (in fact, infinite) number of microscopic 
states of the gas can correspond to a given macroscopic condition of the gas. For example, the 
velocities of atoms for two different microscopic states are different but the gas temperatures are 
the same. Through macroscopic measurements we would not be able to distinguish between two 
gases existing in different microstates (thus corresponding to two distinct representative points in 
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Γ space) but satisfying the same macroscopic conditions (Fig. 2.1). Therefore when we speak of 
a gas system under certain macroscopic conditions, we are in fact referring not to a single state, 
but to an infinite number of states. That is to say, we refer not to a single system, but to a 
collection of systems, identical in composition and macroscopic condition but existing in 
different microscopic states. According to Gibbs, such a collection of systems is called an 
ensemble, which is geometrically represented by a distribution of representative points in space, 
usually a continuous distribution. It may be conveniently described by a density function 
        , where       is an abbreviation for                    , so that 
                  is the number of representative points contained in the infinitesimal volume 
element           of Γ space centered about the point       at time t. An ensemble is 
completely specified by         . It is to be emphasized that members of an ensemble are 
mental copies of a system and do not interact with one another.  
 
 
Figure 2.1 Schematic illustration of ‘ensemble’ concept using a gas with constant volume, pressure and number of 
particles 
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2.3 LIOUVILLE’S THEOREM 
The time dependence of the density function          is described by Liouville’s theorem [89]:  
  
  
 ∑ [ 
  
  
               ]
 
   
 (2.3) 
where   is the potential energy of the entire system,    is the mass of atom  . Vectors and 
tensors are represented in bold font. Any dynamical variable       , which is generally a 
function of the coordinates and conjugate momenta, has an expectation value given at time   by  
〈   〉  
∫                        
∫                   
 
(2.4) 
 
〈   〉 is used to denote the expectation value of   for a distribution function  , which is the 
inner product of   and   taken over phase space. If   does not depend on time explicitly, the rate 
of change of the expectation value of   is given by  
 
  
〈   〉  〈  
  
  
〉  ∑ [〈   
  
  
     〉  〈           〉]
 
   
 
(2.5) 
 
Using Green’s theorem applied in the space of    and in the momentum space of    yields 
〈   
  
  
     〉  〈
  
  
       〉 
(2.6a) 
 
〈           〉   〈           〉          (2.6b) 
 
Therefore, Eq. 2.5 becomes 
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(2.7) 
 
Thus giving the rate of change of the expectation value of   as the expection value of the 
dynamical variable ∑ [
  
  
               ]
 
   .  
2.4 IRVING AND KIRKWOOD’S THEORY 
In the seminal work by Irving and Kirkwood, Eq. 2.7 is used to derive stress tensor and heat flux 
vector expressions in terms of atomistic variables. In that work, the mass density       , 
momentum density        and energy density         are given in terms of atomic positions and 
momenta through the delta function   and density distribution function   : 
        ∑   〈         〉
 
    (2.8a) 
 
                    ∑〈           〉
 
   
 
(2.8b) 
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             〉
 
   
 
 
 
∑ ∑〈            〉
    
 (2.8c) 
 
where        is the potential energy of the  th atom in an external field of force, and     is the 
mutual potential between the  th and  th atoms. The material velocity field        is defined 
such that     . 
The continuum conservation equations from the phenomenological point of view are 
given by: 
  
  
           (2.9a) 
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                 (2.9b) 
   
  
          
               (2.9c) 
       is the body force density, and        is the energy source per unit mass. Definitions for 
stress tensor   and heat flux vector   are derived by taking the derivative of  mass, momentum 
and energy density given by Eq. 2.8 with respect to time, applying the Liouvilles’s theorem (Eq. 
2.7), and comparing with the right hand side (RHS) of Eq. 2.9. Details of the derivation can be 
found in [75]. The expressions (Eq. 2.10) have been claimed to be not only the most apparent 
choice of satisfying conservation equations both phenomenologically and at the atomistic scale, 
but also the only choice that is physically reasonable.  
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(2.10b) 
where pair density              ∑ ∑ 〈        (     )  〉    , and particle current 
density in pair space is given by the six-component vector               ∑ ∑ 〈 
  
  
     
  
  
          (     )  〉. 
The resulting formulas for stress and heat flux (Eq 2.9) contain terms that require 
integration over phase space quantities weighted by the Dirac delta function   and a density 
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distribution function  . One of these quantities is an infinite-series expansion of differential 
operators. Therefore, the expressions developed by Irving and Kirkwood are very hard to 
implement for MD simulation result.  
2.5 HARDY’S EXPRESSIONS FOR STRESS, HEAT FLUX AND TEMPERATURE 
Hardy bypasses the numerical difficulties in Irving and Kirkwood’s formulism by defining the 
mass, momentum and energy density using localization function   instead of Dirac delta 
function   [76]: 
       ∑           
 
   
 (2.11a) 
       ∑             
 
   
 
(2.11b) 
 
        ∑ [
 
 
    
    ]        
 
   
 (2.11c) 
 
Here    represent the potential energy of atom α. The localization function   spreads out the 
properties of the atoms            , and allows each atom to contribute to a continuum 
property at the position x at time t as shown in Fig 2.2.  The function   has units of inverse 
volume and      only in some characteristic volume surrounding the spatial point x.  Hardy 
has established a few rules with regard to the behavior of   :  
1.         has its maximum at     . 
2.           as |    |   . 
3.         is smooth and non-negative. 
4. ∫            .     is a volume element in the continuum space.  
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Figure 2.2 Schematic illustration of the localization function, linking the atomistic and continuum scales by 
assigning different weights to the atoms that contribute to the quantities computed at spatial point x in the continua 
 
A bond function        between atoms α and β is defined by the expression:        
∫    
 
 
           , where           .   
   represents a weighted fraction of the 
bond length segment between atoms α and β that lies within the characteristic volume.  In order 
to derive an expression for a symmetric stress tensor, Hardy has made four key assumptions 
about the forms of the energies and forces for the atoms in the system: 
(i) The total energy of the system   can be considered to be the summation of individual 
potential energies of each atom within the system,   ∑   
 
   . 
(ii) The force on any atom can be expressed by the summation             
∑    
 
   . When   is the summation of pair potentials,    
 
 
∑         
 
    where 
    |   |,     obviously means the force exerted on atom α from atom β. However, 
for some multibody potentials the meaning is not so straightforward.  
(iii) The atomic potential energies depend only on interatomic distances,  
                    . So  
   ∑ ∑                    
 
   
 
   . This 
expression includes the possibility that α=γ. While this assumption clearly holds for 
radially symmetric potentials such as pair potentials and the embedded atom method 
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(EAM), it is necessary to consider the invariance of the system potential energy to show 
that it also holds for potentials that depend on bond orientations. 
(iv) Each atomic potential energy depends only on the distances between the atom under 
consideration and all other atoms,                      . Thus, the force between 
atoms α and β can be expressed as                                  . Clearly, 
while this assumption holds for pair potentials and EAM, it does not for some multibody 
potentials such as the three-body potential of Stillinger Weber [90] used to model silicon. 
Using the density functions shown above (Eq. 2.11) together with the conservations 
equations (Eq. 2.9) and by considering the four assumptions listed, Hardy developed the 
following expressions for stress and heat flux at a spatial point: 
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Hardy and colleagues also derived an expression for temperature by considering the 
equipartition theorem and the kinetic energy associated with atomic velocities relative to the 
velocity of the continuum at a spatial point [78]: 
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(2.14) 
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where    is Boltzmann’s constant. This expression was not rigorously defined within the context 
of the same balance laws as was done for σ and q. However, it offers an ability to calculate T at 
an arbitrary location in an atomistic simulation similar to what is done for σ and q. 
The ensemble average of the formulas given by Hardy for mass, momentum and energy 
density are equivalent to the corresponding formulas given by Irving and Kirkwood. The main 
difference is that Irving and Kirkwood used Dirac delta function instead of the general 
localization function. In stress and heat flux expressions, the infinite series are thus avoided and 
it is easy to implement Hardy’s formulas in MD simulations.  
2.6 MANY-REALIZATION METHOD 
The many-realization method is employed to compute the ensemble averaged thermomechanical 
quantities without explicit knowledge of the density distribution function [91].  The microscopic 
states (i.e. atomic velocities and positions) corresponding to the same initial macroscopic state of 
the ensemble are sampled, and then the atoms in each realization are left to evolve into new 
microscopic states corresponding to the same macroscopic ensemble.  The ensemble concept is 
also valid for non-equilibrium processes [89], and hence, the many-realization method can be 
applicable to analyze such processes (Fig. 2.3).  
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Figure 2.3 Schematic illustration of the many-realization method [92] 
 
The procedure to implement the many-realization method is as follows:  
1) Determine number of atoms, volume and energy of the NVE ensemble to be studied.  
2) Set the number of atoms and the initial position of the atoms the same in each of the N 
realizations.  
3) Initiate each of the N realizations of the ensemble (macroscopic state) by assigning each 
atom with a velocity sampled from the Maxwell-Boltzmann distribution at the prescribed 
temperature. 
4) Let each realization evolve and equilibrate in parallel after atomic velocity and position is 
assigned.  
5) Collect atomic velocities and positions from the N realizations as the system evolves to 
study systems under equilibrium state after equilibration is achieved. 
6) Apply an external stress to the material model to drive the system to non-equilibrium if 
non-equilibrium process is to be investigated. Collect the atomic velocities and positions 
from the N realizations over time as the system evolves. 
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Thermomechanical quantities can be calculated at a selected time instant for the N 
realizations using Hardy’s expressions and ensemble averaging can be performed over the N 
calculated values. For time averaging, data can be collected over N time steps at a randomly 
chosen realization and thus the thermomechanical quantities can be calculated and time 
averaging can be performed for this chosen realization. 
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3.0  COMPARISON BETWEEN ENSEMBLE AND TIME AVERAGING IN 
EVALUATING HARDY’S THERMOMECHANICAL QUANTITIES 
In this Chapter, the ‘many-realization approach’ is implemented to evaluate the ensemble 
average of Hardy’s stress/heat flux/temperature. Even though time and spatial averaging are 
conventional approaches to remove fluctuations of the computed thermomechanical quantities at 
finite temperature, ensemble average has a unique advantage in that it does not deteriorate the 
computed quantities when the thermomechanical process involved becomes farther away from 
equilibrium. In addition, the computed thermomechanical quantities from different realizations 
employed in evaluating the ensemble averaged values are not correlated, in contrast to the time 
and spatial averaged ones.  Here correlation refers to the statistical relationship between two 
random variables or two sets of data. The superiority of ensemble averaging over time averaging 
will be demonstrated through computing the stress/heat flux/temperature for nickel (Ni) crystal 
in equilibrium and under shock impact. The convergence of the ensemble average and the time 
average of Hardy’s expressions as well as different situations that time and ensemble averaging 
can be applicable will be discussed .  
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3.1 SIMULATIONS 
A Ni crystal with dimensions of Lx =10[100], Ly=10[010], and Lz=20[001] in the x, y, and z 
direction is chosen for studying equilibrium systems. Free boundary conditions are applied to all 
the directions (Fig. 3.1a). The interaction of the Ni atoms is described by the embedded atom 
method (EAM) [86, 87, 93] interatomic potential.  The many-realizations of the Ni NVE 
ensemble after initial energy minimization are simulated in parallel and 1000 realizations 
(simulations) are conducted in total. Each realization is initiated by assigning the atoms with the 
velocities sampled from the Maxwell-Boltzmann distribution defined by the temperature. The 
total number of atoms and their positions are kept the same after energy minimization. With the 
same initial kinetic energy (determined by temperature) and potential energy (determined by 
atomic position) among the different simulations, these realizations (simulations) constitute the 
same NVE ensemble. The realizations are then left to evolve and equilibrate before atomic 
velocities and positions are collected. Atomistic information at a chosen time instant after the 
system has achieved equilibrium is collected for the 1000 realizations and used for calculating 
ensemble-averaged thermomechanical quantities. For time averaging, atomistic information for 
an arbitrarily chosen realization is collected for 1000 times with different time intervals, every 
10, 100 and 1000 time steps with time step size of  0.4 fs.  Hardy’s expressions for stress, heat 
flux, and temperature are calculated and their convergence using ensemble and time averaging 
are discussed.  
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Figure 3.1 Snapshots of (a) nickel (Ni) crystal after energy minimization and (b) Ni crystal plate subjected to shock 
loading from dropping the Ni hammer on top [92] 
 
 A Ni plate is created for the study of the non-equilibrium system, with dimensions of Lx 
=16[100], Ly=25[011], and Lz=2.8[0 AAEE1EE
_
AA1] in the x, y, and z direction. Periodic boundary conditions 
are applied to the x and z directions while free surface conditions are employed in the y direction 
(Fig. 3.1b). The interaction of the Ni atoms is also described by the EAM interatomic potential.  
Applying the many-realization method, 500 realizations with the same simulation setup 
described above are carried out.  Each realization is initialized with atomic velocities randomly 
sampled at 300 K. After global thermal equilibrium has been achieved for the system, a smaller 
Ni plate is assigned with an initial constant velocity of 1500 m/s in the –y direction and 
subsequently induces an impact loading on top of the larger Ni plate, which results in a shock 
wave propagating in the plate.  Atomistic information is collected at chosen time instants over 
the 500 realizations to construct the continuum thermomechanical fields using ensemble 
averaging. Time averaging is also used to construct the continuum thermomechanical fields 
through averaging the thermomechanical quantities calculated at 50 and 500 consecutive time 
steps with the time instant interested at the center of the averaging time window.   
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Figure 3.2 Stress profile for the Ni crystal (a) before energy minimization and (b) after energy minimization [92] 
 
3.2 RESULTS AND DISCUSSIONS 
To test the stress calculation using Hardy’s expression, spatial points are chosen along the line in 
the z direction that passes through the 3D Ni crystal from the center of the surface in the negative 
z axis to the center of the surface in the positive z axis. The stress profile before and after energy 
minimization shows that before relaxation, the tensile stress near the surface is much lower than 
that in the middle (Fig. 3.2a), but after relaxation, the crystal becomes under tension at the 
surface and compression in the central region (Fig. 3.2b). The shear stresses not shown here are 
around zero, as expected. No ensemble or time averaging is employed in these calculations since 
this static case involves no thermal fluctuations introduced by a finite temperature.  
For a Ni crystal that equilibrates at 300 K and 1000 K, the point at the center of the 
crystal is chosen to perform time and ensemble averaging on Hardy’s expressions. Different time 
intervals have been chosen to perform time averaging, which means data is collected every 10, 
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100 and 1000 time steps for 1000 times, and the time averaging window size changes 
correspondingly. From the statistical point of view, either time or ensemble averaging in our 
study is to get estimated values of the expected thermomechanical quantities (stress/heat 
flux/temperature) by averaging the values calculated from randomly chosen microstates, which 
constitute a statistical sample. For ensemble averaging, the random variables (thermomechanical 
quantities) are obtained from the many-realizations that constitute the same NVE ensemble. For 
time averaging, the random variables are obtained from the different time instants as the system 
evolves. If the system is ergodic which is assumed here, the time and ensemble averaging should 
be equivalent on the condition that the time averaging is over the thermomechanical quantities 
calculated at every time step for infinite long time and ensemble averaging is over all the 
possible microstates which is also an infinite number. But in practice, the sample size should be 
restricted.  
According to the central limit theorem in statistics, if the random variables are 
independent and identically distributed and the sample size is sufficiently large, the sample 
average would converge almost surely to the expected value. To have a good estimate of the 
expected value for the calculated thermomechanical quantities, it is therefore necessary to have a 
large enough sample size and have the random variables involved to be identically distributed 
and independent as well. For ensemble averaging, the many-realizations are conducted in parallel 
and thus evolve independently from each other. Therefore, the atomic quantities from the many-
realizations should be independent, as are the thermomechanical quantities calculated from them. 
For time averaging, since the atomic information is collected from the same realization, 
autocorrelation needs to be considered. A large enough time interval is necessary to reduce the 
autocorrelation so that the thermomechanical quantities constitute a valid sample for calculating 
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expected values. With these basic conditions satisfied, the sample mean would reach the 
expected value with large enough sample size, when the computed thermomechanical quantities 
are considered to be accurate.  
In our study, the expected values of the thermomechanical quantities are not always 
known in theory. In these situations, the computed quantities are assumed to be accurate when 
convergence of the quantities are achieved, i.e., the averaged quantities become stabilized with 
increasing number of averaging time steps and realizations.  In the study below, the influence of 
different time intervals on convergence are investigated for time averaging. The sample size 
effects (the number of calculations for averaging) on convergence for both time and ensemble 
averaging are also studied.  
 
 
Figure 3.3 Convergence of time averaging for Hardy’s stress with different averaging time interval at around 300 K: 
(a) every 10 time steps, (b) every 100 time steps, (c) every 1000 time steps with time step size = 0.4 fs [92] 
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Figure 3.4 Convergence of time averaging for Hardy’s heat flux with different averaging time interval at around 
300 K: (a) every 10 time steps, (b) every 100 time steps, (c) every 1000 time steps with time step size = 0.4 fs [92] 
 
 
 
 
Figure 3.5 Convergence of time averaging for Hardy’s temperature with different averaging time interval at around 
300 K: (a) every 10 time steps, (b) every 100 time steps, (c) every 1000 time steps with time step size = 0.4 fs [92] 
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Convergence plots are made by plotting the averaged values (solid lines) of a number of 
calculations with their 95% confidence intervals (given by dotted lines) against the number of 
averaged calculations. Figures 3.3-3.5 show the convergence for stress, heat flux and temperature 
at 300 K with different time intervals using time averaging. From Fig. 3.3, it can be clearly seen 
that collecting data and calculating every 10 time steps (4 fs) can lead to larger fluctuations in the 
convergence curves for stress and heat flux. Obvious non-convergence can be observed for 
temperature as the convergence curve does not exhibit the smoothness and flatness even as the 
number of averaging time steps reaches 1000. Increasing the time intervals to 100 time steps 
significantly increases the convergence of time averaging for stress and heat flux. Compared 
with a time interval of 10 time steps, at the same number of averaging time steps, the 
convergence curves of stress and heat flux become smoother at a time interval of 100. Increasing 
the time intervals to 1000 time steps (0.4 ps) has only a negligible effect on the total features of 
the convergence curve of stress and heat flux much. The difference of convergence with different 
averaging time interval can be most clearly observed from the plots for temperatures. This is not 
surprising in that temperature solely depends on kinetic energy (decided by atomic velocities) 
while the dominating terms in stress and heat flux are potential energy (decided by atomic force 
and positions). The kinetic energy term has shown to more easily fluctuate at finite temperature 
(the ratio of fluctuation part is greater) compared with the potential energy term [69].  Large 
fluctuations for a time interval equal to 4 fs (10 time steps), and smoother curve at time interval 
equal to 40 fs (100 time steps) but with nonzero slope at the end and steady convergence can be 
observed at the time interval of 0.4 ps. Though the temperature for the whole system is set to be 
300 K initially, the temperature can deviate from 300 K locally for a NVE ensemble. Similar 
tests are performed at 1000 K for a Ni crystal and the convergence tests for stress, heat flux and 
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temperature shows consistent results with that at 300 K. Increasing temperature from 300 K to 
1000 K does not affect the convergence significantly.  
 
 
Figure 3.6 Convergence of ensemble averaging for Hardy’s stress at temperatures around 300 K (left column) and 
1000 K (right column) [92] 
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Figure 3.7 Convergence of ensemble averaging for Hardy’s heat flux at temperatures around 300 K (left column) 
and 1000 K (right column) [92] 
 
 
Figure 3.8 Convergence of ensemble averaging for Hardy’s temperature at temperatures around (a) 300 K and (b) 
1000 K [92] 
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Figures 3.6-3.8 demonstrate the convergence for the stress/heat flux/temperature at 300 K 
and 1000 K using ensemble averaging. It can be easily observed that at either temperature, the 
thermomechanical quantities achieve convergence with increasing averaging number of 
realizations. As mentioned previously, different realizations are simulated in parallel, and 
therefore the computed thermomechanical quantities in different realizations are independent and 
thus are not correlated. Compared with time averaging, ensemble averaging achieves 
convergence similar to time averaging with 1000 time steps interval.  The confidence interval is 
about the same between time and ensemble averaging for the same averaging number of 
calculations.  
As discussed above, it is desirable to have the thermomechanical quantities to be 
independent and identically distributed so that a valid sample is obtained for calculating the 
estimated values. To determine if the thermomechanical quantities are independent, it is 
necessary to investigate the correlation of the atomic velocities and positions. Figures 3.9-3.11 
are the autocorrelation function (ACF) and power spectral density (PSD) of the velocity in three 
directions for a randomly chosen atom recorded for a certain time duration. The same atom is 
chosen for comparison between time averaging at 300 K and 1000 K and also between time and 
ensemble averaging.  The ACF and PSD of the atomic position are also studied and plotted 
together with the velocity.  For the thermomechanical quantities to be as independent as possible, 
the atomic velocities and positions collected should be least autocorrelated.  It can be seen that 
the ACF for atomic velocity is quite high within 400 time steps and oscillate less drastically, 
afterwards. If the time interval chosen is less than this critical value (around 400 time steps), the 
correlation between at least two successive points would be significant. If the sample size is not 
large enough, the sample average will not give a good estimate. This explains why using a time 
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interval of 10 time steps, no good convergence can be reached with averaging time steps as large 
as 1000. In addition, the convergence can be improved gradually up to the time interval of 100 
time steps because the autocorrelation has been reduced significantly. One can clearly observe 
the periodicity of the ACF and the critical time steps for choosing time interval is approximately 
consistent with this value.  
 
 
Figure 3.9 Autocorrelation function (ACF) of the velocity and position for a randomly chosen atom collected at 
every time step for 10000 time steps in a realization at (a) 300 K and (b) 1000 K, respectively [92] 
 
The PSD of the velocity, which is also the Fourier transform of the ACF, demonstrates 
this critical frequency, at which the PSD has the highest value, is around 5~10 THz. In the time 
domain, this corresponds to 0.1~0.2 ps, which is 250~400 time steps with time step size of 0.4 fs. 
This critical atomic vibrational frequency can be estimated by using the Einstein model, which 
states that the solid is composed of single-frequency harmonic oscillators. Then the vibrational 
frequency           , where    is the speed of sound inside the solid and      is the minimum 
wavelength sustainable by the atomic lattice (about twice the lattice constant  ). The sound 
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speed    can be computed by √        , where   and   are respectively the first and second 
Lame’s constants and   is material density. Utilizing the material properties for Ni ( =3.52 Å, 
 =125 GPa,  =76 GPa, and  =8.91 g cm
-3
), the calculated vibrational frequency is around ~8.0 
THz, which is consistent with what we found for the critical frequency through the frequency 
analysis of atomic velocity (i.e. 5~10 THz).  
 
 
Figure 3.10 Autocorrelation function (ACF) of the velocity and position for a randomly chosen atom collected from 
the 1000 realizations at (a) 300 K and (b) 1000 K, respectively [92] 
 
Comparing the velocity and position PSD and ACF, one can easily observe that position 
has stronger density at lower frequency content. However, its ACF also shows that the 
autocorrelation drops to a relatively small value almost at the same time steps as the velocity. 
Although it drops more slowly, it does not reach far in the negative direction. Therefore, one 
would expect the thermomechanical quantities that depend differently on atomic position and 
velocity may converge differently at the same chosen time interval. If the time interval is chosen 
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where the ACF for velocity is in the valley when that for position is a quite small value, the 
convergence of the quantities that are more dependent on velocity should be worse because 
position is less autocorrelated at this time interval. If the time interval chosen is smaller when the 
velocity has reached a lower value than position, the convergence for the quantities that are more 
dependent on position should be worse. The difference in convergence criterion, however, 
should not be large as long as the time interval is chosen to be larger than the critical value where 
the autocorrelations for both velocity and position lie in the flatter region. This chosen critical 
value (time interval) can be the same for position dependent quantities and for velocity 
dependent quantities as estimated by the Einstein model.  The increased temperature does not 
affect the convergence noticeably as the comparison of PSD for the atom in system at 300K and 
1000K shown, in Fig. 3.11, exhibits no significant shift in the critical frequency resulted from the 
temperature increase.  
 
 
Figure 3.11 Power spectral density (PSD) of the velocity and position for a randomly chosen atom collected at 
every time step for 10000 time steps at (a) 300 K and (b) 1000 K, respectively [92] 
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The ACF plot for velocities and positions of the same atom at 300 K and 1000 K in 
ensemble averaging clearly shows no correlation among the different realizations. Therefore, if 
the time interval chosen for time averaging is not large enough, it is expected that ensemble 
averaging would lead to better convergence with the same sample size or that ensemble 
averaging can reach convergence with smaller sample size. This can be observed from the 
convergence plot. The convergence for ensemble averaging is better than time averaging with a 
time interval of 10 and 100 time steps. While with a time interval of 1000 time steps, time 
averaging and ensemble averaging seems equivalent as the autocorrelations for time averaging 
have been reduced a lot by then.  
Equipped with the knowledge of applying time and ensemble averaging to equilibrium 
situations, we are going to analyze a highly non-equilibrium problem in which significant 
temporal gradient exists and time averaging most likely would fail.  In the shock impact problem 
we chose to demonstrate the superior performance of ensemble averaging of the various 
thermomechanical fields evaluated at different time instants. Spatial points calculated are along 
the shock wave propagation direction at the center of the plate in the x and z directions. The 
stress/heat flux/temperature fields are constructed using ensemble averaging at different time 
instants (see Figs. 3.12-3.14). From the convergence plot of equilibrium systems, it has be 
observed that convergence (accuracy) can be achieved after approximately 400 realizations for 
ensemble averaging. Therefore, 500 realizations are chosen to conduct ensemble averaging to 
construct the thermomechanical fields in this shock impact problem. The dashed lines are from a 
randomly chosen realization before ensemble averaging is applied.  
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Figure 3.12 Stress profile constructed by ensemble averaging of the shock impacted nickel plate as the shock wave 
propagates, and dash lines are chosen from a random realization without averaging [92] 
 
 
 
Figure 3.13 Heat flux profile constructed by ensemble averaging of the shock impacted nickel plate as the shock 
wave propagates, and dash lines are chosen from a random realization without averaging [92] 
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Figure 3.14 Temperature profile constructed by ensemble averaging of the shock impacted nickel plate as the shock 
wave propagates, and dash lines are chosen from a random realization without averaging [92] 
 
Before the shock wave arrives, the crystal has already equilibrated at 300 K, is in slight 
compression at the center, and experiences no heat flux in any direction at the spatial points 
chosen for analysis.  It can be observed that the shock wave propagation in the y direction leads 
to strong compression, heat flux in the y direction, and significant temperature rise at the shock 
front. In the x and z directions, which are perpendicular to the shock wave propagation direction, 
the stresses also vary, but the heat fluxes remain close to zero. This fast propagating shock wave 
and the corresponding rapidly varying thermomechanical fields present great difficulty for time 
averaging to perform well. From the experience gained from analyzing the same material at 
equilibrium, especially through studying the ACF, we have obtained a good estimate of the 
thermomechanical quantities when the averaging number of time steps is at least 400 and the 
time interval is 250 time steps (0.1 ps). Therefore, a time window size of 40 ps is needed to 
achieve convergence. With the wave propagating speed in the shock impact problem, the actual 
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thermomechanical fields have varied drastically within the time duration of 40 ps. Therefore, it is 
impossible to build high fidelity thermomechanical fields using this window size for time 
averaging, and thus, only reduced time interval and window size will be considered for this kind 
of highly non-equilibrium problem.  
As a result, stress, heat flux and temperature are constructed with the chosen time instant 
in the middle of the time window and a time interval of single time step is applied (0.4 fs). The 
total averaging time steps of 50 and 500 are employed, respectively, and the results are shown in 
Fig. 3.15. For stress and heat flux, only results for     and    are shown here because the spatial 
and temporal gradients are greatest in the wave propagating direction. It can be easily observed 
that the thermomechanical profiles with averaging time steps of 50 resemble the noisy profiles 
without averaging. This is especially obvious for the plot of heat flux where the gradient around 
the shock front is almost unidentifiable from the thermal noise. However, when the larger time 
averaging window size is applied (averaging time steps equal to 500), the peaks at the shock 
front are widened and even shifted, although smoother curves can be obtained. Therefore, 
ensemble averaging is more desirable in this case.  
Computational expense is also a consideration because constructing thermomechanical 
fields using ensemble averaging requires hundreds of simulations. Therefore, if the 
thermomechanical fields are slowly varying in time or in equilibrium, time averaging would still 
be a first option because ensemble averaging requires much more computational cost on 
simulations. However, for a highly non-equilibrium system where the thermomechanical fields 
change very rapidly, ensemble averaging is certainly more suitable.  In addition, the more 
accurately computed thermomechanical fields using ensemble averaging can be employed to 
investigate the validity of continuum thermomechanical equations, especially in non-equilibrium 
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situations. The problem related with computational cost can be alleviated by the rapid 
development of parallel computing techniques.  
 
 
Figure 3.15 Comparison between ensemble (solid line) and time (dashed line) averaging with 50 (left column) and 
500 (right column) averaging time steps at t=0.4 ps [92] 
3.3 CONCLUSIONS 
In this chapter, ensemble averaging is applied to evaluate Hardy’s stress, heat flux, temperature 
expressions for the first time through a many-realization approach. Comparison between the 
convergence of time and ensemble averaging has been performed for a Ni crystal that 
equilibrates at 300 K and 1000 K, as well as that under shock impact. This study thoroughly 
investigates the two averaging methods in details and provides specific guidance on 
 44 
implementing the two methods.  The thermomechanical fields have been constructed for a shock 
impact problem by ensemble and time averaging respectively. The following conclusions can be 
drawn: 
1. Time interval and the number of averaging timesteps are important factors when time 
averaging is employed to compute various thermomechanical quantities. It is found that a 
critical time interval exists for a given material such that the atomistic quantities sampled 
and the associated thermomechanical quantities have little correlation among themselves. 
This critical time interval can be estimated by the Einstein model using the material’s 
sound velocity.  For equilibrium system, time averaged thermomechanical quantities with a 
sufficient large time interval are almost equivalent to the ensemble averaged ones.  
2. Stress converges faster than heat flux and temperature with the same number of averaging 
points.  This is because stress primarily depends on atomic forces and velocities, in 
comparison heat flux and temperature are more related to atomic velocities, and atomic 
forces and positions fluctuate less than atomic velocities at finite temperatures. Increase in 
temperature mainly leads to an increase in the variance of the computed quantities, but does 
not affect their convergence rate.  
3. For highly nonequilibrium systems in which the thermomechanical fields drastically vary 
with time, ergodic theorem is no longer applicable and enlarging time window size only 
leads to less accurate estimation of the thermomechanical quantities. Ensemble averaging is 
the only appropriate way to obtain the expectation value in this case. The number of 
realizations can be chosen based on analyzing the corresponding equilibrium ensemble. 
Because the variance of atomistic quantities may increase in nonequilibrium conditions, it 
is neccessary to employ larger number of realizations than that in equilibrium studies.  The 
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main disadvantage of ensemble averaging is its computational expense, but with ever 
increasing computing power, this disadvantage will become less of an issue in the future. 
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4.0  ON THE VALIDITY AND APPLICABILITY OF HARDY’S THEORY TO NON-
EQUILIBRIUM PROCESSES MODELED AT ATOMISTIC SCALE  
Even though Hardy’s thermomechanical quantities have been derived analytically to obey 
continuum conservation laws, they have never been proven numerically, especially for non-
equilibrium processes. Therefore, the main task of this Chapter is to investigate the validity of 
Hardy’s theory by using the continuum conservations laws to test the computed Hardy’s 
themomechanical quantities for a few non-equilibrium processes. Gaussian pulse and shock 
wave propagating in one dimensional (1D) gold (Au) chain, 3D Au and Ni bar are simulated, for 
which the interatomic interaction is described by harmonic, Morse and EAM potentials, 
respectively. Since these highly dynamic processes happen in systems with different dimensions 
and modeled by various potentials, they represent a wide variety of problems for testing the 
applicability of Hardy’s formulas and ensemble averaging approach. In Hardy’s theory, 
ensemble averaging is not required for the validity of conservation equations, in contrast to 
Irving and Kirkwood’s formalism [75]. Here, the question of whether the ensemble averaged 
Hardy’s continuum quantities obey conservation equations will also be answered.  
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4.1 VALIDATION PROCEDURE 
Hardy’s formulas will be validated by comparing two sides of the conservation equations using 
the computed quantities at the spatial points chosen along the 1D Au chain and the central line of 
3D Au and Ni bar. These points are located along the Gaussian/shock wave propagation 
direction and where the thermomechanical fields change most drastically. For this purpose, the 
conservation equations will be discretized by the finite difference method.  
The conservation equations of mass, linear momentum and energy for a continuum point 
given in Chapter 2 (Eq. 2.9) are obeyed in the analytical development of Hardy’s formulas. The 
conservation equations can be rewritten by using total time derivative 
 
  
 instead of the partial 
time derivative 
 
  
 in Eq. 2.9, and body force and energy source are not considered in the 
equations below: 
Balance of Mass   
  
        
(4.1a) 
Balance of Momentum 
 
  
  
      
(4.1b) 
Balance of Energy   
  
             
(4.1c) 
where 
  
  
 
  
  
       is the material time derivative of  , 
  
  
 is the material time derivative of 
 , 
  
  
 is the material time derivative of e.         ,              and             , 
where i=x,y,z. Equations 2.9 and 4.1 can be derived from one another [94, 95]. Whereas Eq. 2.9 
is more commonly applied to fluid dynamics problems, Eq. 4.1 is mainly employed for solid 
mechanics analysis. 
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For 3D problems, discretized version of the conservation equations by finite difference 
method can be expressed as Eq. 4.2. Note here the balance of momentum is only written in the 
wave propagation direction (y direction in this Chapter). 
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Here    
       represents                  and similarly for  
      ,           
       , 
          
        and        ,        . For simplicity, superscript are not explicitly written at 
(           ). For example,    
           is written as    
     .                    
               and           .     is chosen to be the simulation time step size 1 fs 
and   ≈0.5 Å for 1D cases. For 3D problems,    is chosen to be the simulation time step size 1 
fs and   =   =0.2 Å and   ≈0.2 Å. The spatial discretization is chosen to be small enough so 
that there is no obvious change in the two sides of the balance laws. The conservation equations 
for 3D problems are plotted against the y coordinates of spatial points, which is the direction 
along which wave propagates. 
In 1D cases, Eqs. 4.2 can be simplified as below since only quantities along the x 
direction are nonzero: 
Balance of Mass            
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Balance of Energy  
          
  
 
             
   
  
      
  
        
     
   
 
  
        
     
   
 
(4.3c) 
Thermomechanical quantities are computed in terms of atomic variables at the chosen  
spatial points and time instants using Hardy’s formulas. The agreement between the two sides of 
the balance laws are tested by plotting the left hand side (LHS) and right hand side (RHS) of the 
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equations. In this Chapter, LHS of the conservation equations are always represented in blue line 
while RHS in green line. 
4.2 SIMULATIONS 
Wave propagation in a 1D Au chain initiated by a Gaussian pulse is investigated in our study. 
The Gaussian pulse is initiated in the middle of the 1D Au chain that consists of 500 atoms, for 
which the nearest neighboring atomic interaction is described by harmonic potential (Eq. 4.4) 
and Morse potential (Eq. 4.5), respectively:  
 (   )     
         
  (4.4) 
 (   )    (   
          )
 
 (4.5) 
where     is the distance between atoms i and j,     is the equilibrium bond distance,    is the 
energy well depth relative to the dissociated atoms and   controls the width of the potential. The 
harmonic potential used here is actually the linearized Morse potential for 1D gold chain. The 
initial displacement introduced by the Gaussian pulse of amplitude A and width σ is given by Eq. 
4.6: 
         { 
       
 
   
    
 | |     
                                     | |     
 (4.6) 
where the pulse is truncated at x = ± Lc and     
       
 
. Wave propagating is simulated for 
the 1D gold chain that is at 0 K and that equilibrates at 300 K, respectively. The values used for 
the parameters of the Gaussian pulse are   = 10.0  ,   =   and    = 4.0   at 0 K and   = 10.0  , 
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  = 2.0   and    = 4.0   at 300 K. The displacement of the atoms in the 1D chain simulated 
using harmonic potential at 0 K at different snapshots is shown in Fig. 4.1. The propagating 
wave initiated by the Gaussian pulse in the y direction is also investigated in 3D Ni bar having 
dimensions Lx =4[100], Ly=50[010], and Lz=4[001] in the x, y, and z directions. Free surface 
boundary conditions are applied to all directions and EAM potential developed by Foiles et al. 
[86, 87] are employed to describe the atomic interaction of the Ni bar. The values used for the 
parameters of the Gaussian pulse in 3D cases are   = 5.0   ,   = 0.5    and    = 2.0  . Similar 
test is also conducted in a 3D Au bar of the same dimension as the Ni bar, for which the atomic 
interaction is described by the Morse potential. The parameters of the Morse potential for the 1D 
and 3D Au are listed in Table 4.1.  
 
Table 4.1 Lattice parameter a, and Morse potential parameters De, α and r0 for Au [96-98] 
 a (Å)    (eV)   (Å
-1
)    (Å) 
1D 2.922 0.5600 1.6370 2.9220 
3D 4.070 0.1071 1.9788 2.9372 
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Figure 4.1 Displacement of the atoms in the harmonic chain during the Gaussian pulse propagates at initially 0 K at 
different time instants [98] 
 
Highly non-equilibrium process of shock wave propagation in 1D and 3D cases are then 
investigated. For the 1D gold chain, the shock wave is initiated by assigning velocities of 1000 
m/s in the +x direction to five atoms at one end of the chain described by Morse potential that is 
at 0 K and that equilibrates at 300 K, respectively. For the 3D case, shock impact is introduced 
by assigning velocities of 1000 m/s in the -y direction (see Fig. 4.2) to the atoms within two 
lattice distance in the y direction at the end of the Ni bar described by EAM potential initally at 0 
K (Fig. 2). Shock wave propagation in 3D Ni bar is also investigated at 300 K, and the many-
realization method described in Ch. 2.5 is used to evaluate ensemble averaged values of the 
thermomechanical quantities in order to remove thermal noise and preserve high spatial and 
temporal gradients of the thermomechanical fields. Totally, 500 realizations are conducted in 
parallel and ensemble averaging of the Hardy’s quantities is performed over the 500 realizations.  
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Figure 4.2 Displacement of the atoms in the 3D Ni crystal during the shock wave propagates at initially 0 K at (a) 1 
ps (b) 3 ps (c) 5 ps and (d) 7 ps [98] 
 
The characteristic volume used in our study for the 1D problems is a cylinder with cross-
section area of 1 Å
2
 and length   of 4.8    unless otherwise stated. For the 3D problems the 
volume is a sphere with radius    of 1.5 times the lattice constant. The localization function 
     used for 1D and 3D problems in Chapters 4 and 5 are given as Eq. 4.7, respectively as:  
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4.3 RESULTS AND DISCUSSIONS 
Figure 4.3 shows the stress and heat flux profiles along the chain at different time instants as the 
Gaussian wave propagates, showing nonzero values mainly at the wave fronts. Figure 4.4 
compares the two sides of the balance of momentum with different characteristic volume chosen 
for the localization function and shows good agreement between the two sides in all cases.  
There are some noticeable spikes around the mean values for both stress’s spatial derivative (i.e., 
RHS) and velocity’s time derivative (i.e., LHS) when characteristic volume is small. These 
spikes are observed to diminish in number and magnitude as the characteristic volume increases, 
but the tradeoff is the over-smoothing of the curves as observed from the smaller peaks at 
position 700 Å and 750 Å in Fig. 4.4. A length of 4.8    is chosen for the characteristic volume 
in all 1D cases, because this choice seems to preserve the sharp features of conservation 
equations and reduce the number and amplitude of spikes.  
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Figure 4.3 Stress and heat flux profiles as the Gaussian wave propagates in the harmonic chain at different time 
instants at initially 0 K (length of the characteristic volume is chosen to be 4.8   ) [98] 
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Figure 4.4 Comparison between two sides of balance of momentum as the Gaussian pulse propagates in the 
harmonic chain at initially 0 K with different length of the characteristic volume (a) length=1.2 r0 (b) length=2.4 r0 
(c) length=4.8 r0, and (d) length=9.6 r0 at the time instant t=1 ps [98] 
 
The behavior of Hardy’s expressions with changing characteristic volume is due to the 
different number of atoms included in the characteristic volume.  Even with uniform spacing of 
atoms having zero velocity at the area away from wave fronts, a different number of atoms can 
be included as the spatial point changes from point to point. For example, when the spatial point 
is located at the site of the atom, only one atom is included in the characteristic volume with a 
length of 1.2   . If the spatial point is located in the middle between two atoms, these two atoms 
will be included.  This effect can be magnified at wave front, which can affect density, velocity 
and energy by the varying number of atoms contributing to the calculation of the corresponding 
properties. For stress and heat flux, this can also affect the number of individual interacting 
atomic pairs in the potential term of the respective expressions. As characteristic volume 
 57 
increases, the number of atoms in the characteristic volume and pairs of atoms in the potential 
terms change less significantly as the spatial point changes. Thus, this explains why the spikes in 
the spatial derivative diminish with increasing characteristic volume (see Fig. 4.4).  Similarly, 
small characteristic volume is more sensitive to atom reconfiguration with time at a fixed spatial 
point.  Therefore, the spikes of time derivative are also reduced as characteristic volume 
increases.  
 
 
Figure 4.5 Stress and heat flux as the Gaussian pulse propagates in the harmonic chain at initially 0 K with different 
length of the characteristic volume (a) length=1.2 r0 (b) length=2.4 r0 (c) length=4.8 r0, and (d) length=9.6 r0 at the 
time instant t=1 ps [98] 
 
The influence of characteristic volume change on stress and heat flux is shown in Fig. 
4.5. Changing characteristic volume does not affect the stress profile but affects heat flux, 
significantly. In theory, the mechanical energy introduced by the Gaussian pulse should 
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propagate in the form of a mechanical wave without heat dissipation. Thus no heat flux is 
supposed to be observed in the harmonic chain as the wave propagates. However, the calculation 
from Hardy’s heat flux expression generates values that are nonzero and vary with different 
characteristic volume. Comparing expressions for stress and heat flux given by Hardy (Eqs. 2.12 
and 2.13), the dominating term in the stress expression is the potential term and so is in the heat 
flux expression. The steady profile of stress indicates the potential term of stress is insensitive to 
changing characteristic volumes, which should be the same for the potential term inside the 
bracket of heat flux due to their resemblance. The changing heat flux with length of the 
characteristic volume is due to the relative velocity,  ̃ , outside the bracket. From the physical 
point of view,  ̃  should be zero as there is no thermal fluctuation for individual atoms in a 
harmonic chain at an initial 0 K ( ̃  is used to compute local temperature in Hardy’s expression). 
However, it can be easily seen that Hardy’s expression would give nonzero  ̃  and thus nonzero 
temperature at the wave front; and the value of  ̃  can vary a lot with changing characteristic 
volume.  
As pointed out by Webb III et al., one may obtain erroneous material velocity,  , and 
temperature when applying Hardy’s expressions. The systems they are concerned with are quasi-
static, where material velocity,  , should be equal to zero. Problems arise when the characteristic 
volume is chosen to be too small for the atomic velocities within the volume to be de-correlated, 
so   ( 
∑            
 
   
∑          
 
   
) computed by Hardy’s definition is not zero as it should be. This can lead 
to an erroneous value of relative atomic velocity,  ̃ , (=    ) within the volume, as is the 
temperature of the spatial point. In the work of Webb III et al., this problem was tackled by 
conducting time averaging on  , which can lead to   that is very close to zero. However, the 
wave propagation problem shown in Fig. 4.5 is a dynamic process, where  ̃  is supposed to be 
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zero. At the wave front where atomic velocities change drastically, only when the characteristic 
volume is so small that it contains only one atom, the computed  ̃  can be zero. Larger 
characteristic volume that contains more than one atom will lead to material velocity which is an 
average of the velocities of atoms at the wave front. This gives nonzero  ̃  for the atoms within 
the volume and thus nonzero temperature. The material velocity,  , at the spatial point can 
change with different characteristic volume as is  ̃  for the atom within the volume. This 
explains why heat flux profile changes with varying characteristic volume.  
Next, we investigate the validity of Hardy’s theory through several numerical tests. 
Figure 4.6 shows the conservation equations as the Gaussian pulse propagates in the harmonic 
chain at an initial 0 K. Two time instants are chosen and good fit between two sides of the 
balance laws are observed.  The positions of the wave fronts can be clearly identified.  At 300 K, 
validity of Hardy’s formulas is tested in a similar fashion for the Gaussian pulse in the harmonic 
chain at time instant t=3 ps. In Fig. 4.7(a) thermomechanical quantities are computed from a 
randomly chosen realization and in Fig. 4.7(b) ensemble averaged values over the 500 
realizations of the themomechanical quantities are employed.  The validity of Hardy’s formulas 
can be established in both cases. The profiles of the balance laws after ensemble averaging at 
300 K resemble those at 0 K. In comparison, the profiles of the balance laws before ensemble 
averaging are affected by the fluctuating thermomechanical quantities and thus are much noisier 
compared to those after averaging.  
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Figure 4.6 Comparison between two sides of the continuum governing equations as the Gaussian pulse propagates 
in the harmonic chain at initially 0 K at 1 ps (left column) and 3 ps (right column) [98] 
 
 
 
 
Figure 4.7 Comparison between two sides of the continuum governing equations before (left column) and after 
(right column) ensemble averaging as the Gaussian pulse propagates in the harmonic chain at 1 ps at around 300 K 
[98] 
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Figure 4.8 Comparison between two sides of the continuum governing equations as the Gaussian pulse propagates 
in the Morse chain at initially 0 K at 1 ps (left column) and 3 ps (right column) [98] 
 
It should be mentioned that in the original theory developed by Hardy, conservation 
equations are obeyed without ensemble averaging, which has also been demonstrated here 
through numerical calculation. As shown in Chapter 3, expected values of thermomechanical 
quantities often cannot be reached for non-equilibrium systems without ensemble averaging. 
Therefore, conservation equations are obeyed when the thermomechanical quantities are away 
from their expected values in those cases. Hardy did not mention, however, whether the time 
averaging or ensemble averaging used, which is necessary to achieve the expectation values of 
the thermomechanical quantities, would affect the validity of the computed quantities. 
Apparently, the validity of ensemble averaged quantities cannot be justified by the result from 
individual realization because of the nonlinearity of the conservation equations. Numerical tests 
shown in Fig. 4.7(b) demonstrate the ensemble averaged thermomechanical quantities do obey 
conservation equations. Similar analysis has been performed on the Gaussian pulse propagation 
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in the Morse chain at 0 and 300 K (Figs. 4.8 and 4.9) and the shock wave propagation in the 1D 
Morse chain at 0 and 300 K (Figs. 4.9 and 4.10). Our results also show that the balance laws are 
obeyed in all these cases as well. The slight discrepancy in the balance of energy after ensemble 
averaging shown in Figs. 4.7(b), 4.9(b) and 4.11(b) is still not clearly known.  
 
 
 
Figure 4.9 Comparison between two sides of the continuum governing equations before (left column) and after 
(right column) ensemble averaging as the Gaussian pulse propagates in the Morse chain at 1 ps at around 300 K [98] 
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Figure 4.10 Comparison between two sides of the continuum governing equations as the shock wave propagates in 
the Morse chain at 2 ps (left column) and 4 ps (right column) at initially 0 K [98] 
 
 
 
Figure 4.11 Comparison between two sides of the continuum governing equations before (left column) and after 
(right column) ensemble averaging as the shock wave propagates in the Morse chain at 2  ps at around 300 K [98] 
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During the process of testing the validity of Hardy’s expressions by comparing two sides 
of the conservation equations, it is discovered that the localization function should be normalized 
depending on the spatial volume (V) and number of atoms (N) contained in the characteristic 
volume. The new normalization criterion is as follows: 
∑           
 
 
 
 
(4.8) 
 
 
where    N/V, even though in theory the normalization criterion for the localization function 
given by Hardy is ∫             The original normalization criterion (see Ch. 2.4) is set to 
conserve the property for the entire system and the integration is over the entire system. 
However, to conserve local properties in the atomistic-to-continuum link in numerical 
calculation,  ∑            
 
  needs to be satisfied instead. Otherwise, significant 
discrepancies between the two sides of the balance laws can appear for both 1D and 3D 
problems. Figure 4.12 shows the comparison between two sides of balance of momentum and 
energy by applying different normalization criteria for the Gaussian pulse propagation in the 
Morse chain at 0 K. The left column of Fig. 4.12 shows the balance laws of momentum and 
energy by using ∫           . Clear discrepancy between the LHS and RHS of the 
balance law of energy can be observed. The right column of Fig. 4.12 shows the corresponding 
results by applying ∑            
 
 , where the discrepancy in the balance law of energy 
has been eliminated. It is still not clear why the balance of momentum is not affected by the 
normalization rules as balance of energy. Though rigorous derivation for the normalization 
criteria cannot be given here, one can view this normalization criterion as the discrete version of 
the original normalization criterion ∫           . This new normalization criterion has 
been employed in all the validation tests. 
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Figure 4.12 Demonstration of the different normalization rules on the conservation of momentum and energy as the 
Gaussian wave propagates in the Morse chain at 1 ps at initially 0 K. Left column is to use the original 
normalization rule and right column is to use the new normalization rule [98] 
 
Finally, validity of Hardy’s formulas as the Gaussian pulse propagates in the 3D Au and 
Ni crystals as well as shock impact response in the 3D Ni are demonstrated in Figs. 4.13-4.16.  
The 3D tests are conducted for systems initially at 0 K as well as 300 K. Figures 4.13 and 4.14 
show Gaussian pulses propagation in the 3D Au and Ni crystals at an initial 0 K. Figures 4.15 
and 4.16 shows shock wave propagation in the Ni crystal at an initial 0 K and 300 K. Good 
agreement between the two sides of the balance laws can be observed in all cases though they do 
not fit as well as the 1D examples. This can be ascribed to the more complex calculations and 
multiple terms involved in computing the differential conservation equations.  It is worth 
mentioning that there are large discrepancies between the two sides of balance of energy if the 
thermomechanical quantities have not been not computed based on the new normalization 
criterion. 
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Figure 4.13 Comparison between two sides of the continuum governing equations as the Gaussian wave propagates 
in the 3D gold crystal modeled by Morse potential at 1 ps (left column) and 2 ps (right column) at initially 0 K [98] 
 
 
 
 
Figure 4.14 Comparison between two sides of the continuum governing equations as the Gaussian wave propagates 
in the 3D nickel crystal modeled by EAM potential at 1 ps (left column) and 2 ps (right column) at initially 0 K [98] 
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Figure 4.15 Comparison between two sides of the continuum governing equations as the shock wave propagates in 
the 3D nickel crystal modeled by EAM potential at 1 ps (left column) and 3 ps (right column) at initially 0 K [98] 
 
 
 
 
Figure 4.16 Comparison between two sides of the continuum governing equations as the shock wave propagates in 
the 3D nickel crystal modeled by EAM potential at 2 ps at around 300 K before (left column) and after (right 
column) ensemble averaging [98] 
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4.4 CONCLUSIONS 
In this Chapter, Hardy’s thermomechanical quantities are validated by testing if they obey 
continuum governing equations including balance laws of mass, momentum, and energy for a 
series of non-equilibrium processes. These non-equilibrium processes involve Gaussian pulse 
and shock wave propagating in 1D chains and 3D crystals, for which the atomic interactions are 
described by harmonic, Morse and EAM potential in different situations. The following 
conclusions can be drawn:  
1. The validity of Hardy’s expressions for non-equilibrium processes has been demonstrated 
by the good agreement between two sides of the balance laws, regardless of the size of 
the characteristic volume, the interatomic potential and crystal structure.  
2. At a finite temperature, the ensemble averaged Hardy’s thermomechanical quantities also 
obey conservation equations, although slight discrepancies in the balance of energy have 
been observed.  
3. A modification to the localization function normalization criterion has been proposed and 
discussed in order to better conserve mass, momentum and energy, which is especially 
important for the validity of the balance law of energy.  
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5.0  APPLICATION OF HARDY’S FORMULAS TO ANALYZE CRACK 
PROPAGATION IN AN IRON CRYSTAL 
In Chapter 4, a few highly non-equilibrium processes have been simulated and Hardy’s theory 
has been verified for such processes through the conservation equations. However, it is still 
uncertain if Hardy’s thermomechanical quantities would break down when more complex 
deformation mechanisms exist such as dislocation glide, slip band, and twinning. As such, MD 
simulation is conducted to investigate crack propagation in bcc iron (Fe) crystal under tensile and 
shearing loading and stress fields are constructed around the defective crack tip region using the 
many-realization approach. To justify the applicability of Hardy’s formulas, the comparison 
between two sides of continuum conservation equations using Hardy’s thermomechanical 
quantities are conducted around the crack tip region where slip bands and other defects exist.  
5.1 SIMULATIONS 
 
An iron crystal with dimensions Lx =40     , Ly=40     , and Lz=6   ̅   in the x, y, and z 
directions is created, containing a center crack of five unit cells wide in the center (Fig. 5.1). The 
crack is created by excluding interactions between atoms above the center-plane of the Fe crystal 
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and atoms below the center plane. The crack plane lies parallel to the (001) plane (normal to y-
axis) and the crack propagation direction coincides with the x-axis. Therefore, the crack 
propagation system is           . Periodic boundary conditions are used in the x and z 
directions while a free boundary condition is used in the y direction. Due to the periodic 
boundary conditions in the z direction, this corresponds to a quasi-two-dimensional pre-crack.  
 
 
Figure 5.1 Configuration of the Fe crystal with pre-created center crack submitted to either tensile or shearing 
straining 
 
The iron crystal under tensile and shear loading is studied using Hardy’s theory. In the 
tensile case, the atoms within two unit cells of the system’s upper and lower boundaries are 
displaced to the positive and negative y directions, respectively, to create a constant strain rate of 
5E-3 ps
-1
. Tensile stretching is applied to the system after energy minimization. In the case of a 
finite temperature, 500 realizations are conducted by assigning different velocities to the atoms 
and then the realizations are left to equilibrate at around 300 K before the tensile strain is 
applied. Similarly, in the shearing case, a shear strain rate of 5E-3 ps
-1 
is created by displacing 
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identical groups of atoms at the boundaries to positive and negative x directions.  The interaction 
among Fe atoms are described by embedded-atom method (EAM) potentials.  
5.2 STRESS ANALYSIS USING HARDY’S EXPRESSIONS 
Hardy’s stress expression has been utilized to compute stress distribution around the core of an 
edge dislocation in an elastic medium simulated by an EAM model [79]. In that study, the 
stresses are computed after conjugate gradient energy minimization. The characteristic volume is 
chosen to be a cylindrical analysis volume element and stress fields computed with various 
cylinder radius were compared.  Peculiar oscillations appear in the computed stress fields when 
the radius is chosen to be smaller or comparable to the lattice constant and the stress fields vary 
smoothly and are consistent with what is expected from the local elasticity theory when the 
radius is around 1.7 times the lattice constant. Even though a larger volume element tends to 
yield better convergence, the spatial volume radius is often chosen to be comparable to the cut-
off distance of the potential for the sake of spatial resolution. Hardy’s stress formulation has also 
been employed to construct the stress fields of a center-cracked body after conjugate gradient 
minimization. The spatial characteristic volumes consisting of rectangular parallelepipeds and 
the localization functions are multiples of three linear shape functions, one for each orthogonal 
direction as in the finite element method. The constructed fields are consistent with expectations 
from fracture mechanics: concentrations of tensile stress near the crack tips and zero stress in the 
crack opening region. It is noted that these simulations are all conducted at temperatures close to 
0 K.  
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At finite temperature, Hardy’s expressions have been used to calculate local density, 
temperature, and velocity from the results of MD simulations of shock waves in a two-
dimensional model system [77]. The width of the localization function is varied to optimize the 
resolution of the turbulence behind the shock front. When choosing a value for the width, it was 
found that a balance must be made between masking interesting phenomena by excessive 
fluctuations with small width and over-smoothing the fields with large width.  
In our study, stress is computed at the nodes of a 25×15×1 grid bound by the white 
rectangle shown in Fig. 5.1 and the grid is used to construct the contour plot. The characteristic 
volume is chosen to be a sphere centered at the spatial point of interest having diameter 1.5 times 
the lattice constant of the Fe crystal. The localization function employed is the same as that used 
for 3D problem in Chapter 4 (Eq. 4.7b). The new normalization rule, ∑            
 
 , is 
applied in this Chapter as well (  is the total number of atoms within the characteristic volume, 
 , and    is the volume per atom). The width of the localization function is chosen as 1.5 times 
the lattice constant. Instead of removing noise by enlarging window size in spatial averaging, the 
ensemble average used here can preserve the spatial resolution as well as achieve satisfactory 
accuracy. 
5.3 VALIDATION PROCEDURE 
Along the horizontal and diagonal lines drawn in Fig. 5.1 (colored in red), the validity of Hardy’s 
theory is tested by comparing two sides of the conservation equations using the 
thermomechanical quantities computed with Hardy’s formulas.  At finite temperature, 
comparisons between two sides of the balance laws are conducted using the quantities computed 
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from a randomly chosen realization and after ensemble averaging over 500 realizations. In 
Chapter 4, the discrete version of the balance laws (Eq. 4.2) is given but balance of momentum is 
only given in the y direction along which the Gaussian wave and shock wave propagate and the 
thermomechanical quantities vary most drastically. In this Chapter, balance of momentum is not 
only tested in the y direction but also in the x direction. The balance of momentum in the x 
direction (Eq. 5.1) is only slightly different from that in the y direction (see Eq. 4.2b): 
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(5.1) 
Along the horizontal line, only balance of momentum in the x direction is tested. Central 
finite difference is used for the spatial derivative in this direction and the forward finite 
difference is used for the spatial derivative in the other directions as well as for the time 
derivative. Along the diagonal line, the balance of momentum in both the x and y directions are 
tested but only that for the x direction is demonstrated. Forward finite difference is used for the 
spatial derivative in all directions and time derivative.     is chosen to be the simulation time 
step size, 1 fs,   ≈0.3 Å,   ≈0.3 Å and    0.2 Å. The spatial discretization is also chosen by 
reducing it until there is no obvious change in the two sides of the balance laws.  Note that the 
origin of the coordinate system is located at the center of the pre-created crack. The conservation 
equations along the horizontal direction are plotted against the x coordinates of spatial points, 
and those along the diagonal direction are plotted against the y coordinates of spatial points. 
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5.4 RESULTS AND DISCUSSIONS 
Several snapshots during the crack initiation and propagation under tensile straining at 0 K are 
shown Fig. 5.2. Straining below a threshold strain value does not result in any significant 
structural modifications or crack propagation at the pre-crack tips (Fig. 5.2a and 5.2b). For the 
crack system            which is employed in our investigation, the emission of slip bands 
from the pre-crack tips can only be observed when strain is above a critical value, and its range is 
reported to be usually around 6%-8% [35] but this depends on the pre-crack size, orientation, 
simulation cell size and shape. In our investigation, the slip band emission can be clearly 
observed at a strain of 6% (Fig. 5.2d) though atomic reconfiguration around the crack tip can 
already be seen at a strain of 4.5% (Fig. 5.2c). These slip bands emitting from the moving crack 
tip progressively shift together with the tip without significant change of the slip band thickness. 
Slip band emission from either atomistically sharp or slightly blunt pre-crack tip has been 
observed for a crack front oriented along the 〈   〉 direction for an Fe crystal modeled with 
different EAM potentials [40, 99-103]. In spite of the continuous slip band sliding together with 
the crack tip during the crack propagation, the crack faces remain flat and quite smooth, so that 
the appearance of the fracture surface resembles that expected for an ideal brittle cleavage, 
except for obvious blunt crack tips at a later stage of the cracking. The cracks should be able to 
propagate from either (or both) end of the central pre-crack. The slip band behavior at opposite 
crack tips is completely uncorrelated. At each crack tip two equivalent slip systems are available 
for the crack front orientation and hence either one or two slip bands per tip can form. The slip 
band emission in single-band or fork-shape geometry is partially determined by the pre-crack tip 
shape and is partially a matter of chance. In our simulation setup, slip bands are prone to form in 
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the upper half of the Fe crystal because of the slight asymmetry of the atomic configuration at 
the two surfaces of the crack tip (Fig. 5.2d).   
 
 
 
Figure 5.2  Snapshots of Fe crystal with a center crack tensile strained to (a) 1.5% (b) 3% (c) 4.5% and (d) 6% at 
initially 0 K 
 
Stress contour plots constructed using Hardy’s expressions at different time instants as 
the crack propagates under tensile loading at 0 K are shown in Figs. 5.3 and 5.4.     and     
presented here have been compared with the linear elastic solution of an infinite plate having a 
center crack and applied with far field tensile stress. The stress fields in Figs. 5.3b and 5.4b 
around the crack tips resemble the linear elastic solutions, qualitatively. To better understand the 
mechanical response of the Fe crystal to tensile loading, maximum principal stress and maximum 
shear stress are plotted in Figs. 5.5 and 5.6. The material experiences different stages of 
deformation under tensile straining:  
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Stage I: At the strain level of 1.5%, no crack opening can be observed and the surface stress at 
the two surfaces of the crack is still high (Figs. 5.5a and 5.6a). Tensile stress around the crack 
tips starts to increase and extend towards the diagonal directions in front of crack tips. In 
between the high tensile stress regions, the areas away from the crack surfaces are under 
compression.   
Stage II:  As the strain level increases to 3%, the crack starts to open. The surface tensile stress 
on the crack surfaces has decreased due to crack opening while tensile stress concentration at the 
crack tips becomes obvious. The high tensile stress regions have extended out further in the 
diagonal directions ahead of the crack tips. Shear stress concentration cannot be observed at the 
crack tips but can be seen in front of tips at a certain angle from the crack surfaces. In fact, the 
highest shear stress region seems to overlap with a part of the highest tensile stress region (Figs. 
5.5b and 5.6b). Although slip bands have not emitted at this strain level, the highest shear stress 
region may prepare for the initiation of slip bands. 
Stage III: Slip bands start to emit from the crack tips as strain level increases to 4.5% and the 
crack opening can be more clearly seen. The tensile stress concentration at the tips is now 
released by the slip band emission while both tensile and shear stresses have shifted and 
concentrated at where the slip bands terminate. The stress plots become obviously asymmetric 
from this strain level as slip bands only emit in the upper half of the Fe crystal (Figs. 5.5c and 
5.6c). 
Stage IV: At a strain level of 6%, slip bands can be clearly observed, which have evolved and 
now terminate out of the range of the contour plot. Tensile and shear stress becomes 
concentrated again at the propagating crack tips. High tensile and shear stress also extends 
towards the slip band directions. As mentioned above, the crack propagation is accompanied by 
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the shifted slip bands at the crack tips. The high tensile and stress probably is the driving force 
for the movement of slips bands and crack tips (Figs. 5.5d and 5.6d).  
 
 
 
Figure 5.3 σxx of the center-cracked Fe crystal tensile shear strained to (a) 1.5% (b) 3% (c) 4.5% and (d) 6% at 
initially 0 K (stress has the unit of GPa) 
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Figure 5.4 σyy of the center-cracked Fe crystal tensile strained to (a) 1.5% (b) 3% (c) 4.5% and (d) 6% at initially 0 
K (stress has the unit of GPa) 
 
 
Figure 5.5 Maximum principal stress of the center-cracked Fe crystal tensile strained to (a) 1.5% (b) 3% (c) 4.5% 
and (d) 6% at initially 0 K (stress has the unit of GPa) 
 79 
 
Figure 5.6 Maximum shear stress of the center-cracked Fe crystal tensile strained to (a) 
1.5% (b) 3% (c) 4.5% and (d) 6% at initially 0 K (stress has the unit of GPa) 
 
 
Figure 5.7 Snapshots of Fe crystal with a center crack shear strained to (a) 1.5% (b) 3% (c) 4.5% and (d) 6% at 
initially 0 K 
  
 80 
Snapshots of the Fe crystal under shear straining are shown Fig. 5.7. No crack opening or 
propagation can be clearly observed under shear loading. Up to the strain level of 4.5%, no 
dislocation emission from the crack tips can be observed and the crystal is in the elastic 
deformation regime.  The atoms move collectively to adjust to the applied shear strain. The 
upper and lower half of the crystal shift towards opposite directions through emission of 
dislocations from the pre-crack tips at a later stage, which can be seen in Fig. 5.7d. Stress 
contour plots for     and     are given in Figs. 5.8 and 5.9, and have been compared with linear 
elastic solution of an infinite plate having a center crack and applied with far field shear stress. 
Around the crack tips, good qualitative agreement can be found between our results and the 
predictions from linear elastic solutions. Maximum principal stress and shear stress of the center-
cracked Fe crystal under shear loading are plotted in Figs. 5.10 and 5.11. Maximum principal 
stress contour plots generally resemble the contour plot of     (Fig. 5.8) and maximum shear 
stress contour plot resembles the contour plot of     (Fig. 5.9), indicating that the other stress 
components are quite low. Combining the atomistic snapshots and maximum principal as well as 
shear stress, the mechanical response of the Fe crystal under shear loading can be better 
analyzed: 
Stage I: Up to the strain level of 4.5%, the Fe crystal is still in the elastic deformation regime. 
Atoms are moving collectively without obvious shift of two surfaces of the crack. The crack 
surface stress is obvious at the strain of 1.5% and is largely reduced at a strain of 3%. Stress at 
the crack tips then starts to increase until the strain reaches 4.5%. Areas above and below the 
crack surfaces have lower stress values than those ahead of the crack tips (Figs. 5.10a-c and Figs. 
5.11a-c). 
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Stage II: Dislocations start to emit from the crack tips at a strain level of 6% and the two crack 
surfaces are shifted against each other via dislocation glide. The stress concentration at the crack 
tips is released and moves to areas where dislocations are located (Figs. 5.10d and 5.11d).  
Stage III: At a later stage with large strain level (atomistic snapshots and contour plots are not 
shown here), part of the crystal surrounding the crack region has been observed to rotate through 
dislocation glide from the crack tips. Stacking faults and slip bands also form in other places of 
the crystal.  
 
 
Figure 5.8  σxx of the center-cracked Fe crystal shear strained to (a) 1.5% (b) 3% (c) 4.5% and (d) 6% at initially 0 
K (stress has the unit of GPa) 
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Figure 5.9  σxy of the center-cracked Fe crystal shear strained to (a) 1.5% (b) 3% (c) 4.5% and (d) 6% at initially 0 K 
(stress has the unit of GPa) 
 
 
 
Figure 5.10 Maximum principal stress of the center-cracked Fe crystal shear strained to (a) 1.5% (b) 3% (c) 4.5% 
and (d) 6% at initially 0 K (stress has the unit of GPa) 
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Figure 5.11 Maximum shear stress of the center-cracked Fe crystal shear strained to (a) 1.5% (b) 3% (c) 4.5% and 
(d) 6% at initially 0 K (stress has the unit of GPa) 
 
The center-cracked Fe plate under tensile and shear loading has also been simulated using 
the XFEM (extended finite element method) [104, 105], which allows for simulating arbitrary 
crack growth without remeshing. To enable the comparison between the MD and Finite Element 
Analysis (FEA) results, the model is set to be proportional to the atomistic model simulated 
using MD, and consist of plane strain elements with free boundary conditions in the x and y 
directions. Displacement control is applied to the upper and lower boundaries of the crystal in the 
y direction. Since static analysis procedure is used in the XFEM, two kinds of displacement 
boundary controls are applied to enable the strain levels of 3% and 6%, respectively. Isotropic 
condition is used and the results would only be compared with the MD result qualitatively. 
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Figure 5.12 Stress distribution of the center-cracked Fe plate under tensile loading simulated in FEA: (a) σxx at the 
strain 3% (b) σyy at the strain 3% (c) σxx at the strain 6% and (d) σyy at the strain 6% (stress has the unit of GPa) 
 
The materials properties such as Young’s modulus, Poison’s ratio, and plasticity have 
been obtained from MD simulations of an Fe bar under tensile loading with its crystal orientation 
the same as the center-cracked Fe crystal. Its dimensions has been set as Lx=10     , 
Ly=50     , and Lz=10   ̅   under uniaxial tensile loading in the y direction, and as Lx 
=50     , Ly=10     , and Lz=10   ̅   under uniaxial tensile loading in the x direction, 
respectively. The pressure of the whole simulation box is kept at zero in the transverse directions 
and increased in the tensile loading direction so that a tensile loading is applied and the material 
is gradually stretched. An averaged Young’s modulus of 185 GPa is obtained through linear 
fitting of the true stress – true strain curves from the tensile loading in the two directions, and the 
Poison’s ratio is 0.3365. Maximum principle stress beyond which the crack propagates is 
estimated to be the averaged maximum stress obtained from the uniaxial tensile loading in the 
two directions.  
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Figure 5.13 Stress distribution of the center-cracked Fe plate under shear loading simulated in FEA: (a) σxx at the 
strain 3% (b) σxy at the strain 3% (c) σxx at the strain 6% and (d) σxy at the strain 6% (stress has the unit of GPa) 
 
The stress distributions for the iron plate under tensile and shear loading with the strain 
levels of 3% and 6% modeled are shown in Figs. 5.12 and 5.13. A comparison between the 
simulation results from MD and FEA (comparing 5.3b,d with 5.12a,c; 5.4b,d with 5.12b,d; 
5.8b,d with 5.13a,c; 5.9b,d with 5.13b,d) shows that the stress distribution generally resembles 
each other qualitatively, especially at the strain level of 3%. The stress values are also within the 
similar ranges. At the strain level of 6% at which plastic deformation occurs, FEA is unable to 
simulate the dislocation emission at the crack tips. Therefore, unlike the MD results, the stress 
fields from FEA still demonstrate perfect symmetrical features though the crack has started 
propagating in the case of tensile loading. This can be seen from the shift of stress concentration 
at the crack tips. No crack propagation can be observed for the shear loading case.  
The comparison between two sides of the conservation equations along the horizontal and 
diagonal directions for the Fe crystal under tensile loading at a strain of 3% and 6% is shown in 
Figs. 5.14 and 5.15, and that under shearing loading at a strain of 3% and 6% are shown in Figs. 
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5.16 and 5.17. The blue curves are computed from the LHS of the equations while the green 
curves are from the RHS. Note that the origin of the coordinate system coincides with the center 
of the pre-crack. The conservation equations along the horizontal direction are plotted against the 
x coordinates of spatial points, and those along the diagonal direction are plotted against the y 
coordinates of spatial points.   
 
 
Figure 5.14 Comparison between two sides of the conservation equations in the horizontal (left column) and 
diagonal (right column) directions for the Fe crystal tensile strained to 3% at initially 0 K 
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Figure 5.15 Comparison between two sides of the conservation equations in the horizontal (left column) and 
diagonal (right column) directions for the Fe crystal tensile strained to 6% at initially 0 K 
 
 
Figure 5.16 Comparison between two sides of the conservation equations in the horizontal (left column) and 
diagonal (right column) directions for the Fe crystal shear strained to 3% at initially 0 K 
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From the observation of the atomistic simulations in Figs. 5.2 and 5.7, no plastic 
deformation occurs at a strain level of 3% while slip bands or dislocations emit at the crack tips 
at a strain level of 6%.  In both cases, mass and momentum are conserved as observed from the 
good agreement between the two sides of the equations, though there are some irregular bumps 
from the RHS of balance of momentum.  However, significant discrepancies appear for balance 
of energy at the crack region (x coordinate ranges from -10.09 Å to 10.09 Å), which can be 
observed from the balance of energy along both the horizontal and diagonal directions though the 
discrepancy is more obvious in the diagonal direction.  Since the imbalance of energy around the 
crack region occurs for Fe crystal under tensile loading when there is obvious cleavage and 
under shear loading when a crack opening cannot be observed, the discrepancies between two 
sides of the balance of energy should not be caused by the atomic configuration at the crack 
opening. It can also be observed that the balance of mass and momentum is still valid while the 
balance of energy fails at this region. The reason for this phenomenon is not totally clear at the 
present stage and requires more detailed studies. 
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Figure 5.17 Comparison between two sides of the conservation equations in the horizontal (left column) and 
diagonal (right column) directions for the Fe crystal shear strained to 6% at initially 0 K 
 
 
 
 
Figure 5.18 σxx for the center-cracked Fe crystal tensile strained to 3% (a) before and (b) after ensemble averaging, 
and to 6% (c) before and (d) after ensemble averaging at around 300 K (stress has the unit of GPa) 
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Figure 5.19  σyy for the center-cracked Fe crystal tensile strained to 3% (a) before and (b) after ensemble averaging, 
and to 6% (c) before and (d) after ensemble averaging at around 300 K (stress has the unit of GPa) 
 
Similar simulations and analysis are also conducted for the crack systems at 300 K. 
Contour plots for the crystal under tensile loading before and after ensemble averaging are 
shown in Figs. 5.18 and 5.19, and those under shear loading before and after ensemble averaging 
are shown in Figs. 5.20 and 5.21. Comparison between the contour plots before and after 
ensemble averaging clearly demonstrates the effectiveness of ensemble averaging in removing 
thermal fluctuations caused by a finite temperature. Before ensemble averaging, the stress 
gradients are totally covered by noise even with some spatial averaging inherent in Hardy’s 
expression. This noise is mostly removed after averaging, as shown in the clear contour plots 
(Figs. 5.18-5.21),   The averaged stress fields at 300 K resemble those at 0 K at the same strain 
level (Figs. 5.3, 5.4, 5.8 and 5.9). It is noticeable that at the shear strain level of 6%, the crystal at 
an initial 300 K does not generate dislocations at the crack tips as it does at 0 K, which can also 
be observed from the atomistic simulation snapshots.  This might be caused by the higher 
mobility of atoms at elevated temperature so the material can deform in the elastic regime under 
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higher strain level. It is necessary to take special care if the many-realizations correspond to the 
same macroscopic ensemble so that the basic assumption of ensemble averaging is not violated. 
As mentioned before, the crack is able to propagate from either end of the central pre-crack. The 
slip band behavior at opposite crack tips is completely uncorrelated. With two available 
equivalent slip systems at each crack tip for the crack front orientation, either one or two slip 
bands per tip can form. Whether the slip band emission in single-band or fork-shape geometry is 
partially determined by the pre-crack tip shape and is partially a matter of chance.  
 
 
 
Figure 5.20  σxx for the center-cracked Fe crystal shear strained to 3% (a) before and (b) after ensemble averaging, 
and to 6% (c) before and (d) after ensemble averaging at around 300 K (stress has the unit of GPa) 
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Figure 5.21  σxy for the center-cracked Fe crystal shear strained to 3% (a) before and (b) after ensemble averaging, 
and to 6% (c) before and (d) after ensemble averaging at around 300 K (stress has the unit of GPa) 
 
 
 
Figure 5.22 Comparison between two sides of the conservation equations before (left column) and after (right 
column) ensemble averaging in the diagonal directions for the Fe crystal tensile strained to 6% at around 300 K 
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In our simulation setup and boundary conditions, it is apparent that the pre-crack tip 
shape tends to generate a single slip band at both crack tips as seen from the contour plot after 
ensemble averaging (Fig. 5.2). For other simulation setups, ensemble averaging cannot be 
guaranteed to be a proper approach to remove noise. For example, some realizations may have 
fork-shape geometry at a single crack tip, some have fork-shape geometry at both crack tips, and 
some have a single-band at both crack tips. Similar scenarios can happen to dislocation emission 
or twin formation at crack tips, which ultimately affect the crack propagation process. In these 
situations, ensemble averaging may lead to erroneous results as those realizations do not 
correspond to the same macroscopic ensemble. For the processes that are dominated by 
deterministic boundary conditions rather than random thermal fluctuation factors, ensemble 
averaging should be a good option, such as rapid tensile and shear loading on the center-cracked 
body in our studies.  
 
 
Figure 5.23 Comparison between two sides of the conservation equations before (left column) and after (right 
column) ensemble averaging in the diagonal directions for the Fe crystal shear strained to 6% at around 300 K 
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Validation of Hardy’s theory at finite temperature is performed by comparing the two 
sides of conservation equations using thermomechanical quantities computed from a randomly 
chosen realization and ensemble averaged quantities. Figures 5.22 and 5.23 demonstrate the 
conservation equations for the Fe crystal at a strain of 6% under tensile and shear loading. At this 
strain level, slip bands and dislocations already generate around the crack tip region. For 
individual realizations, the fit between two sides of the balance laws is still pretty good, except 
for the balance of energy around the crack as in the 0 K case. Ensemble averaged quantities obey 
well the balance of the mass equation. But the RHS of balance of momentum has many bumps, 
which show that ensemble averaged quantities are not as good as for individual realization. This 
may be caused by numerical error since averaged quantities are a magnitude smaller than those 
before ensemble averaging. The less significant errors for individual realization may become 
magnified after averaging, which cause the non-smoothness of the RHS of the balance of 
momentum. A balance of energy still shows more discrepancy between the two sides of the 
equation around the crack region, for both the individual realization and ensemble averaged case.  
5.5 CONCLUSIONS 
In this Chapter, validity of Hardy’s theory is tested for cracked solids under tensile and shear 
loading at an initial 0 K and 300 K. The ensemble averaging approach is used to construct the 
stress fields at 300 K to remove thermal noise. The following conclusions can be drawn: 
1. Stress contour plots constructed around the crack under tensile and shear loading at 
around 0 K demonstrate that stress initially concentrates at the crack tips. The original 
high stress level at the tips can be relieved through slip band and dislocation emission, 
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accompanied by the shift of the stress concentration areas to where slip bands and 
dislocations locate.   
2. Validity of the conservation equations using Hardy’s quantities can be established at the 
crack tip where slip bands and other defects exist, but discrepancy between two sides of 
the balance of energy can be observed at the crack region. The reason is not clear at the 
present stage. 
3. Ensemble averaging can effectively remove the thermal fluctuation and obtain stress 
fields with high spatial resolution. And the ensemble averaged quantities can still 
generally obey the conservation equations. While ensemble averaging is a good option 
for deterministic processes at finite temperature, care needs to be taken when 
probabilistic processes are investigated.  
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6.0  CONCLUSIONS 
The main objective of this dissertation is to build a high fidelity atomistic-to-continuum link for 
highly non-equilibrium processes, that is, to accurately compute continuum thermomechanical 
quantities such as stress, heat flux and temperature from atomic velocities, positions and forces.  
To achieve this objective, Hardy’s thermomechanical theory has been rigorously tested by 
numerical means and modifications have been proposed to improve the fidelity of the theory. In 
Chapter 3, ensemble averaging and time averaging have been compared for computing the 
thermomechanical fields based on Hardy’s theory in terms of accuracy, convergence, and 
efficiency. For this purpose, MD simulations have been performed in fcc metals under thermal 
equilibrium and non-equilibrium, where the latter was induced by a shock impact to the solid. In 
Chapter 4, the validity of Hardy’s theory for highly non-equilibrium processes, with and without 
ensemble averaging, has been tested by comparing two sides of the conservation equations based 
on the computed thermomechanical quantities. For this purpose, wave propagations in fcc metals 
at zero and finite temperatures have been simulated. A modification to the normalization 
criterion of the localization function has been proposed to improve the accuracy of Hardy’s 
theory. In Chapter 5, the validity of Hardy’s formulas, with and without ensemble averaging, has 
also been tested for an iron crystal with an embedded crack at zero and finite temperatures. In 
addition, the constructed stress fields have been corroborated qualitatively with the expected 
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mechanical response due to the different observed deformation mechanisms. The main 
contributions of these research works are summarized next. 
6.1 MAIN CONTRIBUTIONS 
The main contributions of this dissertation include the following: 
 Comparison between convergence of ensemble averaging and conventional time 
averaging on a Ni crystal at equilibrium has shown that time averaging requires selection 
of a time interval larger than the critical time interval to obtain convergence under 
equilibrium conditions, where the critical time interval can be estimated using the elastic 
properties of the material.  The reason for this is because of the significant correlations 
among the computed thermomechanical quantities at different time instants employed in 
computing their time average. On the other hand, the computed thermomechanical 
quantities from different realizations in ensemble averaging are statistically independent, 
and thus convergence is always guaranteed.  The computed stress, heat flux, and 
temperature show noticeable difference in their convergence behavior while their 
confidence intervals increase with temperature.   
 Contrary to equilibrium settings, time averaging is not equivalent to ensemble averaging 
in the case of shock wave propagation. Time averaging was shown to have poor 
performance in computing various thermomechanical fields by either oversmoothing the 
fields or failing to remove noises.  
 Thermomechanical fields constructed for a shock impact and crack propagation problem 
by ensemble averaging has shown its superior performance in high accuracy and 
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resolution for highly non-equilibrium processes, which is unachievable through 
conventional time averaging approach. To implement ensemble averaging, it is necessary 
to have all the realizations correspond to the same macroscopic process. 
 Hardy’s thermomechanical quantities computed from the atomistic quantities have been 
shown to obey continuum conservation equations through a series of non-equilibrium 
simulations including Gaussian pulse and shock impact propagation in 1D Au chains, 3D 
Au and 3D Ni crystals. The validity of these quantities have been established through 
these examples regardless of characteristic volume size, atomic potential form and crystal 
structure. 
 The normalization rule for the localization function has been modified to make Hardy’s 
quantities obey balance laws, and for the balance of energy in particular. This new 
normalization rule can be viewed as the discrete version of the original normalization rule 
given by Hardy and has been used throughout our calculations. 
 At finite temperature, conservation equations are obeyed by Hardy’s thermomechanical 
quantities even when they deviate from the expectation values without ensemble 
averaging. Ensemble averaged quantities can also conserve mass, momentum and energy 
well.  
 In crack propagation systems, where slip bands and other permanent deformation is 
involved, Hardy’s formulas do not obey the balance of energy, but still conserve mass 
and momentum. The reason is not clear at the present stage. 
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6.2 FUTURE WORK 
6.2.1 Establish theoretical explanation for the new normalization rule 
In Chapter 4, a new normalization rule, ∑            
 
  or ∑            
 
 , (N is 
the number of atoms within the characteristic volume, V is the characteristic volume,    is the 
volume per atom in the characteristic volume) is proposed and justified through numerical 
testing. This new rule can be viewed as the discrete version of the original normalization 
criterion of ∫           , which is for conserved properties such as mass, momentum and 
energy at the continuum as well as atomistic scales for the entire system.  Rigorous derivations 
for the new normalization rule will need to be investigated in future work.  Also it has been 
found that the new normalization rules only make obvious the influence on the energy 
conservation law but little on the momentum conservation law. It may be possible that there 
exists some internal cancellations in the evaluation of the mass and momentum conservation 
equations. To answer this question, the effects of the normalization on each term in the 
conservation laws will need to be examined. 
6.2.2 Study the invalidity of balance of energy at the crack region 
In Chapter 5, the validity of Hardy’s expressions is tested around the pre-crack under tensile 
loading and shearing loading. Balance of mass and momentum has been observed to be valid but 
large discrepancies between two sides of the balance of energy appeared around the crack region 
under both tensile and shear loading conditions. Since shear loading does not lead to crack 
propagation, such behavior should not be ascribed to the atom configuration around the crack 
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cleavage. It is also interesting that the balance of momentum is valid while balance of energy 
fails in this region, which is worth further investigation. 
6.2.3 Study Hardy’s heat flux and temperature definitions  
In Chapter 4, various size of the characteristic volume can result in significant change in heat 
flux profile (Fig. 4.5) while the stress profile remains unchanged. Also Hardy’s expressions can 
lead to nonzero heat flux when energy is not supposed to transport in the form of heat. The 
reason should be ascribed to the changing material velocity,  , computed with a different 
characteristic volume when a significant velocity gradient exists. Increasing characteristic 
volume results in an over-averaged material velocity at the spatial point rather than the true 
material velocity, which should be computed only from the adjacent atoms. A similar problem 
also exists for Hardy’s temperature expression because material velocity,  , plays a significant 
role in the computed heat flux and temperature but not in stress and energy.  A possible way to 
alleviate this problem is to choose a small characteristic volume that only contains atoms very 
close to the spatial point of interest. But this still cannot completely correct the erroneous heat 
flux and temperature. Therefore, more research needs to be conducted to tackle this issue.  
Hardy’s temperature definition is given by considering the equipartition theorem and the 
kinetic energy associated with atomic velocities relative to the velocity of the continuum at a 
spatial point, instead of rigorously derived like the stress and heat flux. This definition enables us 
to compute temperature at a spatial point conveniently. However, it is doubtful that this 
temperature definition is physically meaningful for highly non-equilibrium systems where the 
definition of temperature is controversial [106-120]. A study of the Hardy’s temperature 
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definition will need to be carried out by considering existing definitions on temperature for 
highly non-equilibrium systems. 
6.2.4 Develop constitutive laws in Hardy’s framework   
Hardy’s stress and heat flux expressions have been developed by defining continuum quantities 
(mass, momentum and energy) from atomic quantities through the localization function. The 
essence is to give different weights to atoms that contribute to the quantities computed at the 
spatial point of interest. Similarly, strain can also be defined by atomic displacement and 
localization function. Constitutive laws that describe stress-strain relationship at the atomistic 
scale can be studied through numerical simulations from deformation in the elastic regime to 
more complex plastic deformation at different strain rates.  
A constitutive equation for heat conduction at the atomistic scale can be studied provided 
that the correct definition for heat flux and temperature can be established first. The Fourier law 
of heat conduction, which has been widely and successfully used in conventional problems, 
cannot be used to predict heat conduction in nano/atomistic scale and ultrafast processes [121-
125]. The Cattaneo equation [126, 127] was proposed to extend the validity of the Fourier law 
but its physical ground is still questionable. Significant endeavors have been focused on deriving 
a nanoscale heat conduction equation from Boltzmann transport equation (BTE) [128-133]. 
Since the BTE is difficult to solve theoretically [134-136], the heat conduction equation can only 
be derived through certain approximations. If heat flux and temperature can be computed directly 
from atomistic modeling of heat transport process, the existing theories in this area can be better 
evaluated and new theories can possibly be conceived.  
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6.2.5 Extend Hardy’s theory to include many-body potentials 
At the present stage, Hardy’s theory is restricted to systems modeled by pair potentials and EAM 
potentials due to the limitations on the atomic force and potential energy (see Chapter 2.4). It is 
not possible to compute validated thermomechanical fields with high fidelity from many-body 
potentials such as Tersoff, Able-Tersoff-Brenner or Stillinger-Weber potentials.  For example, if 
one wants to model heat transport processes in semiconductors such as silicon which is 
commonly described by the Stillinger-Weber potential and compute the heat flux and 
temperatures accurately, it is necessary to extend Hardy’s theory to include many-body 
potentials. This topic has been partly partially investigated by Y. Chen [67] but still requires 
more investigations.  
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