Recall that Huffman code is an iterative algorithm built over the associated Huffman tree, in which the two nodes with lowest weights are combined into a new node with a weight that is the sum of the weights of its two children. Such a construction is not unique but fortunately with a simple modification to the Huffman algorithm, it is possible to construct a unique Huffman code so that the longest code words are as short as possible (cf. [SI). Hereafter, we deal with such modified Huffman codes and present a precise asymptotic results on the average redundancy of such codes for memoryless sources.
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Given a probabilistic source model, we let P(x7) be the probability of the message xi' E A". For a code C, , we denote by L(C,,x;) the code length for x;. The average redundancy
where H n ( P ) is the entropy, and E denotes the expectation.
To the best of our knowledge, no asymptotic results have been reported in literature on the average redundancy of Huffman codes. However, many elegant, insightful and useful lower and upper bounds on Rz are known. Gallager [4] proved that R f 5 pl + lg(2(loge)/e) z P I + 0.086 where pl is the probability of the most likely symbol. This bound was further improved by Capocelli and de Santis [2], Stubley [6] and others Let p denote the probability of generating a 0 and q = 1 -p denote the probability of emitting a 1. Throughout, we assume that p < f . Certainly, this does not restrict the generality of the analysis.
We start with the average redundancy of the ShannonFano code of a block x; of length n. It assigns code length [-logzpk(l -P ) " -~] to the block x? where k is the number of "1" in x;. Thus, its average redundancy is (cf. P1)' k=O where (x) = x -1x1 being the fractional part of x, a = log, (1 -Theorem 1 Consider the Shannon-Fano block code of length n binomially(n,p) distributed over Q binary alphabet. Then, f o r p < f a s n + c o P ) / P and P = log,P -P ) / P 'This work was supported in part by NSF Grants NCR-9415491 and C-CR-9804760. 
where N , M are integers such that gcd(N, M) = 1.
Observe that if we set in the rational case x = ( M n P ) , then 1 + log log 2 m a x R , H = 1 -= lg(2(lg .)/e) = 0.08607. . . , o<x<1 log 2 which is the Gallager upper bound (since the most likely probability pl = O ( l / f i ) in this case). We formulate it as a corollary.
Corollary 1
The maximum value of the average Huffman redundancy is 1 + log log 2 log 2 max{R,H) = 1 -= lg(2(lg e ) / e ) = 0.08607.. . , a s n + c o .
