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Abstract
The mechanics of airflow in the large airways during inspiration affects important phys-
iological functions such as ventilation, olfaction, heat exchange and mass transfer. The
behaviour of the airflow is important not only for healthcare applications including
diagnosis, intervention planning and assessment, but for inhalation toxicology.
This research aims to further the understanding of human nasal physiology through
computational modelling. Specifically, the effects of transient inhalation conditions on
flow dynamics and transport were characterised and the changes in flow behaviour in
response to certain pathologies quantified. The key findings can be summarised as
follows:
Firstly, the time scales for airflow in the large airways have been identified and the
initial flow patterns revealed. Three phases in the temporal behaviour of the flow were
identified (flow initiation, quasi-equilibrium and decay). The duration of each phase
differs depending on the quantity of interest.
Flow in the nose was characterised as transitional, whilst in parts of the descending
airways it is turbulent, particularly in the faster moving regions around the jets which
may occur in the pharynx, larynx and at the superior end of the trachea.
The bulk of the flow is biased to fill only certain regions of the airways, whilst other
regions carry little flow, due to features upstream. Analysis of cross-sectional images
provided by medical imaging does not necessarily provide a representative view of the
area available to the flow.
Various scalar species were employed to represent the fate of nanoparticles and gaseous
species within the airways. Only species with high diffusion rates exhibited significant
absorption at the airway walls.
Airway pathologies often cause changes to the geometry of the airway. One such pathol-
ogy, the goitre, was found to curve the trachea and in some cases cause constriction.
Both these geometric changes were found to increase the pressure loss and energy re-
quired to drive flow through the trachea. Furthermore, the flow in pathological cases
was more disturbed.
High resolution simulations have been used to address these topics and the scales sim-
ulated have been analysed in terms of the smallest features possible in the flow to
determine their fidelity.
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1 Introduction
The purpose of this chapter is to introduce the anatomy and physiological functions
of the human body which are investigated. Firstly, an overview of the physiology of
the large airways (the nose to the carina) is presented, to highlight the functions of
interest in an inhalation. The anatomy of the nose and descending airways (pharynges,
larynx and trachea) is briefly described, focussing on the anatomical references used
throughout this thesis when describing the locations of features in the flow.
The current state of the art of modelling and describing air flow in the nasal cavities
and the descending airways is presented, with specific focus on transient and particle
laden simulations and experiments. This literature review leads to the motivations for
the current work.
1.1 Functions of the Airways
The human airways’ primary function is to act as the conduits for breathing. The nose is
the primary respiratory opening to the environment, however it has a similar resistance
to flow as the mouth [16, 119]. The nose performs several additional functions to protect
the delicate respiratory organs downstream; the air is warmed to body temperature,
humidified to over 90% [50, 96] and almost all inhaled particles from the size of flies
to 5 µm are filtered out, whilst 50% of those between 2 and 4 µm are removed [121].
Furthermore, the air is sampled for olfaction, providing information about the outside
environment.
The pattern of inhalation and exhalation changes with the various requirements of the
above functions. As the respiratory rate increases, so the flow rate of air to be carried,
heated, humidified, filtered and sampled goes up, whilst breath profiles for olfaction are
short and fluctuating [91].
1.2 Airway Anatomy
The nasal airways open to the outside air at the downward facing nostrils and turn the
inrushing air through 180◦ to enter the descending airway at the nasopharynx. After
the external nostrils, the air traverses a small vestibule before reaching the second
constriction; the nasal valve, often assumed to be the narrowest section of the airways
15
Figure 1.1: Anatomy of the nasal cavity. Sagittal (left) and coronal (right) views of the
nasal cavity highlighting the protruding structures known as “turbinates” or “concha”
as labelled in the image and the passageways around them, known as meatus. Images
taken from Gray’s Anatomy [62], plates 855 and 859 (Copyright expired).
[49, 88]. The nose remains divided into two cavities by the septum which ends at
the nasopharynx. Three structures protrude into the nasal airspace on each side; the
superior, middle and inferior turbinates. These are largely comprised of mucosal tissue,
which is erectile in nature and allows the calibre of the nasal airway to vary. This
variation is performed regularly in healthy humans, about 80% of whom alternately
congest their nasal cavities, altering which side of the nose is more patent throughout
the day [27]. This process is known as the nasal cycle.
Mucosal tissue lines much of the nose, allowing some degree of erectile behaviour
throughout. Secretory cells provide the serous fluid to humidify the air, whilst the
underlying capillary beds provide a heat flux to the region. Olfactory receptors are
most densely located in the superior regions of the nasal cavity, although are found
throughout the nose [34].
The descending airways (figure 1.2) consist of the pharynx, larynx, trachea and bronchi
before entering the smaller airways which are outside the scope of this work. The
pharynx itself can be further divided into the nasopharynx at the back of the nose,
the oropharynx posterior to the mouth and the laryngopharynx. This latter section
includes the hypopharynx where the airway and digestive paths diverge.
In the pharynges, the airway lumen can be affected by the surrounding soft tissue, as
16
many of the structures are non-rigid. The soft palate, back of the tongue, epiglottis and
vocal chords in the larynx can all change position, affecting airway patency [83], whilst
the position of the head in relation to the body will also change the airway’s shape.
The trachea is formed of rings of cartilage, of which only the first is a complete ring,
whilst subsequent ones are open at the back. The posterior section in the opening of
these C-shaped rings is made up of fibrous tissue which is non-rigid.
Various pathologies can affect the functions of the airways, increasing the work neces-
sary to breathe, or to limit the air conditioning capabilities, leading to lower airway
damage. Of particular interest to the current study are those conditions that cause
breathing difficulties through changes to the airway geometry that alter the physics of
the flow. Retrosternal goitres are an example of such a pathology: goitres are enlarge-
ments of the thyroid gland which can press on the airways, extrinsically compressing
them. Other forms of airway narrowing or stenoses are termed intrinsic and may be
caused by inflammation or granulation of the tracheal lining.
17
Figure 1.2: Anatomy of the descending airways. Top left: Coronal cross section
through the larynx, highlighting the constriction at the glottis before expansion into
the trachea. Top right: structures present in the laryngopharyngeal region, including
the back of the tongue and epiglottis. Bottom: The outside of the pharynx, trachea
and early bronchial branches. Images taken from Gray’s Anatomy [62], plates 954, 955
and 961 (Copyright expired).
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1.3 Previous Investigations
An overview of computational fluid dynamics simulation in the human airways is pro-
vided by Tu et al. [115], with a focus on particle deposition. All stages of the process
from medical imaging and segmentation to numerical methods and boundary conditions
are briefly covered. A further overview of the process can be found in Bailie et al. [2],
who found CFD simulations of respiratory flow to provide clinically useful insight in
cases of nasal obstruction.
The following sections explore the current state of the art in respiratory airflow mod-
elling, focusing on four areas of particular relevance to this work; flow in the nasal
cavities, flow in the descending airways, the modelling of unsteadiness and the trans-
port of nanoparticles within the airways.
1.3.1 Flow in the Nasal Cavities
Although healthy human airways are broadly similar, regional patterns of flow differ
according to subject geometry, as shown in many studies [132, 63, 128], though the
complex anatomy makes exploring the relation using analytic descriptions [32] difficult.
The temporal dynamics also affect the flow behaviour, as shown for example by the
experimental studies of Chung and Kim [14].
Previous studies have been constrained by the available technology, limiting airflow
models to steady flow [52, 53], or to allow only slow temporal variations [103]. Subse-
quent improvements in computing and imaging facilitated study of flow initiation in a
unilateral nasal model [24], with continuous PIV measurements obtained at an effective
rate of 15,000 frames per second validating direct numerical simulations (DNS). In the
latter study, the development of a prominent flow recirculation in the anterior portion
of the nasal cavity was mapped as was the instability of the shear layer at the margins
of the jet issuing from the nasal valve. However that work only explored the initiation
phase in detail and considered a unilateral model.
Ishikawa et al. [45] simulated a sniff flow rate of around 800 mls-1 in one nasal cavity,
but simulations were performed at a relatively coarse numerical resolution, whilst the
main focus of their analysis concerned flow in the olfactory groove.
The distribution of flow into various regions in the nasal airways is of considerable
interest, in both normal breathing and in sniffing. This question has been investigated
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by both Zhu et al. [132] and Segal et al. [101] who performed steady-state simulations at
lower breathing rates, representing restful breathing rather than sniffing. Higher nasal
velocities have been modelled previously [126] achieving speeds 50% higher than those
considered as moderately elevated, which will be the focus of this study. Zachow et al.
[126] reported that for steady breathing rate simulations, 3.5 million mesh elements
are required for converged pressure loss predictions, but this must be viewed in the
context of flow modelling assumptions that do not resolve the detailed unsteady internal
dynamics, namely the spontaneous fluctuations associated with transitional or turbulent
flow. Until relatively recently, these features were modelled by Reynolds averaged
Navier Stokes (RANS) approaches. For example Ghahramani et al. [37] investigated
turbulent intensities and their effect on particle deposition in an extensive airway model
ranging from the nostrils to above the carina at flow rates comparable to the peak flow
rates used in this study. Further studies [31, 54] of particle deposition reported 4 million
cells as necessary for mesh independent results. However small scale fluctuations would
not be sufficiently resolved at this refinement level, nor are effects of accelerating and
decelerating flows covered in steady simulations.
The dynamics of spontaneous flow instability were investigated by Lin et al. [63], who
reported simulations of a realistic oral geometry. Large scale flow features were re-
solved, whilst a comparison between an under-resolved DNS simulation and a large
eddy simulation (LES) turbulence model was found to have a relative L1 norm (sum
of absolute differences in a volume as a percentage of the total) of turbulent kinetic
energy (TKE) of 13.6%. This highlights the need for simulations at higher resolutions
to serve as reference studies.
Zhang and Kleinstreuer [127] and Pollard et al. [89] investigated the flow in a highly
idealised oral airway model. The former study detailed the turbulent kinetic energy
at flow rates of 10 and 30 l min-1. High values of turbulent kinetic energy were found
in the region below the epiglottis. Various computational models of turbulence were
compared with experimental results, concluding that high resolution simulations are
desirable.
1.3.2 Flow in the Descending Airways
From a fluid dynamics perspective, airflow in the human trachea is of particular in-
terest as it is the largest conduit in the respiratory tract and hence the region where
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many interesting fluid mechanical phenomena occur. During inspiration, flow enters
the trachea as a jet through a constriction known as the glottis. The flow downstream
in the trachea is characterised by breakdown and impingement of the jet, turbulence
and secondary flow vortices due to the curvature of the vessel. Typical flow structures
have been widely reported in the literature [64, 11, 70, 17] for healthy tracheas. How-
ever, the trachea can be affected by a number of pathologies that further influence the
flow environment causing constriction, deviation or a combination of both, primarily
brought about by constriction of this conduit (e.g. goitres).
Goitres are enlargements of the thyroid gland, which in certain cases can extrinsically
compress the trachea, causing it to displace or deform. This can lead to symptoms such
as difficulty swallowing, coughing and shortness of breath or an inability to breathe at
higher flow rates. The decision to operate to remove goitres is based on a number of
patient parameters, including analysis of CT images. The quantification of the effect of
compressive goitres can assist surgeons in cases where there is a considerable anaesthetic
risk. At present, one method of quantifying the effect is 1D measurements (e.g diameter
in a CT slice) of the tracheal anatomy [108]. However these measurements assume that
breathing difficulties are related to constriction percentage. Although clearly an impor-
tant measure, from a fluid mechanics perspective there are other geometric factors to
consider e.g. distortion and curvature. Additional diagnostic complications arise when
patients suffer also from lower lung pathology, masking the influence of the compressive
goitre. Improved fundamental understanding of the relationship between the different
geometrical consequences of goitre, their effects on the flow structures and the impact
these have on patient symptoms, such as increased work of breathing, would be useful
to clinicians. Not only could the immediate effects of the goitre be calculated, but also
certain criteria established to predict when critical values of narrowing or distortion are
reached, to aid the decision of whether or when to operate.
Previously, a number of studies have investigated the influence of different pathologies
on tracheal flow mechanics [6, 71, 75]. Brouns et al. [6] simulated the influence of
tracheal stenosis in an idealised tracheal geometry. The stenosis was axisymmetric and
positioned in the sub-glottic region. Their results indicated that for an idealised stenosis
the relationship between pressure and flow (a power law) deviates only in severely
constricted cases (60% and 85% luminal area reduction). Mimouni-Benabu et al. [75]
investigated steady flow fluid mechanics in a single healthy and eight constricted infant
tracheas with a congenital stenosis; a rare constrictive abnormality existing at birth.
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They focused on pressure as a clinical index and concluded that pressure drop is a good
indicator for surgery based on retrospective clinical data. It was suggested that the
area reduction caused by the stenosis is potentially more important than the length
of the constriction. Although this study presented a reasonable number of cases there
were some notable drawbacks that could potentially influence their analysis. Firstly, as
alluded to by the authors their geometries were obtained from CT data with a coarse
slice thickness; hence the reconstructed geometries do not accurately represent the in
vivo environment. Secondly, they do not consider the glottal region, which is a major
controller of tracheal fluid mechanics. Previously, Lin et al. [64], Choi et al. [11] and
Pollard et al. [89] have demonstrated that the upper airways need to be considered for
an accurate description of the fluid mechanics in the trachea. This is primarily because
the glottal jet (which forms due to the glottal constriction) influences turbulent flow
structures in the trachea. As to how much of the upper airways must be considered, Choi
et al. [11] reported that truncation at the mid-laryngopharynx level provides a good
description of tracheal flow mechanics (when compared to the whole upper airways),
whilst truncation immediately above the glottis provides satisfactory results. Saksono
et al. [95] reported that the whole nasal cavity should be included whilst Bates et al.
[4] show the narrowest section may not be at the glottis and that the most constricted
section upstream of the trachea dominates.
Although the previous studies of pathological airways provide insight, few details have
been provided about the underlying geometric variations (e.g. curvature, area reduc-
tion) and their influence on breathing mechanics. To provide an in-depth fluid me-
chanical analysis of extrinsically constricted airways five tracheal geometries were stud-
ied: one normal and four pathological cases. The normal case provides a reference,
comparable with the studies of a number of healthy tracheal geometries in literature
[64, 11, 70, 66] to compare with the pathological cases. Experimental and numeri-
cal simulations of an idealised heathy extra-thoracic airway demonstrated reasonable
agreement[40, 3]. Some deviation was observed, but can potentially be attributed to
limits on mesh resolution.
1.3.3 Modelling and Quantifying Transient Effects
The unsteady aspect of airflow is less explored than steady flow, since the timescale of
a breath is sufficiently long during quiet, restful breathing that flow inertia does not
excessively dominate viscous forces. By contrast, for high frequency ventilation of the
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trachea [111, 12] this is certainly not the case. However, this is an artificial condition,
completely different from that of the normal breathing regime. Nevertheless even for
normal breathing cycles, differences between quasi-steady and unsteady simulations
have been observed. For example, Hörschler et al. [42] found significant hysteresis
in the pressure-flow relationship in accordance with the low frequency flow variation
during the breathing cycle.
Many previous studies have neglected unsteadiness, performing either steady [19, 28, 31,
37, 54, 110, 117, 118, 124, 129] or quasi-steady [9, 10, 132] simulations. The justification
for steady simulations are often based on Strouhal (St) or Womersley (α) (defined later,
equations 2.27 and 2.26) number arguments, for example:
“For a typical diameter of the real nasal airway (d'0.5 cm), breathing
frequency of 2 s-1, and the average velocity of 5.4 m/s for the medium nasal
airflow rate, St and α for nasal airflow are estimated to be 0.01 and 4.5
respectively. Although the value of Womersley suggests that unsteadiness
may be of some importance, the low value of St suggests that it is not.”
Hahn et al. [39]
Subramaniam et al. [109] gives similar reasons for steady simulation, suggesting steady
state simulations are acceptable when the Strouhal number is less than one, whilst
Keyhani et al. [52] reports that steady simulations are sufficient at Strouhal numbers
less than 0.2. The values reported are for steady breathing, but assume the governing
frequencies are related to the breathing rate. Rapid acceleration of the flow during
inhalation increases the frequency content of the flow waveform and thus the value of
α. Experimental data on the rate of inspiratory flow development has more recently
become available. Using high frequency response hot wire instrumentation, Rennie
et al. [91] found the time taken for flow to build up to a level equivalent to that in
restful breathing to be 130 ms on average in normal inspiration. This was shortened to
90 ms in sniffing, and was found to be as brief as 20 ms in a rapid inhalation.
In addition to the timescales associated with flow build up, there are intrinsic timescales
associated with the natural unsteadiness of flow beyond a critical Reynolds number. The
critical Reynolds number for instability is greatly reduced from that associated with a
channel flow in the presence of large scale separations - one need only contrast the flow
past a cylinder with that in a tube. Several studies [52, 128] report large separated flow
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regions within the nasal cavities, but do not report the stability of the associated shear
layers, nor the effects of any instability.
Modelling unsteady shear layers with RANS type approaches has some uncertainties,
but at this stage it is unclear the level of error associated with approximating the
dynamics in this way. The current evidence suggests that considering steady flows and
for relatively less sensitive measures such as pressure loss and velocity contours, the
errors may not be too severe. For example, Nithiarasu et al. [81] compared steady state
pressure losses and velocity contours in an idealised oral airway to the quasi-steady
experimental results of Heenan et al. [41] and found them to have similar pressure -
flow relationships, with a difference in pressure loss of approximately 10% at 30 lmin-1.
Kimbell et al. [55] suggested that pathological nasal geometries can also be analysed
using steady state analysis, but this requires justification. Care must also be taken with
regard to the flow regime being studied. At low steady flow rates, experimental results
suggest that laminar flow predominates in the nasal airways. Kelly et al. [51] analysed
planar velocity profiles in the nose obtained from PIV (particle image velocimetry)
experiments at a steady flow rate of 125 mls-1. Little change was seen between mean
and instantaneous contours, except in regions with high velocity gradients, suggesting
steady flow at this very low flow rate, similar to that observed in the experimental
visualisations of Doorly et al. [24].
Mylavarapu et al. [76] compared experimental results with various CFD approaches,
including steady state RANS and unsteady LES models. The steady RANS results
were closest to those found experimentally (20% error compared to 30% for unsteady
LES), however the authors report their mesh resolution contained only 550,000 cells
and speculate the LES method required a finer grid.
Ishikawa et al. [45] analysed flow patterns in both steady breathing, which is approxi-
mated using a sine wave with a rest-phase inserted between inspiration and expiration
and a sniff. They report changes in stream line position in the upper nasal cavity in
inspiration and expiration, that was not reproducible in steady simulations. They fur-
ther report that sniffing allows odourants to spread over a larger surface area than in
steady breathing. Ishikawa et al. [44] report unsteady simulations make little difference
to vortices at relatively coarse mesh resolutions.
Nanoparticle deposition (discussed in section 1.3.4) in a sine wave breathing profile was
investigated by Shi et al. [103] . They reported a Strouhal number of 0.2, an order
of magnitude higher than that given elsewhere, but still below the steady-limit of 1
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given by Pedley et al. [85]. Similar flow patterns were observed in the acceleration and
deceleration phases of inhalation, supporting arguments for steady simulation.
Hörschler et al. [42] and Spence et al. [107] investigated the steady state assumption
computationally and using PIV respectively. Both found relationships between tran-
sient and steady simulations to break down at low Reynolds number. Hörschler et al.
[42] quantifies this breakdown point as Re < 1500 and the discrepancy increases if the
flow rate is increasing, as acceleration effects are neglected in steady state analysis.
Girardin et al. [38] reports regions of turbulence in the nose, which can only be fully
captured with unsteady modelling.
In the descending airways, Cui and Gutheil [20] found significant differences between
time averaged results and instantaneous flow patterns, despite their highly simplified
oral geometry. The secondary flow patterns were not adequately captured in steady
simulations nor were the mixing characteristics, meaning steady simulations cannot
accurately predict particle motion.
Lee et al. [61] compared a simulation of an experimentally derived breathing cycle with
steady state simulations, focussing on velocity profiles, wall shear stress and thermal
effects. Significant differences were found in all measures in both inspiration and expira-
tion, although the discrepancies were somewhat larger in expiration. During inspiration,
velocity profiles in the larynx were particularly different and contours of pressure less
smooth. Xu et al. [125] compared steady and unsteady pressures both experimentally
and with CFD and found peak pressures somewhat higher in unsteady flows for the
same flow rate. The discrepancy represents the pressure required to accelerate the flow.
These studies highlights the importance of understanding the differences in steady and
unsteady simulations. This finding was also made by Naftali et al. [77] who found
higher instantaneous velocities in unsteady simulations than would be expected from
the steady state case, although the pressure loss was similar.
1.3.4 Modelling the Inhalation of Nanoparticles
There are two main methodologies for modelling particle deposition in CFD simula-
tions. The first is Lagrangian, where each particle is modelled individually and is hence
computationally expensive. This approach offers an advantage in facilitating incorpo-
ration of all necessary force terms to be applied to the particles. The second method is
Eulerian, where the particles are modelled as a scalar species advected with the flow.
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Further dynamics, such as Brownian motion are modelled with a diffusion coefficient,
however inertial effects are neglected. Longest and Xi [67] compared Lagrangian and
Eulerian methods of calculating particle deposition in various simplified lower airway
geometries. In high deposition regions, the results from the two methods agreed when
the Stokes number (equation 2.31) was less than 5×10−5, the same order of magnitude
as that found by Cohen and Asgharian [15] (1× 10−5). In the former study, this corre-
lated to a particle diameter of 120 nm for their geometry and flow conditions. In regions
of low particle concentration, it was not computationally possible to model sufficient
particle numbers to achieve an accurate deposition map, meaning for small particles,
the Eulerian approach is preferable, particularly in transient simulations [67]. In nasal
aerosol delivery, this Stokes number limit translates to a particle size of 90 nm during
restful breathing and 50 nm in moderate exertion [122]. For particles as large as 400
nm, Longest and Oldham [65] found that the Eulerian approach accurately matched ex-
perimental results for total deposition, but localised deposition results could vary by as
much as an order of magnitude. A lower bound on particle sizes that may be accurately
modelled by Eulerian methods is proposed by Longest and Xi [68] who found that for
particles smaller than approximately 12 nm, the Eulerian model underestimated depo-
sition in an oral airway geometry, due to a lack of slip correction factor in the Eulerian
model. However, this result was not found in all geometries and may instead be due
to the resolution of boundary layers in the simulation. Within this particle size range
(specifically 14 - 52 nm), Krause et al. [59] found Eulerian computations to match ex-
perimental results in an idealised oral geometry. The differences found were thought to
be due to the RANS turbulence modelling approach utilised, as the flow field differed
more from PIV results than comparative LES results. Deposition was found to be more
localised with smaller particles, whilst larger particles were more dispersed.
Kolanjiyil and Kleinstreuer [58] found gravitational effects on nanoparticle deposition
in the airway to be negligible (less than 1% difference in the ratio between particles
deposited on a surface and the inlet mass flux of particles). It was also reported that
particle transport history affected deposition maps, suggesting the importance of tran-
sient simulations. Shi et al. [103] found that nanoparticle deposition in cyclic breathing
profiles can be approximated by steady simulations with a steady Reynolds number
between the peak and mean values of the transient simulation. However, it is unclear
whether their methodology allows for the high deposition rates found between inhala-
tion and exhalation or the effects of rebreathing. Zhao et al. [130] compared models of
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sniffing using laminar simulations and k − ω and Spalart-Allmaras turbulence models
and found little difference in particulate absorption between the models.
The effects of turbulence on particle deposition were found to be highest in the nasal
vestibule and larynx in inhalation [122] and larynx and pharynx during exhalation [123].
Furthermore, the latter study demonstrates that particle deposition is more dependent
on flow rate than particle size and also shows the importance of realistic over idealised
geometry in predicting deposition patterns.
Inthavong et al. [43] used a Lagrangian modelling approach and found high deposition,
72%, for small nanoparticles (1 nm) in a nasal geometry, but this reduced to 18% for
10 nm particles, this value remained relatively constant for particles up to 150 nm. Ge
et al. [35] used a similar approach and found that smaller particles are predominantly
absorbed in the anterior nose, whereas larger particles travel further. Furthermore, low
flow rates were intuitively found to increase the effects of diffusion. Both these studies
only considered particles in steady flows.
Tang and Guo [112] found that flow solutions based on RANS turbulence models lead
to overestimates of particle deposition, with more accurate results obtained using LES
approaches. This effect was exacerbated as particle size became smaller, towards those
considered in this study.
Larger particles (5 µm) are considered by Sandeau et al. [97]. At this size, the majority
of particles are deposited in the region of the epiglottis as their inertia is considerably
larger than that of nanoparticles. Therefore Si et al. [104] considered therapeutic par-
ticle delivery from a device within the nose rather than at the nostril. This method
significantly improved delivery to the olfactory epithelium. Karakosta et al. [48] found
significant differences between transient and steady simulations, and particularly the
time at which particles are “released”. They also found that a much finer mesh reso-
lution is required to converge particle deposition results compared to variables such as
velocity. This highlights the need for high resolution, transient studies.
Kolanjiyil and Kleinstreuer [57] demonstrated the importance of deposition studies
finding that 99% of nanoparticles inhaled to alveolar level remain 24 hours later, which
in the case of toxic particles can have significant effects on health.
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1.4 Motivation
This work focuses on three aspects of inhalation. Firstly, the temporal aspects of
airflow have not been fully explored. Air undergoes rapid acceleration during breathing
manoeuvres such as sniffing. The way in which the flow develops and how long patterns
take to emerge has not been established. Furthermore, the effects of the transient inflow
conditions on the turbulent properties of the flow have not been characterised. Chapter
4 discusses a high resolution study of a sniff and quantifies the relevant time scales,
unsteadiness and turbulence parameters.
Many previous studies have investigated particle deposition in the airways, as it has
great applicability for therapeutic drug delivery and studies into toxic particle inhala-
tion. Again, the temporal aspects have not been quantified: how quickly do particles
permeate through the airways and how does this compare with estimates based on the
flow rate and airway volume? Addressing these questions relies on detailed knowledge
of how air drawn into the nose traverses the airways; these questions are investigated in
chapter 5. The effects of diffusion and absorption are also characterised with focus on
four types of particle representing the extremes of variations in the above parameters.
Chapter 6 investigates flow in the descending airways, particularly from the glottis
to the carina. This is the region in which many interesting fluid dynamics phenom-
ena occur, including confined jets, turbulent structures and strong secondary flows.
This chapter considers flow during the established phase of inspiration, guided by the
temporal dynamics explored in the earlier part of the thesis. It also shows how the
methodologies introduced throughout this work can be used to characterise the effects
of pathologies which result in geometric changes. The pathology of interest for this part
is the compressive goitre, the consequences of which for tracheal airflow are investigated.
Simulations discussed in all three chapters have been performed at high spatial and
temporal resolution, approaching the requirements for fully resolved DNS. A detailed
explanation of the methods used in this work is provided in chapter 2. The entire mod-
elling process is covered; geometry creation from medical images, surface preparation,
meshing the airspaces, numerical simulation and analysing the results. Various metrics,
discussed in chapter 3, have been employed to quantify how well resolved these sim-
ulations are. Apart from the primary use of the computational methodology, namely
to explore the physics of the unsteady flows, it is hoped that the results of these large
simulations can serve as a reference against which more affordable simulations may be
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compared. The results from chapters 4 and 5 are compared both to low resolution sim-
ulations and a quasi-steady simulation, neglecting the effects of the flow establishment
phase, whilst chapter 6 compares these results to reduced fidelity LES simulations.
The fundamental aim of this work is to characterise airflow in human inhalation in order
to aid clinical decision making. This aim is achieved through detailed simulation and
analysis of airflow during inhalation to determine the mechanics involved. Identifying
the anatomical features (both in normal cases and those with pathologies) which govern
flow patterns highlights which regions will be the most affected by surgical interventions.
It may also help identify which patients would benefit from surgery, for example by
determining if an airway obstruction is likely to severely reduce flow to a particular
regions. An example of such a tool is the introduction of ‘utilised area’ as a metric,
which is used to characterise which regions of the airways carry the bulk of the flow.
This measure is intended to help clinicians considering surgical procedures to see which
regions of the airway would benefit from intervention, as opposed to consideration of
the entire airway cross section.
1.5 Journal and Conference Papers
The following journal and conference papers and presentations have arisen from the
material presented in this thesis.
• A.J. Bates, R. Cetto, H. Calmet, A.M. Gambaruto, N.S. Tolley, G. Houzeaux,
R.C. Schroter, D.J. Doorly. Dynamics of airflow in a short inhalation. Journal of
the Royal Society Interface. 12(102):20140880, 2015.
• B. Eguzkitza, G. Houzeaux, H. Calmet, M. Vázquez, B. Soni, S. Aliabadi, A.J.
Bates, D.J. Doorly. A gluing method for non-matching meshes. Procedia Engi-
neering. 61:258-263, 2013.
• A.J. Bates, R. Cetto, D.J. Doorly and A.M. Gambaruto. Flow dynamics of in-
spiration. 11th World Congress on Computational Mechanics. 2014.
• A.J. Bates, R. Cetto, N. Tolley, R.C. Schroter, D.J. Doorly. Airflow Dynamics in
a Short Inhalation. Proceedings of the 5th International Conference on Compu-
tational Methods. 2014.
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• A.J. Bates, H. Calmet, R. Cetto, D.J. Doorly, G. Houzeaux, R. de la Cruz, M.
Vázquez and A.M. Gambaruto. Modelling a sniff in extensive human airways:
Aspects of physiology and fluid mechanics. Congress on Numerical Methods in
Engineering 2013 Proceedings. 2013.
• R. Cetto, A. J. Bates, A. P. Comerford, G. Madani, D. J. Doorly, N. S. Tolley.
Computational simulations of airflow in tracheal compression due to retrosternal
goitre. Hamlyn Symposium on Medical Robotics. 2014.
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2 Methods
Performing and analysing biomedical computational fluid dynamics simulations involves
several steps, which are presented in this chapter. Firstly, realistic, patient-specific
geometries have to be created to match the in vivo anatomy of the subject. These
geometries are extracted from medical images made up of many voxels, hence the
extracted surfaces require smoothing to achieve surfaces which appear similar to those
seen in vivo (viewed for example, via a nasal endoscopy.) The volume enclosed by
the surface then has to be divided into a mesh of small cells, in which the governing
equations of fluid flow can be solved. The methods by which these equations are solved is
discussed, along with the boundary conditions necessary to replicate in vivo conditions.
Further equations for modelling particle motion are presented. Finally, a number of
metrics to characterise the resulting flow are defined, allowing comparison with other
flows and analysis of aspects of the flow such as turbulence.
2.1 Geometry Capture
All considered geometries are derived from medical imaging. Two modalities are used,
computed tomography (CT) and magnetic resonance imaging (MRI). Both result in a
3D image matrix covering the anatomic region of interest, with the intensity of each
constituent voxel related to the density of the tissue in that part of the field of view.
Voxel sizes tend to be non-isometric, with planes taken in a specific orientation. In-
plane voxel size is often smaller than the slice thickness and distance between planes.
CT scans involve the subject being exposed to significant levels of radiation, whereas
MRI causes no damage and hence is obtainable for normal subjects. The modalities
differ in their responses to different tissues. MRI is more sensitive to soft tissue, and
hence the mucosa lining the airways [13]. Therefore, the same airway scanned in both
modalities may appear more patent in the CT image.
Once the image cube has been created, those voxels which represent the airway must be
selected. This step is performed by ear, nose and throat surgeons. Several segmentation
techniques were investigated, with the commercial code Mimics 15 (Materialise, Leuven,
Belgium) found to produce accurate surfaces most quickly. The software uses simple
thresholding and contiguous region selection to delineate the airway, which is then
manually edited where necessary.
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Figure 2.1: Example segmentation of a trachea, larynx and pharynx from a CT image.
Clockwise from bottom left: sagittal, coronal, axial and 3D rendering of segmented
surface. The image is a screenshot from the Mimics software package, created by R.
Cetto and used with permission.
3D surfaces are created at the edges of the delineated region and smoothed using bi-
laplacian smoothing in MeshLab (Visual Computing Lab - ISTI - CNR). This technique
is performed using the method proposed by Taubin [113], which does not allow volu-
metric shrinking but also does not enhance low frequency surface features [82]. Taubin
smoothing uses two scale factors similar to the one used in Laplacian smoothing, but
with opposite signs. To achieve bilaplacian smoothing, the two scale factors are applied
with the same absolute values, but maintaining the opposite signs [82].
2.2 Meshing
The airspaces were meshed using Star-CCM+ 8.04.007-r8 (CD-adapco, Melville, NY,
USA). The mesh elements were polyhedral in the bulk of the geometry with prismatic
layers lining the walls. The choice of mesh element is significant as comparisons between
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polyhedral and tetrahedral meshes have shown that polyhedrons can resolve the flow to
the same resolution as a tetrahedral grid with up to five times as many elements [86].
Prismatic layers are used along the boundary walls as the gradients of quantities such
as velocity and temperature are often highest at the wall. The height of the prism cells
is controlled to ensure accurate calculation of these gradients, as is their growth rate
from the first wall layer to their interface with the bulk elements.
Specific details of the mesh used for each simulation is given in the relevant chapter.
2.3 Numerical Simulation
Star-CCM+ 8.04.007-r8 (CD-adapco, Melville, NY, USA) was used to perform the
numerical simulations. A detailed reference for the solver can be found in the software’s
documentation [8], but a brief overview is provided here.
The Navier-Stokes equations are solved using a segregated approach, suitable for incom-
pressible or mildly compressible problems. The formulation uses a colocated variable
arrangement and a Rhie and Chow-type [92] pressure velocity coupling combined with
a SIMPLE-type algorithm [8] (semi-implicit method for pressure- linked methods).
The continuity equation for an incompressible fluid is
∇ · u = 0 (2.1)
expressed in strong form, where u is the velocity. The momentum equation is
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇p+ µ∇2u (2.2)
where ρ the density, p is the pressure and µ is the dynamic viscosity. As a finite
volume approach is to be used to solve these equations, it is convenient to express these
equations in integral form. For continuity, application of Gauss’ divergence theory gives
˛
A
u · da = 0 (2.3)
where a is a vector representing the surface of a cell, whilst the integral form of the
momentum equation is
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∂∂t
ˆ
V
ρudV +
˛
A
ρu⊗u · da = −
˛
A
pI · da +
˛
A
T · da (2.4)
where t is time, V is the cell volume, ρ is the density, I is the identity matrix, T is
the viscous stress tensor. The terms in equations 2.2 and 2.4 represent, from left to
right, the rate of change, the convective flux, the pressure gradient, and the viscous
flux terms.
The continuous form of the transport equation of a scalar, φ (as an example) is
∂ρφ
∂t
+∇ · (ρuφ) = ∇ · (D∇φ) (2.5)
where D is the diffusion coefficient. In integral form (again due to the finite volume
approach utilised in solving the equations) this can expressed as
d
dt
ˆ
V
ρφdV +
˛
A
ρφu · da =
˛
A
D∇φ · da (2.6)
whilst, finally in discretised form, suitable for applying to a mesh element, it is
d
dt
(ρφV ) +
∑
f
[ρφ(u · a)]f =
∑
f
(D∇φ · a)f (2.7)
where f represents the faces of the mesh element in question. From left to right, the
terms in equation 2.6 are the transient term, the convective flux, and the diffusive flux.
The transient term in equation 2.7 is solved by a second order discretisation scheme,
whilst the convection term is discretised as follows,
[ρφ(u · a)]f = m˙fφf (2.8)
with m˙f representing the mass flow rate at the cell face. It is computed using a bounded
central-differencing approach for simulations using LES and a second-order upwind
scheme otherwise. An implicit unsteady approach is used, meaning each time step con-
sists of several inner iterations to converge the solution for that instant in time. The
outer temporal discretisation is controlled by setting the time step. The particular set-
tings used for each simulation are discussed in the relevant section for that simulation’s
resolution.
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In this study two different solution methodologies are utilised; DNS and LES. For the
former, attempts were made to resolve all scales, whilst for the latter, the model is
used to represent the effect of unresolved scales. The filtered form of the incompress-
ible Navier-stokes equations, with the subgrid-scale tensor modelled using Boussinesq’s
hypothesis, reads
∂
∂t
u¯ + u¯ · ∇u¯ = −1
ρ
∇p¯+∇ ·
(
(ν + νt)
(
∇u¯ +∇u¯T
))
(2.9)
∇ · u¯ = 0, (2.10)
where u¯ is the velocity, p¯ the modified pressure (where the isotropic part of the subgrid-
scale tensor is added to the filtered pressure), ν the kinematic viscosity and νt the eddy
viscosity. The eddy viscosity model chosen for the present study is the WALE model
[80]. This model provides more accurate modelling of the eddy viscosity in the near
wall region and is given by
νt = ∆2wSw (2.11)
where ∆w is the length scale (local grid filter) based on element volume, V , given by
∆w = CwV
1
3 (2.12)
with Cw equal to 0.544. The deformation parameter Sw is defined by
Sw =
Sd : S
3
2
d
Sd : S
5
4
d + S¯ : S¯
5
2
(2.13)
where Sd is a traceless tensor related to the square of the velocity gradient tensor given
by
Sd =
[
∇u¯ · ∇u¯ + (∇u¯ · ∇u¯)T
]
− 13tr (∇u¯ · ∇u¯) I (2.14)
and S¯ the rate-of-strain tensor (resolved scale) given by
S¯ = 12
(
∇u¯ +∇u¯T
)
(2.15)
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The simulations in this work use incompressible flow throughout the airways: nowhere
is the flow fast enough for compressibility to become apparent. The maximum Mach
number (defined as the ratio of flow speed to the speed of sound in that fluid) found
in these studies is 0.088 which is less than the value of 0.3 commonly used as the point
when compressibility effects becomes significant.
2.4 Particle Motion
This study will only consider nanoparticles. These are small and light enough that
their inertia is negligible and their motion is due to advection by the flow and diffusion.
Therefore, they can be modelled as scalar species with the transport equation 2.5, with
their diffusion set by the user. As the velocity at the wall must be zero, there can be no
absorption without diffusion. The Saffman lift force, (that due to the velocity gradient
across the particle) is neglected here as the size of the particles means these velocity
gradients will be small. Zheng and Silber-Li [131] show that this force dominates in the
range 2 < z2r < 6, where z is the distance to the wall and r is the particle radius. For a
10 nm particle, this gives a range of 4× 10−8 m to 1.2× 10−7 m, which is smaller than
the first layer of prism cells used in this study.
2.5 Boundary conditions applied to the simulations
For simulations to achieve physiologically realistic results, the boundary conditions of
the simulation have represent the in vivo conditions on all anatomical surfaces. Non-
realistic surfaces are necessary at the inlet and outlet of the domain to close the volume
to be simulated and in cases where the inlet is outside of the airways, to limit the
domain to be simulated. The boundary conditions control the flow of air into and out
of the domain, the interactions between the walls of the domain (both anatomical and
artificial) and the interactions between particles and the walls.
2.5.1 Flow inlets and outlets
All simulations in this work use a specified velocity or mass flow at the inlet, unless
otherwise stated. The velocity will be directly applied to all cell faces on the boundary,
with a direction inwards and normal to the faces. For the pressure inlets used in certain
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cases, the inlet total pressure is directly specified, and the inlet face velocity is calculated
from the total and static temperatures, which in turn are obtained from the total and
static pressures.
All simulations use pressure outlets, where the static pressure is specified by the user.
All simulations have their inlets and outlets located sufficiently far from the region
of interest so that the flow there is not affected and to ensure well posed boundary
conditions. These locations are described in detail for each case in the relevant sections.
2.5.2 Flow-wall interactions
All walls are modelled with no slip conditions, the effects of ciliated flow movements are
neglected as they are small [100] compared to the bulk flow. These may be relevant in
studies of clearance times of sinuses, for example, but these details are not considered
here. All walls are considered to be rigid, as imposed motion or fluid structure interac-
tion simulations are beyond the scope of this work. Fodil et al. [30] demonstrated that
there is no significant change in area until higher nasal pressure drops (>100 Pa) than
are considered here.
2.5.3 Particle-wall interactions
Scalar species are modelled either as non absorbing, in which case, for a scalar φ the
boundary condition is set so that the gradient in the normal direction away from the
wall is equal to zero
D∇φ · nw = 0 (2.16)
where the subscript w denotes a value taken at the wall, and nw is the normal vector at
the surface. Alternatively, the concentration at the wall is 0 and the scalar is entirely
absorbed
φw = 0 (2.17)
This absorption boundary condition assumes the mucosa can absorb infinite scalar at
each time step and does not become saturated, therefore simulating absorption charac-
teristics in this way may result in higher absorption than would be the case in vivo.
37
No scalar is absorbed in certain regions, therefore even scalars which are absorbed within
the airways will have regions which are set to not absorb, using equation 2.16. The face
and all non-anatomic wall surfaces are set to be non-absorbing. Within the nose, the
nasal vestibule is lined with a tissue which is more similar to exterior epidermis than
the mucosal airway lining, so absorbs very little. Therefore, the absorbing boundary
condition 2.17 is only used posterior to the nasal valve. In reality, the transition between
the tissue types is gradual, however this transition is not modelled and an abrupt change
is seen. This will result in higher than expected absorption in the region where the
boundary layer changes, however this is not expected to have significant downstream
affects, as the increased absorption in this small region is likely to be similar to the
total absorption that would have occurred had the transition region been modelled.
2.6 Flow Metrics
2.6.1 Temporal Means and Variances
In this study, averaging operations are utilised to interpret turbulent quantities. For a
specific flow variable f the time average, f , is defined by,
f = 1
T
ˆ t+T
t
f(x, y, z, t)dt, (2.18)
where T is the time period over which the variable is sampled, this value is given in
each section where it is used. Numerically this procedure is defined by
f(x, y, z, t) = 1
N
N∑
i=0
fi(x, y, z, t), (2.19)
where N indicates the number of samples taken over the period T . Turbulent fluctua-
tions (f ′) are represented by the instantaneous deviation from this mean value defined
by
f ′(x, y, z, t) = f(x, y, z, t)− f(x, y, z, t). (2.20)
Using equation 2.20 the variance of these fluctuations is defined by
Var(f ′) = f ′(x, y, z, t)2
= f(x, y, z, t)2 − (f(x, y, z, t))2 (2.21)
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Numerically equation 2.21 can be expressed by
Var(f ′) = 1
N − 1
 N∑
i=1
f 2i −
1
N
(
N∑
i=1
fi
)2 (2.22)
which represents the square of the root mean square value f ′rms, which is commonly
quoted in literature. The variance of velocity is used to reveal regions of significant
fluctuations in the velocity field, and is calculated using equation 2.22, setting the
fluctuating velocity as the variable of interest. The variance of velocity is linearly
related to the turbulent kinetic energy by a ratio of 2
ρ
, where ρ is the density of air.
2.6.2 Non-dimensional Numbers
The hydraulic diameter, dH , of a cross-section through an arbitrary conduit such as the
airway is given by
dH =
4A
P
(2.23)
which is a representative length scale for the section. Here, A is the area and P the
perimeter of a cross-section)
The mean cross sectional Reynolds number, Re was calculated using the formula
Re = ρUdH
µ
(2.24)
where ρ is the fluid density, U the surface mean of the temporal mean of the normal
velocity across each plane, calculated as defined in equation 2.18, setting the velocity
as the variable of interest, µ is the dynamic viscosity of the fluid and
Likewise, the Dean number, De was defined as
De = Re
(
dHκ
2
)
1
2 (2.25)
where κ is the local curvature (the inverse of the radius of curvature).
The Womersley number, α, given by
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α = dH
(
ω
ν
)
1
2 (2.26)
where ω is the angular frequency of the oscillations and ν the kinematic viscosity is the
ratio of the transient inertial force over the viscous forces and is used to characterise
unsteadiness in the flow. When the Womersley number is less than 1, the flow has time
to become fully developed during each cycle and the pressure and velocity profiles are
in phase. As α increase to around 10, the oscillations mean boundary layers do not have
time to fully develop in each cycle and the velocity lags behind the pressure gradient
by approximately 90◦ [78].
The Strouhal number, St, given by
St = fdH
U
(2.27)
where f is the frequency of oscillations (f = ω2pi ) is also used to characterise unsteadiness
in the flow. For Strouhal numbers of order 1, viscous forces dominate the flow leading
to collective oscillations, whereas at order 10−4, the high speed, quasi-steady motion
dominates [106]. The Reynolds, Womersley and Strouhal numbers are related by
α = (2piReSt)
1
2 (2.28)
The Schmidt number, Sc is calculated as
Sc = µ
ρD
(2.29)
where D is the diffusivity and is the ratio of viscous diffusion to molecular diffusion,
while the Péclet number, Pe, is given by
Pe = ReSc = dHU
D
(2.30)
and is the ratio of advective to diffusive transport rates.
The Stokes number, Stk, is given by the equation
Stk =
ρpd
2
pCcU
18µdH
(2.31)
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where ρp and dp are the particle density and diameter, µ and U refer to the fluid, as
above and Cc is the Cunningham correction factor, defined as
Cc = 1 +
2λ
dp
(
A1 + A2e
−A3dp
λ
)
(2.32)
This term is used to account for non-continuum effects in small particles, where λ is
the mean free path and A1, A2 and A3 are experimentally determined constants. For
air at standard conditions, λ = 68 nm, A1 = 1.257, A2 = 0.400 and A3 = 0.55 [21].The
Stokes number is used to characterise the behaviour of particles suspended in a fluid.
It is defined as the ratio of the characteristic time of a particle to that of the fluid i.e.
how quickly the particle responds to changes in the flow field. When the Stokes number
is small ( 1), the particle follows the streamlines of the flow closely, but detach when
the Stokes number rises.
2.6.3 Vorticity, Wall Shear Stress and Turbulence Intensity
The vorticity, ω, of the fluid is given by
ω = ∇× u (2.33)
and is the curl of the velocity field u.
The wall shear stress τw, is defined by
τw = µ
(
∂ui
∂xj
+ ∂uj
∂xi
)
nj (2.34)
where ui and uj are velocity components and nj a component of the wall normal vector.
Turbulence intensity (Tu) values are defined by
Tu =
√
1
3
(
u′2 + v′2 + w′2
)
|V | =
√
1
3
|V ′|
|V | (2.35)
where u′, v′ and w′ are the fluctuating components of velocity, calculated using equation
2.20 and |V | is the magnitude if the velocity.
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2.6.4 Utilised Area
The distribution of flow in both stenotic [116] and curved [5] geometries has been shown
to be non-uniform. In order to quantify the cross-sectional area effectively used by the
bulk of the flow, two measures of utilised area (UA) are proposed; UAmax and UAmean.
The area UAmax is the section of the cross-sectional plane where the local plane-normal
velocity, U·nˆ is above half the maximum U·nˆ on that cross-section (nˆ being the normal
unit vector to the plane). Alternatively, UAmean is the area where U · nˆ is greater than
the mean value for that plane. Both UAmax and UAmean are then expressed as ratios to
the total available area, A. A diagram representing a general UA is shown in figure 2.2
and to provide some context for these values, table B.1 in appendix B shows the values
for several types of fully developed flow which have analytical solutions, all calculated
for circular ducts.
Figure 2.2: The utilised area, UA shown in red on a plane of area A, in blue. The
plane’s normal vector, nˆ is represented by the green arrow.
2.6.5 Energy Flux
The instantaneous energy flux, Eφ through each cross-sectional plane is given by
Eφ =
ˆ
S
[
(U · nˆ)Ps + 12ρ (U · nˆ) |U|
2
]
dS (2.36)
The change in energy flux along the length of the geometry equals the energy required
to drive the flow through the geometry due to frictional losses. U is the velocity vector,
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nˆ is the normal unit vector of the plane, which has the surface S. Ps is the static
pressure on the plane and ρ is the density of air.
The total energy lost in driving flow between planes i and j in a period t is shown in
therefore
∆E =
ˆ
(Eφ,i − Eφ,j) dt (2.37)
2.6.6 Scalar Quantities
The flux of scalar φ through planes is calculated using the following equation
ˆ
(φu +D∇φ) · nˆ da (2.38)
where D is the diffusivity. In the bulk of the flow, the second term is small and can be
neglected (figure 5.16). However, at any point on the wall, the velocity is zero, so the
flux at that point becomes D∇φ · nˆ. The saturation of volume V is calculated as
´
φ dV
V
.
2.6.7 Vortex Identification
The parameter λ2, proposed by Jeong and Hussain [46], is used to highlight vortical
features within the flow. It is defined as the median (λ1 > λ2 > λ3) eigenvalue of
SikSkj + ΩikΩkj (2.39)
where
Sij =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
(2.40)
and
Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
(2.41)
S and Ω are the symmetric and antisymmetric parts of the velocity gradient tensor
∇u, respectively.
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2.6.8 Turbulent Quantities and Spectra
The mesh size and time step can be compared to the smallest scales in the flow, the
Kolmogorov length and time scales, so that the scales which the simulation has resolved
can be determined. These values are both calculated from the dissipation, ε which is
defined by Delafosse et al. [22] as
ε = ν
2
(∂u′1
∂x1
)2
+
(
∂u′2
∂x2
)2
+
(
∂u′3
∂x3
)2 + (∂u′1
∂x2
)2
+
(
∂u′2
∂x1
)2
+
(
∂u′1
∂x3
)2
+
(
∂u′3
∂x1
)2
+
(
∂u′2
∂x3
)2
+
(
∂u′3
∂x2
)2
+ 2
(
∂u′1
∂x2
∂u′2
∂x1
+ ∂u
′
1
∂x3
∂u′3
∂x1
+ ∂u
′
2
∂x3
∂u′3
∂x2
)}
(2.42)
where u′1, u′2 and u′3 represent the components of fluctuating velocity and ν the kinematic
viscosity. The fluctuating velocity gradients are calculated using equation 2.20 and
setting ∂u1
∂x1
as the values of interest, for example. The instantaneous values are stored
for all instances, so the mean and fluctuations can be determined in post-processing.
The Kolmogorov length scale, η is then calculated by
η =
(
ν3
ε
) 1
4
(2.43)
and the Kolmogorov time scale, τη by
τη =
(
ν
ε
) 1
2
. (2.44)
Spectra of velocity fluctuations are used to characterise the amount of energy at various
scale lengths within the flow. The spectra are calculated using the method described
by Varghese et al. [116]. The three components of fluctuating velocity u′1, u′2 and u′3 are
considered separately and the resultant spectra summed in the frequency domain. Each
component consists of a series of values; one taken at each time step over the period of
interest. At each instant the fluctuation is calculated as in equation 2.20. The array
of data points is divided into sections and each one convolved with a Hann filter w(n),
defined as
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w(n) = 0.5
(
1− cos( 2pin
N − 1
)
(2.45)
where n is the sample number and N the total number of samples, to reduce aliasing
effects. The fast Fourier transform of the resultant is then taken for each section
and the section’s results averaged (this produces smoother spectra than taking the
overall spectrum). A correction factor is then applied to compensate for the Hann
filter (division by the square of the mean of the Hann window function). To check the
accuracy of this process, the energy of the signal is compared in the time and frequency
domains, with the same result expected.
The frequencies are multiplied by 2pi
U
, to convert to wave-number where U is the mean
velocity at the point where the spectrum is calculated. For comparison with the spec-
tra analysed by Saddoughi and Veeravalli [94], they are further multiplied by η, the
Kolmogorov length scale (equation 2.43) and the spectra are divided by (εν5)
1
4 , where
ε is the viscous dissipation rate (equation 2.42).
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Figure 2.3: The ranges of an idealised turbulent spectrum.
Turbulent flows are characterised by a cascade of eddies of decreasing size [90]. Large
flow features are unstable and break up to form smaller eddies. This process continues
until viscous forces dominate, absorbing the energy as internal energy, rather than
producing further smaller eddies. The length scale at which viscous forces dominate
45
completely is the Kolmogorov length scale, discussed later and given in equation 2.43.
The spectra of fluctuating velocity show the distribution of energy with increasing
wavenumber. The range where inertial forces dominate is called the inertial range.
Here energy decreases to the power -5/3 as the wavenumber increases (E (κ) = Cε 23κ− 53 ,
were E (κ) is the function of energy with wavenumber κ, ε is the dissipation and C a
constant) [90]. As the wavenumber increases to represent smaller flow features, viscous
forces start to dominate and this region is characterised by an quicker reduction in
energy. An idealised spectrum with these regions labelled is shown in figure 2.3. The
region at low wavenumber is called the energy containing range as the bulk of turbulent
kinetic energy is carried within this region Pope [90]. Unlike the above scales, this region
is dependent on the particular flow. Peaks in energy in this region should correlate with
observable periodic flow features and their harmonics [90].
2.7 Geometric Analysis
An in-house Matlab (Mathworks) tool was written to calculate the cross sectional areas
at various points through the geometry. These were calculated by intersecting planes
with the geometry. The bounds of the plane were found where it met the geometry
walls. These bounded planes were then used to calculate various measures from the
CFD data. This process is described in algorithm 1 and figure 2.4, whilst a complete
set of planes from an airway geometry is shown in figure 2.5.
These cross-sectional planes must follow the curvature of the airways to ensure they are
approximately normal to the flow direction. For tube-like anatomy such as the trachea,
this is done by producing a centreline using the Vascular Modelling Toolkit (VMTK)
which incorporates the methods described by Piccinelli et al. [87]. This produces a series
of points along the centreline with vectors tangential to the line at each point. These
can then be passed to algorithm 1 as plane-normal vectors. In the complex geometry
of the nose, it is not possible to generate centrelines using this method. Instead, an
assumption is made that the flow will approximately follow the path of narrowest cross-
sectional area. In this case, a user can draw an initial flow-path, from which positions
and tangential vectors are calculated. The plane generating tool described in algorithm
1 then analyses a range of angles about that described by the user until the minimum
area is found at each point. The tool also requires the airway surface and this is provided
in stereolithography (STL) file format; a triangulation of the surface described by three
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arrays, the triangle nodes, their connectivity and face normal vectors.
Algorithm 1 Calculating the intersection of planes with an STL surface.
Inputs: A point on the plane, plane normal vector, STL file of the wall (magenta surface
in figure 2.4).
1. Filter all nodes in the mesh to those close to the plane compared with mean
triangle edge length.
2. For each remaining triangle, dot product each node with the plane normal. If
the result has different signs (positive/negative) for different nodes on the same
triangle, this is an element to be split (these elements are coloured green in figure
2.4).
3. Find the point of intersection between each triangle edge and the plane. This is
calculated from the ratio the dot product of each centroid-to-node vector with
the plane normal. The point is found at this ratio along the edge vector (blue in
figure 2.4).
4. Each intersection node should be found twice, as each edge should belong to two
triangles. Remove these duplicates.
5. Check for continuous regions - each triangle should share edges with two others
allowing a loop to be created - several loops may be created by one slice.
6. Check if these loops represent separate parts of the mesh which cross this plane
or are holes within one plane.
7. Mesh each list of nodes using MATLAB’s Delaunay triangulation function, (shown
in cyan in figure 2.4). This function allows the triangulation of non-convex do-
mains if the edges are known. The edges are defined as an ordered list of node
pairs on the region’s boundary. All nodes are boundary nodes in this algorithm
and the pairing and ordering is found in the same way as the continuity in point
5. The triangulation function will then produce a triangulation where no internal
edges may cross the the boundary.
8. Calculate the area of each plane by summing the area of each triangle produced
above.
9. Calculate the perimeter by summing the external edge lengths.
Outputs: STL of meshed plane, its area and perimeter.
In order to validate the method, slices can be reimported into software that allows
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Figure 2.4: The stages in intersecting an STL surface, as described in algorithm 1. Left:
Find triangles on the magenta surface which lay in the path of the plane (these triangles
shown in green). Centre: Find the intersection points on these triangles’ edges (blue).
Right: Mesh the plane described by these nodes (cyan).
Figure 2.5: Slices through the geometry described in section 4. Top left: The anatomical
surface. Right: slices at a spacing of 2 mm, with a detail of the nose shown bottom
left.
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concurrent viewing of medical images and STL objects, such as in figure 2.6. Here
the cross-sectional plane with minimum area is compared to sagittal and coronal views
from a CT scan. Visual comparison is used to validate the slices similarity to the airway
region within the medical images.
Figure 2.6: One slice (shown in red) through a trachea, compared to the original CT
image in coronal (left) and axial (right) views. Image produced by R. Cetto and used
with permission.
For tubular structures, such as the trachea, geometric measures such as local curvature,
κ, defined as κ = 1
rc
where rc is the minimum local radius of curvature and the maximum
inscribed sphere radius (rsmax) were calculated.
In order to evaluate pathologically induced geometric changes in tracheas, the length
of the constricted section, LC, was calculated, with the constricted length defined as
that with a cross-sectional area less than 65% of the first tracheal ring area. The length
was then expressed as a percentage of the total of the tracheal length (first tracheal
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ring to carina). 65% was chosen as it relates to the 35% reduction in 1D measurements
in the current American Thyroid Association guidelines [108], assuming constriction is
not uniform in all directions and is hence related to this 1D measure.
To characterise the shape of each cross sectional plane, the roundness, R, was calculated
and defined as R = A
r2smaxpi
, where A is the cross sectional area. This measure gives
a result of one for a circular section, 4
pi
for a square and is the ratio of the major and
minor radii for an oval.
The surface area to volume ratio (SAVR) is commonly quoted in the literature (SAVR)
for comparison of nasal geometries. These are calculated by surface and volume integrals
on the walls or regions of interest.
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3 Convergence and Accuracy Evaluation
3.1 Converging the Simulation
CFD simulations produce approximations to the in vivo flow conditions. Therefore, the
results must be analysed to quantify the extent to which they are accurate. Measuring
flow conditions in vivo is not practical, hence the utility of CFD simulations in the first
place. There are several techniques to check the accuracy of the simulation. Firstly, one
the sources of errors in CFD simulations is that the finite resolution of the simulation
means that small scale features may not be resolved. The smallest scales resolved
by the simulation can be compared to the smallest scales expected in the flow (the
Kolmogorov scales). Simulations which resolve all the scales (or nearly all as the energy
decreases with the length scale) can therefore be used as benchmarks for less well
resolved simulations and the differences in the results quantified. Coarse simulations
may use modelling to account for these differences and the success of these techniques
can be measured. Further validation can be performed by comparison with experimental
results, which may also differ from in vivo conditions, but allow measurement of pressure
losses for comparison with CFD simulations.
The unsteady simulation procedure gives three variables with which to improve simu-
lation fidelity; improvements in each come at increased computational expense. These
parameters are mesh resolution, the time step and the degree to which the solution
is converged at each time step. Each of these variables effects different quantities of
interest to different degrees, so various considerations are investigated.
3.1.1 Residuals
The number of inner-iterations the simulation undergoes per time step was set based
on two parameters; the residuals of momentum and continuity (and scalar transport
where necessary) and the convergence of specific quantities of interest. For example,
the residual, r, from the transport equation for a passive scalar, φ, is
r = d
dt
ˆ
V
ρφdV +
˛
A
ρφu · da −
˛
A
D∇φ · da (3.1)
and is equal to the non-zero result when all terms are put on the same side of the
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equation [8]. This value is driven towards 0, with a limiting value equal to machine
round-off error for each inner-iteration of every time step.
The root mean squared value (Rrms) of the degree to which the discretisation equation
is satisfied in each cell is given by
Rrms =
√
1
n
∑
n
r2 (3.2)
where n is the number of samples.
For the simulations in this study these quantities were driven as low as possible in
the early iterations where large transients occur, reducing by at least twelve orders of
magnitude. In later iterations approximately six orders of magnitude per time step was
deemed sufficient, depending on the other resolution parameters (a simulation with a
very small time step will change less between time steps).
Furthermore, various quantities of interest (overall pressure loss, velocities at points of
interest) were monitored to ensure that they had converged to a stable value at each
time step.
3.1.2 Spatial and Temporal Resolution
Convergence testing was performed on a pathological tracheal geometry which shows is
affected by a goitre, since it exhibits large curvature and constriction and hence should
represent the most difficult tracheal geometry on which to simulate flow. Flow is faster
moving in the descending airways and therefore requires finer resolution than the nose
(comparison of different simulation resolutions in the nose can be found in section 4.8).
A range of meshes were generated with numbers of elements ranging from 945,000 to 9.2
million. Quasi-steady simulations were run on each mesh with time steps of 1, 0.1 and
0.01 ms. The coarser simulations were run both without further turbulence modelling
and with the LES model as shown in table 3.1.
The leftmost graph in figure 3.1 shows the temporal variation in pressure loss for the
seven sets of simulations parameters described in table 3.1. Simulation a is the finest in
both temporal and spatial resolution and is hence used as a benchmark to compare the
other simulations against. This simulation is then evaluated to determine how close it is
to a fully resolved DNS simulation in section 3.2, to justify its use as a benchmark case.
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Number of elements Time step (µs) Additional modelling
a (Fine) 9,217,771 10 None
b (Production) 2,245,514 100 LES
c 2,245,514 100 None
d 2,245,514 1000 LES
e 2,245,514 1000 None
f 974,611 100 None
g 974,611 1000 None
Table 3.1: Simulation parameters used in convergence study.
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Figure 3.1: Comparison of results from different solution resolutions and modelling.
Left: Pressure loss variation with time. Right: The magnitude of velocity on points
along the centreline for cases a, b and d.
The following criteria were used to judge similarity in temporal variation of pressure
loss between meshes b-g and a: Mean pressure loss, the dominant frequency of pressure
loss oscillations (calculated by counting clear peaks in the time period of interest), and
amplitude of pressure loss oscillations (and therefore temporal extremes of pressure loss
variations). Each of these is tabulated in table 3.2.
Figure 3.1 and table 3.2 show that none of the simulations with time steps of 1 ms (d -
green, e - black or g - magenta curves in figure 3.1) capture the temporal fluctuations
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Simulation Mean Amplitude of Approximate frequency
∆P (Pa) ∆P oscillations (Pa) of ∆P oscillations (Hz)
a (Fine) 53.8 6.2 312
b (Production) 53.8 6.3 312
c 53.9 9.9 312
d 54.8 8.2 188
e 54.9 4.1 156
f 50.3 5.2 343
g 47.87 0 -
Table 3.2: Comparison of pressure loss (∆P ) values for the seven simulations listed in
table 3.1 and shown in figure 3.1.
apparent in the benchmark case (a - red curve in figure 3.1). The higher frequency
oscillations have been damped out at this resolution. At higher temporal resolution,
but coarse spatial resolution (f - grey curve in figure 3.1) the fluctuations are well
captured, but the mean pressure loss is 5% lower than in the better refined cases.
Simulations b and c share the same mesh and temporal resolution but b utilises LES
modelling of smaller scales and is preferred as the additional damping supplied by the
LES modelling reduced the range of the pressure loss oscillations to a similar range
as in the finest case. The simulation without additional modelling (c) exhibits higher
amplitude oscillations.
Several further criteria were used to judge convergence, such as mean and variance of
velocity along the centreline (figure 3.1) and lines normal and tangential to the flow
path (figure 3.2). Overall pressure drop and spectra of velocity fluctuations, were also
considered figure 3.3. The similarity of the flow throughout the geometry can be seen
in figure 6.13 (discussed in other context later) where the variance of velocity for the
production and fine meshes are shown. Both resolutions exhibit similar unsteadiness
throughout, in terms of patterns and magnitude of fluctuations.
Figure 3.3 shows spectra of fluctuating velocity calculated at the same point in both
the fine and production simulations. Comparison between the two resolutions reveals
that the LES turbulence modelling extends to the scales where the fluctuating energy
has fallen by five orders of magnitude, so is within the dissipative range.
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Figure 3.2: Comparison of mean and the variance of velocity on lines across geometry
B normal to the flow path for the production and fine meshes. These lines are located
on planes ii (right) and iii (left) from figure 6.1.
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Figure 3.3: Comparison of fluctuating velocity spectra at the same point in the “fine”
simulation without subgrid viscosity and the “production” simulation with LES. The
energy is scaled by the dissipation, ε and the kinematic viscosity, ν. The frequency is
scaled by the mean velocity at the point, U and the Kolmogorov length scale, η.
3.2 Quantifying the Captured Scales
Comparison of simulation refinement levels with the Kolmogorov estimates relies on ac-
curate values of the viscous dissipation rate, which will vary with simulation resolution.
It was found that neither quantity changed significantly in value between the resolu-
tions, suggesting these quantities had converged sufficiently for estimates of magnitude
to be obtained (figure 3.4). Nonetheless, this analysis uses values of η and τη from the
finest simulation as they are most accurate. The cube root of cell volume, 3
√
V and
the time step ∆t were used as characteristic length and time scales respectively.
3√
V
η
represents the ratio of mesh refinement level to the smallest length scale in the flow.
The parameter ∆t
τη
is the ratio between the time step and the smallest time scale it is
necessary to resolve neglecting convection and U∆t
η
shows how far such a feature can be
convected during one time step as a ratio to the smallest scale in the flow.
The dimensionless wall distance y+ is given by
y+ = yuτ
ν
(3.3)
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Figure 3.4: The viscous dissipation rate and Kolmogorov length scale along a line in
plane iii (figure 6.1) from the production and fine simulations.
and is often used to determine how well the velocity gradient at the wall is captured
captured [98], with y equal to the distance from the wall to the first solution point in
the bulk of the flow, ν is the kinematic viscosity and uτ is the friction velocity given by
uτ =
√
τw
ρ
(3.4)
τw is the wall shear stress.
A temporal equivalent, ∆t+ is given by
∆t+ = ∆t u
2
τ
υ
(3.5)
where ∆t is the time step [79].
Table 3.3 shows the refinement statistics for this finest mesh, a. The Kolmogorov length
and time scales were calculated as described in equations 2.43 and 2.44. These values
indicate that the simulation is very well resolved in time, with both ∆t
τη
and U∆t
η
less
than 1. The low values of y+ indicate that the mesh is well resolved at the wall, however
3√
V
η
is higher than 1, showing the mesh is not capturing the smallest features in the
flow. However, it is capturing all scales down to twice the Kolmogorov length scale and
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Figure 3.5: Details of the “production” mesh structure. Clockwise from top left: the
surface of the trachea; all mesh elements that fall on a cross-sectional plane; a detail
highlighting the prism layer mesh at the geometry wall.
there is very little energy contained below that, suggesting the simulation is close to
fully resolved.
Simulation a (Fine)
Mean y+ 0.096
Maximum y+ 0.43
Mean
3√
V
η
2.36
Mean ∆t
τη
0.0336
Mean U∆t
η
0.83
Table 3.3: Refinement statistics between the finest mesh simulated, a showing com-
parison between mesh length scales and the time step and the smallest features in the
flow.
Images demonstrating the movement of flow features at five time step intervals is given
in figure 3.6. It is clear that flow features only move a small amount between each
image, which represents 5 time steps, therefore the motion between each time step is
even smaller and the simulations is well resolved in time.
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Figure 3.6: Vorticity in the pharynx at five instants, each separated by 5 × 10−5 s,
which is 5 time steps. The small movement of each flow feature between each instant,
demonstrates the high temporal resolution of the simulation.
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3.3 Validation of Simulations by Experimental Comparison
Experimental validation of the simulations was performed using an existing model of a
healthy tracheal geometry. The pressure difference between two points on the surface
of a model trachea was compared to the same pressure difference determined by a CFD
simulation of the same geometry with the same flow rate. The flow rate was then
varied in both methods and the pressure losses compared. The variation in pressure
loss with flow rate is expected to be the same for both methods, within the bounds of
experimental error. The pressure loss to flow rate relationship was chosen as the variable
of interest due to its ease of experimental measurement. The two points between which
the pressure difference was measured were above the glottis and above the carina,
providing the longest section of geometry over which comparison was possible.
The surface geometry was extruded outwards to form a volume with the inner surface
representing the tracheal airway. This was then rapid prototyped in a rigid material
using an Objet Connex 350 3D printer, producing the model shown in figure 3.7. The
resultant geometry was then pressure tapped along its length as shown. The geometry
was connected to a pump downstream of the bronchial end of the geometry and pressures
measured at the pressure tap locations and across a calibrated orifice plate using an
alcohol manometer. The suction of the pump was varied across the range of flow rates
the pump was able to achieve (27-90 l min-1) and several measurements taken at each
flow rate and a mean taken. Flow rates, Q, were calculated as
Q =
√
2k∆p
ρ
A (3.6)
from the pressure drop across a calibrated orifice plate ∆p. Here, ρ is the density, A the
cross-sectional area of the pipe and k = 0.125, a calibration factor for this particular
orifice plate. A comparative pressure-flow plot is shown in figure 3.8a.
From 3.8a it is clear that both modalities produce similar flow rate to pressure loss
relationships throughout the range of flow rates analysed. The largest uncertainty
in comparing experimental and computed pressure losses was in the location of the
pressure tap and its comparison to the equivalent point in the computational fluid
dynamics (CFD) simulation. Figure 3.8b shows the surface variation of static pressure
in geometry A at 30 lmin-1. Moving the probe 5 mm can change the recorded pressure
loss by 5%.
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Figure 3.7: Photograph of rapid prototyped trachea with pressure taps. Flow is sucked
in at the opening (left of image) and out at the two outflows (right of image).
Further losses are due to the difficulty in clearing support material used during the
printing process from the lumen of the trachea and burrs from drilling the pressure taps.
The pressure tapping holes are checked using an endoscopic camera, but it is difficult
to achieve perfectly flush finishes. Any such surface imperfection would increase the
flow speed across the probe, lowering the recorded pressure. Additionally, if the holes
are not tangential to the wall, the probe may detect a component of velocity, rather
than just the static pressure, with approximately 2% error in pressure recorded with a
10◦ misalignment [93].
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(a) Comparison of experimental and CFD simulated pressure loss be-
tween two points on the trachea surface. The first is above the glottis,
whilst the second is just above the carina.
(b) Surface contours of the mean of static pressure at 30 lmin-1 for geometry
A. The marked point is the equivalent position to the bottom pressure
tapping in figure 3.7.
Figure 3.8: Comparison of experimental and CFD simulated pressure loss.
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4 Dynamics of a Rapid Inhalation
A high resolution spatio-temporal simulation of a rapid inhalation was performed using
realistic geometry and inflow conditions. The resolution was such that the entire inertial
range and much of the dissipative range was captured.
Several key metrics are investigated through the duration of the inhalation manoeuvre,
including pressure losses, resistance, energy flux, velocities and turbulence quantities.
The regional division of flow is also analysed. Investigation throughout inspiration
shows the time scales governing these criteria and their variation with changes in flow
rate. All these quantities are related to the specific flow patterns within the airways,
hence detailed description of the flow pattern and how it changes through the inhalation
are key to understanding temporal variation of these measures.
4.1 Specific Anatomy
Figure 4.1: Volume rendering of neck and chest CT scan with segmented airway surface
highlighted in blue.
The airway geometry was derived from a neck and chest computed tomography (CT)
image set of a 48-year-old male, in the supine position. The images were enhanced
with contrast and were collected retrospectively from a hospital database. The scan
was requested for clinical reasons and reported to be normal. Consent from the patient
for subsequent use of the data was obtained. The data was acquired using a Philips –
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Brilliance 64 scanner and consisted of 912 slices of 1.0 mm thickness with a pixel size
of 0.65 × 0.65 mm. A consultant radiologist reported the nasal airways as clear and
of normal appearance. The position of the tongue base and other soft tissues in the
pharynx were deemed consistent with the patient being scanned in the supine position.
The vocal cords were noted to have the appearance of being abducted, whilst the trachea
was considered to be of normal dimensions, not demonstrating any abnormalities. The
airway in the pharynx may be narrower than if the patient had been standing, but the
geometry is within the normal range.
A small angulation of just over 3 mm of the bony nasal septum is seen projecting
to the left cavity at the level of the inferior turbinate in the form of a septal spur.
The resulting surface was then smoothed using Taubin’s [113] algorithm (with param-
eters set to achieve bilaplacian smoothing) in MeshLab (Visual Computing Lab). The
smoothed surface was then merged with the external non-anatomical surfaces to define
the boundaries of the flow domain.
The graph in figure 4.2 shows the cross-sectional area of the airway, with the nostrils
marked as plane 1 and plane 12 lying just above the carina, (i.e. where the trachea
divides). The minimum cross-sectional area in the nose occurs at plane 3 in the diagram
(area 1.82×10−4 m2, corresponding hydraulic diameter of 4.94×10−3 m). This plane is
located slightly posterior to the nasal valve, often assumed to be the minimum area [49,
88]. In the post-septal airway, a series of minima occur in the laryngopharyngeal zone in
the region of planes 8 and 9. The local area increases between these minima correspond
to openings such as that into the back of the mouth and are not representative of the
area utilised by the bulk of the flow; the effective flow area is closer to the minimum
shown at plane 8. The glottis (plane 10) does not correspond to the minimum area
airway. This is a consequence both of the vocal cords being abducted and the supine
position of the subject, which results in the the tongue and soft tissues reducing airway
area about planes 8 and 9.
The left and right nasal cavity airspaces are separately delineated in figure 4.2. The left
nasal airspace (red curve) has a volume of 14,600 mm3, slightly larger than on the right,
12,300 mm3, (blue curve). The associated surface areas are however similar, yielding
a Surface area to volume ratio (SAVR) for the left nasal airway of 0.717 mm-1 and
0.827 mm-1 for the right, mean 0.768 mm-1. The nasal airway volumes were measured
from the nostril to a plane which extends the floor of the nasal cavity through the
nasopharynx, and split in the post-septal region by another plane which is tangential
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to the posterior aspect of the septum. This differs from the method employed by Segal
et al. [101], who used a coronal plane at the back of the septum as the posterior marker
for the nasal volume. The latter volume does not necessarily include the posterior
aspect of the inferior turbinate, the size of which can have significant impact on airway
volume.
Figure 4.2: Geometry of the airway with flow-normal cross sectional areas. In the nose
the area distributions are shown separately for the left and right cavities. Geometric
values for each plane can be found in table A.1.
Figure 4.3 shows the position of planes selected to illustrate the dominant features of
the flow.
4.2 Boundary Conditions
The face was placed inside a hemisphere of radius 0.5 m and flow imposed uniformly
on the curved outer surface of the hemisphere, allowing a natural inflow to develop.
The consequences of prescribed inflow at the nostril have been described previously by
Taylor et al. [114], Doorly et al. [25]. The flat plane of the hemisphere was located
approximately 0.05 m behind the chin and treated as a rigid wall; limiting the exterior
airspace has negligible effect as little inhaled air originates behind the head [114]. To
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Figure 4.3: Positions of planes within the airways: Lower left - sagittal through right
nasal cavity; Lower right - sagittal through left nasal cavity; Upper right - sagittal
through laryngopharyngeal and glottal regions. Lower images show the positions of
axial planes within the nose.
provide a well-defined outlet, the final bronchial branches were extruded into constant
cross-section pipes for several diameters.
The time-varying inflow velocity was applied to the external hemisphere, whilst the ends
of the extended bronchi were held at constant pressure throughout. A no slip condition
was applied to the flat surface of the hemisphere and to all anatomical surfaces. No
significant differences were found when (i) the radius of the hemisphere representing the
external far field boundary was increased from 0.5 m to 1 m from the centre of the face,
or (ii) the simulation was rerun using a prescribed pressure as an inlet condition rather
than specifying the velocity (figure 4.4). The inhalation flow profile used was defined
by fitting a 6th order polynomial to experimentally measured data from a previous in
vivo investigation [91]. The raw data from which the polynomial was obtained is shown
by the black curve in figure 4.5a, however some processing was performed by Rennie
et al. [91] to produce the polynomial. Hot wire anemometry is not sensitive at low
flow speeds due to the convection caused by the hot wire. This accounts for the black
curves non-zero end values. The raw data curve was extended with constant gradients
taken from the region above the convection velocity to approximate the low velocity
behaviour. The 6th order polynomial used for the inlet velocity profile was generated
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with a least-squares fit and is
V = −2.63t6 + 4.84t5 − 3.42t4 + 1.17t3 − 0.20t2 + 0.02t (4.1)
and is represented by the green curve in figure 4.5a. Here, t is the simulation time
in seconds and V the velocity imposed on the hemisphere in ms-1. Figure 4.5b shows
the cumulative volume inhaled through each nostril and in total. The graph of total
airflow against time is shown in green in figure 4.5a, whilst the computed left and right
nasal flow rates are shown in the red and blue curves (labelled also R and L). The
subject paused before the start of inhalation and at the end, so flow commences from
an initial state different from that expected of a cyclic breathing pattern. This is an
important distinction from cyclic breathing, as are the depth of inhalation and rapidity
of acceleration [91].
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Figure 4.4: Comparison of velocity signals at a point in the nose in simulations driven
by a pressure inlet (green) boundary condition and a velocity inlet (red) boundary
condition.
4.3 Mesh Analysis
The geometry was divided into regions, with cells more densely allocated in the regions
in which the flow was more disturbed. In regions such as the anterior nasal airways and
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(a) Volumetric flow rate showing differences between left and right sides.
The dashed black curve shows the raw data from which the green curve
was obtained.
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(b) Cumulatively inhaled volumes through each nostril and the unified
airways.
Figure 4.5: Volumetric flow rate and cumulatively inhaled volumes over the duration
of the sniff. The total flow (green curve) is applied, while the division between the two
nostrils is simulated.
the larynx, nine prism layers were used with the first element from the surface having
a height of approximately 0.02 mm. For cells crossing planes 2 and 3, as described in
figure 4.2, the mean volume was 2.7 × 10−3 mm. All cells within the airways had a
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volume of less than 1.0×10−2 mm3, although they could be much larger in the external
geometry, especially far from the face. Figure 4.6 shows a cross section through the
mesh in two of the refined regions, a) the right nostril and b) the glottis region.
The y+ value is less than one throughout the internal geometry. In the refined regions
of the nose it has a mean value of 0.38 and across planes 9 and 10 (figure 4.2) the mean
is 0.77.
The temporal discretisation of the simulation was set at 1.0×10−5 s. This yielded mean
∆t+ values of 0.22 in the nose and 0.92 across plane 9.
Figure 4.6: Details of the airway mesh on planes in the nose (left) and oropharyx,
hypopharynx and larynx (right).
4.4 Flow Development
Inhaled air divides naturally between the nostrils, with that entering the left nostril
(red curve, figure 4.5a) approximately 1.25 times greater than on the right (blue curve,
figure 4.5a) throughout the inhalation. Integrating the flow curves yields a total inhaled
volume of 364 ml, 204 ml through the left nostril and 160 ml through the right, figure
4.5b. Whilst there is more air being inhaled by the left nostril throughout the sniff, the
proportions between the two nostrils varies as the sniff progresses. Figure 4.7 shows
that the initial division in volumetric flow rate is exactly equal to the difference in
volumes between the two sides; 54% on the left. The initial resistance to flow is purely
inertial and therefore the flow division is the same as the amount of air in each cavity.
However, once the flow is moving frictional losses increase and the flow further biases
the left nostril (57% through the left cavity) as a result. Towards the end of the breath,
the ratio changes again as recirculating regions in the right nasal cavity (discussed
later) enlarge and further increase the resistance to flow in this cavity. Between 0.1 s
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and 0.25 s the inhaled flow rate approximates a plateau, with corresponding Reynolds
numbers in the nose (based on the hydraulic diameter of the minimum cross sectional
area (plane 3)) ~1900 on the right and ~2400 on the left; by contrast in the supraglottic
region (plane 9), the Reynolds number is ~14,000. Figure 4.8 shows the nasal flow field
on sagittal planes during the ramp-up phase (at four instants) and near flow cessation.
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Figure 4.7: Division of volumetric flow rate between nostrils.
After 10 milliseconds elapsed time, (top) flow is at low speed (<3 ms-1) and attached
everywhere.
After 20 ms (second pair), flow recirculation is developing in the upper anterior portion
of the right cavity (note left side of figure), posterior to the nasal valve; it appears
similar to that observed in the study of Doorly et al. [24] for a different geometry.
No such recirculation is however apparent in the left airway. Both sides of the nose
display a rapid increase in passage height after the nasal valve, but the abruptness of
the increase is greater on the right, inducing flow separation.
After 50 ms, the flow pattern appears fully established in each cavity. Little further
change, except in velocity magnitude, appears in the image pair at 100 ms. In the
anterior region of the right cavity, the separation occupies a significant volume, acting
to “block” the ingress of newly inhaled air. Flow in the left side is somewhat faster,
particularly in the region of the jet formed through the nasal valve. Flow from the
nasal valve appears less uniform on the right with smaller regions of fast moving flow
interspersed with slower regions. Other features evident include smaller recirculation
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Figure 4.8: Velocity contours and planar streamlines on two planes in the right and left
nasal cavities at succeeding instants.
zones in the nostril vestibules and low flow in the portions of the inferior meatus cut by
the image planes. The final image pair corresponds to 0.45 s, when the total flow rate
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has diminished to approximately 250 mls-1, about the same level as that in the first
image pair at 0.01 s. The anterior recirculation zone has begun to enlarge and continues
to grow as flow decays further; on the left flow is simply reduced in magnitude.
Figure 4.9: Volume renderings of instantaneous velocity field at 0.1 s in each cavity.
The right nasal cavity is shown on the left and vice versa.
To highlight the three dimensional nature of the flow, volume renderings of the instan-
taneous velocity field at 0.1 s are shown in figure 4.9. The stratified nature of the
flow is apparent in both cavities, as the various structures and passage shapes direct
the flow into different paths. The separation in the superior and anterior section of
the right nostril is again apparent by the lack of fast moving flow. The bulk of the
flow is directed between the septal wall and the inferior turbinate, with just a small
amount impinging on the head of the middle turbinate. By contrast, this latter route
dominates in the left cavity, which is faster throughout. A strong vortex is also seen
along the floor of the anterior cavity. Flow progresses higher in this cavity due to the
lack of recirculation region and strong flows are seen in the middle meatus. Both sides
meet posterior to the septum and here the flow is dominated by the rapid acceleration
towards the oropharynx.
4.5 Flow Metrics
The evolution of regional pressure loss and airway resistance, defined as total pressure
difference divided by flow rate is compared for the transnasal airspaces (planes 1-6) and
the descending airway (planes 7-12) in figure 4.10. In steady flow, the resistance depends
only on flow rate. The inhalation profile considered involves significant flow acceleration
up to 0.1 s, which requires an additional transient pressure gradient. At 0.05 s, the left
transnasal pressure loss is approximately 39 Pa, but rises to approximately 50 Pa at
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(a) Pressure loss across each nasal cavity and the descending airways.
(b) Comparison of transnasal and descending airway resistances.
Figure 4.10: Pressure loss and resistance during a sniff.
0.1 s. However the resistance is virtually unchanged, as the component needed for
an acceleration that is diminishing happens to be balanced by that needed to drive
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an increasing flow. The same does not occur in the descending airway, which is the
dominant resistance for the subject, due to the reduced area in the oro- and hypo-
pharynx.
0 0.1 0.2 0.3 0.4 0.50
0.1
0.2
0.3
0.4
0.5
Time (s)
En
er
gy
 F
lu
x 
(W
)
 
 
1 (L+R)
7
8
9
10
11
12
(a) Energy fluxes through the planes described in figure 4.2.
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(b) Energy losses through regions of the airway delineated by the planes
in figure 4.2.
Figure 4.11: Energy fluxes through planes during a sniff.
Figure 4.11a shows the energy flux, calculated using equation 2.36 across the nostrils
(plane 1) and the six planes in the descending airways (figure 4.2). The energy flux
through the nostrils is represented by the black curve. The highest fluxes occur at peak
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flow rate, ~0.1 to ~0.27 s, with the energy reducing more quickly than flow rate due to
the cubic relationship between them. The energy lost in traversing various regions of
the airway can be seen in the distances between the curves. There is very little energy
loss between planes 1 and 7 (hence the intermediate planes are omitted) and in the
turn between planes 7 and 8. The highest losses occur either side of plane 9, in the
narrow regions through the oropharynx and above the glottis. In the trachea, more
energy is lost in the superior section, between planes 10 ans 11 as it contains strong
mixing regions than in the inferior section where the losses are minimal. The total
energy losses across each nasal cavity and the entire descending airway are shown in
figure 4.11b, whilst integrating the energy flux loss between each pair of consecutive
planes (defined in figure 4.2) as in equation 2.37 produces the total energy loss in each
region, figure 4.12.
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Figure 4.12: The total energy loss between each pair of consecutive planes (shown in
figure 4.2)over the duration of the sniff. The energy scale for the descending airways
(right) is ten times higher than that for the nasal cavities (left).
4.6 Patterns of Flow: Nasal Flow Division
The architecture of the nose partitions the flow into separate streams to best accomplish
physiological functions such as heat and water exchange [29] and sampling of inhaled
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air by the olfactory receptors. Airflow partitioning during inhalation was quantified by
computing the flux through different sectors of nasal plane 4 (see figure 4.2). Plane 4
lies in the turbinate region and is subdivided into sectors referred to as the upper and
lower medial and lateral quadrants in figure 4.13. The division between the upper and
lower regions was effected by positioning a plane oriented in the axial direction between
the middle and inferior turbinates, so that the plane did not touch either structure.
Asymmetries in the turbinates on either side of the nose slightly displaces this division
on the left side relative to that on the right. The cross sectional areas of each section
are shown as percentages of each side’s total in figure 4.14.
In figure 4.13 the graphs indicate how the partitioning of flow in each cavity varied
during the inhalation. Three distinct stages in the dynamics of the flow split are
apparent; initiation, equilibrium and decay.
In the right cavity, after approximately 0.03 s, the flow split equilibrates. On the left it
appears to take almost twice as long. In both cases it is somewhat surprising that the
equilibrium flow balance is established quickly, despite the flow having attained only
approximately 50% of its peak and whilst still accelerating. However, most of the gross
changes in flow pattern occur within this period as shown in figure 4.8. The initiation
process sees the potential flow-like pattern change once the nasal valve jet develops and
recirculation zones appear where the flow separates. The time scales for these events
depend on the length scales of local features; in this part the time is broadly comparable
to the 50 ms required for the inhalation to fill a volume equivalent to that of the nose.
As flow initially accelerates, the jet entering the nasal cavity strengthens, diverting
more flow to the upper regions and around the middle turbinate, rather than along the
floor of the nasal cavity. This accounts for the rapid rise of flow to the upper regions
on both sides of the nose during the establishment phase.
Minor fluctuations in the proportions of flow directed through the various sectors reflect
local unsteady disturbances at peak flow rates. The manner in which the flow streams
are divided differs between left and right sides, despite the division of the nasal airspace
yielding quadrants of proportionately similar size on left and right (figure 4.14). On
both sides the bulk of the flow passes along the medial side of the respective cavity,
i.e. along the septal wall; this accounts for 73% of the flow at equilibrium in the right
nostril and 66% in the left. However, the divide between the flow transiting upper versus
lower regions is different: on the right, 60% of flow favours the lower regions, whilst
on the left, 60% favours the upper. This effect seems to be linked to the flow pattern
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illustrated in figure 4.8, where the recirculation zone in the right nostril prevents flow
to the upper regions, causing a bias of flow to the lower regions. With no separation in
the left nostril, flow appears more evenly spread between the various divisions.
Deceleration of the flow commences after 250 ms, but the flow divisions do not change
until later, perhaps 400 ms. Even then there is little change until the final few tens
of milliseconds when certain features developed in the initial phase of the flow alter,
whilst the inertia of the nasal jet continues to direct air to the upper reaches of the
nose increase those regions’ share of flow.
Figure 4.13: Mid-nasal cavity (figure 4.2, plane 4) regional cross-sectional area division
and corresponding flow distribution.
Figure 4.14: The regional division of cross-sectional area as per the sectors shown in
figure 4.13.
77
4.7 Patterns of Flow: Unsteadiness and Turbulence
Spontaneous fluctuations associated with turbulence develop earlier in the glottic region
than in the nose, in line with the near order of magnitude greater Reynolds number.
This is evident in figure 4.15, where samples of velocity magnitude are compared for a
point on plane 10 within the glottal region (red curve) with those from a point on the
sagittal plane in the right nostril, halfway between planes 2 and 3. In the nose, flow
speed increases calmly until 0.07 s (corresponding flow rate ~900 mls-1) then oscillations
of relatively small amplitude appear; these diminish as flow decays and are absent after
0.35 s (flowrate ~750 mls-1) .
Flow in the laryngeal region becomes unsteady after 0.02 s, by which time the local
mean airspeed reaches around 6 ms-1. There the oscillations persist, merely reducing
somewhat towards flow cessation.
Figure 4.15: Flow velocity signals at two points: lower curve - point in the right nasal
cavity towards the top of the intersection of the right sagittal plane (figure 4.3) and
plane 3 (figure 4.2); upper curve - point in the glottis at the intersection of the sagittal
plane (figure 4.3) and plane 10 (figure 4.2).
Figure 4.16 shows the mean velocity, Vmag/Vref and the fluctuating velocity, V’mag/Vref
across two sagittal planes, one in each nostril, whilst corresponding quantities for the
supraglottic region are shown in figure 4.19. V’mag is defined as the square root of the
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variance of the velocity magnitude and is proportional to the square root of turbulent
kinetic energy (TKE). These quantities are calculated over a 30 ms window of the sniff,
starting at 0.1 s, when flow approaches a plateau. The reference velocity taken for
normalisation in the nose, (Vref, nostrils = 3.52 ms-1), is obtained by taking the spatial
and temporal mean of velocity on plane 4 (figure 4.2) during the 30 ms window.
Mean velocities appear higher and more uniform in the left nasal cavity than the right.
The right cavity shows regions of fast moving flow negotiating the obstacles of the septal
wall and turbinates, with a separation region in the anterior portion of the right nostril.
Plots of V’mag also reveal flow on the right to be more unsteady than on the left, other
than at the head of the middle turbinate in plane 4 where the septal spur is located. It
is noteworthy that in the nose, regions of significant fluctuation appear localised and
quite different between the two sides.
The exterior flow is sink-like and laminar in nature. The flow in the left cavity remains
largely laminar in the anterior region, although there is evidence of transitional flow
on the right side, especially around the break down of the nasal-valve jet (where the
sagittal plane crosses plane 3.)
Figure 4.16: Mean Vmag (upper) and V’mag (lower) in the nose at peak flow, scaled by
local reference velocities.
Flow in the cross-sectional planes 3 and 4 in the nose and at planes 9 and 10 in the
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descending airway are compared in figure 4.18. Comparing left and right cavities at
plane 3, in the upper region of the right cavity Vmag is low, whereas V’mag is high, due
to the unsteady recirculation in this zone. Plane 4, positioned at the head of the middle
turbinate and slightly posterior to the septal spur reveals some unsteadiness in flow on
the left. The right nostril flow is concentrated in the lower medial section, along the
septal wall, whereas flow on the left is more uniformly distributed with highest velocities
around the head of the middle turbinate. Downstream of this cross-section, the flow in
the nose appears calmer, as the passage traversed is more uniform in shape until the
nasopharynx.
Figure 4.17: Instantaneous structures of λ2 in both nasal cavities at 0.13 s. This figure
is shown with the left and right cavities on the opposite sides to other figures as here
the septal wall has been removed to show the structures interaction with the turbinates.
Figure 4.17 reveals the vortical structures within both nasal cavities. The right anterior
recirculation is apparent, as seen throughout this analysis. In the equivalent region in
the left cavity, several flow-wise streamers indicate the flow is still attached here. Both
cavities indicate vortices originating in the nasal vestibule and these appear higher up
in the right side, perhaps contributing to the separation at the nasal valve. Both exhibit
strong vortices along the floor of the cavity. The left cavity has a large number of small
structures impacting on the head of the middle turbinate, these structures fluctuate
with time, explaining the small oscillations seen in the mass distribution figure (4.13).
Few structures exist in the inter-turbinate region, but new ones form posterior to the
inferior turbinates on both sides, the so-called “dorsal” vortices described by Zhao and
Jianj [128]. There are two of these in the right cavity with the upper originating at the
middle turbinate, this feature does appear in the left cavity, but is much weaker.
Flow in the supraglottic region (figures 4.18 and 4.19) is dominated by the jet issuing
from the constrictions through the epiglottis and the back of the tongue. Here, the
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Figure 4.18: Through-flow Vmag (upper) and V’mag (lower) velocities in anterior and
mid nasal cavity (figure 4.2, planes 3 and 4) and supraglottic and glottic regions (figure
4.2, planes 9 and 10).
normalising value, Vref = 17.7 ms-1, corresponds to the average velocity at plane 8.
At plane 9, flow effectively bypasses much of the available airway area. The peak
fluctuation intensity can be seen in the plots of figures 4.18 and 4.19 to occur at the
margins of the jet. Direct comparison of the flow in this region with idealized problems,
such as the mildly eccentric stenosis considered in Varghese et al. [116] is difficult, given
that the airway is a more complex shape and the inflow is highly disturbed.
Elevated values of V’mag at plane 10 point to the continued high fluctuation amplitude
as the jet impinges on the side wall. By plane 11 (not shown) the fluctuations are much
reduced as the flow fills the trachea more uniformly. Summary values of the fluctuation
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Figure 4.19: Vmag (upper) and V’mag (lower) in the oropharynx, hypopharynx and
larynx at peak flow, scaled by local reference velocities.
intensity integrated over the various cross sectional planes are shown in table 4.1, com-
paring the magnitude of velocity fluctuations and the turbulence intensity, defined as
the ratio of a representative fluctuation velocity to the mean flow velocity. Hahn et al.
[39] reported experimentally determined values of turbulence intensity (equation 2.35)
Tu in the range 1.5-5% at point locations in the nose. This measure is subject to large
variations in regions with low mean flow values, however.
The rich detail of the flow that lies behind the unsteadiness is revealed by plotting the
instantaneous magnitude of vorticity (defined as the curl of the velocity field) in the
82
Plane Vmag(ms-1) V ′mag(ms-1) Tu%
1 (L - R) 5.6 - 5.5 0.11 - 0.13 4 - 3
2 (L - R) 6.4 - 5.9 0.06 - 0.10 1 - 1
3 (L - R) 7.2 - 5.8 0.13 - 0.39 1 - 7
4 (L - R) 3.5 - 3.4 0.30 - 0.31 9 - 9
5 (L - R) 3.5 - 3.5 0.22 - 0.17 5 - 5
6 (L - R) 3.6 - 3.2 0.20 - 0.50 5 - 5
7 4.9 0.36 6
8 17.7 0.47 2
9 10.8 3.37 22
10 8.8 3.39 24
11 5.3 0.88 11
12 5.2 0.64 8
Table 4.1: Mean values of velocity and turbulence quantities on planes defined in figure
4.2 in the period 0.1 - 0.13 s.
nose and in the supraglottic region, figure 4.20. The arrow in the right nasal cavity
(top) points to breakup of the shear layer at the margin of the anterior recirculation.
The pair of arrows in the supraglottic region (bottom) highlight successive shear layer
instabilities, demonstrating the complex inflow condition for the downstream jet.
Figure 4.21 highlights the flow features through the superior section of the descending
airways. The first image shows the post-turbinate vortex dissipates in oropharynx. New
λ2 structures form at the top of the epiglottis and extend through the hypopharynx.
These structures then dissipate in the superior section of the trachea. The second
image also shows λ2, but coronally and focuses on the region of jet impingement and
the rich structures formed. Comparison with the rendering of velocity in the third
image shows flow-wise streamers in the shear layer at the edge of the jet, with a more
complex pattern in the impingement zone. This image also shows the skew of the jet,
also seen in figure 4.18. The final image shows the distribution of high velocity regions
throughout the trachea.
The perturbations of velocity and vorticity fields at 0.13 s are shown in figure 4.22.
These are defined in equation 2.20. The flow is made up of a mean which advects these
perturbations downstream over time. The quasi-regular pattern of these fluctuations
indicates an underlying temporal pattern assuming the mean velocity is relatively con-
stant during the traversing period. The perturbations at this instant are most intense
in the expansion above the glottis, in contrast with the instantaneous vorticity field
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Figure 4.20: Contours of vorticity magnitude on sagittal planes in the right nasal cavity
(upper) and oropharyx, hypopharynx and larynx (lower). The arrows illustrate shear
layer instabilities. The black crosses illustrate the points at which the spectra in figure
4.25 are calculated.
shown in figure 4.20, where the highest values are seen in the constriction, perhaps
showing the mean values are higher in this latter region. Comparison with figure 4.19
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Figure 4.21: Volume renderings of instantaneous λ2 (left pair) and velocity (right pair)
showing the supraglottial jet and the structures associated with its formation and im-
pingement. Images are shown at different scales to highlight particular flow features as
described in the text.
reveals a large region of high fluctuating velocity in the expansion, demonstrating that
these instantaneous perturbations are representative of the temporal dynamics of the
flow.
The black line in figure 4.22 represents a series of points over which these temporal
fluctuations are plotted, figure 4.23. Distance along the line is measured from the
superior end of the line. The line is not well aligned with the flow direction in this region,
but some propagation along it can be seen in the diagonal angle of the flow features
seen in the distance-time surface plots. From this angle, a propagation speed of 14.46
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Figure 4.22: Instantaneous vorticity and velocity perturbations in the pharynx and
larynx at 0.13 s. The black line is shown to indicate the positions over which figures
4.23, 4.26 and 4.27 were calculated. The axis symbol (top left) shows the principal
directions used in figure 4.23.
ms-1 can be calculated, which is somewhat slower than the mean velocity magnitude
calculated over this period of 24 ms-1 (figures 4.19 and 4.24). This discrepancy is due
to the shape, size and swirling nature of the features.
The perturbations are strongest in the u3 direction, which is most closely aligned with
the flow, followed by the u1 direction (medial to lateral) with the weakest fluctuations
apparent in the anterior to posterior direction. A clear pattern of peaks can be seen with
a separation of approximately 0.9 ms, however the strength of these peaks varies greatly,
with high values often occurring in pairs, suggesting a lower frequency oscillation at
about ten times the period. The fluctuations at the superior end of the line are more
regular and are indicative of flapping in the shear layer at the epiglottis (see the left
arrow in figure 4.20).
The superior end of the line is within the boundary layer at the anterior side of the
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Figure 4.23: Fluctuating velocity components taken over a 30 ms window from 0.1 s to
0.13 s over the line shown in figure 4.22. Distance along the line is measured from the
superior end.
hypopharynx, so the velocity is lower here. The velocity then rises as the line enters
the bulk-flow region. The change in mean velocity at the inferior end of the line is due
to the flow turning above the glottis.
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Figure 4.24: Mean of the magnitude of velocity and the mean of the fluctuating mag-
nitude of velocity along the line shown in figure 4.22.
The break down of separated shear layers as the primary cause of fluctuations in airway
flow. The fluctuation energy is far larger in the supraglottic and glottic zones than in
the nose, but is of a different character. This is shown by plotting the energy spectra
of the velocity fluctuations in the nose and supraglottic region in figure 4.25, at the
points indicated by crosses in figure 4.20. Given the limited duration of the temporal
window, the spectra are processed in the manner described by Varghese et al. [116],
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but using just two Hann windows. Figure 4.25 shows the (unnormalised) fluctuation
energy in the supraglottic region to be more than two orders of magnitude greater than
in the nose; moreover the velocity spectrum at the point in the nose lacks the broad
band energy content of that in the downstream regions. Normalising the spectrum
indicates the emergence of a limited inertial subrange, consistent with Reλ of around
20, as computed at that point [94]. Reλ is defined by the equation
Reλ =
u′λ
ν
(4.2)
where ν is the kinematic viscocity, u′ the fluctuating velocity and λ the Taylor mi-
croscale,
λ = u′
(15ν
ε
) 1
2
(4.3)
assuming isotropic turbulence [90].
To determine how sensitive the spectra shown in figure 4.25 are to their location, a
series of one hundred spectra are calculated and plotted as a surface in figure 4.26.
There is less fluctuation energy at the superior end of the line, with a band of high
energy representing the flapping frequency of the shear layer. Most of the surface forms
a plateau, before a further reduction in energy occurs at the far side of the surface,
which correlates with the region where the flow is relatively constant, as seen in figure
4.22. The distribution of energy between frequencies is similar across the surface.
In order to determine the fundamental frequencies of the flow, the low frequency region
of the spectral surface is plotted linearly in figure 4.27. The two periods detected in
figure 4.23 are both apparent here. A period of 0.9 ms approximately correlating with
the peak close to 1 kHz occurs near the inferior end of the line. The higher period
detected has a frequency close to 100 Hz and this can also be seen around the mid
portion of the line. Both peaks have a series of harmonics extending throughout the
frequency band shown here. In the boundary layer (top of figure) little low frequency
energy is visible, but the flapping frequency of the shear layer is detected at 212 Hz
(equivalent period of ~5 ms), with a further peak at 990 Hz, perhaps related to the
lower frequency discussed above.
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Figure 4.25: Upper: Summed power spectra of fluctuating components of velocity at
points in the nose (lower curve), supraglottic region (upper curve) and glottic region
(middle curve). Lower: spectra from the point in the glottis, scaled by the viscous
dissipation rate, ε and the kinematic viscosity, ν. The frequency, f is scaled by the 2piη
U
,
where U is the mean velocity at that point and η the Kolmogorov length scale.
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Figure 4.26: Surface of spectra calculated at 100 points along the line shown in figure
4.22.
Figure 4.27: Low frequency region of spectra calculated at 100 points along the line
shown in figure 4.22.
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4.8 Reduced Resolution Simulation
The simulation described in this chapter was repeated on a coarse mesh with approxi-
mately one fifth as many elements and at a time step ten times larger. The partitioning
of mass flow between the various sectors lacked only the minor high frequency oscilla-
tions visible in figure 4.13, but was otherwise virtually identical. Likewise, the computed
pressure loss between each plane in figure 4.2 differed between the simulations by less
than 4% (ignoring the high frequency fluctuations) for nearly all planes. The exception
was the transglottal loss (planes 8–10), where the coarse simulation recorded a 9% lower
pressure drop. Since the latter region contains the main laryngeal jet and thus the most
chaotic flow, it was expected that incomplete resolution would be most evident in this
zone.
Simulations at lower resolution thus appear capable of capturing the overall dynam-
ics of the flow, with adequate accuracy given the multiple physiological uncertainties.
However for measures such as heat and water exchange and particle dispersion that
are more sensitive to flow gradients, it is less likely that the coarse resolution would be
adequate, without some form of additional modelling.
4.9 Summary
Numerical simulation was applied to chart the dynamics of the airflow and the transport
of an inhaled gas during a rapid inhalation such as a sniff. The inhalation profile had
overall parameters: 0.5 s duration, 1 ls-1 peak flow, inhaled volume 364 ml and was
derived from previous in vivo measurements by an analytic fit. A realistic airway
geometry was used extending from the nose to the large bronchi, whilst computations
employed high spatial and temporal resolutions (cell volume of order 0.001 mm3 in
refined regions, time step 10−5 s).
Local flow patterns strongly affect convective transport throughout the airways. The
patterns of flow changed both spatially in response to the airway cross-sectional area
and shape, and temporally as the flow rate built up and decayed. Significant differ-
ences in flow structure and flow distribution were found between the left and right
nasal cavities. Where the airway enlarged rapidly in the nose and in the supraglottic
region, separated shear layers were produced, becoming unstable when the local veloc-
ity became sufficiently high. In the supraglottic region, fluctuations of a relatively high
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amplitude developed early in the acceleration phase and persisted to the end of the
inhalation. In contrast, fluctuations in the nose developed later and died out as the
flow diminished below 70% of its peak.
The dynamics of the flow development followed significantly different time scales in the
various zones; consequently it is inappropriate to assume that flow behaviour simply
scales with the inhalation profile. Key features of the observed evolution of inspiratory
flow can be summarized as follows:
• In the nose, different patterns of flow appeared in three phases, labelled initiation,
quasi-equilibrium and decay. The intra-cavity partitioning of nasal flow altered
part way through the initiation or flow build up phase. This corresponded to
the establishment of localised flow separations and was of similar duration to the
time required for the initial flow and the scalar to fill the nasal cavity (50 ms).
Thus flow initiation was essentially completed for the nose significantly before
peak inhalation flow.
• During the approximately flat plateau phase of the bulk of the inhalation, the
partitioning of flow between various parts of each cavity, and between cavities,
was virtually constant, save for minor disturbances due to flow field fluctuations.
• Spontaneous fluctuations in local flow velocity were observed at an early stage
(~20 ms) in the region of the glottis, whereas fluctuations in the nasal cavity
were delayed nearly to peak flow (~100 ms) and were of a lower amplitude. High
turbulence intensities (fluctuating velocities of around 10 ms-1) occurred at the
margins of the jet in the supraglottic region, whilst in the nose, fluctuations were
lower (less than 1 ms-1) and occurred predominantly in the right cavity. The
pattern of flow transition, both spatial and temporal, differed not just along the
airway but between both sides of the nose.
• Finally, in the decay phase, the partitioning of flow between the parts of the nasal
cavities remained unaltered until approximately the final 100 ms and in some
parts even later.
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5 Transport in a Rapid Inhalation
The primary purpose of inspiration is to deliver fresh air to the lungs. Before fresh
air reaches the lungs however, the “dead space” of air remaining in the airways must
be cleared, and it is of interest to note how rapidly this occurs. For a sniff however,
the primary interest is in the fate of inhaled species: where do they reach in the nose,
how quickly does concentration build and wash out, where are the fluxes of transport
greatest etc. Introducing a scalar species to be tracked during the inhalation process
addresses many of the pertinent questions. In its simplest role, the scalar species acts as
a flow marker. If advective transport of the scalar dominates over diffusive transport,
the scalar will move with the flow; provided it is not depleted at the wall through
absorption, this flow marker will be representative of the transport behaviour of the
airstream. Transport times can be determined for air originating outside the airways
to reach various locations throughout the airways. In the limiting case for transport
this governs how quickly a scent could reach the olfactory receptors, where it may be
detected. However, in vivo the scent molecules must adhere to the mucus film and
be transported across this before activation of the chemosensory receptors. Regional
analysis of scalar progression also highlights the clearance rates of various regions,
determining areas with long residence times and those where the bulk through-flow
dominates. The external origins of the inhaled air reaching particular locations can
also be determined, as outlined in Doorly et al. [26].
Scalar transport is modelled in the rapid inhalation described in section 4. This allows
the effect of the flow patterns discussed in that chapter, such as the separation in
the anterior portion of the right nasal cavity on scalar transport to be characterised.
Different scalar species are considered. As a marker for the purely convective transport
by the flow, a species with very low diffusivity and with no absorption at the wall is
introduced. The fate of inhaled species depends on several parameters, but principally
their size and mass. Larger particles do not follow path lines of the flow due to factors
such as size, shape, inertia and gravitational effects. These effects diminish with particle
size, though additional displacements due to Brownian motion become significant at
very small scales. Pure convective transport by the flow is more approximately realised
for nanoparticles which are small enough to neglect inertial effects. Whilst analysis of
the low diffusing, non-absorbing scalar is revealing for the reasons described above, it
is not representative of particles or gaseous species which are likely to be absorbed in
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vivo. Therefore, having established the transport behaviour of the limiting case, three
additional scalars are analysed, representing a range of the two factors absorption and
diffusivity. Comparison of the different transport behaviour of each scalar allows the
effect of the parameters to be quantified.
5.1 Transport by the Flow of a Low Diffusion Inhaled Scalar
As outlined, to investigate the effect of the dynamics of airflow on convective transport
during rapid inhalation, a scalar species with low diffusivity (Sc = 900) was introduced
and tracked. At all boundaries other than the outlet, the scalar concentration gradient
was held at zero, as in equation 2.16, to prevent absorption by the surface, whilst the
outlets afforded no barrier to escape. The focus of the following section is to describe
how tracking this idealised scalar reveals how the flow field directs inhaled species to
enter and to fill the various regions of the airway in the absence of species dependent
absorption and diffusion characteristics.
Before the inhalation, the scalar was confined to an approximately hemispherical volume
of 364 ml (the total volume inhaled) positioned against the face, with the widest point
(diameter) level with the nostrils, figure 5.1.
Figure 5.1: Initial scalar distribution.
The concentration of scalar at the nostrils (plane 1, figure 4.2) is shown in figure 5.2. The
scalar reaches the nostril after 0.005 s and quickly reaches almost 100% concentration.
This plateau lasts for approximately 0.2 s, at which time the concentration decreases.
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Figure 5.2: Concentration of scalar inhaled through the nostrils (plane 1 figure 4.2).
Figure 5.3 shows the initial progress of the scalar into each nasal cavity, where overlaid
colours are used to mark the 50% concentration threshold at various instants up to 0.1
s.
The figure shows how the local recirculation regions that develop hinder the scalar
advance. This recirculation zone is similar to that found experimentally by Schreck
et al. [99], Kelly et al. [51] and Doorly et al. [26] and inhibits scalar ingress into the upper
regions of the nose (where olfactory receptors are located most densely) throughout the
early part of the sniff. As noted by Kelly in comparing their work with earlier studies
of Schreck, the size and occurrence of recirculation zones are geometry dependent; here
there is no comparable recirculation in the left cavity.
Between 0.01 s and 0.02 s, the scalar front has progressed beyond the vestibule and
at 0.03 s has reached the head of the middle turbinate. Also at 0.03 s, the scalar has
progressed further into the left cavity, where velocities are higher, than into the right.
On both sides, the scalar progression is greater above than below the inferior turbinate.
By 0.04 s, almost the entire left cavity is flooded with scalar, whereas on the right, the
white, unfilled region marks the recirculating air in the upper anterior cavity.
After 0.05 s, the scalar field has reached the back of the turbinates and is entering the
nasopharynx region. Though not evident in the sagittal plane shown, the scalar takes
a similar amount of time to reach the olfactory cleft located in the upper region of the
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nasal cavities.
After 0.1 s both cavities appear well-filled, with the notable exception of the recircula-
tion regions and dead-end passages, which are bypassed by the bulk flow. Overall, the
pattern of scalar advance agrees well with in-plane velocities in the nose, due to the
relatively narrow calibre of the passages.
Figure 5.3: Planar contours of 50% scalar concentration at successive instants (coded
by colour) in the nasal cavity.
Figure 5.4 shows the progress of the scalar in the external and internal domains over the
entire course of the inhalation. Scalar concentration is shown on the lower axial plane
described in figure 4.3. At 0.04 s, saturated scalar has filled the nostrils and spread
either side of the inferior turbinate in each cavity. Mixing by the complex velocity
field dilutes the scalar front, which is entering the nasopharynx, carried by a pair of
post-septal jets. By a tenth of a second, the nasal cavity is almost saturated.
The effect of the physical separation of the nostrils can be seen in the external scalar
distribution at 0.25 s. Whereas earlier the scalar appears to be drawn to a single sink,
the external scalar front is now retreating towards the nostrils more rapidly at the
sides. Hence at 0.25 s, scalar-free air begins to be drawn in from the sides and below
the nostrils, before all the external scalar has been inhaled.
By 0.5 s, the scalar has almost disappeared externally, with 81% of the available scalar
inhaled. Some scalar remains within each cavity, with less in the right nostril as this
has been washed out by clean air due to high velocity in the lower medial region (figure
4.13).
The extent of dispersion of the advancing scalar front, resulting from the combination
of narrow passageways, flow division and recombination throughout the nose is revealed
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Figure 5.4: Distribution of scalar species on lower axial plane (figure 4.3).
in figure 5.5, where the scalar concentrations on the higher axial plane (figure 4.3) and
on planes 1-7 from figure 4.2 are shown at 0.04 s.
The imprint of the anterior recirculation in the upper right cavity on the scalar field
is again evident in both views, corresponding to a zone of low scalar concentration.
Similarly, recirculation regions affect the anterior region of each nasal vestibule in plane
1.
At plane 4 the bulk of the flow bypasses the upper parts of the inferior meatus, which
remains devoid of scalar at this time. At plane 5, differences between the flow in each
cavity are also apparent in the more homogeneous distribution of scalar on the left side;
the relative concentration distributions accord with the partitioning of airflow shown
in figure 4.13.
Planes 6 and 7 show that the greater flow in the left cavity results in a larger but less
intense post-septal jet, whilst the effect of the mixing of jets in the nasopharynx on
scalar distribution can be seen in plane 7.
An overview of this scalar inhalation is given in figure 5.6. This figure shows volume
renderings of scalar concentration at five instants through the sniff, highlighting the
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Figure 5.5: Instantaneous scalar distribution in the nose at 0.04 s on planes 1-7 (figure
4.2) and the upper axial plane (figure 4.3).
three dimensional nature of its progression. At 0.02 s, flow is drawn upwards into the
nasal vestibule, separation occurs at the right nasal valve as mentioned previously and
the scalar in the left nostril has been drawn towards the superior aspect of the nasal
cavity more than in the right. By 0.05 s, the anterior region of the right nasal cavity
remains clear of scalar due to the recirculation zone. Flow is moving faster on the left
side and has penetrated further into the cavity. Most of the scalar travels along the
septal wall, although some is visible in the left cavity’s middle meatus.
At 0.10 s, scalar has flooded the bulk of the nose, but certain regions remain clear or
with low concentration. These regions include the upper medial region of the cavity
where the surface contains many olfactory receptors and the inferior meatus.
In the latter half of the sniff, the olfactory region is highly saturated with scalar in both
nostrils, increasing the likeliness of scent detection. By the end of the sniff, the right
posterior aspect of the olfactory region is still saturated with scalar, showing very high
residence times here.
The boundary of the scalar remaining outside the face progressively deforms through
each image, showing the directional bias of inhaled air. It is taken up most rapidly
from a horizontal plane in line with the nostrils, causing clean air to be taken in from
the sides of the face, this allow the nose to clear of scalar rather than to continue to
saturate.
The arrival of scalar and its decay as fresh air is inhaled was computed for each of the
planes shown in figure 4.2 with the results from four planes shown in figure 5.7.
The shape of these curves approximately follows that of the volumetric flow profile
shown in figure 4.5a, although it must noted that the concentration of inhaled scalar
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Figure 5.6: Volume renderings of scalar concentration at five instants. Red, opaque
regions indicate regions of high concentration, whilst semi-transparent blue represents
low concentration. The nasal geometry is rendered in grey and in regions where this is
visible there is no scalar.
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begins to become diluted from about 0.1 s, figure 5.7. Thus the scalar flux through
plane 1 shows a slight downwards slope to the plateau, contrary to the slight increase in
volumetric flow beyond 0.1 s; since the initial dilution is small, the effect is very slight.
By plane 4, this effect is offset somewhat by recirculation regions filling through mixing
with the main flow.
The time taken for the scalar to first appear at successive downstream planes increases
from virtually zero at the nostril plane, to 0.03 s at the head of the middle turbinate
(plane 4) and 0.07 s at the carina (plane 12). This latter time is actually shorter than
the time taken to inhale a quantity of air equivalent to the volume of the airway to
the carina, 0.093 s. The difference between these times indicates that newly inhaled
air does not effectively fill the entire volume, whilst the non constant velocity profile
causes some scalar dispersion.
Integrating curves of scalar flux shows that 292 ml of scalar was inhaled out of a total
inhaled volume of 364 ml. Of the inhaled scalar, 265 ml passed plane 12, the carina
entering the bronchial tree, whilst 27 ml remained in the airways. 10 ml of scalar was
left in the nasal region (between planes 1 and 7), representing a concentration of 40%
in the nasal volume.
Figure 5.7: Scalar flux
´
(uφ+D∇φ) · nˆ da through the nostril (figure 4.2, plane 1,
left), mid nasal cavity (figure 4.2, plane 4, centre), supra-glottic region (figure 4.2, plane
9, right) and the distal trachea (figure 4.2, plane 12, right). The first two plots show
the two sides of the nasal cavity separately.
100
Figure 5.9 shows the saturation of the scalar species in the upper region of the nasal
cavities, defined as shown in figure 5.8. This region includes the olfactory cleft, so scalar
intrusion into this region makes sensory detection more likely. Both nostrils fill their
upper regions to above 95%, showing that despite the recirculation zones and low flow
rate areas, the mixing of the flow is sufficient to flood both nostrils eventually. The
left cavity fills more quickly than the right, due to the higher flow rates on this side
whereas on the right the recirculation zone fills slowly through mixing with the main
flow. These effects mean that scalar clears the right cavity more slowly.
Figure 5.8: The upper regions of the airway in sagittal (left) and projection (right)
views. These volumes represent those considered in figures 5.9 and 5.14.
5.2 The Effect of Diffusivity and Absorption on Scalar Trans-
port
The scalar species considered in section 5.1 had low diffusion and was not absorbed
at the airway wall. These parameters allowed analysis of convective flow patterns.
Real inhaled nanoparticles are likely to exhibit more diffusion and to be absorbed
at the airway wall into the mucus and serous lining. Three additional scalar species
were considered, representing the bounds of parameters likely in inhaled species. The
properties of these species are tabulated in table 5.1, where scalar A is the species
considered in section 5.1. The Schmidt and Péclet numbers are defined in equations
2.29 and 2.30 respectively. The high values of Péclet number show that advective
transport dominates over diffusion for scalars A and C and is still many times higher in
B and D. Most odourants have Schmidt numbers in the range 0.6-2.5 [53] and therefore
diffusive properties similar to the latter pair.
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Figure 5.9: Scalar build up and decay in nasal region above the upper axial plane (figure
4.3), and shown in figure 5.8, calculated as
´
φdV and expressed as a percentage of the
total volume of the upper region in each nasal cavity.
The boundary conditions of scalars A and B are the same on all surfaces of the geometry
and are non absorbing, as shown in table 5.1. Scalars C and D have different boundary
conditions in different regions to represent the conditions in vivo. Posterior to the nasal
valve, an absorbing boundary condition is applied to the airway lining to represent the
mucosa that would naturally line this region. Anterior to the nasal valve, in the nasal
vestibule and on the face, the non-absorbing boundary condition used in scalars A and
B is applied to represent the exterior epidermis found in these regions.
The flux of these species across planes in the nose and descending airways is shown
in figure 5.10. The differences between each pair of similarly coloured pairs shows the
absorption in the relevant area; red the left nasal cavity, blue the right and green the
descending airways. Scalars A and B behave similarly, with no absorption apparent
(as expected) but with an offset showing the transit time for each region. Scalar C,
which may be absorbed by the wall, also exhibits almost identical behaviour, with a
slight difference in the shape of the peak flux at the carina, showing some scalar has
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Table 5.1: Properties of considered scalar species. Sc is the Schmidt number, D the
diffusivity and Pe the Péclet number (calculated at the nose (plane 3, figure 4.2) and
above the glottis (plane 9) at peak flow). These boundary conditions are explained in
the discussion of equations 2.17 and 2.16. *The absorption boundary condition only
applies to the airway lining posterior to the nasal valve, elsewhere (the nasal vestibule
and exterior face) the non-absorbing boundary condition is used.
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been absorbed by this location. Scalar D, which is allowed to absorb but which is
also highly diffusive is markedly different from the previous three. The fluxes at the
nostril are the same as in the other cases, as no absorption takes place outside the nose,
but by plane 6, at the back of the nose, has reduced by more than 60%. This value
compares well with the work of Inthavong et al. [43], who found 72% of 1 nm particles
were deposited within the nose and a decrease in this value with particle size. This
absorption in the nose means less scalar enters the nasopharynx at plane 7 than in the
other cases and this has further decreased by the carina. Therefore, it is necessary that
an inhaled substance is diffusive for significant absorption to take place, regardless of
the boundary condition.
Figure 5.10: Comparison of scalar flux through planes 1 and 6 in either side of the nasal
cavities (upper) and 7 and 12 in the descending airways (lower) for scalars A-D (left to
right). The planes are defined in figure 4.2. (A - low diffusion, non-absorbing, B - high
diffusion, non-absorbing, C - low diffusion, absorbing, D - high diffusion, absorbing.)
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The flux for each scalar through the nostril (plane 1, figure 4.2) and the carina (plane
12) are compared in figure 5.11. At the nostril the two pairs of scalar with the same
diffusion rates overlay each other exactly. There is a difference in the two pairs’ flux
through the nostril which increases through the duration of the sniff. This is due to
the scalar outside the face, which has a large surface area and diffuses away from the
nostrils before it is inhaled. Furthermore, the low velocities in this region means that
the diffusion effects are comparatively larger here than they are within the airways.
The exterior Péclet number in this region is 14,000 for scalars A and C and just 14 for
scalars B and D, using the nostril hydraulic diameter as the length scale. This difference
at the nostril accounts for the vast majority of the difference downstream at the carina
and suggests that diffusion within the airways and the absorption of a low-diffusing
scalar is small in comparison.
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Figure 5.11: Comparison of fluxes of scalars A-D through the nostril (both sides
summed, dashed line, plane 1, figure 4.2) and the carina (solid line, plane 12). At
the nostril, the curves for scalars A & C and B & D overlay each other exactly. (A - low
diffusion, non-absorbing, B - high diffusion, non-absorbing, C - low diffusion, absorbing,
D - high diffusion, absorbing.)
To distinguish which regions are responsible for this absorption, figure 5.12 shows the
flux of scalars C and D through each plane in figure 4.2. As scalar C is not significantly
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absorbed, the difference in the total flux between each pair of planes represents the
volume of scalar remaining in that region at the end of the sniff. These amounts are
likely to be reduced in the depleted scalar D, but the difference between the fluxes in
C and D represents the minimum amount absorbed at the wall by each subsequent
plane.The difference between subsequent lines is the amount absorbed between the
planes they represent. The largest volume is absorbed between planes 4 and 5, the
region containing the bulk of both the middle and inferior turbinates. The region
anterior to this, between planes 3 and 4, also exhibits large scalar absorption, as does
the pre-turbinate region between planes 2 and 3. As scalar is inhaled at each location,
there is less available to be absorbed in each subsequent region, therefore the percentage
of scalar absorbed in each region compared to what entered is tabulated in figure 5.13.
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Figure 5.12: Cumulative scalar flux through each plane in figure 4.2 for scalars C and
D (left and centre). Planes in the nasal cavity show the total of left and right sides
and are represented with solid lines, whilst planes in the descending airways are shown
with dashed lines. The third image shows the difference between through time. (C -
low diffusion, absorbing, D - high diffusion, absorbing.)
It is not expected that these flux differences will be equal across regions, as the intra-
plane regions are not equal either in airway volume or wall surface area, but it does
allow the anatomic regions responsible for absorption to be identified. Furthermore, as
this figure shows the total difference in flux between each successive plane, it does not
differentiate between flux that is “lost” due to absorption at the wall and that which is
left in the airway and the end of the sniff. However, these remaining amounts should
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be small as seen in the left-most graph in figure 5.12.
The region between planes 4 and 5 (figure 4.2) absorbs proportionally more scalar than
any other region. This accounts for the region where both the middle and inferior
turbinates intrude into the nasal cavities - resulting in a very high surface area to
volume ratio, although the volumes are also quite large. The region anterior to this
absorbs less proportionally, as only the inferior turbinate protrudes through most of
this region.
Comparison of the two cavities reveals that more is absorbed proportionally throughout
the right cavity, despite it having a similar surface area to the left, suggesting that lower
velocities in the large recirculation regions allow more flux to the boundaries. The region
between planes 10 and 11 extends from the glottis to the middle of the trachea. Here
almost 25% of the scalar entering this region is absorbed, despite the concentrations
being low (figure 5.12). This region is downstream of the most highly disturbed in
the geometry (figures 4.19 and 4.20) and significant mixing is therefore apparent. The
strong non-axial flows upstream redistribute the scalar, replenishing that which has
been absorbed at the walls.
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Figure 5.13: Proportion of scalar D entering each region (through first plane) that does
not leave (through second plane). Planes 6-7 is calculated from the sum of the left and
right planes 6. All planes are defined in figure 4.2.
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Figure 5.14 shows the different filling and clearing characteristics of all four scalars in
the upper region of the nose (figure 5.8). Scalars A (black curve) and B (blue curve)
differ only in their diffusivity; neither are absorbed. The effect of this diffusivity can
be seen in the quicker saturation of this region by the scalar B, the higher diffusivity
allowing it to quickly fill regions not swept by the bulk flow. It is also cleared more
quickly than scalar A. Scalar C (green curve) has the same low diffusivity as scalar
A, but is absorbed at the walls. Therefore, it cannot saturate the region, reaching a
plateau at 97% in the left cavity and slightly lower in the right. Scalar D, which is
highly diffusive and is absorbed at the walls never saturates the region. Two factors
account for this; firstly, it is absorbed at the walls and secondly, less enters the region
as it has been absorbed upstream. The relative contributions of each of these factors
are explored in figure 5.15. It is clear however, that significant absorption requires high
diffusivity. The high diffusivity allows the scalar to diffuse into boundary layers along
walls, maintaining high absorption.
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Figure 5.14: Volumetric saturation of the superior part of the nasal cavity shown in
figure 5.8 for scalars A-D to defined in table 5.1. (A - low diffusion, non-absorbing,
B - high diffusion, non-absorbing, C - low diffusion, absorbing, D - high diffusion,
absorbing.)
The fluxes entering and exiting this upper region are shown in figure 5.15. No discernible
differences are visible between scalars A, B and C, as the incoming flow is close to
saturated, meaning the velocity field which convects the scalar dominates over slight
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changes in concentration distribution. The recirculation in the anterior aspect of the
right cavity is visible with little flux there in comparison with the left. This region
takes longer to saturate with scalar. Scalar D is different, however. In the posterior
aspect, the fluxes leaving the upper region (blue in the figure) are much less than in the
other scalars. The velocity field is the same for all cases, so this difference is evidence of
scalar depletion. The similarities in the anterior aspect show similar amounts entering
the region, but much of this scalar must be absorbed at the wall in this upper region.
This upper region is where the olfactory sensors are most densely located, so high
absorption here increases the chance of scent detection.
Figure 5.15: Instantaneous contours of scalar flux normal to the upper axial plane
marked on figure 4.3 at 0.1 s ((φu +D∇φ) · n). Positive values indicate upwards flux
into the superior nasal region, whilst negative values indicate downwards flux out of
this region. Grey values indicate no flux.
Figure 5.16 shows the fluxes of scalars C and D on plane 4 (figure 4.2) at 0.1 s. The
first and third images represent the advection of the scalars (uφ), whilst the second and
fourth images illustrate their diffusion (D∇φ). The advective rates of the two scalars
are reasonably similar, both in terms of patterns of flux and magnitude, although the
flux of scalar D is a little lower here as it is depleted due to increased absorption.
The scales on the diffusive plots are much lower (one million times lower for scalar C
and two hundred times for scalar D), illustrating the contribution of each mechanism.
Scalar D does diffusive relatively quickly at the boundaries, where there are large con-
centration gradients (the images depict total flux, not flux through the plane). Scalar C
diffuses most rapidly in areas where the mixing of the flow generates high concentration
gradients.
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Figure 5.16: Comparison of scalar fluxes and mechanisms on plane 4 (figure 4.2) at 0.1
s. Clockwise from top left uφC , scale -2 to 10, D∇φC , scale 0 to 1× 10−5, D∇φD, scale
0 to 0.05 and uφD, scale -2 to 10. (C - low diffusion, absorbing, D - high diffusion,
absorbing.)
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5.3 Absorption at the Wall
The surface fluxes of scalar D show where on the nasal wall the highest instantaneous
absorption rates occur (figure 5.17). There is no flux in the nasal vestibule, as this
region is not lined with mucosal cells and is more like the exterior dermis. This abrupt
change in boundary condition is not realistic as the change in tissue is more gradual.
Therefore, the initial high flux regions at the nasal valve may be exaggerated. Both
cavities exhibit higher fluxes in the anterior aspect of the cavity with absorption peaks
on both sides of each cavity, particularly at the head of the inferior turbinate and on
the septal wall opposite. The highest fluxes are shown at the head of both middle
turbinates, where the fast moving flow from the nasal valve impacts on the surface.
Further peaks are visible in regions where the geometry protrudes into the flow.
Comparison with the surface flux of scalar C (figure 5.18) reveals much lower fluxes
in the low diffusion case (note the scale on figure 5.18 is 100 times lower than that in
figure 5.17). Some similarities exist between the pattern of fluxes however, with peaks
visible at the head of both the middle and inferior turbinates and in the region of the
nasal valve. In contrast to scalar D, the fluxes of scalar C remain at a more constant
level throughout the cavity; less scalar is absorbed so more remains downstream.
Both scalar flux patterns in figures 5.17 and 5.18 can be compared to the patterns of wall
shear stress in the nasal cavity (figure 5.19). The pattern on the anterior aspect of the
right lateral wall is very similar in all three cases (upper left image). The separated flow
region is apparent with low fluxes and shear stress, whilst below this the jet emanating
from the nasal valve towards the head of the middle turbinate exhibits high flux and
shear stress, with localised peaks in the same place for each measure. Superior to
the middle turbinate, downstream of the recirculation region, the wall shear stress is
relatively high compared to the flux of either scalar, suggesting that scalar has not
penetrated this region at this time in the sniff profile. The low concentrations visible in
figure 5.6 at this time support this finding. This reduced correlation between the surface
patterns of scalar fluxes and wall shear stress is found throughout the posterior aspect
of the cavities, particularly in the nasopharynx, where the wall shear stress increases
as the geometry constricts.
The absorption of scalar at the wall has a significant affect on the concentration profile
across the geometry. These profiles are plotted across plane 4 (figure 4.2) on lines
extending from the inferior turbinate to the septum for each scalar, with the velocity
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Figure 5.17: The flux of scalar D through the nasal wall ((D∇φD) · nˆ) at 0.1 s. Left
column: right nasal cavity. Right column: Left nasal cavity. Top row: The lateral side
viewed from the the outside of the nose. Middle row: The lateral side viewed from
inside the cavities (highlighting the turbinates). Bottom row: The septal wall viewed
from outside the cavities.
profile for comparison (figure 5.20). Scalars A and B are not absorbed at the wall and
therefore are not expected to diminish in concentration there assuming that the scalar
is able to fill the available geometry. On the right hand side of the graph representing
the left nasal cavity, scalar A is not fully saturated, whilst scalar B is. This difference
is due to the higher diffusion of scalar B allowing it to penetrate into a region where
scalar A is unable to reach through advection. Both scalars C and D are absorbed at
the wall, but the higher diffusion of scalar D means the boundary layer is much larger
and the peak is reduced due to upstream depletion.
Comparison of the boundary layer thicknesses of these latter two scalar with the velocity
profile is revealing. If laminar flow is assumed, the boundary layer thickness of the
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Figure 5.18: The flux of scalar C through the nasal wall ((D∇φC) · nˆ) at 0.1 s. Left
column: right nasal cavity. Right column: Left nasal cavity. Top row: The lateral side
viewed from the the outside of the nose. Middle row: The lateral side viewed from
inside the cavities (highlighting the turbinates). Bottom row: The septal wall viewed
from outside the cavities.
scalars, δφ and velocity, δU , should be related by the equation [98],
δU
δφ
= Sc 13 (5.1)
where Sc is the Schmidt number. This equation reveals that the boundary layer thick-
ness should be similar for scalar D and the velocity, whereas scalar C’s boundary layer
thickness should be ten times smaller. This relationship is shown in figure 5.20, as the
profiles for scalar D and the velocity are very similar, whilst scalar C’s profile is much
blunter.
The velocity boundary layer size is similar to that which analysis of a laminar flow
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Figure 5.19: Wall shear stress on the nasal wall at 0.1 s. Left column: right nasal cavity.
Right column: Left nasal cavity. Top row: The lateral side viewed from the the outside
of the nose. Middle row: The lateral side viewed from inside the cavities (highlighting
the turbinates). Bottom row: The septal wall viewed from outside the cavities.
across a flat plate would indicate, as given by Schlichting [98],
δU ≈ 5x√
Rex
(5.2)
where x is the distance over which the flow has been developing and Rex is the Reynolds
number calculated with x as the length scale. This equation gives an estimate for
boundary layer thickness of approximately 0.65 mm in the right cavity, assuming the
boundary layers were established at the head of the inferior turbinate. However, this
model is less accurate in the left cavity, predicting a boundary layer thickness of 0.9
mm, where figure 5.20 shows the velocity profile to be blunter in the left cavity, with
114
smaller boundary layers than on the right, perhaps demonstrating that the flow is far
from fully developed.
High resolution images of the scalar transport in this region are given in appendix C,
figure C.1, with the mesh superimposed, showing the mesh resolution across the various
boundary layers.
Figure 5.20: Concentration profiles of scalars A-D and the velocity profile on a line
extending from the inferior turbinate to the septal wall on plane 4 (figure 4.2) at 0.1 s.
(A - low diffusion, non-absorbing, B - high diffusion, non-absorbing, C - low diffusion,
absorbing, D - high diffusion, absorbing.)
The scalar and velocity profiles in the glottis (figure 5.21) are rather different. The
flow is not laminar in this region so the boundary layers are smaller. No scalar is
fully saturated in this region at the three instances shown, as mixing with clean air
originating inside the nose at 0.1 s and clean air rushing in from outside at 0.4 s reduce
the concentration. Scalar D has also depleted to just 20% saturation at this point.
The velocity profile is far more chaotic and is markedly different at the three instances
shown and is therefore less similar to the profile of scalar D.
The scalar fluxes in the nose, pharynx and larynx are shown in figure 5.22. Scalar C
exhibits similar levels of absorption in the descending airways as it does in the anterior
aspect of the nose, due to the high velocities and therefore high wall shear stress values
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Figure 5.21: Concentration profiles of scalars A-D and the velocity profile on a line
running in the anterior-posterior direction across the glottis plane 10 (figure 4.2) at
three instants in the sniff. (A - low diffusion, non-absorbing, B - high diffusion, non-
absorbing, C - low diffusion, absorbing, D - high diffusion, absorbing.)
in this region. Particularly high values are found at the superior side of the epiglottis
which protrudes into fast moving flow. The high deposition rates on the epiglottis have
been previously reported in larger particles by Sandeau et al. [97]. Scalar D is absorbed
quickly, so less is available for absorption in the descending airways. However, a peak
at the epiglottis is still observed as well as further patches of high absorption in the
constriction above the glottis.
The images representing scalar C reveal the sensitivity of flux calculations to grid
refinement. Scalar C has a much smaller boundary layer than the velocity or scalar
D, as described by equation 5.1. It therefore requires higher resolution at the wall to
resolve the scalar’s boundary layer profile. The discontinuity in flux concentration in
the trachea is due to a change in mesh refinement at this point (the lower trachea is less
well refined than the upper airway). The same change is much less apparent in scalar
D, which has a large and therefore less sensitive boundary layer.
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Figure 5.22: Surface fluxes of scalars C (top) and D (bottom) at the airway wall
((D∇φC) · nˆ) and (D∇φD) · nˆ) at 0.25 s. The black lines represent the planes de-
fined in figure 4.2.
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5.4 Summary
The transport of four scalar species, originating outside the airways was analysed
throughout the rapid inhalation manoeuvre described in chapter 4. Firstly, the trans-
port of a non-absorbing and low diffusive scalar species was analysed. As its transport
is dominated by advection, it allows analysis of the flow dynamics. Secondly, three
additional scalar species were investigated, covering the extremes of absorption and
diffusion and allowing the effect of each parameter to be analysed. Of these, three
scalars (A, B and C) were found to behave very similarly, as the large difference in
diffusivity made little difference in the non-absorbing scalars (A and B) and absorption
was found to be limited in the low diffusion case (C). The scalar with high diffusion and
absorption (D) was absorbed much more rapidly than the low diffusion case. There-
fore, the concentration of this scalar was quickly depleted and absorption reduced in
the downstream regions of the airways compared to the anterior nasal cavities.
The specific findings are:
• Transport of the scalar to the carina by the flow was achieved rapidly. Near
saturation of scalar concentration at the carina was attained approximately 100
ms later than at a mid point in the nasal cavity.
• Local flow patterns are capable of significantly affecting scalar transport, as shown
by the emergence of a prominent anterior recirculation in the right nasal cavity,
which acted to delay the scalar advance in that area by 0.1s (figures 5.3 and 5.9).
• In the final 100 ms, during the decay period, a 15% greater concentration of
scalar was retained in the upper right nasal cavity than in the left, indicating
slower clearance from the right side (figure5.9).
• Most absorption (>35% of flux into this region) occurs in the region of the nasal
cavity into which both the inferior and middle turbinates protrude. This region
has the highest surface area to volume ratio.
• In the descending airways, most absorption occurs in the superior half of the
trachea (23% of flux into this region is absorbed); a region in which there is a
great deal of mixing following the breakdown of the upstream jets.
• Boundary layer sizes are only well predicted by models based on flow over a
flat plate where the flow is not influenced by separated regions, reattachments
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and converging-diverging regions. However, the relationship between species and
velocity boundary layers, based on (Sc)
1
3 was found to accurately predict the
relative sizes of the boundary layers.
The complexity of the detailed flow properties observed in this study is of significance to
modelling and quantification of the transport of both gaseous and particulate reactive
and passive species within the nose.
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6 Characterisation of Airflow in Pathological Tra-
cheas
The previous two chapters have characterised and quantified flow in a healthy anatomy.
It is clinically important to understand the effects of pathologies on flow. In section
4.6, the uneven distribution of flow through the airways is explored. How do measures
such as this change in pathological anatomies? How do additional constrictions impact
the work of breathing? Does the flow become more disturbed? This chapter presents
an analysis of flow in tracheas with goitres in order to investigate these questions.
The physics of inspiration in a normal airway anatomy consists of a confined jet is-
suing through the glottis and its subsequent dissipation. Pathological geometries may
be constricted, deviated or a combination of both. This is the case with goitres, an
enlargement of the thyroid gland which in compressive cases impinges on surrounding
structures such as the trachea. The purpose of this study is to investigate how the
flow pattern in the trachea is altered by deviation and constriction as exemplified by
goitres and the consequences for metrics such as energy, pressure losses and turbu-
lence. Geometric analysis is performed on several cases in order to characterise how the
pathology has affected the anatomy. CFD simulations, using LES were performed on
four pathological geometries along with a normal anatomy for comparative purposes.
The simulated results were then analysed to quantify how the flow is affected in terms
of the metrics discussed above and the novel metric ‘utilised area’, a measure which
characterises how a flow uses the area available to it.
Quasi-steady simulations were employed in this study. To verify that this would pro-
duce accurate results, a constant inlet flow rate was instantaneously applied to the
geometry investigated in the previous chapters, equal to that of the sniff profile at 0.13
s. After only ~0.02s, airway resistance and flow partitioning metrics throughout ap-
proached an equilibrium level of fluctuation. An instantaneous flow start shortens the
initial transient and whilst unphysiological, is useful as a procedure to predict peak flow
characteristics at lower computational cost.
6.1 Specific Geometry Capture
Anonymised CT scans of the neck and chest were obtained retrospectively from an im-
age database. Ethical approval from local joint research compliance office was waived
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and research and development approval was granted. Only scans containing the nec-
essary anatomy and reported by a consultant radiologist as displaying a compressive
goitre distorting tracheal anatomy from the first tracheal ring to below the carina were
selected. Furthermore, only scans with a suitable slice thickness were chosen, to aid
accurate surface extraction. All scans were segmented by a trainee ENT surgeon us-
ing Mimics (Materialise). This procedure produced 3D surfaces of the geometry which
were then smoothed using Taubin’s [113] algorithm (with parameters set to achieve
bilaplician smoothing) in VMTK (Vascular Modelling Toolkit 1.2).
All geometries were extruded at both the inlet (above the glottis) and at the outlets
(below the carina) to ensure well defined boundary conditions. Flow measurements
were only taken below the constriction at the glottis, to ensure that natural flow char-
acteristics had developed [11].
6.2 Geometry Analysis
Five geometries were chosen for CFD simulation. One normal, labelled A, and four
pathological cases, labelled B-E. These tracheas are shown in coronal and sagittal views
in figure 6.1. Seven further tracheas underwent geometric analysis in order to quantify
how representative the chosen geometries were of pathological cases. These are labelled
Ia-d and IIa-c.
There is some variation in normal tracheal geometries, and those with goitres exhibit
further variation due to the pathology: table 6.1 gives the means and extremes for a
number of the relevant geometric quantities.
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Figure 6.1: Sagittal and coronal views of tracheal geometries. A was described as nor-
mal, B and C show constriction, whilst D and E show large curvature. Each geometry
extends above the glottal region shown here to ensure that natural inflow conditions
have developed across the area of interest. Labels i to v illustrate the locations of planes
discussed in figures 6.7 and 6.8.
The variation in curvature in two geometries is shown in figure 6.2 along with Frenet
normal vectors along the centreline. The variations in these vectors show that the
constriction caused by the goitre leads to multiple planes of inner curvature and are
indicated by changes in direction of the Frenet normal vectors which point towards the
centre of curvature. This variation is a measure of torsion. Despite geometry E having
no appreciable constriction (table 6.1) the goitre alters the geometry in such a way that
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Table 6.1: Mean and extreme geometric statistics for the considered tracheal geome-
tries. Definitions are given in section 2.7. Featured geometries are labelled A-E. Ad-
ditional geometries (not analysed in depth here) are shown for comparative purposes.
Constricted geometries are labelled as Ia-Id and unconstricted as IIa-IIc.
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the flow path is tortuous. Similar observations can be made about geometry D, whilst
geometry C exhibits similar characteristics to B, figure 6.1.
Figure 6.2: Frenet normal vectors along the centrelines of geometry B (top) and Geom-
etry E (bottom) coloured by curvature, κ, which is related to these vectors by n = 1
κ
dT
ds
,
where n is the normal vector at each point on the centreline, T the tangent and s the
arc length.
Figure 6.3 shows the variation of cross-sectional area along the length of all the con-
sidered tracheas. These areas are normalised by that at the first tracheal ring, which
is also the site from which axial lengths are measured. Two clear groups emerge, those
that include a constriction of more than 65% of the first tracheal ring area and those
that only exhibit area variation within a similar range to that of the normal geometry.
Of these classes, two of each type (B and C in the constricted case and D and E in
the non-constricted case) were chosen for flow simulation and analysis, along with the
normal geometry A. These selected geometries can be seen in sagittal and coronal views
in figure 6.1.
The roundness, defined in section 2.7, is plotted along the length of each trachea in
figure 6.4 and follows a similar pattern for four of the five geometries analysed. Each
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Figure 6.3: Cross-sectional area along the length of the trachea, normalised by the
area at the first tracheal ring. The solid lines represent the 5 geometries A-E, whilst
the dashed lines represent other geometries from the chosen database; geometries that
exhibit a constriction, shown in pink and those whose area variation is within the normal
range, shown in grey. The dashed black line represents the trachea analysed in chapter
4, another normal anatomy.
is far from circular through the glottis, but tends towards a circular cross-section at
the first tracheal ring. From this point, the sections become less round through the
subsequent tracheal rings, with even the normal case reaching 1.5, before tending back
towards a circular cross-section through the mid tracheal region. Geometry B is the
least round of those following the same trends as the normal case whilst the significant
outlier, geometry C, demonstrates the deformations which take place as the goitre
compresses the trachea.
Table 6.2 shows the percentage of each trachea’s length that is below a certain propor-
tion of the first tracheal ring area. For the considered geometries, the same division
into classes would be achieved with a proportion ranging anywhere from 50 to 70%.
However, the severity of constriction reported would change considerably. For example,
geometry Ic exhibits the most severe constriction of the dataset, but the constriction
is very short. Only 23% of its length has an area less than 65% of the first tracheal
ring, the shortest amount of those considered constricted. However, the constricted
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Figure 6.4: Cross-sectional roundness, R, along the length of the tracheas.
area is less than 15% of the first tracheal ring area, showing that both measures must
be considered is assessing the severity of tracheal pathologies.
Eight of the twelve geometries had 85% or more of their length below that of the first
tracheal ring. In the normal case A, it is just 34%, showing the need for analysis of a
larger set of geometries to determine the normal proportions of tracheal anatomy.
6.3 Flow Patterns
Various metrics are important in quantifying the effects of goitre pathologies on breath-
ing, for example, energy and pressure loss and turbulent quantities. In order to under-
stand the mechanisms by which the geometry affects the flow and consequently these
measures, detailed flow analysis is performed on three cases, representative of each class
of deformity and a normal.
Figure 6.5 shows the mean and instantaneous velocities in geometries A, B and E. Each
is scaled by the flow rate divided by the cross sectional area at the first tracheal ring.
Geometry A (normal anatomy) exhibits a glottal jet emerging from the constriction at
the glottis (a confined jet). The orientation of the “throat” of the glottis directs the jet
towards the anterior wall where it impinges. The impingement of the jet onto the wall
creates secondary flow vortices in the downstream region. Below this, the flow detached
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Table 6.2: Constriction length (LC) percentages taken at different ratios of the first
tracheal ring’s area for all geometries A-E. Further geometries, not analysed in depth
here are divided into two groups, those found to be constricted at 65% (Ia-Id) and those
unconstricted at 65% (IIa-IIc).
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and mixed, accompanied by decay of the secondary vortices. These observations are
in agreement with previous work (e.g. Johnstone et al. [47], Ma and Lutchen [70], Lin
et al. [64], Choi et al. [11]). Further velocity variations were small and depend on the
local cross-sectional area. The instantaneous velocity shows some high velocity regions
downstream of the glottis, which come from quickly rotating vortices shed from the
glottal jet. The spacing of these suggest the oscillations of the jet are approximately
regular.
In figure 6.5, Geometry B shows higher scaled velocities than A through the glottis, as
the area at the first tracheal ring is smaller. The jet impinges on the anterior tracheal
wall and adheres to it as the geometry curves and constricts. This results in a high
velocity region extending further downstream than in the normal case. A similar flow
pattern is observed in Geometry E, although the glottal jet impinges on the anterior
wall of the trachea further downstream with the high velocity flow remaining biased to
this side (due to the domination of centrifugal forces through the curve). Recirculation
regions can be seen either side of the glottal jet and at the locations of high curvature,
where the flow cannot remain attached. These post-glottal recirculations merge in the
posterior of the lumen, forming a large separation region which prevents the jet from
redistributing the high velocity flow. Therefore, the jet formed in the glottis travels
much further downstream in geometry E than the other cases, which exhibit better
redistribution of high velocity across the lumen.
The instantaneous flow pattern is broken up into several regions of high velocity, indi-
cating high spatio-temporal fluctuations in the impingement and recirculation regions
in all geometries and the additional separations in the pathological cases.
The local Reynolds and Dean numbers along the length of the tracheas are shown in
figures 6.6a and 6.6b respectively for a flow rate of 60 lmin-1. The Reynolds number
curves scale with flow rate and their individual shapes depend only on the inverse of
perimeter. At the lowest flow rate simulated, 15 lmin-1, which is representative of
normal breathing [56], all three geometries have Reynolds numbers of less than 2000
throughout their lengths and the mean of the normal case is 1450. Steady, circular-
section pipe flow with a Reynolds number below 2000 is considered laminar. However,
this value is based on steady flow and is not valid in the trachea as is seen in similar
findings in arteries, where turbulent flow has been found at Reynolds numbers as low as
300 [60]. At the highest flow rate simulated, 240 lmin-1, geometry B reached a Reynolds
number of 32,000. Geometry B has the smallest perimeter of the three and hence the
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Figure 6.5: Volume renderings of mean and instantaneous velocities scaled by geometry
specific reference velocities, Uref, in geometries A, B and E at 30 lmin-1. Uref is the flow
rate divided by the cross sectional area at the first tracheal ring in each geometry. Uref, A
= 2.19 ms-1, Uref, B = 2.78 ms-1, Uref, E = 2.59 ms-1. Geometries A and B are shown
from the level of the tongue to the carina, whilst geometry E is shown from the glottis
to the carina.
highest Reynolds number at any particular flow rate. The region of the geometry with
the highest Reynolds number matches the constricted region apparent in figure 6.3.
The Dean number, figure 6.6b, provides a means to examine the relative impact of
curvature on the flow. The effect of this measure is to highlight the increased curvature
of geometries B and E compared with A, as the high curvature seen through the con-
striction in geometry B and the deviation in geometry E lead to peak values of Dean
number double that found in the normal case, A. Geometry E exhibits three peaks in
Dean number, each correlating to a section with high curvature. Therefore, although
Dean number assumes a fully developed steady flow at the entrance to the curved re-
gion [23], it provides a measure of geometric influence not captured by the Reynolds
number.
Figures 6.7 and 6.8 show mean static pressure contours on five planes (locations given in
figure 6.1) for Geometry B and E with mean secondary flow streamlines overlaid. These
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Figure 6.6: Cross sectional mean Reynolds number (a) and Cross sectional mean Dean
number (b) along the lengths of tracheas A, B and E at 60 lmin-1. The values scale
linearly with flow rate.
streamlines indicate that the curved and constricted geometries lead to flow mechanics
that are influenced by the confined jet, curvature and torsion. Curvature is responsible
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Figure 6.7: Upper: Contours of static pressure on cross-sections through geometry B.
Secondary flow streamlines are overlaid in black. Lower: Planes coloured by normal
velocity. The areas representing UAmax are bounded in solid black lines and UAmean
with dashed lines. The anterior side of the tracheas is at the bottom of each image.
The positions of the planes are shown in figure 6.1 and are not drawn to scale.
for the Dean-like vortices and torsion is responsible for the translation of these vortices
out of the plane of symmetry. Pressure minima typically correspond to the centre of
the vortices, indicating the location of cores.
In geometry B, plane i is above the glottis. In this region there are multiple sites of flow
separation due to the complex geometry with openings into cavities such as the back of
the mouth. From here the geometry constricts rapidly into the glottis, downstream of
which is plane ii. Here, a single vortex within the recirculation zone on the posterior
side corresponds with a pressure minima suggesting a strong vortical flow. The pressure
field outside of the recirculation zone reflects the velocity field shown in figure 6.7. This
vortex is still apparent in plane iii, forcing the high velocity flow to remain biased
towards the anterior tracheal wall and redistribute in the azimuthal direction, resulting
in the crescent shaped velocity profile visible on this plane. Plane iv is in the expansion
region immediately downstream of the constriction. Two counter rotating vortices are
formed as the flow separates. By plane v a single vortex remains, which again causes
redistribution of flow in the azimuthal direction.
The region of jet impingement for Geometry B can be seen in plane ii of figure 6.7; the
lower image shows a high velocity region along the anterior wall of the trachea. The
goitre deforms the trachea laterally and anterior to the trachea’s normal location. This
causes the jet to impinge further upstream (0.8 times the glottal hydraulic diameter as
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opposed to 2.1 times in the normal case) and at an angle almost normal to the wall.
Posterior to the jet, the large low velocity region is observed. The curvature imposed
on the trachea forces the jet to adhere to the inside of this curve, with some circumfer-
ential redistribution of the high velocity regions, as is apparent in plane iii, where the
characteristic asymmetry of the flow in a curving and twisting geometry[18]. Plane iv
shows the velocity more evenly distributed across the lumen, but as the trachea curves
back towards the carina, a high velocity region is forced to the outer (posterior) wall
and a second recirculation region forms, visible in plane v, which again demonstrates a
horse-shoe like profile.
A different flow pattern is observed in geometry E, figure 6.2, which is deviated but
is not constricted. In plane i, two counter-rotating vortices form (in the recirculation
zone) as the jet is skewed towards the anterior wall. These vortices are centred at
pressure minima. The vortex on the right (as viewed) is stronger and dominates by
plane ii. Both vortices translate in the anticlockwise direction due to the torsional force
(see changes in the Frenet normal vector of figure 6.2). This causes the high velocity
region to redistribute in the azimuthal direction (figure 6.8). The vortex continues to
translate in the anticlockwise direction and the velocity field moves with it (figure 6.8).
By plane iv the vortex engulfs the entire cross-section as is also observed in plane v.
Geometry E demonstrates a glottal jet more closely aligned to the axis of the trachea
than in the previous case. This change results in the jet progressing further downstream
(impingement at 3.5 times the glottal diameter) and the impingement occurring more
tangentially to the tracheal wall. Two counter-rotating vortices form posterior to the
jet and merge into the large recirculation region seen on the left of plane iv. The abrupt
curvature seen in the plot of Dean number (figure 6.6b) 25 mm below the first tracheal
ring causes this glottal jet to recirculate in the posterior aspect of the tracheal lumen.
This large recirculation acts as a pneumatic block, essentially narrowing the lumen
available to the main flow.
Throughout both geometries the secondary velocities are much smaller than the axial
velocities (at the location of maximum curvature 12.8% of the axial velocity).
The torsion is significantly larger than curvature (mean curvature and torsion for geom-
etry B is 15.3 and 122.7 respectively); however curvature has a much greater influence
on the flow mechanics (e.g. figure 6.8 where the high velocity region is forced away
from the centre of curvature). This observation is backed up by previous studies that
reported torsion to be of secondary importance compared to curvature in helical pipes
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[36, 33, 1]. In particular, Alastruey et al. [1] determined that the torsional force on the
flow is significantly smaller than the centrifugal force, since the latter depends directly
on secondary flow velocities.
Figure 6.8: Upper: Contours of static pressure on cross-sections through geometry E.
Secondary flow streamlines are overlaid in black. Lower: Planes coloured by normal
velocity. The areas representing UAmax are bounded in solid black lines and UAmean
with dashed lines. The anterior side of the tracheas is at the bottom of each image.
The positions of the planes are shown in figure 6.1 and are not drawn to scale.
Figure 6.9 shows the percentage of the total area that UAmax and UAmean occupy along
the length of each trachea. Each geometry shows a minima in both measures at or
around the first tracheal ring, due to the glottal jet flowing into the expansion in the
superior trachea. From this point in geometry A, both measures quickly increase and
plateau, as the jet impingement causes mixing of the flow and redistribution of high
velocity flow throughout the cross-section, confirming that the primary flow pattern in
a normal trachea consists of mixing of the glottal jet.
Initially, a similar pattern is seen for geometry B, however UAmean takes considerably
longer to rise in the expansion region than in geometry A as the jet impinges on the wall
and remains biased to that side as shown in figure 6.7. Through the post constriction
expansion (50 mm to 65 mm), both measures can be seen to reduce, as the flow separates
for a second time, forcing the bulk of the flow to bias the right side of the geometry
(plane iii in figure 6.7).
The axial variation in UAmean and UAmax differs with flow rate. UAmean responds more
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slowly (i.e. further downstream) to changes in geometry as the flow rate increases, due
to the increased inertia in faster moving flows.
The utilised area graph (figure 6.9) for case E has a low plateau through the first
tracheal ring that remains 40 mm downstream where it reaches a minimum value. The
cause of this behaviour is the extended glottal jet and posterior recirculation region,
which force the glottal jet to travel further down the trachea than in the normal case.
The large curvature seen in the Dean number plot (figure 6.6b) at around 70 mm below
the first tracheal ring causes another separation and the utilised area decreases again
above the carina. Hence, despite this geometry being relatively large and unconstricted,
the geometry available to the flow is considerably reduced. Normal area utilisation is
only achieved for approximately 18% of its length.
Figure 6.9: Utilised area ratios along the lengths of tracheas A, B and E
6.4 Flow Metrics
Integration of the energy flux through each plane indicates the total energy loss caused
by driving flow through the tracheas. Figure 6.10, at a flow rate of 60 lmin-1 shows
that the total losses in geometries B and E are approximately three times larger than
in the normal case A. There is minimal loss in the normal case downstream of the
first tracheal ring, whereas much of the losses in geometries B and E occur after this
location and reasonably uniformly from the first tracheal ring to the carina. However,
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there is an increase in the gradient of energy flux in geometry B in the region where
the trachea expands after the constriction (around 50 to 60 mm), in geometry E the
gradient increases at or just downstream of each peak in curvature. These increases
in energy flux gradient indicate regions with higher losses and correlate to regions of
high curvature and subsequent separation. Figure 6.5 shows several separations in the
downstream region of geometry E, supporting the data here.
It is revealing to compare the work required to drive through the trachea to the total
work of breathing, as this may indicate at what severity pathologies start to cause
symptoms such as breathlessness. The work of breathing is made up of two components:
elastic and resistive. In this study only the resistive component is considered, as it is
the key contribution for obstructive airway diseases [7]. Milic-Emili and Petit [74] and
Mancebo et al. [72] both independently found an average work of breathing in healthy
subjects at an instantaneous flow rate of 60 lmin-1 to equal 0.35 W, whilst Loring
et al. [69] report 0.25 W. Therefore, the work required to drive flow from the glottis to
the carina accounts for approximately 10-15% of the total work of breathing. As this
resistive work required increases threefold in the two pathological cases, it is apparent
that the work of breathing will also have to increase significantly for the same flow rate
of air.
? ] reported the resistance of their geometry to be four times higher in the region
extending from the nasopharynx to carina than in the nose, whilst in the downstream
airways, Pedley et al. [84] show the most significant resistances in the tracheobronchial
tree to be in the trachea and the first few generations of bronchi. Therefore, the
work necessary to overcome the tracheal resistance is likely to represent a significant
proportion of the total work of breathing.
The logarithmic pressure-flow relationship for each tracheal geometry is plotted in fig-
ure 6.11. The mean total pressure loss is the difference between the average on planes
across the glottis and above the carina. Each geometry exhibits a straight line demon-
strating the power law relationship between the variables, however the exponents vary,
as tabulated in table 6.3. Scaling the pressure values by either the glottal area or the
square of the glottal area does not influence this result, indicating that this behaviour
is not merely a function of the constriction at the glottis.
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Figure 6.10: Energy flux through cross-sectional planes along the lengths of tracheas
A, B and E at 60 lmin-1.
Geometry A B C D E
Exponent 1.77 1.85 1.86 1.97 1.86
Table 6.3: Exponents of pressure flow relationships for all geometries on which simula-
tions were performed.
Both geometries that are curved, but not constricted (D and E) have high exponents,
but low pressure loss at low flow rates, indicating that losses due to curvature increase
more quickly with flow rate than those related to constriction. Geometry B, C and E all
have similar exponents, despite different initial values and pathologies. Geometries B
and E show very similar pressure losses at each flow rate, despite E not being constricted.
This similarity shows different loss causing mechanisms are at work. Analysis of the
exponents is considered more useful than quoting the coefficients of a ∆p = aQ2 + bQ
curve as this provides limited insight into the fluid mechanics [119].
None of the geometric measures considered accurately predict these results, although
Dean number, shows some correlation. The fixed relationship exhibited between pres-
sure loss and flow rate in these geometries indicates that all flow rates are within the
same flow regime, despite the Reynolds number values at 15 lmin-1 indicating a laminar
regime, with the other flow rates transitional or turbulent.
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Figure 6.11: Pressure loss calculated as the difference in mean total pressure on cross
sectional planes across the glottis and above the carina for five geometries. The black
star represents the pressure loss found in the geometry analysed in section 4, between
the glottis (plane 10, figure 4.2) and carina (plane 12, figure 4.2). Note: This value is
lower than the pressure loss shown in figure 4.10a, which is measured from planes 7-12.
Flow rate A B C D E
15 l min-1 0.007 0.043 0.199 0.007 0.027
30 l min-1 0.012 0.071 0.340 0.013 0.050
60 l min-1 0.020 0.120 0.620 0.026 0.090
120 l min-1 - 0.215 - - -
240 l min-1 - 0.390 - - -
Table 6.4: Resistances in Pa s ml-1 recorded from the glottis to above the carina.
Table 6.4 shows the resistance values from the glottis to the carina for each geometry.
These values are calculated by dividing the pressure loss and flow rates shown in figure
6.11. Both McRae et al. [73] and Smitheran and Hixon [105] report resting breathing
rate resistances in the region of 0.006 Pa ml s-1 for normal subjects, which match the
value for the normal case at the lowest flow rate here. Comparison between the cases
shows geometry C exhibits a resistance over 30 times higher than found in the normal
anatomy, with B and E six and 4.5 times higher, whilst geometry D shows only a 30%
increase in resistance.
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The pressure loss from the glottis along the lengths of tracheas A, B and E are shown in
figure 6.12 to highlight which geometric features cause significant pressure losses. Each
geometry exhibits a large pressure loss after the glottis, peaking at or just upstream
of the first tracheal ring due to the glottal jet and its impingement. There is then a
pressure recovery, with the largest occurring in geometry B. The recovery is due to the
redistribution of the high velocity flow to form a blunter velocity profile, as seen between
planes ii and iii in figure 6.7 and the graph in figure 6.9. This pressure recovery and
high velocity flow redistribution is also apparent in geometry E, however it happens
over a longer length of the trachea, and hence the pressure recovery is reduced. In
geometry B, the constriction dominates the downstream pressure losses, with steep
gradients in the converging region at the head of the constriction (15 mm) and through
the expansion downstream of the constriction (60 mm), as here a jet forms again and the
flow is biased to one side, figure 6.9. Through the middle of the constricted region, the
pressure gradient is elevated compared to the unconstricted sections, but not as highly
as at its ends. Downstream of the expansion region, the pressure gradient approach
similar values to the normal case, once redistribution of high velocity flow is achieved.
Geometry E has several peaks in pressure gradient, each one correlating with a region
of high curvature, as apparent in the Dean number, figure 6.6b. The pressure losses are
shown at three flow rates for each geometry, the difference between the flow rates scales
the curves by the exponents shown in table 6.3. Only subtle differences in the shapes of
the curves are apparent, indicating the same flow regime throughout the range of flow
rates studied.
The Poiseuille estimate for pressure drop at each flow rate was calculated along the
length of the trachea. The incremental pressure drop between each cross-sectional
plane dp depends on their areas, A, the flow rate, Q and the distance between them
dx ; −dp = 8Qpiµ
A2 dx. However, these Poiseuille estimates underestimate the pressure
losses by more than an order of magnitude through each trachea at all flow rates
of interest. This discrepancy is exacerbated in the two pathological geometries, B
and E, as the Poiseuille estimate does not take into account the affects of curvature,
such as separation, nor the losses due to jet formation in constricted regions and their
subsequent impingements. Furthermore, no subglottal pressure recovery is found in
the Poiseuille estimates, which is seen in all simulated cases. A correction term to the
Poiseuille estimate for curved pipes was suggested by White [120] which increased the
Poiseuille estimates by a mean factor of 1.2 across the geometries, but not significantly
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Figure 6.12: Total pressure loss along the length of the trachea. Ptotal, ref is the mean
total pressure on a cross sectional plane in the glottis. Each plot shows three curves
representing flow rates of 15, 30 and 60 lmin-1.
enough to allow accurate prediction of pressure losses.
Comparison with the pressure drops reported by Choi et al. [11] show a general agree-
ment in the range of values reported, although there is some difference in the locations
chosen to measure reference pressures from. The pressure losses simulated by Brouns
et al. [6] in an idealised and unconstricted tracheal geometries compare well with the
normal geometry, A, again allowing for the different measurement locations. Their 75%
stenotic geometry gave a similar pressure loss to that of Geometry B, which is only con-
stricted to 50% by area. Brouns found 50% stenosis produced a similar pressure loss to
that of an unconstricted geometry. However, these idealised stenoses are not represen-
tative of the extrinsic compressions caused by goitres. Some discrepancies originate in
the idealised nature of the stenoses, which do not incorporate curvature.
6.5 Turbulence & Unsteadiness
The variance of velocity is used to identify unsteady regions in the flow. Volume
renderings of this quantity are shown in figure 6.13. Each geometry exhibits regions
of high velocity variance downstream of the glottis and these represent the region over
which the glottal jet wanders. There is a further region of unsteadiness in Geometry
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A around the jet impingement region, but downstream of this zone the values remain
low.
A similar pattern is observed in geometry B, with high values in the shear layers sur-
rounding the jet and through the glottal jet impact zone, albeit with higher magnitudes.
However, the flow does not then become steady. As the geometry curves, the flow sepa-
rates and a recirculation is observed on the subject’s left side. Through the most highly
constricted region, there is a band of low variance, as here the flow is forced to fill the
available area with a relatively blunt velocity profile and there is little scope for this to
vary over time. A second recirculation zone occurs as the flow separates on the other
side in the region where the trachea’s deviation decreases.
Geometry E exhibits further regions of high variance through two regions of high cur-
vature, both as it deviates away from its straight path and as it returns to the vertical.
In the region downstream of the main bend in the geometry the tortuous geometry
induces bands of elevated variance as the flow continuously detaches and reattaches to
the luminal wall. The unsteadiness shown is not purely a function of the strength of the
jet, as comparison of plots of variance of velocity taken at the same Reynolds number
at the glottis display the same pattern.
The insets on the right of figure 6.13 show
√
V ar(U)
U , the ratio of fluctuating to mean
velocities. High value regions occur downstream of the jet impingement zone in the
normal case, but are confined purely to boundary regions. In the two pathological
cases, high values of this ratio exist across the bulk of the flow. Peaks above the glottis
are caused by low mean velocities rather than high fluctuations.
Flow structures are shown in figure 6.14 through instantaneous λ2. Through the glottis
in geometry A, flow-wise structures are visible, as previously reported by Choi et al. [11].
However as the geometry expands to the first tracheal ring, the visible structures become
normal to the flow direction and some horse-shoe features are apparent. These diminish
in intensity as the flow moves downstream, until very little structure is visible in the
flow above the carina before it bifurcates. An isosurface at normalised λ2 = −10 shows
no structures are visible at this value further than two tracheal diameters downstream
of the glottis.
Comparison between geometries A and B reveals the latter has a far richer pattern of
flow structures. The shear layers surrounding the jet are picked out in regions of high
vorticity. This is particularly evident at the throat of the glottis where there is a ring
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Figure 6.13: Volume renderings of the square root of the variance of velocity scaled by
Uref (
√
V ar(U)
Uref
) in geometries A, B and E at 30 lmin-1. Geometry B is shown at two
mesh and time step resolutions, production and fine, as described in section 3.1.2. The
small insets show
√
V ar(U)
U
,where U is the local mean velocity.
like vortex. Similar structures have previously been seen for turbulent stenotic flows
[116, 102]. The stream-wise structures through the glottis are visible again, although
these break up quickly through the jet impingement zone, resulting in smaller hairpin
like vortices oriented either transverse to or aligned with the flow.
Most significantly however, is the reappearance of flow structures downstream of the
constricted section, as the flow cannot remain attached through the expansion and
re-straightening of the trachea.
Geometry E does not exhibit the flow wise structures through the glottis seen in the
other cases at this isosurface value as it is wider. However, a rich pattern of flow
structures throughout the remainder of the geometry shows the complexity of the flow
in this case. Large partial rings are visible downstream of the main curvature in regions
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of high vorticity and these correlate with the regions of high velocity shown in the
instantaneous velocity plot in figure 6.5. These features are caused by a perturbation
in the geometry.
Figure 6.14: Left: Volume rendering of negative λ2 in geometry A. Others: isosurfaces
of λ2 normalised by
U2ref
d2 equal to -10 in geometries A, B, a detail of geometry B (rotated)
and E. This isosurface is the same value as the red structures in the volume rendering
(left), but this is included to highlight the weaker structures downstream. Isosurfaces
are coloured by vorticity.
6.6 Summary
In this study flow mechanics analysis has identified two key mechanisms by which
goitres affect the work of breathing. Four cases representing the range of pathologies
and a normal case were subjected to detailed flow analysis. Both pathologies lead to
significantly altered flow patterns when compared to the normal case. In particular,
the following observations have been made:
• Both curvature and constriction strongly influence the flow.
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• Pathological geometry leads to an increase in the work of breathing and a more
disturbed flow.
• Predictions or estimations based on simple models such as orifice plates or Poiseuille
flow miss certain features.
• Utilised area of the flow was found to be markedly different and lower in patho-
logical geometries.
All subjects exhibit curvature and some are also constricted. The degree of constriction
allows subjects to be classified into two groups: those with significant constriction,
where the narrowest cross-sectional area along the trachea is less than 65% that of
the first tracheal ring and those where the cross-sectional area variation is within the
normal range. In severely constricted cases the minimum cross sectional area can be
less than 10% of the mean area of the normal case. These additional stenoses produce
jetting lower in the trachea.
The curvature in all the pathological cases is always higher than in the normal case
(table 6.1). Curvature causes changes to the position and angle of the glottal jet
impingement as well as additional separations downstream. Higher pressure losses
occur in the vicinity of the location of maximum curvature.
Tracheal flow patterns are dominated by jet impingements and are therefore far from
fully developed. The proposed measure “Utilised Area” quantifies the effects of patholo-
gies on flow distribution, figure 6.9. The metric is lower in pathological cases due to flow
separation downstream of curved and constricted regions, which causes higher frictional
losses.
Goitre induced constriction is not axisymmetric and this renders orifice plate loss equa-
tions to only order of magnitude accuracy for the following reasons: glottal jets are
directed onto the wall and this angle varies with pathology; the trachea exhibits curva-
ture which induces further losses downstream; orifice plate predictions assume a sharp
constriction, however the previous analysis has identified goitre induced stenoses to
cover 23-56% of the trachea. The pressure-flow relationship shown in figure 6.11 does
not correlate with either glottal or minimal area as would be expected in orifice pre-
dictions. Curvature has an important effect on pressure drop shown by the similarity
shown in figure 6.12. The additional influence of Reynolds number is shown in the
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elevated losses in the constricted geometry B. These observations are well characterised
by the Dean number, which incorporates both Reynolds number and curvature.
An important consequence of these findings is that these pathologies to increase the
work of breathing. This is evident in the increased pressure loss compared to the normal
case and approximately three-fold increase in energy required to drive flow through them
(figures 6.11, 6.12 and 6.10).
Pathological cases also exhibit increased disturbance shown in the instantaneous and
variance of velocity plots (figures 6.5 and 6.13) and in the increased complexity of the
flow structures in figure 6.14. Comparison of simulations at the same glottal Reynolds
number show this to be a function of the deformation, rather than the strength of the
glottal jet.
Use of an LES approach has demonstrated the capture of essential flow features seen
in a highly resolved simulation without recourse to turbulence modelling and at an
acceptable computational expense. However, increased computational power will render
patient specific assessment feasible or pattern matching to a large database where the
characteristic measures are incorporated. The clinical impact of this would be to enable
surgeons to approximate the increased work of breathing in pathological cases and
therefore to asses the likely result of any surgery to remove the goitre. At present,
symptoms can be masked by lower lung issues such as COPD, making the effect of
goitres difficult to assess. Goitre patients often tend to be high risk patients for surgery,
as it mainly affects the elderly. Therefore a clear approximation of the impact of the
goitre would aid the surgical decision making process.
Future work could focus on how variation in the parameters discussed is correlated with
patient symptoms. For example, the increase in the work of breathing that subjects
are able to compensate for could be quantified, highlighting at what point the removal
of the goitre would improve respiratory compressive symptoms.
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7 Conclusions
This work presents an investigation of the dynamics of airflow during inspiration in the
human airways. Computational simulations were performed at high spatial and tempo-
ral resolutions in two related studies. The first study comprised an investigation of the
evolution of airflow and transport of an inhaled scalar in the whole of the airways, from
the nose to the carina, during a rapid, short inhalation. The second study considered
the effect on the airflow of significant alterations in tracheal geometry associated with
compressive goitre.
Previous studies have generally considered airflow to be steady and have not attempted
to characterise the nature of the transitional or turbulent flows that occur in the different
regions. The objectives of this work were twofold. Firstly the purpose was to apply
highly resolved simulations to chart the overall course of the flow in a single, realistic
anatomy of the airways from outside the nose to the trachea, to probe the appearance
and nature of the spontaneous fluctuations associated with turbulence that arise in
different parts of the airway and to find out how these influence flow efficiency and
transport.
The purpose of the second part was to apply similar methods to probe the nature
of flow in the trachea. Flow disturbances are normally most vigorous in this region,
and pathological alterations in geometry can seriously compromise the efficiency of the
trachea as a conduit of airflow to the lungs. A number of patient specific tracheal
airways were investigated to illustrate how curvature and area restriction affects the
nature of the flow and the mechanisms responsible for the losses in efficiency.
Both investigations considered flow rates that may be described as elevated significantly
above the state of quiet, restful breathing, but below those corresponding to vigorous
exercise. The motivation for this choice has been to consider manoeuvres more closely
linked to those associated with inhaling medication on one hand and assessing resistance
to flow on the other.
The investigations considering the whole airway revealed the time scales over which
distinct flow patterns occurred and how these were associated with the different phases
of the inhalation. The emergence of spontaneous flow disturbances and the nature of
those fluctuations in different anatomical geometries were characterised. Several scalar
species were introduced to determine the dynamics of transport. A non-absorbing and
low diffusion scalar was used to map purely convective transport to various locations
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within the airways. Among the notable findings was that transport to the carina was
achieved in approximately 70 ms. This time is significantly less than would have been
expected if the entire airways flooded with scalar (75%), revealing the non-uniform fill-
ing process. The other scalars considered either absorbing conditions or had a Schmidt
number comparable to oxygen or nitrous oxide. For significant absorption, high diffu-
sion is necessary.
A significant finding from the first part was that the flow regime in the trachea was
established very rapidly. This allowed the dynamics of airflow in the trachea during
the established flow phase to be investigated after the transients associated with an
impulsive start have decayed. It was found that both curvature and constriction increase
the effort necessary to inhale a certain volume of air and the level of disturbance in the
flow.
Overall the key findings can be summarised as follows:
1. The time scales over which the patterns of flow develop have been identified in the
airways, from outside the face to the carina using a highly resolved simulation.
Three phases of inhalation, characterised as initiation, quasi-equilibrium and de-
cay were found. Whilst all the variables of interest exhibit these same stages of
flow, the duration of each varies for different quantities. For example, a constant
regional distribution of flow within the nasal airways was found to depend on the
establishment of local separations and was achieved significantly before the flow
rate had reached its peak value. The asymmetric nasal cavities investigated al-
lowed analysis of two forms of nasal flow commonly reported in the literature, as
flow remains attached in the left cavity and separates in the right. This difference
is a result of slight geometric variation in expansion after the nasal valve.
2. Flow in the nose is transitional in nature with mean cross-sectional turbulence
intensity values reaching 9% in plane 4, figure 4.2, just posterior to the head of
the middle turbinate. Local values can be much higher and depend on local flow
patterns. For example, the separated flow in the right cavity led to a higher tur-
bulence intensity than in the left cavity, where the flow remained attached (table
4.1). Flow in the descending airways was turbulent, with a mean turbulence in-
tensity value of 25% in the glottis. Furthermore, characterisation of the frequency
spectrum of fluctuating velocity revealed an energy distribution consistent with
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turbulent flows, exhibiting both inertial and dissipative ranges (figures 3.3, 4.25
and 4.26).
3. Analysis of flow distribution within the airways revealed significant biasing of
various regions and little flow in others. Cross-sections of the airways, such as
those obtained through medical imaging were not found to be good indicators
of the area available to the bulk of the flow. In the nose, little flow was found
along the inferior meatus, with the bulk moving along the septal wall, although
whether it biased the region around the middle or inferior turbinate depended
on the upstream flow, particularly whether the flow separated at the expansion
inferior to the nasal valve (figure 4.13). In the trachea, the flow was dominated
by the glottal jet in the healthy case and the redistribution of high velocity flow
across the lumen was reduced in pathological cases. The novel metric, ‘Utilised
Area’ was employed to quantify this effect (figures 6.7, 6.8 and 6.9).
4. The transport of scalar species was used to represent the inhalation and deposition
of nanoparticles or gaseous species. Four scalars were investigated, covering a
range of diffusion and absorption characteristics. Three of the species were found
to behave similarly, with near identical transport times and saturation profiles.
The highly diffusive scalar was found to saturate specific volumes more quickly,
as it filled slow moving regions through diffusion rather than advection (figure
5.14). Two scalars were absorbed at the airway walls, as would be the case
for many inhaled species in vivo. However, they exhibited markedly different
absorption characteristics due to their differing diffusion parameters. Only the
highly diffusive scalar was significantly absorbed, as the low diffusion case was
unable to diffuse across boundary layers to the surface. Only 10% of the highly
diffusive species which was inhaled reached the carina.
5. Many large airway pathologies involve geometric changes to the airspace. One
such pathology is the goitre. In compressive cases, this was found to curve tra-
cheas and in some constrict them. Both types of geometric change were found to
increase the pressure loss along the tracheas (figure 6.11), the work of inhaling
a specific volume (figure 6.10) and led to more disturbed flows (figure 6.13 and
6.14). Regions of increased pressure gradient were found to correlate with high
values of Dean number, which incorporates both cross-sectional and curvature
values.
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This work has established a benchmark of highly resolved simulations in the large
airways. Future studies can use these results to test computationally cheaper and
quicker simulations, such as that described in chapter 6 or using RANS methods to
allow simulations to be performed on statistically significant populations or in clinically
useful time scales. This would allow investigation of a wider variety of anatomies as
well as different flow profiles such as the effects of repetitive sniffs and scalar transport
in combined inspiratory and expiratory flow manoeuvres.
There is significant variation in normal nasal anatomy across the population. The abil-
ity to perform simulations in many geometries would allow the variation in normal flow
patterns to be established and the sensitivity of different anatomical features quanti-
fied. A range of pathological nasal anatomies could be similarly analysed, providing a
comparison of the effects each pathology has on several variables; the work of breathing,
olfaction, particle deposition and filtration. Understanding of the latter two parame-
ters across the range of anatomical variation would allow far more accurate dosing of
nasally administered drugs than is currently possible. Modelling of the heating and
humidification of the nose would also allow the regional burdens of these functions to
be quantified in both normal and pathological cases and could potentially be used as a
indicator for future diseases. Knowledge of the variation in flow patterns with geomet-
ric variations would provide surgeons with indicators of the effects airway surgery will
have on the above functions in both critical and cosmetic surgery.
Similar possibilities exist in the trachea, as an extension of the work presented in chapter
6. As more anatomies are simulated and analysed, the geometric features which most
significantly affect the flow can be identified, allowing patients to be assessed for surgical
procedures based on geometric measures without the need for CFD simulations.
In addition, the current model lacks several aspects found in the in vivo case. Movement
is not considered in the present study. Motion could be incorporated in two ways.
Firstly, the prescribed motion of the chest during breathing affects the trachea. The
motion could be measured in 4D medical imaging and then prescribed to the simulation
with a moving mesh. Secondly the flow applies pressure forces on the airway which,
in certain places, can collapse. This is particularly apparent at the nostril and the
soft tissues of the pharynx. The effects of both these types of motion on the various
measures of airway function could be quantified.
Additionally, advances in 3D printing allow further validation and comparison with
experimental models. These models can be printed with surface accuracy of 5 µm and
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with build in pressure taps, avoiding some of the problems discussed in section 3.3.
More pressure taps would allow surface maps of pressure to be recorded which can then
be compared to the CFD simulation of the same geometry. Furthermore, a range of flow
profiles can be quickly simulated by driving flow with a pump controlled by a stepper
motor. The ability to open up these printed models and apply various lining to them
also allows particle deposition studies to be validated.
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A Geometric Values of Considered Airways
Plane Area Perimeter Hydraulic Diameter
(mm2) (mm) (mm)
1 (L - R) 122 - 100 50 - 49 9.7 - 8.2
2 (L - R) 108 - 92 44 - 44 9.8 - 8.3
3 (L - R) 91 - 91 72 - 75 5.0 - 4.9
4 (L - R) 188 - 144 171 - 162 4.4 - 3.5
5 (L - R) 171 - 130 154 - 154 4.4 - 3.4
6 (L - R) 187 - 175 53 - 62 14.1 - 11.2
7 215 60 14.4
8 57 31 7.5
9 171 54 12.6
10 143 51 11.2
11 204 53 15.5
12 198 52 15.2
Table A.1: Geometric values for the planes defined in figure 4.2 for the large airway
geometry described in section 4.1.
B The Utilised Area Ratios of Analytic Flows
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Table B.1: Comparison of utilised area ratios for several analytical flow profiles.
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C Resolution of Scalar Boundary Layers
Figure C.1: Section of the images shown in figure 5.16 with the outline of the mesh
superimposed. Clockwise from top left uφC (scale -2 to 10), D∇φC (scale 0 to 1×10−5),
D∇φD (scale 0 to 0.05) and uφD (scale -2 to 10). The section is taken between the
inferior turbinate and the septum on plane 4 (figure 4.2) and covers the region from
which the data for figure 5.20 is taken.
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