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dimension that would not otherwise be portrayed, because the dimension comes from relations between the two triangles rather than within triangles. The method is particularly appropriate for the analysis of proximities containing temporal information. A major difficulty is the computational intensity of existing seriation algorithms, which is handled by defining a nonmetric seriation algorithm that requires only one complete iteration. The procedure is illustrated using a matrix of co-citations between recent presidents of the Psychometric Society. Index terms: asymmetric data, cluster analysis, combinatorial data analysis, multidimensional scaling, order analysis, proximity data, seriation, unidimensional scaling. This paper is concerned with data that are asymmetric proximities indicating relationships between pairs of objects and with an analytic procedure that can reveal information about the processes that generated the data. The data analysis model is a method called seriation, and it is used in combination with multidimensional scaling (MDS) .
Within the exploratory data analysis (EDA) paradigm proposed by Tukey (1977) , searching for structure in a dataset is a natural early step in the development of theories. EDA includes the repeated fitting of mathematical models to data, the use of procedures not especially influenced by one or a few extreme data points, and the visual representation of data through graphical procedures. The procedure developed here is consistent with these EDA tenets.
Models of Asymmetric Relationships
Models that portray relationships between stimuli as distances or angles within metric spaces (e.g., MDS, factor analysis) represent relationships between stimuli symmetrically. But many relationships are inherently asymmetric (Tversky, 1977) . A number of approaches to modeling asymmetric proximities have been proposed in the psychometric literature. These can be classified into three categories.
In the first category, the symmetric portion of the data is extracted, and the asymmetric portion is discarded as error. A common approach of this type is to average corresponding off-diagonal elements (a symmetric least-squares fit to the original asymmetric matrix) and apply symmetric models. For example, Tversky and Hutchinson (1986) analyzed 39 asymmetric proximity matrices by averaging. Alternatively, Levin and Brown (1979) defined row multipliers that produced a least squares fit between the two triangles of the asymmetric matrix.
The second approach-a more sophisticated treatment of asymmetries-involves explicitly modeling the asymmetries in addition to a sym-metric component. Young (1975) Cunningham (1978) , DeSarbo (1982) , Hutchinson (1989) , and Klauer (1989 Hubert (1974 Hubert ( , 1976 Baker & Hubert, 1977) . He asserted: &dquo;One of the basic problems of data analysis that has concerned applied researchers for many years deals with the sequencing of objects along a continuum&dquo; (Hubert, 1974, p. 9) . Rela- tionships have been noted between seriation and other psychometric methods, including unfolding (Defays, 1978; Heiser, 1981; Hubert & Golledge, 1981) , MDS and correspondence analysis (Mardia, Kent, & Bibby, 1979) , and cluster analysis and Thurstone's Law of Comparative Judgment (Hubert & Golledge, 1981) . Seriation methods can order stimuli in both symmetric and asymmetric matrices-the focus here is on the latter. The method presented applies specifically to square (one-mode) asymmetric proximity matrices. For seriation treatments of rectangular data matrices, see Cliff, Collins, Zatkin, Gallipeau, and McCormick (1988) or Coombs and Smith (1973) .
A formal mathematical statement of the seriation problem can be found in Hubert (1976 -5-4-3-2-1 versus 1-2-3-4-5-6) produce identical triangular structures on opposite sides of the main diagonal. Clearly, the structure contained in Table 2 is relatively hidden in Table 1 . (Flink, 1990) . Players are ordered alphabetically. (Flink, 1990 The seriation algorithm presented here is a slight adaptation of a nonmetric counting rule suggested by Hubert and Golledge (1981) and has relationships to early procedures proposed by Kendall (1955) and Flueck and Korsh (1974) . From (Younger, 1963) (Hubert, 1976, pp. 35, 44 Rodgers, 1988 Table 5 .
On theoretical grounds, the seriation procedure was expected to order the presidents on a timerelated dimension, because asymmetries at least partially reflect the fact that younger presidents had more opportunity to cite older presidents than vice versa. (Other differences between pairs of presidents that might be confounded within the ordering include differential tendencies to cite many papers or important papers; these are expected to be less systematically reflected than the time structure, however, because there is not an obvious unidimensional scale along which these types of differences should fall). Obviously, the particular ordering in Table 5 Table 6 by explicit analysis of the proximities.
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