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31 Introduction
1.1 The main result
The Willmore functional associates to each immersion of the two–dimensional torus T2
into the three–dimensional Euclidean space R3 the integral
∫
T2
H2dµ of the square of the
mean curvature of the induced metric with respect to the corresponding measure over the
two–dimensional torus. This functional has an obvious extension to immersions of two–
dimensional manifolds into higher–dimensional Riemannian manifolds. In this article we
shall mainly consider immersions of T2 into R3 and sometimes into R4. This functional is
invariant under conformal transformations of R3. The Willmore conjecture states that up to
conformal transformations this functional has a unique absolute minimum. The correspond-
ing immersion is the Clifford torus, which is the surface of a rotated circle of radius r around
some axis in the plane spanned by the circle with distance
√
2r from the center of the circle.
The corresponding Willmore functional is equal to 2π2.
All smooth metrics on T2 are conformally equivalent to a flat metric and each flat metric
corresponds to exactly one complex structure on T2. Hence, the conformal classes of these
immersions are equal to the real two–dimensional manifold M1 of moduli of compact Rie-
mann surfaces of genus one. Consequently, the Willmore functional may be restricted to all
immersions of some given conformal class, and the infima of these restrictions fit together to
some function on this moduli space M1. The main result of this article is the calculation of
another function on M1, which yields a lower bound of the former function. Furthermore,
this latter function has a unique minimum at the conformal class corresponding to the flat
torus R2/Z2. Finally, for all rectangular conformal classes this lower bound is sharp and the
corresponding immersions are unique up to conformal transformations of R3. The minimum is
realized by the Clifford torus. We conjecture that the latter function describes the minimum
of the restriction of the Willmore functional to conformal immersions of two–dimensional tori
T2 into R4 in dependence of the conformal class of T2.
We now outline the strategy of the proof. It contains
1.2 A transformation of the variational problem
Usually the determination of the minimum splits into two problems:
Proof of the existence of a minimizer.
Determination of the lowest critical point.
As part of the proof of the existence we shall specify the class of objects (immersions) we
consider. In view of the first problem this class should be chosen large enough in order to
contain enough relative minimizers. But in view of the second problem this class should be
chosen small enough in order to simplify the classification. For the Willmore functional both
problems seem to be difficult to solve.
4 1 INTRODUCTION
The first problem was solved by L. Simon [Si-1, Si-2] using geometric measure theory.
With his methods, however, it seems hopeless to prove or disprove the existence of a minimizer
for the restrictions to arbitrary conformal classes.
The critical points of the Willmore functional are called Willmore tori, and the critical
points of the restrictions to some conformal classes are called Constrained Willmore tori (the
precise definition is given in Constrained Willmore tori 5.8). The stereographic projections
of minimal tori in S3 are Willmore tori, and the area of these minimal tori is equal to
the Willmore functional. In spite of a quite satisfactory description of the minimal tori in
S3 given in [Hi] it was not clear which minimal torus corresponds to the lowest value of
the Willmore functional. U. Pinkall was the first to construct Willmore tori which are not
stereographic projections of minimal tori in S3 [Pi-1]. Afterwards many other Willmore tori
were constructed [Ba, B-B], indicating that a general classification of the lowest critical points
seems to be even more difficult.
Thirdly, there exist several attempts to pass around these two problems. In this direction
first we mention the topological lower bound 4π (compare with [Wi-2, Section 7.6] and
references therein), which is sharp for immersions from S2 into R3. Furthermore, in [L-Y]
P. Li and S. T. Yau proved several lower bounds of the Willmore functional, one of which
implies that all immersions, whose conformal classes belong to a closed subset including the
conformal class of the Clifford torus, have a Willmore functional larger or equal to 2π2.
We want to present a new approach to both problems. The starting point is an observation
due to I. Taimanov and which initiated this project. It states that the local Weierstraß
representation [Ei] of immersions of surfaces in R3 can be extended to a global Weierstraß
representation. More precisely, for all conformal immersions of some flat torus T2 into R3,
there exists a unique real potential U on T2 and some spinor
(
ψ1
ψ2
)
in the kernel of the Dirac
operator
(
U ∂
−∂¯ U
)
on T2 with potential U , such that the differential of the immersion is the
R3–valued one form (ℜ(ψ21dz− ψ22dz¯),ℑ(ψ21dz−ψ22dz¯), ψ1ψ¯2dz + ψ¯1ψ2dz¯) on T2 [Ta-1, Fr-2].
With respect to the spinor this R3–valued one–form is a quadratic form. Therefore, it is
single–valued on T2. We should remark that these spinors
(
ψ1
ψ2
)
are in general not single–
valued functions on T2. The non–uniqueness, however, is soft in the sense that the difference
is only given by the factor −1. More precisely, the universal covering R2 is a principal bundle
over T2 whose structure group is the fundamental group of T2, which is isomorphic to Z2.
Any homomorphism of this group into the group {1,−1} ≃ Z2, induces some line bundle
on T2. The spinor bundle is then given by this line bundle tensored with the trivial vector
bundle of rank two over T2. Obviously there exist four different homomorphisms from Z2
into Z2, and therefore also four different spin structures on T
2. The spin structures of the
global Weierstraß representations are obviously homotopy invariants of the corresponding
immersions, and in [Pi-2] it was shown that they are the only homotopy invariants.
This global Weierstraß representation was generalized to immersions into R4 by F. Pedit
and U. Pinkall [P-P]. For this purpose generalized Dirac operators with complex potentials
were considered. They act on the trivial vector bundle of rank two over T2 tensored with the
line bundles induced by a real character of the fundamental group of T2. These bundles may
be considered as quaternionic line bundles
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Conversely, for all real potentials, whose Dirac operators have a non–empty kernel, the
corresponding quadratic form of any element of this kernel is a closed R3–valued one–form
on the torus T2. The integral of this one–form yields a mapping from the universal covering
R2 of T2 into R3. If the spinor is everywhere non–vanishing, this mapping is a conformal
immersion. Moreover, if this mapping is the composition of the universal covering map from
R2 to T2 with some mapping from T2 into R3, or equivalently if the integrals of the R3–valued
one–form over all cycles of T2 vanish, then the corresponding Willmore functional is equal to
the square of the L2–norm of the potential times four.
Periodicity condition 1.1. The integrals of the two closed one forms ψ21dz − ψ22dz¯ and
ψ1ψ¯2dz + ψ¯1ψ2dz¯ along all cycles of T
2 vanish.
An easy calculation (compare with Corollary 2.16 and Lemma 2.22) shows that this
condition on any spinor
(
ψ1
ψ2
)
on R2 in the kernel of the Dirac operator
(
U ∂
−∂¯ U
)
has another
Equivalent form of the Periodicity condition 1.2.∫
T2
ψ21(x)d
2x = 0,
∫
T2
ψ22(x)d
2x = 0 and
∫
T2
ψ1(x)ψ¯2(x)d
2x = 0.
Therefore, we may transform the variational problem of the restriction of the Willmore
functional to some conformal class into the variational problem of the square of the L2–norm
times four on the space of all real potentials on T2, whose Dirac operator has some non–
trivial spinor in the kernel satisfying the Periodicity condition 1.1. The conformal classes of
the corresponding immersions are all equal to the conformal class of the flat torus T2. For all
L2–potentials the resulting Dirac operator defines an operator with compact resolvent on an
appropriate Hilbert space of spinors on T2. For all spinors in the kernel of this Dirac operator
both equivalent forms of the Periodicity condition 1.1 are well defined. In fact, we shall see in
Remark 2.7 that the spinors in the kernel of belong to the Sobolev spacesW 1,p(T2)×W 1,p(T2)
with 1 < p < 2. Due to the Sobolev embedding theorem [Ad, 5.4 Theorem] this implies that
the restrictions of the spinors to a one–dimensional plane in T2 are L2–spinors. In this sense
the Periodicity condition 1.1 is well defined. The Equivalent form 1.2 is well defined since
these spinors in the kernel of the Dirac operator are L2–spinors. Therefore, it is natural to
extend the Willmore functional (defined by the square of the L2–norm of the potential times
four) to the space of all mappings from T2 into R3, defined as the integrals over the R3–
valued one–forms corresponding to some spinor in the kernel of the Dirac operator fulfilling
the Periodicity condition 1.1. These mappings are always continuous, but in general not
smooth. Furthermore, they contain also smooth mappings, which are not immersions, since
the images have branch points. We consider these mappings to be the maximal domain of
definition of the Willmore functional and therefore make the definitions
Weierstraß potentials 1.3. Real potentials U ∈ L2(T2), whose Dirac operators contain
in their kernel some non–trivial spinor fulfilling the Periodicity condition 1.1, are called
Weierstraß potentials.
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The main achievement of the observation of I. Taimanov is the description of the space
of conformal immersions from a flat torus T2 into R3 as a subspace of the phase space of
the integrable system, whose Lax operator is the Dirac operator with a pair of potentials on
T2. Consequently, we use the methods from the theory of integrable systems related to Lax
operators and their spectral curves. The corresponding evolution is described by the Lax
equation ∂L
∂t
= [L,A] of a Lax pair (L,A). This equation indicates that the spectrum of the
Lax operator L is an integral of motion. Roughly speaking, the eigenvalues of the Lax oper-
ator fits together to all integrals of motion of a completely integrable system [D-K-N, Kon].
The application of these methods to differential geometry accompanied their development
almost from the very beginning. But in contrast to other geometric applications the present
approach uses these methods in order to describe the whole space of immersions, and not
only some special immersions (Willmore tori, CMC-tori, minimal tori etc.). This makes the
interplay between Hamiltonian systems and variational analysis available for this problem.
Since Hamiltonian mechanics and variational analysis have as common origin Lagrangian
mechanics, it seems natural to apply the new methods of the former theory to an unsolved
problem of the latter.
These Dirac operators with potentials are the Lax operators of the Davey–Stewartson
equation [Kon], and the corresponding spectral curves (i. e. a complete set of integrals of
motion) are the complex Fermi curves of these Dirac operators corresponding to vanishing
energy. These complex Fermi curves are the subsets of all complex characters of the funda-
mental group of T2 such that the Dirac operators
(
V ∂
−∂¯ W
)
acting on the trivial vector bundle
of rank two tensored with the line bundle induced by the character have a non–trivial ker-
nel. The Bloch theory investigates the common spectrum of a periodic differential operator
with the commuting space translations [Ku]. For three–dimensional periodic Schro¨dinger
operators this common spectrum is called band structure. The physical Fermi curves are the
intersection of the band structure with a fixed energy level (compare with [F-K-T, §18.-§20.]).
Our complex Fermi curves are the complex continuations of the analogs for two–dimensional
Dirac operators with periodic potentials instead of three–dimensional periodic Schro¨dinger
operators.
Weierstraß curves 1.4. The complex Fermi curves of the Weierstraß potentials are called
Weierstraß curves. (This terminology was suggested by I. Taimanov.)
The linear involution (V,W ) 7→ (W,V ) and the anti–linear involution (V,W ) 7→ (V¯ , W¯ )
induce two involutions on the space of complex Fermi curves. Therefore, the fixed points of
these involutions (i. e. the space of real potentials U) is some reduction of this integrable
system, and called the modified Novikov–Veselov equation, since it is a modification of the
Novikov–Veselov equation analogous to the modified Korteweg–de Vries equation [Kon]. The
corresponding complex Fermi curves have a holomorphic and an anti–holomorphic involution.
Unfortunately, the reduction corresponding to the linear involution destroys the Hamiltonian
structure of this integrable system. This is because the natural symplectic form vanishes on
the fixed point set of this involution (compare with Remark 3.3). For this reason we shall
consider the unreduced system. Moreover, due to the generalization of the global Weierstraß
representation to immersions into R4, the corresponding complex Fermi curves are invari-
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ant only under the anti–holomorphic involution, but in general not under the holomorphic
involution. In [G-S-2] it was proven that the Weierstraß curves 1.4 are invariant under con-
formal transformations of R3 acting on the corresponding immersions. Finally, the Willmore
functional is the first integral of this integrable system.
In a second step we will investigate the Periodicity condition 1.1. I. Taimanov conjectured
at the beginning of this project that theseWeierstraß curves 1.4 are conformal invariants and
he confirmed this numerically. Usually, the real parts of the isospectral sets (i. e. all potentials
fulfilling some reality condition, whose spectral curves are equal to some given spectral curve)
are compact tori. On the other hand, the set of all potentials corresponding to all conformal
transformations of a given immersion is in general not compact. For this reason the subset
of some isospectral set containing all potentials fulfilling the Periodicity condition 1.1 seems
not to be closed. But he proved that the isospectral flows preserve this subset [Ta-1, Ta-2].
This apparent inconsistency was the first hint that all Weierstraß curves 1.4 have some non–
trivial singularity. In fact, in [Sch] it was shown that for singular spectral curves the real
parts of the isospectral sets are compact, but decompose into a union of non–closed subsets of
different dimensions which are invariant under the isospectral flows. We should remark that
all complex Fermi curves corresponding to Dirac operators with non–trivial kernel have some
kind of singularity. In fact, each character corresponding to some spin structure (which takes
values in{1,−1}) is a fixed point of the anti–holomorphic involution. Since this involution
may not have fixed points on the normalization of the complex Fermi curve, the preimage
of these elements of the complex Fermi curves under the normalization map has to contain
at least two elements. But in general these singularities do not give rise to non compact
components of the real part of the isospectral sets.
Hence the characterization of Weierstraß potentials 1.3 refers to the characterization of
Weierstraß curves 1.4. But we emphasize that not all potentials, whose complex Fermi curves
are Weierstraß curves 1.4, are Weierstraß potentials 1.3. The Weierstraß curves 1.4 may be
characterized as those complex Fermi curves, which obey the Singularity condition 5.3. This
Singularity condition 5.3 assumes, roughly speaking, that the complex Fermi curve has some
fourth–order multiple point. The exact form of this condition involves the first derivatives of
the regular functions. There exists a natural simplified and weaker condition called
Weak Singularity condition 1.5. (See also 4.2.) The complex Fermi curve contains a
singular point corresponding to characters with values in {1,−1}, whose preimage in the
normalization contains either at least four points, or two points, which are zeroes of both
quasi–momenta (i. e. the logarithmic derivatives of the values of the characters at two gen-
erators of the fundamental group of T2).
For immersions into R4 ‘quaternionic function theory’ developed by F. Pedit and U.
Pinkall [P-P, B-F-L-P-P, F-L-P-P] leads to the
Quaternionic Singularity condition 1.6. The complex Fermi curve contains a singular
point corresponding to real characters (i. e. quaternionic line bundles), whose preimage in the
normalization contains either at least four different points, or at least two different points, at
which both quasi–momenta vanish.
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This Quaternionic Singularity condition 1.6 is equivalent to the condition that the cor-
responding isospectral set contains some complex potential, whose Dirac operator acting on
some quaternionic line bundle (i. e. the trivial vector bundle of rank two on T2 tensored
with the line bundle induced by some real character of the fundamental group of T2) has
a kernel of quaternionic dimension larger than one. In general the quaternionic line bun-
dles may have non–vanishing degree. In this case the action of the Dirac operator has to
be modified. But we shall see that the notion of complex Fermi curves generalizes to these
cases, and the construction of the Baker–Akhiezer function shows that at least in the finite
genus case the Quaternionic Singularity condition 1.6 is equivalent to the condition that the
isospectral set contains some Dirac operator acting on some quaternionic line bundle with at
least two–dimensional kernel.
The Weak Singularity condition 1.5 is equivalent to the condition that some complex
Fermi curve endowed with a holomorphic and an anti–holomorphic involution obeys the
Quaternionic Singularity condition 1.6, and that the singularity is invariant under the holo-
morphic involution. In particular, all complex Fermi curves obeying the Weak Singularity
condition 1.5 correspond to some not necessarily injective conformal mappings from T2 into
R4.
The characterization of the Weierstraß potentials 1.3 in terms of their complex Fermi
curves suggests to consider the slightly larger set of all potentials, whose complex Fermi
curves satisfy the Singularity condition 5.3. Instead of this set we now introduce the even
larger set of all
Generalized Weierstraß potentials 1.7. Real potentials U ∈ L2(T2), whose complex Fermi
curves fulfill the Weak Singularity condition 1.5, are called Generalized Weierstraß poten-
tials.
The set of all Generalized Weierstraß potentials is a subvariety of the Hilbert space of
all L2–potentials. More precisely, this set is locally the zero set of at most ten analytic
functions. Unfortunately, these functions are not weakly continuous. But the restriction of
these functions to small balls are weakly continuous. Indeed, we shall explicitly see that
these functions are not weakly continuous on balls, whose radius correspond to Willmore
functionals larger than 4π. More precisely, the moduli space of all complex Fermi curves
is not complete. There exist limits of complex Fermi curves, whose first integrals are equal
to 4π, but which correspond to no real (or complex) potential. Nevertheless we shall call
these limits complex Fermi curves, since they are the complex Fermi curves of finite rank
perturbations of the Dirac operators. Moreover, they may be considered as complex Fermi
curves of Dirac operators acting on line bundles of non–vanishing degree, which occur in
‘quaternionic function theory’ [P-P, B-F-L-P-P, F-L-P-P].
For this reason we transform in a last step the variational problem of the L2–norm on
the space of all Generalized Weierstraß potentials1.7 to a variational problem of the natural
extension of the first integral to all
Generalized Weierstraß curves 4.4. Roughly speaking, these are those complex Fermi
curves of finite rank perturbations of Dirac operators with real potentials U ∈ L2(T2), which
obey the Weak Singularity condition 1.5.
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To sum up we have the following chain of modifications of variational problems starting
with the Willmore functional:
1. Immersions. On the space of smooth immersions from T2 into R3 we are given the Will-
more functional. The space is an open subset of the vector space of smooth mappings
from T2 into R3. But the functional is quite complicated involving second–order partial
derivatives.
2. Weierstraß potentials. Consider the subspace of all L2–potentials, whose Dirac oper-
ators contain in their kernel some spinor fulfilling the Periodicity condition 1.1, and on
this subspace the functional, which is the square of the L2–norm times four. This space
is quite complicated, but the functional is very simple.
3. Generalized Weierstraß potentials. Consider the real subspace of all L2–potentials,
whose complex Fermi curves fulfill the Weak Singularity condition 1.5, and on this
subspace again the functional, which is the square of the L2–norm times four. The
space is a real subvariety of L2. The functional is again very simple. The corresponding
infimum yields only a lower bound for the Willmore functional.
4. Generalized Weierstraß curves. Consider the subspace of the completion of the mod-
uli space containing all complex Fermi curves fulfilling the Weak Singularity condi-
tion 1.5, and the functional, which is the restriction of the first integral. The corre-
sponding infimum yields only a lower bound of the Willmore functional.
In a concluding remark we emphasize the motivation of the modification of the second prob-
lem into the third problem. From the point of view of ‘quaternionic function theory’ it seems
to be more natural to consider the variational problem of the Willmore functional on im-
mersions into R4 instead of R3. Comparing these two problems the latter has the advantage
of providing a smaller space, and the former has the advantage of a stronger condition on
relative minimizers. In some sense the Weak Singularity condition 1.5 uses this advantage
of immersions into R4 without giving up the advantage of immersions into R3. In fact, we
shall provide some conditions on relative minimizers of the fourth variational problem, which
singles out many Willmore tori (in particular all Willmore tori described in [B-B]).
1.3 The solution of the transformed problem
Finally, we arrive at a variational problem of the first integral of an integrable system related
to the two–dimensional Dirac operator with constraints on the corresponding spectral curves.
Therefore, our main effort aims at investigating the moduli space, i. e. the space of all
generalized complex Fermi curves. Roughly speaking, we are interested in two properties:
Compactness of the space of all complex Fermi curves, whose first integral is bounded from
above, and a
Differentiable structure of the moduli space.
10 1 INTRODUCTION
The first property contains the essential part of the Proof of the existence of a minimizer. The
second property provides the main tools for the Classification of the lowest critical points.
Both properties are proven in full generality.
For the Compactness we have to endow this moduli space with some topology. We shall
use the topology of the Hausdorff metric on the space of all closed subsets of the one–point–
compactification of C2. With this topology the corresponding space of closed subsets of the
one–point–compactification of C2 becomes a compact Hausdorff space. So in order to obtain
compactness of some subset of the moduli space, we only have to prove that this subset is
closed. First we shall prove this for the subsets of the moduli space containing all generalized
complex Fermi curves of bounded geometric genus and with bounded first integral. The main
technical tools are a representation of the complex Fermi curves as two complex planes glued
along several cuts and the evaluation of the first integral by some Dirichlet integral of some
linear combination of the quasi–momenta over one of these planes. These tools should be
considered as generalizations of analogous tools for the KdV equations, which were first used
by V. A. Marchenko and I. V. Ostrowski [M-O] in their investigation of the moduli space
corresponding to real periodic solutions of the KdV equation with the help of conformal
mappings. In the present situation we encounter two additional technical complications.
1. Two–dimensionality of the system: Integrable systems having Lax operators may be
divided into three groups.
Two trivial flows. These systems are finite–dimensional. The Lax operator is a
spectral-parameter dependent matrix, and the spectral curves have two mero-
morphic functions with prescribed poles.
One trivial and one periodic flow. The phase space of these systems is a space of
functions depending on one variable. The Lax operator is some ordinary differen-
tial operator. The associated spectral curves have one meromorphic function and
one transcendental function with prescribed singularities.
Two periodic flows. The phase space of these systems is a space of functions depend-
ing on two variables. The Lax operator is some partial differential operator and
the associated spectral curves have two transcendental functions with prescribed
singularities.
The KdV and the NLS equation belong to the second group. In particular the corre-
sponding spectral curves are hyperelliptic. In this case there exist natural parameters
of the moduli space, which were introduced in [M-O] and studied further in [G-S-1, Tk].
The integrable system corresponding to the two–dimensional Dirac operator belongs to
the third group. In this case natural parameters of the moduli space do not exist. We
overcome this problem by considering the moduli space as a closed subspace of some
higher–dimensional space, which has natural parameters.
2. A complicated reality condition: Some reality conditions imply that the correspond-
ing spectral curves are M–curves (i. e. the real part has g + 1 connected components,
where g is the geometric genus of the spectral curve). In this case the real cycles cut
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the spectral curves into pieces, which may be described by some conformal mappings.
The KdV equation has this property, but the integrable system corresponding to the
two–dimensional Dirac operator does not. It might also be that the complex Fermi
curves can be divided into pieces, which can be described by conformal mappings, but
there does not exist a natural choice. This difficulty is overcome by dividing the com-
plex Fermi curve again into two pieces, where we make use of holomorphic functions
instead of univalent (or schlicht) functions.
In a second and independent step we determine the limits of the resolvents of a weakly
convergent sequence of potentials. It is contained in the technically most involved Section 3.4
and is motivated by two results on the spectral theory of Dirac operators in Section 2.1 and
on the compactifications of isospectral sets of complex Fermi curves of finite geometric genus
in Section 2.5.3. The first result states that the resolvents are almost weakly continuous with
respect to the potentials. More precisely, if for any ε > 0 the L2–norms of the restrictions to
all ε–balls of a weakly convergent sequence of potentials is bounded by the inverse Sobolev
constant, then the limit of the corresponding sequence of resolvents is the resolvent of the
limit. Therefore, in general the limits of the resolvents of a weakly convergent sequence of
potentials Un should differ from the resolvent of the limit only in those points where the
limit of the corresponding measures Un(x)U¯n(x)d
2x has a point measure whose mass is not
smaller than the inverse of the square of the Sobolev constant. The second result states that
the compactified isospectral sets of complex Fermi curves of finite geometric genus contain
potentials on the complement of a finite set of the torus (i. e. the corresponding Baker
Akhiezer functions are not eigenfunctions in small neighbourhoods of this finite set). The
corresponding first integrals are equal to four times the square of the L2–norms of these
potentials plus a multiple of 4π. In particular, the isospectral sets are compact, if the first
integral is smaller than 4π. This follows also from the first result with the optimal Sobolev
constant (compare with Remark 2.5).
Therefore, it seems natural to expect that in general the limits of resolvents of weakly
convergent sequences of potentials are resolvents of perturbations of the Dirac operator cor-
responding to the weak limit. More precisely, the support of the perturbation is contained in
a finite subset of T2 and therefore should be described by a finite linear combination of such
distributions. This is proven by some kind of blowing up of the sequences of potentials nearby
the singular points to potentials on P1. These finite rank perturbations of Dirac operators
can be considered as holomorphic structures of quaternionic line bundles of non–vanishing
degree, which occur in ‘quaternionic function theory’ [P-P, B-F-L-P-P, F-L-P-P].
As a consequence, we prove in Corollary 5.11 the existence of minimizers of the restrictions
of the Willmore functional to all conformal classes. We remark that the application of the
Heine–Borel property [Str, Chapter I. 1.1 Theorem] in this variational problem is possible,
since the transformation to a variational problem on the complex Fermi curves throws out
the non–compact conformal symmetry. Furthermore, the Willmore functional was extended
to the maximal domain of definition.
The main techniques for establishing the Differentiable structure is an application of defor-
mation theory of compact complex spaces combined with some general features of integrable
systems having Lax operators. The spectral curves of these integrable systems should be
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considered as a combination of all integrals. Moreover, the differentials of these integrals
fit together to some linear map from the tangent space of the phase space into the space of
holomorphic one–forms of the corresponding spectral curve. On the other hand, the real part
of the connected component of the identity of the Picard group acts freely and transitively
on the isospectral sets (i. e. the set of those elements of the phase space, whose spectral
curves are equal to some given spectral curve). The differential of this action yields some
mapping from the Lie algebra of the Picard group into the tangent space. On compact Rie-
mann surfaces Se´rre duality establishes a canonical pairing between the Lie algebra of the
Picard group and the space of holomorphic one–forms. On the other hand, the symplectic
form gives a pairing on the tangent space of the phase space. Due to a general rule for such
integrable systems these two mappings are dual to each other with respect to the pairings
given by the symplectic form and Se´rre duality. As a starting point we establish this structure
for the integrable system, whose Lax operator is the two–dimensional Dirac operator. Since
both pairings (symplectic form and Se´rre duality) are non–degenerate, we conclude that the
tangent space of the moduli space may be identified with the space of regular forms of the
spectral curves. Afterwards we apply a theorem of Grauert, which is the base of the gener-
alization of the deformation theory of compact complex manifolds initiated by K. Kodaira
and D. C. Spencer [Ko] to compact complex spaces (see [G-P-R, Chapter III. §4.]). This
application shows that some special subsets of the moduli space containing only complex
Fermi curves of bounded geometric genus are complex manifolds. All complex Fermi curves
of finite geometric genus are contained in some of these subsets.
In a second step we extend this deformation theory to all complex Fermi curves. For this
purpose we show that all complex Fermi curves are arbitrary small perturbations of complex
Fermi curves of finite geometric genus, and as a consequence we may extend the deformation
theory to these perturbations. The essential tool of this step is the asymptotic analysis of
complex Fermi curves. Usually this is done only for a restricted class of potentials. More
precisely, since the mapping from the potentials to the spectral curves (i. e. the combined
integrals of motion) is a non–linear perturbation of the mapping to the absolute values of the
Fourier coefficients, differentiability assumptions on the potentials lead to decreasing Fourier
coefficients and a simplification of the asymptotic analysis (compare with [F-K-T]). We shall
establish the asymptotic analysis in Theorem 2.12 and Proposition 3.52 for all L2–potentials.
As a consequence in Theorem 3.57 the moduli space is shown to be a Banach manifold
modelled on Banach space ℓ1. For short we use the notation ℓ1–manifold. The corresponding
topology differs from the topology used for the Compactness.
The Differentiable structure allows us to prove that all relative minimizers of the fourth
variational problem have dividing real parts (i. e. the real part divides the normalization
of the complex Fermi curve into two connected components). Here we make use of local
one–dimensional deformation families, which for negative deformation parameters violate
the reality condition. More precisely, the corresponding anti–holomorphic involutions have
fixed points on the normalization of the complex Fermi curves. Therefore, the correspond-
ing first–order derivative should correspond to a higher–order derivative of deformations of
immersions. For relative minimizers the derivative of the first integral with respect to the
deformation parameter has to be non–negative. This condition can be used with the help of a
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calculation of intersection numbers of the real part to show that either this real part divides
the normalization or it has self intersecting points. In the second case the corresponding
double points can again be used to construct local deformations with decreasing first inte-
gral. To sum up, the dividing property of the real part is a consequence of the positivity of
some derivative of even–order, and is definitely not fulfilled at all critical points. We remark
that this dividing property of relative minimizers is not true for the original Willmore func-
tional. Roughly speaking, the simplification of the Weak Singularity condition 1.5 results in
a smaller set of relative minimizers comparable to the smaller set of stereographic projections
of minimal tori in S3.
Finally, we investigate the space of all Generalized Weierstraß curves 4.4 with dividing
real parts and with the first integral being smaller than 8π. Fortunately, this space is small
enough to allow a classification of all relative minimizers in this space. Since the geometric
genera of all complex Fermi curves with dividing real parts are bounded in terms of the first
integral, this space is finite–dimensional. We shall first show that any complex Fermi curve
of this space may be deformed within this space into a Generalized Weierstraß curve 4.4,
whose normalization has two connected components and whose first integral is equal to 8π.
One connected component of these Generalized Weierstraß curves 4.4 has to be the spectral
curve of some elliptic solution of the Kadomtsev–Petviashvili Equation. Moreover, due to an
estimate on the genus in terms of the first integral, which follows from a formula of Krichever
[Kr-2], we will classify these Generalized Weierstraß curves 4.4. Finally, this classification is
extended to the whole deformation family. As a result for each conformal class we have for all
of the three non–trivial spin structures exactly one relative minimizer of the fourth variational
problem, whose first integrals are not larger than 8π. This agrees with the identification of
the homotopy invariants with the spin structures and a result of P. Li and S. T. Yau [L-Y],
which implies that all immersions corresponding to the trivial spin structure have a self
intersection, and therefore a Willmore functional larger than 8π (compare with Remark 4.23).
The Generalized Weierstraß curves 4.4 of these relative minimizers fit together into one family
of compact Riemann surfaces whose geometric genera vary between zero and two. Due to a
special feature of this family the absolute minimum is attained for a Generalized Weierstraß
curve 4.4 of geometric genus zero. The Generalized Weierstraß curves 4.4 of geometric genus
zero and one are calculated explicitly, and the absolute minimum is attained for the complex
Fermi curve of the Clifford torus.
Finally, we give a short summary of the content of the main sections. Section 2 contains
the spectral theory of the Dirac operator with periodic L2–potentials on a flat torus. First
we reproduce in the present situation several classical result of Bloch theory. We show in
Section 2.1 that these Dirac operators are direct integrals of families of operators with com-
pact resolvents. Section 2.2 introduces the complex Bloch variety and the complex Fermi
curve together with the first steps of the asymptotic analysis of these varieties. After con-
sidering several symmetries and reality conditions in Section 2.3 we present in Section 2.4 a
remarkable relation of different representations of these Dirac operators and the correspond-
ing spectral projections. The Singularity conditions (Section 4.1 as well as Section 5.1) and
the generalized Cauchy’s integral formula (Section 3.4.1) are based on this structure. In
the last Subsection 2.5 we leave for a moment the main road to the proof and apply some
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techniques of the ‘finite gap’ theory of integrable systems. This discussion motivates the
complicated theorems in the following Section 3.
Section 3 essentially contains the proof of the Differentiable structure of the moduli space
and the Compactness. The former property is proven in three steps in Section 3.1–3.2 and
Section 3.5. In the first step the tangent mapping of the phase space to the spectral curves
and its dual (with respect to the symplectic form and Se´rre duality) is constructed. In the
second step an application of Deformation theory establishes the Differentiable structure for
the moduli spaces with bounded genus. Finally, the asymptotic analysis extends this to the
whole moduli space. The latter property is proven first for the moduli spaces with bounded
genus (Section 3.3) and independently in the most involved Section 3.4.
After these preparations the proof of the Willmore conjecture is contained in Section 4.
In Section 4.1 we prove that all Weierstraß curves 1.4 satisfy the Weak Singularity condi-
tion 1.5. Then the dividing property of relative minimizers follows in Section 4.2. Finally
the classification of all local minimizers below 8π is presented in Section 4.3.
The last Section contains an investigation of the Singularity condition 5.3 (Section 5.1)
and a proof that all conformal classes contain a minimum of finite type (Section 5.3).
Whenever possible we have tried to quote new standard textbooks for the tools we have
used. These textbooks contain the references to the original articles.
Acknoledgements: This work is dedicated to my teacher Robert Schrader. His constant
support gave me the opportunity to attack such a difficult problem without the safety of hav-
ing a permanent position. In the beginning, Iskander Taimanov participated in this project
and later accompanied it with several discussions. The collaboration inside the SFB 288
with the mathematicians Alexander Bobenko, Frank Duzaar, Daniel Grieser, Frank Hausser,
Franz Pedit and Ulrich Pinkall was very stimulating and helpful. So results from ‘quater-
nionic function theory’ provided useful checks and led to new ideas. During several visits
in Berlin Piotr Grinevich was a good adviser. Elmar Vogt helped to recognize an impasse.
David Jerison pointed out to the author, that the arguments of [Wo, Proposition 2.6], where
the analogous but weaker Carleman inequality for the gradient term of the Laplace operator
is treated, carry over to the Dirac operator. Sonya Miller, Robert Schrader and Elmar Vogt
helped to improved my English style.
2 The Bloch theory
Originally the Bloch theory investigates the spectral theory of a Schro¨dinger operator with
a periodic potential. Bearing in mind that the Dirac operator is a natural relativistic modi-
fication of the Schro¨dinger operator we continue to use this notion of a Bloch theory in the
context of Dirac operators with periodic potentials. The resolvent of an unbounded operator
is a bounded operator, which contains all relevant information of the spectral theory of the
former operator. Hence we first introduce the resolvents of the corresponding Dirac operators
on the torus.
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2.1 The resolvent of the Dirac operator
Let Λ be a lattice in R2 and V and W two periodic functions from R2/Λ into C. In this
section we investigate the resolvent of the Dirac operator
D =
(
V ∂
−∂¯ W
)
, with ∂ =
1
2
(
∂
∂x1
−√−1 ∂
∂x2
)
, ∂¯ =
1
2
(
∂
∂x1
+
√−1 ∂
∂x2
)
.
By abuse of notation the operator of multiplication with some function is denoted by the
same symbol as the function. The operators ∂ and ∂¯ coincide with holomorphic and anti–
holomorphic derivation with respect to z = x1 +
√−1x2. Therefore, we use sometimes the
coordinates z and z¯ instead of x. Consequently ΛC denotes the corresponding sublattice of
C:
ΛC =
{
γ1 +
√−1γ2 ∈ C | γ ∈ Λ
}
.
We use the natural scalar product on C2:
g(x, x′) = x1x′1 + x2x
′
2 ∀x, x′ ∈ C2.
For all k ∈ C2 the map γ 7→ exp (2π√−1g(γ, k)) is a one–dimensional representation of Λ.
Two of these representations are equivalent if and only if the difference of the corresponding
elements in C2 is some element of the dual lattice
Λ∗ :=
{
κ ∈ R2 | g(γ, κ) ∈ Z ∀γ ∈ Λ} .
Hence the set of one–dimensional representations of Λ may be identified with C2/Λ∗. All
these representations [k] ∈ C2/Λ∗ induce some line bundle on the torus R2/Λ, whose cross
sections are functions ψ on R2 with the property
ψ(x+ γ) = exp
(
2π
√−1g(γ, k))ψ(x) for all x ∈ R2 and all γ ∈ Λ.
In the sequel we will often consider operators, which act on the space of cross sections of
these bundles. These cross sections may be described in two different ways. We may either
use a Fundamental domain or a Trivialization.
Fundamental domain 2.1. We chose some fundamental domain
∆ =
{
x ∈ R2 | x = x′ + qˆ∆γˆ∆ + qˇ∆γˇ∆ with (qˆ∆, qˇ∆) ∈ [0, 1]2
}
,
of the action of Λ on R2. Here γˆ∆ and γˇ∆ are generators of Λ and x
′ is some element of
R2. In the sequel we will sometimes pick out finitely many special elements of R2/Λ, and
investigate the behaviour of some functions nearby these elements. In this case we will always
assume that x′ is chosen in such a way that the corresponding elements of ∆ are contained
in the interior of ∆. The sections of the line bundles corresponding to some [k] ∈ C2/Λ∗
may be described by usual functions on ∆, which on the boundary of ∆ obey the conditions
introduced above. Consequently the Hilbert space of cross sections of these line bundles are all
equal to L2(∆). In this case the dual generators of the dual lattice are denoted by κˆ∆ and κˇ∆,
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with g(γˆ∆, κˆ∆) = 1 = g(γˇ∆, κˇ∆) and g(γˆ∆, κˇ∆) = 0 = g(γˇ∆, κˆ∆). Therefore, we have natural
coordinates of the space R2 denoted by qˆ∆ = g(x, κˆ∆) and qˇ∆ = g(x, κˇ∆), and the dual space
denoted by pˆ∆ = g(γˆ∆, k) and pˇ∆ = g(γˇ∆, k). Moreover, we assume that the orientation of the
generators of Λ is positive, which means that the real number γˆ∆,1γˇ∆,2 − γˆ∆,2γˇ∆,1 is positive
and therefore equal to the Euclidean volume vol(R2/Λ) of the torus. Due to this assumption
the modular group SL(2,Z) acts freely and transitively on the set of all possible choices of
such generators. If we want to emphasize the dependence of some objects on this choice, we
will decorate this object with an index ∆, but in general we shall omit this index.
Trivialization 2.2. The functions ψk are global non–vanishing sections of the line bundles
corresponding to [k]. Hence all cross sections may be described by usual functions times these
trivializations. However, these Trivializations are different for different representatives k and
k + κ of the class [k]. Therefore the representatives of the cross sections of the line bundles
corresponding to [k] ∈ C2/Λ∗ belong to a vector bundle over C2/Λ∗. If for example we consider
the Hilbert spaces of L2–sections, then the cross sections belong to the induced Hilbert bundle
on the quotient C2/Λ∗, of the unitary representation κ 7→ ψκ of Λ∗ on L2(R2/Λ). The sections
ψ(k) of this induced bundle have to obey the relation ψ(k + κ) = ψ−κψ(k). If we use this
approach the elements of this Hilbert bundle are called periodic parts of the eigenfunctions,
and the corresponding operators, which act on this Hilbert bundle, will be decorated by some
tilde.
In the sequel the dependence on k, which is easier to describe with the help of the
Fundamental domain, will be more important than the dependence on Λ, which is easier
to describe with the help of the Trivialization. Hence we will mostly use the Fundamental
domain. Obviously the operator of multiplication with ψk transforms the periodic parts of
the eigenfunctions defined with the help of the Trivialization into the elements of the Hilbert
space L2(∆) over the Fundamental domain. Therefore, the operators on the former Hilbert
bundle are transformed into the operators on the latter Hilbert space by taking the conjugate
with the operator ψk.
In addition to the hermitian scalar product the Hilbert spaces L2(∆) and L2(R2/Λ) have
a natural complex conjugation denoted by ψ 7→ ψ¯ and a symmetric bilinear form denoted by
〈φ, ψ〉 =
∫
∆
φ(x)ψ(x)d2x.
Consequently, the hermitian scalar product is denoted by 〈φ¯, ψ〉. Let ∂[k] and ∂¯[k] be for all
k ∈ C2 the unique closures of the unbounded operators ∂ and ∂¯ on L2(∆) with the domain
of smooth functions ψ, so that
ψ(x+ γ) = exp
(
2π
√−1g(γ, k))ψ(x) for all x ∈ R2 and all γ ∈ Λ.
Obviously, these operators depend only on the representative [k] ∈ C2/Λ∗. The eigenfunctions
of these operators are given by ψk with eigenvalues
∂[k]ψk = π
(
k2 +
√−1k1
)
ψk and ∂¯[k]ψk = π
(−k2 +√−1k1)ψk,
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where k runs over all elements of the preimage of [k] under the natural map C2 → C2/Λ∗.
Let D(V,W, k) denote the operator
D(V,W, k) =
(
V ∂[k]
−∂¯[k] W
)
.
The exact definition as a closed operator on some Banach space is part of the following
Theorem 2.3. The resolvent R(V,W, k, λ) = (λ1l− D(V,W, k))−1 defines a meromorphic
map from L2(R2/Λ)×L2(R2/Λ)×C2×C into the set of compact operators on L2(∆)×L2(∆).
Moreover, for all (V0,W0, k0, λ0) ∈ L2(R2/Λ) × L2(R2/Λ) × C2 × C there exists some open
neighbourhood U ⊂ L2(R2/Λ)×L2(R2/Λ)×C2 of (V0,W0, k0) and some holomorphic function
P˘ from U into the finite rank projections on L2(∆)× L2(∆), such that the following equation
holds: (
1l− P˘(V,W, k)
)
R(V,W, k, λ) = R(V,W, k, λ)
(
1l− P˘(V,W, k)
)
for all (V,W, k) ∈ U and all λ in some small neighbourhood of λ0. Both functions are
holomorphic on this domain. Finally, for all 2 ≤ q <∞ the images of the values of the map
P˘ are contained in Lq(∆)× Lq(∆).
Proof. We will prove the equivalent statements for the resolvent R˜(V,W, k, λ) of the operator
D˜(V,W, k) =
(
ψ−k 0
0 ψ−k
)
D(V,W, k)
(
ψk 0
0 ψk
)
, which is an operator on L2(R2/Λ) × L2(R2/Λ).
First we prove two lemmata.
Lemma 2.4. Let 1 < p < 2 and q = 2p
2−p . Then there exists some constant Sp depending only
on p with the following property: For any fixed S ′p > Sp and for all k ∈ C2 there exists some
δ > 0 such that for all real λ > δ the operator R˜(0, 0, k,
√−1λ) from Lp(R2/Λ) × Lp(R2/Λ)
into Lq(R2/Λ)× Lq(R2/Λ) has norm smaller than S ′p.
Remark 2.5. The constant
√
2Sp is the Sobolev constant of the embbeding W
1,p(R2/Λ) →֒
L
2p
2−p (R2/Λ). With the optimal Sobolev constants in [Str, Chapter I. Section 4.6] we may set
Sp =
p√
pi(2−p) .
Proof. Let Gλ(x) = 12piK0(λ
√
g(x, x)) be the Green’s function of (λ2 − ∆)−1 on R2 ([St,
Chapter V §3.1 and §6.5] and [G-J, Section 7.2]), where K0 denotes the modified Bessel
function of zero–order. Then the resolvent
(√−1λ −∂
∂¯
√−1λ
)−1
has on R2 the integral kernel
(
aλ(x− x′) bλ(x− x′)
cλ(x− x′) dλ(x− x′)
)
d2x′ = −4
(√−1λG2λ(x− x′) ∂G2λ(x− x′)
−∂¯G2λ(x− x′)
√−1λG2λ(x− x′)
)
d2x′.
The arguments given in the proof of [G-J, Proposition 7.2.1] also show that
(i) |K0(|t|)| ≤ O(1) exp(−|t|)/|t| and |K′0(|t|)| ≤ O(1) exp(−|t|)/|t| for t bounded away from
zero.
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(ii) 1
2pi
K0(|t|) ∼ − ln(|t|) in some neighbourhood of t = 0.
(iii) 1
2pi
K′0(|t|) ∼ −1/|t| in some neighbourhood of t = 0.
Hence the infinite sum(
aλ,Λ(x) bλ,Λ(x)
cλ,Λ(x) dλ,Λ(x)
)
=
∑
γ∈Λ
(
aλ(x+ γ) bλ(x+ γ)
cλ(x+ γ) dλ(x+ γ)
)
converges on R2 to the integral kernel of R˜(0, 0, 0,
√−1λ). Moreover, due to the Hardy–
Littlewood–Sobolev theorem [St, Chapter V. §1.2 Theorem 1] the resolvent
(√−1λ ∂
−∂¯ √−1λ
)−1
of the Dirac operator on R2 is a bounded operator from Lp(R2)×Lp(R2) into Lq(R2)×Lq(R2).
Using the equalities
λ
2
p

∫
R2
|ψ(λx)|pd2x


1/p
=

∫
R2
|ψ(x)|pd2x


1/p
and
(
aλ(x− x′) bλ(x− x′)
cλ(x− x′) dλ(x− x′)
)
d2x′ =
(
a1(λx− λx′) b1(λx− λx′)
c1(λx− λx′) d1(λx− λx′)
)
d2λx′
λ
we conclude that the norm of this operator does not depend on λ. Moreover, this resolvent
considered as an operator on Lp(R2)×Lp(R2) or Lq(R2)×Lq(R2) converges to zero, if λ tends
to infinity. Due to the definition of the integral kernel of R˜(0, 0, 0,
√−1λ) this implies the
equality (
aλ,Λ(x) bλ,Λ(x)
cλ,Λ(x) dλ,Λ(x)
)
= λ
(
a1,λΛ(λx) b1,λΛ(λx)
c1,λΛ(λx) d1,λΛ(λx)
)
,
where λΛ denotes the lattice λΛ = {λγ | γ ∈ Λ}. Moreover, for all S ′p larger than the Sobolev
constant Sp there exists some δ > 0 such that for all real λ > δ, the resolvent R˜(0, 0, 0,
√−1λ)
is an operator from Lp(R2/Λ)× Lp(R2/Λ) into Lq(R2/Λ)× Lq(R2/Λ), whose norm is smaller
than S ′p. This shows the claim for k = 0. Finally, this resolvent R˜(0, 0, 0,
√−1λ) considered as
an operator on Lp(R2)×Lp(R2) or Lq(R2)×Lq(R2) converges to zero, if λ tends to infinity. Ob-
viously the difference D˜(0, 0, k)− D˜(0, 0, 0) is the bounded operator
(
0 pi(k2+
√−1k1
pi(k2−
√−1k1) 0
)
.
Hence the Neumann series
R˜(0, 0, k,
√−1λ)− R˜(0, 0, 0,√−1λ) =
=
∞∑
l=1
R˜(0, 0, 0,
√−1λ)
((
0 pi(k2+
√−1k1
pi(k2−
√−1k1) 0
)
R˜(0, 0, 0,
√−1λ)
)l
of operators from Lp(R2/Λ) × Lp(R2/Λ) into Lq(R2/Λ) × Lq(R2/Λ) converges to zero for
λ→∞. q.e.d.
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In the following lemma we make use of a family of norms on L2(R2/Λ). The family is
parameterized by a positive real number ε. We consider the balls B(x, ε) in R2/Λ, which for
large ε becomes equal to the whole torus independent of x. But we are mainly interested
in small ε. More precisely, if 2ε is smaller than the lengths of all non–zero periods, the
corresponding balls have volume πε2. For all U ∈ L2(R2/Λ), the function
x 7→
∥∥∥U |B(x,ε)∥∥∥
2
is a continuous function on R2/Λ. Obviously, the supremum of this function in dependence of
U , denoted by ‖U‖ε,2, defines a norm on L2(R2/Λ), which is equivalent to the usual L2–norm.
In fact, Fubini’s theorem [R-S-I, Theorem I.22] and the invariance of the Lebegues measure
under translations [Ro-2, Chapter 14 Section 6 24. Proposition] yields the identity
∫
R2/Λ
∫
B(x,ε)
f(x′)d2x′d2x =
∫
R2/Λ
∫
B(0,ε)
f(x+ x′)d2x′d2x=
∫
B(0,ε)
∫
R2/Λ
f(x+ x′)d2xd2x′ =
∫
B(0,ε)
∫
R2/Λ
f(x)d2xd2x′ =
= vol(B(0, ε))
∫
R2/Λ
f(x)d2x ∀f ∈ L1(R2/Λ).
For f(x) equal to the square of the former function we obtain that the usual L2–norm of the
former function is equal to
√
vol(B(x′, ε)) times ‖U‖2. Hence we have√
vol(B(x′, ε))
vol(R2/Λ)
‖U‖2 ≤ ‖U‖ε,2 ≤ ‖U‖2.
Due to [Yo, Appendix to Chapter V. Theorem 1.] the convex (weakly closed) subsets
{
U ∈ L2(R2/Λ) | ‖U‖ε,2 ≤ C
}
of L2(R2/Λ) are compact with respect to the weak topology for all ε > 0 and C > 0.
Moreover, for any U ∈ L2(R2/Λ) the limit lim
ε↓0
‖U‖ε,2 is zero, but not uniformly on bounded
sets of L2(R2/Λ). Hence for all U and all C > 0 there exists some small ε > 0, such that
‖U‖ε,2 ≤ C.
Lemma 2.6. All Cp < S
−1
p (compare with Lemma 2.4 and Remark 2.5) have the following
property: For all ε > 0 and open bounded subsets O of C2 there exists some δ > 0 such that for
all λ > δ the mapping (V,W, k) 7→ R(V,W, k,√−1λ) is a holomorphic weakly continuous map
from {(V,W ) ∈ L2(R2/Λ)× L2(R2/Λ) | ‖V ‖ε,2 ≤ Cp and ‖W‖ε,2 ≤ Cp}×O into the compact
operators on L2(∆)× L2(∆).
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Proof. We decompose the free resolvent R(0, 0, k, λ) = Rε′–near(0, 0, k, λ)+Rε′–distant(0, 0, k, λ)
into a sum of two operators, where the integral kernel of the first summand is the product of
the integral kernel of R(0, 0, k, λ), with the function depending on x − x′, which is equal to
zero, if ‖x−x′‖ > ε′, and otherwise equal to 1. Consequently the integral kernel of the second
summand is the product of the integral kernel of R(0, 0, k, λ) with the function depending on
x− x′, which is equal to zero, if ‖x− x′‖ ≤ ε′, and otherwise equal to 1. Due to Ho¨lder’s in-
equality [R-S-I, Theorem III.1 (c)] the operators of multiplication with V andW are bounded
operators from Lq(R2/Λ) into Lp(R2/Λ). Now Lemma 2.4 implies that all fixed Cp < S
−1
p
and all (V,W, k) ∈ {(V,W ) ∈ L2(R2/Λ)× L2(R2/Λ) | ‖V ‖ε,2 < Cp and ‖W‖ε,2 < Cp} × O
and all large real λ the norm of the operator ( V 00 W )Rε′–near(0, 0, k,
√−1λ) on Lp(R2/Λ) ×
Lp(R2/Λ) is for small 0 < ε′ < ε bounded by some constant smaller than
(
vol(B(0,ε))
vol(B(0,ε−ε′))
)1/p
=(
1− ε′
ε
)−2/p
. In fact, for all x ∈ R2/Λ the Lp(R2/Λ) × Lp(R2/Λ)–norm of the restriction of
( V 00 W )Rε′–near(0, 0, k,
√−1λ)ψ to B(x, ε− ε′) is smaller than the norm of the restriction of ψ
to B(x, ε). Therefore, the bound on the operator ( V 00 W )Rε′–near(0, 0, k,
√−1λ) follows from
the identity ∫
R2/Λ
∥∥∥f |B(x,ε)∥∥∥p
p
d2x = vol(B(0, ε))‖f‖pp ∀f ∈ Lp(R2/Λ),
which follows again from Fubini’s theorem [R-S-I, Theorem I.22] and the invariance of the
Lebegues measure under translations [Ro-2, Chapter 14 Section 6 24. Proposition]. With
very small ε′ the norm of this operator ( V 00 W )Rε′–near(0, 0, k,
√−1λ) on Lp(R2/Λ)×Lp(R2/Λ)
is smaller than one. On the other hand we have seen in the proof of Lemma 2.4 that under
the natural isometries of Lp(R2/Λ) and Lq(R2/Λ) onto Lp(R2/λΛ) and Lq(R2/λΛ), respec-
tively, the resolvent R(0, 0, k,
√−1) considered as an operator from Lp(R2/Λ) × Lp(R2/Λ)
to Lq(R2/Λ)× Lq(R2/Λ) is transformed into the resolvent R(0, 0, k,√−1λ) considered as an
operator from Lp(R2/λΛ) × Lp(R2/λΛ) to Lq(R2/λΛ) × Lq(R2/λΛ). Moreover, the asymp-
totic behaviour (i) of the Green’s function of the Laplace operator mentioned in the proof
of Lemma 2.4 implies that for large λ, the integral kernel of this resolvent becomes arbi-
trary small, if the distance of x − x′ in R2/λΛ becomes large. Hence for all (V,W, k) ∈
{(V,W ) ∈ L2(R2/Λ)× L2(R2/Λ) | ‖V ‖ε,2 < Cp and ‖W‖ε,2 < Cp} × O the norm of the oper-
ator ( V 00 W )Rε′–distant(0, 0, k,
√−1λ) on Lp(R2/Λ) × Lp(R2/Λ) converges in the limit λ → ∞
uniformly to zero. Consequently the Neumann series
R˜(V,W, k,
√−1λ) =
∞∑
l=0
R˜(0, 0, k,
√−1λ)
(
( V 00 W ) R˜(0, 0, k,
√−1λ)
)l
converges to a holomorphic function with values in the bounded operators from Lp(R2/Λ)×
Lp(R2/Λ) to Lq(R2/Λ) × Lq(R2/Λ). The latter Banach space is naturally contained in the
former Banach space. Therefore, it remains to show, firstly that the values of this function
are compact operators on the former Banach space, and secondly that these functions are
weakly continuous.
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In doing so we consider again the free resolvent R˜(0, 0, k,
√−1λ) as an operator from
Lp(R2/Λ)×Lp(R2/Λ) to Lq(R2/Λ)×Lq(R2/Λ), but this time we assume the inequality q < 2p
2−p ,
and therefore 1/p = 1/q + 1/r with some r > 2. Due to the Hausdorff–Young inequality
[R-S-II, Theorem IX.8] the (not normalized) Fourier transform
F : ψ 7→
(
ψˆ(κ)
)
κ∈Λ∗
, with ψ(x) =
∑
κ∈Λ∗
ψˆ(κ) exp(2π
√−1g(x, κ)).
is a bounded map from Lp(R2/Λ) into ℓ p
p−1
(Λ∗) and the inverse F−1 from ℓ q
q−1
(Λ∗) into
Lq(R2/Λ). If λ does not belong to the spectrum of the free Dirac operator D˜(0, 0, k), then
the Fourier transform FR˜(0, 0, k,
√−1λ)F−1 acts on ℓ p
p−1
(Λ∗) × ℓ p
p−1
(Λ∗) as the point–wise
multiplication with the sequence of matrices( √−1λ −π(k2 + κ2 +√−1(k1 + κ1))
−π(k2 + κ2 −
√−1(k1 + κ1))
√−1λ
)−1
.
Obviously, for all k ∈ C2, ε > 0 and r > 2 there exists some δ > 0 such that all real λ > δ
fulfill the following estimate:(∑
κ∈Λ∗
∥∥∥∥∥
( √−1λ −π(k2 + κ2 +√−1(k1 + κ1))
−π(k2 + κ2 −
√−1(k1 + κ1))
√−1λ
)−1∥∥∥∥∥
r)1/r
<∞.
With the help of Ho¨lder’s inequality [R-S-I, Theorem III.1 (c)] we conclude that for all
k ∈ C2 there exists some δ > 0 such that for all real λ > δ the resolvent R˜(0, 0, k,√−1λ)
is a bounded operator from Lp(R2/Λ)× Lp(R2/Λ) into Lq(R2/Λ)× Lq(R2/Λ). Let P˜n be the
natural projection onto the span of all ψκ with g(κ, κ) ≤ n. The same argument shows that
for all l ∈ N and the same V and W as before the sequence
R˜(0, 0, k,
√−1λ)
(
P˜n ( V 00 W ) P˜nR˜(0, 0, k,
√−1λ)
)l
converges in the limit n→∞ uniformly with respect to V and W to the operator
R˜(0, 0, k,
√−1λ)
(
( V 00 W ) R˜(0, 0, k,
√−1λ)
)l
on Lp(R2/Λ) × Lp(R2/Λ). Since all elements of the sequences are finite rank operators,
the limits are compact operators [R-S-I, Theorem VI.12]. Obviously these sequences are
sequences of weakly continuous functions in dependence of (V,W ). Since the uniform limits
of continuous functions on a compact Hausdorff space are again a continuous functions, the
limits are weakly continuous on the sets{
(V,W ) ∈ L2(R2/Λ)× L2(R2/Λ) | ‖V ‖ε,2 ≤ Cp and ‖W‖ε,2 ≤ Cp
}× O.
Due to the considerations above the Neumann series converges uniformly on these sets, and
the lemma follows. q.e.d.
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Continuation of the proof of Theorem 2.3. In the last lemma we actually proved that for all
(V0,W0, k0) ∈ L2(R2/Λ)× L2(R2/Λ)× C2, there exists a complex number λ1 and some open
neighbourhood U of (V0,W0, k0), so that the map (V,W, k) 7→ R˜(V,W, k, λ1) is a holomorphic
map from U into the compact operators on L2(R2/Λ)× L2(R2/Λ). Thus, due to the Riesz–
Schauder theorem [R-S-I, Theorem VI.15] the spectrum of the operator R˜(V,W, k, λ1) is
discrete and the only limit point of the spectrum is zero. Let S ⊂ C denote the set
S =
{
λ1 − 1
λ
∣∣∣∣ λ is an eigenvalue of R˜(V0,W0, k0, λ1)
}
.
Then for all λ ∈ C \ S, the operator
R˜(V0,W0, k0, λ) =
R˜(V0,W0, k0, λ1)
λ1 − λ
(
1l
λ1 − λ − R˜(V0,W0, k0, λ1)
)−1
is compact and depends holomorphically on λ.
Let λ0 ∈ S be a pole of this map and choose a positive number ε > 0, such that there
exists no other pole in the disc {λ | |λ−λ0| < 2ε}. Then there exists an open neighbourhood
U ⊂ L2(R2/Λ) × L2(R2/Λ) × C2 of (V0,W0, k0) such that R˜(V,W, k, λ) is compact for all
(V,W, k) ∈ U and all λ on the circle {λ | |λ− λ0| = ε}. Now we define a map P˘ from U into
the set of compact operators on L2(R2/Λ)× L2(R2/Λ) by
P˘(V,W, k) = − 1
2π
√−1
∮
{λ||λ−λ0|=ε}
R˜(V,W, k, λ)dλ.
The combination of the results from [R-S-I, VI.5] and [R-S-IV, Appendix to XII.1] implies
that for all (V,W, k) ∈ U, P˘(V,W, k) is a finite–dimensional projector, which commutes with
D˜. Also the eigenvalues of the restriction to the corresponding finite–dimensional subspace
of L2(R2/Λ) × L2(R2/Λ) are elements of the disc {λ | |λ − λ0| < ε}. Furthermore, all
eigenfunctions, which correspond to eigenvalues inside of this disc, are elements of the finite–
dimensional subspace mentioned above. It remains to prove the last statement of the theorem.
In Lemma 2.6 we actually proved that for all 1 < p < 2 and all p ≤ q < 2p
2−p the resolvent
R˜(V,W, k,
√−1λ) is a compact operator from Lp(R2/Λ)×Lp(R2/Λ) into Lq(R2/Λ)×Lq(R2/Λ).
This implies that P˘(V,W, k) is a finite–dimensional projector on Lq(R2/Λ) × Lq(R2/Λ), for
all 2 ≤ q <∞. q.e.d.
Remark 2.7. Due to [St, Chapter V §.3.4 Lemma 3.] the operators ∂ (1l− ∂∂¯)−1/2 and
∂¯
(
1l− ∂∂¯)−1/2 are bounded operators on Lp(R2/Λ) with 1 < p < 2. Therefore any func-
tion f ∈ Lp(R2/Λ) with either ∂f ∈ Lp(R2/Λ) or ∂¯f ∈ Lp(R2/Λ) belongs to the Sobolev
space W 1,p(R2/Λ) [St, Chapter V §.3.4 Theorem 3.]. Hence our arguments show that the
eigenfunctions belong to the intersection
⋂
1<p<2
W 1,p(∆)×W 1,p(∆) of Sobolev spaces.
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Remark 2.8. Unfortunately the sets described in Lemma 2.6, by which the whole complex
Bloch varieties depend weakly continuous on the potentials, do not contain balls, whose ra-
dius is larger or equal to S−1p (compare with Remark 2.5). This failure will cause the most
difficulties of this approach. So let us elaborate a bit on this failure. For all elements (V0,W0)
of the sets{
(V,W ) ∈ L2(R2/Λ)× L2(R2/Λ) | ‖V ‖ε,2 ≤ Cp and ‖W‖ε,2 ≤ Cp
}
with Cp < S
−1
p
the balls B(V0, C
′
p)× B(W0, C ′p), with C ′p < S−1p are contained in another set of this form{
(V,W ) ∈ L2(R2/Λ)× L2(R2/Λ) | ‖V ‖ε′,2 ≤ C ′′p and ‖W‖ε′,2 ≤ C ′′p
}
with C ′′p < S
−1
p
and with some small ε′ > 0. Moreover, all bounded subsets of Lr(R2/Λ) × Lr(R2/Λ) with
2 < r are contained in a set of this form. Finally, we shall see in Lemma 3.19 that a weakly
convergent subsequence is contained in a set of this form, if the weak limit of the measures
V (x)V¯ (x)d2x and W (x)W¯ (x)d2x exist and contain no point measures with mass larger or
equal to S−2p . If the norms of these sequences are bounded, this can fail only at finitely many
points of R2/Λ. In this case the limits of the corresponding resolvents are the resolvents
of some perturbation of the Dirac operator acting on eigenfunctions with poles (or on line
bundles of non–vanishing degree) as described in Section 3.4.
We close this section with a proof of the strong unique continuation property of the
eigenfunctions of the Dirac operators. We use the classical Carleman method, which is based
on an improved Sobolev inequality (compare with [Ca] and [Wo, Proposition 1.3]).
Carleman inequality 2.9. There exists some constant Sp (compare with Lemma 2.4 and
Remark 2.5) depending only on 1 < p < 2, such that for all n ∈ Z and all ψ ∈ C∞0 (C\{0})×
C∞0 (C \ {0}) the following inequality holds:∥∥|z|−nψ∥∥ 2p
2−p
≤ Sp
∥∥|z|−n ( 0 ∂−∂¯ 0 )ψ∥∥p .
The literature [Je, Ki-1, Ma, Ki-2] deals with the much more difficult higher–dimensional
case and does not treat our case. David Jerison pointed out to the author, that the arguments
of [Wo, Proposition 2.6], where the analogous but weaker statement about the gradient term
of the Laplace operator is treated, carry over to the Dirac operator.
Proof. Dolbeault’s Lemma [Gu-Ro, Chapter I Section D 2. Lemma] implies for all smooth ψ
with compact support the equality
ψ(z) =
∫
C
(
0 (z′−z)−1
(z¯−z¯′)−1 0
) (
0 ∂
−∂¯ 0
)
ψ(z′)
dz¯′ ∧ dz′
2π
√−1 .
In fact, the components of the difference of the left hand side minus the right hand side are
holomorphic and anti–holomorphic functions on C, respectively, which vanish at z = ∞. In
particular, the integrals
∫
C
zn∂¯ψ1dz¯ ∧ dz and
∫
C
z¯n∂ψ2dz¯ ∧ dz with n ∈ N0 are proportional
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to the Taylor coefficients of ψ at ∞, which vanish. Moreover, if the support of ψ does not
contain 0 and therefore also a small neighbourhood of 0, then the integrals
∫
C
z−n∂¯ψ1dz¯ ∧ dz
and
∫
C
z¯−n∂ψ2dz¯ ∧ dz with n ∈ N are proportional to the Taylor coefficients of ψ at 0, which
in this case also vanish. These cancellations follow also from partial integration. We conclude
that for all n ∈ Z
ψ(z) =
∫
C
(
0
(
z
z′
)n 1
z′−z(
z¯
z¯′
)n 1
z¯−z¯′ 0
)(
0 ∂
−∂¯ 0
)
ψ(z′)
dz¯′ ∧ dz′
2π
√−1 .
In fact, for negative n the left hand side minus the left hand side of the foregoing formula
is equal to the Taylor polynomial of ψ at ∞ up to order |n|, and for positive n equal to
the Taylor polynomial of ψ at 0 up to order n − 1. Finally, the Hardy–Littlewood–Sobolev
theorem [St, Chapter V. §1.2 Theorem 1] implies that the operator with integral kernel
 0
(
|z′|z
|z|z′
)n
1
z′−z(
|z′|z¯
|z|z¯′
)n
1
z¯−z¯′ 0

 dz¯′ ∧ dz′
2π
√−1
from Lp(C)× Lp(C) into L 2p2−p (C)× L 2p2−p (C) is bounded by some constant Sp not depending
on n, and maps |z|−n ( 0 ∂−∂¯ 0 )ψ onto |z|−nψ. q.e.d.
Due to a standard argument (e. g. [So, Proof of Theorem 5.1.4] and [Wo, Section Carleman
Method]) this Carleman inequality implies the
Strong unique continuation property 2.10. Let V and W be potentials in L2loc(O) on
an open connected set 0 ∋ O ⊂ C and ψ ∈ W 1,ploc (O) ×W 1,ploc (O) an element of the kernel of(
V ∂
−∂¯ W
)
on O with 1 < p < 2. If the L
2p
2−p –norm of the restriction of ψ to the balls B(0, ε)
converges in the limit ε ↓ 0 faster to zero than any power of ε:

 ∫
B(0,ε)
(|ψ1|
2p
2−p + |ψ2|
2p
2−p )d2x


2−p
2p
≤ O(εn) ∀n ∈ N,
then ψ vanishes identically on O.
Proof. The question is local so we may assume that V and W are elements of L2 rather
than L2loc. We fix ε small enough that max
{‖V ‖L2(B(z,2ε)), ‖W‖L2(B(z,2ε))} ≤ 1/(2Sp) for all
z, where Sp is the constant of the Carleman inequality. Let φ ∈ C∞ be 1 on B(0, ε) and 0
on C \B(0, 2ε). A limiting argument using the infinite order vanishing of ψ and the equality(
0 ∂
−∂¯ 0
)
ψ = − ( V 00 W )ψ shows that the proof of the Carleman inequality is also true for φψ.
So ∥∥|z|−nφψ∥∥ 2p
2−p
≤ Sp
∥∥|z|−n ( 0 ∂−∂¯ 0 ) φψ∥∥p ≤ Sp ∥∥|z|−nφ ( 0 ∂−∂¯ 0 )ψ∥∥p + Sp ∥∥|z|−nE∥∥p .
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Here E (for error) =
(
ψ2∂φ
−ψ1∂¯φ
)
is an Lp × Lp function supported in {x | ε ≤ |z| ≤ 2ε}. Using
the equality
(
0 ∂
−∂¯ 0
)
ψ = − ( V 00 W )ψ and Ho¨lder’s inequality [R-S-I, Theorem III.1 (c)] yields∥∥|z|−nφψ∥∥ 2p
2−p
≤ Sp
∥∥|z|−nφ ( V 00 W )ψ∥∥p + Sp ∥∥|z|−nE∥∥p
≤ Spmax
{‖V ‖L2(B(0,2ε)), ‖W‖L2(B(0,2ε))}∥∥|z|−nφψ∥∥ 2p
2−p
+ Sp
∥∥|z|−nE∥∥
p
.
By the choice of ε the first term can be absorbed into a factor 2∥∥|z|−nφψ∥∥ 2p
2−p
≤ 2Sp
∥∥|z|−nE∥∥
p
.
Now comes the crucial observation: E is supported in {z | ε ≤ |z| ≤ 2ε}, so
∥∥|z|−nφψ∥∥ 2p
2−p
≤ 2Spε−n ‖E‖p and
∥∥∥∥
(
ε
|z|
)n
φψ
∥∥∥∥
2p
2−p
≤ 2Sp ‖E‖p .
Using the limit n → ∞ we conclude that φψ vanishes on B(0, ε), and therefore also ψ. In
other words, the set {z | ψ vanishes to infinite order at z} is open, and in fact contains a ball
of fixed radius ε centered at any of its points. So this set must be all of O and the proof is
complete. q.e.d.
2.2 The Bloch variety and the Fermi curve
For two given periodic potentials V and W the corresponding Dirac operator commutes
with all shifts by the lattice vectors. Hence these shifts and the Dirac operator may be
diagonalized simultaneously. The common spectrum of all these operators is called a Bloch
variety. The proof in [R-S-IV, Theorem XIII.97], which applies to Schro¨dinger operators
with periodic potential, carries over to the Dirac operators and shows that a Dirac operator
with periodic potentials V and W is the direct integral of the operators D˜(V,W, k) where k
runs through R2/Λ∗ (compare with [Ku]). The Bloch variety may be considered as the set of
points ([k], λ) ∈ R2/Λ∗×C, so that λ is an eigenvalue of D(V,W, k). Let us call the collection
of all points (k, λ) ∈ C2 ×C, so that λ is an eigenvalue of D(V,W, k), complex Bloch variety
and denote this set by B(V,W ). Due to Theorem 2.3 for all (k0, λ0) ∈ C2 × C there exists
some open neighbourhood U × {λ | |λ − λ0| < ε} ⊂ C2 × C of (k0, λ0) and a holomorphic
l× l matrix valued function A on U, such that B(V,W )∩ (U×{λ | |λ− λ0| < ε}) is the zero
set of the function
U× {λ | |λ− λ0| < ε} → C, (k, λ) 7→ det (λ1l−A(k)) .
Hence B(V,W ) is a subvariety of C2 × C. The action of the dual lattice Λ∗ on C2 given
by κ.k = κ + k for all κ ∈ Λ∗ and all k ∈ C2, lifts to an action of the dual lattice Λ∗ on
this subspace B(V,W ) of C2 × C. The set of orbits of this action is equal to the subspace
B(V,W )/Λ∗ of all elements ([k], λ) ∈ C2/Λ∗×C, such that λ is an eigenvalue of the operator
D(V,W, k).
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We call the zero energy level of the complex Bloch variety the complex Fermi curve and
denote it by
F(V,W ) = {k ∈ C2 | (k, 0) ∈ B(V,W )}.
Sometimes we shall not distinguish between the values of k and the corresponding elements of
F . However, mostly k denotes the corresponding C2–valued function on the complex Fermi
curves. Due to Theorem 2.3 the complex Fermi curve F(V,W ) is locally the zero set of
one holomorphic function. Hence it is a pure one–dimensional subvariety of C2, which is
invariant under the action of Λ∗. Strictly speaking, the complex Fermi curve is the quotient
space F(V,W )/Λ∗, but we shall also call F(V,W ) a complex Fermi curve.
These complex Fermi curves are of special interest for two reasons: Firstly the corre-
sponding eigenfunctions belong to the kernel of the Dirac operator and therefore give rise
to local immersions of surfaces into the three–dimensional Euclidean space due to the local
Weierstraß representation. Secondly, these complex Fermi curves are the spectral curves of
the corresponding integrable system described by the Davey–Stewartson equation.
Due to a general feature of differential operators, in the high energy limit the higher–order
derivatives dominate the lower oder derivatives. Moreover, typically the complex Bloch vari-
ety converges in the high energy limit to the complex Bloch variety of the free Dirac operator
and has an asymptotic expansion for smooth potentials, which can be calculated explicitly
(compare with [Sch, Chapter 1]). In the remainder of this section we shall investigate the
asymptotic behaviour of the complex Fermi curves for general potentials V,W ∈ L2(R2/Λ).
For this purpose we use a covariance property of the complex Fermi curves under some
unitary transformations of the potentials. By definition of the operators ∂[k] and ∂¯[k] they
transform under translations by some k′ as follows:
∂[k+k′] = ψ−k′∂[k]ψk′ if k
′
2 +
√−1k′1 = 0,
∂¯[k+k′] = ψ−k′ ∂¯[k]ψk′ if k′2 −
√−1k′1 = 0.
For all κ there exist unique pairs (k−κ , k
+
κ ) ∈ C2 × C2, whose first element obeys the former
condition and the second element the latter condition, and whose difference k+κ − k−κ is equal
to κ.
We conclude that for all κ ∈ Λ∗ the Dirac operators transform as follows:
D(V,W, k + k±κ ) =
(
ψ−k−κ 0
0 ψ−k+κ
)
D(ψ−κV, ψκW, k)
(
ψk+κ 0
0 ψk−κ
)
.
This implies the following
Lemma 2.11. For all κ ∈ Λ∗ the translation k 7→ k+k+κ = k+k−κ +κ induces a biholomorphic
isomorphism of the complex Fermi curves F(V,W ) ≃ F(ψ−κV, ψκW ). q.e.d.
For all potentials V,W ∈ L2(R2/Λ) there exists an ε > 0 such that ‖V ‖ε,2 < S−1p and
‖W‖ε,2 < S−1p . Consequently, for all κ ∈ Λ∗ also the potentials ψ−κV and ψκW obey
these estimates. Moreover, the sequence of potentials (ψ−κV, ψκW ) converges in the limit
g(κ, κ) → ∞ weakly to the zero potentials in L2(R2/Λ). More precisely, if we identify
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the Banach space L1(R2/Λ) ≃ L1(∆) with the corresponding natural subspace of L1(R2),
then due to the Riemann–Lebesgue Lemma [R-S-II, Theorem IX.7] the Fourier coefficients
indexed by κ ∈ Λ∗ of any element in L1(R2/Λ) converges in the limit g(κ, κ) → ∞ to
zero. Therefore, for any V,W ∈ L2(R2/Λ) and any weakly open neighbourhood U of 0 ∈
L2(R2/Λ) × L2(R2/Λ) there exists some δ > 0 such that for all κ ∈ Λ∗ with g(κ, κ) >
δ−2 the pair of potentials (ψ−κV, ψκW ) belongs to U. We conclude from Lemma 2.6 that
for all k in a bounded open subsets O ⊂ C2 \ F(0, 0) the resolvents R(ψ−κV, ψκW, k, 0)
converge in the limit g(κ, κ) → ∞ uniformly to R(0, 0, k, 0). Obviously the eigenvalues
of the operators
(
0 ±1l
1l 0
)
D˜(V,W, k) are completely determined by the complex Fermi curve
F(V,W ). Conversely, one resolvent of the family of resolvents R(V,W, k, 0) indexed by k ∈
C2 \ F(V,W ) determines the spectrum of the operators ( 0 ±1l1l 0 ) D˜(V,W, k) and therefore also
all other resolvents of this family. Therefore, the intersections of the complex Fermi curves
F(ψ−κV, ψκW ) with all bounded open subsets O ⊂ C2 converge in the limit g(κ, κ) → ∞
to O ∩ F(0, 0). Moreover, the corresponding eigenfunctions converge to the corresponding
eigenfunctions of the free Dirac operator. An application of Lemma 2.11 yields that the
intersections of F(V,W ) ∩ (O+ k+κ ) = (F(V,W ) ∩ (O+ k−κ )) + κ converges to F(0, 0) ∩
(O+ k+κ ) = (F(0, 0) ∩ (O+ k−κ ))+κ. An easy calculation shows that the free complex Fermi
curve is equal to
F(0, 0) =
⋃
κ∈Λ∗
κ+
{
k ∈ C2 | k2 +
√−1k1 = 0
} ⋃
κ∈Λ∗
κ +
{
k ∈ C2 | k2 −
√−1k1 = 0
}
.
Therefore, the free complex Fermi curve F(0, 0)/Λ∗ is isomorphic to the two subvarieties
{k | k1 ±
√−1k2 = 0} of C2, glued at infinitely many ordinary double points indexed by
κ ∈ Λ∗ of the form (k−κ , k+κ ) with
k−κ =
(−κ1/2−√−1κ2/2,−κ2/2 +√−1κ1/2) and
k+κ =
(
κ1/2−
√−1κ2/2, κ2/2 +
√−1κ1/2
)
= k−κ + κ.
Also on these components the eigenfunctions of the free Dirac operator are equal to
ψ = ψk ( 01 ) on
{
k | k1 −
√−1k2 = 0
}
and ψ = ψk ( 10 ) on
{
k | k1 +
√−1k2 = 0
}
.
respectively. For positive ε and δ let V±ε,δ denote the intersection of F(V,W ) with the following
open subsets U±ε,δ of C
2:
U
±
ε,δ =
{
k ∈ C2 | ∣∣k1 ±√−1k2∣∣ < ε, ‖k‖ > 1/δ and ‖k − k±κ ‖ > ε ∀κ ∈ Λ∗ \ {0}} .
Here ‖k‖ denotes the natural hermitian norm ‖k‖ =
√
g(k, k¯) on C2. Since for small ε and
δ these open sets U±ε,δ intersect any Λ
∗–orbit at most once, we may consider these open sets
as subsets of C2/Λ∗. Since the quotient of C2 modulo the sublattice {k+κ + κ′ | κ, κ′ ∈ Λ∗} =
{k−κ + κ′ | κ, κ′ ∈ Λ∗} is compact, the combination of Lemma 2.6 and Lemma 2.11 implies the
following
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Theorem 2.12. For all pairs of potentials V,W ∈ L2(R2/Λ) and all ε > 0 there exists a
δ > 0 so that the two open sets V±ε,δ are connected complex one–dimensional submanifolds
of C2 with one–dimensional kernels of the corresponding Dirac operators D(V,W, k). More-
over, the relative complement of V+ε,δ ∪ V−ε,δ in F(V,W )/Λ∗ decomposes into a compact set
contained in {k ∈ C2 | ‖k‖ ≤ 1/δ}/Λ∗ and infinitely many small handles indexed by Λ∗δ =
{κ ∈ Λ∗ | ‖k+κ ‖ > 1/δ}. The handle with index κ is contained in {k ∈ C2 | ‖k − k+κ ‖ ≤ ε} =
{k ∈ C2 | ‖k − k−κ ‖ ≤ ε}+ κ and connects the small disc around k+κ excluded from V+ε,δ with
with the small disc around k−κ excluded from V
−
ε,δ. Finally, for all q <∞ the Fourier compo-
nents ψˆ(κ) of the periodic parts
ψ˜ = exp
(−2π√−1g(x, k))ψ = ∑
κ∈Λ∗
= ψˆ(κ) exp
(
2π
√−1g(x, κ))
obey for some ε (depending on q) on these parts of F(V,W ) the following estimates:∥∥∥∥ψ˜ −
(
0
ψˆ2(0)
)∥∥∥∥
q
< ε
∣∣∣ψˆ2(0)∣∣∣ on V−ε,δ,
∥∥∥∥ψ˜ −
(
ψˆ1(0)
0
)∥∥∥∥
q
< ε
∣∣∣ψˆ1(0)∣∣∣ on V+ε,δ, and
∥∥∥∥ψ˜ −
(
ψˆ1(0)
ψˆ2(−κ) exp
(−2π√−1g(x, κ))
)∥∥∥∥
q
< ε
√
|ψˆ2(0)|2 + |ψˆ1(−κ)|2
on the small handle with index κ with respect to the wave vector k, which coincides at the
border to V+ε,δ with the wave vector of V
+
ε,δ, respectively. q.e.d.
The complex Fermi curves F(V,W ) are locally finite sheeted coverings over pˆ ∈ C or
pˇ ∈ C. If we enlarge the imaginary part of pˆ (or pˇ) we may connect any element of F(V,W )
by a path either with some V−ε,δ or with some V
+
ε,δ. Therefore, Theorem 2.12 implies
Corollary 2.13. The regular part of F(V,W )/Λ∗ has at most two connected components.
Each component contains one of the two sets V±ε,δ described in Theorem 2.12. q.e.d.
This implies that the normalization of a complex Fermi curve also has at most two con-
nected components, and each component contains one of the smooth open subsets V±ε,δ. The
fixed energy level of the complex Bloch variety B(V,W ) corresponding to the eigenvalue λ is
equal to the complex Fermi curve F(V + λ,W + λ). Since the subset of the complex Bloch
variety corresponding to degenerated eigenvalues is a subvariety, Theorem 2.12 implies
Corollary 2.14. The complement of the subvariety of degenerated eigenvalues is open and
dense in B(V,W ). q.e.d.
We shall see in Section 3.3 that if the normalization of a complex Fermi curve F(V,W )/Λ∗
has disconnected normalization, then the first integral 4
∫
R2/Λ
V (x)W (x)d2x is a multiple of
4π. Therefore, Theorem 2.12 implies finally that the regular part of the complex Bloch variety
B(V,W )/Λ∗ is connected (i. e. the complex Bloch variety B(V,W )/Λ∗ is irreducible).
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2.3 Several reductions
In the last two sections we investigated the spectrum of the Dirac operator with two periodic
complex–valued potentials V and W and introduced the complex Fermi curve being the
spectral curve of the integrable system described by the Davey–Stewartson equation. The
Weierstraß representation of immersions into R3 yields a one–to–one correspondence of Dirac
operators
(
U ∂
−∂¯ U
)
with real potentials U on R2/Λ, whose kernel contains non–trivial elements
obeying the Periodicity condition 1.1. Hence we shall reduce the integrable system, whose
spectral curves are the complex Fermi curves F(V,W )/Λ∗, to the sub–system, whose spectral
curves are the complex Fermi curves F(U, U)/Λ∗ of a real potential U . Typically the reduced
system is the set of fixed points of one or several involutions. Moreover, these involutions
induce involutions of the corresponding spectral curves, and the spectral curves of the fixed
points of the former involutions are invariant under the latter involutions.
In the sequel we will also consider the transposed Dirac operator Dt(V,W, k). We will
mostly denote the eigenfunction of the Dirac operator by ψ =
(
ψ1
ψ2
)
and the eigenfunction of
the transposed Dirac operator by φ =
(
φ1
φ2
)
. The transposition is always the one induced by
the symmetric bilinear form
〈〈φ, ψ〉〉 =
∫
∆
(φ1(x)ψ1(x) + φ2(x)ψ2(x)) d
2x
on L2(∆)× L2(∆). Consequently the pointwise complex conjugation on this Hilbert space is
used. Obviously the differential operators ∂[k] and ∂¯[k] satisfy the relations
∂t[k] = −∂[−k], ∂¯t[k] = −∂¯[−k] and ∂∗[k] = −∂¯[k¯], ∂¯∗[k] = −∂[k¯].
Hence we have
Dt(V,W, k) = J−1D(W,V,−k)J,
D∗(V,W, k) = D(V¯ , W¯ , k¯), and
D¯(V,W, k) = J−1D(W¯ , V¯ ,−k¯)J,
where J denotes the operator
(
0 1l
−1l 0
)
. This implies the following
Lemma 2.15. (i) The holomorphic involution σ : C3 → C3, (k, λ) 7→ (−k, λ), induces a
biholomorphic isomorphism of the complex Bloch varieties B(V,W ) ≃ B(W,V ).
(ii) The anti–holomorphic involution ρ : C3 → C3, (k, λ) 7→ (k¯, λ¯), induces a anti–biholomor-
phic isomorphism of the complex Bloch varieties B(V,W ) ≃ B(V¯ , W¯ ).
(iii) The anti–holomorphic involution η : C3 → C3, (k, λ) 7→ (−k¯, λ¯), induces a anti–
biholomorphic isomorphism of the complex Bloch varieties B(V,W ) ≃ B(W¯ , V¯ ). q.e.d.
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Corollary 2.16. (i) The complex Bloch variety B(U, U) has a holomorphic involution σ :
(k, λ) 7→ (−k, λ). Moreover, if ψ is an eigenfunction corresponding to the element
(k, λ) of B(U, U) then φ = Jψ is an eigenfunction of the transposed Dirac operator
corresponding to the element σ(k, λ) = (−k, λ), and vice versa.
(ii) If V and W are real valued periodic functions, the complex Bloch variety B(V,W ) has
an anti–holomorphic involution ρ : (k, λ) 7→ (k¯, λ¯). Moreover, if ψ is an eigenfunction
corresponding to the element (k, λ) of B(V,W ) then φ = ψ¯ is an eigenfunction of the
transposed Dirac operator corresponding to the element ρ(k, λ) = (k¯, λ¯), and vice versa.
(iii) The complex Bloch variety B(U, U¯) has an anti–holomorphic involution η : (k, λ) 7→
(−k¯, λ¯). Moreover, if ψ is an eigenfunction corresponding to the element (k, λ) of
B(U, U¯) then Jψ¯ is an eigenfunction of the complex conjugate of the Dirac operator
corresponding to the element η(k, λ) = (k¯, λ¯), and vice versa. q.e.d.
The holomorphic involution σ induces a holomorphic involution of F(U, U), F(U, U)/Λ∗,
and of the normalization of F(U, U)/Λ∗. All of them are also denoted by σ. If both potentials
V and W are real, then the anti–holomorphic involution ρ induces an involution of F(V,W ),
F(V,W )/Λ∗ and the normalization of F(V,W )/Λ∗. Again these involutions are denoted by
ρ. We call the fixed points of the involution ρ the real part of the complex Fermi curve.
Consequently the real part of the normalization of the complex Fermi curve consists of the
fixed points of the corresponding involution on the normalization.
Corollary 2.17. (i) If V and W are real potentials, then all elements of the preimage of
F(V,W )/Λ∗ ∩ R2/Λ∗ under the normalization map, which are not fixed points of the
involution ρ, are isolated points of the preimage of F(V,W )/Λ∗ ∩ R2/Λ∗ under the
normalization map.
(ii) The involution η of the normalization of F(U, U¯)/Λ∗ does not have any fixed point.
More precisely, for all elements y of the normalization of F(U, U)/Λ∗ the eigenfunctions
corresponding to y and η(y) are linearly independent.
(iii) If F(U, U¯)/Λ∗ contains an element of the form [k] with 2ℜ(k) ∈ Λ∗, then the dimension
of the eigenspace corresponding to this element is even.
Proof. All elements of the real part of F(V,W )/Λ∗ are obviously fixed points of the involution
ρ. In particular, all regular points of the real part of F(V,W )/Λ∗ are fixed points of ρ. Since
the singular points of F(V,W )/Λ∗ are isolated, this implies (i). Let y be some element of the
normalization of F(U, U¯)/Λ∗, which is a fixed point of the involution η. Due to Lemma 2.16
the eigenfunction ψ corresponding to this point has to be a multiple of Jψ¯. But the equation
ψ = αJψ¯ implies ψ = αα¯J
(
Jψ¯
)
. This would imply αα¯ = −1, which is impossible. This
proves (ii). All elements of F(U, U¯)/Λ∗ of the form [k] with 2ℜ(k) ∈ Λ∗ are fixed points of
the involution η. Due to Lemma 2.16 the eigenspace corresponding to this element [k] is
invariant under the anti–unitary map ψ 7→ Jψ¯. The square of this map is equal to −1l. Hence
for all elements ψ of the eigenspace corresponding to [k] the subspace spanned by ψ and Jψ¯
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is invariant under this map and two–dimensional, because Jψ¯ = αψ would imply αα¯ = −1,
which is impossible. Since the eigenspace corresponding to [k] has to be a direct sum of
subspaces of this form, its dimension is even. q.e.d.
Besides these involutions there exists some transformations of the potentials, which do
not change the complex Bloch variety. In particular, all automorphisms of the group R2/Λ
induce transformations of the potentials, which do not change the complex Bloch variety.
Moreover, the translations also induce transformations of the potentials, which do not change
the complex Bloch variety (the corresponding transformations of the eigen bundle plays an
important role in the inverse spectral theory (see e. g. [Kr-1, D-K-N]). Furthermore, for all
z ∈ C∗ the Dirac operator transforms like
D(z2V, z−2W, k) =
(
z 0
0 z−1
)
D(V,W, k)
(
z 0
0 z−1
)
.
Therefore, the complex Fermi curves F(zV, z−1W ) are independent of z ∈ C∗. This action of
the group C∗ on the isospectral sets (i. e. the set of potentials, which have the same complex
Fermi curves) is only the simplest example of a hierarchy of isospectral transformations
[G-S-2], which may be constructed with the tools of soliton theory [Kr-1, D-K-N].
Finally, we remark that all affine symmetries of the torus R2/Λ induce symmetries of the
corresponding complex Bloch varieties. Besides the translations there exist in general only
one, namely the parity transformation:
R2/Λ→ R2/Λ, x 7→ −x.
This symmetry induces an isometry on Lp(R2/Λ) and Lp(∆), which is denoted by P. By
definition the operators ∂[k] and ∂¯[k] transform as follows under this symmetry:
P∂[k]P = −∂[−k] = ∂t[k] and P∂¯[k]P = −∂¯[−k] = ∂¯t[k].
This implies the following relations:
( 0 P
P 0 )D(V,W, k) (
0 P
P 0 ) = D
t(P(W ),P(V ), k),
( 0 P
P 0 ) D¯(V,W, k) (
0 P
P 0 ) = D(P(W¯ ),P(V¯ ), k¯),(
P 0
0 −P
)
D(V,W, k)
(
P 0
0 −P
)
= D(P(V ),P(W ),−k),(
P 0
0 −P
)
D¯(V,W, k)
(
P 0
0 −P
)
= Dt(P(V¯ ),P(W¯ ),−k¯).
Hence we obtain the following
Lemma 2.18. The involutions 1l, ρ, σ and η induce isomorphisms of the complex Bloch va-
rieties B(V,W ) ≃ B(P(W ),P(V )), B(V,W ) ≃ B(P(W¯ ),P(V¯ )), B(V,W ) ≃ B(P(V ),P(W ))
and B(V,W ) ≃ B(P(V¯ ),P(W¯ )), respectively. More precisely, if ψ is an eigenfunction of
D(V,W, k) with eigenvalue λ, then ( 0 P
P 0 ) ψ¯ and
(
P 0
0 −P
)
ψ are eigenfunctions of the operators
D(P(W¯ ),P(V¯ ), k¯) and D(P(V ),P(W ),−k) with eigenvalues λ¯ and λ, respectively. More-
over, ( 0 P
P 0 )ψ and
(
P 0
0 −P
)
ψ¯ are transposed eigenfunctions of the operators D(P(W ),P(V ), k)
and D(P(V¯ ),P(W¯ ),−k¯) with eigenvalues λ and λ¯, respectively. In particular, if the pair
of potentials is invariant under the transformation (V,W ) 7→ (P(W ),P(V )), (V,W ) 7→
(P(W¯ ),P(V¯ )), (V,W ) 7→ (P(V ),P(W )) and (V,W ) 7→ (P(V¯ ),P(W¯ )), then the complex
Bloch variety is invariant under the corresponding involution 1l, ρ, σ and η, respectively.
q.e.d.
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2.4 Spectral projections
In Section 2.2 the complex Fermi curve was introduced as a subvariety of C2. In this section
we will work out a slightly different representation of this complex Fermi curve, which in
Section 4.1 and Section 5.1 will turn out to be the key for the understanding of the Periodicity
condition 1.1. As a preparation we investigate the spectral projections of the Dirac operator
in some more detail.
Due to Theorem 2.3 and Corollary 2.14 locally there exist two meromorphic functions ψ
and φ on the complex Bloch variety B(V,W )/Λ∗, which map the elements ([k], λ) onto an
eigenfunction of the Dirac operator D(V,W, k) and an eigenfunction of the transposed Dirac
operator Dt(V,W, k), respectively. Moreover, these functions are unique up to multiplica-
tion by some invertible meromorphic function. Now we define a meromorphic function on
B(V,W )/Λ∗ with values in the finite rank operators on L2(∆)× L2(∆) by
P([k], λ) :
(
χ1
χ2
)
7−→ 〈〈φ([k], λ), χ〉〉〈〈φ([k], λ), ψ([k], λ)〉〉
(
ψ1([k], λ)
ψ2([k], λ)
)
.
Obviously this definition does not depend on the normalization of the functions ψ and φ.
In fact, if we multiply both functions with some non–vanishing meromorphic functions, then
the operator P does not change. Moreover, due to Corollary 2.14 the denominator does not
vanish identically on the complex Bloch variety. Thus P is a well defined global meromorphic
function on B(V,W )/Λ∗. We will see that in some sense this projection can be considered as
a projection–valued regular form.
On varieties with singularities the suitable generalization of holomorphic forms are the
regular forms ([Se, Chapter IV §3.] and [Kun]). In general the corresponding sheaf is not the
generalized cotangent sheaf [G-P-R, Chapter II. §1.2.]. Of particular interest are the regular
forms of degree equal to the dimension of the variety. The sheaf of these regular forms is
called dualizing sheaf [G-P-R, Chapter II. §5.3.] . In our case there exists a simple definition
of the regular forms of degree equal to the dimension of the variety. In order to keep this
paper self–contained we include a proof of the following lemma, which is a special case of a
more general statement [G-P-R, Chapter II. Lemma 5.23].
Remark 2.19. In the sequel we shall meet quite often complex spaces, which are locally bi-
holomorphic to finite sheeted coverings over open subsets of Cn. If we restrict these coverings
to the preimage of small open balls, then different sheets without branch points are not con-
nected with each other. However, in arbitrary small neighbourhoods of branch points several
sheets are connected. In the sequel we shall call those sheets, whose restrictions to arbitrary
small neighbourhoods of a given element contain this element, the local sheets, which contain
this element.
Lemma 2.20. Let R(z0, . . . , zn) be a holomorphic function on some open subset U ⊂ Cn+1,
whose partial derivative ∂R/∂z0 is not identically zero on the connected components of the
subvariety of U defined by the equation R(z0, . . . , zn) = 0. Therefore this subvariety locally
may be considered as a covering space over (z1, . . . , zn) ∈ Cn. The following conditions on a
meromorphic function f on this subvariety are equivalent:
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(i) The function f is holomorphic.
(ii) For all holomorphic functions g the local sum of gf/(∂R/∂z0) over all sheets of the
subvariety considered as a covering space over (z1, . . . , zn) ∈ Cn, which contain an
arbitrary element (compare with Remark 2.19), is a holomorphic function.
Proof. Let us choose some element u of the subvariety. Due to the Weierstraß Preparation
theorem [G-P-R, Chapter I. Theorem 1.4] locally there exists a polynomial Q with respect to
z0, whose coefficients are holomorphic functions depending on z1, . . . , zn, such that R/Q is
locally holomorphic. Moreover, the degree d of Q may be chosen to be equal to the number
of all sheets of the subvariety considered as a covering space over (z1, . . . , zn) ∈ Cn, which
contain the element u. Near this element u the condition (ii) is obviously equivalent to an
analogous condition, where R is replaced by Q. Let Q(z0) be an arbitrary polynomial of
degree d, whose coefficients are complex numbers, and let u0,1, . . . , u0,d be the zeroes of this
polynomial. For an arbitrary polynomial g(z0) of degree less than d and with complex–valued
coefficients we have the identity
g(z0) =
d∑
i=1
g(u0,i)
∂Q(u0,i)/∂z0
∏
j 6=i
(z0 − u0,j).
In fact, if all zeroes of Q are pairwise different, the polynomials on both sides take the same
values at all these zeroes and therefore have to be equal. In particular, the sum
d∑
i
g(u0,i)
∂Q(u0,i)/∂z0
is equal to the coefficient of the monomial zd−10 in g(z0). For the monomials g(z0) = z
l
0 this
implies that
d∑
i=1
ul0,i
∂Q(u0,i)/∂z0
=
{
0 if l < d− 1
1 if l = d− 1.
We conclude that the same is true if the coefficients of Q are holomorphic functions depend-
ing on z1, . . . , zn, such that the discriminant of Q does not vanish identically. Due to the
Weierstraß Preparation theorem [G-P-R, Chapter I. Theorem 1.4] each meromorphic func-
tion on the subvariety defined by the equation Q = 0 may be written locally as a polynomial
with respect to z0 of degree d−1, whose coefficients are meromorphic functions depending on
z1, . . . , zn. Hence the local sum of this function over all sheets of the subvariety considered as
a covering space over (z1, . . . , zn) ∈ Cn, which contain u, is locally a holomorphic function,
if and only if the coefficient corresponding to zd−10 of the polynomial is locally holomorphic.
This shows that (i) and (ii) are equivalent. q.e.d.
If besides the partial derivative ∂R/∂z0 some other partial derivative ∂R/∂zi is also not
identically zero on the connected components of the subvariety of U defined by the equation
R(z0, . . . , zn) = 0, then we may consider this subvariety locally either as a covering space over
(z1, . . . , zn) ∈ Cn or as a covering space over (z0, . . . , zi−1, zi+1, . . . , zn) ∈ Cn. The equation
R(z0, . . . , zn) = 0 implies the relation (∂R/∂z0)dz0+. . .+(∂R/∂zn)dzn = 0. We conclude that
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the n–form 1
∂R/∂z0
dz1∧. . .∧dzn is equal to the n–form (−1)i∂R/∂zidz0∧. . .∧dzi−1∧dzi+1∧. . .∧dzn−1.
Consequently we call a n–form
ω =
f(z0, . . . , zn)
∂R(z0, . . . , zn)/∂z0
dz1 ∧ . . . ∧ dzn =
(−1)i f(z0, . . . , zn)
∂R(z0, . . . , zn)/∂zi
dz0 ∧ . . . ∧ dzi−1 ∧ dzi+1 ∧ . . . ∧ dzn−1
regular, if and only if f satisfies one of the equivalent conditions (i), (ii) or the analogous
condition to (ii), when z0 is replaced by zi ([Se, Chapter IV §3.], [Kun] and [G-P-R, Chapter II.
Definition 5.22]).
Lemma 2.21. The function P has the following properties:
(i) The values of P are projections of rank one.
(ii) If ([k], λ) and ([k], λ′) are two elements of the complex Bloch variety with λ 6= λ′, then
P([k], λ)P([k], λ′) = 0 = P([k], λ′)P([k], λ).
(iii) Due to Theorem 2.3 the complex Bloch variety is locally a Weierstraß covering (see
e.g. [G-P-R, Chapter I. §12.3]) over k ∈ C2. The local sum of P over all sheets
of this covering, which contain some element ([k], λ) ∈ B(V,W )/Λ∗ (compare with
Remark 2.19), is a holomorphic function on some neighbourhood of k ∈ C2. Moreover,
the values of this function are projections, whose rank is equal to the number of sheets,
over which that sum is taken. Finally, the value of this function at ([k], λ) is equal to
the spectral projection P˘([k], λ) of the Dirac operator D(V,W, k) onto the generalized
eigenspace associated with eigenvalue λ (see e. g. [R-S-IV, Appendix to XII.1]).
(iv) The projection–valued form Pdk1 ∧ dk2 is regular.
Proof. The first statement is obvious. Due to Theorem 2.3 locally we may replace the Dirac
operator D(V,W, k) by some holomorphic matrix–valued function A(k) on some open subset
k ∈ C2. Due to Corollary 2.14 this function generically has pairwise different eigenvalues. If A
is a l×l matrix with pairwise different eigenvalues λ1, . . . , λl, then the eigenvectors ψ1, . . . , ψl
to the eigenvalues λ1, . . . , λl form a basis of C
2. Moreover, the dual basis φ1, . . . , φl gives the
eigenvectors of At to the eigenvalues λ1, . . . , λl. In fact, if φ˜i is some eigenvector of A
t with
eigenvalue λi, then we have φ˜
t
iψj(λi − λj) =
(
Atφ˜i
)t
ψj − φ˜tiAψj = 0 for all 1 ≤ i, j ≤ l and
φ˜i has to be proportional to φi. We conclude that for all 1 ≤ i 6= j ≤ l the eigen projections
Pi =
ψiφ
t
i
φtiψi
i = 1, . . . , l
satisfy the relations PiPj = 0 = PjPi. This proves (ii). On the other hand P1+. . .+Pl is equal
to the identity matrix and (iii) is proven. Due to Theorem 2.3 the complex Bloch variety is
locally a Weierstraß covering (see e.g. [G-P-R, Chapter I. §12.3]) over k ∈ C2. Hence any
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holomorphic function f on the complex Bloch variety is locally equal to some polynomial with
respect to λ, whose coefficients are holomorphic functions on some open subset of k ∈ C2.
Again due to Theorem 2.3 locally the sum over the sheets of this Weierstraß covering of P
times any holomorphic function is a holomorphic function on some open subset of k ∈ C2
with values in the finite rank operators on L2(∆) × L2(∆). Hence the function P satisfies
condition (ii) of Lemma 2.20. q.e.d.
Since the Dirac operator is a holomorphic unbounded–operator–valued function depending
on the wave vectors k ∈ C2, the complex Bloch variety has naturally the structure of a
covering space over k ∈ C2. But in order to understand the complex Fermi curve, which is
our main interest, it would be more appropriate to consider the complex Bloch variety as a
covering space over λ and some component of k, because such a covering would just have to
be restricted to the plane λ = 0 to obtain the complex Fermi curve. In the remainder of this
section this point of view will be worked out. The starting point is the following observation,
which generalizes the equivalence of the Periodicity condition 1.1. Here we use the notations
introduced in the context of the Fundamental domain 2.1, but we shall omit the index ∆.
Lemma 2.22. Let ψ(x) =
(
ψ1(x)
ψ2(x)
)
be an eigenfunction corresponding to an element (k, λ) of
B(V,W ) and φ(x) =
(
φ1(x)
φ2(x)
)
an eigenfunction of the transposed Dirac operator corresponding
to an element (k′, λ) ∈ B(V,W ). Then φ2ψ1dz + φ1ψ2dz¯, with dz = dx1 +
√−1dx2 and
dz¯ = dx1 −
√−1dx2, is a closed form. If the two components pˆ = g(γˆ, k) and pˆ′ = g(γˆ, k′) of
k and k′ coincide, then the integral of this form from some point x ∈ R2 to x + γˆ does not
depend on x, and is equal to
(
γˆ1 +
√−1γˆ2
) 〈φ2, ψ1〉+ (γˆ1 −√−1γˆ2) 〈φ1, ψ2〉
γˆ1γˇ2 − γˆ2γˇ1 .
If in addition the elements [k] and [k′] of C2/Λ∗ are different, then both integrals vanish.
Proof. Since ψ is an eigenfunction of the Dirac operator and φ is a eigenfunction of the
transposed Dirac operator with eigenvalues zero, we have
V ψ1 + ∂ψ2 = λψ1 V φ1 + ∂¯φ2 = λφ1
−∂¯ψ1 +Wψ2 = λψ2 −∂φ1 +Wφ2 = λφ2.
Thus
d (φ2ψ1dz + φ1ψ2dz¯) =
((
∂¯φ2
)
ψ1 + φ2
(
∂¯ψ1
)− (∂φ1)ψ2 − φ1 (∂ψ2)) dz¯ ∧ dz = 0.
If the two components pˆ and pˆ′ of k and k′ coincide, then this closed form is invariant under
the shift by the period γˆ. This implies that the integral of this form along some path from
some arbitrary point x ∈ R2 to x + γˆ, does not depend on x. In particular, this integral is
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equal to the integral
∫
[0,1]2
((
γˆ1 +
√−1γˆ2
)
φ2(x)ψ1(x) +
(
γˆ1 −
√−1γˆ2
)
φ1(x)ψ2(x)
)
dqˆ ∧ dqˇ =
(
γˆ1 +
√−1γˆ2
) 〈φ2, ψ1〉+ (γˆ1 −√−1γˆ2) 〈φ1, ψ2〉
γˆ1γˇ2 − γˆ2γˇ1 .
If the components with respect to the other period γˇ are different pˇ 6= pˇ mod Z, then the
shift by γˇ changes the form by the factor exp
(
2π
√−1(pˇ− pˇ′)) 6= 1. Hence the integral of
this form along γˆ has to vanish. q.e.d.
This lemma motivates the following definition: For all µ ∈ C2, let 〈〈·, ·〉〉µ be the following
bilinear form on the Hilbert spaces L2(R2/Λ)× L2(R2/Λ) and L2(∆)× L2(∆), respectively:
〈〈φ, ψ〉〉µ :=
(
µ1 +
√−1µ2
) 〈φ2, ψ1〉+ (µ1 −√−1µ2) 〈φ1, ψ2〉.
The complex Bloch variety is locally a finite–sheeted covering over (pˆ, λ) ∈ C2, and the
zeroes of the differential dpˆ ∧ dλ are the branch points of this covering. Now we define
another projection, which is related to this covering. Again we use the notations introduced
in the context of the Fundamental domain 2.1. Furthermore, we again use the meromorphic
functions ψ =
(
ψ1
ψ2
)
and φ =
(
φ1
φ2
)
on B(V,W )/Λ∗. Let Pγˆ be the meromorphic map from
B(V,W )/Λ∗ into the finite rank operators on the Hilbert space L2(∆)× L2(∆), which for all
elements ([k], λ) of the complex Bloch variety is defined by
Pγˆ([k], λ) :
(
χ1
χ2
)
7−→ 〈〈φ([k], λ), χ〉〉γˆ〈〈φ([k], λ), ψ([k], λ)〉〉γˆ
(
ψ1([k], λ)
ψ2([k], λ)
)
.
Obviously this definition does not depend on the normalization of the functions ψ and φ.
In fact, if we multiply both functions with some non–vanishing meromorphic functions, then
the operator Pγˆ does not change. Moreover, due to proof of Theorem 2.12 and Corollary 2.13
the denominator does not vanish identically on the complex Bloch variety. Thus Pγˆ is a well
defined global meromorphic function on B(V,W )/Λ∗.
Lemma 2.23. The function Pγˆ has the following properties:
(i) The values of Pγˆ are projections of rank one.
(ii) If ([k], λ) and ([k′], λ) are two different elements of the complex Bloch variety with
g(γˆ, k) = g(γˆ, k′) mod Z, then Pγˆ([k], λ)Pγˆ([k′], λ) = 0 = Pγˆ([k′], λ)Pγˆ([k], λ).
(iii) Locally the complex Bloch variety is a finite–sheeted covering over (pˆ, λ) ∈ C2. The
local sum of Pγˆ over all sheets, which contain one element ([k], λ) (compare with Re-
mark 2.19), is a holomorphic function on some open subset of (pˆ, λ) ∈ C2, with values
in the finite rank projections on L2(∆) × L2(∆). Moreover, the rank of any of these
projections is equal to the number of sheets, over which the sum is taken.
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(iv) The 2–form Pγˆdpˆ∧dλ is a regular form on the complex Bloch variety and the one–form
Pγˆdpˆ is a regular form on the complex Fermi curve.
(v) Due to (iii) for all elements ([k], λ) of B(V,W )/Λ∗ there exists a unique projection
P˘γˆ([k], λ), which is the value at ([k], λ) of the local sum of Pγˆ over all sheets of of
B(V,W )/Λ∗, which contain ([k], λ). For two different elements ([k], λ) and ([k′], λ) of
B(V,W )/Λ∗ with equal components g(γˆ, k) = g(γˆ, k′) mod Z the corresponding projec-
tions are disjoint: P˘γˆ([k], λ)P˘γˆ([k
′], λ) = 0 = P˘γˆ([k′], λ)P˘γˆ([k]λ).
(vi) If χ is a proper eigenfunction of the Dirac operator corresponding to some element
([k], λ) of the complex Bloch variety, then the range of P˘γˆ([k], λ) contains χ.
We remark that the range of the spectral projections contain all elements in the kernels
of (λ1l− D(V,W, k))l with l ∈ N.
Proof. The first statement is obvious. Statement (ii) is a direct consequence of Lemma 2.22.
If we consider the Dirac operator as an operator acting on the Hilbert bundle introduced in
the context of the Trivialization 2.2, then the partial derivative ∂D˜(V,W, k)/∂pˇ is equal to
∂D˜(V,W, k)
∂pˇ
= π
(
0
(
κˇ2 +
√−1κˇ1
)
1l(
κˇ2 −
√−1κˇ1
)
1l
)
.
We conclude that
∂λ
∂pˇ
〈〈φ([k], λ), ψ([k], λ)〉〉 = π
γˆ1γˇ2 − γˆ2γˇ1 〈〈φ([k], λ), ψ([k], λ)〉〉γˆ,
because κˆ and κˇ form the dual basis of γˆ and γˇ, and therefore κˇ is equal to 1
γˆ1γˇ2−γˆ2γˇ1 (−γˆ2, γˆ1).
Since the zeroes and poles of the numerator of Pγˆ and P coincide, condition (iv) of Lemma 2.21
implies that Pγˆdpˆ ∧ dλ = (∂λ/∂pˇ)Pγˆdpˆ ∧ dpˇ is a regular form on the complex Bloch variety
with values in the projections of rank one on L2(∆)× L2(∆). This shows that the local sum
of Pγˆ over all those sheets of B(V,W )/Λ∗ considered as a covering space over (pˆ, λ) ∈ C2,
which contain ([k], λ), is holomorphic. Finally, Lemma 2.22 implies that the values of this
sum are projections, whose rank is equal to the number of sheets. Due to Theorem 2.12
and Corollary 2.13 the restrictions of the sheets of the complex Bloch variety considered as
a covering space over (pˆ, λ) ∈ C2 to the complex Fermi curve are locally different. Hence
the fourth statement (iv) is a consequence of (iii) and Lemma 2.20. Condition (v) is a
direct consequence of (iii). As for the proof of (vi), let χ be an eigenfunction of the Dirac
operator D(V,W, k) with eigenvalue λ. The exterior derivative of the form φ2([k
′], λ′)χ1dz +
φ1([k
′], λ′)χ2dz¯ is equal to
d (φ2([k
′], λ′)χ1dz + φ1([k′], λ′)χ2dz¯) = (λ′ − λ) (φ1([k′], λ′)χ1 + φ2([k′], λ′)χ2) dz¯ ∧ dz.
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If furthermore g(γˆ, k) = g(γˆ, k′) mod Z, we may apply Lemma 2.22 and conclude
exp
(
2π
√−1g(γˇ, k′ − k))− 1
γˆ1γˇ2 − γˆ2γˇ1 〈〈φ([k
′], λ′), χ〉〉γˆ =
(
exp
(
2π
√−1g(γˇ, k′ − k))− 1)
x+γˆ∫
x
φ2([k
′], λ′)χ1dz + φ1([k
′], λ′)χ2dz¯ =
2
√−1(λ′ − λ)〈〈φ([k′], λ′), χ〉〉.
Hence, due to the relation between the denominators of the projections P and Pγˆ established
in the proof of (iii), the restrictions of the following two forms to the subvariety pˆ′ = pˆ =
g(γˆ, k) mod Z of B(V,W )/Λ∗ coincide:
2π
√−1dpˇ′
exp
(
2π
√−1(pˇ′ − pˇ))− 1P([k′], λ′)χ = dλ
′
λ′ − λPγˆ([k
′], λ′)χ.
The subvariety {(pˆ′, λ′) ∈ C2 | (pˆ′κˆ+ pˇκˇ, λ′) ∈ B(V,W )} of the complex Bloch variety may
be considered locally either as a covering space over pˆ′ ∈ C or as a covering space over λ′ ∈ C.
The residue of the left hand side is the value of the local sum of Pχ over all sheets, which
contains (pˆ, λ), of the subvariety considered as a covering over pˆ′ ∈ C, and the residue of the
right hand side is the value of the local sum of Pγˆχ over all sheets, which contains (pˆ, λ), of
the subvariety considered as a covering over λ′ ∈ C. Obviously the restrictions of the sheets
of B(V,W ) considered as a covering space over k ∈ C2 to the subvariety g(γˆ, k) =constant
are locally different and also the restrictions of the sheets of B(V,W ) considered as a covering
space over (pˆ, λ) ∈ C2 to the subvariety pˆ =constant are locally different. Hence the residue
of the left hand side is equal to P˘([k], λ)χ and the residue of the right hand side is equal to
P˘γˆ([k], λ)χ. This proves (vi). q.e.d.
These Lemmata have some remarkable consequences. If we fix the component pˆ = pˆ′ of
the wave vectors k and the energy λ = λ′, then all eigenfunctions χ of the Dirac operator
with eigenvalue λ = λ′ and boundary condition χ(qˆ, qˇ) = exp
(
2π
√−1qˆpˆ′)χ(qˆ + 1, qˇ) are
uniquely determined by their restriction to some line qˇ = qˇ′. In fact, if the component pˆ of
k is equal to pˆ′, then due to Lemma 2.22 the action of the projection P˘γˆ([k]) defined in (v)
of Lemma 2.23 on χ depends only on the restriction to qˇ = qˇ′.
For reasons of simplicity we restrict ourself in the following discussion to the complex
Fermi curve, which is our main interest. The restrictions of the functions P and Pγˆ to the
complex Fermi curve are also denoted by P and Pγˆ, respectively. If we identify the Hilbert
space L2(R/Z) × L2(R/Z) with all L2 functions on some line qˆ ∈ R/Z, qˇ = qˇ′, then the
composition of the operator
(
χ1
χ2
)
7−→
∫
qˆ∈R/Z,qˇ=qˇ′
φ2([k])χ1dz + φ1([k])χ2dz¯∫
qˆ∈R/Z,qˇ=qˇ′
φ2([k])ψ1([k])dz + φ1([k])ψ2([k])dz¯
(
ψ1([k])
ψ2([k])
)
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from L2(R/Z)×L2(R/Z) into L2(∆)× L2(∆) and the operator, which restricts the functions
to the line qˆ ∈ R/Z, qˇ = qˇ′ + 1 defines an operator on the Hilbert space L2(R/Z)× L2(R/Z).
This restriction is not defined for all L2–functions. But for all eigenfunctions of the Dirac
operators it is. In fact, due to Remark 2.7 the eigenfunctions belong to the Sobolev spaces
W 1,p(∆) × W 1,p(∆) with 1 < p < 2. Due to the Sobolev embedding theorem [Ad, 5.4
Theorem] this implies that the restrictions of the eigenfunctions to a one–dimensional plane
in R2/Λ are Lq–functions for all q < ∞. The result is some finite rank operator–valued
function on the complex Fermi curve, whose eigenvalues are equal to exp
(
2π
√−1g(γˇ, k)) =
exp
(
2π
√−1pˇ). Moreover, due to Lemma 2.23 the local sum of this function over all sheets of
F(V,W ) considered as a covering space over pˆ ∈ C, which contain an element k′ ∈ F(V,W )
(compare with Remark 2.19), is locally a holomorphic function depending on pˆ. It can be
proven that the sum of these operators over all sheets of F(V,W ) considered as a covering
space over pˆ ∈ C defines a holomorphic function from C into the unbounded closed operators
on L2(R/Z) × L2(R/Z), which is periodic with period 1. The complex Fermi curve is the
complex Bloch variety of this entire function. Due to Lemma 2.22, the restriction of the
projection Pγˆ to the Hilbert space L
2(R/Z) × L2(R/Z) is equal to the composition of the
operator (
χ1
χ2
)
7−→
∫
qˆ∈R/Z,qˇ=qˇ′
φ2([k])χ1dz + φ1([k])χ2dz¯∫
qˆ∈R/Z,qˇ=qˇ′
φ2([k])ψ1([k])dz + φ1([k])ψ2([k])dz¯
(
ψ1([k])
ψ2([k])
)
from L2(R/Z)×L2(R/Z) into L2(∆)×L2(∆) and the operator, which restricts the functions to
the line qˆ ∈ R/Z, qˇ = qˇ′. These projections may be considered as the spectral projection of the
operator–valued entire function depending on pˆ like P is the spectral projection of the Dirac
operator. In particular, the sum of Pγˆ considered as an projection on L
2(R/Z) × L2(R/Z)
over all sheets of F(V,W ) considered as a covering space over pˆ ∈ C converges in the strong
operator topology to the identity.
All operator–valued holomorphic functions depending on pˆ ∈ C, which commute pointwise
with this unbounded–operator–valued entire function, may be diagonalized simultaneously
with this entire function. The eigenvalues of such commuting operator–valued functions
defines the structure sheaf of a one–sheeted covering over the complex Fermi curve:
Structure sheaf 2.24. Due to [Gr-Re, Chapter 8. §3.] there exists an up to isomorphism
unique one–sheeted covering of the complex Fermi curve, whose direct image of the Structure
sheaf yields the following coherent subsheaf of the normalization sheaf (which is the direct
image of the structure sheaf of the normalization under the normalization map): A germ f
of the normalization sheaf belongs to the direct image of the Structure sheaf, if and only if
the local sum of fPγˆ over all local sheets of the covering map pˆ of the complex Fermi curve,
which contain the base point of the corresponding stalk (compare with Remark 2.19), is a
germ of the sheaf of operator–valued holomorphic functions depending on pˆ ∈ C.
Obviously the normalization of this one sheeted covering is isomorphic to the normaliza-
tion of the complex Fermi curve. To sum up the complex space with Structure sheaf 2.24 is a
one–sheeted covering over the complex Fermi curve considered as a subvariety of C2/Λ∗, and
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the normalization is a one–sheeted covering over the former space. Therefore, we distinguish
between the
geometric genus of the normalization, the
arithmetic genus of the Structure sheaf 2.24 , and, finally, the
arithmetic genus of the complex Fermi curve.
We shall see in Proposition 3.52 that the last genus is always infinite and in some sense
locally preserved. Moreover, in Lemma 2.26 we shall see that for pairs of potentials of the
form (U, U¯) the difference of the arithmetic genus of the Structure sheaf 2.24 minus the
geometric genus is finite. Potentials, whose Structure sheaf 2.24 have finite arithmetic genus,
are called finite type potentials (compare with Section 2.5).
It can be shown with similar arguments to those used in the proof of Lemma 2.23 (vi),
that this Structure sheaf does not depend on the choice of γˆ and γˇ. This one–sheeted covering
would be a more appropriate definition of the complex Fermi curve. For example, the degree
of the dual eigen bundle is equal to the arithmetic genus of this curve plus one [Sch].
So we have investigated the structure of the complex Fermi curve as a covering space over
some coordinate pˆ = g(γˆ, k). Let us generalize this construction to the more general case,
when the period γˆ is replaced by some arbitrary element µ ∈ C2. The starting point is again
some generalization of the equivalence of the Periodicity condition 1.1. For this purpose,
however, we use the Trivialization 2.2 and the eigenfunctions are described by their periodic
parts in the corresponding Hilbert bundle.
Lemma 2.25. Let ψ =
(
ψ1(x)
ψ2(x)
)
be an eigenfunction corresponding to an element (k, λ) of
B(V,W ) and φ =
(
φ1(x)
φ2(x)
)
an eigenfunction of the transposed Dirac operator corresponding
to an element (k′, λ) ∈ B(V,W ), and let ψ˜(x) = exp (−2π√−1g(x, k))ψ(x) and φ˜(x) =
exp
(
2π
√−1g(x, k′))φ(x) the corresponding periodic parts. Then the exterior derivative of
the form φ˜2ψ˜1dz + φ˜1ψ˜2dz¯ is equal to
π
((
k2 − k′2 −
√−1(k1 − k′1)
)
φ˜2ψ˜1 +
(
k2 − k′2 +
√−1(k1 − k′1)
)
φ˜1ψ˜2
)
dz¯ ∧ dz.
Therefore, the bilinear form 〈〈φ˜, ψ˜〉〉µ vanishes, whenever g(µ, k − k′) = 0 but k − k′ 6= 0.
Proof. Since ψ is an eigenfunction of the Dirac operator and φ is a eigenfunction of the
transposed Dirac operator with eigenvalues zero, we have
V ψ˜1 +
(
π(k2 +
√−1k1) + ∂
)
ψ˜2 = λψ˜1 V φ˜1 +
(
π(k′2 −
√−1k′1) + ∂¯
)
φ˜2 = λφ˜1(
π(k2 −
√−1k1)− ∂¯
)
ψ˜1 +Wψ˜2 = λψ˜2
(
π(k′2 +
√−1k′1)− ∂
)
φ˜1 +Wφ˜2 = λφ˜2.
Thus the exterior derivative of d
(
φ˜2ψ˜1dz + φ˜1ψ˜2dz¯
)
is equal to
π
((
k2 − k′2 −
√−1(k1 − k′1)
)
φ˜2ψ˜1 +
(
k2 − k′2 +
√−1(k1 − k′1)
)
φ˜1ψ˜2
)
dz¯ ∧ dz.
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Since both forms are periodic, the integral of the right hand side over the torus R2/Λ vanishes.
This integral is equal to 2π
√−1〈〈φ˜, ψ˜〉〉µ if µ is equal to (k′2−k2, k1−k′1), which implies that
g(µ, k − k′) = 0. q.e.d.
This lemma implies that whenever for some element µ ∈ C2 the components g(µ, k)
and g(µ, k′) coincide, the bilinear form 〈〈φ˜, ψ˜〉〉µ vanishes. But for this generalization we
have to pay a price. Since instead of the eigenfunctions we used the periodic part of the
eigenfunctions, we lose invariance under the action of the dual lattice. Now we can also
define for general µ ∈ C2 a projection valued function P˜µ, but this function should be
considered to act not on the Hilbert space, but on the Hilbert bundle introduced in the
Trivialization 2.2. Let P˜µ be the meromorphic map from B(V,W )/Λ∗ into the finite rank
operators on the Hilbert space L2(R2/Λ) × L2(R2/Λ), which for all elements ([k], λ) of the
complex Bloch variety is defined by
P˜µ([k], λ) :
(
χ˜1
χ˜2
)
7−→ 〈〈φ([k], λ), ψkχ˜〉〉µ〈〈φ([k], λ), ψ([k], λ)〉〉µ
(
ψ−kψ1([k], λ)
ψ−kψ2([k], λ)
)
.
Here ψk is the operator–valued holomorphic function on the complex Bloch variety, which is
given by the multiplication with the function ψk defined in Section 2.1. Lemma 2.23 carries
over to this function, in particular P˜µdg(µ, k)∧ dλ is a regular 2–form on the complex Bloch
variety and all eigenfunctions χ, which correspond to some element (k, λ) of the complex
Bloch variety belong to the range of the projection ψk
˘˜
Pµ(k, λ), which is analogous to the
projection P˘γˆ(k, λ) defined in (v) of Lemma 2.23. It might happen, however, that the restric-
tion of P˜µ to the complex Fermi curve is not well defined, because the denominator might
vanish identically on a connected component of the complex Fermi curve. In these cases, the
second part of the statement (iv) of Lemma 2.23 cannot be generalized to this projection.
But Theorem 2.12 and Corollary 2.13 imply that this can only happen, if µ is proportional
to (1,±√−1) and if the complex Fermi curve is the same as the complex Fermi curve of the
zero potential.
The restriction of this projection to the complex Fermi curve is again the projection of
some operator–valued holomorphic function, whose complex Bloch variety is equal to the
complex Fermi curve F(V,W ). Let µˆ and µˇ be an arbitrary bases of C2 and νˆ and νˇ the
dual basis:
g(µˆ, νˆ) = 1 = g(µˇ, νˇ) and g(µˆ, νˇ) = 0 = g(µˇ, νˆ).
In analogy to the notation introduced in the context of the Fundamental domain 2.1 we
parameterize the momentum space by pˆ = g(µˆ, k) and pˇ = g(µˇ, k), which is equivalent to k =
pˆνˆ + pˇνˇ. If we assume that g(νˇ, νˇ) is not equal to zero, then the matrix
(
0 νˇ2+
√−1νˇ1
νˇ2−
√−1νˇ1 0
)
is invertible, and the inverse equals
(
0 1/(νˇ2−
√−1νˇ1)
1/(νˇ2+
√−1νˇ1) 0
)
. The function ψ = ψpˆνˆ+pˇνˇψ˜ is
an eigenfunction of the Dirac operator D(V,W, pˆνˆ + pˇνˇ) with eigenvalue zero if and only if
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the function ψ˜ is an eigenfunction of the operator
D˜µˆ,µˇ(V,W, pˆ) =
(
0 νˇ2+
√−1νˇ1
νˇ2−
√−1νˇ1 0
)−1 (
D(V,W, 0) + pˆπ
(
0 νˆ2+
√−1νˆ1
νˆ2−
√−1νˆ1 0
))
=
(
pˆpi(νˆ2−
√−1νˆ1)−∂¯0
νˇ2−
√−1νˇ1
W
νˇ2−
√−1νˇ1
V
νˇ2+
√−1νˇ1
pˆpi(νˆ2+
√−1νˆ1)+∂0
νˇ2+
√−1νˇ1
)
with eigenvalue pˇπ. Thus the complex Fermi curve F(V,W ) is equal to the set of all{
k = pˆνˆ + pˇνˇ ∈ C2 | pˇπ is an eigenvalue of D˜µˆ,µˇ(V,W, pˆ)
}
,
and due to Lemma 2.25 for all k = pˆνˆ + pˇνˇ ∈ F(V,W ) the projection ˘˜Pµˆ(k) is the spectral
projection of D˜µˆ,µˇ(V,W, pˆ) onto the generalized eigenspace associated with eigenvalue pˇπ,
which is equal to the residue of the resolvent of D˜µˆ,µˇ(V,W, pˆ) at the eigenvalue pˇπ (see e. g.
[R-S-IV, Appendix to XII.1]).
2.5 Complex Fermi curves of finite genus
If there exists some finite subset of Λ∗, such that for all κ in the complement of this finite
subset the normalizations of the handle with index κ described in Theorem 2.12 decomposes
into two connected components, one of which is a disc excluded from V+ε,δ around the point
k+κ and the other is a disc excluded from V
−
ε,δ around the point k
−
κ , then the normalization
of F(V,W )/Λ∗ is biholomorphic to a compact Riemann surface with two points at infinity
removed. In fact, in this case the normalization of F(V,W )/Λ∗ contains two open subsets,
which are biholomorphic to the open subsets{
k ∈ C2 ∣∣ k1 −√−1k2 = 0 and ‖k‖ > 1/δ} and{
k ∈ C2 ∣∣ k1 +√−1k2 = 0 and ‖k‖ > 1/δ}
of the normalization of F(0, 0), with some ε > 0. Due to Theorem 2.12 the complement
of these two open subsets of the normalization of F(V,W )/Λ∗ is compact. Hence we may
compactify the normalization of F(U, U)/Λ∗ by adding to the first subset the point ∞− =
lim
t→∞
(t,−√−1t) and to the second subset the point ∞+ = lim
t→∞
(t,
√−1t).
If we normalize the eigenfunctions ψ of the Dirac operator by some linear condition, then
the eigenfunction is a meromorphic function on F(V,W )/Λ∗. The following normalization
of the eigenfunction ψ(x) =
(
ψ1(x)
ψ2(x)
)
and the eigenfunction of the transposed Dirac operator
φ(x) =
(
φ1(x)
φ2(x)
)
is convenient:
ψ1(x = 0) + ψ2(x = 0) =
√
2 and φ1(x = 0)− φ2(x = 0) =
√
2,
respectively. If h0 denotes the matrix h0 = 1/
√
2 ( 1 11 −1 ), then it may be written in the
form (h0ψ(x = 0))1 = 1 and (Jh0φ(x = 0))1 = 1. Although these eigenfunctions are always
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meromorphic functions on the normalization of F(V,W )/Λ∗, it might happen that this nor-
malization is biholomorphic to a compact Riemann surface with two points removed, but the
eigenfunctions have an infinite number of singularities on the normalization of F(V,W )/Λ∗
[Sch]. In this case they are not meromorphic functions on the compact Riemann surface
with two essential singularities at the two points at infinity. Consequently we call a pair of
potentials (V,W ) to be of finite type, if they obey the following conditions:
Finite type potentials (i) The normalization of F(V,W )/Λ∗ can be compactified to a
compact Riemann surface by adding the two points ∞− and ∞+ at infinity.
Finite type potentials (ii) The pullback of the normalized eigenfunctions under the nor-
malization map have only a finite number of poles on the normalization of F(V,W )/Λ∗.
The entries of the normalized eigenfunctions generate a coherent subsheaf of the sheaf of
meromorphic functions. Due to an improved version of statement (iv) in Lemma 2.23 (com-
pare with [Sch, Chapter 9]) the number of poles of the normalized eigenfunction is equal to
the arithmetic genus of the Structure sheaf 2.24 plus one (i. e. the arithmetic genus of the
modified Structure sheaf 2.24, where the two infinities are identified to an ordinary double
point). Therefore, condition Finite type potentials (ii) is equivalent to the condition that the
arithmetic genus of the Structure sheaf 2.24 is finite. Moreover, condition Finite type poten-
tials (i) is equivalent to the condition that the geometric genus is finite. Therefore, condition
Finite type potentials (ii) implies condition Finite type potentials (i). We should remark that
these eigenfunctions may be characterized by some abstract properties and are called Baker–
Akhiezer functions (compare with [D-K-N, Chapter 2 §2.] and conditions Baker–Akhiezer
function (i)–(ii) in the proof of Lemma 2.30). Obviously these functions uniquely determine
the corresponding potentials, which therefore have to be analytic. Finally, all sheaves of this
form may be characterized (compare with [Sch]).
Lemma 2.26. If a pair of potentials of the form (U, U¯) obeys the condition Finite type
potentials (i), then it satisfies also the condition Finite type potentials (ii).
Proof. For small ε > 0 the open subsets V±ε,δ of F(0, 0) are one–sheeted coverings over some
open subset of k1 ∈ C. Thus, due to the proof of Theorem 2.12, the same is true for arbitrary
potentials V andW . Furthermore, with the exception of finitely many κ ∈ Λ∗ all handles with
index κ are two–sheeted coverings over pˆ ∈ C. Hence the only possible singularities of these
handles are double points. If the normalization of F(U, U¯)/Λ∗ is a compact Riemann surface
with two points removed, then with the exception of finitely many κ ∈ Λ∗ the normalization of
the handles with index κ have two connected components. Since the involution η permutes the
points k±κ , this involution also permutes the two connected components of the normalization
of these handles. This implies that with the exception of finitely many κ ∈ Λ∗ the only
possible singularities of the handle with index κ are double points, which are invariant under
η. Now Corollary 2.17 and condition (iii) of Lemma 2.23 imply that the projection valued
function Pγˆ has no poles on these handles. Thus due to the Maximum principle (see e.g.
[Ah, Chapter 4. Theorem 12.]), the estimates of the eigenfunctions from Theorem 2.12 on
the open sets V±ε,δ extend to these handles. This proves that the normalized eigenfunctions
have only a finite number of poles on the normalization of F(U, U¯)/Λ∗. q.e.d.
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2.5.1 The inverse problem
As we have seen, in some cases we may associate to potentials a compact Riemann surface,
and moreover we found several properties of theses Riemann surface. Let us now try to invert
this procedure and to associate to some Riemann surface with some specified properties a
pair of potentials, such that the compactification of the normalization of the corresponding
complex Fermi curve is equal to the given Riemann surface. First we introduce the data of
tuples (Y,∞−,∞+, k). Here Y is a compact pure one–dimensional complex space with two
marked non–singular points ∞± with the property that each connected component of the
subspace of nonsingular points contains at least one of these points, and k is a multi–valued
meromorphic function from Y into C2, which is holomorphic on Y\{∞−,∞+}. The complex
space Y \ {∞−,∞+} will be a candidate for the one–sheeted covering of a complex Fermi
curve, whose structure sheaf is defined in Structure sheaf 2.24. In the sequel it mostly can
be chosen to be a compact smooth Riemann surface. Furthermore, we assume the following
conditions:
Quasi–momenta (i) The function k has poles of first–order at the two marked points and
for some branch of this function the C–valued functions k1 −
√−1k2 and k1 +
√−1k2
vanish at ∞− and ∞+, respectively.
Quasi–momenta (ii) The difference of two arbitrary branches of the function k is some
element of Λ∗. Conversely, for all κ ∈ Λ∗ and all branches of k, k + κ is some other
branch of k.
Here we do not assume that we may pass from one branch to all other branches by continu-
ation along closed cycles of Y (compare with Remark 4.17).
For all such data (Y,∞−,∞+, k) the image of Y \ {∞−,∞+} under the mapping k is
a pure one–dimensional complex subvariety of C2, which is invariant under translations by
elements of Λ∗. As shown in the following lemma these images are complex Fermi curves
and consequently denoted by F(Y,∞−,∞+, k) or just F . The complex Fermi curves we are
interested in are endowed with the anti–holomorphic involutions ρ and η and the holomorphic
involution σ. In the sequel we therefore impose sometimes the additional conditions:
Quasi–momenta (iii) The complex space Y is endowed with an anti–holomorphic involu-
tion η without fixed points. Moreover, any branch of the transformed function η∗k is
equal to some branch of the function −k¯.
Quasi–momenta (iv) The complex space Y is endowed with an holomorphic involution σ.
Moreover, any branch of the transformed function σ∗k is equal to some branch of the
function −k.
Lemma 2.27. Let Y be a smooth connected compact smooth Riemann surface with two
marked points ∞− and ∞+ and let k be a multi–valued meromorphic function, which is holo-
morphic on Y \ {∞−,∞+}. If (Y,∞−,∞+, k) satisfies the conditions Quasi–momenta (i)–
(iii), then there exists an analytic complex potential U , whose complex Fermi curve is equal
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to F(Y,∞−,∞+, k). Moreover, the pullback of the eigenfunction under the normalization
map takes at all pairwise different elements of Y \ {∞−,∞+} linearly independent values.
Finally, for any choice of finitely many points y1, . . . , yl of Y \ {∞−,∞+} there exists one
of these potentials, such that the values of the pullback of the corresponding eigenfunction at
these points y1, . . . , yl has no zeroes considered as a function from ∆ to C
2.
Due to [G-S-1, Lemma 2.3] the assumption of connectedness of Y is necessary. In fact, if Y
has two connected components, the forms dk1±
√−1dk2 are holomorphic on the component
containing ∞±, respectively. This implies that the intersection form of those two cycles does
not vanish, whose intersection forms with any other cycle is equal to the integral of pˆ and pˇ
along this cycle.
Proof. We use the methods of inverse spectral theory of Lax operators (see e. g. [Kr-1,
D-K-N]). For this purpose it is convenient to introduce the compact complex space Y˜,
which is obtained form Y by identifying the two marked points ∞± to an ordinary double
point. Furthermore, we shall introduce the real two–dimensional subgroup of the Picard
group corresponding to the translations by R2/Λ. For all x ∈ R2, let L˜(x) denote the locally
free sheaf of rank one on Y˜, which is defined by a co–cycle with respect to the covering
Y˜ = Y˜ \ {∞−,∞+}∪ some small neighbourhood of the double point (∞−,∞+). On the
intersection of the two open sets the transition function of this co–cycle is equal to
exp
(
2π
√−1g(x, k)) = exp (2π√−1 (g(x, κˆ)pˆ+ g(x, κˇ)pˇ)) = exp (2π√−1 (qˆpˆ+ qˇpˇ))
for any k ∈ C2. If x belongs to the lattice Λ, then this transition function extends to a
global non–vanishing holomorphic function on Y˜ \ {∞−,∞+}, and the corresponding sheaf
is equal to the structure sheaf of Y˜. Due to the general construction (see e. g. [D-K-N, Sch])
for any divisor D˜ on Y˜, which has the following properties, there is associated a unique
Baker–Akhiezer function.
Divisor (i) D˜ is an integral divisor, whose support is contained in Y˜\{∞−,∞+}. Moreover,
the degree of D˜ is equal to the genus of Y plus one (i. e. the arithmetic genus of Y˜).
Divisor (ii) The difference η(D˜) − D˜ is the principal divisor of a function f , which takes
the values ±1 at the marked points∞±. In particular, this function obeys fη∗f¯ = −1.
Divisor (iii) For all x ∈ R2 the sheaf L˜(x) ⊗ OD˜ on Y˜ has no non–trivial global section,
which vanishes at the double point (∞−,∞+).
For given D˜ let D denote the corresponding divisors on Y. With the help of the Riemann–
Roch theorem [Fo, Theorem 16.9] it is quite easy to see that for any divisor D on Y, which
has the following properties Divisor (i’)–(iii’), there exists a family D˜t parameterized by
t ∈ S1 of divisors on Y˜, fulfilling conditions Divisor (i)–(ii), whose corresponding divisors Dt
are all isomorphic to D. The degree of freedom of this family corresponds to the isospectral
transformations described at the end of Section 2.3.
Divisor (i’) The degree of D is equal to the genus of Y plus one.
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Divisor (ii’) The difference η(D) − D is a principal divisor of a function f , which obeys
fη∗f¯ < 0.
Divisor (iii’) The sheaf OD has no global non–trivial section, which vanishes at the two
marked points ∞− and ∞+.
Remark 2.28. Complex line bundles, whose divisors obey condition (ii) are called quater-
nionic, since the space of sections is a quaternionic space [Hi, p. 667]. In order to distinguish
this notion of quaternionic line bundles from the notion of quaternionic line bundles occur-
ring in ‘quaternionic function theory’, we shall emphasize that the first notion describes a
subclass of complex line bundles. Consequently we shall speak of quaternionic complex line
bundles.
For all x ∈ R2 let L(x) denotes the analogous locally free sheaf of rank one on Y. Obvi-
ously these sheaves correspond to real line bundles of degree zero. In particular, the tensor
product of these line bundles with any quaternionic complex line bundle gives again quater-
nionic complex line bundles. Hence we have to show that there exists a divisor D, whose
degree is equal to the genus of Y plus one, such that the sheaves L(x) ⊗ OD have no non–
trivial global section, which vanishes at the two marked points ∞− and ∞+. Obviously all
these sheaves correspond to quaternionic complex line bundles. Hence the dimension of the
space of global sections is divisible by two. Due to [G-H, Proposition 3.3] the real part of the
component of the Picard group of Y corresponding to degree g ± 1 has a component, which
contains only quaternionic complex line bundles. Due to Marten’s theorem [A-C-G-H, Chap-
ter IV (5.1) Theorem] the subvariety of the Picard group of divisors of degree g − 1, whose
space of sections is at least two–dimensional, has co–dimension of at least three. In Marten’s
theorem it is assumed that the genus is not smaller than three. If the genus is smaller than
three, this statement is trivial, because in these cases no line bundle, whose degree is equal
to the genus minus one, can have a two–dimensional space of global sections. Therefore, the
subvariety of the real part of the Picard group of Y corresponding to quaternionic complex
line bundles of degree g − 1, which have non–trivial global sections, has co–dimension larger
than two. We conclude that there exists a divisor D˜ fulfilling conditions Divisor (i)–(iii), and
consequently a corresponding Baker–Akhiezer function and a corresponding pair of potentials
of the form (U, U¯) whose complex Fermi curve is equal to F(Y,∞−,∞+, k).
If the eigenfunctions corresponding to two different elements y 6= y′ of Y \ {∞−,∞+}
are linearly dependent, then the function k has to take the same values mod Λ∗ at these
elements. Due to Lemma 2.25 this implies that the projection Pγˆdpˆ is not an operator–
valued holomorphic form on Y \ {∞−,∞+}. More precisely, the local sum over all sheets of
Y considered as a covering over pˆ ∈ C, which contain y or y′ (compare with Remark 2.19),
respectively, will then not be a holomorphic function with respect to pˆ. On the other hand
the corresponding Structure sheaf 2.24 is equal to the normalization sheaves. Therefore, due
to an improved version of statement (iv) in Lemma 2.23 (compare with [Sch, Chapter 9]), this
projection valued form Pγˆdpˆ is holomorphic, and the values of the Baker–Akhiezer function
at different points are linearly independent.
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Finally, we remark that due to the construction of the Baker–Akhiezer function, the
eigenfunction corresponding to some element y ∈ Y \ {∞−,∞+} considered as a function
from ∆ to C2 has a zero at x ∈ ∆, if and only if
(i) the element y belongs to the support of D˜(x), and
(ii) the unique global section f of OD˜(x) on Y, which takes the values ±1 at the two marked
points ∞±, is also a section of OD˜(x)−y.
Here D˜(x) denotes the unique integral divisor of Y˜, whose sheaf OD˜(x) is isomorphic to
L˜(x)⊗OD˜. Due to condition Divisor (ii) this implies that η(y) also belongs to the support
of D˜(x), and that f is even a global section of OD˜(x)−y−η(y). In particular, the corresponding
divisor D(x)−y−η(y) of Y is an integral divisor of degree g−1, whose space of global sections
is at least two–dimensional. Again Marten’s theorem [A-C-G-H, Chapter IV (5.1) Theorem]
shows that for generic y this is not the case for all x ∈ R2. q.e.d.
2.5.2 The Ba¨cklund transformations
The one–sheeted coverings of the complex Fermi curve of these potentials, whose structure
sheaf is defined in Structure sheaf 2.24, are equal to the normalization of Y\{∞−,∞+}. This
construction can be generalized to all one–sheeted coverings of F(Y,∞−,∞+, k)/Λ∗ of finite
arithmetic genus, on which the involution η does not have any fixed points (i. e. all double
points of the form (y, η(y)) of the complex Fermi curve have to be removed). Moreover,
the Ba¨cklund transformation provides a tool for transforming a potential corresponding to a
one–sheeted covering of the complex Fermi curve into a potential corresponding to another
one–sheeted covering, such that the former is a one–sheeted covering of the latter (compare
with [E-K],[M-S, Chapter 6.] and [L-McL, Section 4]). We shall now derive the formulas
of these Ba¨cklund transformations in the present context. First we remark that for all
pairs (y, y′) of the complex Fermi curve the transformation D 7→ D +∞− +∞+ − y − y′
preserves the degree of the divisor and therefore should induce an isospectral transformation
of the corresponding potentials, in case they exist. Moreover, due to the properties of the
Baker–Akhiezer function, the n–th partial derivatives of the eigenfunctions yield cross sections
of the sheaves OD(x)+n∞−n∞+. Therefore, we may calculate the Baker–Akhiezer functions
corresponding to the divisors D(x) +∞− + ∞+ − y − y′ in terms of the Baker–Akhiezer
function corresponding to the divisorsD(x). Since we are only interested in pairs of potentials
of the form (U, U¯) the pair (y, y′) has to be invariant under η. In fact, the transformation
D 7→ D+∞−+∞+− y− η(y) preserves the divisors corresponding to quaternionic complex
line bundles. Let ψ be the Baker–Akhiezer function of the pair of complex potentials (U, U¯)
and χ and Jχ¯ the values of ψ at the pair (y, η(y)) of points of the corresponding complex
Fermi curve. In the following considerations χ may be multiplied with some complex number
without changing the transformation. The function
ψ′ =
(
∂ + a b
c ∂¯ + d
)
ψ
48 2 THE BLOCH THEORY
with periodic functions a, b, c, d on R2/Λ has the correct asymptotic behaviour of the Baker–
Akhiezer function corresponding to D(x)+∞−+∞+− y− η(y). If we impose the condition,
that ψ′ vanishes at y and η(y), then these functions are given by
a = −(∂χ1)χ¯1 + χ2(∂χ¯2)
χ1χ¯1 + χ2χ¯2
b =
χ1(∂χ¯2)− (∂χ1)χ¯2
χ1χ¯1 + χ2χ¯2
c = −b¯ = χ2(∂¯χ¯1)− (∂¯χ2)χ¯1
χ1χ¯1 + χ2χ¯2
d = a¯ = −χ1(∂¯χ¯1) + (∂¯χ2)χ¯2
χ1χ¯1 + χ2χ¯2
.
In order to verify that the corresponding Baker–Akhiezer function ψ′ is indeed an eigenfunc-
tion of some Dirac operator we calculate the derivatives
∂¯a = UU¯ − bb¯ ∂¯b = −∂U¯ − U¯a + ba¯
∂c = −∂b¯ = ∂¯U + Ua¯− ab¯ ∂d = ∂a¯ = UU¯ − bb¯.
Now a direct calculation shows that ψ′ is indeed an eigenfunction corresponding to the pair
of potentials (U ′, U¯ ′) = (b¯, b), if χ has no zero considered as a function from ∆ to C2. In
this case the complex Fermi curve F(U ′, U¯ ′) coincides with F(U, U¯). We should remark that
the condition, that the value χ of the original Baker–Akhiezer function at y (or η(y)) has no
zero considered as a function from ∆ to C2, fits perfectly with Lemma 2.27. Obviously these
formulas extend to the situation, where χ is any element of the kernel of the Dirac operator
D(U, U¯, k) with k ∈ F(U, U¯), which has no zero considered as a function from ∆ to C2. In
case that k is a singularity of the complex Fermi curve there might exist several values of
the pullback of the Baker–Akhiezer function to the normalization and more generally the
eigenspace might have dimension larger than one. However, only those elements of the range
corresponding spectral projection P˘([k]) may be used in order to obtain a periodic potential,
which are proper eigenfunctions and have no zero considered as a function from ∆ to C2.
In general these formulas yield for two given (not necessarily quasi–periodic) eigenfunc-
tions χ and ψ of the Dirac operator
(
U ∂
−∂¯ U¯
)
on some domain of C another eigenfunction
ψ′ corresponding to another Dirac operator
(
U ′ ∂
−∂¯ U¯ ′
)
. We would have obtained more general
formulas, if we had started with two elements of the complex Bloch variety (y, y′), which are
not invariant under η. In this context they are called Ba¨cklund transformations [E-K].
We shall derive also the formulas for the inverse transformation corresponding to the
transformation D 7→ D + y + η(y) − ∞− − ∞+. For this purpose we remark that the ar-
guments of the proof of Lemma 2.23 (iv) shows that the divisor D of the Baker–Akhiezer
function and the divisor Dt of the transposed Baker–Akhiezer function obey the relation
OD ⊗ ODt ≃ OK+2∞−+2∞+ , where OK is the dualizing sheaf of the one–sheeted covering
described in Structure sheaf 2.24 (for smooth one sheeted coverings K is the canonical divi-
sor). More precisely, there exists a more restrictive version of this relation, which makes use
of the corresponding one–sheeted coverings of the complex Fermi curve, whose infinities are
identified to an ordinary double point (compare with [Sch]). Therefore, the transformation
D 7→ D+y+η(y)−∞−−∞+ corresponds to the transformationDt 7→ Dt+∞−+∞+−y−η(y),
i. e. to the transformation described above applied to the transposed operators. However, we
may use Lemma 2.22 in order to obtain a formula for the Baker–Akhiezer functions instead
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of the transposed Baker–Akhiezer functions. Let ψ denote the Baker–Akhiezer function of
the pair of potentials (U, U¯), and let φ and Jφ denote the values of the transposed Baker–
Akhiezer function at the two elements k′ and −k¯′ of the complex Fermi curve. Again in the
following formulas φ may be multiplied with some complex number without changing the
transformation. Due to Lemma 2.22 the two functions
x+γˆ∫
x
φ2ψ1dz + φ1ψ2dz¯
exp(2π
√−1g(γˆ, k − k′))− 1 and
x+γˆ∫
x
φ¯1ψ1dz − φ¯2ψ2dz¯
exp(2π
√−1g(γˆ, k + k¯′))− 1
define for all x ∈ R2 meromorphic functions on the complex Fermi curve with first–order
poles at the elements k′ and −k¯′, respectively. Moreover, due to the normalization factor,
in which k denotes the corresponding function on the complex Fermi curve, these functions
are cross sections of the bundle on R2/Λ corresponding to [k − k′] and [k + k¯′], respectively.
Furthermore, due to the normalization factor these functions do not depend on the period γˆ.
Their asymptotic behaviour near ∞± may be calculated as
x+γˆ∫
x
φ2ψ1dz + φ1ψ2dz¯
exp(2π
√−1g(γˆ, k − k′))− 1 =
{
(γˆ1−
√−1γˆ2)φ1(x) exp(2pi
√−1g(x,k))
2pi
√−1g(γˆ,k) (1 +O(1/g(γˆ, k))) at ∞−
(γˆ1+
√−1γˆ2)φ2(x) exp(2pi
√−1g(x,k))
2pi
√−1g(γˆ,k) (1 +O(1/g(γˆ, k))) at ∞+.
x+γˆ∫
x
φ¯1ψ1dz − φ¯2ψ2dz¯
exp(2π
√−1g(γˆ, k + k¯′))− 1 =
{−(γˆ1−√−1γˆ2)φ¯2(x) exp(2pi√−1g(x,k))
2pi
√−1g(γˆ,k) (1 +O(1/g(γˆ, k))) at ∞−
(γˆ1+
√−1γˆ2)φ¯1(x) exp(2pi
√−1g(x,k))
2pi
√−1g(γˆ,k) (1 +O(1/g(γˆ, k))) at ∞+.
We conclude that
ψ′ =
(
φ¯2
φ¯1
)
φ1φ¯1 + φ2φ¯2
x+γˆ∫
x
φ2ψ1dz + φ1ψ2dz¯
exp(2π
√−1g(γˆ, k − k′))− 1 +
(
φ1
−φ2
)
φ1φ¯1 + φ2φ¯2
x+γˆ∫
x
φ¯1ψ1dz − φ¯2ψ2dz¯
exp(2π
√−1g(γˆ, k + k¯′))− 1
has the properties of the Baker–Akhiezer function corresponding to the divisor D+y+η(y)−
∞− −∞+. The derivatives of these functions are given by
∂
x+γˆ∫
x
φ2ψ1dz + φ1ψ2dz¯
exp(2π
√−1g(γˆ, k − k′))− 1 = φ2(x)ψ1(x),
∂
x+γˆ∫
x
φ¯1ψ1dz − φ¯2ψ2dz¯
exp(2π
√−1g(γˆ, k + k¯′))− 1 = φ¯1(x)ψ1(x),
∂¯
x+γˆ∫
x
φ2ψ1dz + φ1ψ2dz¯
exp(2π
√−1g(γˆ, k − k′))− 1 = φ1(x)ψ2(x),
∂¯
x+γˆ∫
x
φ¯1ψ1dz − φ¯2ψ2dz¯
exp(2π
√−1g(γˆ, k + k¯′))− 1 = −φ¯2(x)ψ2(x).
Furthermore, the values of ψ′ at the points k′ and −k¯′ satisfy the equations
(
U ′ ∂
−∂¯ U¯ ′
) (φ¯2
φ¯1
)
φ1φ¯1 + φ2φ¯2
= 0,
(
U ′ ∂
−∂¯ U¯ ′
) ( φ1−φ2
)
φ1φ¯1 + φ2φ¯2
= 0,
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with the transformed potential
U ′ =
(∂φ2)φ¯1 − φ2(∂φ¯1)
φ1φ¯1 + φ2φ¯2
.
All these equations imply that ψ′ is indeed the Baker–Akhiezer function of the pair of poten-
tials (U ′, U¯ ′), if φ considered as a function from ∆ to C2 has no zero. Moreover, if in addition
χ is an element of the kernel of D(U, U¯, k′), such that the integral
x∫
x′
φ2χ1dz + φ1χ2dz¯ yields
a periodic function with respect to x, then for all x′ ∈ R2 the function
χ′ =
(
φ¯2
φ¯1
)
φ1φ¯1 + φ2φ¯2
x∫
x′
φ2χ1dz + φ1χ2dz¯ +
(
φ1
−φ2
)
φ1φ¯1 + φ2φ¯2
x+γˆ∫
x
φ¯1χ1dz − φ¯2χ2dz¯
exp(2π
√−1g(γˆ, k′ + k¯′))− 1
belongs to the kernel of the transformed Dirac operator D(U ′, U¯ ′, k′). Due to Lemma 2.22
this condition on χ is equivalent to the condition 〈φ2, χ1〉 = 0 and 〈φ1, χ2〉 = 0.
A direct calculation shows that for any element y of the normalization the two Ba¨cklund
transformations corresponding to the values of the pullback of the (transposed) Baker–
Akhiezer function to the normalization are inverse to each other, in agreement with the
corresponding transformations of the divisors: D 7→ D +∞− +∞+ − y − η(y) and D 7→
D + y + η(y)−∞− −∞+. We collect our calculations and observations in the following
Lemma 2.29. Let ψ be the Baker–Akhiezer function of the pair of potentials (U, U¯). If χ
belongs to the kernel of D(U, U¯, k) and has no zero considered as a function from ∆ to C2,
then the function
ψ′ =
(
1
χ1χ¯1 + χ2χ¯2
(−(∂χ1)χ¯1 + χ2(∂χ¯2) χ1(∂χ¯2)− (∂χ1)χ¯2
χ2(∂¯χ¯1)− (∂¯χ2)χ¯1 −χ1(∂¯χ¯1) + (∂¯χ2)χ¯2
)
+
(
∂ 0
0 ∂¯
))
ψ
is the Baker–Akhiezer function of the pair of potentials (U ′, U¯ ′) with
U ′ =
(∂¯χ2)χ¯1 − χ2(∂¯χ¯1)
χ1χ¯1 + χ2χ¯2
,
and the complex Fermi curves F(U, U¯) and F(U ′, U¯ ′) coincide. In particular, if χ is the value
of the pullback of ψ under the normalization map at some element y of the normalization,
then the corresponding divisors obey the relation D′ ∼ D+∞−+∞+−y−η(y). Conversely,
if ψ belongs to the kernel of Dt(U, U¯, k) and has no zero considered as a function from ∆ to
C2, then the function
ψ′ =
(
φ¯2
φ¯1
)
φ1φ¯1 + φ2φ¯2
x+γˆ∫
x
φ2ψ1dz + φ1ψ2dz¯
exp(2π
√−1g(γˆ, k − k′))− 1 +
(
φ1
−φ2
)
φ1φ¯1 + φ2φ¯2
x+γˆ∫
x
φ¯1ψ1dz − φ¯2ψ2dz¯
exp(2π
√−1g(γˆ, k + k¯′))− 1
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is again the Baker–Akhiezer function of the pair of potentials (U ′, U¯ ′) with
U ′ =
(∂φ2)φ¯1 − φ2(∂φ¯1)
φ1φ¯1 + φ2φ¯2
.
Again the complex Fermi curves F(U, U¯) and F(U ′, U¯ ′) coincide. If in particular φ is the
value of the pullback of the transposed Baker–Akhiezer function under the normalization map
at some element y of the normalization, then the corresponding divisors obey the relation D′ ∼
D+ y + η(y)−∞−−∞+. Finally, the special cases of these two Ba¨cklund transformations,
which correspond to the values of the pullback of the (transposed) Baker Akhiezer function at
some element y of the normalization, are inverse to each other. q.e.d.
2.5.3 A compactification of the isospectral sets
For complex potentials U , the values of the first integral is equal to the square of the L2–norm
times four. Hence, due to Lemma 2.6 the isospectral set of a complex Fermi curve correspond-
ing to small values of the first integral is weakly compact. In the proof of Lemma 2.27 we
actually showed that the isospectral set of complex potentials U is isomorphic to an open
dense subset of one connected real component of the Picard group. Therefore, for small
values of the first integral all elements of this connected real component of the Picard group
obey condition Divisor (iii) (i. e. they are non special divisors of Y˜). For two other classes
of complex Fermi curves this is also true: in [Hi, Proposition 7.15] it is proven that for all
real–σ–hyperelliptic complex Fermi curves (i. e. the normalization of the quotient Yσ of Y
modulo the holomorphic involution σ is isomorphic to P1 endowed with the anti–holomorphic
involution with one real cycle) again all quaternionic complex line bundles of degree equal
to the genus plus one are non–special. If a linear combination of the functions pˆ and pˇ ex-
tends to a single–valued meromorphic functions on the Riemann surface Y, the same can be
proven with the help of the arguments in [Sch, Theorem 8.3]. In all these cases the proof
of Lemma 2.27 actually shows that the eigenfunctions corresponding to any element of the
normalization of the complex Fermi curve has no zeroes considered as a C2–valued function
on ∆.
We shall see that not for all compact smooth Riemann surfaces Y obeying conditions
Quasi–momenta (i)–(iii), the isospectral sets of all complex potentials U are compact. In
contrast for example to the case where a linear combination of the functions pˆ and pˇ extends to
a single–valued meromorphic function, the L2–norms of the partial derivatives of the potential
U , cannot be estimated in terms of the higher integrals. Moreover, later we shall consider
non–connected compact Riemann surfaces Y fulfilling conditions Quasi–momenta (i)–(iii),
which are not complex Fermi curves, i. e. the corresponding isospectral sets are empty. But
the isospectral sets have a natural compactification, which we shall construct now.
Lemma 2.30. Let Y be a compact smooth Riemann surface with two marked points ∞− and
∞+ and k a multi–valued meromorphic function, which is holomorphic on Y \ {∞−,∞+}.
If Y, k,∞−,∞+) satisfies the conditions Quasi–momenta (i)–(iii), then the isospectral set
has a natural compactification isomorphic to a real torus, whose dimension is equal to the
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genus of Y plus one. The elements of this compactified isospectral sets are integral divisors
on R2/Λ together with analytic complex potentials U on the complement of the support of
the divisor. The corresponding Baker–Akhiezer functions yield a family of elements in the
kernel of the restriction of the Dirac operator D(U, U¯, k) to the complement of the support of
the divisor, which is parameterized by the corresponding complex Fermi curve. Finally, the
first integral is equal to the square of the L2(R2/Λ)–norm of the potential times four plus 4π
times the degree of the divisor.
The corresponding Baker–Akhiezer functions belong to the kernel of Finite rank Pertur-
bations 3.22 of the Dirac operators D(U, U¯, k), whose support is the support of the divisor
(compare with Section 3.4.1).
Proof. We extend the construction of the Baker–Akhiezer function in Lemma 2.27 to all
divisors of Y˜, which obey conditions Divisor (i)–(ii). Here Y˜ is again obtained from Y by
identifying the two marked points ∞± to an ordinary double point.
First we claim that these divisors obey condition Divisor (iii) for all x ∈ R2/Λ with
the exception of finitely many x1, . . . , xL ∈ R2/Λ. Due to the consideration in the proof of
Lemma 2.27 it suffices to show, that for all divisors D on Y fulfilling conditions Divisor (i’)–
(ii’), there exists only finitely many x1, . . . , xL ∈ R2/Λ, for which the sheaf L(x)⊗OD−∞−−∞+
has non–trivial global sections. Due to the Brill–Noether theory [A-C-G-H, Chapter IV] the
set of all divisors on Y fulfilling condition Divisor (i’), which violate condition Divisor (iii’),
is a subvariety of the (g + 1)–th symmetric product of Y. We conclude that for all divisors
D on Y fulfilling conditions Divisor (i’)–(ii’) the set of all x ∈ R2/Λ, for which the sheaf
L(x)⊗OD−∞−−∞+ has non–trivial global sections is a real subvariety. Therefore, either this
set is finite, or it contains locally an analytic one–dimensional submanifold. We exclude the
latter case by contradiction. Without loss of generality we may assume that x = 0 belongs to
the analytic submanifold, and that dimH0(Y,L(x)⊗OD−∞−−∞+) is locally constant. In this
case we have a flat family of locally free sheaves on Y parameterized by some open disc in C.
Due to [G-P-R, Chapter III. §4. Theorem 4.7] the direct image of this family has a section on
the disc. The n–th derivatives of this section with respect to the deformation parameter yield
global sections of OD+(n−1)∞−+(n−1)∞+ , which are not global sections of OD+(n−2)∞−+(n−2)∞+ .
Since for all n ∈ N0 the divisor D + (n − 1)∞− + (n− 1)∞+ corresponds to a quaternionic
complex line bundle, this implies that for all n ∈ N0
dimH0(Y,OD+(n−1)∞−+(n−1)∞+) = 2n+ dimH0(Y,OD−∞−−∞+) ≥ 2n+ 2.
This contradicts to the Riemann–Roch theorem [Fo, Theorem 16.9 and Theorem 17.16].
We conclude that the Baker–Akhiezer function exists for all divisors D˜ on Y˜, which satisfy
conditions Divisor (i)–(ii). But in general these Baker–Akhiezer functions have besides the
poles on Y˜, which are independent of x ∈ R2/Λ, in addition finitely many poles x1, . . . , xL
on R2/Λ, which are independent of y ∈ Y˜. As in the usual case, on the complements of the
second type of poles the asymptotic behaviour of the Baker–Akhiezer function determines
a complex potential U , such that the value of the Baker–Akhiezer function at any element
of Y˜ \ {∞−,∞+} restricted to this complement (R2 \ {x1, . . . , xL}) /Λ is an element of the
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kernel of the Dirac operator D(U, U¯, k), where k is the value of the function k at the same
element of Y˜ \{∞−,∞+}. Furthermore, the L2–norms of these potentials are bounded, since
they are limits of potentials with bounded L2–norm.
If the divisor D˜ satisfies conditions Divisor (i)–(iii), then the Baker–Akhiezer function
ψ(x, y) =
(
ψ1(x,y)
ψ2(x,y)
)
is the unique function with the following properties:
Baker–Akhiezer function (i) For all x ∈ R2 the restriction of ψ(x, ·) to Y \ {∞−,∞+} is
a section of OD.
Baker–Akhiezer function (ii) For all x ∈ R2 the function exp (−2π√−1g(x, k))ψ(x, ·)
is holomorphic in some neighbourhood of ∞− and ∞+. At these points it takes the
values ( 10 ) and (
0
1 ), respectively.
In some neighbourhood of ∞± we may expand the product exp (−2π√−1g(x, k))ψ(x, y)
with respect to the local parameter 1/k1:
exp
(−2π√−1g(x, k))ψ(x, y) =


(
0
1
)
+
(
ψ˜−1,1(x)/k1
ψ˜−2,1(x)/k1
)
+O(1/k21) at ∞−(
1
0
)
+
(
ψ˜+1,1(x)/k1
ψ˜+2,1(x)/k1
)
+O(1/k21) at ∞+.
Due to Lemma 3.12 the function k2 has the asymptotic expansion
k2 = ±
√−1
(
k1 − W
8π2 vol(R2/Λ)
1/k1
)
+O(1/k21)
at∞±. Since the Baker–Akhiezer function lies in the kernel of the Dirac operator D(U, U¯, k),
we obtain the equations
U(x) + 2π
√−1ψ˜+2,1(x) = 0 U(x)ψ˜−1,1(x) +
√−1W
8π vol(R2/Λ)
+ ∂ψ˜−2,1(x) = 0
U¯(x)ψ˜+2,1(x)−
√−1W
8π vol(R2/Λ)
− ∂¯ψ˜+1,1(x) = 0 U¯ − 2π
√−1ψ˜−1,1(x) = 0
These equation show that the first integral is equal to W = 4
∫
R2/Λ
U(x)U¯ (x)d2x.
We shall modify this calculation of the Baker–Akhiezer function in the case of poles with
respect to x. In this case the Baker–Akhiezer function satisfies conditions Baker–Akhiezer
function (i)–(ii) only for all x in the complement of (x1+Λ)∪ . . .∪(xL+Λ). This function has
a unique meromorphic extension to the product of a small neighbourhood of R2 in C2 with
Y\{∞−,∞+}. Moreover, the product exp (−2π√−1g(x, k))ψ(x, y) has also a meromorphic
extension to the product of a small neighbourhood of R2 in C2 with some neighbourhood of
∞±. We shall see that the functions ψ˜+1,1 and ψ˜−2,1 have only first order poles at the points
x1, . . . , xL. Dolbeault’s Lemma [Gu-Ro, Chapter I Section D 2. Lemma] and the equations
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above imply that in this case the first integral is equal to W = 4
∫
∆\{x1,... ,xL}
U(x)U¯ (x)d2x
minus 8π2
√−1 times the sum over all Laurent coefficients of ψ˜+1,1(x) and ψ˜−2,1(x) at x1, . . . , xL
corresponding to the singular term
(
(x− xl)1 ±
√−1(x− xl)2
)−1
. In order to calculate these
Laurent coefficients it is convenient to consider the limit
ψ±l (x, k1) = lim
λ→∞
exp
(−2π√−1g(xl, k))ψ(xl + x/λ, k1λ)
in the neighbourhood of ∞±, respectively. Here we parameterize small neighbourhoods of
∞± by the local parameters 1/k1. More precisely, the Baker–Akhiezer function extends to a
function on a neighbourhood of R2 ×∞± in C2 × Y with prescribed essential singularity at
∞±, which is meromorphic with respect to x ∈ C2. The functions ψ±l (x, k1) are the pullbacks
of the products of exp
(−2π√−1g(xl, k)) with the Baker–Akhiezer function to the blowing
up of C2×Y at the points xl×∞± (compare with [Har, Chapter I Section 4]). The condition
Baker–Akhiezer function (ii) determines the values of the products of these functions with
exp
(−2π√−1g(x, k)) at k1 = ∞. This implies that these products are meromorphic. Due
to Lemma 2.27 the potential U is a limit of potentials with finite L2–norms. Therefore U
has finite L2–norm. Moreover, the limits lim
λ→∞
U(xl + x/λ)/λ are equal to zero for x 6= 0.
Furthermore, since on the complement of (x1 + Λ) ∪ . . . ∪ (xL + Λ) the Baker–Akhiezer
functions belong to the kernel of the Dirac operator, for x 6= 0 the functions ψ±l belong to
the kernel of
(
0 ∂
−∂¯ 0
)
. This implies that the functions ψ±l (x, k1) are of the form
ψ±l (x, k1) = ql(1/z
±) exp(z±)
(
(1±1)/2
(1∓1)/2
)
with z± = 2π
√−1k1(x1 ±
√−1x2).
Here ql is a rational function with respect to 1/z
± ∈ P1, which is at z± =∞ equal to 1, and
has poles only at z± = 0.
Remark 2.31. The non–trivial components of these functions can be considered as Baker–
Akhiezer functions of rational solutions of the Kadomtsev–Petviashvili Equation. For example
the non–trivial components of the functions ψ+l (x, k) corresponding to the cases Nl = {n ∈
Z | −d ≤ n} \ {−d + 1,−d+ 3, . . . , d− 1} are the Baker–Akhiezer functions of the rational
solutions of the KdV equation corresponding to the Lax operators (∂)2 − d(d + 1)/(x1 +√−1x2)2 [A-McK-M]. The blowing up extracts from the Baker–Akhiezer function exactly
that part, which describes the singularity at xl, and shifts the potential to infinity. Therefore,
these Baker–Akhiezer functions are elements of the kernel of finite rank perturbations of
the Dirac operator without potential on P1 (compare with Section 3.4.1). The corresponding
spectral curves have disconnected normalization similar to the complex Fermi curves with
disconnected normalization. The former Baker–Akhiezer functions, however, correspond to
rational solutions of the Kadomtsev–Petviashvili Equation, and the latter to elliptic solutions.
For all xl let Nl ⊂ Z be the unique subset of the integer numbers with the property that
dimH0
(
Y,OD(xl)+n(∞−+∞+)
)− dimH0 (Y,OD(xl)+(n−1)(∞−+∞+)) =
{
2 if n ∈ Nl
0 if n /∈ Nl.
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We should remark that the space of global sections of the sheaves OD(xl)+n∞−+n∞+ have even
dimension, since they correspond to quaternionic complex line bundles. Due to the Riemann–
Roch theorem [Fo, Theorem 16.9 and Theorem 17.16] Nl has as many negative elements as
there exists non–negative natural numbers, which does not belong to Nl. Therefore, the
Laurent expansion of ψ±l at z
± = ∞ has no term of the form (z±)n, if n /∈ Nl. These
properties uniquely determine the functions ψ±l . The corresponding rational functions ql are
polynomials with integer coefficients. In fact, if −dl denotes the smallest element of Nl, then
ql has to be a polynomial of degree dl, whose lowest coefficient is equal to one. Moreover,
since Nl does not contain exactly dl elements of the subset of all natural numbers, which are
larger than −dl, this polynomial has to obey exactly dl equations. If 1, a1, . . . , adl are the
coefficients of the polynomial ql, then the polynomial
pl(z) = (z + 1)(z + 2) . . . (z + dl) + a1 ((z + 2) . . . (z + dl)) + . . .+ adl
has to vanish at all n ∈ {n ∈ Z | −dl ≤ n} \ Nl. Since {n ∈ Z | −dl ≤ n} \ Nl has
exactly dl elements, the polynomial pl is the unique polynomial with highest coefficient 1,
which vanishes at all elements of {n ∈ Z | −dl ≤ n} \Nl. Obviously the coefficients of ql are
integer linear combinations of the coefficients of pl. Therefore, the set Nl uniquely determines
the polynomial ql, and these polynomials have integer coefficients. Moreover, a1 is equal to
−dl(dl + 1)/2 minus the sum over all elements of {n ∈ Z | −dl ≤ n} \ Nl. This natural
number is equal to the sum over all elements in Nl ∩−N minus the sum over all elements in
N0, which does not belong to Nl. We define the local contribution to the Willmore energy
(compare with [P-P, B-F-L-P-P, F-L-P-P]) at xl of the Baker–Akhiezer function Wsing,xl(ψ)
as this natural number times −4π, which is always non–negative, and zero if and only if
Nl = N0. We conclude that the first integral is equal to
W = 4
∫
R2/Λ
U(x)U¯ (x)d2x+Wsing with Wsing =
L∑
l=1
Wsing,xl(·).
We consider the points x1, . . . , xL as singularities of the holomorphic structure of the corre-
sponding quaternionic line bundle in the sense of ‘quaternionic function theory’ (compare with
[P-P, B-F-L-P-P, F-L-P-P]). In analogy to the Local contribution to the arithmetic genus 4.3
of singularities in the sense of complex function theory these singularities of ‘quaternionic
function theory’ have in addition a local contribution to the Willmore energy. q.e.d.
Due to this formula the isospectral sets of all complex Fermi curves of finite geometric
genus, whose first integral is smaller than 4π are compact (compare with Remark 2.5 and
Remark 2.8). Moreover, due to the explicit calculation of Wsing,xl(·) in terms of Nl it is
possible to classify all Nl, with the property that the corresponding Wsing,xl(·) ≤ 4nπ. For
some given Nl the local contribution to the Willmore energy Wsing,xl(·) is equal to the sum
over all elements of N0, which do not belong to Nl, minus the sum over all elements of Nl∩−N.
For some given dl the corresponding Wsing,xl(·) satisfies the inequality Wsing,xl(·) ≥ 4dlπ, and
equality holds if and only if Nl = N ∪ {−dl}. The possible Nl’s with some given Wsing,xl(·)
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decompose into groups with m = 1, . . . ,M negative elements, where
2M(M + 1)π + 2M(M − 1)π = 4M2π ≤Wsing,xl(·).
Hence for each m with 4m2π ≤Wsing,xl(·) the sum Σ−l of all negative elements of Nl and the
sum Σ+l of all elements of N0, which do not belong to Nl satisfy
Wsing,xl(·) = Σ+l − Σ−l and −
Wsing,xl(·)
4π
+m(m− 1)/2 ≤ Σ−l ≤ −m(m+ 1)/2.
Hence for each m with 4m2π ≤Wsing,xl(·) there are exactly Wsing,xl(·)/(4π)−m2+1 possible
values of Σ−l and Σ
+
l . Moreover, for some given m, Σ
−
l and Σ
+
l , there are exactly so many
Nl’s, as the number of choices of m different elements of −N, whose sum is equal to Σ−l ,
times the number of choices of m different elements of N0, whose sum is equal to Σ
+
l . In the
following table we state all possible Nl’s, whose local contribution to the Willmore energy
Wsing,xl(·) is not larger than 20π. Instead of Nl we state all negative elements of Nl together
with all elements of N0, which does not belong to Nl:
Wsing,xl(·) m = 1 m = 2
4π −1, 0
8π −1, 1 −2, 0
12π −1, 2 −2, 1 −3, 0
16π −1, 3 −2, 2 −3, 1 −4, 0 −2,−1, 0, 1
20π −1, 4 −2, 3 −3, 2 −4, 1 −5, 0 −2,−1, 0, 2 −3,−1, 0, 1
On Riemann surfaces there exists a one–to–one correspondence between line bundles and
divisors [Fo, Chapter III. §29.11], which is compatible with the degrees of line bundles and
divisors. With the help of this correspondence those elements in the compactification of the
isospectral sets, which do not belong to the isospectral sets, can be shown to correspond to
Dirac operators with potentials acting on topological non–trivial bundles. These generalized
Dirac operators occur also in ‘quaternionic function theory’ developed by F. Pedit and U.
Pinkall, which describes immersions into R4.
If a complex Fermi curve has singularities, then the isospectral set contains besides the
potentials considered in Lemma 2.27, whose corresponding Structure sheaf 2.24 is the nor-
malization sheaf of the complex Fermi curve in addition potentials, whose corresponding
Structure sheaf 2.24 differs from the normalization sheaf. Due to Corollary 2.17 (ii), on the
one–sheeted coverings introduced in Structure sheaf 2.24 corresponding to potentials of the
form (U, U¯) the involution η does not have fixed points. Due to Lemma 2.26 all one–sheeted
coverings of the complex Fermi curve of finite geometric genus have finite arithmetic genus.
The proofs of Lemma 2.27 and Lemma 2.30 carry over to these one–sheeted coverings and
show that for any such one–sheeted covering the real component of the Picard group, whose
degree is equal to the arithmetic genus of this one–sheeted covering plus one, parameterizes
a family of generalized potentials in the sense of Lemma 2.30. More precisely, sue to [Sch,
Chapter 9] all sheaves, which correspond to some potential with a given Structure sheaf 2.24,
are characterized as coherent subsheaves of the sheaf of meromorphic functions, whose de-
gree is equal to the corresponding arithmetic genus, if the two infinities are identified to an
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ordinary double point. But for our purpose it is enough to consider only those potentials,
which correspond to locally free rank–one sheaves. For any data (Y,∞−,∞+, k) fulfilling
Quasi–momenta (i)–(iii) let Wsing,max(Y,∞−,∞+, k) denote the maximal contribution of the
singularities to the Willmore energy of the corresponding compactified isospectral set de-
scribed analogous to those described in Lemma 2.30, whose Structure sheaf 2.24 coincides
with the structure sheaf of Y . Due to Lemma 2.30 this maximal contribution of the singu-
larities to the Willmore energy obeys the inequality
Wsing,max(Y,∞−,∞+, k) ≤W(F) = W(Y,∞−,∞+, k).
A Baker–Akhiezer function has a pole at x ∈ R2/Λ, if and only if the divisor D(x)−∞−−∞+
is the pole divisor of a function f fulfilling fη∗f¯ = −1, whose degree is equal to the arithmetic
genus g of Y minus a positive odd number. More precisely, the minimum of the degrees of
all functions f fulfilling fη∗f¯ = −1, whose degree is equal to g + 1 modulo two, is larger or
equal to g + 1− 2Wsing,max(Y,∞−,∞+, k)/(4π). Moreover, the maximal contribution of the
singularities to the Willmore energy does not vanish, if and only if there exists a function f
fulfilling fη∗f¯ = −1, whose degree is equal to g minus a positive odd number.
If in addition (Y,∞−,∞+, k) fulfills condition Quasi–momenta (iv), then the following
condition implies that the corresponding (generalized) potentials are real:
Divisor (iv) There exists a function g on Y˜ which takes the same values at ∞±, whose
divisor is equal to the zero divisor of dk2 minus D˜ + σ(D˜).
Therefore, the real part of the compactification of the isospectral sets are real tori, which
are isomorphic to the Prym varieties of Y˜ together with the holomorphic involution σ (see e.
g. [L-B, Chapter 12]). In particular, if the isospectral sets are compact (e. g. if the complex
Fermi curve is real–σ–hyperelliptic, or if a linear combination of pˆ and pˇ extends to a single–
valued meromorphic function, or if the first integral is smaller than 4π) then the real part
of the isospectral is not empty. We do not know whether there exist complex Fermi curves,
whose isospectral sets are not empty, but whose real parts are empty.
3 The moduli space
3.1 Variations of complex Fermi curves
In this section we want to investigate the behaviour of the map (V,W ) 7→ F(V,W ) under
small variations of the potentials. In particular, we will characterize those variations (δV, δW )
of the potentials, which induce no variation of the complex Fermi curve. For this purpose
we use the Fundamental domain 2.1 and the corresponding notations. If δV and δW are
variations of the potentials V and W , then we may define a one–form on the complex Fermi
curve F(V,W ) by the formula
ΩV,W (δV, δW ) = δpˇ · dpˆ− δpˆ · dpˇ.
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Since in general the complex Fermi curves of deformed potentials are also deformed, it is
not clear a priori whether this definition makes sense. For example, either the condition
δpˆ = 0 or the condition δpˇ = 0 may be used to identify locally the complex Fermi curve of
the deformed potential with the undeformed complex Fermi curve. In the first case we may
consider pˇ locally as a function of pˆ and a deformation parameter t and in the second case
pˆ locally as a function of pˇ and t. In the first case ΩV,W (δV, δW ) equals
∂pˇ
∂t
dpˆ and in the
second case it equals −∂pˆ
∂t
dpˇ. But as shown in [G-S-1, Section 1.3] the form does not depend
in which way we identify the different complex Fermi curves. In fact, due to Theorem 2.3
locally the complex Fermi curves may be described by an equation of the form R(pˆ, pˇ) = 0.
Moreover, if d is the number of sheets of the covering map pˆ, then due to the Weierstraß
Preparation theorem [G-P-R, Chapter I. Theorem 1.4] R can be chosen to be a polynomial
with respect to pˇ of degree d, whose coefficients are holomorphic functions depending on pˆ,
and whose highest coefficient is equal to 1. The equations
dR(pˆ, pˇ) = δR(pˆ, pˇ) +
∂R(pˆ, pˇ)
∂pˆ
δpˆ+
∂R(pˆ, pˇ)
∂pˇ
δpˇ = 0 and
∂R(pˆ, pˇ)
∂pˆ
dpˆ+
∂R(pˆ, pˇ)
∂pˇ
dpˇ = 0
imply the equation
δpˇdpˆ− δpˆdpˇ = −δR(pˆ, pˇ) dpˆ
∂R(pˆ,pˇ)
∂pˇ
= δR(pˆ, pˇ)
dpˇ
∂R(pˆ,pˇ)
∂pˆ
.
Hence due to Lemma 2.20 ΩV,W (δV, δW ) is a well defined regular form. If we consider λ
locally as a function of pˆ, pˇ, and t, then the choice δpˆ = 0 yields
ΩV,W (δV, δW ) =
∂λ
∂t
dpˆ
∂λ
∂pˇ
= tr
(
P
(
δV 0
0 δW
))
dpˆ
∂λ
∂pˇ
= tr
(
Pγˆ
(
0 δW
κˇ2−
√−1κˇ1
δV
κˇ2+
√−1κˇ1 0
))
dpˆ
π
.
Here we have used the relation between P and Pγˆ established in the proof of Lemma 2.23.
Lemma 3.1. Let δV ∈ L2(R2/Λ) and δW ∈ L2(R2/Λ) be variations of V and W , respec-
tively. Then ΩV,W (δV, δW ) = tr
(
Pγˆ
(
0 δW
κˇ2−
√−1κˇ1
δV
κˇ2+
√−1κˇ1 0
))
dpˆ
π
is a regular one–form, on
F(V,W ), independent of the choice of γˆ and γˇ.
Proof. By Lemma 2.23 (iv), Pγdpˆ is a regular one–form on F(V,W ). Thus also ΩV,W (δV, δW )
is a regular one–form. All matrices ( a bc d ) ∈ SL(2,Z) induce the modular transformations:
dpˆ∆′ = a dpˆ∆ + b dpˇ∆
∂
∂pˆ∆′
= d
∂
∂pˆ∆
− c ∂
∂pˇ∆
dpˇ∆′ = c dpˆ∆ + d dpˇ∆
∂
∂pˇ∆′
= −b ∂
∂pˆ∆
+ a
∂
∂pˇ∆
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On the complex Fermi curve we have the following identity:
∂λ
∂pˆ
dpˆ+
∂λ
∂pˇ
dpˇ = 0.
Therefore we obtain
dpˆ∆′
∂λ
∂pˇ∆′
=
a · dpˆ∆ + b · dpˇ∆
a ∂λ
∂pˇ∆
− b ∂λ
∂pˆ∆
=
a ∂λ
∂pˇ∆
dpˆ∆ + b
∂λ
∂pˇ∆
dpˇ∆
∂λ
∂pˇ∆
(
a ∂λ
∂pˇ∆
− b ∂λ
∂pˆ∆
) =
(
a ∂λ
∂pˇ∆
− b ∂λ
∂pˆ∆
)
dpˆ∆
∂λ
∂pˇ∆
(
a ∂λ
∂pˇ∆
− b ∂λ
∂pˆ∆
) = dpˆ∆
∂λ
∂pˇ∆
.
On the other hand it follows from the proof of (iii) of Lemma 2.23 that ΩV,W (δV, δW ) is
equal to
ΩV,W (δV, δW ) = tr
(
P
(
δV 0
0 δW
))
dpˆ
∂λ
∂pˇ
,
and does not change under the modular transformations. q.e.d.
This map ΩV,W should be considered as the derivative of the map (V,W ) 7→ F(V,W ).
Due to a general feature of the integrable systems having Lax operators, the dual of this
map is the infinitesimal action of the Lie algebra of the Picard group on the isospectral
sets. More precisely, Se´rre duality is a pairing between the space of holomorphic one–forms
and the Lie algebra of the Picard group [Fo, §17. and §21.6], and on the other hand the
symplectic form is a pairing on the tangent space of the phase space of the integrable system.
Therefore, the dual of the map ΩV,W with respect to these pairings is a map from the Lie
algebra of the Picard group into the tangent space of the phase space. Furthermore, the
isospectral sets correspond to open dense subsets of one component of the Picard group
(with specified degree). Therefore, the Picard group acts on the isospectral sets, and the
derivative of this action yields a map from the Lie algebra of the Picard group into the
tangent space of the phase space. The Hamiltonian structure fits together with the function
theoretic properties of the spectral curves, and the second map is the dual of the first map.
To work out this structure completely implies a lot of analytical work (compare with [Sch]).
In the following lemma we define the infinitesimal action of the Lie algebra of the Picard
group on the isospectral sets. We show that this map is the dual map of ΩV,W with respect
to Se´rre duality and the symplectic form. For this purpose we represent the elements of the
Lie algebra of the Picard group by those data, which enter in the first Cousin Problem (see
e. g. [Ah, Chapter 5 2.1.] and [G-P-R, Chapter III. §3.3.]). These data are the singular
parts of local meromorphic functions, sometimes called Mittag-Leffler distributions. If we
identify those data with zero, which are the singular parts of global meromorphic functions,
the resulting space is canonically isomorphic with the Lie algebra of the Picard group [Fo,
§18.2].
We shall use the notations introduced in the context of the Fundamental domain 2.1, but
the operators under consideration act on the Hilbert bundle corresponding to the Trivializa-
tion 2.2.
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Lemma 3.2. Let f be a meromorphic function with finitely many poles on some open neigh-
bourhood U of F(V,W )/Λ∗. Then there exists a meromorphic function A˜f (pˆ) from the complex
plane pˆ ∈ C into the bounded operators from the Banach spaces Lp(R2/Λ) × Lp(R2/Λ) into
Lp
′
(R2/Λ)× Lp′(R2/Λ) for all 1 < p′ < p <∞ with the following properties:
(i) For all (n1, n2) ∈ Z2 and all pˆ ∈ C the following identity is valid:
A˜f (pˆ)ψn1κˆ+n2κˇ = ψn1κˆ+n2κˇA˜f(pˆ+ n1).
(ii) The commutator
[
A˜f (pˆ), D˜γˆ,γˇ(V,W, pˆ)
]
does not depend on pˆ and is equal to an operator
of the form δD˜γˆ,γˇ(V,W, ·) =
(
0
δWf
κˇ2−
√−1κˇ1
δVf
κˇ2+
√−1κˇ1 0
)
, with some variations δVf , δWf ∈⋂
q<∞
Lq(R2/Λ). Moreover, this variation does not change the complex Fermi curve.
Equivalently, the form ΩV,W (δVf , δWf) is identically zero.
(iii) For all elements χ˜ and ξ˜ of
⋃
r>2
Lr(R2/Λ) × Lr(R2/Λ) and all ε, δ > 0 there exists a
δ′ > 0, such that for all pˆ in
{pˆ ∈ C | |pˆ− pˆ′| > δ mod Z for all values pˆ′ of the function pˆ at the poles of f}
with |pˆ| > δ′ the function
∣∣∣〈〈χ˜, A˜(pˆ)ξ˜〉〉∣∣∣ is bounded by ε.
(iv) For all variations δV, δW ∈ L2(R2/Λ) the total residue of the form f ·ΩV,W (δV, δW ) on
U is equal to the value of a symplectic form at (δV, δW ) and (δVf , δWf):
Res
U
(f · ΩV,W (δV, δW )) = 1
2π2
√−1
∫
R2/Λ
(δV δWf − δWδVf) d2x.
Proof. If f is a linear combination of two functions with two associated functions fulfilling
conditions (i)–(iv), then the linear combination A˜f of the two associated functions has the
required properties. Hence we may assume that f has a pole at one point [k′] ∈ F(V,W )/Λ∗.
Let F˜(·) denote the local sum of f · P˜γˆ over all sheets of F(V,W )/Λ∗ considered as a covering
space over pˆ ∈ C, which contain the element [k′] (compare with Remark 2.19). By definition
this is a meromorphic function from some neighbourhood of pˆ′ into the finite rank operators
on L2(R2/Λ)× L2(R2/Λ). Therefore, the singular part F˜singular(·) is a meromorphic function
on the whole plane pˆ ∈ C. Now we claim that the infinite sum
A˜f (pˆ) =
∑
(n1,n2)∈Z2
ψn1κˆ+n2κˇF˜singular(pˆ+ n1)ψ−n1κˆ−n2κˇ
converges in the strong operator topology. Due to Theorem 2.3 the operator–valued function
F˜singular(pˆ) is a finite sum of operators of the form
|ψ˜〉〉〈〈φ˜|
(pˆ−pˆ′)l : χ˜ 7→ 〈〈φ˜, χ˜〉〉(pˆ − pˆ′)−lψ˜ with
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elements φ˜ and ψ˜ of the Banach spaces
⋂
q<∞
Lq(R2/Λ)×Lq(R2/Λ). For all l ∈ N and qˆ ∈ [0, 1]
the sum dl(pˆ, qˆ) =
∑
n∈Z
(pˆ− pˆ′ + n)−l exp (2nπ√−1qˆ) converges. Let us calculate these limits.
Fourier decomposition gives the relation
d1(pˆ, qˆ) =
2π
√−1 exp (2π√−1(pˆ′ − pˆ)qˆ)
1− exp (2π√−1(pˆ′ − pˆ)) ∀qˆ ∈ [0, 1].
Moreover, they satisfy the recursion equation
2π
√−1(pˆ− pˆ′)dl+1(pˆ, qˆ) + ∂dl+1(pˆ, qˆ)
∂qˆ
= 2π
√−1dl(pˆ, qˆ) ∀qˆ ∈ R/Z.
Due to the Riemann–Lebesgue Lemma [R-S-II, Theorem IX.7] for l > 1 the functions dl(pˆ, qˆ)
are continuous and periodic with period 1 with respect to qˆ. This implies the following
recursion relation for the functions d˜l+1(pˆ, qˆ) = exp
(
2π
√−1(pˆ− pˆ′)qˆ) dl(pˆ, qˆ):
d˜l(pˆ, qˆ) = 2π
√−1

 qˆ∫
0
d˜l(pˆ, qˆ
′)dqˆ′ +
1(
exp
(
2π
√−1(pˆ− pˆ′))− 1)
1∫
0
d˜l(pˆ, qˆ
′)dqˆ′

 .
Since d˜1(pˆ, qˆ) is equal to
(
2π
√−1) (1− exp (2π√−1(pˆ′ − pˆ)))−1, these functions d˜l(pˆ, qˆ) are
polynomials with respect to qˆ and
(
exp
(
2π
√−1(pˆ′ − pˆ))− 1)−1 times d˜1(pˆ, qˆ). The unique
solution of this recursion is given by the generating function
∑
l∈N
tl−1d˜l(pˆ, qˆ) =
(
2π
√−1) (1− exp (2π√−1(pˆ′ − pˆ)))−1 exp (2π√−1qˆt)
1− (exp (2π√−1(pˆ′ − pˆ))− 1)−1 (exp (2π√−1t)− 1) .
In fact, a transformation of the recursion relation
fl+1(x) = a

 x∫
0
fl(x
′)dx′ + b
1∫
0
fl(x
′)dx′

 with f1(x) = c
into an integral equation of the corresponding generating function yields the unique solution
∑
l∈N
tl−1fl(x) =
c exp(atx)
1− b(exp(at)− 1) .
Hence the functions dl(pˆ, qˆ) may be considered as meromorphic functions with respect to
pˆ ∈ C, whose values are bounded functions of qˆ ∈ [0, 1]. Finally, using the identity∑
n∈Z
exp
(
2nπ
√−1 (qˇ − qˇ′)) = δ (qˇ − qˇ′) we conclude that the following infinite sum of finite
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rank operators converges in the strong operator topology to an operator, which is given by
an integral kernel with respect to qˆ ∈ [0, 1] depending on qˇ ∈ R/Z:
 ∑
(n1,n2)∈Z2
ψn1κˆ+n2κˇ
|ψ˜〉〉〈〈φ˜|
(pˆ− pˆ′ + n1)lψ−n1κˆ−n2κˇχ˜

 (qˆ, qˇ) =
vol(R2/Λ)
qˆ∫
qˆ−1
dl(pˆ, qˆ − qˆ′)
(
ψ˜1(qˆ, qˇ)φ˜1(qˆ
′, qˇ) ψ˜1(qˆ, qˇ)φ˜2(qˆ′, qˇ)
ψ˜2(qˆ, qˇ)φ˜1(qˆ
′, qˇ) ψ˜2(qˆ, qˇ)φ˜2(qˆ′, qˇ)
)(
χ˜1(qˆ
′, qˇ)
χ˜2(qˆ
′, qˇ)
)
dqˆ′.
This proves the claim. Thus, due to Ho¨lder’s inequality [R-S-I, Theorem III.1 (c)] the function
A˜f (·) is a meromorphic function from the complex plane pˆ ∈ C into the bounded operators
from Lp(R2/Λ) × Lp(R2/Λ) to Lp′(R2/Λ)× Lp′(R2/Λ) for all 1 < p′ < p < ∞. By definition
this function A˜f (·) satisfies condition (i).
In order to show the existence of the commutator of this function with the unbounded-
operator valued function D˜γˆ,γˇ(V,W, ·) in (ii) we have to ensure that the corresponding oper-
ators maps the domain of D˜γˆ,γˇ(V,W, ·) (which does not depend on pˆ) into this domain. With
the help of Theorem 2.3 it is quite straightforward to chose appropriate Banach spaces and
to show this property. For all (n1, n2) ∈ Z2 and all pˆ ∈ C we have
D˜γˆ,γˇ(V,W, pˆ)ψn1κˆ+n2κˇ = ψn1κˆ+n2κˇ
(
D˜γˆ,γˇ(V,W, pˆ+ n1) + n2π1l
)
.
Hence for all pˆ ∈ C the commutator is equal to[
A˜f(pˆ), D˜γˆ,γˇ(pˆ)
]
=
∑
(n1,n2)∈Z2
[
ψn1κˆ+n2κˇF˜singular(pˆ+ n1)ψ−n1κˆ−n2κˇ, D˜γˆ,γˇ(pˆ)
]
=
∑
(n1,n2)∈Z2
ψn1κˆ+n2κˇ
[
F˜singular(pˆ+ n1), D˜γˆ,γˇ(pˆ+ n1)
]
ψ−n1κˆ−n2κˇ.
The operator–valued functions F˜(·) and D˜γˆ,γˇ(·) commute pointwise, because the projection
P˜γˆ is the spectral projection of D˜γˆ,γˇ(·). If we insert the explicit form of the operator–valued
function D˜γˆ,γˇ(pˆ), then we obtain
[
A˜f (pˆ), D˜γˆ,γˇ(pˆ)
]
= π
∑
κ∈Λ∗
ψκ
[
F˜−1,
(
κˆ2−
√−1κˆ1
κˇ2−
√−1κˇ1 0
0 κˆ2+
√−1κˆ1
κˇ2+
√−1κˇ1
)]
ψ−κ,
where F˜−1 is the residue of the operator–valued form F˜(pˆ)dpˆ at the pole pˆ = pˆ′. This
shows that the commutator does not depend on pˆ and that the diagonal elements with
respect to the decomposition L2(R2/Λ) × L2(R2/Λ) vanishes. Moreover, since ∑
κ∈Λ∗
ψκ(x) is
equal to vol(R2/Λ) times Dirac’s δ–function δ(x), for all finite rank operators of the form
χ˜ 7→ 〈〈φ˜, χ˜〉〉ψ˜ with elements φ˜ and ψ˜ of ⋂
q<∞
Lq(R2/Λ), the infinite sum
χ˜ 7−→
∑
κ∈Λ∗
〈〈φ˜, ψ−κχ˜〉〉ψκψ˜
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converges in the strong operator topology to the operator vol(R2/Λ) times
(
ψ˜1φ˜1 ψ˜1φ˜2
ψ˜2φ˜1 ψ˜2φ˜2
)
, where
the functions ψ˜1, ψ˜2, φ˜1 and φ˜2 are considered as the operators of multiplication with these
functions. Hence the commutator is equal to a variation δD˜γˆ,γˇ associated to unique variations
δVf and δWf of the potentials. Due to Lemma 3.1 the form ΩV,W (δVf , δWf ) is equal to
ΩV,W (δVf , δWf) = tr
(
P˜γˆδD˜γˆ,γˇ
) dpˆ
π
= tr
(
P˜γˆ
[
A˜f (pˆ), D˜γˆ,γˇ(pˆ)
]) dpˆ
π
for all pˆ 6= pˆ′. If we choose pˆ to be equal to the corresponding value of the point, where
P˜γˆ is evaluated, then the projection P˜γˆ commutes with the operator D˜γˆ,γˇ(pˆ) and the trace
vanishes. Thus the form vanishes on an open dense subset of the complex Fermi curve and
therefore on the whole complex Fermi curve. This proves (ii).
For all elements χ˜ ∈ L1(R/Z) the Riemann–Lebesgue Lemma [R-S-II, Theorem IX.7]
shows that the estimate∣∣∣∣∣∣
1∫
0
χ(qˆ′) exp
(
2π
√−1(pˆ′ − pˆ)qˆ′) dqˆ′
∣∣∣∣∣∣ ≤ exp (2πℑ(pˆ− pˆ′)) · |fˇ(ℜ(pˆ′ − pˆ)|
holds with some continuous function fˇ on R, which vanishes at infinity. Due to the form of
the functions dl(pˆ, qˆ), this implies the estimate (iii).
The total residue of the form f · ΩV,W on U is equal to
Res
U
(f · ΩV,W ) = Res
U
(
tr
(
f · P˜γˆ
(
0 δW
κˇ2−
√−1κˇ1
δV
κˇ2+
√−1κˇ1 0
))
dpˆ
π
)
= tr
(
Res
pˆ=pˆ′
(
F˜(pˆ)
(
0 δW
κˇ2−
√−1κˇ1
δV
κˇ2+
√−1κˇ1 0
)
dpˆ
π
))
=
1
π
tr
(
F˜−1
(
0 δW
κˇ2−
√−1κˇ1
δV
κˇ2+
√−1κˇ1 0
))
.
Since F˜−1 is a finite rank operator, it is an integral operator. The trace of the composition
of an integral operator with the operator of multiplication with some function is equal to the
integral over the product of the diagonal part of the integral kernel and the function. On the
other hand the infinite sum
∑
κ∈Λ∗
ψκF˜−1ψ−κ converges in the strong operator topology to the
operator of vol(R2/Λ) times the multiplication with the diagonal part of the integral kernel
of F˜−1. By definition of δVf and δWf we have
[∑
κ∈Λ∗
ψκF˜−1ψ−κ,
(
κˆ2−
√−1κˆ1
κˇ2−
√−1κˇ1 0
0 κˆ2+
√−1κˆ1
κˇ2+
√−1κˇ1
)]
=
1
π
(
0
δWf
κˇ2−
√−1κˇ1
δVf
κˇ2+
√−1κˇ1 0
)
.
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This implies
1
π vol(R2/Λ)
∑
κ∈Λ∗
ψκF˜−1ψ−κ =
=
1
π2 vol(R2/Λ)

 ·
(
κˆ2+
√−1κˆ1
κˇ2+
√−1κˇ1 −
κˆ2−
√−1κˆ1
κˇ2−
√−1κˇ1
)−1
δWf
κˇ2−
√−1κˇ1(
κˆ2−
√−1κˆ1
κˇ2−
√−1κˇ1 −
κˆ2+
√−1κˆ1
κˇ2+
√−1κˇ1
)−1
δVf
κˇ2+
√−1κˇ1 ·


=
g(κˇ, κˇ)
2π2
√−1
(
· δWf
κˇ2−
√−1κˇ1−δVf
κˇ2+
√−1κˇ1 ·
)
,
and the formula (iv) follows. q.e.d.
The integral on the left hand side of the formula (iv) is equal to the value of some unique
symplectic form on the Hilbert space of all potentials evaluated at the variations (δV, δW )
and (δVf , δWf). Due to (ii) the kernel of the map f 7→ (δVf , δWf) contains data f entering
in first Cousin Problem, whose corresponding operator–valued function A˜f (·) commute with
the unbounded-operator function D˜γˆ,γˇ(V,W, ·). The eigenvalue of this function A˜f (·) yields
a global meromorphic function on the complex Fermi curve. Due to the definition of the
function A˜f (·), the singular part of this meromorphic function coincides with the singular part
of f on U, and has no other poles. Therefore, this function is a solution of the corresponding
first Cousin Problem. More precisely, it can be shown that on the complement of the singular
part described in the initial data f this function is holomorphic with respect to the structure
sheaf of all eigenvalues of holomorphic functions commuting with the function D˜γˆ,γˇ(V,W, ·).
Furthermore, the points∞± are identified to an ordinary double point (compare with [Sch]).
In fact property (iii) implies that these functions vanish at ∞±. If we identify all data
f entering in the first Cousin problem with zero, which are the singular parts of global
meromorphic functions, then the quotient space is naturally isomorphic to the Lie algebra of
the Picard group [Fo, §18.2]. We conclude that the map f 7→ (δVf , δWf) induces a map from
the Lie algebra of the Picard group into the tangent space of the phase space. The pairing
on the left hand side of the formula (iv) between the space of regular one–forms and the Lie
algebra of the Picard group is given by Se´rre Duality [Fo, §17]. As a remarkable consequence
of the formula (iv) the image of the map ΩV,W described in Lemma 3.1 is surjective, if the
complex Fermi curve has finite genus (compare with Proposition 3.7). We expect that a
similar statement holds also in the general case (compare with [Sch, Chapter 7]).
Remark 3.3. The reduction to the fixed points of the involution (V,W ) 7→ (W,V ) (compare
with Section 2.3) destroys this structure. More precisely, for geometric algebraic solutions
(corresponding to complex Fermi curves of finite geometric genus) the number of indepen-
dent integrals is equal to the geometric genus of the quotient of the complex Fermi curve
modulo the holomorphic involution σ. On the other hand the number of degrees of freedom
of the isospectral sets (i. e. the set of all real potentials U , whose complex Fermi curves are
equal to some given complex Fermi curve) is equal to the dimension of the Prym varieties
associated to the complex Fermi curves together with the holomorphic involution σ (see e. g.
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[L-B, Chapter 12]). Due to the Riemann–Hurwitz formula the difference of these numbers
is proportional to the number of fixed points of the holomorphic involution. Any bound on
this difference would yield a bound on the geometric genus of spectral curves corresponding
to minimal tori in S3.
Let us now investigate the compatibility of the involutions and the corresponding relations
with the map f 7→ (δVf , δWf). The operator
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)
is self–adjoint and satisfies
the relation
J
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)
+
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)t
J = 0.
Hence the operator D˜γˆ,γˇ(pˆ) satisfies the relations
−D˜tγˆ,γˇ(−pˆ) = −
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)−1
J−1D˜γˆ,γˇ(pˆ)
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)t
J
=
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)−1
J−1D˜γˆ,γˇ(pˆ)J
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)
=
(
−κˇ2+
√−1κˇ1 0
0 κˇ2+
√−1κˇ1
)−1
D˜γˆ,γˇ(pˆ)
(
−κˇ2+
√−1κˇ1 0
0 κˇ2+
√−1κˇ1
)
,
D˜∗γˆ,γˇ( ¯ˆp) =
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)−1
D˜γˆ,γˇ(pˆ)
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)
,
− ¯˜Dγˆ,γˇ(− ¯ˆp) = J−1D˜γˆ,γˇ(pˆ)J.
Therefore, the projection P˜γˆ satisfies the relations
P˜γˆ =
(
−κˇ2+
√−1κˇ1 0
0 κˇ2+
√−1κˇ1
)
σ∗
(
P˜
t
γˆ
)(
−κˇ2+
√−1κˇ1 0
0 κˇ2+
√−1κˇ1
)−1
=
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)
ρ∗
(
P˜
∗
γˆ
)(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)−1
= Jη∗
(
¯˜
Pγˆ
)
J−1.
The following lemma is verified by some easy calculations.
Lemma 3.4. The map f 7→ A˜f has the following properties:
(i) If the pair of potentials is of the form (U, U¯) and f is a meromorphic function with
finitely many poles on some open subset U of the complex Fermi curve, then σ∗f is a
meromorphic function with finitely many poles on σ(U). The associated operator–valued
functions satisfy for all pˆ ∈ C:(
−κˇ2+
√−1κˇ1 0
0 κˇ2+
√−1κˇ1
)
A˜
t
σ∗f (−pˆ)
(
−κˇ2+
√−1κˇ1 0
0 κˇ2+
√−1κˇ1
)−1
= A˜f(pˆ),
and the associated variation (δVσ∗f , δWσ∗f) is equal to (−δWf ,−δVf).
(ii) If the potentials are real and f is a meromorphic function with finitely many poles on
some open subset U of the complex Fermi curve, then ρ∗f¯ is a meromorphic function
66 3 THE MODULI SPACE
with finitely many poles on ρ(U). For all pˆ ∈ C the associated operator–valued functions
satisfy (
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)
A˜∗ρ∗f¯ ( ¯ˆp)
(
0 κˇ2+
√−1κˇ1
κˇ2−
√−1κˇ1 0
)−1
= A˜f (pˆ).
The associated variation (δVρ∗f¯ , δWρ∗f¯ ) is equal to (−δV¯f ,−δW¯f ).
(iii) If the pair of potentials is of the form (U, U¯) and f is a meromorphic function with
finitely many poles on some open subset U of the complex Fermi curve, then η∗f¯ is a
meromorphic function with finitely many poles on η(U). The associated operator–valued
functions satisfy for all pˆ ∈ C:
JA˜∗η∗ f¯ (− ¯ˆp)J−1 = A˜f (pˆ),
and the associated variation (δVη∗ f¯ , δWη∗ f¯) is equal to (δW¯f , δV¯f)
(iv) The constant operator A˜f (pˆ) =
(
1l 0
0 −1l
)
fulfills condition (i)–(ii) of Lemma 3.2. The
corresponding variation is equal to δVf = −2V and δWf = 2W . q.e.d.
The corresponding function f in (iv) would be a function, which is in some neighbourhood
of ∞− equal to 1 and on some neighbourhood of ∞+ equal to −1. Since the two infinities
should be considered as one double point, this function is not holomorphic (compare with
[Sch]). Moreover, the forms ΩV,W (δV, δW ) have in general two simple poles at the two
infinities, and the residue is proportional to the variation of the functional
∫
VWd2x.
The foregoing Lemmata have an application, which will be an essential tool in the clas-
sification of relative minimizers. By the residue formula
∑
poles of fω
Res(fω) = 0 on a compact
Riemann surface every meromorphic function f induces a relation of the values of a holo-
morphic (meromorphic) form ω at the poles of f (and the poles of ω). Due to Se´rre duality
[Fo, §17.] all relations on the values of all holomorphic forms are of this form. We shall see
now that the same is true for general complex Fermi curves.
Proposition 3.5. Let F(V,W ) be a complex Fermi curve with the property that for all
variations δV and δW , whose regular forms ΩV,W (δV, δW ) vanish at finitely many points
y1, . . . , yL ∈ F(V,W )/Λ∗, the corresponding variation 4
∫
R2/Λ
(V (x)δW (x) + δV (x)W (x)) d2x
of the first integral vanishes. Then this complex Fermi curve F(V,W )/Λ∗ can be compactified
to a compact Riemann surface by adding the points ∞± (compare with condition Finite type
potentials (i)). Moreover, this compactified complex Fermi curve has a global meromorphic
function whose poles are contained in {y1, . . . , yl} and which takes the values ±1 at ∞±.
Proof. The form ΩV,W (δV, δW ) vanishes at yl, if and only if the residue of this form multiplied
with a meromorphic function fl on a neighbourhood U of yl vanishes, where f has a first
order pole at yl and no other poles. Therefore, for all variations (δV, δW ), whose residues
Res
y1
(f1ΩV,W (δV, δW )) , . . . ,Res
yL
(fLΩV,W (δV, δW ))
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vanish, the variation of the first integral has to vanish. Due to Lemma 3.2 (iv) the former
residues vanish, if and only if the symplectic form of (δV, δW ) and the variations
(δVf1 , δWf1), . . . , (δVfL, δWfL)
vanish. Since the variation of the first integral is equal to four times the symplectic form
of (V,−W ) and (δV, δW ), we conclude that (−V,W ) is a complex linear combination of
(Vf1,Wf1), . . . , (VfL,WfL). Due to Lemma 3.2 (ii) this implies that the sum of the operator
mentioned in Lemma 3.4 (iv) and a complex linear combination of the operators
A˜f1(·), . . . , A˜fL(·)
commutes with D˜γˆ,γˇ(·). The eigenvalues of this family of operators commuting with D˜γˆ,γˇ(·)
defines a meromorphic function on F(V,W ). Due to Lemma 3.2 (i) this function induces a
meromorphic function on F(V,W )/Λ∗. By construction this function solves the first Cousin
Problem (see e. g. [Ah, Chapter 5 2.1.] and [G-P-R, Chapter III. §3.3.]) of the data given by
the corresponding complex linear combination of f1, . . . , fL. Moreover, due to Theorem 2.12
Lemma 3.2 (iii) and Lemma 3.4 (iv) this function takes values in {z ∈ C | |z + 1| < ε} on
any open set of the form V−ε,δ (ε arbitrary) and values in {z ∈ C | |z − 1| < ε} on any set of
the form V+ε,δ (ε arbitrary). If ε < 1, then the normalizations of the corresponding handles
described in Theorem 2.12 have two connected components. Therefore, the addition of the
points∞± compactifies the complex Fermi curve F(V,W )/Λ∗ to a compact Riemann surface
of finite genus. The solution of the first Cousin problem yields a meromorphic function on
this compact Riemann surface whose poles are contained in {y1, . . . , yl} and which takes at
∞± the values ±1. q.e.d.
Remark 3.6. The proof carries over to more general situations, where the vanishing of
ΩV,W (δV, δW ) at y1, . . . , yL with orders m1 − 1, . . . , mL − 1 implies that the corresponding
variation of the first integral vanishes. Furthermore, due to the Separating hyperplane theo-
rem [R-S-I, Theorem V.4], the conclusion of the proposition holds as well, if for variations
(δV, δW ), whose forms ΩV,W (δV, δW ) takes values in a convex sub–cone of C at the points
y1, . . . , yL, the corresponding variation of the first integral takes values in the complement of
that convex sub–cone. Finally, by construction of the variations (δVf , δWf) in the proof of
Lemma 3.2, the conclusion of the proof of this proposition (−V,W ) being a linear combina-
tion of the variations (δVf1, δWf1), . . . , (δVfL, δWfL) implies that these potentials are smooth.
In fact, due to Remark 2.7 the resolvent of the free Dirac operator is a bounded operator
from the Sobolev spaces Wm−1,p(R2/Λ)×Wm−1,p(R2/Λ) onto Wm,p(R2/Λ)×Wm,p(R2/Λ) for
all m ∈ N and 1 < p < ∞. Hence, due to the proof of Theorem 2.3, for all m ∈ N the
eigenfunctions of potentials in the Sobolev spaces
⋂
q<∞
Wm−1,q(R2/Λ) belong to the Sobolev
spaces
⋂
q<∞
Wm,q(R2/Λ). We conclude inductively that the potential of a critical point is in-
deed smooth. If the pair of potentials is of the form (U, U¯), then due to Lemma 2.26 U has
to be of finite type. Consequently, due to the obvious generalization of Lemma 2.27 to com-
pact one–dimensional complex spaces Y (instead of compact smooth Riemann surfaces) U is
actually analytic.
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We shall see that this proposition applies to critical points of the Willmore functional, and
yields a function theoretic characterization of these critical points. The corresponding global
meromorphic function induces a holomorphic mapping from the spectral curve onto P1. It
is well known [D-K-N] that if the preimage of one element of P1 is contained in {∞−,∞+},
then the corresponding potentials solve a differential equation, and belong to a reduction of
the integrable system. The known descriptions of Willmore surfaces [Ba, B-B, Bo] and of
conformal minimal immersion into S3 [Hi, P-S] are exactly of this form.
3.2 Deformations of complex Fermi curves
In this section we shall prove the smoothness of some subsets of the moduli space. This result
will become the essential tool in the investigation of relative minimizers of the transformed
variational problem of the Willmore functional. Due to condition Quasi–momenta (i) the
complex space Y \ {∞−,∞+} is a one-sheeted covering of F(Y,∞−,∞+, k). The elements
of these subsets are locally isomorphic to F(Y,∞−,∞+, k) and therefore local complete
intersections of C2 [G-P-R, Chapter VI. §2.1.] with fixed arithmetic genus. To make this
precise we introduce another condition on the data (Y,∞−,∞+, k).
Quasi–momenta (v) There exists an open covering of Y \ {∞−,∞+} with the property
that the restriction of any branch of k to any neighbourhood of this covering is an
isomorphism of this neighbourhood onto some one–dimensional complex subspace of
C2.
Let Mg,Λ be the set of all data fulfilling conditions Quasi–momenta (i)–(ii) and Quasi–
momenta (v) with the property, that the arithmetic genus of Y is equal to g. For all data
(Y′,∞−,∞+, k), where Y′ are smooth compact Riemann surfaces, there exist some data
(Y,∞−,∞+, k) in some Mg,Λ, where the normalization of Y is equal to Y′ and the pullback
of the function k on Y under the normalization map is equal to the corresponding function
of k on Y′. Hence the union
⋃
g∈N0
Mg,Λ contains all complex Fermi curves of finite geometric
genus.
Proposition 3.7. The set Mg,Λ is a g+1–dimensional complex manifold. For all elements
(Y,∞−,∞+, k) the tangent space of this manifold at this point is isomorphic to the space of
all regular forms of the complex space Y˜, which is obtained from Y by identifying ∞− and
∞+ to an ordinary double point. More precisely, for any such regular form ω there exists a
one–dimensional complex family of data, such that ω = ˙ˇpdpˆ.
Remark 3.8. Here we assume that Y is connected. More precisely, we assume that if Y has a
disconnected normalization, then Y has a singularity containing elements of both components.
Otherwise the regular forms of Y˜ coincide with the regular forms of Y, and Mg,Λ is a g–
dimensional manifold. Moreover, in this case the first integral is locally constant on this
manifold.
Here we have used the notation introduced in Fundamental domain 2.1. Furthermore, we
make the convention that the function pˆ does not depend on the deformation.
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Proof. For given data (Y,∞−,∞+, k) ∈ Mg,Λ we shall first construct an open neighbourhood
in some complex manifold, whose elements correspond to deformations of Y. More precisely,
we consider all deformations of compact one–dimensional complex spaces of arithmetic genus
g, on which the multi–valued function pˆ = g(γˆ, k) exists with the analogous properties Quasi–
momenta (i)–(ii), and which is a local complete intersection in C2 [G-P-R, Chapter VI. §2.1.].
Here we carry over the methods of [Ko] to the case of complex spaces instead of complex
manifolds. The tools are essentially developed by Grauert (see e. g. [Gr, Ba-St, Gr-Re, G-K,
G-P-R]). Afterwards we shall extend any regular form of Y˜ to a holomorphic family of regular
forms on the corresponding family of complex spaces. Then we shall show that each of these
holomorphic families of regular forms defines some flow on the manifold, which preserves the
subset corresponding to elements of Mg,Λ. Finally, we show that the regular forms on the
family of deformed complex spaces may be considered as a holomorphic sub–bundle of the
tangent bundle of the manifold of deformations constructed before, and that this sub–bundles
is the tangent bundle along the submanifold corresponding to elements ofMg,Λ. Along these
lines the proof is achieved in ten steps.
1. Since the arithmetic genus is finite, the union of the singular points of Y and the zeroes
of dpˆ is a finite subset of Y. Now we choose a finite covering U0, . . . ,UL of Y, such that
U1, . . . ,UL are disjoint open neighbourhoods, each of which contains either one singular point
or one zero of dpˆ. Without loss of generality we may assume that the function pˆ maps all
these open subsets onto Weierstraß coverings over open subsets V1, . . . ,VL of pˆ ∈ C. We in
addition assume that the subset U0 is contained in the complement of some neighbourhood
of the union of all singular points and all zeroes of dpˆ. Finally, the two marked points ∞−
and ∞+ are assumed to be elements of the complement of the closure of U1 ∪ . . . ∪ UL in
U0. We conclude that the restriction of the function pˆ to U0 is locally biholomorphic, and
therefore U0 may be identified with some union of open subsets of pˆ ∈ P1. Due to condition
Quasi–momenta (v) any Ul of the subsets U1, . . . ,UL is isomorphic to the complex spaces
defined by some equation R(pˆ, pˇ) = 0 over some open subset Vl of C
2. Moreover, we may
choose this function R(pˆ, pˇ) to be a polynomial with respect to pˇ, whose degree d is equal to
the number of sheets of this Weierstraß covering with respect to the function pˆ, and whose
highest coefficient is 1. It would be more accurate to decorate the functions R and their
degrees d with an index l = 1, . . . , L. We omit these indices, and hope that from the context
it will be clear, which objects are associated to which member of the covering.
2. Let us simplify these local descriptions to polynomial equations Q(pˆ, p˘) = 0 together with
an equation pˇ = P (pˆ, p˘), which is polynomial with respect to p˘ of degree d − 1, and whose
coefficients are holomorphic functions depending on pˆ ∈ Vl. If we choose the neighbourhoods
U1, . . . ,UL small enough, then there always exists such a simplification, where the coefficients
of Q(pˆ, p˘) are equal to the corresponding lowest non–vanishing Taylor coefficients of R(pˆ, p˘).
More precisely, if the preimage of the corresponding zero of dpˆ in the normalization is a
single point, then Q(pˆ, p˘) can be chosen to be of the form p˘d − pˆm, where cpˆm is the lowest
non–vanishing coefficient of R of this form. In this case d and m have to be co–prime, and we
define the degree of pˆ as d and the degree of p˘ (and pˇ) as m. In general the Local contribution
to the arithmetic genus 4.3 of the equation R(pˆ, pˇ) = 0 at the corresponding zero of dpˆ has
to be the same as the corresponding Local contribution to the arithmetic genus 4.3 of the
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equation Q(pˆ, p˘) = 0.
3. If Q˙(pˆ, p˘) is any polynomial with respect to pˆ and p˘, whose degree with respect to p˘
is smaller than d, the equation Q(pˆ, p˘, t) = Q(pˆ, p˘) + tQ˙(pˆ, p˘) defines a deformation of the
complex space Ul. Also for small |t| the function pˆ of this deformation defines a Weierstraß
covering over Vl, whose restriction to the corresponding deformed sets Ul∩U0 is biholomorphic
to the undeformed set. Hence this deformation defines a deformation of the entire compact
complex space. If we consider p˘ as a function depending on pˆ and t, the derivative ∂p˘/∂t
is equal to −Q˙(pˆ, p˘)/(∂Q(pˆ, p˘, t)/∂p˘). If for small |t| this quotient is a holomorphic function
on the deformed space, then we conclude that at least for small values of |t| the deformed
function p˘ may be expressed by the undeformed functions pˆ and p˘ and vice versa. Therefore,
the family of complex spaces are all isomorphic. Consequently we choose finitely many
monomials Q1, . . . , Qr with respect to pˆ and p˘, whose degree with respect to p˘ is smaller than
d, and which induce a basis of the space of global sections of the sheaf O/O(∂Q(pˆ, p˘)/∂p˘)
on the subset Ul. Let M˜l ⊂ Cr be some small open neighbourhood of 0, and let Zl be the
complex subspace of (pˆ, p˘, t1, . . . , tr) ∈ Vl × C× M˜l defined by the equation
Q(pˆ, p˘, t1, . . . , tr) = Q(pˆ, p˘) + t1Q1(pˆ, p˘) + . . .+ trQr(pˆ, p˘) = 0.
There exists a natural map fl : Zl → M˜l, which is induced by the projection Vl×C×M˜l →
M˜l. For all elements t1 . . . , tr ∈ M˜l the complex subspaces defined by the pullback under
fl under the unique maximal ideal corresponding to t1, . . . , tr is obviously the deformation
of Ul defined by the equation Q(pˆ, p˘, t1, . . . , tr) = 0. Hence Zl is some “universal family” of
deformations of Ul. Now we claim that the map fl is flat. In fact, fl is the composition of some
Weierstraß map Zl → Vl × M˜l and the projection Vl × M˜l → M˜l. The first map is flat due
to [G-P-R, Chapter II Proposition 2.10] and the Weierstraß Isomorphism [Gr-Re, Chapter 2.
§4.2.]. The second map is flat due to [G-P-R, Chapter II Corollary 2.7]. Hence [G-P-R,
Chapter II Proposition 2.6] shows the claim. If M˜l is chosen small enough, the deformations of
the subsets Ul∩U0 do not contain any zero of the function ∂Q(pˆ, p˘, t1, . . . , tr)/∂p˘. In this case
we may glue Zl with the complex space U0×M˜l along the deformations of the subset Ul∩U0.
If we repeat this for all l = 1, . . . , L we obtain a universal family f : Z→ M˜ = M˜1×. . .×M˜L,
of deformations of the compact complex space Y. We conclude that the map f is proper and
flat.
4. Now we shall prove that for all l = 1, . . . , L the corresponding polynomials Q1, . . . , Qr
form a basis of all sections of the sheaf O/O(∂Q(pˆ, p˘, t1, . . . , tr)/∂p˘) on Zl. The support of this
sheaf is the complex subspace Zˇl of Zl defined by the equation ∂Q(pˆ, p˘, t1, . . . , tr)/∂p˘ = 0. The
union of these subspaces is a subspace Zˇ of Z, and the map f induces a map fˇ : Zˇ→ M˜. This
map is again proper and flat. In fact, it is a finite map, and the dimension of the stalk of the
preimage of any point of M˜ considered as a C–vector space is equal to the number of zeroes
of the form dpˆ on the corresponding deformation of Y. Due to the Semi-Continuity theorem
[G-P-R, Chapter III Theorem 4.7] the arithmetic genus of all these deformations is equal to g.
Moreover, since all deformations are local complete intersections in C2 [G-P-R, Chapter VI.
§2.1.], Lemma 2.20 shows that the sheaf of regular forms are locally free. Therefore, the
degree of the canonical divisor is equal to 2g − 2 [Se, Chapter IV. §3.11]. Since dpˆ has two
poles at the non–singular points ∞− and ∞+, the number of zeroes of dpˆ is equal to 2g + 2
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and therefore constant. Again [G-P-R, Chapter II Proposition 2.10] shows that fˇ is flat.
Now the Semi-Continuity theorem [G-P-R, Chapter III Theorem 4.7] implies that the direct
image sheaf of the structure sheaf of Zˇ under fˇ defines some holomorphic vector bundles on
M˜ of rank 2g + 2. Hence for any choice of sections, which form a basis in the fibre over
0 ∈ M˜, these sections form a basis of all fibres in some neighbourhood. If M˜l is chosen small
enough, then the corresponding elements Q1, . . . , Qr form a basis of all global sections of the
sheaf O/O(∂Q(pˆ, p˘, t1, . . . , tr)/∂p˘) on Zl.
5. Due to Lemma 2.20 the sheaf of regular forms on the family of deformations of Y is locally
free. Therefore, [G-P-R, Chapter II. Proposition 2.6] implies that this sheaf is also f–flat,
and the Semi-Continuity theorem [G-P-R, Chapter III Theorem 4.7] shows that the direct
image of the sheaf of sections of the regular forms of the deformations of Y under f defines
some vector bundle on M˜ of rank g. The same argumentation carries over to the direct
image of the sheaf of regular forms of the corresponding deformations of Y˜, which is defined
by identifying the non–singular points ∞− and ∞+ to an ordinary double point. If Y is
connected (i. e. either the normalization of Y is connected or the two connected components
of the normalization of Y are connected by some singularity), then this yields a holomorphic
vector bundle of rank g+1 on M˜, otherwise a holomorphic vector bundle of rank g (compare
with Remark 3.8). We conclude that any basis of regular forms of Y˜, extends to a holomorphic
family of regular forms on the preimage of some open neighbourhood of 0 ∈ M˜.
6. If for the deformations of the sets Ul we make the ansatz pˇ = P (pˆ, p˘) and conceive the
functions pˇ and p˘ as functions depending on pˆ and the moduli, then the differential equation
˙ˇpdpˆ = ω, where ω is a section of the vector bundle on M˜ constructed above, transforms into
the differential equation
ω
∂P (pˆ, p˘)/∂p˘
=
˙ˇpdpˆ
∂P (pˆ, p˘)/∂p˘
=
(
P˙ (pˆ, p˘)
∂P (pˆ, p˘)/∂p˘
+ ˙˘p
)
dpˆ
=
(
P˙ (pˆ, p˘)
∂P (pˆ, p˘)/∂p˘
− Q˙(pˆ, p˘)
∂Q(pˆ, p˘)/∂p˘
)
dpˆ.
The partial derivative ∂P (pˆ, p˘)/∂p˘ of the initial P (pˆ, p˘) has a holomorphic inverse on Ul.
By reduction of M˜ we may achieve that the same is true for all deformed P (pˆ, p˘). Due to
Lemma 2.20 any regular form on some deformed Y of the family constructed above may be
written on each Ul of the deformed subsets U1, . . . ,UL as the quotient of some holomorphic
function f(pˆ, p˘) divided by ∂Q(pˆ, p˘, t1, . . . , tr)/∂p˘. Therefore, the same is true for
ω
∂P (pˆ,p˘)/∂p˘
.
Since the polynomials Q1, . . . , Qr forms a basis of the sheaf O/O(∂Q(pˆ, p˘, t1, . . . , tr)/∂p˘),
any such regular form may be written locally as
ω
∂P (pˆ, p˘)/∂p˘
=
c1Q1(pˆ, p˘) + . . .+ crQr(pˆ, p˘)
∂Q(pˆ, p˘, t1, . . . , tr)/∂p˘
dpˆ+ g(pˆ, p˘)dpˆ,
where c1, . . . , cr are uniquely defined complex numbers (depending holomorphically on the
moduli in M˜) and g(pˆ, p˘) is a unique holomorphic function on Ul (also depending holomor-
72 3 THE MODULI SPACE
phically on the moduli). Hence we obtain the differential equation
t˙1 = −c1, . . . , t˙r = −cr and P˙ (pˆ, p˘) = g(pˆ, p˘)∂P (pˆ, p˘)
∂p˘
.
7. With the help of the Weierstraß Isomorphism [Gr-Re, Chapter 2. §4.2.] the holomorphic
functions P (pˆ, p˘), f(pˆ, p˘) and g(pˆ, p˘) may be uniquely represented as polynomials with respect
to p˘ of degree d−1 (where d denotes the number of sheets of the Weierstraß covering Ul → Vl),
whose coefficients are holomorphic functions depending on pˆ. It is quite easy to see that with
this choice the holomorphic function f(pˆ,p˘)
∂P (pˆ,p˘)/∂p˘
is also of this form, and the coefficients of
this polynomial of degree d− 1 with respect to p˘ are rational functions of the corresponding
coefficient of P (pˆ, p˘) and f(pˆ, p˘). We conclude that the numbers c1, . . . , cr and the coefficient
of the polynomial g(pˆ, p˘) with respect to p˘ depend holomorphically on the coefficients of the
polynomials P (pˆ, p˘) and f(pˆ, p˘) with respect to p˘. On U0 we have the ordinary differential
equation P˙ (pˆ) = ˙ˇp = ω/dpˆ. We conclude that the section ω defines a holomorphic vector
field on the product of M˜ with the space of polynomials P (pˆ, p˘) on U0 × . . . × UL of the
corresponding degrees d − 1 with respect to p˘, whose coefficients depend holomorphically
on pˆ ∈ V0 × . . . × VL. Since these vector fields are holomorphic they may be integrated to
some holomorphic flow at least in some neighbourhood of 0 ∈ M˜ [La, Chapter IV §1.], which
have to be chosen small enough in order to guarantee the assumption that ∂P (pˆ, p˘)/∂p˘ has
a holomorphic inverse on Ul for l = 1, . . . , L.
8. This implies that in some neighbourhood of 0 ∈ M˜ on the whole family of the integrated
flow two functions pˆ and pˇ + P (pˆ, p˘) are defined, which may be combined to a function k
with pˆ = g(γˆ, k) and pˇ = g(γˇ, k). This function k fulfills conditions Quasi–momenta (i)–(ii).
Moreover, due to the assumption that ∂P (pˆ, p˘)/∂p˘ has a holomorphic inverse on Ul, the map
(pˆ, p˘) 7→ (pˆ, pˇ) is locally a biholomorphic map. Therefore, also condition Quasi–momenta (v)
is fulfilled for small moduli. This shows that any holomorphic family of regular forms on
the family of deformations of Y constructed above define a vector field on the manifold of
moduli, whose flow preserves the subspace of deformations contained in Mg,Λ.
9. Now we shall prove that the subset of M˜, on whose elements besides the function pˆ
there exists another function pˇ such that the resulting function k fulfills conditions Quasi–
momenta (i)–(ii), is a complex subspace of this complex manifold. It is part of the Krichever
construction [Kr-1] that the space translations of these soliton equations are induced by the
action of some linear subgroup of the Picard group. From this point of view the existence of
the function k with the properties Quasi–momenta (i)–(ii) is equivalent to the existence of two
periods of a natural two–dimensional subgroup of the Picard group associated to the choice of
the two marked points∞− and∞+. This periodicity is equivalent to the assumption that the
two line bundles corresponding to the translation by γˆ and γˇ are trivial. Since the function
pˆ exists on the whole universal family Z˜, the line bundle corresponding to the translation by
γˆ is trivial for the whole family. Now we construct the line bundle corresponding to the shift
by γˇ. The corresponding global sections are of the form c exp(2π
√−1pˇ), where c is some
complex number and pˇ = g(γˇ, k) together with pˆ = g(γˆ, k) defines a holomorphic function k
on Y fulfilling conditions Quasi–momenta (i)–(ii). Let U+ and U− denote small open disjoint
neighbourhoods of ∞− and ∞+, which are contained in the complement of U1, . . . ,UL. Due
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to condition Quasi–momenta (i) some branch of the function pˇ is proportional to γˇ1−
√−1γˇ2
γˆ1−
√−1γˆ2
times pˆ at ∞− and proportional to γˇ1+
√−1γˇ2
γˆ1+
√−1γˆ2 times pˆ at ∞+ up to order O(1/pˆ). Hence the
line bundle, which describes the lifting of the translation by γˇ, may be defined by the trivial
bundle on Y\{∞−,∞+}, U+ and U−, which are glued by the function exp
(
2π
√−1pˆ γˇ1+
√−1γˇ2
γˆ1+
√−1γˆ2
)
on (Y \ {∞+})∩U+ and by the function exp
(
2π
√−1pˆ γˇ1−
√−1γˇ2
γˆ1−
√−1γˆ2
)
on (Y \ {∞+})∩U−. Due
to the Direct Image theorem [Gr-Re, Chapter 10. §4.6.] the direct image of the sheaf of
sections of this line bundle under f˜ is a coherent sheaf on M˜. The subset of this manifold,
on which another function pˇ is defined and whose combination k fulfills conditions Quasi–
momenta (i)–(ii) is exactly the support of this direct image sheaf. In fact, any non–zero
germ of this direct image sheaf defines a global holomorphic function on Y \ {∞−,∞+} with
essential singularity at the two marked points. Since the degree of the family of line bundles
on the family of complex spaces is zero, this global holomorphic function does not vanish,
and the logarithm of this function divided by some uniquely defined complex number yields a
function pˇ with the desired properties. Since the support of any coherent sheaf is an analytic
set [Gr-Re, Annex. §4.5.] this establishes the claim.
10. This last result implies that the subset of M˜ corresponding to elements ofMg,Λ contains
an open dense subset of nonsingular points, and this open dense subset forms a submanifold
of M˜. Moreover, the derivative of pˇ with respect to any vector field along this submanifold
defines some regular form on the corresponding family of complex subspaces. We conclude
that the dimension of this complex space is equal to g+1, and that the tangent sheaf extends
to a locally free sheaf of rank g + 1. Now the same arguments as in the proof of [G-P-R,
Chapter II. §1.4. Theorem 1.12.] (i. e. [G-P-R, Chapater II. §1.4. Fact 1.13.] combined with
[G-P-R, Chapter I. §10.5. (10.20)]) imply that this subset is smooth. q.e.d.
For the proof of the existence of the minimizer we shall only consider complex Fermi
curves of bounded genus. Therefore, we should investigate the subspace of this moduli space
containing only complex Fermi curves of finite geometric genus. Obviously, a given complex
Fermi curve of geometric genus g corresponds to some element in Mg,Λ if and only if the
normalization does not contain zeroes of both differentials dpˆ and dpˇ. In this case Y may
be chosen to be the normalization. Otherwise there exists a unique representative element
(Y,∞−,∞+, k) ∈Mg′,Λ of minimal arithmetic genus g′. In this case Y is locally isomorphic
to the images of the normalization under k, and the arithmetic genus is equal to the genus of
the normalization plus the Local contribution to the arithmetic genus 4.3 of all these common
zeros of dpˆ and dpˇ, which are called cusps. Unfortunately, the subspace of Mg′,Λ containing
all complex Fermi curves of geometric genus g, has itself cusps at complex Fermi curves,
whose normalization contains cusps.
Proposition 3.9. For any complex Fermi curve F(Y,∞−,∞+, k) ∈ Mg′,Λ, whose nor-
malization contains a cusp and has genus g < g′, and all meromorphic forms ω on the
normalization of Y with at most first–order poles at ∞± and no other poles, there exists
a one–dimensional complex subspace of some neighbourhood of F in Mg′,Λ, which contains
F , and which is contained in the set of the complex Fermi curves of geometric genus g.
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Moreover, this one–dimensional subspace contains a cusp at F in tangent direction of the
line corresponding to ω. More precisely, the preimage of F in the normalization of this
one–dimensional subspace contains a single point. Furthermore, with respect to any local pa-
rameter of the normalization at this point the lowest non–vanishing derivative is proportional
to ω, considered as an element of the tangent space of Mg′,Λ over F .
Proof. This proposition is proven in nine steps.
1. First we remark that due to Proposition 3.7 the flow of a vector field on some neighbour-
hood of some complex Fermi curve without cusps, which takes values in the subspace of the
tangent space corresponding to meromorphic forms on the normalization of the correspond-
ing complex Fermi curve with at most first–order poles at ∞± and no other poles, preserves
the genus of the normalization of the corresponding complex Fermi curves.
2. We shall see that again we may transform a cusp of the complex Fermi curve into multiple
points (i. e. singularities, whose preimage in the normalization does not contain zeroes of both
differentials dpˆ and dpˇ) by blowing up the moduli space. We choose the unique representative
(Y,∞−,∞+, k) of minimal arithmetic genus described above. Without loss of generality we
may choose the local descriptions of the elements of M˜ to be locally zero sets of equations
p˘d − pˆm = 0 with two co–prime natural numbers d and m. Since we are interested in
deformations, which preserve the geometric genus, we change the description of M˜l near
the cusps. All these deformations correspond locally to those deformations in M˜l, whose
equations Q(pˆ, p˘, t1, . . . , tr) = 0 describe algebraic curves birational isomorphic to P
1. In
particular, the functions pˆ and p˘ may be written as polynomials
pˆ = zd + tˆ1z
d−1 + tˆ22z
d−2 + . . .+ tˆdd and p˘ = z
m + t˘1z
m−1 + t˘22z
m−2 + . . .+ t˘mn .
The coefficients are written in terms of powers of the moduli (tˆ1, . . . , tˆd, t˘1, . . . , t˘m) ∈ M˘l in
such a way, that the re-scaling z 7→ λz acts projectively on the moduli. For all these moduli
there exists an unique polynomial with
Q(pˆ, p˘, tˆ1, . . . , tˆd, t˘1, . . . , t˘m) = 0.
If we define the degree of pˆ as d and the degree of p˘ as m this polynomial has common degree
dm, and the highest coefficient is equal to p˘d − pˆm.
3. We should remark that the translations z 7→ z + z0 do not change Q, but change the
moduli. Furthermore, a finite groups acts on the moduli without changing the coefficients of
the polynomials pˆ and p˘ with respect to z. For this reason the moduli space should be defined
as the quotient by the action of the translations and the finite group on the moduli. The orbits
of this group action define one–dimensional curves in the parameter space parameterized by
z0. At some points these curves might have singularities (i. e. the derivatives of all parameters
with respect to z0 vanish), but obviously for all orbits this happens only at finitely many
values of z0. Therefore, we may choose some non–singular representative and use the implicit
function theorem [R-S-I, Supplementary material V.5 Theorem S.11] in order to obtain locally
smooth parameters of the quotient by this group action. In the sequel we will ignore this
ambiguity of the moduli (tˆ1, . . . , tˆd, t˘1, . . . , t˘m) and assume that the real moduli space is
locally the quotient by this group action.
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4. If we glue the local normalizations of the deformed spaces, parameterized again by z on U0
in the natural way, then the arguments in the proof of Proposition 3.7 carry over to the modi-
fied moduli space M˘. They show that the space of meromorphic forms on the normalizations,
which have at most first–order poles at ∞± and no other poles, define a holomorphic vector
bundle on M˘ of rank g+1 or g (compare with Remark 3.8). Therefore, all these forms on the
normalization of the initial complex Fermi curve extend to holomorphic sections of this vector
bundle. Now we shall construct the deformations corresponding to the sections of this vector
bundle by blowing up the moduli space M˘ at the origin corresponding to the initial complex
Fermi curve. The blowing up re-parameterizes locally the moduli as elements of the tautolog-
ical bundle over the corresponding projective space [Har, pp. 28-31]. Locally this blowing up
is the product of the projective space with a one–dimensional space parameterizing the fibre
of the tautological bundle. We should choose an element (tˆ1, . . . , tˆd, t˘1, . . . , t˘m) ∈ Pd+m−1
of the projective space, such that the deformation changes in lowest–order the parameter of
the fibre. All coefficients of the polynomial Q(pˆ, p˘) corresponding to some moduli are homo-
geneous polynomials of the moduli, whose degree is equal to dm minus the common degree
of the corresponding monomial of pˆ and p˘. Due to Lemma 2.20 the regular form ω may be
locally uniquely written as
ω =
Q˙(pˆ, p˘)
∂Q(pˆ, p˘)/∂p˘
dpˆ,
where Q˙ is a polynomial with respect to p˘ of degree d−1, whose coefficients are holomorphic
functions depending on pˆ. We conclude that besides the coefficient of degree zero (corre-
sponding to p˘d − pˆm) those coefficients of Q(pˆ, p˘) corresponding to the projective element
(tˆ1, . . . , tˆd, t˘1, . . . , t˘m) ∈ Pd+m−1 we start with should be zero, which are of lower degree than
the degree of the unique coefficient, whose monomial corresponds to the lowest non–vanishing
Taylor coefficient of ω. Furthermore, the coefficient of Q(pˆ, p˘) corresponding to the projec-
tive element we start with, whose monomial corresponds to the lowest non–vanishing Taylor
coefficient, should not vanish.
5. Now we shall determine those projective moduli (tˆ1, . . . , tˆd, t˘1, . . . , t˘m) we have to start
with, if ω does not vanish at the corresponding cusp. The common degree of the unique
monomial Q˙(pˆ, p˘), corresponding locally to a holomorphic non–vanishing form, is equal to
(d − 1)(m − 1). Therefore, besides the coefficient of degree zero all coefficients of degree
lower than dm− (d − 1)(m − 1) = d +m − 1 of the polynomial Q(pˆ, p˘), which corresponds
to those projective moduli we start with, should vanish. There are exactly d +m − 2 such
coefficients. Hence we have to determine the zero set of d+m− 2 homogeneous polynomials
on Pd+m−1. Due to [Har, Chapter I Theorem 7.2] this set is at least one–dimensional. In
order to investigate these solutions let us first determine the derivative of the coefficients
with respect to some infinitesimal change ( ˙ˆp, ˙˘p) of the polynomials pˆ and p˘. The equations
dQ(pˆ, p˘)
dt
= Q˙(pˆ, p˘) +
∂Q(pˆ, p˘)
∂pˆ
˙ˆp+
∂Q(pˆ, p˘)
∂p˘
˙˘p = 0
∂Q(pˆ, p˘)
∂pˆ
dpˆ+
∂Q(pˆ, p˘)
∂p˘
dp˘ = 0
imply the identity
Q˙(pˆ, p˘)
dpˆ
∂Q(pˆ, p˘)/∂p˘
= −Q˙(pˆ, p˘) dp˘
∂Q(pˆ, p˘)/∂pˆ
= ˙ˆpdp˘− ˙˘pdpˆ.
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For the initial curve defined by p˘d− pˆm = 0 the right hand side divided by Q˙(pˆ, p˘) is equal to
z−(d−1)(m−1)dz. If we consider the projective deformation from the initial curve (defined by
p˘d− pˆm = 0) into one of these solutions, then the derivative with respect to the lowest power
of the deformation parameter (the parameter of the fibre of the tautological bundle), which
does not vanish, yields a meromorphic one–form with poles only at z =∞. We conclude that
the corresponding Q˙(pˆ, p˘) has to be a polynomial with respect to z, whose degree is larger
than (d − 1)(m − 1). In particular, the coefficients of degree d +m − 1 of the polynomials
Q(pˆ, p˘), which correspond to these solutions, cannot vanish. Therefore, for these deformations
the derivative with respect to the (d+m− 1)–th power of the deformation parameter at the
initial curve corresponds to a one–form proportional to dz.
6. Now we claim that the normalizations of these curves do not have a cusp. In fact,
otherwise we shift the cusp into the origin (z = 0). In this case, due to the foregoing formula,
the derivative with respect to the lowest non–vanishing (i. e. the (d + m − 1)–th) power
of the deformation parameter, corresponds to a one–form, which vanishes at z = 0. This
contradicts the considerations in step 5.
7. Now we show that, if we choose some non–singular representative (tˆ1, . . . , tˆd, t˘1, . . . , t˘m)
in the orbit under the group described above, then the derivative of the map, which maps
the moduli onto the coefficients of the corresponding polynomial Q(pˆ, p˘), has rank d+m−1.
This statement is equivalent to the statement, that the derivative of the map, which maps
the coefficients of the polynomials pˆ and p˘ with respect to z onto the coefficients of the
corresponding polynomial Q(pˆ, p˘), has rank d +m− 1. The foregoing formula shows that a
tangent vector ( ˙ˆp, ˙˘p) in the space of polynomials pˆ and p˘ with respect to z does not change Q,
if and only if the right hand side vanishes. Since the curve defined by the equation Q(pˆ, p˘) = 0
does not have cusps, ˙ˆp has to be zero at the zeroes of dpˆ, and ˙˘p has to be zero at the zeroes
of dp˘. We conclude that ( ˙ˆp, ˙˘p) has to be proportional to (dpˆ/dz, dp˘/dz), which corresponds
exactly to translations.
8. With the help of the implicit function theorem [R-S-I, Supplementary material V.5 The-
orem S.11] we conclude from the last step that in some arbitrary small neighbourhood of
those non–singular moduli, we start with if ω does not vanish at the cusp, there also exist
moduli, whose Q(pˆ, p˘) has besides the highest term p˘d − pˆm vanishing coefficients of degree
larger than those corresponding to the lowest non–vanishing coefficient of ω. Therefore, we
may choose these moduli in such a way, that the corresponding curves Q(pˆ, p˘) = 0 also have
no cusps, and that the derivative of the map, which maps the moduli onto the coefficients of
Q(pˆ, p˘), has rank d+m− 1. This in general defines the projective moduli, we start with.
9. Finally, we multiply the pullback of the section of the vector bundle of meromorphic forms
on the normalizations with poles of at most first–order at ∞± and no other poles, to the
blowing up of the moduli space M˘, with the parameter of the fibre of the tautological bundle
to the power, which is equal to the order of the zero of ω plus d+m − 2, and which is also
equal to the degree of the corresponding coefficient of Q minus one. With the help of the
construction of Proposition 3.7 the flow defined by ˙ˇpdpˆ = ω can be locally integrated along
the vector field on the blowing up of the moduli space M˘. The image of the corresponding
curve in M˘ is contained in M and yields the desired curve. q.e.d.
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This proposition can be generalized to deformations of one–sheeted coverings of the com-
plex Fermi curves, which are locally not complete intersection in C2.
If we consider deformations, which preserve an anti–holomorphic involution with fixed
points, then the real regular forms describe the corresponding tangent space. In case of a
real cusp of the complex Fermi curve, the construction of Proposition 3.9 has to be done over
the real numbers. In particular, the moduli we start with, should be real. More precisely, it
suffices to find two polynomials
pˆ(z) = zd + a1z
d−1 + . . .+ ad and p˘(z) = zm + b1zm−1 + . . .+ bm
with real coefficients a1, . . . , ad and b1 . . . , bm, whose coefficients of the corresponding poly-
nomial Q(pˆ, p˘) of degree 1, . . . , d+m− 2 vanish. Due to the considerations in part 5. of the
forgoing proof this is equivalent to the relation
pˆ′(z/t)td
d
dt
p˘(z/t)tm − p˘′(z/t)tm d
dt
pˆ(z/t)td = td+m−2O(1) with respect to z.
This relation in turn is equivalent to the relation
mpˆ′(z)p˘(z)− dp˘′(z)pˆ(z) = O(1) with respect to z.
First we remark that due to the invariance under the translations z 7→ z+z0, we may assume
that a1 = 0. Moreover, due to the structure of this relation, the corresponding equations
of order zm+d−1, . . . , zd−1 are linear in b1, . . . , bm. Therefore, we may use these equations to
obtain b1, . . . , bm as polynomials with respect to a2, . . . , ad. The corresponding polynomial
p˘(z) is determined by the m lowest Taylor coefficients of (z−dpˆ(z))m/d = (1 + a1z−1 + . . . +
adz
−d)m/d at infinity:
p˘(z) = zm
(
z−dpˆ(z)
)m/d
+O(z−1).
It remains to find zeroes of d − 2 homogeneous polynomials with respect to a2, . . . , ad of
common degree m+1, . . . , m+ d− 2, where the degree of al is equal to l for all l = 2, . . . , d.
We conclude that for d = 2 there always exists one unique real solution.
If d = 3 and m is even, then there also exists a real solution. In fact in this case a3 = 0 is
always a solution. If m is odd and m+ 1 is not divisible by 12 then there again exists a real
solution, since a polynomial, whose degree is even but not divisible by 12 with respect to a2
and a3 is either zero for a2 = 0 or a3 = 0 or is an odd polynomial either with respect to a2
or a3. A direct calculation shows that for m = 11 there also exists a real solution.
If d = 4, the choice a3 = 0 reduces the number of equations by one. Therefore, we have
to find a real zero of a polynomial of degree m+ 1 with respect to a2 and a4. If m+ 1 is not
divisible by 8 such a polynomial has always a real solution.
We conjecture that there always exists a real solution of these equations. But if d+m−1
is even (and therefore not both degrees are odd), then the real part of the one–dimensional
subspace of the moduli space, which is constructed in Proposition 3.9 with the help of a
real polynomials constructed above, covers only one half of the real line in the tangent space
of the moduli space corresponding to any real regular form, which does not vanish at the
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cusp. Since in the simplest case d = 2 and m = 3 there exists only one real solution, the
subspace of the moduli space containing complex Fermi curves, which are invariant under
the anti–holomorphic involution, and which have the same geometric genus as the original
complex Fermi curve with the real cusp, covers only a half-plane of the real tangent space.
3.3 The compactified moduli spaces with bounded genus
In Section 4.1 we shall find some necessary condition for a complex Fermi curve to correspond
to some immersion. Since the Willmore functional is equal to the first integral of the corre-
sponding Weierstraß curve 1.4, we may transform the variational problem of the Willmore
functional into a variational problem of the first integral on the space of all complex Fermi
curves, which obey theWeak Singularity condition 4.2. For this purpose we should endow the
set of all complex Fermi curves with some topology. By definition all complex Fermi curves
are closed subsets of C2. Consequently we shall use some topology on the set of closed subsets
of C2. The set of closed subsets of some compact Hausdorff space has a natural topology in
contrast to the space of closed subsets of a non–compact Hausdorff space [Mi]. Obviously the
closures of all complex Fermi curves considered as subsets of the one–point–compactification
C2 of C2 are give by the union of the complex Fermi curves (contained in C2) with the one
point set {∞} containing the single point at infinity. In the sequel we shall identify the closed
subsets of C2 with the corresponding closures in C2.
Let us therefore introduce a topology on the space of all closed subsets of some topological
space ([Ho, Chapter 5.4] and [Mi]). In [Mi] several topologies are given, and we will use the
so called finite topology. For all open sets O the subsets of the set of closed subsets of the
form {A | A ∩ O 6= ∅} and {A | A ⊂ O} are open and generate the set of open subsets of
the finite topology. We recall some of the properties of this topology proven in [Mi]. If the
underlying space is a compact Hausdorff space, the space of closed subsets endowed with this
finite topology is again a compact Hausdorff space. Moreover, if the underlying space is in
addition metrizable the space of all closed subsets is also metrizable and coincides with the
topology of the Hausdorff metric. Finally, the subspace of all finite subsets is dense, therefore
the space of all closed subsets is separable if the underlying space is separable. The following
lemma is a special case of results proven in [Mi].
Lemma 3.10. The space of all closed subsets of C2 is a separable compact metrizable space.
q.e.d.
Due to Theorem 2.3, for any pair of potentials (V,W ) the mapping k 7→ R(V,W, k, 0) is
a meromorphic mapping from C2 into the compact operators on L2(∆) × L2(∆). Moreover,
this mapping uniquely determines the pair of potentials. The topology of uniform conver-
gence on compact subsets of these mappings [Co-I, Chapter VII. §1.] yields a topology on
(V,W ) ∈ L2(R2/Λ) × L2(R2/Λ), which we call the compact open topology of the resolvents
R(V,W, k, 0). Obviously this topology is equivalent to the compact open topology of the
resolvents of D˜γˆ,γˇ(V,W, pˆ) (compare with Section 2.4).
We claim that the mapping (V,W ) 7→ F¯(V,W ) is continuous with respect to this topology
and the finite topology. In fact, since the two families of subsets {F¯ ⊂ C2 | F¯ ∩ O 6= ∅} and
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{F¯ ⊂ C2 | F¯ ⊂ O} indexed by the open subsets O of C2 form a basis of the open subsets
of the finite topology, it suffices to show that the corresponding preimages are open. If the
closure F¯ of a complex Fermi curve is contained in an open subset of the former family, then
there exists a finite k ∈ F ∩ O. Furthermore, due to the application of the arguments in
the proof of Theorem 2.3 concerning the spectral projections to the corresponding spectral
projections of D˜γˆ,γˇ(V,W, pˆ), the same is true for all pairs of potentials in a neighbourhood
with respect to the compact open topology. If the closure F¯ is contained in an open subset of
the latter family, then O has to contain∞. Furthermore, all complex Fermi curves of pairs of
potentials in a neighbourhood (with respect to the compact open topology) are also disjoint
with the complement of O, since this complement is a compact subset of C2. This proves
Lemma 3.11. The mapping (V,W ) 7→ F¯(V,W ) is a continuous mapping from (V,W ) ∈
L2(R2/Λ)×L2(R2/Λ) with the compact open topology of R(V,W, k, 0) into the closed subsets
of C2 with the finite topology. q.e.d.
Let MΛ,η and MΛ,η,W denote the moduli spaces
MΛ,η =
{F(U, U¯)∣∣U ∈ L2(R2/Λ)}
MΛ,η,W =
{F(U, U¯)∣∣U ∈ L2(R2/Λ) and 4‖U‖2 ≤W} .
Both sets are are subsets of the space of closed subsets of C2. The subset of these moduli
spaces, which contain the corresponding complex Fermi curves of real potentials are denoted
by MΛ,η,σ and MΛ,η,σ,W, respectively.
We will see that neither MΛ,η nor MΛ,η,W is compact, if W is not smaller than 4π
(compare with Remark 2.5 and Remark 2.8). In fact, in Section 2.5 we have introduced
conditions on compact one–dimensional complex spaces, which for the dense subclass of
connected complex spaces implies, that they are complex Fermi curves. In Lemma 4.16
we will investigate the subclass of complex spaces with two connected components. It will
turn out that the simplest example is not a complex Fermi curve of any potential, and that
the corresponding first integral is equal to 4π. But they are the complex Fermi curves of
perturbations of Dirac operators acting on direct sums of line bundles of degree ±1. In
the next section we shall prove that the set of all complex Fermi curves of higher-degree
perturbations of Dirac operators, whose first integral is bounded by any W > 0 is compact.
Higher-degree perturbations of Dirac operators also occur in ‘quaternionic function theory’
[P-P].
In this section we restrict ourself to the moduli spaces of complex Fermi curves of bounded
geometric genus : Let Mg,Λ,η and Mg,Λ,η,W denote the moduli spaces
Mg,Λ,η = {F ∈ MΛ,η | geometric genus of F is not larger than g}
Mg,Λ,η,W = MΛ,η,W∩Mg,Λ,η.
The corresponding subsets of these moduli spaces, which contain only complex Fermi curves
of real potentials are denoted by Mg,Λ,η,σ and Mg,Λ,η,σ,W, respectively.
In Section 2.5 we characterized these complex Fermi curves of finite genus by the con-
ditions Quasi–momenta (i)–(iii) of Section 2.5. There exists an explicit formula of the first
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integral, whose restriction to Weierstraß curves 1.4 is equal to the Willmore functional, in
terms of the data (Y,∞−,∞+, k).
Lemma 3.12. If the complex Fermi curve F(Y,∞−,∞+, k) of some data (Y,∞−,∞+, k),
which fulfills conditions Quasi–momenta (i)–(ii) of Section 2.5, is equal to the complex Fermi
curve of some pair of potentials (V,W ), then the corresponding first integral is equal to the
residue
4
∫
R2/Λ
V (x)W (x)d2x = W(Y,∞−,∞+, k) = 8π2√−1 vol(R2/Λ)Res
∞+
(k1dk2) .
Obviously the residue on the right hand side does not depend on the choice of the branch
of k. Below we will show, that whenever the data fulfill condition Quasi–momenta (iii) of
Section 2.5 these numbers are non–negative.
Proof. The complex Fermi curve corresponding to the zero potentials is given by the union of
the solutions of the equations g(k+κ, k+κ) = 0 for κ ∈ Λ∗. An easy calculation shows that in
this case the formula is correct. If we apply formula Lemma 3.2 (iv) to the variation described
in Lemma 3.4 (iv) the right hand side is equal to 1/(π2
√−1) times the variation of the first
integral. Since this variation corresponds to the function, which in some neighbourhood of
∞+ is equal to 1 and in some neighbourhood of ∞− equal to −1, the left hand side is equal
to the residue of ΩV,W (·, ·) at ∞+ minus the residue of this form at ∞−. If we consider the
function pˇ as a function depending on pˆ and the deformation parameters, we conclude from
the definition of Ω that the left hand side is equal to the residue of the form δpˇdpˆ at∞+. This
implies that the first integral is equal to the residue at∞+ of the form 2π2√−1pˇdpˆ. The right
hand side of the formula of the lemma is invariant under linear conformal transformations of
the lattice Λ. If we choose γ = (1, 0) the formula follows. q.e.d.
Consequently, define M¯g,Λ,η as the set of all complex Fermi curves F(Y,∞−,∞+, k),
whose data fulfill conditions Quasi–momenta (i)–(iii) of Section 2.5 and whose geometric
genus is not larger than g. Analogously we denote the subset of all varieties F(Y,∞−,∞+, k)
of data, whose first integral W(Y,∞−,∞+, k) is not larger than W by M¯g,Λ,η,W. The sub-
sets of these moduli spaces containing the corresponding complex Fermi curves, which are
invariant under the involution σ, are denoted by M¯g,Λ,η,σ and M¯g,Λ,η,σ,W, respectively. Now
we can state the main theorem of this section.
Theorem 3.13. The spaces M¯g,Λ,η,W are compact and the completions of Mg,Λ,η,W.
For the proof of this theorem we need some preparation. Let M¯g,η denote the set of
all varieties F(Y,∞−,∞+, k), whose data obey conditions Quasi–momenta (i) and (iii) of
Section 2.5, but instead of condition Quasi–momenta (ii) we assume condition
Quasi–momenta (ii’) The difference of two arbitrary branches of the function k is some
element of R2.
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In this case dpˆ and dpˇ are meromorphic forms, and the multi–valued function k is determined
by this form up to the addition of some complex numbers. So let us investigate for a given
data (Y,∞−,∞+, k) the space of such forms dpˆ and dpˇ.
Lemma 3.14. Let Y be a compact smooth Riemann surface of genus g with two marked
points ∞− and ∞+ with the property that each connected component of Y contains at least
one point. Moreover, let η be an anti–holomorphic involution, which interchanges the two
marked points. Then for any local parameter z at ∞+, which takes the value zero at ∞+,
there exists a unique meromorphic form dp with the following properties:
Form (i) dp− d(1/z) extends to a holomorphic form on some neighbourhood of ∞+.
Form (ii) The integral of dp along any cycle in H1(Y,Z) is real.
Form (iii) dp transforms under η as η∗dp = −d¯p.
Form (iv) The integral of dp along any real cycle (i. e. the cycle is homolog to the image
under η) vanishes.
Proof. Obviously conditions Form (i)–(iii) are equivalent to conditions Form (i) together
with the conditions Form (iii)–(iv). Hence we may assume this last triple of conditions. The
Riemann–Roch theorem [Fo, Theorem 16.9 and Theorem 17.16] implies that the space of
meromorphic forms, which have poles of at most second order without residues at the two
marked points and no other poles is a (g+2)–dimensional complex space. Since the involution
η acts on this space as an anti–linear involution, the eigenspace of this action corresponding
to the eigenvalue −1 is a (g+2)–dimensional real space. Hence there exists some dp obeying
conditions Form (i) and (ii). This form is determined up to the addition of some holomorphic
form ω with the property that η∗ω = −ω¯. Since the real part of H1(Y,Z) forms a Lagrangian
subgroup with respect to the intersection form (i. e. a subgroup, which coincides with the
group of all elements having zero intersection form with all elements of this subgroup), any
set of generators of this real part gives rise to a dual base of holomorphic differential forms ω
with the property that η∗ω = −ω¯ [F-K, III.3.3. Proposition]. This proves the Lemma. q.e.d.
We conclude that for all data (Y,∞−,∞+, η, k) ∈ M¯g,η the components pˆ completely
determine the other components, and more generally, any real component of k determines
the function k. So in the sequel we will associate to the elements of M¯g,Λ,η data of the form
(Y,∞−,∞+, p) where p is a multi–valued in C instead of C2 (either equal to pˆ or any other
real component of k). In this case we assume that these data obey the conditions analogous
to Quasi–momenta (i), (ii’) and (iii). Obviously, (Y,∞−,∞+, pˆ) and (Y,∞−,∞+, pˇ) are
data of this form. Also the formula of Lemma 3.12 for the first integral extends to elements
of M¯g,η. On these larger moduli spaces we may renormalize the functions k by multipli-
cation with some positive number. The first integral changes under these transformations
by multiplication with the square of this positive number. It is quite easy to see that the
quotient of the moduli spaces M¯g,η modulo these transformations and modulo shifts of k by
some additive constant, is the moduli space of all compact Riemann surfaces of genus g with
two marked points ∞±, at most two connected components, each containing at least one of
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the two marked points, and the anti–holomorphic involution η without fixed points inter-
changing ∞±. Therefore, the description of these Riemann surfaces in Lemma 3.16 yields
a parameterization of this moduli space. A simple count of degrees of freedom shows that
M¯g,η has real dimension 3g+2. This coincides with the dimension of the moduli space of the
corresponding Riemann surfaces with two marked points (3g− 1) plus the degree of freedom
of renormalization of k and the two additive degrees of freedom given by the complex additive
constant just mentioned.
Let us now show that for all these data (Y,∞−,∞+, p) the Riemann surface Y may
be realized as two copies of P1, which are glued along several cuts. In the sequel we will
use this construction for different choices of the function p, therefore we shall decorate the
corresponding symbols with an index p. First we choose a branch of the function p in
some small neighbourhood of ∞+. Obviously there exists an open neighbourhood Up of ∞+
obeying the following conditions:
Neighbourhood (i) The fixed branch of p near ∞+ maps Up biholomorphically onto the
complement in P1 of finitely many disjoint compact convex sets contained in C ⊂ P1.
In particular, Up contains no zero of dp.
Neighbourhood (ii) Each connected component of the complement of Up∪η(Up) contains
at most one connected component of the boundary of the closures of Up.
Due to condition Neighbourhood (i) the connected components of the boundary of the closure
of Up are in one to one correspondence with the compact convex subsets mentioned there.
Lemma 3.15. There exists a unique maximal open neighbourhood U+p of ∞+ obeying con-
ditions Neighbourhood (i)–(ii). Moreover, the set U−p = η(U
+
p ) is the unique maximal open
neighbourhood of ∞− obeying the corresponding conditions for the branch −η∗p¯ near ∞−.
Both sets U+p and U
−
p are disjoint.
Proof. Let us first prove that the union of two open neighbourhoods Up and U
′
p of∞+ obeying
these conditions obeys also these conditions. Obviously the union of two complements of
finitely many disjoint compact convex sets is again a complement of finitely many disjoint
compact convex sets. Due to condition Quasi–momenta (ii’) the subset of all elements in
the intersection of the images of Up and U
′
p under the corresponding branches of p, whose
preimages are the same element of Up ∩ U′p, is open and closed. Hence it is a connected
component of Up ∩ U′p. But the image of Up ∩ U′p under the corresponding branches of p is
the complement of finitely many not necessary disjoint compact convex subsets of P1 and
therefore connected. Hence the branches of p corresponding to Up and U
′
p, coincide, and
Up ∪ U′p obeys condition Neighbourhood (i). Since the complement of Up ∪ U′p ∪ η(Up ∪ U′p)
is equal to the intersection of the complements of Up ∪ η(Up) and U′p ∪ η(U′p), the union
Up ∪ U′p obeys also condition Neighbourhood (ii). This argumentation extends to the union
of an arbitrary set of neighbourhoods obeying these conditions. Therefore, the union of
all neighbourhoods obeying these conditions is the unique maximal U+p . Obviously, the set
U−p = η(U
+
p ) has the corresponding properties (with ∞− interchanged by ∞+). Arguments
similar to those used above show that U+p ∩U−p has to be open and closed. Therefore, it has
to be empty, since it does not contain ∞±. q.e.d.
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In the sequel we want to extend the open sets U+p and U
−
p to open disjoint sets, which
are mapped by the corresponding branches of p biholomorphically onto the complement of
finitely many finite parts of straight lines in C ⊂ P1. The copy of P1 containing the image of
U+p is denoted by P
+
p and the copy containing the image of U
−
p is denoted by P
−
p . It will turn
out that the Riemann surface Y may be realized by gluing P+p and P
−
p along several cuts, and
the gluing map is always of the form p 7→ p plus some element of R. We shall describe such
surgeries by figures. On these figures small letters will denote the values of the functions p
at the zeroes of dp. If a sheet of P+p is glued with some sheets of P
−
p these two sheets will be
denoted by a capital letter with exponent ±. If two sheets of P+p or P−p are these two sheets
are denoted by a capital letter with indices 1 and 2 and exponent ±. Let us first give three
typical examples:
A horizontal cut. In this case dp has two simple zeroes at the values p = a and p = b with
respect to the branch of p near ∞+ and the values p = −b¯ and p = −a¯ with respect
to the branch of p near ∞−, respectively, where a and b are complex numbers with
ℑ(a) = ℑ(b) and ℜ(a) < ℜ(b). The difference between the branch near ∞+ minus the
branch near ∞− is therefore equal to a + b¯ = b + a¯. Finally, the Riemann surface Y
may be realized by gluing the slit along the straight line connecting a and b of P+p with
the slit along the straight line connecting −b¯ and −a¯ of P−p . More precisely, for the
gluing we use the map p 7→ p+ a+ b¯, which transforms the branch near of P+p into the
branch of P−p .
q q
A+
a B+ b
figure of P+p
q q
B−
−b¯ A− −a¯
figure of P−p
A pair of parallel cuts. In this case dp has four simple zeroes at the values p = a1, a2, b1, b2
on P+p , where ℑ(a1) = ℑ(a2), ℑ(b1) = ℑ(b2), ℑ(a1) > ℑ(b1), ℜ(a1) < ℜ(a2) and
ℜ(b1) − ℜ(b2) = ℜ(a1) − ℜ(a2). Also there are four other zeroes at the values p =
−a¯2,−a¯1,−b¯2,−b¯1. In this case the slit along the straight lines of P+p connecting a1 and
b1 is glued with the slit along straight lines connecting a2 and b2, and the analog slits of
P−p are also glued. Hence on P
+
p and on P
−
p two pairs of zeroes of dp are identified, and
all together we have four zeroes of dp. Besides this two pairs of parallel slits we have
two horizontal slits. One connects the two slits of P+p and the other connects the two
slits of P−p . Both are part of a line ℑ(p) = c with some arbitrary constant in the interval
ℑ(a1) ≥ c ≥ ℑ(b1). Since the two slits at the end of each of these horizontal slits are
glued, these horizontal slits are glued to form circles. Finally, these two horizontal slits
of P+p and P
−
p are glued by some map p 7→ p plus some real constant. But if we add
to this constant the period ℜ(a2)−ℜ(a1) the identification of the two circles does not
change. Obviously we may shift these two slits (this means that we change c in the
interval ℑ(a1) ≥ c ≥ ℑ(b1)) and simultaneously shift the constant of the gluing map in
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some specific way, without changing the data (Y,∞−,∞+, η, p) and the branch of p at
∞+.
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A modified pair of parallel cuts. This is a variation of the pairs of parallel cuts, where
the two sheets at the horizontal cut of P+p are glued by some map p 7→ p plus some real
constant, and similarly for the two sheets at the horizontal cut of P−p . In this case the
Riemann surface Y has two connected components:
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In the special case that the constant of the gluing map is zero, we could remove the
two horizontal cuts. However, we will not do so, because otherwise k will not extend
to a single–valued function on P+p .
Lemma 3.16. Let the data (Y,∞−,∞+, p) be given by any data (Y,∞−,∞+, k) ∈ M¯g,η
with p = k1 (or any real component of k). Then for all branches of p in some neighbourhood
of ∞+ the Riemann surface Y may be realized by two copies of P1, which are glued along a
combination of finitely many horizontal cuts and finitely many pairs of parallel cuts. The
involution η is given by the map p 7→ −p¯ interchanging P+p and P−p . Moreover, the first
integral of the data (Y,∞−,∞+, k) is equal to the Dirichlet integral of the positive form
2π
√−1 vol(R2/Λ) (dk1 +√−1k2) ∧ (dk1 +√−1k2)
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over P+p . In particular, the first integral is always some non–negative real number. The
first integral vanishes, if and only if the data (Y,∞−,∞+, k) are isomorphic to the following
data: Y is biholomorphic to the disjoint union of P+k1 ∪ P−k1 with the natural marked points∞− and ∞+. The component k1 is the natural meromorphic function on both copies of Pk1.
The component k2 is on P
+
k1
equal to
√−1k1 and on P−k1 equal to −
√−1k1. Finally, η is the
involution induced by the map k 7→ −k¯, which interchanges the components P+k1 and P−k1.
Proof. 1. First we claim that the convex compact sets excluded from the image of U+p ,
mentioned in Neighbourhood (i), are the convex hulls of the values of p at finitely many
zeroes of dp. For all Up obeying conditions Neighbourhood (i)–(ii), the connected components
of the boundary of Up are mapped by p on convex Jordan curves around the excluded domains
in C ⊂ P+p . Since p is locally biholomorphic if and only if dp has no zero, we may enlarge Up
and therefore shrink these Jordan curves, until they form the boundary of the convex hull of
finitely many values of p at zeroes of dp. In case where the image of U+p is the complement of
finitely many disjoint horizontal cuts, the Riemann surface Y is biholomorphic to the union
of P+p and P
−
p glued in the prescribed way.
2. Now we claim that no straight line with constant imaginary part of p, which does not
contain any zero of dp, can connect U+p and U
−
p . Let s0 ∈ R be the imaginary part of p at
one zero of dp, and consider the family of all those straight lines, whose constant imaginary
part belongs to a small neighbourhood of s0, and whose open ends, where the real part of p
goes to −∞, belong either to U+p or U−p . Some of the zeroes of dp have the property, that if
we move around them and return to the part with very small real parts of p we may connect
U+p with U
−
p . Now all zeroes of dp with this property, and which belong to one connected
component of the complement of U+p ∪ U−p , have to be permuted by the involution η. Hence
the number of such zeroes has to be even, and therefore these straight lines cannot connect
U+p and U
−
p .
3. Let us call a straight line with constant imaginary part of p periodic, if there exists some
period Π ∈ R, such that the preimages of p + Π coincide with the preimages of p. If the
imaginary part of p varies in some interval, such that the corresponding periodic lines contain
no zero of dp, then the corresponding periods are constant, since dp is closed. Obviously,
all straight lines with constant imaginary part of p are either periodic, or have open ends
intersecting one of the two neighbourhoods U+p or U
−
p of the two poles of dp at∞±. Hence for
generic real s (i. e. for s in the complement of the finite set of values of the imaginary part of p
at all zeroes of dp) there exist exactly two non–periodic straight lines with constant imaginary
part of p equals s, one having non–empty intersection with U+p and another one having non–
empty intersection with U−p . In particular, the Riemann surfaces decomposes into three types
of regions. On one hand regions of periodic lines and on the other hand two regions of non–
periodic lines intersecting either U+ or U−. Moreover, the common boundaries of different
regions with periodic lines, are periodic lines, which contain a zero of dp. Furthermore, the
common boundaries of regions with periodic lines with one of the two latter regions are of
the same form. The common boundaries of the latter two regions, however, are horizontal
cuts.
4. Now we claim that for all real s, the part of the complement of U+p ∪ U−p , on which the
imaginary part of p is equal to s is a union of straight lines, whose sum of lengths is equal
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to the sum of those segments of the straight lines with imaginary part equals s, which are
excluded from U+p and U
−
p . Obviously this is true for very large (and very small) values of s.
On every component of a region of periodic lines the imaginary part of p takes the maximum
and the minimum either on a common boundary with U+ or with U−. Hence the claim
follows from the description of the boundaries of the three types of regions described in part
3. Moreover, the same arguments show that the complement of all regions of periodic lines
is the disjoint union U+ ∪ U−.
5. We have decomposed the Riemann surface Y into three regions: the neighbourhoods U+p
and U−p (or their closures) and the regions of periodic lines. We have already seen that for
any value of the imaginary part of p, the corresponding lines together form two copies of lines
of P1, with constant imaginary part. Consequently we will now see that these parts may be
glued in such a way, that they form the two copies P+p and P
−
p . In doing so we have some
freedom and no canonical choice. But, as we already have seen all connected components of
the boundary of the closures of U+p and U
−
p , which do not form a horizontal cut, are glued
with some regions of periodic lines, and for each single region of periodic lines (with only
one period Π) the corresponding gluing rule is of the from p 7→ p+ some real constant. This
together with the condition that for all imaginary values of p the sum of the lengths of the
corresponding periodic lines is exactly equal to the excluded parts of those lines with open
ends intersecting U+p or U
−
p is the essential content of the statement that Y may be realized
by a combination of several horizontal cuts and several pair of parallel cuts. In order to make
this more precise, let us describe these combinations in some more detail.
6. If we try two realize Y in general by a combination of several horizontal cuts and several
pairs of parallel cuts we have to envisage the possibility that different pairs of parallel cuts
penetrate each other. In the following two figures we show two equivalent such possibilities,
where all pairs of parallel slits, which differ by some real period, are glued:
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In such cases we introduce additional horizontal cuts as shown in the following figures:
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Furthermore, we permit the situation, where that the parallel cuts of pair of parallel cuts
are two lines with some corners, and where one is a shift of the other by some real period. A
horizontal cut and a pair of parallel cuts may also penetrate each other: Either the horizontal
cut belongs to the regions of periodic lines, or to the part U+p ∪U−p where these lines are not
periodic. In the following figures, we show two pairs of parallel cuts with corners and two
horizontal cuts, one inside of the part of periodic lines and one outside.
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As a result of the preceding considerations all Riemann surfaces Y may be realized as a
combination of several horizontal cuts with several pairs of parallel cuts and some additional
horizontal cuts connecting pairs of parallel cuts.
7. Let us assume now that we have given some data (Y,∞−,∞+, k) ∈ M¯g,η, and consider
the corresponding realization of Y as two planes P±p glued in the way described above. The
positive two-form
2π
√−1 vol(R2/Λ) (dk1 +√−1dk2) ∧ (dk1 +√−1dk2)
over the part P+p is equal to
4π vol(R2/Λ) (dℜ(k1) ∧ dℑ(k1) + dℜ(k2) ∧ dℑ(k2) + dℜ(k1) ∧ dℜ(k2) + dℑ(k1) ∧ dℑ(k2)) .
On P+p the function k is single–valued, hence this integral is equal to the integral of the
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one–form
4π vol(R2/Λ) (ℜ(k1)dℜ(k2)− ℑ(k2)dℑ(k1)−ℑ(k1)dℜ(k1)− ℑ(k2)dℜ(k2))
over the boundary of P+p . On the other hand, due to Lemma 3.12 the first integral is equal
to the integral of the one–form
4π vol(R2/Λ)
(ℜ(k1)dℜ(k2) + ℑ(k2)dℑ(k1) +√−1ℑ(k1)dℜ(k2)−√−1ℑ(k2)dℜ(k1))
over the boundary of P+p . Hence it would suffice to prove that the integral of the four
one–forms ℑ(k1)dℜ(k1), ℑ(k2)dℜ(k2), ℑ(k2)dℑ(k1), ℑ(k1)dℜ(k2) and ℑ(k2)dℜ(k1) over the
boundary of P+p all vanish. Let us first prove this statement for the two basic cases of a
horizontal cut or a pair of parallel cuts. In the case of a horizontal cut the boundary of P+p is
a cycle of Y, which is invariant under the involution η. The transformation of the function
k under this involution implies that in this case the integrals of the one–forms ℑ(k1)dℜ(k1),
ℑ(k2)dℜ(k2), ℑ(k1)dℜ(k2) and ℑ(k2)dℜ(k1) over the boundary of P+p vanish. Since on a hor-
izontal cut the form dℑ(k1) vanishes, the integral ℑ(k2)dℑ(k1) over the boundary of P+p also
vanishes. If we consider a pair of parallel cuts we shall first remark that all forms ℑ(k1)dℜ(k1),
ℑ(k2)dℜ(k2), ℑ(k2)dℑ(k1), ℑ(k1)dℜ(k2) and ℑ(k2)dℜ(k1) are invariant under a translation
of (k1, k2) by any element of R
2. This implies that all the integrals along the parallel cuts
vanish. Moreover, this argument also extends to a horizontal cut connecting two parallel cuts,
which cuts two parts of P+p into different parts. If the horizontal cut, which connects both
parallel cuts, then it is a boundary of P+p and P
−
p , it is the sum of two circles of Y, which are
interchanged by η. The same arguments as in the case of a horizontal cut show that also in
this case all the integrals of the forms ℑ(k1)dℜ(k1), ℑ(k2)dℜ(k2), ℑ(k2)dℑ(k1), ℑ(k1)dℜ(k2)
and ℑ(k2)dℜ(k1) along the horizontal cut connecting the two parallel cuts vanish. These
arguments obviously extend to the combination of several horizontal cuts with several pair of
parallel cuts of the general case. Moreover, these arguments also show, that the first integral is
equal to the integral of the positive form 2π
√−1 vol(R2/Λ)(dk1+
√−1dk2)∧(dk1 +
√−1dk2)
over U+p plus the integral of the positive form 2π
√−1 vol(R2/Λ)(dk1 ∧ dk¯1 + dk2 ∧ dk¯2) over
the subregion of periodic lines of P+p . The second summand is larger or equal to 4π vol(R
2/Λ)
times the volume of this subregion of periodic lines of P+p . In particular, the first integral is
larger or equal to the volume of this part.
8. We conclude that the first integral is a non–negative real number. It is zero, if and only
if dk2/dk1 is identically equal to
√−1 on P+k1. In this case Y has two connected components,
on one dk2/dk1 is equal to
√−1 and on the other equal to −√−1. Since all periods of
dk1 and dk2 are real, this implies that they have to be zero in this case. Hence k1 and k2
may be chosen to be single–valued meromorphic functions with one pole on each connected
component of Y. Therefore, both connected components have to be biholomorphic to P1.
This proves the Lemma. q.e.d.
For all data (Y,∞−,∞+, η, p) let D(Y,∞−,∞+, η, p) denote the maximal diameters of
the compact convex subsets mentioned in Neighbourhood (i), which form the complement of
the image of U+p . Since the diameter is invariant under translations, it depends only on the
form dp.
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Lemma 3.17. For all g ∈ N0 and W > 0 there exists some C > 0, such that for all
(Y,∞−,∞+, η, k) ∈ M¯g,Λ,η,W the diameters D(Y,∞−,∞+, η, pˆ) and D(Y,∞−,∞+, η, pˇ) are
not larger than C.
Proof. Let us assume on the contrary that there exists some sequence of data in M¯g,Λ,η,W,
such that either the diameter of the corresponding data (Y,∞−,∞+, η, pˆ) or the diameter
of the data (Y,∞−,∞+, η, pˇ) tends to infinity. By passing to some subsequence we may
assume that for all elements of the subsequence the second diameter is larger than the former
diameter and that the second sequence of diameters is monotone increasing. We renor-
malize the functions k and obtain some sequence of data in M¯g,η, whose corresponding
data (Y,∞−,∞+, η, pˇ) have constant diameter equal to 1, and whose first integral con-
verges to zero. Some of the excluded domains of U+pˇ corresponding to the sequence of data
(Y,∞−,∞+, η, pˇ) tend to infinity. Now we use the invariance under the shifts described
in Lemma 2.11 to transform the sequence into another sequence in M¯g,Λ,η,W of data, such
that the renormalized data have excluded domains of U+pˇ corresponding to the renormalized
(Y,∞−,∞+, η, pˇ) inside of some finite subset of C with diameter equal to 1.
In the proof of Lemma 3.16 we showed that the first integral is larger or equal to
4π vol(R2/Λ) times the volume of the regions of periodic lines of P+p . Since the first in-
tegral is invariant under conformal linear transformations of Λ, in general the first integral is
larger or equal to 4π vol(R2/Λ)/g(γ, γ) times the volume of the regions of periodic lines of P+p
with respect to the component p = g(γ, k). Since the periods of pˆ and pˇ are integers, we con-
clude that the regions of periodic lines of P+pˆ and P
+
pˇ of the renormalized sequence converge to
finitely many horizontal lines, respectively. Now we claim that on all compact subsets in the
complement of these finitely many horizontal lines of Ppˆ the function k1 +
√−1k2 converges
uniformly to zero. In fact, due to Cauchy’s formula [Co-I, Chapter IV. §6.1] the value of this
function at any element pˆ′ in the image of U+pˆ under the function pˆ is equal to
1
2π
√−1
∫
∂U+
pˆ
(k1 +
√−1k2) dpˆ
pˆ− pˆ′ = −
1
2π
√−1
∫
∂U+
pˆ
ln(1− pˆ/pˆ′)(dk1 +
√−1dk2).
We remark that this formula is only valid, if pˆ′ is not contained inside of any of the cycles
corresponding to the component of the boundary of U+pˆ (in other words the formula is valid,
if there exists a path not crossing the boundary of U+pˆ , which connects pˆ
′ with ∞+). This
formula yields the branch of the function k1 +
√−1k2, which vanishes at ∞+. In particular,
if we use the left hand side to calculate the contribution of some component of the boundary
of U+pˆ , this contribution does not depend on some constant, which is added to the function
k1 +
√−1k2 nearby this boundary component. In fact, due to Lemma 3.16 the function
k1 +
√−1k2 extends to some single–valued function on U+pˆ . On the other hand we may
estimate |(dk1 +
√−1dk2)/dpˆ| at every point pˆ′ in the image of U+pˆ under pˆ, whose distance
to the boundary of U+pˆ is larger than some ε > 0 by some constant (depending only on the
lattice) times W/ε. We conclude that the function k1 +
√−1k2 converges to zero uniformly
on compact subsets of the complement of the horizontal straight lines.
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We conclude that all accumulation points of zeroes of dpˇ cannot belong to the interior
of P+pˆ corresponding to the limit. Hence also the maximal difference of the real parts of
the domains excluded from U+pˇ corresponding to the sequences (Y,∞−,∞+, η, pˇ) converges
to zero, which contradicts the assumptions. Therefore, the diameters of the elements of
M¯g,Λ,η,W are bounded. q.e.d.
Lemma 3.18. For all fixed g ∈ N0, C > 0 and W > 0 and any sequence of elements
(Y,∞−,∞+, k) ∈ M¯g,Λ,η,W whose diameters of the corresponding sequences of members
D(Y,∞−,∞+, η, pˆ) and D(Y,∞−,∞+, η, pˇ) are not larger than C, there exists some sub-
sequence and some choice of the corresponding cuts of P+pˆ \ {∞+} described in Lemma 3.16,
which converges in the sense of [Co-II, §15.4 Definition 4.1] to some choice of P+pˆ \ {∞+}
of some data (Y,∞−,∞+, η, pˆ). Moreover, the function pˇ(pˆ) of this subsequence converges
uniformly on compact subsets to the corresponding functions of the limit. Finally, the first
integral of the limit is not larger than the lim inf of the subsequence of first integrals.
Proof. Let us choose some constant C > 0 and consider all data (Y,∞−,∞+, η, k) ∈ M¯g,Λ,η,W
with the property D(Y,∞−,∞+, η, pˆ) ≤ C. Let us first prove that any sequence of such data
has a subsequence and some choice of cuts described in Lemma 3.16 with the property, that
the corresponding domains P+pˆ \{∞+} converge in the sense of [Co-II, §15.4 Definition 4.1] to
some choice of cuts corresponding to some data in this space. Obviously we may choose some
subsequence such that the images of the sets U+pˆ \{∞+} under some choice of the branches of
the function pˆ converge to some open domain in C. Moreover, by passing to some subsequence
we may achieve that the imaginary values of pˆ at all zeroes of dpˆ converge and moreover that
if s is not the limit of some sequence of imaginary parts of zeroes of dpˆ, that all periods of
periodic straight lines with imaginary part equal to s converge to some finite set of periods.
By passing again to some subsequence we may achieve in addition that the corresponding
sequence of images of U+pˆ under pˆ converge to the corresponding image of some data in this
set. From the considerations in the proof of Lemma 3.16 it follows that we may chose the
cuts of these subsequence in such a way, that the corresponding domains P+pˆ \{∞+} converge
in the sense of [Co-II, §15.4 Definition 4.1] to some choice of cuts corresponding to some data
in this space.
Now we claim that there exists some constant C ′ > 0 such that the mapping pˆ 7→ pˇ
defines some biholomorphic mapping from the subset
{
pˆ ∈ C | B(pˆ, C ′) ⊂ pˆ[U+pˆ ]
}
into some
domain of C. This follows from the formula for the function k1+
√−1k2 used in the proof of
Lemma 3.17. We conclude that this biholomorphic mapping pˆ 7→ pˇ maps some complement
in C of finitely many compact domains into a complement of finitely many compact domains.
More generally, the complex Fermi curve is therefore the union of finitely many compact
pieces and two open ends, which are mapped by pˆ and pˇ onto the complement in C of
finitely many disjoint compact subsets. If we consider the complex Fermi curve as a finite–
sheeted covering with respect to the mapping pˇ, then we may also apply Lemma 3.16 to this
covering. We conclude that the four functions exp(2π
√−1pˆ), exp(−2π√−1pˆ), exp(2π√−1pˇ)
and exp(−2π√−1pˇ) are bounded by some constant. Moreover, this argument carries over to
some subsequence of any sequence in M¯g,Λ,η,W with the properties described in the Lemma.
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With the help of Montel’s theorem [Co-I, Chapter VII §2.9] we conclude that there exists
some subsequence, such that the functions pˇ(pˆ) converge uniformly on compact subsets of
P+pˆ \{∞+} to some function, which has to be equal to the corresponding function of the limit
of the data.
The single–valued function dk2/dk1 has no poles on the interior of P
+
pˆ and is equal to
√−1
at∞+. We conclude that for all data in M¯g,η the function (dk2/dk1−
√−1) converges to zero,
if the absolute value of pˆ ∈ P+pˆ converges to infinity. Since dk1+
√−1dk2 =
√−1((dk2/dk1−√−1)dk1 we conclude that for all data in M¯g,η and all ε > 0 there exists some compact
subset K of some choice of P+pˆ \ {∞+} corresponding to this data, such that the integral of
the form
2π
√−1 vol(R2/Λ)(dk1 +
√−1dk2) ∧ (dk1 +
√−1dk2)
over K is an element of the interval [W − ε,W], where W denotes the first integral of the
data. Since pˇ(pˆ) converges uniformly on compact subsets of P+pˆ , we conclude that the first
integral of the limit is smaller than the sum of any accumulation point of the sequence of
values of the first integral plus ε. Since this is true for all ε, the first integral of the limit has
to be smaller or equal to the lim inf of the sequence of values of the first integral. q.e.d.
It is possible to prove a sharper statement: For a given sequence of data some of the
excluded domains of corresponding images of U+p under p, will tend to infinity. To all these
regions we may associate a part of the first integral, by integrating the corresponding one–
form around these excluded domains. In the limit the excluded domains, which tend to
infinity are removed, and therefore the first integral of the limit is the limit of those parts
of the first integrals, which correspond to excluded domains inside of bounded domains. In
general, at least if the excluded domains have enough distance from each other, all parts of
the first integral are positive. Therefore, the limit of the first integral is smaller than all
accumulation points of the sequence of values of the first integrals of any convergent series
of data.
Proof of Theorem 3.13. Due to Lemma 3.10 the space of all closed subsets of C2 is a separa-
ble metrizable space. Hence M¯g,Λ,W is compact if and only if any sequence has a convergent
subsequence. Due to the Lemma 3.18 and Lemma 3.17 any sequence of M¯g,Λ,W has a subse-
quence, which converges in sense described above. It is easy to see that that this implies that
the corresponding subsets F(Y,∞−,∞+, k) ⊂ C2 converges. Moreover, due to Lemma 3.18
the first integral of the limit is not larger than W. q.e.d.
3.4 Limits of complex Fermi curves
In this section we shall investigate the limits of the sequences of resolvents corresponding
to weakly convergent sequences of complex potentials (Un)n∈N in L
2(R2/Λ) with bounded
L2–norm.
Due to the Banach–Alaoglu theorem [R-S-I, Theorem IV.21] and the Riesz Representation
theorem [Ro-2, Chapter 13 Section 5] any sequence (Un)n∈N in L
2(R2/Λ) with bounded L2–
norm has a subsequence, with the property that the corresponding sequence of measures
UnU¯nd
2x converge weakly to a measure on R2/Λ. With the help of Lemma 2.6 we conclude
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that the corresponding sequence of resolvents converge, if the limit of the measure does not
contain point measures of mass larger or equal to the constant S−2p . In fact, if the weak limit
of the measures does not contain point measures of mass larger or equal to S−2p , we may
cover R2/Λ by open sets, whose measures with respect to the limit of the measures is smaller
than S−2p . Due to the compactness of R
2/Λ this open covering has a finite subcovering. For
any finite open covering, the function on R2/Λ, which associates to each x the radius of the
maximal open disc around x, which is entirely contained in one member of the covering,
is continuous. We exclude the trivial case, where one member of the covering contains the
whole torus and therefore all discs. So this function is the maximum of the distances of the
corresponding point to all complements of the members of the covering. Therefore, there
exists a small ε > 0, such that all discs with radius 2ε are contained in one member of the
finite subcovering. Obviously, for any member of the subcovering there exists a continuous
[0, 1]–valued function, whose support is contained in this member of the subcovering, and
which is equal to 1 on those discs B(x, ε), whose extensions B(x, 2ε) are contained in this
member of the subcovering. Since the sequence of measures converges weakly, the integrals
of these functions with respect to the measures Un(x)U¯n(x)d
2x corresponding to the sequence
are also smaller than S−2p , with the exception of finitely many elements of the sequence. This
shows that with the exception of finitely many elements of the sequence, the norms ‖Un‖2,ε
are smaller than some Cp < S
−1
p .
Lemma 3.19. If a weak limit of the sequence of finite Baire measures UnU¯nd
2x on R/Λ does
not contain point measures with mass larger or equal to S−2p , then there exists a Cp < S
−1
p ,
an ε > 0 and a subsequence of the bounded sequence Un in L
2(R2/Λ) whose norms ‖ · ‖2,ε are
smaller than Cp. q.e.d.
Since the L2–norm of the sequence is bounded, there exist only finitely many points
z1, . . . , zL in C/ΛC, whose mass with respect to the weak limit of the measures Un(x)U¯n(x)d
2x
is larger or equal to S−2p . Here we used the complex coordinates z instead of the real coordi-
nates x. Moreover, since we consider only local potentials (i. e. multiplication by functions)
the limits of the corresponding sequence of resolvents should yield perturbations of the re-
solvents of the Dirac operator corresponding to the weak limit U . Furthermore, we expect
that the support of these perturbations is contained in this finite set {z1, . . . , zL}. In the
first subsection we characterize the natural candidates for these perturbations. In the last
subsection we will show that this is indeed the case. The proof is intricate and will proceed
through several steps.
3.4.1 Finite rank perturbations
It will turn out that in general the limits of the resolvents R(Un, U¯n, k, λ) depend non–
continuously on λ. Since we are interested in the limits of the complex Fermi curves we
shall concentrate on the limits of R(Un, U¯n, k, 0). As a preparation we first derive an explicit
formula for the integral kernels of R(0, 0, k, 0).
These integral kernels may be expressed in terms of a Theta function corresponding to the
elliptic curve C/ΛC together with a canonical homology bases. The choice of a Fundamental
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domain 2.1 determines these data, therefore we decorate the corresponding Theta function
with an index ∆. Let θ∆ denote the following Theta function:
θ∆(z) =
γˆ1 +
√−1γˆ2
θ′1(0,
γˇ1+
√−1γˇ2
γˆ1+
√−1γˆ2 )
θ1
(
z
γˆ1 +
√−1γˆ2
,
γˇ1 +
√−1γˇ2
γˆ1 +
√−1γˆ2
)
.
Here θ1(z, τ) is the first one–dimensional Theta–function with modulus τ [Bat, 13.19]. Since
the orientation of the basis γˆ and γˇ is positive, the imaginary part of the modulus γˇ1+
√−1γˇ2
γˆ1+
√−1γˆ2 is
positive and so the one–dimensional Theta–functions are well defined. The properties of these
functions implies that the functions θ∆ are uniquely determined by the following properties:
Quasi–periodicity: Under the shifts of the elements of Λ considered as element in C this
function transform as follows:
θ∆(z + γˆ1 +
√−1γˆ2) = −θ∆(z)
θ∆(z + γˇ1 +
√−1γˇ2) = − exp
(
−π√−12z + γˇ1 +
√−1γˇ2
γˆ1 +
√−1γˆ2
)
θ∆(z).
Holomorphicity: The function z 7→ θ∆(z) is a holomorphic entire function.
Anti–symmetry: Under the map z 7→ −z this function is anti–symmetric.
Zeroes: The zeroes of this function are exactly the elements of ΛC. More precisely, at the
origin it has an expansion of the form θ∆(z) = z +O(z
3).
Now Dolbeault’s Lemma [Gu-Ro, Chapter I Section D 2. Lemma] implies that the inverse of
the operators ∂¯[k] and ∂[k] have the following integral kernels:
K1(z − z′, k)dz¯
′ ∧ dz′
2π
√−1 = exp
(
2π
√−1g(γˆ, k) z − z
′
γˆ1 +
√−1γˆ2
)
θ∆(z − z′ + z+(k))
θ∆(z − z′)θ∆(z+(k))
dz¯′ ∧ dz′
2π
√−1
K2(z − z′, k)dz¯
′ ∧ dz′
2π
√−1 = exp
(
2π
√−1g(γˆ, k) z¯ − z¯
′
γˆ1 −
√−1γˆ2
)
θ¯∆(z − z′ + z¯−(k))
θ¯∆(z − z′)θ¯∆(z¯−(k))
dz¯′ ∧ dz′
2π
√−1 ,
where z+(k) = vol(R2/Λ)(
√−1k1 − k2) and z−(k) = vol(R2/Λ)(
√−1k1 + k2). In fact, this
choice implies the relations
exp
(
2π
√−1g(γˆ, k) γˇ1 +
√−1γˇ2
γˆ1 +
√−1γˆ2
)
exp
(
−π√−1 2z
+(k)
γˆ1 +
√−1γˆ2
)
= exp(2π
√−1g(γˇ, k))
exp
(
2π
√−1g(γˆ, k) γˇ1 −
√−1γˇ2
γˆ1 −
√−1γˆ2
)
exp
(
π
√−1 2z
−(k)
γˆ1 −
√−1γˆ2
)
= exp(2π
√−1g(γˇ, k)).
Hence both integral kernels define with respect to z sections of the line bundle corresponding
to [k] and with respect to z′ sections of the line bundle corresponding to [−k]. The first
integral kernel is well defined if and only z+(k) is not an element of ΛC and the second
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integral kernel is well defined if and only if z¯−(k) is not an element of ΛC. The generators
of the dual lattice are equal to κˆ = Jγˇ/ vol(R2/Λ) and κˇ = Jγˆ/ vol(R2/Λ). Therefore, the
functions z±(k) obey the relations
z+(k + κˆ) = z+(k) + γˇ1 +
√−1γˇ2 z+(k + κˇ) = z+(k) + γˆ1 +
√−1γˆ2
z−(k + κˆ) = z−(k)− γˇ1 +
√−1γˇ2 z−(k + κˇ) = z−(k)− γˆ1 +
√−1γˆ2.
Hence the first condition is equivalent to the condition that the line bundle corresponding
to [k] has a nontrivial holomorphic section and ∂¯[k] has a kernel and the second condition is
equivalent to the condition that this line bundle has a anti–holomorphic section and ∂[k] has
a kernel. More generally, these integrals kernels considered as functions of k are invariant
under shifts of the dual lattice, and therefore depend only on [k] ∈ C2/Λ∗. We collect these
calculations in the following
Lemma 3.20. The resolvent R(0, 0, k, 0) has the following integral kernel:(
0 K1(z − z′, k)
−K2(z − z′, k) 0
)
dz¯′ ∧ dz′
2π
√−1 =
(
0 K1(z − z′, k)
−K2(z − z′, k) 0
)
d2x′
π
.
q.e.d.
The following properties characterize the natural candidates of those perturbations, which
occur as limits of sequences of resolvents.
Finite rank Perturbation (i) The resolvents fit together to a meromorphic family of oper-
ators depending on k ∈ C2, which differs from the family of resolvents k 7→ R(V,W, k, 0)
by a family of finite rank operators.
Finite rank Perturbation (ii) The application of the Dirac operators D(V,W, k) on all
elements of the range of the finite rank operators in (i) are tempered distributions, whose
support is contained in a finite set {z1, . . . , zL}. The same holds for the corresponding
transposed operators. The support of these distributions is called the support of the
Finite rank Perturbation.
Finite rank Perturbation (iii) The corresponding perturbations of the Dirac operators
D(V,W, k) does not depend on k.
Since any tempered distribution, which is located in finitely many points, is a sum of deriva-
tives of δ–functions [R-S-I, Theorem V.11] condition Finite rank Perturbation (ii) implies
that the difference of the resolvents minus R(V,W, k, 0) is an operator with integral kernel∑
m,n
ψm(z, k)S(k)m,nφn(z
′, k)d2x′,
where S(k) is a L × L–matrix–valued function depending on [k] ∈ C2/Λ∗, and ψ1, . . . , ψK
and φ1, . . . , φK have the property that the applications of D(V,W, k) and D
t(V,W, k) yields
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derivatives of δ–functions, respectively. Therefore, these functions are values of the derivatives
of the integral kernel at the support of the Finite rank Perturbation. In the following ten steps
we will make this more precise. The first three steps can be considered as an application
of Krein’s formula [A-K]. However, these perturbations violate the general rule, that the
domain of the perturbation should contain the domain of the unperturbed operator ([Ka,
Chapter four] and [A-K, Chapter 1]).
1. Let us first characterize all Finite rank Perturbations of R(0, 0, k, 0), whose support is just
one point zl. All these perturbations have integral kernels of the form
Ψ(z, k)S(k)Φ(z′, k)d2x′,
where S(k) is a M ×M matrix depending on k ∈ C2, whose entries are 2× 2–matrices, and
Ψ(z, k) and Φ(z, k) are the following row–vectors and column–vectors withM entries indexed
by m = 0, . . . ,M − 1, respectively:
Ψm(z, k) =
(−1)m
πm!
(
0 K(m)1 (z−zl,k)
−K(m)2 (z−zl,k) 0
)
Φm(z, k) =
1
πm!
(
0 K(m)1 (zl−z,k)
−K(m)2 (zl−z,k) 0
)
,
where K(m)1 (z, k) and K(m)2 (z, k) denotes the m–th holomorphic and anti–holomorphic deriva-
tive with respect to z of the functions K1 and K2, respectively. This ansatz should be
understood as the 2× 2 matrix, which is obtained by the matrix multiplication of the trans-
posed vector Ψ with L entries times the L× L matrix S(k) times the vector Φ with again L
entries, all whose entries are 2 × 2 matrices. Formally it would be also possible to consider
anti–holomorphic derivatives of K1 or holomorphic derivatives of K2. But these perturba-
tions have integral kernels, which are supported only at the points z1, . . . , zL. We shall not
consider such highly singular perturbations, since we are only interested in perturbations of
the resolvents, which can be obtained as the limit ε ↓ 0 of perturbations, whose integral
kernel are supported in the complement of B(z1, ε) ∪ . . . ∪B(zL, ε).
Formally the corresponding perturbations P of D(0, 0, k, 0) should have integral kernels
of the form
Ψ˘(z)PΦ˘(z′)d2x′ with
Ψ˘m =
(−1)m
m!
(
∂¯mδ(z−zl) 0
0 ∂mδ(z−zl)
)
Φ˘m =
(−1)m
m!
(
∂mδ(z−zl) 0
0 ∂¯mδ(z−zl)
)
.
Again Ψ˘ and Φ˘ are row–vectors and column–vectors, respectively, with the given entries
indexed by m = 0, . . . ,M − 1. They are related to Ψ and Φ:
Ψ(z, k) =R(0, 0, k, 0)Ψ˘(z) Φt(z, k) =Rt(0, 0, k, 0)Φ˘t(z).
Since the resolvent of the perturbed operator is equal to
R(0, 0, k, 0) (1l− PR(0, 0, k, 0))−1 ,
we should calculate the inverse operator on the right hand side.
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Lemma 3.21. Let F be a Banach subspace of the Banach space E and A a linear operator
on E, whose range is contained in F. Then the operator 1lE − A on E has an inverse if and
only if the operator 1lF − AF on F has an inverse, where AF denotes the restriction of A to F
considered as an operator on F. Finally, if the inverse of the latter exists, then the inverse
of the former is equal to
(1lE − A)−1 = 1lE + (1lF − AF)−1 A.
In order to simplify notation we do not distinguish between operators with the same
range, but which are mappings to different Banach spaces. Therefore, A denotes either an
operator on E or an operator from E to F. Furthermore, the operators 1lF and AF denote
either operators on F or operators from F to E.
Proof. Since the range of A is contained in F, the operator 1lE − A leaves the subspace F
invariant. If the inverse of 1lE−A exists, then it also leaves invariant the subspace F, and the
restriction to the subspace F of the inverse is an inverse of the operator 1lF−AF. Conversely,
if the inverse of the latter operator exists, then the operator 1lE + (1lF − AF)−1 A is a right
inverse of 1lE − A:
(1lE − A)
(
1lE + (1lF − AF)−1 A
)
= 1lE − A+ (1lF − AF) (1lF − AF)−1 A = 1lE.
Moreover, since the range of A is contained in F, the operator A (1lE − A) on E is equal to
the operator (1lF − AF)A. Therefore, the operator 1lE + (1lF − AF)−1 A is also a left inverse of
1lE − A: (
1lE + (1lF − AF)−1 A
)
(1lE − A) = 1lE − A+ (1lF − AF)−1 (1lF − AF)A = 1lE.
q.e.d.
In order to apply this Lemma the integrals
∫
∂nδ(z− zl)K(m)1 (z− zl, k)d2x and
∫
∂¯nδ(z−
zl)K(m)2 (z − zl, k)d2x have to be evaluated. In doing so we use in some neighbourhood of zl
polar coordinates (r, ϕ) with z − zl = r exp
(
2π
√−1ϕ) and make a partial Fourier transfor-
mation with respect to ϕ: any function f may be decomposed into an infinite sum
f(r, ϕ) =
∑
n∈N
fˆ(n, r) exp
(
2nπ
√−1ϕ) .
The integrals are regularized by the rule∫
f(z)δ(z − zl)d2x = fˆ(0, 0)
and the corresponding compatible rules for the holomorphic and anti–holomorphic derivatives
of the δ–function. With these rules we obtain the formulas∫
R2/Λ
Φ(z, k)Ψ˘(z)d2x =
∫
R2/Λ
Φ˘(z)Ψ(z, k)d2x = R(k).
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Here R(k) denotes the M ×M matrices, whose entries indexed by m,n = 0, . . . ,M − 1 are
equal to
R(k)m,n =
(
m+ n
m
)
(−1)n
π
(
0 K1,m+n(k)
−K2,m+n(k) 0
)
.
Here K1,n and K2,n denote the Laurent series at z = 0 of the two functions K1 and K2 in the
integral kernels of R(0, 0, k, 0) (compare with Lemma 3.20):
K1(z, k) = z−1 +
∞∑
n=0
K1,n(k)zn K2(z, k) = z¯−1 +
∞∑
n=0
K2,n(k)z¯n.
Hence, due to Lemma 3.21, the inverse of the operator 1l−PR(0, 0, k, 0) is equal to 1l plus the
operator with integral kernel
Ψ˘(z)S(k)Φ(z′, k)d2x′,
where S(k) is the composition of P with the inverse of the restriction of 1l − PR(k) to the
range of P. If E and F denote the kernel and the range of P, respectively, then let P˜ and R˜(k)
denote the operators
P˜ :C2 ⊗ CM/E P−→ F, R˜(k) :F →֒ C2 ⊗ CM R(k)−−→ C2 ⊗ CM ։ C2 ⊗ CM/E.
Thus S(k) is given by
S(k) : C2 ⊗ CM ։ C2 ⊗ CM/E (P˜
−1−R˜(k))−1−−−−−−−−→ F →֒ C2 ⊗ CM .
We remark that by definition of E and F the operator P˜ is invertible. It is quite easy to see
that all these functions S(k) obey for all k, k′ ∈ C2 the relation
S(k)− S(k′) = S(k) (R(k)− R(k′))S(k′).
Conversely, any solution of these equations is of the form
S(k) : C2 ⊗ CM ։ C2 ⊗ CM/E (Q˜−R˜(k))
−1
−−−−−−−→ F →֒ C2 ⊗ CM ,
where F and E are subspaces of C2 ⊗ CM such that the co–dimension of E is equal to
the dimension of F. Moreover, Q˜ is any (not necessarily invertible) operator from F into
C2 ⊗ CM/E.
2. If the support of the Finite rank Perturbation contains several points, then the index
set (analogous to {0, . . . ,M − 1}) is determined by an integral divisor D =
L∑
l=1
Mlzl. The
analogous ansatz for the integral kernel of a Finite rank Perturbation is
ΨD(z, k)SD(k)ΦD(z
′, k)d2x′,
where ΨD and ΦD are the analogous row–vectors and column–vectors with deg(D) entries
indexed by ml ∈
L⋃
l=1
{0, . . . ,Ml − 1} and SD is a deg(D)× deg(D)–matrix, all whose entries
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are 2 × 2–matrices. Let RD(k) denote the deg(D) × deg(D)–matrix, whose entries indexed
by (mi, nj) ∈
L⋃
i=1
{0, . . . ,Mi − 1} ×
L⋃
j=1
{0, . . . ,Mj − 1} are given by
Rmi,nj =


(
mi + ni
mi
)
(−1)ni
π
(
0 K1,mi+ni(k)
−K2,mi+ni(k) 0
)
if i = j
(−1)nj
πmi!nj !
(
0 K(mi+nj)1 (zi − zj , k)
−K(mi+mj)2 (zi − zj , k) 0
)
if i 6= j.
Therefore, the Finite rank Perturbations of R(0, 0, k, 0) are defined as the operators with
integral kernels
ΨD(z, k)SD(k)ΦD(z
′, k)d2x′.
Here D is any integral divisor on C/ΛC and SD(k) satisfies for all k, k
′ ∈ C2 the relation
SD(k)− SD(k′) = SD(k) (RD(k)− RD(k′)) SD(k′).
3. The perturbed free resolvent R(0, 0, k, 0)+R(0, 0, k, 0)S(k)R(0, 0, k, 0) induces the following
perturbation of the resolvent R(V,W, k, 0):
R(0, 0, k, 0) (1l + S(k)R(0, 0, k, 0)) (1l− ( V 00 W )R(0, 0, k, 0) (1l + S(k)R(0, 0, k, 0)))−1
= R(0, 0, k, 0)
(
(1l + S(k)R(0, 0, k, 0))−1 − ( V 00 W )R(0, 0, k, 0)
)−1
= R(0, 0, k, 0)
(
1l− (1l + S(k)R(0, 0, k, 0))−1 S(k)R(0, 0, k, 0)− ( V 00 W )R(0, 0, k, 0)
)−1
= R(V,W, k, 0)
(
1l− (1l + S(k)R(0, 0, k, 0))−1 S(k)R(V,W, k, 0))−1 .
This implies that the corresponding perturbation is equal to
R(V,W, k, 0)S(V,W, k)R(V,W, k, 0) with S(V,W, k) =
=
(
1l− (1l + S(k)R(0, 0, k, 0))−1 S(k)R(V,W, k, 0))−1 (1l + S(k)R(0, 0, k, 0))−1 S(k)
= (1l + S(k)R(0, 0, k, 0)− S(k)R(V,W, k, 0))−1 S(k)
=S(k) (1l + R(0, 0, k, 0)S(k)− R(V,W, k, 0)S(k))−1 .
In the notation of the first two steps S(k) has the integral kernel Ψ˘D(z)SD(k)Φ˘D(z
′)d2x′. With
the regularization rules of the first step we have RD(k) =
〈〈
Φ˘D,RD(0, 0, k, 0)Ψ˘D
〉〉
. For pairs
of smooth potentials we may analogously define RD(V,W, k) =
〈〈
Φ˘D,RD(V,W, k, 0)Ψ˘D
〉〉
.
Then the perturbation S(V,W, k) has the integral kernel Ψ˘D(z)SD(V,W, k)Φ˘D(z
′)d2x′ with
SD(V,W, k) = (1l + SD(k)(R(kD)− RD(V,W, k)))−1 SD(k)
= SD(k) (1l + (R(kD)− RD(V,W, k))SD(k))−1 .
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Moreover, due to the relation SD(k)− SD(k′) = SD(k) (RD(k)− RD(k′)) SD(k′), the matrices
SD(V,W, k) obey the relation
SD(V,W, k)− SD(V,W, k′) = SD(k) (RD(V,W, k)− RD(V,W, k′)) SD(V,W, k′).
For pairs of non–smooth potentials the matrices RD(V,W, k) are not defined.
4. However, a reformulation of these perturbations makes sense for all pairs of potentials in
L2. In fact, the perturbation R(V,W, k, 0)S(V,W, k)R(V,W, k, 0) has the integral kernel
ΨD(z, k)S(V,W, k)ΦD(k, z
′)d2x′
in terms of the row–vectors and column–vectors
ΨD(z, k) = R(V,W, k, 0)Ψ˘D(z) and Φ
t
D(z, k) = R
t(V,W, k, 0)Φ˘tD(z).
Furthermore, due to Lemma 2.22, the forms ΦD(z, k) ( 0 dz¯dz 0 )ΨD(z, k
′) are closed on ∆ \
{z1, . . . , zL}, and for all small ε the integrals over the boundary of Sε =
L⋃
l=1
B(zl, ε) are equal
to ∫
∂Sε
ΦD(z, k)
(
0 dz¯
dz 0
)
ΨD(z, k
′) = 2
√−1 (RD(V,W, k)− RD(V,W, k′)) .
Hence we may renormalize ΨD(z, k) and ΦD(z, k) in such a way, that they have finite L
q–norm
on the complement of Sε. This leads to the following definition:
Finite rank Perturbations 3.22. of R(V,W, k, 0) are defined as perturbations by the op-
erators with integral kernels
ΨD(z, k)SD(k)ΦD(z
′, k)d2x′.
Here D =
L∑
l=1
Mlzl is any integral divisor on C/ΛC, ΨD and ΦD are finite row–vectors and
column–vectors, whose entries belong on ∆ \ {z1, . . . , zL} to the kernel and co–kernel of
D(V,W, k), respectively. Moreover, for all l = 1, . . . , L these vectors obey on a small neigh-
bourhood of zl the equations(
V (z¯ − z¯l)Ml ∂ (z¯ − z¯l)Ml
−∂¯ (z − zl)Ml W (z − zl)Ml
)
ΨD(z, k) = 0
(
V (z − zl)Ml ∂¯ (z − zl)Ml
−∂ (z¯ − z¯l)Ml W (z¯ − z¯l)Ml
)
ΦtD(z, k) = 0.
Furthermore, the representatives of these entries in the quotients of these kernels modulo the
kernels and co–kernels of
(
V ∂
−∂¯ W
)
(compare with Lemma 3.43), do not depend on k (i. e.
locally there exist Ψ˜D(z, k) and Φ˜D(z, k) in the kernels and co–kernel of
(
V ∂
−∂¯ W
)
, such that
the differences ΨD(z, k) − Ψ˜D(z, k) and ΦD(z, k) − Φ˜D(z, k) do not depend on k). Finally,
for all k, k′ the matrices SD obey the equation
SD(k)− SD(k′) = 1
2
√−1
∫
∂Sε
SD(k)ΦD(z, k)
(
0 dz¯
dz 0
)
ΨD(z, k
′)SD(k
′).
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Remark 3.23. The kernels of the operators
(
V (z¯−z¯l)Ml ∂(z¯−z¯l)Ml
−∂¯(z−zl)Ml W (z−zl)Ml
)
and
(
V (z−zl)Ml ∂¯(z−zl)Ml
−∂(z¯−z¯l)Ml W (z¯−z¯l)Ml
)
are those spinors ψ and φ, such that
(
z−zl 0
0 z¯−z¯l
)Ml ψ and ( z¯−z¯l 00 z−zl )Ml φ belongs to the ker-
nel of

V
(
z¯−z¯l
z−zl
)Ml
∂
−∂¯ W
(
z−zl
z¯−z¯l
)Ml

 and

V
(
z−zl
z¯−z¯l
)Ml
∂¯
−∂ W
(
z¯−z¯l
z−zl
)Ml

, respectively (compare
with Section 3.4.4).
5. We shall generalize Cauchy’s integral formula to these elements in the kernel of Dirac
operators with potentials V,W ∈ L2. If KR2(V,W, z, z′)d2x′pi denotes the integral kernel of the
resolvent RR2(V,W, 0) on the bounded open set O ⊂ C, then we have(
V ∂
−∂¯ W
)
KR2(V,W, z, z′) = πδ(z − z′)1l
(
V ∂¯
−∂ W
)
Kt
R2
(V,W, z′, z) = πδ(z − z′)1l.
Here the Dirac operator and his transposed acts on the integral kernel as a function depending
on z for fixed z′. The arguments of the proof of Lemma 2.22 imply the
Generalized Cauchy’s integral formula 3.24. All elements ψ and φ in the kernel and
co–kernel of the Dirac operator
(
V ∂
−∂¯ W
)
on a small open set O obey the formula
ψ(z′) =
1
2π
√−1
∮
KR2(V,W, z′, z)
(
0 dz¯
dz 0
)
ψ(z)
φ(z′) =
−1
2π
√−1
∮
φ(z)
(
0 dz¯
dz 0
)
KR2(V,W, z, z′),
as long as the integration path surrounds z′ one times in the anti–clockwise–order, respectively.
Remark 3.25. At a first look it is not clear, whether the integral along the closed path is well
defined. However, since on the complement of {z′} the corresponding one–forms are closed,
we may extend the integration over the closed path to an integration over a cylinder around
z′. This extended closed integral can be considered as the evaluation of the action of the
resolvent on a Lq–spinor. Moreover, since the spinors ψ and φ are in general not continuous,
this equality should be understood as an equality of measurable functions.
6. Now we may extend the classification of these Finite rank Perturbations 3.22 of the free
resolvents in the first two steps to pairs of L2–potentials. For all integral divisors D =
L∑
l=1
Mlzl
we introduce the sheaves analogous to OD. On the complement of the support of D the
corresponding sections belong to the kernels and co–kernels of
(
V ∂
−∂¯ W
)
. Moreover, for all
l = 1, . . . , L these sections ψ and φ obey in a small neighbourhood of zl(
V (z¯ − z¯l)Ml ∂ (z¯ − z¯l)Ml
−∂¯ (z − zl)Ml W (z − zl)Ml
)
ψ = 0
(
V (z − zl)Ml ∂¯ (z − zl)Ml
−∂ (z¯ − z¯l)Ml W (z¯ − z¯l)Ml
)
φt = 0.
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We chose a basis of the quotient of these sheaves modulo the kernel and co–kernel of
(
V ∂
−∂¯ W
)
(compare with Lemma 3.43), respectively. These basis should be represented by local ele-
ments ψml and φml of these sheaves nearby the singular points z1, . . . , zL. We arrange the
former basis to a row–vector ΨD(z) and the latter basis to e column–vector ΦD(z) with
deg(D) entries, respectively. Moreover, we assume that the corresponding matrix of residues
vanishes
Res
D
ΦD(z)
(
0 dz¯
dz 0
)
ΨD(z) = 0.
If K(V,W, k, z, z′)d2x′
pi
denotes the integral kernel of the operator R(V,W, k, 0), then the row–
vectors and columns vectors
ΨD(z
′, k) = Res
D
K(V,W, k, z′, z) ( 0 dz¯dz 0 ) ΨD(z)
ΦD(z
′, k) = −Res
D
ΦD(z) ( 0 dz¯dz 0 )K(V,W, k, z, z′)
fulfill the conditions of Finite rank Perturbations 3.22. We remark that these functions are
defined only for z′ outside of the cycles around the support of D, which are used to calculate
the residue, and for k 6∈ F(V,W ). Due to the Generalized Cauchy’s integral formula 3.24
the differences ΨD(z, k) − ΨD(z) and ΦD(z, k) − ΦD(z) belong on a small neighbourhood
of the support of D to the kernel and co–kernel of
(
V ∂
−∂¯ W
)
, respectively. Since the prod-
uct ΦD(z, k) ( 0 dz¯dz 0 )ΨD(z, k) is periodic the matrix of residues Res
D
ΦD(z, k) ( 0 dz¯dz 0 ) ΨD(z, k)
vanishes. Hence the following matrices of residues coincide:
RD(V,W, k) = −πRes
D
ΦD(z) ( 0 dz¯dz 0 ) ΨD(z, k) = πRes
D
ΦD(z, k) ( 0 dz¯dz 0 )ΨD(z).
In general we have
Res
D
ΦD(z, k) ( 0 dz¯dz 0 )ΨD(z, k
′) = RD(V,W, k)− RD(V,W, k′),
and the classification of Finite rank Perturbations 3.22 of R(0, 0, k, 0) in the first two steps
carries over to a classification of Finite rank Perturbations 3.22 of R(V,W, k, 0). Conse-
quently, all Finite rank Perturbations 3.22 of R(V,W, k, 0) have an integral kernel of the form
ΨD(z, k)SD(k)ΦD(z
′, k)d2x′ with
SD(k)− SD(k′) = SD(k)(RD(V,W, k)− RD(V,W, k′)SD(k′).
7. The foregoing considerations lead to another description of these Finite rank Perturba-
tions 3.22. The corresponding Dirac operators yield holomorphic structures (in the sense of
‘quaternionic function theory’ [P-P, B-F-L-P-P, F-L-P-P]) with singularities at the points
{z1, . . . , zL}. Let us first explain these singularities for one singular point zl. We have seen
in the first step that in these cases the matrices S are of the form
S(k) : C2 ⊗ CM ։ C2 ⊗ CM/E (Q˜−R˜(k))
−1
−−−−−−−→ F →֒ C2 ⊗ CM .
102 3 THE MODULI SPACE
Here F and E are subspaces of C2 ⊗ CM such that the co–dimension of E is equal to the
dimension of F. Moreover, Q˜ is any operator from F into C2 ⊗ CM/E. For smooth poten-
tials we determined formally in the first step the corresponding perturbations of the Dirac
operators. Surprisingly, we may define the kernels of these perturbed Dirac operators for all
L2–potentials. In fact, by choice of the row–vectors Ψ(z) and column–vectors Φ(z) in the
sixth step these data (E,F, Q˜) are in one–to–one correspondence to the deformed kernels
Hsing,zl with the following properties:
Singularity (i) The space Hsing,zl is a subspace of the kernel of
(
V (z¯−z¯l)Ml ∂(z¯−z¯l)Ml
−∂¯(z−zl)Ml W (z−zl)Ml
)
of
co–dimension 2Ml, i. e. the same co–dimension as the kernel of
(
V ∂
−∂¯ W
)
(compare with
Lemma 3.43).
Singularity (ii) The kernel of
(
V (z¯−z¯l)−Ml ∂(z¯−z¯l)−Ml
−∂¯(z−zl)−Ml W (z−zl)−Ml
)
is a subspace of the space Hsing,zl of
co–dimension 2Ml, i. e. the same co–dimension as this kernel considered as a subspace
of the kernel of
(
V ∂
−∂¯ W
)
(compare with Lemma 3.43).
More precisely, the entries of Ψ(z) fit together to a basis of the quotient of the kernel of(
V (z¯−z¯l)Ml ∂(z¯−z¯l)Ml
−∂¯(z−zl)Ml W (z−zl)Ml
)
modulo the kernel of
(
V ∂
−∂¯ W
)
. On the other hand the entries of Φ(z)
are dual with respect to the pairing given by the residue to a basis of the quotient of the kernel
of
(
V ∂
−∂¯ W
)
modulo the kernel of
(
V (z¯−z¯l)−Ml ∂(z¯−z¯l)−Ml
−∂¯(z−zl)−Ml W (z−zl)−Ml
)
. Due to the assumption that the
matrix of residues of Φ(z) ( 0 dz¯dz 0 )Ψ(z) vanishes, these two basis fit together to a basis of the
quotient of the kernel of
(
V (z¯−z¯l)Ml ∂(z¯−z¯l)Ml
−∂¯(z−zl)Ml W (z−zl)Ml
)
modulo the kernel of
(
V (z¯−z¯l)−Ml ∂(z¯−z¯l)−Ml
−∂¯(z−zl)−Ml W (z−zl)−Ml
)
.
Therefore the spaces E and F are subspaces of this quotient, and the the corresponding space
Hsing,zl is the sum of the the kernel of
(
V (z¯−z¯l)−Ml ∂(z¯−z¯l)−Ml
−∂¯(z−zl)−Ml W (z−zl)−Ml
)
plus E plus the graph of Q˜
considered as an operator from F into the quotient of the kernel of
(
V ∂
−∂¯ W
)
modulo the sum
of the kernel of
(
V (z¯−z¯l)−Ml ∂(z¯−z¯l)−Ml
−∂¯(z−zl)−Ml W (z−zl)−Ml
)
plus E.
In analogy to ‘quaternionic functions theory’ the Dirac operators are considered as holo-
morphic structures. Consequently, the Finite rank Perturbations 3.22 give rise to
Singularities of the holomorphic structure 3.26. The kernel of a perturbed Dirac op-
erators is locally in a neighbourhood O of a singular point z1 a subspace Hsing,zl of{
ψ | ( z−zl 00 z¯−z¯l )Ml ψ ∈ W 1,ploc (O)×W 1,ploc (O)} with 1 < p < 2 (compare with Section 3.4.4),
which fulfills conditions Singularity (i)–(ii).
Obviously, for a given pair of potentials and a given Ml the set of those spaces Hsing,zl,
which obey condition Singularity (i)–(ii), can be considered as a finite–dimensional Grass-
mannian [Gr-Ha, Chapter 1 §5.]. The resolvents of the Finite rank Perturbations 3.22 maps
all spinors, whose support is disjoint from a small neighbourhood O of zl, into the correspond-
ing deformed kernel Hsing,zl. Conversely, the corresponding Finite rank Perturbations 3.22
are uniquely defined by this property.
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Remark 3.27. From the very beginning it is not clear, whether for all these choices of spaces
Hsing,zl (or equivalently of data (E,F, Q˜)) the corresponding matrices S(k) are indeed mero-
morphic. More precisely, the finiteness of S(k) for at least one value has to be guaranteed.
We show this in the following step for all perturbations, which respect the involution η. The
corresponding spaces Hsing,zl are invariant under the (projective) involution ψ 7→ Jψ¯.
Remark 3.28. The results of Section 2.5.3 imply that these singularities contribute to the
Willmore functional. More precisely, if F is the complex Fermi curve of a Finite rank
Perturbation 3.22 of R(U, U¯, k, 0), then the Willmore functional is equal to
W(F) = 4‖U‖22 +
L∑
l=1
Wsing,zl.
In the correspondence of spaces Hsing,zl and data (E,F, Q˜) we realized F as a space of ‘mero-
morphic’ spinors and E as a space of ‘holomorphic’ spinors. Let 0 < n1 + 1 < . . . < nJ + 1
denote the sequence of pole orders of the elements of F and 0 ≤ m1 < . . . < nj denote the
sequence of Orders of zeroes 3.41 of the elements of E. (In Section 3.4.3 and 3.4.5 we will
see that these sequences of integers 0 ≤ n1 < . . . < nJ and 0 ≤ m1 < . . . < mJ are the Orders
of zeroes 3.41 at ∞ of the spinors in the kernel and co–kernel of a blown up Dirac operator
on P1.) The corresponding sets N introduced in Section 2.5.3 are given by
N = {−nJ − 1, . . . ,−n1 − 1} ∪ N0 \ {m1, . . . , mJ}.
The corresponding local contribution to the Willmore functional is equal to
Wsing,zl = 4π (J + n1 + . . .+ nJ +m1 + . . .+mj) .
For all d ∈ N let L(d−1)∞ denote the sheaf of spinors in the kernel of the corresponding
Dirac operator on P1, which may have poles of order d − 1 at ∞, i. e. the sections obey
ord∞(ψ) ≥ 1− d (compare with Section 3.4.4). The corresponding quaternionic holomorphic
line bundle has degree d. Due to extension of Se´rre Duality and the Riemann–Roch theorem
to these quaternionic holomorphic line bundles (compare with [F-L-P-P, Theorem 2.2] and
Section 3.4.4) for large d the quaternionic dimension of dimH0
(
P1,L(d−1)∞
)
is equal to
d + 1. The corresponding Orders of zeroes 3.41 at ∞ are equal to the numbers {n ∈ N0 |
d − n − 1 ∈ N}. The corresponding numbers, which in [F-L-P-P, Definition 4.2] are called
ord∞
(L(d−1)∞), are for large d equal to
ord∞
(L(d−1)∞) = ∑
{n∈N0|d−n−1∈N}
n− 1
2
d(d− 1) =
∑
{n∈N|−n∈N}
n+
∑
{n∈N0|n 6∈N}
n =
Wsing,zl
4π
.
Hence the local contribution to the Willmore functional is exactly equal to the lower bound
of the Plu¨cker formula [F-L-P-P, Theorem 4.7] for the quaternionic holomorphic line bundle
corresponding to L(d−1)∞ for large d.
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Remark 3.29. The local structure of these perturbations yields a further condition for the
Finite rank Perturbations 3.22. The data (ED,FD, Q˜D) have diagonal block form with re-
spect to the decomposition into L blocks corresponding to the singular points {z1, . . . , zl}.
Moreover, if the pair of potentials is invariant under one or several involutions introduced
in Section 2.3, then the corresponding perturbations are covariant under the corresponding
involutions (compare with Remark 3.60).
Remark 3.30. The local structure suggests the following generalization of Theorem 3.48:
A subsequence of the sequence of kernels Hn of any sequence of Dirac operators
(
Un ∂
−∂¯ U¯n
)
with bounded potentials Un ∈ L2(O) on a bounded open domain O ⊂ C converges (in an
appropriate sense) to a kernel with Singularities of the holomorphic structure 3.26. From
this point of view the Quaternionic Singularity condition 1.6 states that the there should
exist a quaternionic holomorphic line bundle whose index of specialty is at least equal to
one. Therefore, the extension to immersion of higher genus Riemann surfaces depends on
an investigation of the subsets of the Picard groups of special divisors. For genus one, these
are exactly the complex Fermi curves. For higher genus, the corresponding Bloch theory give
rise to higher–dimensional analogs of complex Fermi curves.
The spinors in the kernel of a given Dirac operator
(
V ∂
−∂¯ W
)
are uniquely determined by
the restrictions to the boundary ∂B(zl, ε) of a ball B(zl, ε). Moreover, the spaces Hsing,zl may
be described by the corresponding subspaces of the Banach spaces Lq(∂B(zl, ε)×Lq(∂B(zl, ε).
The description of the latter subspaces as graphs of operators yields a suitable notion of
convergence (compare with the description of the Grassmannian of a Hilbert space in [Pr-Se,
Chapter 7.]). Obviously, this generalization extends the compactness property to immersions
of arbitrary compact Riemann surfaces into R3 and R4.
8. In this step we shall extend the asymptotic analysis of Theorem 2.12 to those Finite rank
Perturbations 3.22, which respect the involution η. Due to the proof of Lemma 2.11 the
resolvents R(U, U¯, k, 0) obey the relations
R(U, U¯, k + k+κ , 0) = R(U, U¯, k + k
−
κ , 0) =
(
ψ−k+κ 0
0 ψ−k−κ
)
R(ψ−κU, ψκU¯ , k, 0)
(
ψk−κ 0
0 ψk+κ
)
.
This implies that these transformations acts on the subspaces Hsing,zl as the transformation
Hsing,zl 7→
(
ψ−k+κ 0
0 ψ−k−κ
)
Hsing,zl =
{(
ψ−k+κ 0
0 ψ−k−κ
)
ψ | ψ ∈ Hsing,zl
}
.
If Hsing,zl obeys conditions Singularity (i)–(ii) and is invariant under the (projective) invo-
lution ψ 7→ Jψ¯, then in the limit ‖κ‖ → ∞ the transformed spaces
(
ψ−k+κ 0
0 ψ−k−κ
)
Hsing,zl
converge to the kernel of the free Dirac operator. In fact, due to Theorem 2.12 the limit cor-
responds to a Singularity of the holomorphic structure 3.26 corresponding to the free Dirac
operator. Moreover the limits are fixed points under the former transformations. Therefore
they are invariant under
(
z−zl 0
0 1l
)
and
(
1l 0
0 z¯−z¯l
)
. Obviously, the kernel of the free Dirac opera-
tor is the only subspace Hsing,zl, which fulfills conditions Singularity (i)–(ii) (for the free Dirac
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operator), and which is invariant with respect to the action of these two operators and with
respect to the (projective) involution ψ 7→ Jψ¯. Now Theorem 2.12 carries over to the complex
Fermi curves of Finite rank Perturbations 3.22 of R(U, U¯, k, 0) (with U ∈ L2(R2/Λ)) corre-
sponding to spaces Hsing,zl, which are invariant with respect to the (projective) involution
ψ 7→ Jψ¯. More precisely, in the estimates of the corresponding eigenfunctions the norms ‖ ·‖q
has to be replaced by the norms of the corresponding restrictions to the relative complement
of Sε =
L⋃
l=1
B(zl, ε). In particular, the matrices SD(k) corresponding to all these Finite rank
Perturbations 3.22 are indeed meromorphic functions on C2 (compare with Remark 3.27),
whose polar sets are the corresponding complex Fermi curves.
9. The methods of the fourth step yield another explanation of the relation in the definition
Finite rank Perturbations 3.22. Let ψ and φ be spinors with support in Sε. The proof of
Lemma 2.22 implies the relation
〈〈
Rt(V,W, k, 0)φ, ψ
〉〉− 〈〈φ,R(V,W, k′, 0)ψ〉〉 =
1
2
√−1
∫
∂Sε
〈〈
R
t(V,W, k, 0)φ,
(
0 dz¯
dz 0
)
R(V,W, k′, 0)ψ
〉〉
.
The analog of this relation for the perturbed resolvents imply the relation in the definition
Finite rank Perturbations 3.22. In fact, with the help of the row–vectors ΨD(z) and the
column–vectors ΦD(z) introduced in the sixth step, the entries of ΨD and ΦD can be dis-
tinguished by suitable ψ and φ. Therefore the analog to the former relation implies the
latter.
10. In general the limits of the resolvents R(Un, U¯n, k, λ) depend non–continuously on λ,
and do not obey the first resolvent formula [R-S-I, Theorem VI.5]. But as we already saw
in Section 2.4, some modifications of the Dirac operators still reflect properties of complex
Fermi curves. In fact, since the whole spectrum of the family of operators
(
0 ±1l
1l 0
)
D(V,W, k)
is determined by the complex Fermi curves, the limits of the corresponding resolvents might
satisfy the corresponding first resolvent formula. More precisely, due to the relation
(
0 k′2 − k2 +
√−1(k′1 − k1)
k′2 − k2 −
√−1(k′1 − k1) 0
)
D˜(V,W, k′) =
πg(k′ − k, k′ − k)1l +
(
0 k′2 − k2 +
√−1(k′1 − k1)
k′2 − k2 −
√−1(k′1 − k1) 0
)
D˜(V,W, k)
the corresponding resolvents obey the [R-S-I, Theorem VI.5]
Resolvent Formula 3.31.
R˜(V,W, k, 0)− R˜(V,W, k′, 0) =
πR˜(V,W, k, 0)
(
0 k2 − k′2 +
√−1(k1 − k′1)
k2 − k′2 −
√−1(k1 − k′1) 0
)
R˜(V,W, k′, 0).
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At a first look condition Finite rank Perturbations (iii) and the corresponding relation
in the definition Finite rank Perturbations 3.22 seems to be equivalent to the analog of the
Resolvent Formula 3.31 for these Finite rank Perturbations 3.22. However, they do not obey
the Resolvent Formula 3.31. More precisely, if the support of ψ˜ and φ˜ are disjoint with small
balls B(z1, ε), . . . , B(zL, ε) around the support of the Finite rank Perturbations, then the
action of D˜(V,W, k) and D˜t(V,W, k) on R˜(V,W, k, 0)ψ˜ and R˜t(V,W, k, 0)φ˜ yields functions,
which vanish on these balls, respectively. We decompose the integrals appearing in the matrix
element
〈〈
φ˜, R˜t(V,W, k′, 0)
(
0 k′2−k2+
√−1(k′1−k1)
k′2−k2−
√−1(k′1−k1) 0
)
R˜(V,W, k, 0)ψ˜
〉〉
= 2π
√−1
〈〈
R˜t(V,W, k′, 0)φ˜, R˜(V,W, k, 0)ψ˜
〉〉
(k′2−k2,k1−k′1)
of the right hand side of the Resolvent Formula 3.31 into an integral over the complements
of the small balls B(z1, ε) ∪ . . . ∪ B(zL, ε) and an integral over these balls. Then, due to
Lemma 2.25, the latter integral is equal to an integral of a one–form over the boundaries
of these balls. An easy calculation shows that for all such ψ˜ and φ˜ and all Finite rank
Perturbations 3.22 the corresponding matrix elements of the left hand side of the Resolvent
Formula 3.31 coincides with the corresponding matrix elements of the right hand side, if we
replace the integral over the balls B(z1, ε), . . . , B(zl, ε) by the integral of the corresponding
one–form over the boundaries of these balls (described in Lemma 2.25). Furthermore, this
condition does not result in any restriction on the functions S(k). However, in the limit ε ↓ 0
these boundary terms do not tend to zero for all k.
We shall see that the limits of resolvents are such Finite rank Perturbations 3.22. In a
first step we investigate the limits t→∞ of the resolvents of a family (Ut)t∈[1,∞) of potentials
of the form Ut(z) = tUt=1(tz), where Ut=1 has support in B(0, ε). Therefore, the potentials
Ut have support in B(0, t
−1ε) and the L2–norm does not depend on t. Moreover, for all
U0 ∈ L2(R2/Λ) the measures (U0 + Ut)(U¯0 + U¯t)d2x converge in the limit t → ∞ to the
measure U0U¯0d
2x plus the point measure at z = 0 with mass equal to the square of the
L2–norm of Ut=1. If the L
2–norm of Ut=1 is smaller than the constant S
−1
p and k does not
belong to the complex Fermi curve F(U0, U¯0), then Lemma 2.6 implies that the family of
resolvents R(U0 + Ut, U¯0 + U¯t, k, 0) converges to the resolvent R(U0, U¯0, k, 0). In general we
shall see that this limit depends on the inverse of the operators 1l −
(
Ut=1 ∂
−∂¯ U¯t=1
)
RR2(0, 0, 0),
where RR2(0, 0, 0) denotes the resolvent of the free Dirac operator on R
2. In a next step the
spectral theory of Dirac operators on P1 is used in order to investigate these inverse operators.
3.4.2 Spectral theory of Dirac operators on the sphere
For this purpose we use the covering P1 = C ∪ P1 \ {0} and the affine coordinates z and
1/z on the members of this open covering. The spin bundle on P1 may be described as the
trivial C2 bundles on both members of this covering together with the transition function
( z 00 −z¯ ), which transforms the sections on C into sections on P
1 \ {0}. With respect to these
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coordinates the free Dirac operator [Fr-1, Section 3.4] is equal to
(1 + zz¯)
(
0 ∂z
−∂¯z 0
)
on C and equal to
(1 + zz¯)
(
z 0
0 −z¯
)(
0 ∂z
−∂¯z 0
)(
z 0
0 −z¯
)−1
= (1 + 1/(zz¯))
(
0 ∂1/z
−∂¯1/z 0
)
on P1 \ {0}.
We conclude that if (1 + zz¯)Uz denotes the potential on C, the corresponding potential on
P1 \ {0} is equal to (1 + 1/(zz¯))U1/z , where U1/z is given by
U1/z(1/z) =
1 + zz¯
1 + 1/(zz¯)
Uz(z) = zz¯Uz(z).
The corresponding Dirac operators are given by
(1 + zz¯)
(
Uz ∂z
−∂¯z U¯z
)
on C and (1 + 1/(zz¯))
(
U1/z ∂1/z
−∂¯1/z U¯1/z
)
on P1 \ {0}.
In particular, the integral over the density
UzU¯z
dz¯ ∧ dz
2
√−1 = U1/zU¯1/z
d(1/z¯) ∧ d(1/z)
2
√−1
is equal to the L2–norm of Uz on C (or of U1/z on P
1 \ {0}). Therefore, all potentials
U ∈ L2(R2) may be considered as potentials Uz of Dirac operators on P1. Due to Dolbeault’s
Lemma [Gu-Ro, Chapter I Section D 2. Lemma] the integral kernel of the corresponding free
resolvent is equal to(
0 (z − z′)−1
(z¯′ − z¯)−1 0
)
dz¯′ ∧ dz′
2π
√−1(1 + z′z¯′) on C and equal to(
z 0
0 −z¯
)(
0 (z − z′)−1
(z¯′ − z¯)−1 0
)(
z′ 0
0 −z¯′
)−1
dz¯′ ∧ dz′
2π
√−1(1 + z′z¯′)
=
(
0 (1/z − 1/z′)−1
(1/z¯′ − 1/z¯)−1 0
)
d(1/z¯′) ∧ d(1/z′)
2π
√−1(1 + 1/(z′z¯′)) on P
1 \ {0}.
We define Lp–spinors as C2–valued functions on C, whose components have bounded norm
‖f‖ =

∫
R2
|f(z)|p(1 + zz¯)(p2−2)d2x


1/p
.
Due to the transformation property of spinors this norm for spinors on C is equal to the
norm of the corresponding spinors on P1 \ {0} with respect to the coordinates 1/z. Since the
multiplication with (1 + zz¯)
1
2
− 2
p is an isometry from the space of Lp–spinors onto Lp(R2) ×
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Lp(R2), the free resolvent, RP1(0, 0, 0) considered as an operator from L
p(R2)×Lp(R2) (≃ Lp–
spinors) into Lq(R2)× Lq(R2) (≃ Lq–spinors), has the integral kernel(
0 (z − z′)−1
(z¯′ − z¯)−1 0
)
(1 + zz¯)
1
2
− 2
q (1 + z′z¯′)
2
p
− 3
2
d2x′
π
.
If 1
q
= 1
p
− 1
2
, then the potential U represents the potential (1 + zz¯)U on P1 considered as an
operator from Lq(R2)×Lq(R2) (≃ Lq–spinors) into Lp(R2)×Lp(R2) (≃ Lp–spinors). Therefore,
in this case the resolvent of the Dirac operator on P1 with potential (1+zz¯)
(
U 0
0 U¯
)
considered
as an operator from Lp(R2) × Lp(R2) (≃ Lp–spinors) into Lq(R2) × Lq(R2) (≃ Lq–spinors) is
equal to
RP1(U, U¯, λ) = RP1(0, 0, λ)
(
1l−
(
U 0
0 U¯
)
RP1(0, 0, λ)
)−1
.
Fortunately, if p = 4
3
and q = 4, the resolvent RP1 considered as an operator from L
4
3 (R2)×
L
4
3 (R2) into L4(R2) × L4(R2) is equal to the resolvent RR2(0, 0, 0) of the free Dirac operator
on R2.
In order to carry over the spectral theory developed in Section 2.1 we shall estimate
the free resolvent RP1(0, 0,
√−1λ) in the limit λ → ∞. Due to the invariance of the Dirac
operator under the action of SU(2,C) on P1, it suffices to estimate the Green’s function(
a
P1,λ(x) bP1,λ(x)
c
P1,λ(x) dP1,λ(x)
)
, which satisfies the equation
( √−1λ −(1 + zz¯)∂
(1 + zz¯)∂¯
√−1λ
)(
aP1,λ(x) bP1,λ(x)
cP1,λ(x) dP1,λ(x)
)
=
(
δ(x) 0
0 δ(x)
)
.
Here δ(x) denotes the two–dimensional δ–function on R2, i. e. δ(x)d2x denotes the point
measure at x = 0 of mass 1. Due to the relation( √−1λ −(1 + zz¯)∂
(1 + zz¯)∂¯
√−1λ
)( √−1λ (1 + zz¯)∂
−(1 + zz¯)∂¯ √−1λ
)
=
(−λ2 + (1 + zz¯)2∂∂¯ + (1 + zz¯)z¯∂¯ 0
0 −λ2 + (1 + zz¯)2∂¯∂ + (1 + zz¯)z∂
)
it suffices to calculate the Green’s functions of the two operators in the diagonal entries of
the right hand side. These Green’s functions depend only on r =
√
zz¯ =
√
x21 + x
2
2. In fact,
on functions depending only on r, both operators in the diagonal entries of the right hand
side act as the operator
−λ2 +
(
1 + r2
2
)2(
d2
dr2
+
1
r
d
dr
)
+
1 + r2
2
r
d
dr
.
The substitution r = tan(ϕ/2) transforms this operator into
−λ2 + d
2
dϕ2
+
1
sin(ϕ)
d
dϕ
.
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The two dimensional δ–function is equal to the one–dimensional δ–function with respect
to the measure sin(ϕ)dϕ. Therefore, we shall calculate the unique Green’s function GP1,λ
depending on ϕ ∈ R/(2πZ), which satisfies
−λ2 sin(ϕ)GP1,λ(ϕ) + sin(ϕ)G ′′P1,λ(ϕ) + G ′P1,λ(ϕ) = δ(ϕ),
where δ denotes the one–dimensional δ–function on ϕ ∈ R/(2πZ) with respect to the measure
dϕ. Obviously this Green’s function GP1,λ is odd and has a Fourier series of the form
GP1,λ(ϕ) =
∑
n∈N
an sin(nϕ).
Since the Fourier series of the δ–functions is equal to
δ(ϕ) =
1
2π
+
1
π
∑
n∈N
cos(nϕ),
the coefficients an satisfiy the recursion relation
an+1 =
2nan + (λ
2 + (n− 1)2)an−1 − 2/π
λ2 + (n + 1)2
for n ∈ N with a1 = − 1
π(λ2 + 1)
and a0 = 0.
Lemma 3.32. If λ ∈ R, then the functions (1 − cos(ϕ))GP1,λ(ϕ) and (1 − cos(ϕ))G ′P1,λ(ϕ)
are continuous functions depending on ϕ ∈ R/(2πZ), which converge uniformly to zero in the
limit λ→∞.
Proof. The functions (1− cos(ϕ))GP1,λ(ϕ) and (1− cos(ϕ))G ′P1,λ(ϕ) have the Fourier series
(1− cos(ϕ))GP1,λ(ϕ) =
∑
n∈N
2an − an−1 − an+1
2
sin(nϕ) and
(1− cos(ϕ))G ′
P1,λ(ϕ) = −
a1
2
+
∑
n∈N
2nan − (n− 1)an−1 − (n + 1)an+1
2
cos(nϕ),
respectively. It suffices to show that the sum of |2an − an−1 − an+1| and the sum of |2nan −
(n− 1)an−1− (n+ 1)an+1| exist and converge in the limit λ→∞ to zero. We shall estimate
the absolute values of the coefficients an.
1. First we claim that for all 1 < α < 2 there exists a constant Cα > 0, such that all absolute
values |an| are bounded by Cα nαλ2+n2 . In fact, due to the recursion relation it suffices to show
the inequalities
Cα
2n(1+α)
λ2 + n2
+ Cα(n− 1)α + 2
π
≤ Cα(n+ 1)α ∀n ∈ N \ {1},
|a1| ≤ Cα 1
λ2 + 1
and |a2| ≤ Cα 2
α
λ2 + 4
.
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Since a2 = − 2pi(λ2+4) , the latter inequalities are equivalent to 1pi ≤ Cα and 2pi ≤ Cα2α. Obvi-
ously we have for all 1 < α < 2 and all n ∈ N
(n− 1)α ≤
(
1− 2
n+ 1
)α
(n+ 1)α ≤
(
1− 2
n+ 1
)(
1− 2(α− 1)
n+ 1
)
(n + 1)α ≤
(n + 1)α − 2α(n+ 1)α−1 + 4(α− 1)(n+ 1)α−2.
If we insert this inequality in the expression on the left hand side of the first inequality above,
we obtain
Cα
2n(1+α)
λ2 + n2
+ Cα(n− 1)α + 2
π
≤
≤ 2Cα(n + 1)α−1 + Cα
(
(n+ 1)α − 2α(n+ 1)α−1 + 4(α− 1)(n+ 1)α−2)+ 2
π
.
Therefore, it suffices to establish the inequalities
1
π
≤ Cα(α− 1)(n+ 1)α−1
(
1− 2
n + 1
)
∀n ∈ N \ {1}, 1
π
≤ Cα and 2
π
≤ Cα2α.
Obviously there exist such Cα <∞ for all 1 < α < 2.
2. In a second step we claim that for all 1 < α < 2 there exists a constant C ′α, such that the
absolute values |an+1 − an−1| are bounded by C ′α n
α+1
(λ2+(n+1)2)(λ2+(n−1)2) . In fact, the recursion
relation implies
|an+1 − an−1| ≤ 2n
λ2 + (n+ 1)2
(|an|+ 2|an−1|).
Hence the second claim follows from what has already been proven, with C ′α = 6Cα.
3. In a third step we prove that for all 1 < α < 2 and |λ| ≥ √2 (this assumption on
λ is not essential and can be removed) there exists a constant C ′′α such that the absolute
values |2an − an+1 − an−1| are bounded by C ′′α n
α
(λ2+(n+1)2)(λ2+(n−1)2) . To see this set bn =
2an − an+1 − an−1 for n ∈ N. If we subtract from two times the recursion relation above
the two relations, which are obtained by reducing and enlarging the indices by one, then we
obtain the following recursion relation:
bn+1 =
−2nbn + (λ2 + (n− 2)2)bn−1 + 4(an+1 − an−1)
λ2 + (n+ 2)2
∀n ∈ N \ {1}
with b1 = − 6
π(λ2 + 1)(λ2 + 4)
and b2 = − 4(λ
2 − 5)
π(λ2 + 1)(λ2 + 4)(λ2 + 9)
.
Therefore, it suffices to show for all n ∈ N \ {1}
C ′′α
2n(α+1)
(λ2 + (n− 1)2)(λ2 + (n + 1)2) + C
′′
α
(n− 1)α
λ2 + n2
+ 4|an+1 − an−1| ≤ C ′′α
(n+ 1)α
λ2 + n2
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together with the two inequalities 6
pi
≤ C ′′α and 4|λ
2−5|
pi(λ2+4)
≤ C ′′α2α. If λ2 ≥ 2, then we have
(λ2 + n2)n2
(λ2 + (n− 1)2)(λ2 + (n+ 1)2) ≤ 1−
λ4 + λ2(n2 + 2)− 2n2 + 1
(λ2 + (n− 1)2)(λ2 + (n + 1)2) ≤ 1.
With the help of the estimates in the first and the second step we arrive at the estimates
2C ′αn
α−1 ≤ 2C ′α(n + 1)α−1 ≤ C ′′α(α− 1)(n+ 1)α−1
(
1− 2
n + 1
)
∀n ∈ N \ {1},
6
π
≤ C ′′α and
4|λ2 − 5|
π(λ2 + 4)
≤ C ′′α2α.
Again it is obvious that there exist such C ′′α.
Due to the proven third claim the sum
∑
n∈N
|bn| exists and converges in the limit λ → ∞
to zero. Due to the proven second and the third claim the sum∑
n∈N
|2nan − (n+ 1)an+1 − (n− 1)an−1| ≤
∑
n∈N
n|bn|+
∑
n∈N
|an+1 − an−1|
exists and converges in the limit λ→∞ to zero. q.e.d.
The Green’s functions of the Dirac operator on P1 may be expressed in terms of GP1,λ as(
aP1,λ(x) bP1,λ(x)
cP1,λ(x) dP1,λ(x)
)
=
( √−1λGP1,λ(2 arctan(√zz¯)) (1 + zz¯)∂GP1,λ(2 arctan(√zz¯))
−(1 + zz¯)∂¯GP1,λ(2 arctan(
√
zz¯))
√−1λGP1,λ(2 arctan(
√
zz¯))
)
.
Hence, due to the invariance under the action of SU(2,C) on P1, this lemma implies that
outside of the diagonal the integral kernel of the resolvent
( √−1λ −(1+zz¯)∂
(1+zz¯)∂¯
√−1λ
)−1
is a continuous
function, which converges in the limit λ → ∞ on the complement of arbitrary small discs
(with respect to the invariant metric of P1) uniformly to zero. Therefore, the arguments of
Theorem 2.3 and Lemma 2.6 carry over to the resolvents of Dirac operators on P1.
Corollary 3.33. The resolvents define meromorphic maps (U, λ) 7→ RP1(U, U¯, λ) from the
Hilbert space L2(R2) × C into the compact operators on the L2–spinors. On all subsets of
L2(R2), where for some Cp < S
−1
p and ε > 0 the L
2–norms of the restrictions of the potentials
to all ε–balls of C ⊂ P1 (with respect to the natural metric of P1) are not larger than Cp,
this map is weakly continuous. Finally, for 1 < p < 2 the operators 1l− ( U 00 U¯ )RP1(0, 0, λ) on
Lp(R2) × Lp(R2) are Fredholm operators of index zero, and invertible if and only if λ is no
eigenvalue of the corresponding Dirac operator on P1.
Proof. It remains to prove the last statement. Due to the first resolvent formula [R-S-I,
Theorem VI.5] for all vectors ψ and all λ and λ′ in the complement of the spectrum the
corresponding resolvents Rλ and Rλ′ satisfy the equation
Rλ′ (ψ + (λ
′ − λ)Rλψ) = Rλψ.
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We conclude that the range of the resolvent Rλ does not depend on λ as long as λ does
not belong to the spectrum. Since the Riesz–Schauder Theorem is also true for compact
operators on Banach spaces [Yo, Chapter X.5.], the Dirac operators on P1 may be considered
as closed operators on the space of Lp–spinors with compact resolvents. The inverse mapping
theorem [R-S-I, Theorem III.11] together with the formula
RP1(U, U¯ , λ) = RP1(0, 0, λ)
(
1l−
(
U 0
0 U¯
)
RP1(0, 0, λ)
)−1
for the resolvents of these Dirac operators acting on the Lp–spinors shows that the operator
1l − ( U 00 U¯ )RP1(0, 0, λ) on the Lp spinors is invertible if and only if λ does not belong to the
spectrum of the corresponding Dirac operator. This follows also from the following variant
of the first resolvent formula [R-S-I, Theorem VI.5]:
(λ− λ′)Rλ′ = Rλ
(
1l
λ− λ′ − Rλ
)−1
=
(
1l
λ− λ′ − Rλ
)−1
Rλ,
since, due to the arguments of the proof of Lemma 2.6 for all U ∈ L2(R2) and large λ the
operators 1l − ( U 00 U¯ )RP1(0, 0,√−1λ) on Lp(R2) × Lp(R2) are invertible. Since the range of
the spectral projections P˘ are contained in the domain, the operators
Q˘ = R−1
P1
(0, 0, λ)P˘RP1(0, 0, λ)
are well defined projections, whenever λ does not belong to the spectrum of the free Dirac
operator. In general the operators 1l − ( U 00 U¯ )RP1(0, 0, λ) are invertible operators from the
range of the projection 1l − Q˘ onto the range of the projection 1l − P˘. Since the spectral
projections of the Dirac operators on P1 are finite–dimensional, these operators are Fredholm
operators of index zero, and the kernel and the co–kernel coincides with the corresponding
eigenspaces and transposed eigenspaces, respectively. q.e.d.
Remark 3.34. In particular, for p = 4
3
and q = 4 and for all U ∈ L2(R2) the operators
1l − ( U 00 U¯ )RR2(0, 0, 0) on L43 (R2) × L43 (R2) are also Fredholm operators of index zero, and
invertible, if the corresponding Dirac operator on P1 has a trivial kernel. The relation of
these kernels to the spectral theory of the Dirac operators on R2 is not so obvious.
3.4.3 An illustrative family of potentials
Now we are prepared to treat the limits t→∞ of the resolvents R(Ut, U¯t, k, 0) of the family
(Ut)t∈[1,∞) of potentials of the form Ut(z) = tUt=1(tz), where Ut=1 has support in a ball B(0, ε)
contained in ∆.
Lemma 3.35. If the Dirac operator (1 + zz¯)
(
Ut=1 ∂
−∂¯ U¯t=1
)
on P1 does not have a kernel, then
the resolvents R(Ut, U¯t, k, 0) considered as operators from L
p(∆)×Lp(∆) into Lq′(∆)×Lq′(∆)
with 1 < p ≤ 2 and 2 ≤ q′ < q = 2p
2−p converges in the limit t→∞ to R(0, 0, k, 0). In general,
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for all ε > 0 the restrictions of these resolvents to the complement of B(0, ε) considered as
operators from Lp(∆\B(0, ε))×Lp(∆\B(0, ε)) into L 2p2−p (∆\B(0, ε))×L 2p2−p (∆\B(0, ε)) with
1 < p < 2 converges in the limit t → ∞ to a Finite rank Perturbation 3.22 of R(0, 0, k, 0).
Moreover, the rank of the perturbation is bounded by the dimension of the kernel of the Dirac
operator (1+zz¯)
(
Ut=1 ∂
−∂¯ U¯t=1
)
on P1, and the support of this perturbation is contained in 0 ∈ ∆.
Remark 3.36. If B is a subset of A, then the functions on B may be considered as functions
on A, which vanish on the relative complement of B. Vice versa, the restriction to B of any
function on A yields a function on B. For a given operator on a space of functions on A, we
call the operator, which associates to any function on B the restriction to B of the action of
the operator on this function considered as a function on A, the restriction of the operator
to B or to the space of functions on B.
Proof. We proof this within three steps. In the first step we investigate the family of re-
solvents transformed under the scaling transformations z → tz. The limit t → ∞ of these
transformations is a kind of blowing up. Consequently, it yields a Dirac operator on P1. In
the second step we show that if this blown up Dirac operator on P1 has a trivial kernel, then
the family of resolvents R(Ut, U¯ , k, 0) converge to the free resolvents R(0, 0, k, 0). Finally, in
the third step we show that a kernel of the Dirac operator blown up to P1 yields a Finite
rank Perturbation 3.22 of the free resolvents.
1. The family of transformed resolvents. For all t ∈ C the transformations
Ip,t : f 7→ Ip,tf with (Ip,tf)(z) = |t|2/pf(tz)
define isometries from Lp(R2) onto Lp(R2) and from Lp(B(0, ε)) onto Lp(B(0, t−1ε)). Due
to the explicit form of the integral kernel of R(0, 0, k, 0) in Lemma 3.20 this resolvent is the
convolution with a meromorphic and a anti–meromorphic function, respectively. The Laurent
series of these functions around z = 0 converge on small discs. Therefore, for all k /∈ F(0, 0)
the restrictions of the operators
(
I 2p
2−p
,t 0
0 I 2p
2−p
,t
)−1
R(0, 0, k, 0)
(
Ip,t 0
0 Ip,t
)
to Lp(B(0, ε))× Lp(B(0, ε)) define a real analytic family of operators depending on the pa-
rameter t ∈ [1,∞). Furthermore, since in the limit t → ∞ only the pole of the convolution
function at z = 0 contributes, this family converges in this limit to the restriction of the
operator RR2(0, 0, 0) to L
p(B(0, ε)) × Lp(B(0, ε)). Hence, due to Lemma 3.20, this family
extends to a holomorphic family
t
|t|
(
I 2p
2−p
,t 0
0 I 2p
2−p
,t¯
)−1
R(0, 0, k, 0)
(
Ip,t¯ 0
0 Ip,t
)
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depending on {t ∈ P1 | |t| ≥ 1}. More precisely, if
K1(z, k) = z−1 +
∞∑
n=0
K1,nzn and K2(z, k) = z¯−1 +
∞∑
n=0
K2,nz¯n
denotes the Laurent series of the two functions K1 and K2 in the integral kernel of R(0, 0, k, 0)
(compare with Lemma 3.20), then the Taylor series at t = ∞ of the integral kernel of this
family is given by(
0 (z − z′)−1
(z¯′ − z¯)−1 0
)
d2x′
π
+
∑
n∈N
t−n
(
0 K1,n−1(z − z′)n−1
−K2,n−1(z¯ − z¯′)n−1
)
d2x′
π
.
Since the convolution with a polynomial with respect to z is a finite rank operator, with the
exception of the zero–th Taylor coefficients of this family at t = ∞ (which is equal to the
restriction of RR2(0, 0, 0) to B(0, ε)) all Taylor coefficients at t =∞ are finite rank operators
from Lp(B(0, ε))× Lp(B(0, ε)) to L 2p2−p (B(0, ε)× L 2p2−p (B(0, ε).
Therefore, we have also a real analytic family of operators(
Ip,t 0
0 Ip,t
)−1(
1l−
(
Ut 0
0 U¯t
)
R(0, 0, k, 0)
)(
Ip,t 0
0 Ip,t
)
on Lp(B(0, ε))×Lp(B(0, ε)) depending on t ∈ [1,∞), which extends to a holomorphic family
1l− t|t|
(
Ut=1 0
0 U¯t=1
)(
I 2p
2−p
,t 0
0 I 2p
2−p
,t¯
)−1
R(0, 0, k, 0)
(
Ip,t¯ 0
0 Ip,t
)
=
(
Ip,t¯ 0
0 Ip,t
)−1(
1l−
(
Ut 0
0 U¯t¯
)
R(0, 0, k, 0)
)(
Ip,t¯ 0
0 Ip,t
)
depending on {t ∈ P1 | |t| ≥ 1}, if we extend the family Ut by the formula
Ut = Ip,t¯
t
|t|Ut=1I
−1
2p
2−p
,t
U¯t¯ = Ip,t
t
|t| U¯t=1I
−1
2p
2−p
,t¯
.
This definition does not depend on p ∈ (1, 2). If t is not real, then these operators are not
multiplication operators and therefore non–local, but for real t this definition coincides with
the definition of Ut above. At t =∞ the value of this family is equal to the restriction of the
operator 1l− ( Ut=1 00 U¯t=1 )RR2(0, 0, 0) to Lp(B(0, ε))× Lp(B(0, ε)).
2. A trivial kernel of the blown up Dirac operator. Due to Corollary 3.33 the foregoing
operator has an inverse, if and only if the Dirac operator (1+ zz¯)
(
Ut=1 ∂
−∂¯ U¯t=1
)
on P1 does not
have a kernel. At a first sight this is only true for p = 4
3
and q = 4. But since the function
(1+ zz¯) and its inverse are bounded on the domain of Ut=1, this is true for all 1 < p < 2. We
conclude that in this case and for all sufficiently large real t and k /∈ F(0, 0) the restrictions
of the operators 1l − ( Ut 00 U¯t )R(0, 0, k, 0) to Lp(B(0, t−1ε)) × Lp(B(0, t−1ε)) have an inverse,
3.4 Limits of complex Fermi curves 115
which is bounded uniformly with respect to t. Now we apply Lemma 3.21 and conclude that
under the same assumptions the resolvents R(Ut, U¯t, k, 0) converge in the limit t→∞ to the
corresponding limit of the operators
R(0, 0, k, 0) + R(0, 0, k, 0)
(
1l−
(
Ut 0
0 U¯t
)
RR2(0, 0, 0)
)−1(
Ut 0
0 U¯t
)
R(0, 0, k, 0).
If in this formula we view the resolvent on the left hand side as a bounded operator from
Lp
′
(∆) × Lp′(∆) into Lq′(∆) × Lq′(∆) with 1 < p′ < 2 and p ≤ q′ ≤ 2p′/(2 − p′) and
k /∈ F(0, 0) (compare with Lemma 2.4), then the inverse operator may be considered as
an operator on Lp
′
(B(0, t−1ε)) × Lp′(B(0, t−1ε)) instead of Lp(B(0, t−1ε)) × Lp(B(0, t−1ε)).
If p′ < p, then the restriction is an operator from Lp(∆) into Lp
′
(B(0, t−1ε)), which due
to Ho¨lder’s inequality [R-S-I, Theorem III.1 (c)] is bounded by (πε2)(p−p
′)/(pp′)|t|2(p′−p)/(pp′).
Hence, if the Dirac operator
(
Ut=1 ∂
−∂¯ U¯t=1
)
on P1 has no kernel, then in the limit t → ∞ the
resolvents R(Ut, U¯t, k, 0) converge as operators from L
p(∆)×Lp(∆) into Lq′(∆)×Lq′(∆) with
1 < p ≤ 2 and 2 ≥ q′ < q = 2p
2−p for all k /∈ F(0, 0) in the limit t → ∞ to the operator
R(0, 0, k, 0).
3. A non–trivial kernel of the blown up Dirac operator. In the third step we extend
our arguments to the case, where the Dirac operator (1 + zz¯)
(
Ut=1 ∂
−∂¯ U¯t=1
)
on P1 has a non–
trivial kernel. First we shall calculate the singular Laurent coefficients at t =∞ of the family
of inverse operators(
Ip,t¯ 0
0 Ip,t
)−1(
1l−
(
Ut 0
0 U¯t¯
)
R(0, 0, k, 0)
)−1(
Ip,t¯ 0
0 Ip,t
)
on Lp(B(0, ε))× Lp(B(0, ε)) of the holomorphic family introduced above. The original holo-
morphic family has a Taylor series at t =∞, whose zero coefficient is equal to the restriction
A of the operator 1l− ( Ut=1 00 U¯t=1 )RR2(0, 0, 0) to Lp(B(0, ε))×Lp(B(0, ε)), which due to Corol-
lary 3.33 is a Fredholm operator of index zero. Furthermore, all other Taylor coefficients are
finite rank operators, since the corresponding Taylor coefficients of the resolvents are finite
rank operators. Finally, the difference Bt of the original holomorphic family minus A (the
value at t =∞) are compact operators.
Lemma 3.37. Let A be a Fredholm operator of index zero from the Banach space E into
the Banach space G. Let Efinite ⊂ E and Ffinite ⊂ G∗ denote the kernel and co–kernel of A,
respectively. Furthermore, let Ginfinite denote the range of A (i. e. the orthogonal complement
of Ffinite). If B is another operator from E into G with the property, that the operator
Bfinite : Efinite →֒ E B−→G →֒ G∗∗ ։ F∗finite
is invertible, then there exist unique decompositions
E = Efinite ⊕ Einfinite G = Gfinite ⊕Ginfinite,
where Einfinite is the orthogonal complement of the image of Ffinite under the operator B
∗ :
G∗ → E∗, and Gfinite is the image of Efinite under the operator B. Moreover, both operators A
and B have diagonal block form with respect to these decompositions.
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Here the map G∗∗ ։ F∗finite on the right hand side in the definition of Bfinite is the dual
map of the natural inclusion Ffinite →֒ G∗.
Proof. If Bfinite is invertible, the operator
E
B−→G →֒ G∗∗ ։ F∗finite
B
−1
finite−−−→ Efinite →֒ E
is a projection onto Efinite. Since Einfinite is the kernel of the map
E
B−→ G →֒ G∗∗ ։ F∗finite,
this space is also the kernel of the former projection. Therefore, we have a decomposition
E = Efinite ⊕ Einfinite. On the other hand, the operator
G →֒ G∗∗ ։ F∗finite
B
−1
finite−−−→ Efinite
B|Efinite−−−−→ Gfinite →֒ G
is a projection onto Gfinite. Since Ginfinite is the orthogonal complement of Ffinite, this subspace
is the kernel of the latter projection, and we have a decomposition G = Gfinite ⊕Ginfinite.
Moreover, the operator A vanishes on Efinite and maps Einfinite onto Ginfinite. By definition
of Gfinite, the operator B maps Efinite onto Gfinite. Finally, since Einfinite is the kernel of the
map
E
B−→ G →֒ G∗∗ ։ F∗finite,
the operator B maps Einfinite into Ginfinite. q.e.d.
This lemma implies that the operator A + B is invertible, if Bfinite is invertible, and the
component of B from Einfinite into Ginfinite has norm smaller than the inverse of the same
component of A. In fact, in this case the direct sum of these two components are invertible.
In the application we have in mind, A is equal to the value at t =∞ of the family of Fredholm
operators introduced above, and Bt is equal to the difference of this family minus the value
at t =∞. In the limit t→∞ the operators Bt become arbitrarily small.
Remark 3.38. In the sequel we use a notation, which is slightly different from the notation
used in Lemma 3.37. In fact, the spaces, which are denoted by capital F in Lemma 3.37,
are in the sequel denoted by Rt
R2
(0, 0, 0)F. The latter spaces F have the advantage, that the
support of their elements is contained in the support of Ut=1.
Let Efinite ⊂ E = Lp(B(0, ε))×Lp(B(0, ε)) denote the kernel of the restriction of the oper-
ator 1l−( Ut=1 00 U¯t=1 )RR2(0, 0, 0) to Lp(B(0, ε))×Lp(B(0, ε)), and Ffinite ⊂ F = L 2p3p−2 (B(0, ε))×
L
2p
3p−2 (B(0, ε)) the co–kernel of the restriction of the operator 1l − RR2(0, 0, 0)
(
Ut=1 0
0 U¯t=1
)
to L
2p
2−p (B(0, ε)) × L 2p2−p (B(0, ε)) (i. e. the kernel of the restriction of the operator 1l −(
Ut=1 0
0 U¯t=1
)
Rt
R2
(0, 0, 0) to L
2p
3p−2 (B(0, ε)) × L 2p3p−2 (B(0, ε))). Obviously, the supports of the
elements of Efinite and Ffinite are contained in B(0, ε). Therefore, these subspaces does not
depend on ε, as long as B(0, ε) contains the support of Ut=1. Furthermore, the resolvent
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RR2(0, 0, 0) and the transposed resolvent map these subspaces Efinite and Ffinite onto the ker-
nel and the co–kernel of the corresponding Dirac operator on P1, respectively. Finally, due
to the statement analogous to (iii) of Corollary 2.16, Efinite and Ffinite are invariant under the
anti–linear (projective) involutions ψ 7→ Jψ¯ and φ 7→ Jφ¯, respectively. As we have seen in
Corollary 2.17, these involutions cannot have fixed points, and the dimensions of Efinite and
Ffinite are even, say 2K. Now let n1, . . . , nJ denote the unique sequence of numbers in N0
with the property,
that for all j = 1, . . . , J nj is the smallest index such that the span of(
z¯n1
0
)
,
(
0
zn1
)
, . . . ,
(
z¯nj
0
)
,
(
0
znj
)
does not contain any non–trivial element in the or-
thogonal complement of Efinite.
Furthermore, let m1, . . . , mJ be the analogous sequence with the property,
that for all j = 1, . . . , J mj is the smallest index such that the span of(
zm1
0
)
,
(
0
z¯m1
)
, . . . ,
(
zmj
0
)
,
(
0
z¯mj
)
does not contain any non–trivial element in the or-
thogonal complement of Ffinite.
In order to ensure the existence of these sequences we remark that for all ψ ∈ Efinite and
φ ∈ Ffinite the Taylor coefficients at z = ∞ of the corresponding elements RR2(0, 0, 0)ψ and
Rt
R2
(0, 0, 0)φ in the kernel and the co–kernel of the corresponding Dirac operator on P1 are
multiples of the numbers 〈〈( z¯n0 ) , ψ〉〉, 〈〈( 0zn ) , ψ〉〉 and 〈〈φ, ( zn0 )〉〉, 〈〈φ, ( 0z¯n )〉〉 with n ∈ N0,
respectively. Hence, due to the Strong unique continuation property 2.10, not all of these
numbers can vanish, and the sequences n1, . . . , nJ and m1, . . . , mJ are well defined (compare
with Remark 3.28).
By definition of these sequences, the kernel Efinite and the co–kernel Ffinite have unique
basis ψ1, . . . , ψ2J and φ1, . . . φ2J dual to the basis(
z¯n1
0
)
,
(
0
zn1
)
, . . . ,
(
z¯nJ
0
)
,
(
0
znJ
)
and
(
zm1
0
)
,
(
0
z¯m1
)
, . . . ,
(
zmJ
0
)
,
(
0
z¯mJ
)
, respectively.
Coming back to the notation of Section 3.4.1 let D be the divisor equal to (max{nJ , mJ}+ 1)
times the point 0 on C/ΛC and ΨD, ΦD and RD(k) the corresponding matrices (com-
pare with the first step of Section 3.4.1). Moreover, let N and M denote the following
(max{nJ , mJ}+ 1)× J– and J × (max{nJ , mJ}+ 1)–matrices, whose entries are the follow-
ing 2× 2–matrices indexed by j = 1, . . . , J and n,m = 0, . . . ,max{nJ , mJ}:
Nn,j =
{
1l if n = nj
0 if n 6= nj
and Mj,m =
{
1l if m = mj
0 if m 6= mj
, respectively.
The transposed resolvent Rt
R2
(0, 0, 0) maps the dual of the Banach space L
2p
2−p (B(0, ε))×
L
2p
2−p (B(0, ε)), which is isomorphic to L
2p
3p−2 (B(0, ε)) × L 2p3p−2 (B(0, ε)), onto the dual of the
Banach space Lp(B(0, ε))×Lp(B(0, ε)), which is isomorphic to L pp−1 (B(0, ε))×L pp−1 (B(0, ε)).
The range of the restriction of the operator 1l − ( Ut=1 00 U¯t=1 )RR2(0, 0, 0) to Lp(B(0, ε)) ×
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Lp(B(0, ε)) is the orthogonal complement of Rt
R2
(0, 0, 0)Ffinite. Let Ginfinite ⊂ L
2p
2−p (B(0, ε))×
L
2p
2−p (B(0, ε)) (= G) denote this orthogonal complement. By construction the operator
1l − ( Ut=1 00 U¯t=1 )RR2(0, 0, 0) has the kernel Efinite and the co–kernel RtR2(0, 0, 0)Ffinite. With
respect to the basis ψ1, . . . , ψ2J and the dual basis of R
t
R2
(0, 0, 0)φ1, . . . ,R
t
R2
(0, 0, 0)φ2J the
holomorphic family
Bt,finite : Efinite →֒ E Bt−→ G →֒ G∗∗ ։
(
Rt
R2
(0, 0, 0)Ffinite
)∗
takes the matrix form:
−1
t


t−m1−n1Rm1,n1 . . . t
−m1−nJRm1,nJ
... . . .
...
t−mJ−n1RmJ ,n1 . . . t
−mJ−nJRmJ ,nJ .


Here Rm,n denotes the enrties of the matrix RD(k). In the sequel we will assume that this
matrix is invertible for t 6= ∞. This is equivalent to the statement that the determinant of
the J × J–matrix MRD(k)N does not vanish. In the eighth step of Section 3.4.1 we showed
that the result of Section 2.2 carry over to these complex Fermi curves.
If nJ = J − 1 (⇐⇒ nj = j − 1 ∀j = 1, . . . , J), then the projection onto Efinite
E
Bt−→ G →֒ G∗∗ ։ (Rt
R2
(0, 0, 0)Ffinite
)∗ B−1t,finite−−−−→ Efinite →֒ E
has no singularity at t =∞. Unfortunately for all other values of nJ it has a singularity. In
fact, if ψ ∈ E has the property that
〈〈( z¯n0 ) , ψ〉〉 =
{
0 for n = 0, . . . , N − 1
a for n = N
〈〈( 0zn ) , ψ〉〉 =
{
0 for n = 0, . . . , N − 1
b for n = N,
with N ∈ N0 and (a, b) ∈ P1, then the image of ψ under
E
Bt−→ G →֒ G∗∗ ։ (Rt
R2
(0, 0, 0)Ffinite
)∗
has with respect to the dual basis of Rt
R2
(0, 0, 0)φ1, . . . ,R
t
R2
(0, 0, 0)φ2J and for large t the
form
(
1
πt
+O(t−2)
)
(
m1+N
m1
)
(−1)N
tm1+N
( −bK1,m1+N
aK2,m1+N
)
...(
mJ+N
mJ
) (−1)N
tmJ+N
( −bK1,mJ+N
aK2,mJ+N
)

 .
Obviously the inverse of Bt,finite applied on this vector can have a singularity at t =∞, only if
N ∈ {0, . . . , nJ}\{n1, . . . , nJ}. Analogously, ifmJ = J−1 (⇐⇒ mj = j−1 ∀j = 1, . . . , J),
then the projection of F onto Ffinite has no singularity at t =∞.
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We conclude that the resolvents of the family (Ut, U¯t¯) differ from the free resolvent by
R(Ut, U¯t¯, k, 0)− R(0, 0, k, 0) =
=R(0, 0, k, 0)
(
Ip,t¯ 0
0 Ip,t
)
(A+ Bt)
−1
(
Ip,t¯ 0
0 Ip,t
)−1(
Ut 0
0 U¯t¯
)
R(0, 0, k, 0)
=R(0, 0, k, 0)
(
Ip,t¯ 0
0 Ip,t
)
(A+ Bt)
−1 ( Ut=1 0
0 U¯t=1
)(I 2p
2−p
,t 0
0 I 2p
2−p
,t¯
)−1
R(0, 0, k, 0).
We shall calculate these differences in the limit t→∞ with the arguments used in the first
two steps combined with Lemma 3.37. By definition of the sequence n1, . . . , nJ and due to
Lemma 3.20 we have
R(0, 0, k, 0)
(
Ip,t 0
0 Ip,t
)
ψ2j−1 =
|t|2/p(−1)nj
πnj !tnj+2
((
0
−K(nj)2
)
+O(t−1)
)
and
R(0, 0, k, 0)
(
Ip,t 0
0 Ip,t
)
ψ2j =
|t|2/p(−1)nj
πnj !tnj+2
((
K(nj)1
0
)
+O(t−1)
)
on the complement of the support of Ut and for all real t and j = 1, . . . , J Here K(nj)1 and
K(nj)2 denotes the holomorphic and anti–holomorphic nj–th derivatives of the functions K1
and K2, respectively. Moreover, the transpose of I−12p
2−p
,t
is I 2p
3p−2
,t. Therefore we also have
Rt(0, 0, k, 0)
(
I 2p
3p−2
,t 0
0 I 2p
3p−2
,t
)
φ2k−1 =
|t|(1−2/p)
πmj !tmj
((
0
−K(mj )1
)
+O(t−1)
)
and
Rt(0, 0, k, 0)
(
I 2p
3p−2
,t 0
0 I 2p
3p−2
,t
)
φ2k =
|t|(1−2/p)
πmj !tmj
((
K(mj )2
0
)
+O(t−1)
)
,
on the complement of the support of Ut and for all real t and for all j = 1, . . . , J . If we
endow E/Efinite with the topology of the dual Banach space of the orthogonal complement
of Efinite in the dual of the Banach space L
p(B(0, ε)) × Lp(B(0, ε)), which is isomorphic to
L
p
p−1 (B(0, ε))×L pp−1 (B(0, ε)), then due to Corollary 3.33 the operator A induces an invertible
operator from E/Efinite onto Ginfinite. The identity of E minus the projection of E onto the
subspace Efinite, which was introduced in Lemma 3.37, defines an operator from E/Efinite
onto the corresponding complementary subspace Einfinite. We have seen above that this
operator is not bounded in the limit t → ∞, if nJ 6= J − 1. Nevertheless, this divergence is
overcompensated by the convergence of the corresponding limits of R(0, 0, k, 0)
(
Ip,t 0
0 Ip,t
)
ψj .
Hence the composition of the projection onto Einfinite, considered as an operator from E/Efinite
into E, with the operator R(0, 0, k, 0)
(
Ip,t 0
0 Ip,t
)
converges to zero in the limit t → ∞. On
the other hand, the operator
(
Ut=1 0
0 U¯t=1
)
maps Ginfinite onto the dual space of F/Ffinite, since(
Ut=1 0
0 U¯t=1
)
Rt
R2
(0, 0, 0) acts on Ffinite as the identity. The analogous projection of F onto the
complementary subspace Finfinite defines an operator from F/Finfinite onto F, which is not
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bounded in the limit t→∞, if mj 6= J − 1. Analogously this divergence is overcompensated
by the convergence of the corresponding limits Rt(0, 0, k, 0)
(
I 2p
3p−2 ,t
0
0 I 2p
3p−2 ,t
)
φj. To sum up,
in all cases regardless of whether nj or mj is equal to J − 1 or not, the arguments of the first
two steps combined with the application of Lemma 3.37 yields that only the part
G →֒ G∗∗ ։ (Rt
R2
(0, 0, 0)F
)∗ B−1t,finite−−−−→ Efinite →֒ E
of (A + Bt)
−1 contributes in the limit t → ∞ to R(Ut, U¯t, k, 0). Therefore, and with the
notation of Section 3.4.1, the operator lim
t→∞
R(Ut, U¯t, k, 0)−R(0, 0, k, 0) has the integral kernel
ΨD(z)SD(k)ΦD(z
′)d2x′ with SD(k) = −N (MRD(k)N)−1M.
Obviously this is an integral kernel of a Finite rank Perturbation 3.22.
More precisely, we shall show that for all ε > 0, the restrictions (compare with Re-
mark 3.36) of the resolvents R(Ut, U¯t, k, 0) to the complements of B(0, ε), considered as op-
erators from Lp(∆ \B(0, ε))× Lp(∆ \B(0, ε)) to L 2p2−p (∆ \B(0, ε))× L 2p2−p (∆ \B(0, ε)) with
1 < p < 2, converges in the limit t → ∞ to the corresponding restriction of the operator
above. In fact, due to Lemma 3.20 the restriction of the resolvent R(0, 0, k, 0) considered
as an operator from Lp(B(0, t−1ε))× Lp(B(0, t−1ε)) into L∞(∆ \ B(0, ε)) × L∞(∆ \ B(0, ε))
is for all k /∈ F(0, 0) and large t bounded. Therefore, the arguments of the first two steps
carry over and prove the claim, provided the Dirac operator
(
Ut=1 ∂
−∂¯ U¯t=1
)
on P1 has no ker-
nel. Consequently the arguments of the third step imply the claim for general potentials
Ut=1 ∈ L2(B(0, ε)). q.e.d.
3.4.4 The order of zeroes of spinors
For any potential U ∈ L2(R2) the restriction Ut of z 7→ tU(tz) to any small ball B(0, ε)
yields an analogous family of potentials. In order to carry over Lemma 3.35 to these families,
we shall investigate the limits lim
t→∞
(
Ip,t 0
0 Ip,t
)
ψ of spinors ψ in the kernel of a Dirac operator
on P1 with L2–potentials. Obviously these limits depend only on the restriction of ψ to
arbitrary small neighbourhoods of z = ∞. Moreover, if we use the coordinates z−1 instead
of z this limit is the same as lim
t→0
(
Ip,t 0
0 Ip,t
)
ψ of a spinor ψ in the kernel of
(
V ∂
−∂¯ W
)
on some
neighbourhood 0 ∋ O ⊂ C.
In the following discussion concerning these limits we make use of the Lorentz spaces Lp,q.
These rearrangement invariant Banach spaces are an extension of the family of the usual
Banach spaces Lp indexed by an additional parameter 1 ≤ q ≤ ∞ for 1 < p <∞. For p = 1
or p = ∞ we consider only the Lorentz spaces Lp,∞, which in these cases are isomorphic to
Lp ([S-W, Chapter V. §3.],[B-S, Chapter 4 Section 4.] and [Zi, Chapter 1. Section 8.]). We
recall some properties of these Banach spaces:
(i) For 1 < p ≤ ∞ the Lorentz spaces Lp,p coincide with the usual Lp–spaces. Moreover, the
Lorentz space L1,∞ coincides with the usual Banach space L1.
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(ii) On a finite measure space the Lorentz space Lp,q is contained in Lp
′,q′ either if p > p′ or
if p = p′ and q ≤ q′.
In [O] Ho¨lder’s inequality and Young’s inequality are generalized to these Lorentz spaces
([B-S, Chapter 4 Section 7.] and [Zi, Chapter 2. Section 10.]):
Generalized Ho¨lder’s inequality 3.39. Either for 1/p1 + 1/p2 = 1/p3 < 1 and 1/q1 +
1/q2 ≥ 1/q3 or for 1/p1 + 1/p2 = 1, 1/q1 + 1/q2 ≥ 1 and (p3, q3) = (1,∞) there exists some
constant C > 0 with
‖fg‖(p3,q3) ≤ C‖f‖(p1,q1)‖g‖(p2,q2).
Generalized Young’s inequality 3.40. Either for 1/p1+1/p2− 1 = 1/p3 > 0 and 1/q1+
1/q2 ≥ 1/q3 or for 1/p1 + 1/p2 = 1, 1/q1 + 1/q2 ≥ 1 and (p3, q3) = (∞,∞) there exists some
constant C > 0 with
‖f ∗ g‖(p3,q3) ≤ C‖f‖(p1,q1)‖g‖(p2,q2).
Therefore, the resolvents of the Dirac operators on R2/Λ or P1 or R2 are bounded operators
from the L1–spinors into the L2,∞–spinors, from the L2,1–spinors into the continuous spinors,
from the Lp–spinors into the Lq,p–spinors, and finally from the Lp,q–spinors into the Lq–
spinors, with 1 < p < 2 and q = 2p/(2 − p). Moreover, the Sobolev constant Sp (compare
with Lemma 2.4 and Remark 2.5) is equal to the corresponding norm ‖f‖2,∞ times the
corresponding constant of the Generalized Young’s inequality 3.40.
Obviously the restriction of z 7→ ψ(tz) to any ball B(0, ε) depends for small t only on
the restriction of ψ to an arbitrary small neighbourhood of 0. Let O ⊂ C be a bounded
open neighbourhood of 0 and let V,W ∈ L2(O) be two potentials on this domain. If ψ is
any element in the kernel of the corresponding Dirac operator
(
V ∂
−∂¯ W
)
on this domain, then
(1l− RR2(0, 0, 0) ( V 00 W ))ψ defines on this domain an element of the kernel of the free Dirac
operator
(
0 ∂
−∂¯ 0
)
. Vice versa, if we diminish the neighbourhood O ∋ 0 and consequently the
L2–norms of V and W , such that the sum
∞∑
n=0
(RR2(0, 0, 0) ( V 00 W ))
n
= (1l− RR2(0, 0, 0) ( V 00 W ))−1
converges to a bounded operator on Lq(O) × Lq(O) with 2 < q < ∞, then this operator
transforms all elements in the kernel of the free Dirac operator on O into the kernel of
the Dirac operator
(
V ∂
−∂¯ W
)
on this domain. Hence the latter kernel is isomorphic to the
former kernel. Moreover, the former kernel contains all functions ψ, whose components are
holomorphic and anti–holomorphic functions on O, respectively. This shows that any spinor
ψ ∈ W 1,p(O) ×W 1,p(O) with 1 < p < 2 in the kernel of the Dirac operator ( V ∂−∂¯ W ) on O
with potentials V,W ∈ L2(O) are on small neighbourhood equal to (1l− RR2(0, 0, 0) ( V 00 W ))−1
applied on an element in the kernel of the free Dirac operator on O. Due to Weyl’s Lemma
[Co-II, §18.4. Lemma 4.10] all elements in the kernel of the free Dirac operator are continuous
functions. This implies that the spinor belongs to
ψ ∈
⋂
1<p<2
W 1,ploc (O)×W 1,ploc (O) ⊂
⋂
2<q<∞
Lqloc(O)× Lqloc(O).
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Moreover, for 1 < p < 2 and 1
p
= 1
2
+ 1
q
the Lq(O × Lq(O)–norms and the W 1,p(O) ×
W 1,p(O)–norms of a spinor in the kernel of a Dirac operator with potentials V,W ∈ L2(O)
are equivalent. Since the kernel of the free Dirac operator is a direct sum of Bergman spaces,
i. e. the closed subspaces of Lq(B(0, ε)) of holomorphic and anti–holomorphic functions,
respectively ([H-K-Z, Chapter 1.] and [Zh, Chapter 4.]), all kernels of Dirac operators with
potentials V,W ∈ L2(O) are closed subspaces of Lq(O) × Lq(O) (2 < q < ∞). In the sequel
these kernels are considered as subspaces of these Banach spaces.
If a spinor ψ ∈ W 1,p(O) ×W 1,p(O) with 1 < p < 2 belongs to the kernel of the Dirac
operator
(
V ∂
−∂¯ W
)
on O with potentials V,W ∈ L2(O), then obviously the spinor ( z 00 z¯ )ψ
belongs to the kernel of the Dirac operator
(
V z¯/z ∂
−∂¯ Wz/z¯
)
.
Order of zeroes 3.41. The order of a zero of ψ at z = 0 is defined as the largest integer
m, such that ( z 00 z¯ )
−m ψ ∈ W 1,p(O) ×W 1,p(O) with 1 < p < 2 belongs to the kernel of the
Dirac operator
(
V (z/z¯)m ∂
−∂¯ W (z¯/z)m
)
. Due to the Strong unique continuation property 2.10 this
number is finite and denoted by ord0(ψ).
If the potentials V and W belong to L2,1(O), then the eigen–spinors of the corresponding
Dirac operators are continuous spinors. We claim that in this case ψ vanishes at z = 0 if and
only if ψ˜ = ( z 00 z¯ )
−1 ψ belongs to the kernel of the Dirac operator
(
V˜ ∂
−∂¯ W˜
)
=
(
V z/z¯ ∂
−∂¯ W z¯/z
)
. In
fact, since the resolvent RR2(0, 0, 0) has the integral kernel(
0 (z − z′)−1
(z¯′ − z¯)−1 0
)
dz¯′ ∧ dz′
2π
√−1 ,
the operator ( z 00 z¯ )RR2(0, 0, 0) (
z¯ 0
0 z )
−1−RR2(0, 0, 0) has the integral kernel
(
0 1/z′
−1/z¯′ 0
)
dz¯′∧dz′
2pi
√−1 .
Consequently, the operator 1l − RR2(0, 0, 0)
(
V˜ 0
0 W˜
)
maps ψ˜ into the kernel of the free Dirac
operator on O, if ψ vanishes at z = 0. Vice versa, if ψ˜ belongs to the kernel of the Dirac
operator
(
V˜ ∂
−∂¯ W˜
)
, then ψ˜ is continuous, since the potentials V˜ and W˜ belong to L2,1(O).
Therefore, the spinor ψ = ( z 00 z¯ ) ψ˜ vanishes at z = 0 and obviously belongs to the kernel of
the Dirac operator
(
V ∂
−∂¯ W
)
on O. This proves
Lemma 3.42. Let V and W be potentials in L2,1(O) on a bounded open neighbourhood of
0 ∈ O ⊂ C and ψ a non–trivial spinor in the kernel of ( V ∂−∂¯ W ) on O. Then there exists
a unique N0 ∋ m = ord0(ψ) such that ( z 00 z¯ )−m ψ is a continuous spinor in the kernel of(
V (z/z¯)m ∂
−∂¯ W (z¯/z)m
)
, which does not vanish in a small neighbourhood of 0 ∈ O. In particular,
all zeroes are isolated. q.e.d.
If the potentials V and W belong to L2(O), then the space of all spinors, which have at
0 ∈ O a zero of positive order, is a subspace of the kernel of the Dirac operator ( V ∂−∂¯ W ). Due
to our considerations above, this subspace is for small open neighbourhoods O ∋ 0 the image
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of the kernel of the free Dirac operator on O under the operator
( z 00 z¯ )
∞∑
n=0
(
RR2(0, 0, 0)
(
V z/z¯ 0
0 Wz¯/z
))n
.
The composition of this operator with the operator 1l − RR2(0, 0, 0) ( V 00 W ) is an operator on
Lq(O)×Lq(O). For small O this composition belongs to small neighbourhoods of ( z 00 z¯ ) in the
space of operators on Lq(O)×Lq(O). Therefore, for all spinors ψ ∈ W 1,p(O)×W 1,p(O) in the
kernel of
(
V ∂
−∂¯ W
)
there exists an unique ψ′ ∈ W 1,p(O)×W 1,p(O) in the same kernel, which has
a zero of positive order at 0, such that (1l− RR2(0, 0, 0) ( V 00 W )) (ψ + ψ′) is a constant spinor
in the kernel of the free Dirac operator. In particular, the quotient of this kernel modulo the
subspace of all spinors, which have at 0 a zero of positive order, is a complex two–dimensional
space (for potentials of the form (U, U¯) a quaternionic one–dimensional space).
Lemma 3.43. The quotient spaces of the kernel of the Dirac operator
(
V ∂
−∂¯ W
)
with potentials
V,W ∈ L2(O) on a bounded open neighbourhood of 0 ∈ O ⊂ C divided by the subspace of all
spinors, which have at 0 a zero of at least n–th order, is a complex 2n–dimensional space (for
potentials of the form (U, U¯) a quaternionic n–dimensional space). q.e.d.
Actually these arguments show that if a spinor in the kernel of
(
V ∂
−∂¯ W
)
has no zero at 0,
then it has no zero in a neighbourhood of 0. By definition of Order of zeroes 3.41 this implies
Corollary 3.44. The zeroes of any element of the kernel of the Dirac operator
(
V ∂
−∂¯ W
)
with
potentials V,W ∈ L2(O) on a bounded open set O ⊂ C are isolated. q.e.d.
From the topological point of view the continuity of a cross section is indispensable in
order to determine the topological invariants of the corresponding bundles. But the spinors
in the kernels of Dirac operators with potentials V,W ∈ L2 are in general not continuous.
We shall overcome this problem with the help of sheaf theory. In fact, the elements of
these kernels of a Dirac operators with potentials V,W ∈ L2 define sheaves, which are very
similar to sheaves of holomorphic functions. In fact, due to the Strong unique continuation
property 2.10, all local germs have at most one global continuation. Furthermore, due to
Lemma 3.43 the corresponding local sheaves have the same properties as the local sheaves of
holomorphic functions. Finally, due to Lemma 2.22 the residue can be extended to a pairing
of ‘meromorphic’ elements in the kernel of Dirac operator with potentials V,W ∈ L2. In fact,
if locally near zl ∈ O ⊂ C ψ and φ obey(
V (z¯ − z¯l)Ml ∂ (z¯ − z¯l)Ml
−∂¯ (z − zl)Ml W (z − zl)Ml
)
ψ = 0
(
V (z − zl)Ml ∂¯ (z − zl)Ml
∂ (z¯ − z¯l)Ml W (z¯ − z¯l)Ml
)
φt = 0,
respectively, then the residue of ψ and φ at z = zl is defined as
Res
z=zl
(
φ
(
0 dz¯
dz 0
)
ψ
)
=
1
2π
√−1
∫
∂B(0,ε)
φ
(
0 dz¯
dz 0
)
ψ.
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Due to Remark 2.7 and the Sobolev embedding theorem [Ad, 5.4 Theorem] the restriction
of ψ and φ to one–dimensional submanifolds belong to all Lq with q < ∞. Therefore, the
integral on the right hand side is well defined. Moreover, due to Lemma 2.22 this residue does
not depend on ε or more generally on the path around z = 0. As a consequence the sheaf–
theoretic proofs of the Riemann–Roch theorem [Fo, Theorem 16.9] and Se´rre Duality [Fo,
§17] carry over to these sheaves of elements in the kernel of Dirac operators with potentials
V,W ∈ L2.
In order to establish the relation between Dirac operators with potentials and quaternionic
holomorphic structures [F-L-P-P, Definition 2.1] on quaternionic line bundles, we identify the
quaternions with all complex 2× 2–matrices of the form ( a b−b¯ a¯ ). If we consider a C2–valued
function ψ =
(
ψ1
ψ2
)
on an open set O ⊂ C as a quaternionic–valued function
(
ψ1 −ψ¯2
ψ2 ψ¯1
)
, then
−J times the Dirac operator
−J
(
U ∂
−∂¯ U¯
)
=
(
∂¯ −U¯
U ∂
)
yields a quaternionic holomorphic structure on the trivial quaternionic line bundle on O
endowed with the complex structure of multiplication on the left with complex numbers
C ⊂ Q. In particular, the action of √−1 is given by left– multiplication with
(√−1 0
0 −√−1
)
.
In fact, we have(
∂¯ψ1 −∂¯ψ¯2
∂ψ2 ∂ψ¯1
)
+
(
0 −U¯
U 0
)(
ψ1 −ψ¯2
ψ2 ψ¯1
)
=
(
∂¯ψ1 − U¯ψ2 −∂ψ2 + Uψ1
∂ψ2 + Uψ1 ∂¯ψ1 − U¯ψ2
)
.
Hence the corresponding Hopf field is equal to Q = −U¯dz¯. Lemma 3.42 now implies, that
if U belongs to L2,1(O), then any holomorphic section of the corresponding quaternionic
holomorphic line bundle defines a non–vanishing section of another quaternionic holomorphic
line bundle, whose degree differs from the degree of the former line bundle by the number of
zeroes of the section of the former line bundle. Moreover, the Hopf field Q˜ of the latter line
bundle belongs locally also to L2,1(O) and the Willmore energy [F-L-P-P, Definition 2.3] of
the latter is the same as the Willmore energy of the former. If on O ψ is a non–vanishing
spinor of the kernel of
(
U ∂
−∂¯ U¯
)
, then the corresponding quaternionic flat connection may be
decomposed into a holomorphic structure and an anti–holomorphic structure [F-L-P-P, (19)].
The holomorphic structure is equal to the holomorphic structure, which is induced by the
composition of the Dirac operator with −J. Furthermore, the anti–holomorphic structure
has the form (
∂ψ1 −∂ψ¯2
∂¯ψ2 ∂¯ψ¯1
)
+
(
B A
−A¯ B¯
)(
ψ1 −ψ¯2
ψ2 ψ¯1
)
= 0
withB = − ψ¯1∂ψ1 + ψ2∂ψ¯2
ψ1ψ¯1 + ψ2ψ¯2
A = − ψ¯2∂ψ1 − ψ1∂ψ¯2
ψ1ψ¯1 + ψ2ψ¯2
.
Due to the decomposition [F-L-P-P, (20)] the operator ∂ + B defines an anti–holomorphic
structure on the corresponding complex line bundle, and A yields the part of the correspond-
ing anti–holomorphic structure on the quaternionic line bundle, which anti–commutes with
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the action of
√−1 (i. e. the left multiplication with √−1 ∈ C ⊂ Q). If the Hopf field belongs
locally to L2,1(O), then the eigen–spinors are continuous and belong to the Sobolev space
W 1,2(O)×W 1,2(O). Hence for non–vanishing ψ the potentials A and B belong to L2(O).
Lemma 3.45. Let U ∈ L2(O) be a potential with small L2–norm, such that the spinor
ψ =
(
1l− RR2(0, 0, 0)
(
U 0
0 U¯
))−1
( ab ) with (a, b) ∈ P1
is a well defined non–vanishing spinor on O. Then the parts A and B of the corresponding
anti–holomorphic structure, which anti–commute and commute with the action of
√−1, have
finite L2loc– and L
2,∞
loc –norms, respectively. Finally, the derivative ∂¯B of B defines a real signed
measure on P1, which contains no point measures.
Proof. We just showed that for non–vanishing spinors ψ in the kernel of the Dirac operator(
U ∂
−∂¯ U¯
)
on O with a potential U ∈ L2,1(O) the potentials A and B of the corresponding
anti–holomorphic structure belong to L2(O). The zero curvature equation of the connection
may be written as(
∂¯B ∂¯A
−∂A¯ ∂B¯
)
−
(
B 0
0 B¯
)(
0 −U¯
U 0
)
−
(
0 A
−A¯ 0
)(
B A
−A¯ B¯
)
=
(
0 −∂U¯
∂¯U 0
)
−
(
0 −U¯
U 0
)2
.
The diagonal and off–diagonal terms of this equation describes the vanishing of the parts of
the curvature of the flat connection, which commutes and anti–commutes with the action of√−1 [F-L-P-P, proof of Theorem 4.4]:
∂¯B = UU¯ −AA¯ ∂¯A+ ∂U¯ = B¯A−BU¯.
More invariantly these equations may be written as
d (Bdz) = Udz¯ ∧ Udz¯ + Adz ∧Adz d (Adz − U¯dz¯) = Bdz ∧ Adz + U¯dz¯ ∧ Bdz.
Hence for U ∈ L2,1(O) the statement follows.
We shall extend this proof with a limiting argument to small potentials U ∈ L2(O). In
fact, for any small U ∈ L2(O) we choose a sequence of potentials in L2,1(O) with limit U . We
extend all potentials to a slightly larger open domain O′ which contains the closure O¯, so that
they vanish on the relative complement of O in O′. Obviously, the corresponding sequence
of spinors ψn defined in the lemma extend to O
′. By definition these spinors are smooth on
O′ \ O¯. Furthermore, the sequence of integrals of the corresponding one–forms Bndz along a
closed path in O′\O¯ around O converges. Since the sequence of measures UnU¯nd2x converges,
this implies that the sequence An is a bounded sequence in L
2(O). Due to the Banach–Alaoglu
theorem [R-S-I, Theorem IV.21], this sequence An has a weakly convergent subsequence with
limit A. Also the sequence of real signed measures (UnU¯n − AnA¯n)d2x on O has a weakly
convergent subsequence. Finally, due to the equations ∂¯B = UU¯ − AA¯, the sequence of
functions Bn is bounded in the Lorentz space L
2,∞(O). Due to [B-S, Chapter 2 Theorem 2.7.
and Chapter 4 Corollary 4.8.] this Lorentz space is the dual space of the corresponding
Lorentz space L2,1. The sequence Bn has also a weakly convergent subsequence with limit B
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and ∂¯B considered as a measure is equal to the limit of the measures
(
UnU¯n −AnA¯n
)
d2x.
Since the sequence of spinors ψn converges in the Banach space of L
q–spinors, and since the
sequences An and Bn both converge weakly, the limit ψ is anti–holomorphic with respect to
the anti–holomorphic structure defined by the limits A and B.
It remains to prove that the function ∂¯B = −∂¯∂ ln (ψ1ψ¯1 + ψ2ψ¯2) considered as a measure
contains no point measures. If this finite Baire measure contains a point measure at z = z′
of negative mass smaller or equal to −nπ, then, due to the following Lemma 3.46, the spinor
ψ˜ =
(
z−z′ 0
0 z¯−z¯′
)−n
ψ belongs to
⋂
q<∞
Lqloc(O)×Lqloc(O). This implies that ψ has a zero of order
n at z′. Hence, due to our assumptions, the masses of all point measures are larger than −π.
Again the following Lemma 3.46 implies that ψ/(ψ1ψ¯1 + ψ2ψ¯2) is a L
2
loc–spinor in the kernel
of
(
∂ A
−A¯ ∂¯
)
. Since these kernels are contained in
⋂
q<∞
Lqloc(O) × Lqloc(O), Lemma 3.46 implies
that this measure contains no point measures. q.e.d.
Lemma 3.46. If O denotes a bounded open subset of C, then for all finite signed Baire
measures dµ on O [Ro-2, Chapter 13 Section 5] there exists a function h in the Zygmund space
Lexp(O) [B-S, Chapter 4 Section 6.] such that −∂¯∂h = dµ (in the sense of distributions).
Moreover, if for a suitable ε > 0 all ε–balls of O have measure smaller than π/q with respect
to the positive part dµ+ of the Hahn decomposition of the finite signed Baire measure dµ
on O [Ro-2, Chapter 11 Section 5], then the exponentials exp(h) of all h ∈ Lexp(O) with
−∂¯∂h = dµ belong to Lqloc(O). Conversely, if the positive part dµ+ contains a point measure
with mass π/q, then the corresponding functions h ∈ Lexp(O) with −∂¯∂h = dµ does not
belong to Lqloc(O).
Proof. Due to Dolbeault’s Lemma [Gu-Ro, Chapter I Section D 2. Lemma] the convolution
with the function − 2
pi
ln |z| defines a right inverse of the operator −∂¯∂. Now we claim that
the restriction of this convolution operator defines a bounded operator from L1(O) into the
Zygmund space Lexp(O). Since the domain O is bounded, the claim is equivalent to the
analogous statement about the restriction to O of the convolution with the non–negative
function
f(z) =
{
− 2
pi
ln |z| if |z| < 1
0 if 1 ≤ |z| .
Associated to this function f is its distribution function µf and its non–increasing rearrange-
ment f ∗ ([S-W, Chapter II §3. Chapter V §3.], [B-S, Chapter 2 Section 1.] and [Zi, Chapter 1.
Section 8.]):
µf(s) = π exp (−πs) f ∗(t) =
{
− ln(t/pi)
pi
if 0 ≤ t ≤ π
0 if π ≤ t .
If g ∈ L1(O), then g∗∗(t) = 1
t
∫ t
0
g∗(s)ds is bounded by ‖g‖1/t, since the L1,∞–norm ‖g‖(1,∞) =
sup{tg∗∗(t) | t > 0} = ∫∞
0
g∗(t)dt coincides with the L1–norm [S-W, Chapter V (3.9)].
Therefore, [Zi, (1.8.14) and (1.8.15)] in the proof of [Zi, 1.8.8. Lemma] (borrowed from [O,
3.4 Limits of complex Fermi curves 127
Lemma 1.5.]) implies that the non–increasing rearrangement h∗(t) of the convolution h = f∗g
is bounded by
h∗(t) ≤ h∗∗(t) ≤ h∗∗2 (t) + h∗∗1 (t) ≤ g∗∗(t)
∞∫
f∗(t)
µf(s)ds−
∞∫
t
sg∗∗(s)df ∗(s)
≤ ‖g‖1
t
exp (−πf ∗(t))− ‖g‖1
∞∫
t
df ∗(s)
≤ ‖g‖1
π
+ ‖g‖1f ∗(t).
Since by definition the non–increasing rearrangement h∗(t) vanishes for all arguments, which
are larger than the Lebegues measure of O, we conclude the validity of the following estimate:
∞∫
0
(exp (qh∗(t))− 1) dt ≤
|O|∫
0
exp (qh∗(t)) dt ≤ |O| exp (q‖g‖1/π)
|O|∫
0
(t/π)−‖g‖1q/pi dt,
with an obvious modification when π < |O|. Due to a standard argument [B-S, Chapter 2
Exercise 3.] the finiteness of this integral is equivalent to the statement that exp |h| belongs
to Lq(O). To sum up, the exponential exp(h) of the convolution h = f ∗ g belongs to Lq(O),
if q < pi‖g‖1 . This proves the claim. In particular, for all g ∈ L1(O) there exists an element
h ∈ Lexp(O) with −∂¯∂h = g.
Due to [B-S, Chapter 4 Theorem 6.5] Lexp(O) is the dual space of the Zygmund space
L logL(O). Hence we shall improve the previous estimate and show that the convolution
with − 2
pi
ln |z| defines a bounded operator from L logL(O) ⊂ L1(O) into C(O) ⊂ Lexp(O). By
definition of the norm [B-S, Chapter 4 Definition 6.3.]
‖g‖LlogL = − 1|O|
|O|∫
0
g∗(t) ln(t/|O|)dt =
|O|∫
0
g∗∗(t)dt
we may improve the previous estimate to [Zi, (1.8.14) and (1.8.15)]
h∗∗(t) ≤ g∗∗(t)
∞∫
f∗(t)
µf(s)ds−
∞∫
t
sg∗∗(s)df ∗(s) ≤ 1
π
t∫
0
g∗(s)ds+
pi∫
t
g∗∗(s)ds ≤ ‖g‖LlogL.
This implies that in this case h∗∗(t) is bounded, and consequently h ∈ L∞(O). Furthermore,
since the function ln |z| is continuous for z 6= 0, the convolution with − 2
pi
ln |z| is a bounded
operator from L logL(O) into the Banach space C(O). Finally, the dual of this operator
yields a bounded operator from the Banach space of finite signed Baire measures on O [Ro-2,
Chapter 13 Section 5 25. Riesz Representation Theorem] into Lexp(O). More precisely, if
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the measure of O with respect to a finite positive measure dµ is smaller than π/q, then the
exponential exp(h) of the corresponding function h = f ∗ dµ belongs to Lq(O).
Due to Weyl’s Lemma [Co-II, §18.4. Lemma 4.10] the difference of two arbitrary functions
h1 and h2 with −∂¯∂h1 = −∂¯∂h2 = dµ is analytic. Therefore, it suffices to show the second
and third statement of the lemma for the convolution of − 2
pi
ln |z| with dµ. Due to the
boundedness of O we may neglect that part of this convolution, where the former function is
negative. Therefore, we may neglect the negative part of dµ in order to bound the exponential
exp(h). The decomposition of the convolution into an ε–near and an ε–distant part analogous
to the decomposition in the proof of Lemma 2.6 completes the proof. q.e.d.
Proposition 3.47. Let U be a potential in L2(O) on a bounded open neighbourhood of 0 ∈
O ⊂ C and ψ a non–trivial spinor in the kernel of the Dirac operator ( U ∂−∂¯ U¯ ) on O. For any
sequence of parameters tn ∈ (0, 1] with limit 0 the sequence ψtn of the family
ψt =
(
Iq,t 0
0 Iq,t
)
ψ∥∥∥( Iq,t 00 Iq,t )ψ
∥∥∥
Lq(B(0,1))×Lq (B(0,1))
(with 2 < q <∞)
has a subsequence, whose restriction to any Lq(B(0, ε)) × Lq(B(0, ε)) with 0 < ε < ∞ con-
verges to ( z 00 z¯ )
ord0(ψ) ( ab ) with (a, b) ∈ P1.
Proof. Let us first prove the statement for the spinors considered in Lemma 3.45. These
spinors belong locally to the kernels of the operators(
∂ 0
0 ∂¯
)
+
(
B A
−A¯ B¯
)
and
(
∂¯ 0
0 ∂
)
+
(
0 −U¯
U 0
)
.
Due to the Generalized Ho¨lder’s inequality 3.39 the operators
(
B A
−A¯ B¯
)
and
(
0 −U¯
U 0
)
define
bounded operators from Lqloc × Lqloc into Lp,qloc × Lp,qloc, with 2 < q < ∞ and 1/p = 1/q + 1/2.
Furthermore, if we restrict these operators to arbitrary small balls B(0, ε), then we may
achieve that the norms of these operators become arbitrarily small. On the other hand, due
to the Generalized Young’s inequality 3.40, the restrictions of the resolvents − ( ∂ 00 ∂¯ )−1 =
JRR2(0, 0, 0) and −
(
∂¯ 0
0 ∂
)−1
= RR2(0, 0, 0)J define bounded operators from L
p,q(B(0, ε)) ×
Lp,q(B(0, ε)) into Lq(B(0, ε))×Lq(B(0, ε)). Therefore, the discussion of spinors in the kernel
of Dirac operators previous to of Lemma 3.42 carries over and show that the spinors(
1l− JRR2(0, 0, 0, )
(
B A
−A¯ B¯
))
ψ
(
1l− RR2(0, 0, 0)J
(
0 −U¯
U 0
))
ψ
belong to the kernel of
(
∂ 0
0 ∂¯
)
and
(
∂¯ 0
0 ∂
)
, respectively. The components of spinors in these ker-
nels belong to the Bergman spaces, i. e. the closed subspaces of Lq(B(0, ε)) of holomorphic and
anti–holomorphic functions, respectively ([H-K-Z, Chapter 1.] and [Zh, Chapter 4.]). When
ε tends to zero, then these spinors converge to ψ. This implies that the components of ψ con-
verge to the corresponding Bergman projections of ψ ([H-K-Z, Chapter 1.2.] and [Zh, §4.3])
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and the analogous projections of ψ onto the anti–holomorphic functions, respectively. These
Bergman projections define bounded operators onto the closed subspaces of Lq(B(0, ε)) of
holomorphic functions ([H-K-Z, Theorem 1.10] and [Zh, 4.2.3. Theorem]). Since the Bergman
projections map the anti–holomorphic functions onto the constant functions (and analogously
the projections onto the anti–holomorphic functions maps the holomorphic functions onto the
constant functions), ψ converges for ε ↓ 0 to a constant spinor. The compactness of the space
of all constant spinors ( ab ) with ‖( ab )‖qLq(B(0,1))×Lq (B(0,1)) = π (|a|q + |b|q) = 1 proves the state-
ment for those spinors, which were considered in Lemma 3.45.
If the norms of the restriction of the potentials U , A and B to B(0, t) are very small
compared with ε2/q
′−2/q with 0 < ε < 1 and q′ < q < ∞, then these spinors obey the
estimate
ε2/q
′‖ψ‖Lq(B(0,t))×Lq (B(0,t)) ≤ ‖ψ‖Lq(B(0,tε))×Lq (B(0,tε))
uniformly with respect to U , A and B and for ε bounded from below. In fact, this fol-
lows from the arguments above, since the constant spinors obey this estimate for q′ = q.
Reiterated application implies that these spinors fulfill for all q′ < q in the limit ε ↓ 0 the es-
timate O
(
ε2/q
′
) ≤ ‖ψ‖Lq(B(0,ε))×Lq (B(0,ε)). On the other hand, since all spinors ψ in the kernel
of
(
U ∂
−∂¯ U¯
)
belong to
⋂
2<q<∞
Lqloc(O) × Lqloc(O), Ho¨lder’s inequality [R-S-I, Theorem III.1 (c)]
implies for all q < q′′ the estimate ‖ψ‖Lq(B(0,ε))×Lq(B(0,ε)) ≤ O
(
εord0(ψ)+2/q
′′
)
. Now the trans-
formation ψ 7→ ψ˜ = ( z 00 z¯ )−ord0(ψ) ψ together with Lemma 3.43 shows that the statement for
general ψ follows from the statement for those ψ considered in Lemma 3.45. q.e.d.
Summing up, we have the following equivalent definitions of the order of a zero of ψ:
(i) ord0(ψ) is equal to the largest m ∈ N0, such that ( z 00 z¯ )−m ψ belongs to the kernel of(
∂¯ −U¯(z¯/z)m
U(z/z¯)m ∂
)
(⇐⇒ Order of zeroes 3.41).
(ii) For all 2 ≤ q′ < q < q′′ ≤ ∞ we have in the limit ε ↓ 0
O
(
εord0(ψ)+2/q
′
)
≤ ‖ψ‖Lq(B(0,ε))×Lq (B(0,ε)) ≤ O
(
εord0(ψ)+2/q
′′
)
.
(iii) ord0(ψ) is equal to the order of the zero of the limit constructed in Proposition 3.47
We do not know, whether in general these limits of ψtn coincide for all sequences tn
converging to zero.
3.4.5 The general case
Now we are prepared to treat the general case. We shall construct a convergent subsequence
of a sequence of resolvents R(Un, U¯n, k, 0) corresponding to a bounded sequence of complex po-
tentials Un ∈ L2(R2/Λ). Firstly, due to the Banach–Alaoglu theorem [R-S-I, Theorem IV.21],
we may assume that the sequence of potentials is weakly convergent, and that the sequence
of non–negative L1–functions UnU¯n considered as finite Baire measures on R
2/Λ [Ro-2, Chap-
ter 13] is also weakly convergent. If the latter limit does not contain point measures with
mass larger or equal to S−2p then due to Lemma 2.6 the corresponding resolvents converge.
130 3 THE MODULI SPACE
Theorem 3.48. Any bounded sequence Un of complex potentials in L
2(C/ΛC) has a subse-
quence, whose resolvents R(Un, U¯n, k, 0) converge weakly to a Finite rank Perturbation 3.22
of the resolvent R(U, U¯, k, 0) of a weak limit of the sequence. More precisely, the support of
the Finite rank Perturbation 3.22 is contained in the finite set of singular points {z1, . . . , zL},
which have measure larger or equal to π with respect to a weak limit of the sequence of mea-
sures UnU¯nd
2x. Moreover, for all ε > 0 the restrictions of the subsequence of resolvents to the
complements of SD,ε = B(z1, ε) ∪ . . . ∪ B(zl, ε) converge when considered as operators from
Lp(∆\SD,ε)×Lp(∆\SD,ε) to Lq′(∆\SD,ε)×Lq′(∆\SD,ε) with 1 < p ≤ 2 and 2 ≤ q′ < q = 2p2−p .
Proof. We prove this theorem in four steps. Since we shall prove the limits of the sequences
of resolvents to be Finite rank Perturbations 3.22, whose support is contained in the finite
set of singular points, we shall decompose the sequence of potentials into a sum of sequences
of potentials with disjoint support. More precisely, the limit of one sequence, which we
call regular, yields the ordinary weak limit. The limits of the other sequences, which we
call singular, and whose domains converge to the singular points, yields the Finite rank
Perturbations 3.22. Hence in the first step we set up this decomposition. In the second step
we treat the cases of single decompositions, in which for each singular point we have one
sequence of singular potentials. In the third step we treat the more complicated cases, in
which for some of the sequences of singular potentials the procedure of decomposition has to
be iterated.
Since we consider only local potentials (i. e. multiplication operators) the corresponding
limits are also local in the sense of Remark 3.29. Therefore we treat only the case of one
singular point (i. e. L = 1). The interested reader should fill in the straight forward mod-
ifications of our arguments for the case of several singular points. The crucial issue is the
replacement of the Taylor coefficients of the family of resolvents in the beginning of the proof
of Lemma 3.35 by the Taylor coefficients of a Finite rank Perturbation 3.22, whose support
is disjoint from z = 0.
1. The decomposition. We shall decompose the sequence of potentials Un into a sum
Un = Ureg,n +
L∑
l=1
Using,n,l
of potentials with disjoint support. Here Using,n,1, . . . , Using,n,L are the restrictions of Un to
small disjoint balls B(z1, εn,l), . . . , B(zl, εn,L), whose radii εn,l tend to zero. Consequently,
Ureg,n are the restrictions of Un to the complements of the union of these balls. More precisely,
we assume
Decomposition (i) For all l = 1, . . . , L the weak limit of the sequence of finite Baire mea-
sures Using,n,lU¯sing,n,ld
2x [Ro-2, Chapter 13] is equal to the point measures of the weak
limit of UnU¯nd
2x at zl. Consequently, the weak limit of the measures Ureg,nU¯reg,nd
2x
is equal to the weak limit of the measures UnU¯nd
2x minus the corresponding point
measures at z1 . . . , zL.
Obviously there are many possible choices of the sequences εn,l with this property (e. g. for
a unique choice of εn,l the square of the L
2–norm of Using,n,l is equal to the mass of the point
3.4 Limits of complex Fermi curves 131
measure at zl of the weak limit of UnU¯nd
2x). Locally we may consider the potentials Using,n,l
as potentials on P1. We want to treat each of these L sequences of potentials analogously to
a subsequence Utn of an illustrative family of potentials 3.4.3 with tn → ∞. In general we
should use arbitrary Mo¨bius transformations instead of the scaling transformations z 7→ tz.
The action of the Mo¨bius group SL(2,C)/Z2 on P
1
SL(2,C) ∋
(
a b
c d
)
: P1 → P1, z 7→ az + b
cz + d
induces a unitary representation π of the Mo¨bius group on L2(C) [Kn, Chapter II. §4.]
π
((
a b
c d
))
: L2(C)→ L2(C), with π
((
a b
c d
))
U(z) =
1
|a− cz|2U
(
dz − b
a− cz
)
.
In doing so we transform each of these L sequences of potentials (considered as potentials on
P1) by a sequence of Mo¨bius transformations gn,l in such a way that the transformed sequence
of potentials has the following property:
Decomposition (ii) There exists some ε > 0, such that the L2–norm of the restrictions
of the transformed potentials π (gn,l)Using,n,l to all ε–balls (with respect to the usual
metric of P1) is bounded by the constant Cp < S
−1
p .
Such decompositions do not always exist. But we shall see now that, if all points of P1
have measure smaller than 2S−2p with respect to the weak limit of the finite Baire measures
UnU¯nd
2x, then these decompositions indeed exist. The free Dirac operator on P1 is invariant
under the compact subgroup SU(2,C)/Z2 of the Mo¨bius group (≃ SL(2,C)/Z2) as well as
the usual metric on P1. Therefore, due to the global Iwasawa decomposition [He, Chapter VI
Theorem 5.1], it suffices to consider in place of the whole Mo¨bius group only the semidirect
product of the scaling transformations (z 7→ exp(t)z with t ∈ R) with the translations
(z 7→ z + z0 with z0 ∈ C). In the sequel we assume that all gn,l belong to this subgroup of
the Mo¨bius group.
Lemma 3.49. If the square of the L2–norm of a complex potential U on P1 is smaller than
2S−2p , then there exists a constant Cp < S
−1
p and a Mo¨bius transformation such that the L
2–
norm of the restrictions of the transformed potentials to all balls of radius π/6 is not larger
than Cp.
Proof. Let rmax(U) be the maximum of the set{
r | the L2–norms of the restrictions of U to all balls of radius r are not larger than Cp
}
.
Since the L2–norm of the restriction of U to a ball depends continuously on the center and
the diameter of the ball, this set has indeed a maximum. Moreover, there exist balls with
radius rmax(U), on which the restricted potential has L
2–norm equal to Cp.
We claim that there exists a Mo¨bius transformation h, such that rmax(π(h)U) is the
supremum of the set of all rmax(π(g)U), where g runs through the Mo¨bius group. Let gn
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be a maximizing sequence of this set, i. e. the limit of the sequence rmax(π(gn)U) is equal
to the supremum of the former set. Since rmax(π(g)U) is equal to rmax(U), if g belongs to
the subgroup SU(2,C)/Z2 of isometries of the Mo¨bius group, and due to the global Iwasawa
decomposition [He, Chapter VI Theorem 5.1], the sequence gn may be chosen in the semidirect
product of the scaling transformations z 7→ exp(t)z with the translations z 7→ z + z0. It is
quite easy to see, that if the values of t and z0 corresponding to a sequence gn of such
Mo¨bius transformations are not bounded, then there exist arbitrary small balls, on which
the L2–norms of the restrictions of π(gn)U have subsequences converging to the L
2–norm of
U . Hence if the L2–norm of U is larger than Cp, then the maximizing sequence of Mo¨bius
transformations can be chosen to be bounded and therefore has a convergent subsequence.
In this case the continuity implies the claim. If the L2–norm of U is not larger than Cp, then
rmax(π(g)U) does not depend on g and the claim is obvious.
If the L2–norm of U is smaller than
√
2Cp, then all rmax(U)–balls, on which the restriction
of U has L2–norm equal to Cp, have pairwise non–empty intersection. In particular, all of
them have non–empty intersection with one of these balls. Consequently, if rmax(U) is smaller
than π/6, then these rmax(U)–balls are contained in one hemisphere. In this case there exists a
Mo¨bius transformation g, which enlarges rmax(U) (i. e. rmax(U) < rmax(π(g)U)). We conclude
that there exist a Mo¨bius transformation g, such that rmax(π(g)U) is smaller than π/6. q.e.d.
The upper bound 2S−2p is sharp, because for a sequence of L
2–potentials on P1, whose
square of the absolute values considered as a sequence of finite Baire measures converges
weakly to the sum of two point measures of mass S−2p at opposite points, the corresponding
sequence of maxima of rmax(π(h)·) converges to zero. But the lower bound π/6 is of course
not optimal.
If the L2–norms of the potentials Using,n,l are smaller than
√
2Cp, then this lemma ensures
the existence of Mo¨bius transformations gn,l with the property Decomposition (ii). In gen-
eral we showed the existence of a sequence of Mo¨bius transformations hn,l, which maximizes
rmax(π(g)Using,n,l). If for one l = 1, . . . , L the correspondong sequences π (hn,l)Using,n,l do
not obey condition Decomposition (ii), then we apply this procedure of decomposition to the
corresponding sequence of potentials π (hn,l)Using,n,l on P
1. Consequently, we decompose the
sequence Using,n,l into a finite sum of potentials with disjoint support, such that the corre-
sponding potentials π (gn,l)Using,n,l on P
1 obey the analogous conditions Decomposition (i).
Due to Lemma 3.49 after finitely many iterations of this procedure of decomposing the po-
tentials into finite sums of potentials with disjoint support, we arrive at a decomposition
Un = Ureg,n +
L′∑
l=1
Using,n,l
of potentials with disjoint support. More precisely, the potentials Using,n,1, . . . , Using,n,L′ are
restrictions of Un either to small balls or to the relative complements of finitely many small
balls inside of small balls. In particular, the domains of these potentials are excluded either
from the domain of Ureg,n, or from the domain of another Using,n,l. The former potentials obey
condition Decomposition (i) and the latter obey condition
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Decomposition (i’) If the domain of Using,n,l′ is excluded from the domain of Using,n,l, then
the weak limit of the sequence of finite Baire measures π (gn,l)Using,n,l′π (gn,l) U¯sing,n,l′d
2x
on C ⊂ P1 converges weakly to the point measure of the weak limit of the sequence
π (gn,l)Using,n,lπ (gn,l) U¯sing,n,ld
2x at some point of C, whose measure with respect to the
latter limit is not smaller than S−2p .
All these potentials Using,n,1, . . . , Using,n,L′ obey condition Decomposition (ii). We remark
that if the weak limit of the finite Baire measures π (hn,l)Using,n,lπ (hn,l) U¯sing,n,ld
2x on C ⊂
P1, where hn,l denotes the sequence of Mo¨bius transformations minimizing R (π(g)Using,n,l),
contains at z =∞ a point measure, whose mass is not smaller than S−2p , then we decompose
from the sequence π (hn,l)Using,n,l potentials, whose domains are the complement of a large
ball in the domains of these potentials. In these cases the domains of the analog to the
regular sequence of the decomposition are excluded from the domains of the analog to the
singular sequence, whose L2–norm accumulates at z =∞. Since the Mo¨bius transformations
corresponding to the former are faster divergent then the Mo¨bius transformations of the
latter, the latter should be considered as less singular than the former. Therefore, also in
this case the domains of the more singular sequences are excluded from the domains of the
less singular sequences.
By construction and due to Lemma 2.6 the sequence of resolvents R(Ureg,n, U¯reg,n, k, 0)
converges in the norm limit to the resolvent R(U, U¯, k, 0) of the weak limit U of the squence
of potentials. We shall include the perturbations of the sequences Using,n,1, . . . , Using,n,L′. In
doing so we start with the most singular of these sequences (i. e. those Using,n,l, whose domains
are small balls) and include subsequently those sequences, from whose domains the domains
of the former sequences are excluded. In the last step we include the sequences Ureg,n.
2. The case of single decompositions. Here we assume that the decomposition obeys
conditions Decomposition (i)–(ii) (i. e. the domains of all Using,n,l are small balls) and L = 1.
Due to Corollary 3.33 and condition Decomposition (ii) a subsequence of the sequence of resol-
vents RP1
(
π (gn,1)Using,n,1, π (gn,1) U¯sing,n,1, 0
)
converges to the resolvent RP1
(
Using,1, U¯sing,1, 0
)
of the weak limit Using,1 of π (gn,1)Using,n,1. Therefore, the arguments in Lemma 3.35 con-
cerning the case that the Dirac operator (1+ zz¯)
(
Ut=1 ∂
−∂¯ U¯t=1
)
on P1 has a trivial kernel, carry
over to the case that the Dirac operator (1 + zz¯)
(
Using,1 ∂
−∂¯ U¯sing,1
)
on P1 has a trivial kernel.
In case that the latter Dirac operator has a non–trivial kernel, we follow again the lines
of the proof of Lemma 3.35 concerning the analogous case. In the notation of the proof of
Lemma 3.35 we use the formula (compare with Remark 3.34)
R
(
Using,n,1, U¯sing,n,1, k, 0
)− R (0, 0, k, 0) = R (0, 0, k, 0)(
I 4
3
,n 0
0 I 4
3
,n
)
(An + Bn)
−1
(
π(gn,1)Using,n,1 0
0 π(gn,1)U¯sing,n,1
)(
I4,n 0
0 I4,n
)−1
R (0, 0, k, 0) .
Here Ip,n is the analog sequence of isometries induced by the sequence of Mo¨bius trans-
formations gn,1. Moreover, Efinite ⊂ L43 (R2) × L43 (R2) is the kernel of the operator 1l −(
Using,1 0
0 U¯sing,1
)
RR2(0, 0, 0) and Ffinite ⊂ L43 (R2) × L43 (R2) is the co–kernel of the operator
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1l− RR2(0, 0, 0)
(
Using,1 0
0 U¯sing,1
)
(compare with Remark 3.34). Furthermore, the two sequences
of operators An and Bn are the corresponding decompositions introduced in Lemma 3.37 of
the restriction of the sequence of operators(
I 4
3
,n 0
0 I 4
3
,n
)−1(
1l−
(
Using,n,1 0
0 U¯sing,n,1
)
R(0, 0, k, 0)
)(
I 4
3
,n 0
0 I 4
3
,n
)
to the domains of π(gn,1)Using,n,1. More precsiely, let B(z1, εn,1) denote the sequence of do-
mains of Using,n,1. Then these restrictions to the Mo¨bius transformed domains gn,1B(z1, εn,1) ⊂
R2 are considered as operators on L
4
3 (R2)× L43 (R2). Also the subspaces, which are denoted
in Lemma 3.37 by capital F, are here again denoted by Rt
R2
(0, 0, 0)F (compare with Re-
mark 3.38). By definition of Efinite and Ffinite the spaces RR2(0, 0, 0)Efinite and R
t
R2
(0, 0, 0)Ffinite
are the kernel and co–kernel of the Diarc operator
(
Using,1 ∂
−∂¯ U¯sing,1
)
, respectively. So the num-
bers n1, . . . , nJ and m1, . . . , mJ here are defined as those numbers, which occur as Order
of zeroes 3.41 of the elements of the latter two spaces, respectively. In the situation of
Lemma 3.35 this definition gives the same numbers as the definition therein.
With the help of Lemma 3.21 we may now again determine the limits of the resolvents
R
(
Using,n,l, U¯sing,n,l, k, 0
)
. Here the family Bt in the proof of Lemma 3.35 is replaced by the
sequence of finite rank operators Bn. We remark that the Mo¨bius transformations gn,1 belong
to the semidirect product of the scaling transformations (z 7→ exp(t)z with t ∈ R) with the
translations (z 7→ z + z0 with z0 ∈ C). Since both resolvents R(0, 0, k, λ) and RR2(0, 0, λ) are
invariant under the translations, it suffices to take the dilatations into account, and that was
done in Lemma 3.35. However, in addition to the arguments in the proof of that Lemma
we encounter two complications. Firstly, the domains gn,1B(z1, εn,1) depend on n. For all
elements ψ ∈ Efinite and elements φ ∈ Ffinite let
ψn,ren =
ψ|gn,1B(z1,εn,1)
‖RR2(0, 0, 0)ψ‖L4(R2\gn,1B(z1,εn,1))×L4(R2\gn,1B(z1,εn,1))
φn,ren =
φ|gn,1B(z1,εn,1)∥∥Rt
R2
(0, 0, 0)φ
∥∥
L4(R2\gn,1B(z1,εn,1))×L4(R2\gn,1B(z1,εn,1))
,
denote two sequences of restricted and renormalized spinors. In order to carry over the proof
of Lemma 3.35 to the present situation we replace the pairings of the elements ψ ∈ Efinite
with the functions ( z¯
m
0 ) and (
0
zm ) and of the elements φ ∈ Efinite with the functions ( zm0 ) and
( 0z¯m ). So we use the renormalized pairings
lim
n→∞
〈〈ψn,ren, ( z¯m0 )〉〉 , lim
n→∞
〈〈ψn,ren, ( 0zm )〉〉 and lim
n→∞
〈〈φn,ren, ( zm0 )〉〉 , lim
n→∞
〈〈φn,ren, ( 0z¯m )〉〉 .
We remark that due to Proposition 3.47 the limits
lim
n→∞
RR2(0, 0, 0)
(
I 4
3 ,n
0
0 I 4
3 ,n
)
ψn,ren and lim
n→∞
Rt
R2
(0, 0, 0)
(
I 4
3 ,n
0
0 I 4
3 ,n
)
φn,ren
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exist and are non–trivial for non–trivial ψ and φ.
Secondly, we have to take the differences of π (gn,l)Using,n,l from Using,l into account. There-
fore in the present situation the sequence Bn differs from the corresponding sequence in
Lemma 3.35 by a sequence of finite rank operators. The corresponding data (E,F, Q˜) belong
to a finite–dimensional Grassmannian (compare with the seventh step of Section 3.4.1). These
Grassmannians are compact [Gr-Ha, Chapter 1 §5.]. Consequently those subsequences of re-
solvents, which correspond to convergent sequences, converge to rank one Perturbations 3.22.
Now we shall include into our considerations the sequence Ureg,n. For this purpose we use
the tools of the third step of Section 3.4.1. More precisely, we replace in the corresponding
formulas the operators S(k) by the sequence of operators
Sn(k) =
(
I 4
3
,n 0
0 I 4
3
,n
)
(An + Bn)
−1
(
π(gn,1)Using,n,1 0
0 π(gn,1)U¯sing,n,1
)(
I4,n 0
0 I4,n
)−1
.
Then the corresponding perturbations of R
(
Ureg,n, U¯reg,n, k, 0
)
are equal to
R
(
Ureg,n, U¯reg,n, k, 0
)
Sn
(
Ureg,n, U¯reg,n, k
)
R
(
Ureg,n, U¯reg,n, k, 0
)
, with
Sn
(
Ureg,n, U¯reg,n, k
)
=
(
1l + Sn(k)R(0, 0, k, 0)− Sn(k)R
(
Ureg,n, U¯reg,n, k, 0
))−1
Sn(k).
Moreover, in the present situation for all ψ ∈ Efinite and φ ∈ Ffinite we redefine the sequences
ψn,ren =
ψ|gn,1B(z1,εn,1)∥∥∥∥RR2 (Ureg,n|O , U¯reg,n∣∣O , 0)
(
I 4
3 ,n
0
0 I 4
3 ,n
)
ψ
∥∥∥∥
L4(O\B(z1,ε))×L4(O\B(z1,ε))
φn,ren =
φ|gn,1B(z1,εn,1)∥∥∥∥RtR2 (Ureg,n|O , U¯reg,n∣∣O , 0)
(
I 4
3 ,n
0
0 I 4
3 ,n
)
ψ
∥∥∥∥
L4(O\B(z1,ε))×L4(O\B(z1,ε))
.
Here O is a small open neighbourhood (in order to ensure the existence of the resolvent),
which contains a ball B(z1, ε), and Ureg,n|O are the restrictions of the sequence of potentials
Ureg,n to O. We claim that this normalization essentially does not depend on O and ε. More
precisely, for all non–trivial ψ and φ and k 6∈ F(U, U¯) and all appropriate choices of O and ε
the limits
ψ(k) = lim
n→∞
R
(
Ureg,n, U¯reg,n, k, 0
)( I 4
3 ,n
0
0 I 4
3 ,n
)
ψn,ren
φ(k) = lim
n→∞
R
t
(
Ureg,n, U¯reg,n, k, 0
)( I 4
3 ,n
0
0 I 4
3 ,n
)
φn,ren
converge on ∆ to non–trivial functions ψ(k) and φ(k), which belong on ∆\{z1} to the kernel
and co–kernel of D(U, U¯ , k), respectively, and fulfill on a neighbourhood of z1 the equations(
U (z¯ − z¯1)M1 ∂ (z¯ − z¯1)M1
−∂¯ (z − z1)M1 U¯ (z − z1)M1
)
ψ(k) = 0 and
(
U (z − z1)M1 ∂¯ (z − z1)M1
∂ (z¯ − z¯1)M1 U¯ (z¯ − z¯1)M1
)
φ(k) = 0.
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In fact, the sequence of resolvents R
(
Ureg,n, U¯reg,n, k, 0
)
converges as compact operators from
L
4
3 (∆)× L43 (∆) into Lq(∆)× Lq(∆) with q < 4. If we apply Proposition 3.47 to the integral
kernels of these operators with fixed z and z′ in the complement of B(z1, ε), then the claim
follows from the considerations concerning the analogous limits with trivial regular potentials
Ureg,n. These limits yield the entries of the row–vector ΨD(z, k) and column–vector ΦD(z, k)
(compare with Finite rank Perturbations 3.22).
Now we show that in the present situation again the sequence of operators An does not
contribute to the limit of R(Un, U¯n, k, 0). If the numbers nJ and mJ are equal to J , then
the sequence of projections onto Efinite and Ffinite are again bounded. Due to Lemma 2.6
we may replace the potentials Ureg,n by the restrictions U
′
reg,n of Un to the complement of
B(z1, ε
′
n,1) with a sequence of larger radii 0 < εn,1 < ε
′
n,1 converging to zero, such that εn,1/ε
′
n,1
converges to zero. By inserting in the formula for the perturbations of R
(
U ′reg,n, U¯
′
reg,n, k, 0
)
the equations
R
(
U ′reg,n, U¯
′
reg,n, k, 0
)
=
(
1l− R(0, 0, k, 0)
(
U ′reg,n 0
0 U¯ ′reg,n
))−1
R(0, 0, k, 0)
= R(0, 0, k, 0)
(
1l−
(
U ′reg,n 0
0 U¯ ′reg,n
)
R(0, 0, k, 0)
)−1
we may achieve that the free resolvent R(0, 0, k, 0) occurs at all places on the left hand sides
and on the right hand sides of the operators Sn(k). Hence it suffices to estimate the operator
R(0, 0, k, 0) as an operator from L
4
3 (∆\B(0, ε′))×L43 (∆\B(0, ε′)) into L4(B(0, ε))×L4(B(0, ε)).
The fourth power of the norm of this operator is smaller than the integral
∫
B(0,ε)
∫
∆\B(0,ε′)
1
|z − z′|4
d2x′d2x
π
≤
∫
B(0,ε)
∫
R2\B(0,ε′)
1
|z − z′|4
d2x′d2x
π
≤
ε∫
0
∞∫
ε′
pi∫
0
4dθRdRrdr
(R2 + r2 + 2Rr cos(θ))2
≤
ε∫
0
∞∫
ε′/r
pi∫
0
4dθ(R/r)d(R/r)
(1 + (R/r)2 + 2(R/r) cos(θ))2
dr
r
≤ 2π
ε∫
0
(
1
((ε′/r)2 − 1)2 +
1
(ε′/r)2 − 1
)
dr
r
≤ π
∞∫
(ε′/ε)2
(1 + x− 1)dx
x(x− 1)2 ≤
π
(ε′/ε)2 − 1 .
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Here we used the equalities
∞∫
b0
∫
[0,pi]
4dθbdb
(1 + b2 − 2b cos(θ))2 =
∞∫
b0
∫
[0,pi]
dθbdb
b2(1+b
2
2b
− cos(θ))2 =
∞∫
b0
π 1+b
2
2b
bdb
b2
((
1+b2
2b
)2 − 1)3/2
= 2π
∞∫
b0
(1 + b2)2bdb
(b2 − 1)3 = 2π
∞∫
b0
(
2
(b2 − 1)3 +
1
(b2 − 1)2
)
db2 = 2π
(
1
(b20 − 1)2
+
1
b20 − 1
)
.
In fact, due to [Ah, Chapter 4 Section 5.3] the integral
∫ pi
0
dθ
a−cos(θ) is for a > 1 equal to
π (a2 − 1)−1/2. Furthermore, the derivatives with respect to a yields with a = 1+b2
2b
and b > 1
this formula. Since εn,1/ε
′
n,1 converges to zero, the operators An do not contribute to the
limit. Moreover, due to the classification of Finite rank Perturbations 3.22 in the sixth step
of Section 3.4.1 the space of rank one Perturbations 3.22 of R(U, U¯, k, 0) is also compact.
We remark that due to the considerations of the ninth step in Section 3.4.1, the limits obey
the equation in the definition of rank one Perturbations 3.22. Hence for nJ = nJ = J the
resolvents R(Un, U¯n, k, 0) have subsequences, which converge to Finite rank Perturbations 3.22
of R(U, U¯, k, 0). The arguments in Lemma 3.35 concerning the general case of values of the
sequences n1, . . . , nJ and m1, . . . , mJ carry over, and we have proven that all sequences,
which allow a decomposition obeying conditions Decomposition (i)–(ii) have subsequences,
whose corresponding resolvents converge to Finite rank Perturbations 3.22 of R(U, U¯, k, 0).
3. The case of iterated decompositions. Finally, we extend our arguments to the case
that the decomposition obeys condition Decomposition (ii’). In this case for all singular
points zl ∈ {z1, . . . , zL} the limits of the sequence of resolvents corresponding to the most
singular sequences of potentials at z1 may contribute to analogous Finite rank Perturbations
of the resolvents of Dirac operators on P1. More generally, the Finite rank Perturbations
of the sequence of resolvents corresponding to those sequences of potentials, whose domains
are excluded of one particular sequence of potentials, may contribute to analogous Finite
rank Perturbations of the sequence of resolvents corresponding to the particular sequence
of potentials. More precisely, an easy calculation shows that the resolvents of Finite rank
Perturbations of the usual Dirac operators do not exist for different values of λ. In case of
resolvents on R2/Λ we overcame this problem by using the family of resolvents R(U, U¯, k, 0).
As we already mentioned, the corresponding operators R˜(U, U¯, k, 0) may indeed be considered
as a family of resolvents, if we multiply the corresponding operators with off–diagonal matrices
(e. g. with −J). On P1 we may use the same trick and multiply the usual Dirac operator
on the left with the matrix −J. The corresponding resolvents of the transformed operators
are calculated by the usual method of perturbing the operator (1 + zz¯)
(
U ∂
−∂¯ U¯
)
by the the
potential (1 + zz¯)
(
0 λ/(1+zz¯)
−λ/(1+zz¯) 0
)
. Since λ/(1 + zz¯) belongs to L2(C), the methods of
Section 2.1 can be used in order to develop the spectral theory of this perturbed Dirac
operators. Therefore, the product of the inverse of these operators multiplied on the right
with J yields the resolvents of the Dirac operators on P1 multiplied on the left with −J. With
this trick the kernel of the Finite rank Perturbations of Dirac operators on P1 analogous to the
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Finite rank Perturbations 3.22 are well defined. The whole discussion of the local behaviour of
non–trivial elements in the kernel of Dirac operators on P1 in Section 3.4.4 extends obviously
to the elements in the kernels of Finite rank Perturbations of Dirac operators on P1. Whenever
we consider Finite rank Perturbations of Dirac operators on P1 in the following paragraphs,
then these operators should be considered as implicitly defined by the corresponding Finite
rank Perturbations of these resolvents of Dirac–like operators.
Remark 3.50. The generalization of Theorem 3.48 as suggested in Remark 3.30 has an
obvious extension to these Finite rank Perturbations of Dirac operators on P1.
Let us consider the situation, where at one singular point (i. e. L = 1) two sequences (i. e.
L′ = 2) of potentials Using,n,1 and Using,n,2 accumulate in such a way, that the transformed po-
tentials π (gn,1)Using,n,2 accumulates at one point of C ⊂ P1. Here gn,1 and gn,2 denotes the cor-
responding sequences of Mo¨bius transformations, such that conditions Decomposition (i)–(ii)
and (i’)–(ii) are fulfilled, respectively. In a first step we determine the limit of the transformed
of the resolvents R
(
Using,n,1 + Using,n,2, U¯sing,n,1 + U¯sing,n,2, k, 0
)
under the Mo¨bius transforma-
tions gn,1. In doing so we use a variant of the line of arguments concerning the case of a decom-
position of potentials obeying condition Decomposition (i)–(ii) with one singular point (i. e.
L = L′ = 1). In fact, firstly we determine the sequence of resolvents R
(
Using,n,2, U¯sing,n,2, k, 0
)
transformed under the Mo¨bius transformations gn,1. Since the sequence of resolvents on
corresponding to the Dirac operators on P1 with potentials (1 + zz¯)π (gn,2)Using,n,2 con-
verge, in the calculation of the limit of the former sequence we have to transform the se-
quences of resolvents R(0, 0, k, 0) under the Mo¨bius transformations g−1n,1gn,2. Therefore, the
corresponding sequence of scaling parameters tn should be inserted in the Taylor series of
Lemma 3.35. Consequently, the arguments showing the convergence of a subsequence in case
conditions Decompostion (i)–(ii) are fulfilled, carry over and show firstly that the sequence of
resolvents R
(
Using,n,2, U¯sing,n,2, k, 0
)
transformed under the Mo¨bius transformations gn,1 con-
verges to an analogous Finite rank Perturbation of the resolvents RP1(0, 0, 0), and secondly
that the sequence of resolvents R
(
Using,n,1 + Using,n,2, U¯sing,n,1 + U¯sing,n,2, k, 0
)
transformed un-
der the Mo¨bius transformations gn,1 converges to an analogous Finite rank Perturbation of
RP1
(
π (gn,1)Using,n,1, π (gn,1) U¯sing,n,1, 0
)
. In case that these Finite rank Perturbations are not
defined, since the corresponding operators have non–trivial kernels, we determine the whole
family of resolvents parametrized by λ of the Dirac–like operators mentioned above.
In a second step the sequence of resolvents
R
(
Ureg,n + Using,n,1 + Using,n,2, U¯reg,n + U¯sing,n,1 + U¯sing,n,2, k, 0
)
is determined analogously to the case of a sequence obeying conditions Decomposition (i)–(ii).
However, the Finite rank perturbations 3.22 of R(U, U¯, k, 0) are not induced by the kernels
and co–kernels of that Dirac operator on P1, whose potentials are the weak limit of the
sequence of potentials (1 + zz¯)π (gn,1)Using,n,1. Rather they are induced by the kernels and
co–kernels of that Finite rank perturbation of the former Dirac operator on P1, which is the
limit of the sequence of Dirac operators with potentials (1 + zz¯)π (gn,1) (Using,n,1 + Using,n,1).
These arguments extend to the general case. In fact, we start with the most singular
sequences of potentials. Inductively all kernels of the already determined Finite rank Per-
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turbations on the domains excluded from one sequence of potentials give rise to Finite rank
Perturbations of the corresponding sequence of Dirac operators on P1 and finally on R2/Λ.
q.e.d.
Remark 3.51. Lemma 3.2 extends to these limits of sequences of potentials. More precisely,
the restriction of the operator A˜f (defined in the proof of this lemma) to the complement of
the union of small balls around the singular points Sε (compare with Remark 3.36) is well
defined for all Finite rank Perturbations 3.22. Since the Dirac operator is a local operator,
the commutator in (ii) yields again the restriction of the corresponding variations (δVf , δWf)
to the complement of Sε. Moreover, for functions, whose support is contained in this comple-
ment, the statements (iii) and (iv) are still valid. Since the L2–functions, whose support are
contained in the complement of some Sε with ε > 0, are dense in the corresponding Hilber
space, Proposition 3.5 extends as well to these Finite rank Perturbations 3.22.
3.5 The compactified moduli spaces
Due to the previous Section 3.4 all sequences in MΛ,η,W have subsequences, which converge
to a complex Fermi curve of a Finite rank Perturbation 3.22. Since these moduli spaces
MΛ,η,W are subspaces of a separable compact metrizable space (compare with Lemma 3.10),
the closures M¯Λ,η,W are the sets of all accumulation points of these spaces. Analogously
M¯Λ,η,σ,W denotes the subspace of M¯Λ,η,W, whose complex Fermi curves are invariant under
the involution σ, and M¯Λ,η and M¯Λ,η,σ denote the unions
M¯Λ,η =
⋃
W>0
M¯Λ,η,W M¯Λ,η,σ =
⋃
W>0
M¯Λ,η,σ,W.
In this section we shall investigate these compactified moduli spaces M¯Λ,η,W. Due to the
Strong unique continuation property 2.10 we may replace in Lemma 3.11 the compact open
topology of the resolvents R(V,W, k, 0) by the compact open topology of the restrictions of the
resolvents to the complement of Sε (compare with Remark 3.36 and Theorem 3.48). Therfore
Theorem 3.48 implies that all elements of M¯Λ,η are complex Fermi curves of Finite rank
Perturbations 3.22. In particular, we shall see that the elements of M¯Λ,η,W may be realized
by gluing two planes C±pˆ (or C
±
pˇ ) along a combination of possibly infinitely many horizontal
cuts and finitely many pairs of parallel cuts as described in Lemma 3.16.
Proposition 3.52. The elements F ∈ M¯Λ,η may be realized by gluing two planes C±pˆ along
at most infinitely many horizontal cuts and finitely many pairs of parallel cuts as decsribed
in Lemma 3.16. More precisely, for all F ∈ M¯Λ,η and all small ε > 0 (the excluded discs
B(g(γˆ, kκ±), ε) should be disjoint) there exists a δ > 0, such that C
±
pˆ does not contain any
cuts in
{pˆ ∈ C | |pˆ| > 1/δ}
⋂
κ∈Λ∗
{pˆ ∈ C | |pˆ− g(γˆ, kκ±)| > ε} =
= {pˆ ∈ C | |pˆ| > 1/δ} \
⋃
κ∈Λ∗\{0}
B(g(γˆ, k±κ ), ε) ,
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and at most one horizontal cut in each of the excluded discs B(g(γˆ, kκ±), ε) indexed by
κ ∈ Λ∗δ = {κ ∈ Λ∗ | |g(γˆ, k+κ )| > 1/δ}. Finally, the disc B(0, 1/δ) contains finitely many
horizontal cuts and pairs of parallel cuts. The total number of these cuts is bounded by the
number of κ ∈ Λ∗, whose discs B(g(γˆ, kκ±), ε) are not disjoint from B(0, 1/δ).
In spite of being in general different from the similar index set in Theorem 2.12 we denote
the index set Λ∗δ by the same symbol. Since |g(γˆ, k+κ )| = ‖γˆ‖2 ‖κ‖ = ‖γˆ‖√2 ‖k+κ ‖ =
‖γˆ‖√
2
‖k−κ ‖ the
transformation δ 7→ ‖γˆ‖√
2
δ transforms the latter index set into the former. Moreover, if the
cuts are not disjoint, then the total number of these cuts is given by the half of the degree
of the zero divisor of dpˆ restricted to the corresponding set of the complex Fermi curve.
Proof. In a first step we improve the arguments of Theorem 2.12 and show that all com-
plex Fermi curves in MΛ,η,W have a representation of the form just described. Due to
Theorem 2.12 near infinity the complex Fermi curve looks like two open planes, which are
connected by infinitely many small handles. We shall show that these handles may be rep-
resented by horizontal cuts. Due to arguments used in the proof of Theorem 2.12 these
handles are small perturbations of the ordinary double point of the free complex Fermi curve
at k = 0. For k = 0 the kernel of D˜(0, 0, k) is the two-dimensional space of the constant func-
tions (∼ C×C ⊂ Lp(R2/Λ)×Lp(R2/Λ)). Therefore, we decompose the resolvent R˜(0, 0, k, λ)
into a sum of the reduced resolvent plus the singular matrix
(
λ −pi(k2+
√−1k1)
−pi(k2−
√−1k1) λ
)−1
acting on the constant functions:
R˜(0, 0, k, λ) = R˜red(0, 0, k, λ) + S˜(0, 0, k, λ).
For small k the reduced resolvent is holomorphic and bounded and the singular part is a
rank–two operator with a pole at λ2 = π2g(k, k). Consequently the resolvent R˜(V,W, k, λ)
has the form
R˜(V,W, k, λ) = R˜red(0, 0, k, λ)
(
1l− ( V 00 W ) R˜red(0, 0, k, λ)
)−1
+
+
(
1l− R˜red(0, 0, k, λ) ( V 00 W )
)−1
S˜(V,W, k, λ)
(
1l− ( V 00 W ) R˜red(0, 0, k, λ)
)−1
.
Here S˜(V,W, k, λ) is the following 2× 2–matrix (acting on the constant functions):
S˜(V,W, k, λ) =
=S˜(0, 0, k, λ)
(
1l−
(
1l− ( V 00 W ) R˜red(0, 0, k, λ)
)−1
( V 00 W ) S˜(0, 0, k, λ)
)−1
=
(
1l− S˜(0, 0, k, λ) ( V 00 W )
(
1l− R˜red(0, 0, k, λ) ( V 00 W )
)−1)−1
S˜(0, 0, k, λ).
The arguments in Section 2.1 carry over and show that for small V,W ∈ L2(R2/Λ) the
operators 1l−( V 00 W ) R˜red(0, 0, k, λ) and 1l−R˜red(0, 0, k, λ) ( V 00 W ) are invertible. More precisely,
3.5 The compactified moduli spaces 141
the restriction of the operator R˜red(0, 0, k, λ)
(
1l− ( V 00 W ) R˜red(0, 0, k, λ)
)−1
to the orthogonal
complement of the constant functions is the resolvent of the restriction of D˜(V,W, k) to this
orthogonal complement.
Remark 3.53. Dirac operators with potentials D˜(V,W, k) do not preserve this orthogonal
complement in contrast to the the corresponding free Dirac operators D˜(0, 0, k). But with
the help of the natural inclusion of the orthogonal complement of the constant functions into
Lp(R2/Λ) × Lp(R2/Λ) and the natural projection of this Banach space onto the orthogonal
complement of the constant functions the restriction to this complement is well defined.
By the first resolvent formula [R-S-I, Theorem VI.5] we may express the resolvent Rλ′ with
argument λ′ in terms of the resolvent Rλ with argument λ and the resolvent with argument
1
λ−λ′ of the resolvent with argument λ:
(λ− λ′)Rλ′ = Rλ
(
1l
λ− λ′ − Rλ
)−1
=
(
1l
λ− λ′ − Rλ
)−1
Rλ.
Now the operators D˜(0, 0, k)R˜red(0, 0, k, λ) are invertible on L
p(R2/Λ) × Lp(R2/Λ) with 1 <
p < 2, and the operators R˜red(0, 0, k, λ)D˜(0, 0, k) are invertible on L
q(R2/Λ) × Lq(R2/Λ)
with 2 < q < ∞. Therefore the arguments of Section 2.1 show that the operators 1l −
( V 00 W ) R˜red(0, 0, k, λ) on L
p(R2/Λ)×Lp(R2/Λ) and the operators 1l− R˜red(0, 0, k, λ) ( V 00 W ) on
Lq(R2/Λ)× Lq(R2/Λ) are invertible, if and only if λ does not belong to the spectrum of the
restriction of D˜(V,W, k) to the orthogonal complement of the constant functions. Further-
more, the proof of Lemma 2.6 shows that the inverse of the former operators considered as
operators from Lp(R2/Λ) × Lp(R2/Λ) to Lp′(R2/Λ) × Lp′(R2/Λ) with 1 < p′ < p < 2 and
the inverse of the latter operators considered as operators from Lq(R2/Λ) × Lq(R2/Λ) to
Lq
′
(R2/Λ) × Lq′(R2/Λ) with 2 < q′ < q < ∞ depend weakly continuously on the potentials
on the subsets described in Lemma 2.6. Hence for all potentials V,W ∈ L2(R2/Λ) and all
small open neighbourhoods O ⊂ C2 of 0 and all ε > 0 there exists a δ > 0 such that for all
κ ∈ Λ∗δ and all k ∈ O the restriction of the operators(
1l−
(
ψ−κV 0
0 ψκW
)
R˜red(0, 0, k, 0)
)1(
ψ−κV 0
0 ψκW
)
=
(
ψ−κV 0
0 ψκW
)(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
to the constant functions defines a 2 × 2–matrix A(ψ−κV, ψκW, k), which is bounded by ε.
More precisely, these 2 × 2–matrices A(ψ−κV, ψκW, k) are defined as the matrix elements of
the given operators with respect to the natural orthonormal basis of the constant functions
≃ C × C ⊂ L2(R2/Λ) × L2(R2/Λ). Due to Lemma 3.21, for all κ ∈ Λ∗δ and all k ∈ O the
spectrum of the operator D(ψ−κv, ψκW, k) is given by the polar set of the inverse of the
2× 2–matrices 1l +
(
0 pi(k2+
√−1k1)
pi(k2−
√−1k1) 0
)−1
A(ψ−κV, ψκW, k). Obviously this polar set is
equal to the zero set of the determinant
det
((
0 pi(k2+
√−1k1)
pi(k2−
√−1k1) 0
)
+A(ψ−κV, ψκW, k)
)
.
142 3 THE MODULI SPACE
Since the operator FR˜red(0, 0, k, 0)F
−1 acts on ℓ p
p−1
(Λ∗) × ℓ p
p−1
(Λ∗) as the multiplication
with the following sequence of matrices indexed by κ ∈ Λ∗:

0 if κ = 0,
−1
π
(
0 (k2 + κ2 −
√−1(k1 + κ1))−1
(k2 + κ2 +
√−1(k1 + κ1))−1 0
)
if κ 6= 0,
the partial derivatives of this operator with respect to k1 and k2 acts as the multiplication
with the partial derivatives of this sequence of matrices, respectively. The arguments in the
proof of Lemma 2.6 concerning the operators FR(0, 0, k,
√−1λ)F−1 imply that the partial
derivatives of the operator–valued function k 7→ R˜red(0, 0, k, 0) define for all 1 < p < q < ∞
and all small k bounded operators from Lp(R2/Λ) × Lp(R2/Λ) into Lq(R2/Λ) × Lq(R2/Λ).
Therefore, the arguments concerning the convergence of the matrices A(ψ−κV, ψκW, k) in the
limit g(κ, κ)→∞ also imply that the partial derivatives of the function k 7→ A(ψ−κV, ψκW, k)
converge uniformly with respect to k ∈ O to zero in the limit g(κ, κ)→∞.
Consequently for all V,W ∈ L2(R2/Λ) there exists a δ > 0 and a sequence kκ of
elements of O indexed by Λ∗δ such that the values of the matrix–valued functions k 7→(
0 pi(k2+
√−1k1)
pi(k2−
√−1k1) 0
)
+ A(ψ−κV, ψκW, k) at k = kκ are diagonal matrices. In fact,
the bounds on the partial derivatives of the function k 7→ A(ψ−κV, ψκW, k) imply that
the mapping, which maps k to the unique k′ ∈ O such that
(
0 pi(k′2+
√−1k′1)
pi(k′2−
√−1k′1) 0
)
+
A(ψ−κV, ψκW, k) is a diagonal 2× 2–matrix, is a contraction. Therefore, due to the contrac-
tion mapping principle [R-S-I, Theorem V.18], this mapping has a unique fixed point, which
yields the desired kκ. Let vˆ(V,W, κ) and wˆ(V,W,−κ) denote the diagonal elements of these
matrices:
A(ψ−κV, ψκW, kκ) =
(
vˆ(V,W,κ) 0
0 wˆ(V,W,−κ)
)
.
We conclude that the intersections F(ψ−κV, ψκW )∩O are small perturbations of the subvari-
eties {k ∈ O | g(k − kκ, k − kκ) = vˆ(V,W, κ)wˆ(V,W,−κ)}. In fact, the bounds of the partial
derivatives of the function k 7→ A(ψ−κV, ψκW, k) imply for all κ ∈ Λ∗δ the estimates∥∥∥A(ψ−κV, ψκW, k)− ( vˆ(V,W,κ) 00 wˆ(V,W,−κ))∥∥∥ ≤ ε ‖k − kκ‖
uniformly for all k ∈ O.
If the mapping k 7→ ‖A(ψ−κV, ψκW, k)‖ and the corresponding partial derivatives of first
order have on the small ball O = B(kκ, ε
′) an upper bound ε, which is small compared with
ε′, then this zero set defines a two–sheeted covering over a small ball pˆ ∈ B(g(γˆ, kκ), ε′′)
with 0 < ε≪ ε′′ ≪ ε′. In particular, on B(g(γˆ, kκ), ε′′) this two–sheeted covering has either
an ordinary double point connecting the two sheets and no other zero of dpˆ, or two simple
branch point connecting the two sheets and no other zero of dpˆ. Again Lemma 2.11 shows
that this yields an asymptotic description of the complex Fermi curves
In case of a pair of potentials of the form (U, U¯), the map η transforms the matri-
ces A(ψ−κU, ψκU¯ , k) like A¯(ψ−κU, ψκU¯ , k) = JA(ψ−κU, ψκU¯ ,−k¯)J−1 (compare with Sec-
tion 2.3). Consequently the corresponding sequences kκ are fixed points of η, and the se-
quences wˆ(U, U¯,−κ) are the complex conjugate of the sequences vˆ(U, U¯, κ), which we denote
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by uˆ(U, κ). The invariance of a complex Fermi curve of potentials of the form (U, U¯) under
the involution η implies that in case of vanishing uˆ(U, κ) this part of the complex Fermi curve
gives rise to an ordinary double point and no cut and in case of non–vanishing uˆ(U, κ) to
one horizontal cut. On the other hand, Theorem 2.12 implies that the sets V±ε,δ are mapped
by pˆ biholomorphically onto open subsets of C±pˆ . Finally, the continuity of the zeroes of dpˆ
under deformations of U ∈ L2(R2/Λ) implies that the arithmetic genus of F is preserved.
More precisely, if we count the singularities as zeroes of dpˆ, whose order is equal to twice the
Local contribution to the arithmetic genus 4.3, then the total order of zeroes of dpˆ is locally
preserved and equal to twice the number of elements of Λ∗. Therefore, V±ε,δ has no zeroes of
dpˆ, the small handles excluded from these sets have two zeroes of dpˆ (either as an ordinary
double point or as two simple branch points) and the number of zeroes of dpˆ on the compact
part is twice the number of elements of Λ∗ \ Λ∗δ. This proves the theorem for all elements
F ∈MΛ,η,W.
Due to Theorem 3.48 the accumulation points of sequences in M¯Λ,η,W are complex Fermi
curves of Finite rank Perturbations 3.22 of Dirac operators D(U, U¯, k) with complex po-
tentials in {U ∈ L2(R2/Λ) | 4‖U‖22 ≤W}. In the eighth step of Section 3.4.1 we extended
the asymptotic analysis of Theorem 2.12 to these Finite rank Perturbations 3.22. Due to
the Strong unique continuation property 2.10 we may use the restrictions (compare with
Remark 3.36) of the corresponding resolvents to the complement of small balls around the
singular points and the corresponding norms. Therefore, also the complex Fermi curves of
Finite rank Perturbations 3.22 have a representation of the prescribed form. q.e.d.
Due to this theorem all complex Fermi curves with dividing real parts have finite genus.
Moreover, all F ∈ M¯Λ,η,σ,W with dividing real parts have a small open neighbourhood U with
respect to the subspace topology of the closed subsets of C2 (compare with Lemma 3.10)
such that the geometric genera of all complex Fermi curves in U with dividing real parts are
bounded. In fact, with the exception of finitely many indexes κ the corresponding handles
of a complex Fermi curve with dividing real part have ordinary double points of the form
(y, η(y)). Furthermore, a small bound on the deformations of the functions k1±
√−1k2 on the
compact part guarantees that these ordinary double points are deformed into ordinary double
points of the same form, since a deformation into horizontal cuts contradicts the dividing
property of the real part. On the other hand, the subspace of complex Fermi curves with
dividing real parts is closed, since a small deformation of a cut connecting the two planes C±pˆ
disjoint from the real part yields a cut with the same properties. Hence the compactness of
M¯Λ,η,W implies
Corollary 3.54. For all W > 0 there exists a natural number gmax ∈ N depending only on
the lattice Λ and W such that all complex Fermi curves F ∈ M¯Λ,η,σ,W with dividing real parts
are contained in M¯gmax,Λ,η,σ,W. q.e.d.
Remark 3.55. These numbers gmax are not bounded uniformly for all lattices and become
arbitrary large, whenever vol(R2/Λ)min{g(κ, κ) | κ ∈ Λ∗ \ {0}} becomes arbitrary small. In
fact, for all κ ∈ Λ∗ \ {0} with π2 vol(R2/Λ)g(κ, κ) ≤ W the complex Fermi curves of the
constant potentials have one real double point.
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Proposition 3.52 suggests the following characterization of the elements of M¯Λ,η,W. In-
stead of the data (Y,∞−,∞+, k) we consider all data (Y, k) of complex spaces Y together with
a holomorphic multi–valued function k on Y, which satisfies conditions Quasi–momenta (ii)–
(iii) of Section 2.5 and the following conditions Quasi–momenta (i’) and Quasi–momenta (vi).
Quasi–momenta (i’) For both components pˆ and pˇ of k the Riemann surface Y may be
realized by gluing two planes C±pˆ (or C
±
pˇ ) along a countable combination of horizontal
cuts and pairs of parallel cuts as described in Lemma 3.16. Moreover, there exists
some branch of the function k with the property that the function k1 +
√−1k2 on C+pˆ
converges to zero, whenever the function pˆ tends to infinity.
Quasi–momenta (vi) The integral of the two-form
2π
√−1 vol(R2/Λ) (dk1 +√−1dk2) ∧ (dk1 +√−1dk2)
over C+pˆ is less or equal to W.
Due to Proposition 3.52 the elements of M¯Λ,η obey these conditions. We conjecture that
these conditions characterize the elements of M¯Λ,η,W for all W > 0.
Let us remark, that the mapping
(V,W ) 7→ (vˆ(V,W, κ), wˆ(V,W, κ))κ∈Λ∗
δ
is a nonlinear perturbation of the Fourier transform. For small ‖V ‖ and ‖W‖ the sequences
vˆ(V,W, κ) and wˆ(V,W, κ) are defined for all κ ∈ Λ∗.
Remark 3.56. In order to define all entries of these sequences, we have to ensure that the
handles connecting the parts near k+κ with the part near k
−
κ of the complex Fermi curve do not
overlap. One can show that an upper bound on 4‖V ‖22 and 4‖W‖22, which prevents such an
overlapping essentially is given by π2 vol(R2/Λ)min {g(κ, κ) | κ ∈ Λ∗ \ {0}} . Moreover, there
does not exist a non–vanishing upper bound, which prevents this overlapping uniformly for
all lattices Λ (compare with Remark 3.55).
For the zero potentials the functions A(0, 0, k) vanishes identically. Furthermore, the
derivative of the mapping (V,W ) 7→ (vˆ(V,W, κ), wˆ(V,W, κ))κ∈Λ∗ at the zero potentials is
equal to the Fourier transform. An easy calculation shows that the complex Fermi curves of
pairs of potentials of the form (uψκ, u¯ψ−κ) with u ∈ C are equal to
F(uψκ, u¯ψ−κ) =
⋃
κ′∈Λ∗
{
k ∈ C2 | π2g(k + k+κ + κ′, k + k+κ + κ′) = uu¯
}
.
Moreover, with the help of the arguments of the proof of Lemma 2.26 it is easy to see that
if 4uu¯ ≤ min{g(κ, κ) | κ ∈ Λ∗ \ {0}} ( ⇐⇒ W ≤ π2 vol(R2/Λ)min{g(κ, κ) | κ ∈ Λ∗ \ {0}})
these pairs of potentials (uψκ, u¯ψ−κ) are all potentials of the form (U, U¯), whose complex
Fermi curves have geometric genus zero. This leads to a local description of the mapping{
U ∈ L2(R2/Λ) | 4‖U‖22 ≤W
}→MΛ,η,W, U 7→ F(U, U¯).
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We shall see that for small W this mapping is a nonlinear perturbation of the mapping
L2(R2/Λ)→ ℓ+1 (Λ∗) =
{
t ∈ ℓ1(Λ∗) | t(κ) ∈ R+0 ∀κ ∈ Λ∗
}
, U 7→ t, with t(κ) = |Uˆ(κ)|2.
Here Uˆ denotes the Fourier transform of U . Moreover, together with the symplectic form,
which is equal to the imaginary part of the Hermitian form of L2(R2/Λ), this mapping defines
an infinite–dimensional completely integrable system. This is a general feature of integrable
systems related to Lax operators. The mappings from the potentials to the spectral curves (i
e. a complete sets of integrals) of these integrable systems are nonlinear perturbations of the
mapping from the potentials to the absolute values of their Fourier coefficients, which together
with the corresponding symplectic form represents simple examples of infinite–dimensional
integrable systems. The preimages of the latter map are compact tori, whose dimensions
are equal to the number of non–vanishing moduli. The preimages of the former map are
the isospectral sets, which in general may be identified with open sets of the corresponding
Jacobian varieties (compare with Lemma 2.27). Therefore, these dimensions are equal to the
genera of the corresponding complex Fermi curves. Due to a theorem of Littlewood ([Li, F-R]
and [Kis, Chapter 3 §1.6.]) almost all elements of preimages of the latter map have finite
Lq–norm for all finite q. This leads to the conjecture that all complex Fermi curves F(U, U¯)
are equal to the complex Fermi curve of some potential U ′ ∈ Lq(R2/Λ), and that the Lq–norm
of U ′ is bounded by some constant depending on q and the maximum of all ε > 0 such that
‖U‖ε,2 is smaller than S−1p (compare with Lemma 2.6).
A precise version of this perturbation is that the moduli space may be realized by gluing
homeomorphically open subsets of ℓ+1 (Λ
∗). Moreover, these parameterizations of the moduli
space has the property, that the genus of the corresponding complex Fermi curves is equal to
the number of non–vanishing moduli. We remark that these local parameterizations of the
moduli space endows it with a finer topology than the topology introduced in Section 3.3.
In contrast to the former topology with respect to which the mapping U 7→ F(U, U¯) is
‘almost’ weakly continuous, the latter topology is the finest topology, such that this mapping
is continuous with respect to the usual L2–topology. Let us call a topology of the moduli
space with the property, that each element of the moduli space has an open neighbourhood,
which is homeomorphic to an open subset of ℓ+1 (Λ
∗), a ℓ+1 (Λ
∗)–structure.
Theorem 3.57. The moduli space MΛ = {F(V,W ) | V,W ∈ L2(R2/Λ)} is a holomorphic
ℓ1(Λ
∗)–manifold. Furthermore, locally there exists a δ > 0, such that the moduli with indexes
κ ∈ Λ∗δ are unique. Moreover, the compactified moduli space M¯Λ,η has an asymptotic ℓ+1 (Λ∗)–
structure (i. e. it is a closed subset of a ℓ1(Λ
∗)–manifold, and the restriction to the moduli with
indexes κ ∈ Λ∗δ with a suitable δ yields an open mapping into ℓ+1 (Λ∗δ)). Again these moduli are
asymptotically unique. Finally, the complex Fermi curves of finite genus are parameterized
by elements of ℓ+1 (Λ
∗) with finitely many non–vanishing entries. In particular, they are dense
with respect to the corresponding topologies.
Proof. The proof of this theorem is a consequence of the improved asymptotic analysis of
Proposition 3.52. Again we first treat the subspaceMΛ,η and then in a second step we extend
our arguments to M¯Λ,η.
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1. First we define the moduli t(κ) for all all complex Fermi curves of pairs of potentials of
the form (U, U¯) and κ ∈ Λ∗δ, with an appropriate δ (depending on U) defined in the proof of
Proposition 3.52.
t(κ) = π
∮
horizontal cut of C+
pˆ
with index κ.
k1dk2.
Due to Lemma 3.16 these horizontal cuts are invariant under η. Therefore, the integrals of
dk along these cycles vanish. Also the integral in the definition of t(κ) does not depend on
the branch of k. Moreover, due to the invariance under η, the well defined moduli t(κ) are
real. Since the form k1dk2 is closed, we may integrate it along any closed cycles of an open
set of the form V+ε,δ with an appropriate ε > 0 and δ > 0 around the excluded disc near k
+
κ .
This extends the definition of the moduli to all pairs of potentials with V,W ∈ L(R2/Λ).
Due to Lemma 3.12 the contribution of the horizontal cut with index κ to the first integral
is equal to 4 vol(R2/Λ)t(κ). Consequently, in case that all these handles do not overlap and
all moduli t(κ) are well defined, the first integral 4
∫
R2/Λ
is equal to 4 vol(R2/Λ)
∑
κ∈Λ∗
t(κ),
whenever this sum converges.
2. Now we claim that for pairs of potentials of the form (U, U¯) the well–defined t(κ) are
positive, which imply that they belong to ℓ+1 (Λ
∗
δ). The real part of k defines a mapping
from the F(U, U¯)’s into R2 (which may depend on the branch of k). An easy calculation
shows that this mapping is locally a homeomorphism, if and only if dpˇ/dpˆ is not real. Due to
Proposition 3.52 asymptotically the function dpˇ/dpˆ is real only on small disjoint cycles, which
are homolog to the horizontal cuts indexed by Λ∗δ. Moreover, all these cycles are invariant
under η and on each of these cycles the function dpˇ/dpˆ takes all values of P1
R
exactly twice.
Since η does not have fixed points, this implies that these cycles are mapped by the real part
of k onto smooth Jordan curves in R2/Λ∗ around some element of the form κ/2 (which are the
images of fixed points of η under the real part of k). If we cut the complement of the compact
part of the complex Fermi curve described in Theorem 2.12 along these cycles into two pieces,
then the real part of the unique branch of k, whose linear combinations k1±
√−1k2 become
at ∞± arbitrary small, respectively, maps these two components homeomorphically onto the
complement of some compact part of R2 and those unique discs around κ/2 and −κ/2, whose
boundary is the Jordan curve with index κ, respectively. Finally, they are glued along these
Jordan curves by the map k 7→ k − κ. The arguments of the proof Lemma 3.16 show that
t(κ) is equal to π times the volume of the corresponding disc in R2, whose boundary is the
image of the cycle with index κ under the real part of k, plus or minus π times the volume
of the analogous disc, whose boundary is the images of this cycle under the imaginary part
of k. Furthermore, these arguments also show that t(κ) is equal to π times the volume of the
unique disc in R2, whose boundary is the image of the horizontal cut with index κ under the
real part of k. But locally in a small tubular neighbourhood of the unique cycle with index
κ, on which dpˇ/dpˆ takes real values, the real part of k takes values in the complement of the
disc, whose boundary is the image of this cycle. We conclude that t(κ) is larger or equal to
the volume of this disc and therefore non–negative. Finally, t(κ) vanishes if and only if the
corresponding part of the complex Fermi curve has an ordinary double point and does not
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have a horizontal cut. To sum up, we have proven that the mapping U 7→ t maps L2(R2/Λ)
into ℓ+1 (Λ
∗
δ) (with some suitable δ depending on U), and 4 vol(R
2/Λ)‖t‖1 ≤ 4‖U‖22.
These arguments show that image under the imaginary part of k of those unique cycles,
on which dpˇ/dpˆ takes real values, have negative ‘volume’. Since the imaginary part of k is
preserved under η, the imaginary part of k maps these cycles not injectively into R2. In fact,
for the constant potentials the unique non–trivial cycle is real and the imaginary part of k
maps this cycle onto the origin. In general the preimages contain at least two points of the
complex Fermi curves, which are interchanged by η. Therefore, the images of these cycles
under the imaginary part of k look like smooth curves
S1 → R2 exp(2π√−1ϕ) 7→ (x, y),
with the property that the quotient dy/dx =
(dy/dϕ)/(dx/dϕ) takes each value in P1
R
exactly once.
Such curves cannot be immersed (i. e. they must have
common zeroes of dy/dϕ and dx/dϕ), and the exterior parts
of these curves are locally convex in the complement of
the non–immersed points. This yields another explanation
why the corresponding contribution to the first integral
is negative. The figure on the right gives the image of a
non–trivial example.
3. Now we shall show that the mapping (V,W ) 7→ t is an open mapping from L2(R2/Λ)×
L2(R2/Λ) into ℓ1(Λ
∗
δ) with suitable δ depending on V and W . For this purpose we shall
first prove that the mapping (V,W ) 7→ (vˆ(V,W, ·), wˆ(V,W, ·)) is an open mapping from
L2(R2/Λ)× L2(R2/Λ) into ℓ2(Λ∗δ)× ℓ2(Λ∗δ×) with suitable δ depending on V and W .
Lemma 3.58. The derivatives of the mapping (V,W ) 7→ (vˆ(V,W, ·), wˆ(V,W, ·)) are bounded
operators from L2(R2/Λ)×L2(R2/Λ) into ℓ2(Λ∗δ)×ℓ2(Λ∗δ) (with suitable δ depending on (V,W ))
Proof. First we investigate for the same k ∈ O as in the proof of Proposition 3.52 in three
steps the derivative of the mapping
(V,W ) 7→ AV,W,k with AV,W,k(x) =
∑
κ∈Λ∗
δ
ψκ(x)A(ψ−κV, ψκW, k) ∀x ∈ R2/Λ
In doing so we we have to estimate the Fourier transform AV,W,k of the sequence of matrices
A(ψκV, ψκW, k) indexed by κ ∈ Λ∗δ. For this purpose we make use of the Bochner q–integrable
functions from R2/Λ into some Banach space E. They are denoted by Lq(R2/Λ)⊗˜∆qE [DF,
Section 7.]. More precisely, we shall consider sequences of elements of Lq(R2/Λ) indexed by
κ ∈ Λ∗ (or Λ∗δ) as elements of Lq(R2/Λ)⊗˜∆qℓ·(Λ∗). Consequently, the Fourier transform 1l⊗ F
maps such tensor products into the tensor products Lq(R2/Λ)⊗˜∆qL·(R2/Λ). The derivative
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δA(ψ−κV,ψκW,k)
(δV,δW )
is the restriction of the following operator to the constant functions:
(
1l−
(
ψ−κV 0
0 ψκW
)
R˜red(0, 0, k, 0)
)−1(
ψ−κδV 0
0 ψκδW
)
(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
.
1. In a first step we show that for all k ∈ O and for all 1 < p < 2 and 1/p + 1/q = 1 both
entries of the functions
(x, x′) 7→
∑
κ∈Λ∗
R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
)(
ψ0
ψ0
)
(x)ψκ(x
′)
belong to the Banach space Lq(R2/Λ)⊗˜∆qLp(R2/Λ). We view the elements of this Banach
space as measurable functions f on R2/Λ× R2/Λ with norm
‖f‖q,p =


∫
R2/Λ

 ∫
R2/Λ
|f(x, x′)|pd2x′


q
p
d2x


1/q
.
The off–diagonal entries of the resolvents R˜red(0, 0, k, 0) are convolutions with functions in
the Lorentz spaces L2,∞(R2/Λ) (compare with Lemma 3.20) and the diagonal entries vanish.
Moreover, the sum
∑
κ∈Λ∗
ψκ(x) is equal to vol
1/2(R2/Λ) times the Dirac’s δ–function on R2/Λ.
Therefore, we have to show that for f ∈ L2,∞(R2/Λ) and g ∈ L2(R2/Λ) the function (x, x′) 7→
f(x − x′)g(x′) belongs to Lq(R2/Λ)⊗˜∆qLp(R2/Λ). The distribution function µ|f |p and the
non–increasing rearrangement (|f |p)∗ of the function |f |p may be expressed in terms of the
distribution function µf and the non–increasing rearrangement f
∗ of f :
µ|f |p(λ) = µf(λ
p) (|f |p)∗ (t) = (f ∗(t))p .
Hence the functions |f |p and |g|p belong to the Lorentz space L2p ,∞(R2/Λ) and L2p (R2/Λ) and
the corresponding norms are equal to
‖|f |p‖ 2
p
,∞ = ‖f‖p2,∞ and ‖|g|p‖ 2
p
= ‖g‖p2 , respectively.
Due to the Generalized Young’s inequality 3.40 the L
q
p –norm of the convolution of |f |p with
|g|p is bounded by some constant times ‖|f |p‖ 2
p
,∞ · ‖|g|p‖ 2
p
. We remark that the relation
1/q + 1/p = 1 implies p/2 + p/2 = p/q + 1. To sum up, the Lq(R2/Λ)⊗˜∆qLp(R2/Λ)–norm of
(x, x′) 7→ f(x−x′)g(x′) is bounded by the corresponding constant of the Generalized Young’s
inequality 3.40 times ‖f‖2,∞ · ‖g‖2.
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2. Secondly we show that for the same p, q and the same k ∈ O as before all entries of the
Fourier transform of the sequence of operators
R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
)
and
(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
are bounded operators on Lq(R2/Λ)⊗˜∆qLp(R2/Λ). Due to the Hahn Decomposition Theo-
rem [Ro-2, Chapter 11 Section 5] all Lp–functions may be decomposed into a finite complex
linear combination of positive Lp–functions. Therefore, due to [DF, Section 7.3. Theorem]
the multiplication with V and W define bounded operators from Lq(R2/Λ)⊗˜∆qLp(R2/Λ) to
L
2q
q+2 (R2/Λ)⊗˜∆ 2q
q+2
Lp(R2/Λ). Multiplication by ψ±κ induces on these tensor products the op-
erators f(x, x′) 7→ g(x, x′) with g(x, x′) = f(x, x′±x), which are obviously isometries. Finally,
the entries of R˜red(0, 0, k, 0) are convolution operators with L
2,∞–functions and therefore, due
to the Hahn Decomposition Theorem [Ro-2, Chapter 11 Section 5], regular in the sense of
[DF, Section 7.3.], which again due to [DF, Section 7.3. Theorem] induce bounded operators
from L
2q
q+2 (R2/Λ)⊗˜∆ 2q
q+2
Lp(R2/Λ) into Lq(R2/Λ)⊗˜∆qLp(R2/Λ). This shows the claim for the
first operator.
In the proof of Proposition 3.52 we mentioned that the restrictions of the sequence of
operators
(
1l− R˜red(0, 0, k, λ)
(
ψ−κV 0
0 ψκW
))−1
R˜red(0, 0, k, λ) to the orthogonal complement
of the constant functions are the resolvents of the restrictions of D˜(ψ−κV, ψκW, k) to this or-
thogonal complement (compare with Remark 3.53). This generalizes to the Fourier transform
of these sequences of operators indexed by κ ∈ Λ∗δ acting on the Lp–function on R2/Λ with
values in Lq(R2/Λ). Hence the restriction of the Fourier transform of the former sequence to
the orthogonal complement of 1⊗Lp(R2/Λ) ⊂ Lq(R2/Λ)⊗˜∆qLp(R2/Λ) is the resolvent of the
restriction of the Fourier transform of the latter sequence. Now the methods of Section 2.1
carry over to these resolvents and imply that for all V,W ∈ L2(R2/Λ) there exists a δ > 0,
such that all entries of the Fourier transform of the sequence of operators
(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
and
(
1l− R˜tred(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
are bounded operator on Lq(R2/Λ)⊗˜∆qLp(R2/Λ).
3. In the third step we prove that for the same k ∈ O as before the L2–norms of the diagonal
entries and for all 1 < p < 2 the Lp–norms of the off– diagonal entries of δAV,W,k may be
estimated in terms of ‖δV ‖2 and ‖δW‖2. These entries of δAV,W,k are integrals of pointwise
products of the sequences ψ−κδV and ψκδW with the entries of the sequence of functions
(
1l− R˜tred(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1(
ψ0
ψ0
)
=
(
ψ0
ψ0
)
+
(
1l− R˜tred(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
R˜tred(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
) (
ψ0
ψ0
)
150 3 THE MODULI SPACE
and the entries of the sequence of functions
(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1(
ψ0
ψ0
)
=
(
ψ0
ψ0
)
+
(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
) (
ψ0
ψ0
)
,
respectively. Due to the first two steps the Fourier transforms of the second terms of the
latter two sequences of functions belong to the tensor products Lq(R2/Λ)⊗˜∆qLp(R2/Λ). Since
the Fourier transform of pointwise multiplication is the convolution [R-S-II, Theorem IX.3],
we shall estimate the mapping
Lq1(R2/Λ)⊗˜∆q1Lp1(R2/Λ)× Lq2(R2/Λ)⊗˜∆q2Lp2(R2/Λ)→ Lq3(R2/Λ)⊗˜∆q3Lp3(R2/Λ),
(f, g) 7→ h with h(x, x′) =
∫
R2/Λ
f(x, x′ − x′′)g(x, x′′)d2x′′.
Due to Young’s inequality [R-S-II, Section IX.4] for 1/p1 + 1/p2 = 1/p3 + 1 the convolution
is a bounded bilinear mapping from the values of the Lq1–function f and the values of the
Lq2–function g into the values of the Lq3–function h. Therefore, Ho¨lder’s inequality [R-S-I,
Theorem III.1 (c)] yields the estimate
‖h‖q3,p3 ≤ ‖f‖q1,p1 ‖g‖q2,p2
for 1/q1+1/q2 = 1/q3. We remark that the relations 1/p1+1/p2 = 1/p3+1 and 1/q1+1/q2 =
1/q3 are compatible with the relations 1/p1 + 1/q1 = 1/p2 + 1/q2 = 1/p3 + 1/q3 = 1. Hence
for all 1 < p <∞ and 1/p+1/q = 1 the Fourier transform of the pointwise multiplication of
the entries of
(
1l− R˜tred(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
R˜
t
red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
)(
ψ0
ψ0
)
with the entries of
(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
)(
ψ0
ψ0
)
belong to Lq(R2/Λ)⊗˜∆qLp(R2/Λ). If δV, δW ∈ Lp(R2/Λ), then the integrals of the prod-
ucts with δV and δW are bounded regular (in the sense of [DF, Section 7.3.]) maps from
Lq(R2/Λ) into C. Since the Fourier transform of the pointwise multiplication with the se-
quences ψ±κ indexed by κ ∈ Λ∗ is the bounded operator f 7→ g with g(x, x′) = f(x, x′±x) on
Lq(R2/Λ)⊗˜∆qLp(R2/Λ), we finally obtain, again due to [DF, Section 7.3. Theorem], that the
operator, which maps (δV, δW ) to the Fourier transform of the restrictions of the sequence
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of operators
(
ψ−κV 0
0 ψκW
)
R˜red(0, 0, k, 0)
(
1l−
(
ψ−κV 0
0 ψκW
)
R˜red(0, 0, k, 0)
)−1
(
ψ−κδV 0
0 ψκδW
)
(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1
R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
)
to the constant functions, is a bounded operator from Lp(R2/Λ) × Lp(R2/Λ) into the Lp–
functions on R2/Λ with values in the 2× 2–matrices.
It remains to estimate integrals over pointwise products of the sequences ψ−κV and ψκW
with the entries of the sequence of functions(
ψ−κδV 0
0 ψκδW
)
R˜tred(0, 0, k, 0)
(
ψ−κδV
ψκδW
)
and
(
ψ−κδV 0
0 ψκδW
)
R˜red(0, 0, k, 0)
(
ψ−κδV
ψκδW
)
and the entries of the sequence of functions(
1l− R˜tred(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1 (
ψ0
ψ0
)
and
(
1l− R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
))−1 (
ψ0
ψ0
)
,
respectively. With similar arguments (some V,W are replaced by δV, δW ) we decompose
the corresponding operators again into sums of two operators, whose second terms yield
bounded operators from L2(R2/Λ)× L2(R2/Λ) into the L2–functions on R2/Λ with values in
the 2× 2–matrices.
The images of the remaining terms are the Fourier transforms of the restrictions of the
sequences (
ψ−κδV 0
0 ψκδW
)
R˜red(0, 0, k, 0)
(
ψ−κV 0
0 ψκW
)
(
ψ−κV 0
0 ψκW
)
R˜red(0, 0, k, 0)
(
ψ−κδV 0
0 ψκδW
)
to the constant functions, respectively. These correspond to off–diagonal matrices and induce
bounded operators from Lp(R2/Λ)× Lp(R2/Λ) into the Lp–functions on R2/Λ with values in
the 2× 2–off–diagonal matrices for all 1 < p < 2.
4. By definition of vˆ(V,W, ·), wˆ(V,W, ·) the variation of the off–diagonal entries of AV,W,k
yield variations of the sequences kκ and contribute indirectly through the partial derivatives
of the diagonal parts of AV,W,k with respect to k to the variations of
v =
∑
κ∈Λ∗
δ
vˆ(V,W, κ) w =
∑
κ∈Λ∗
δ
wˆ(V,W, κ)
The considerations concerning these partial derivatives in the proof of Proposition 3.52 com-
bined with the methods of the first three steps imply that for suitable k ∈ O all Lq–norms
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with 1 < q <∞ of these partial derivatives are bounded (in terms of ‖V ‖2 and ‖W‖2). Since
the Fourier transform of pointwise multiplication is the convolution [R-S-II, Theorem IX.3],
the variations of the off–diagonal terms of AV,W,k contribute to the variations of v,w over
the convolutions with the partial derivatives of the diagonal parts of AV,W,k with respect to
k. Due to Young’s inequality [R-S-II, Section IX.4], for all q < ∞ the Lq–norms of these
contributions are finite and the lemma is proven. q.e.d.
Continuation of the proof of Theorem 3.57. The proof of this lemma implies that for all
V,W ∈ L2(R2/Λ) there exists a δ > 0 such that the mapping
(V,W ) 7→ (v,w) with
(
v
w
)
=
∑
κ∈Λ∗
δ
(
ψκvˆ(V,W, κ)
ψκwˆ(V,W, κ)
)
is locally a holomorphic mapping from an open neighbourhood of (V,W ) ∈ L2(R2/Λ) ×
L2(R2/Λ) onto an open neighbourhood of (v,w) ∈ L2(R2/Λ) × L2(R2/Λ). In fact, in order
to estimate the L2–norms of v and w we integrate the derivative along a path to the zero
potentials with v = w = 0. Furthermore, for small δ locally the restrictions of the derivatives
of this mapping to the inverse Fourier transform of ℓ2(Λ
∗
δ) × ℓ2(Λ∗δ) are bounded invertible
operators. Hence the implicit function theorem [R-S-I, Supplementary material V.5 The-
orem S.11] implies that this mapping is open. In particular, the finite type potentials are
dense in L2(R2/Λ). We remark that for potentials of the form (U, U¯) the positivity of the
moduli combined with the asymptotic analysis of Proposition 3.52 implies that the L2–norms
of u =
∑
κ∈Λ∗
δ
ψκuˆ(U, κ) are bounded in terms of ‖U‖2. Moreover, the methods of Lemma 3.58
can be used in order to estimate directly the L2–norms of v and w in terms of ‖V ‖2 and
‖W‖2.
Due to the estimate
∥∥∥A(ψ−κV, ψκW, k)− ( vˆ(V,W,κ) 00 wˆ(V,W,−κ))∥∥∥ ≤ ε ‖k − kκ‖ in the proof
of Proposition 3.52 these arguments extend to the moduli t and show that the mapping
(V,W ) 7→ t is a holomorphic open mapping from L2(R2/Λ) × L2(R2/Λ) into ℓ1(Λ∗δ) with
suitable δ depending on V and W .
4. Now we shall define locally all moduli t(κ). We shall complete the cycles of the handles
index by κ ∈ Λ∗δ to a set of generators of a Lagrangian subgroup of the first homology group of
the complex Fermi curves with respect to the intersection form. In addition we assume that
the integrals of dk along these cycles vanish. Moreover, in neighbourhoods of complex Fermi
curves with singularities, we assume that a small neighbourhood of all deformed singularities
contain as many cycles, as the Local contribution to the arithmetic genus 4.3. The cycles
of the handles described in Theorem 2.12 and Proposition 3.52 have these properties. Due
to Proposition 3.52 the elements of this basis may be indexed by κ ∈ Λ∗. For complex
Fermi curves of the form F(U, U¯) we complete the horizontal cuts indexed by κ ∈ Λ∗δ to a
set of generators of those cycles in the first homology group, which are invariant under the
corresponding action of η. Consequently we define all moduli as
t(κ) = π
∮
cycle with index κ.
k1dk2.
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Since the integral of dk along these cycles vanish, the corresponding moduli do not depend on
the choice of the branch. Moreover, the moduli of complex Fermi curves of the form F(U, U¯)
are real. Due to Proposition 3.7, these moduli define locally coordinates of the manifold
Mg,Λ.
We shall now show that locally these moduli completely determine the complex Fermi
curves ; i. e. if two potentials have locally the same moduli, then they have the same complex
Fermi curve. Let U be a small open subset of L2(R2/Λ) × L2(R2/Λ), on which a complete
choice of moduli is defined. Two pairs of potentials in U whose moduli coincide, are limits of
two convergent sequences in U, whose complex Fermi curves have finite geometric genus, and
whose sequences of moduli coincide. Therefore, due to the continuity of the map (V,W ) 7→
F(V,W ), it suffices to show that the moduli completely determine the complex Fermi curves
of finite geometric genus. This follows from Proposition 3.7.
To sum up, these moduli define locally holomorphic coordinates ofMΛ, which take values
in ℓ1(Λ
∗). In particular, MΛ is a ℓ1(Λ∗)–manifold.
5. We conclude that all complex Fermi curves in MΛ, whose normalization is invariant
under η without fixed points, belongs to M¯Λ,η,W with W = 4
∫
R2/Λ
V (x)W (x)d2x. This follows
from Lemma 2.27 and the fact that the potentials, whose complex Fermi curves have finite
geometric genus, are dense in L2(R2/Λ)×L2(R2/Λ). Consequently the moduli spaceMΛ,η is
a closed real subspace of MΛ (with respect to the ℓ1(Λ∗)–topology). Moreover, the moduli
with indexes in Λ∗δ are non–negative. Therefore, this moduli space has an asymptotic ℓ
+
1 (Λ
∗
δ)–
structure.
We may extend this local description of the moduli space to neighbourhoods of com-
plex Fermi curves of Finite rank Perturbations 3.22 of a limit of sequences of potentials in
L2(R2/Λ). In fact, to these sequences we may add potentials, whose support is contained in
the complement of the unions SD,ε of small balls around the singular points in R
2/Λ (compare
with Theorem 3.48 and Remark 3.51). Since the union⋃
ε>0
{
δU ∈ L2(R2/Λ) | support(δU) ∩ SD,ε = ∅
}
is dense in L2(R2/Λ) all elements of M¯Λ,η are contained in an open set, which is mapped by
the restricted moduli onto an open set of ℓ+1 (Λ
∗
δ). q.e.d.
In particular, we proved
Corollary 3.59. All complex Fermi curves F(V,W ) with potentials V,W ∈ L2(R2/Λ),
whose normalizations are invariant under the involution η but without fixed points, belong
to M¯Λ,η,W with W = 4
∫
R2/Λ
V (x)W (x)d2x. q.e.d.
Remark 3.60. The boundedness of the first integral of the complex Fermi curves yields
additional restrictions of Finite rank Perturbations 3.22 of R(U, U¯, k, 0). In fact, it is quite
easy to see that the complex Fermi curves of the Finite rank Perturbations 3.22 of the free
resolvent have disconnected normalization, if the first integral is bounded. However, there
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exists such rank one Perturbations, whose normalizations are connected. The corresponding
complex Fermi curves might correspond to potentials U ∈ L2,∞(R2/Λ).
Due to the estimates established in the proof of Proposition 3.52, the derivatives δt(κ)/δU
of the moduli are locally analytic vector fields on L2(R2/Λ). For all compact Riemann surfaces
Y the long exact cohomology sequence
0→ Z→ C exp−−→ C∗ → H1(Y,Z)→ H1(Y,O) exp−−→ H1(Y,O∗)→ H2(Y,Z)→ 0
corresponding to the exact sequence
0→ Z →֒ O exp−−→ O∗ → 1
of sheaves shows that the first cohomology group H1(Y,Z) considered as a subspace of the
Lie algebra of the Picard group is exactly the kernel of the exponential mapping of the Picard
group. By definition of the moduli t(κ) and the one–forms ΩV,W (compare with Lemma 3.1)
the variations δt(κ) with respect to (δV, δW ) is equal to the integral ΩV,W (δV, δW ) over the
unique cycle of the handle with index κ. For finite type potentials Lemma 3.2 implies therefore
that the Hamiltonian vector fields of the moduli t(κ) induce periodic flows with period 1.
Since the finite type potentials are dense, the same is true for all potentials. Since in the limit
g(κ, κ) →∞ the norm of these vector fields converges to zero, for all U ∈ L2(R2/Λ) and all
ε > 0 there exists some δ > 0 such that the flows corresponding to the Hamiltonian vector
fields of all moduli t(κ) with κ ∈ Λ∗δ maps U for all times into B(U, ε). In particular, for all
U ∈ L2(R2/Λ) and all small ε > 0 the isospectral set of U contains an infinite–dimensional
torus in B(U, ε), which is homeomorphic to (R/Z){κ∈Λ∗δ|t(κ)>0}. Also the corresponding action
is induced by the Hamiltonian vector fields of the moduli with indexes κ ∈ Λ∗δ.
4 The Generalized Willmore functional
4.1 The Weak Singularity condition
Not all real potentials U correspond to some immersion of a torus into R3. In this section
we want to find some characteristic properties of all complex Fermi curves, which correspond
to immersions. All complex Fermi curves, which correspond to immersions have, roughly
speaking, some higher order singularity:
Lemma 4.1. Assume that the Dirac operator
(
U ∂
−∂¯ U
)
with real potential U has an eigenfunc-
tion χ(x) =
(
χ1(x)
χ2(x)
)
with eigenvalue zero, which obeys χ(x+ γ) = ±χ(x) for all x ∈ R2 and
all periods γ ∈ Λ and the Equivalent form of the Periodicity condition 1.2. Then there exists
some κ ∈ Λ∗, whose equivalence class [κ/2] belongs to the complex Fermi curve F(U, U)/Λ∗.
Moreover, the preimage of this point in the normalization of F(U, U)/Λ∗ contains either at
least four elements or two elements, which are zeroes of both differentials dpˆ and dpˇ.
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Proof. The transformation of the eigenfunction under shifts of the periods implies that there
exists some element κ of the dual lattice, such that [κ/2] belongs to F(U, U)/Λ∗. Due to (ii)
of Corollary 2.17 the preimage of this element [κ/2] in the normalization of F(U, U)/Λ∗ has
an even number of elements. Now let us assume that the preimage has two elements y and
y′. Due to Corollary 2.17 y′ is equal to ρ (σ(y)) = σ (ρ(y)). Thus the differentials dk1 and dk2
have zeroes either at both points y and y′ or at none of them. Let us assume on the contrary
to the statement of the lemma that there exists some period γˆ, such that the differential
dg(γˆ, k) is not equal to zero at y and y′. Thus the projection P˘γˆ([κ/2]) defined in (iii) of
Lemma 2.23 has rank two. Due to (v) of Lemma 2.23 the eigenfunction χ, which fulfills
the conditions of the theorem, is invariant under P˘γˆ([κ/2]). Hence, this eigenfunction χ and
Jχ¯ span the eigenspace of this projection. The normalization of F(U, U)/Λ∗ is a smooth
Riemann surface. Hence the pullback of the eigenfunctions ψ and φ to the normalization
can be chosen to be locally holomorphic without any zeroes. Since one of the involutions σ
and ρ permutes y and y′ and the other involution leaves these points invariant, the span of
φ(y) and φ(y′) is equal to the span of Jψ(y) and Jψ(y′) and to the span of ψ¯(y) and ψ¯(y′).
Thus the Equivalent form of the Periodicity condition 1.2 implies that Pγˆ([κ/2])ψ(y) and
Pγˆ([κ/2])ψ(y
′) are equal to zero. This is a contradiction to (vi) of Lemma 2.23. Thus both
differentials dk1 and dk2 are zero at these two elements y and y
′. q.e.d.
For any singularity of the complex Fermi curve we may distinguish between multiple
points and cusps:
Multiple point: A point of the normalization of the complex Fermi curve in the preimage of
some singularity is called a multiple point, if there exists some γ ∈ Λ, whose differential
dg(γ, k) does not vanish at this point.
Cusp: A point of the normalization of the complex Fermi curve in the preimage of some
singularity is called cusp, if it is a zero of both differentials dk1 and dk2.
Now we may paraphrase the condition of Lemma 4.1.
Weak Singularity condition 4.2. (See also 1.5.) There exists some κ ∈ Λ∗, such that
[κ/2] belongs to the complex Fermi curve. Moreover, the preimage of this point in the nor-
malization of F/Λ∗ contains either at least four multiple points, or at least two cusps.
If we decompose the preimage of [κ/2] in the normalization of F(U, U)/Λ∗ into orbits of
the two involutions σ and ρ three possible orbits can occur.
Orbit of type 1: Two fixed points of ρ, which are permuted by σ.
Orbit of type 2: Two fixed points of σ, which are permuted by ρ.
Orbit of type 3: Four points and both involutions σ and ρ have no fixed point.
In particular, the Weak Singularity condition 4.2 permits the following situations:
Multiple points O1/O1: Two Orbits of type 1 containing multiple points (8).
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Multiple points O1/O2: One Orbit of type 1 containing multiple points and one Orbit of
type 2 containing multiple points (7).
Multiple points O2/O2: Two Orbits of type 2 containing multiple points (6).
Multiple points O3: One Orbit of type 3 containing multiple points (8).
Cusps O1: One Orbit of type 1 containing cusps (8).
Cusps O2: One Orbit of type 2 containing cusps (23).
Cusps O3: One Orbit of type 3 containing cusps (37).
These situations differ in the possible orders of the singularity. The numbers in the round
brackets are the lowest Local contribution to the arithmetic genus of the complex Fermi curves
The last two cases yield very high contributions and they are exceptional situations.
Local contribution to the arithmetic genus 4.3. If OY,normal is the normalization sheaf
(i. e. the direct image of the structure sheaf of the normalization under the normalization map
[Gr-Re, Chapter 6. §4.]) of a compact pure one–dimensional complex space Y, then the long
exact cohomology sequence [Fo, §15.] corresponding to the exact sequence of sheaves
0→ OY → OY,normal → OY,normal/OY → 0
shows that the arithmetic genus of Y, which is equal to dimH1 (Y,OY), is equal to the
geometric genus, which is equal to dimH1 (Y,OY,normal), plus dimH0 (Y,OY,normal/OY). The
support of this sheaf is the singular locus of Y [Gr-Re, Chapter 6. §5.3.], and the space of
global sections is equal to the direct sum of all non–trivial stalks. The dimension of these
stalks is the local contribution to the arithmetic genus at the corresponding singularities [Se,
Chapter IV §1.4. and §2.7.].
The lemma shows that the complex Fermi curve of some potential, which corresponds
to some immersion, obeys some condition. In Section 5.1 we will see that this condition
on the complex Fermi curve of some real potential implies neither that this potential is a
Weierstraß potential 1.3 nor that the complex Fermi curve is a Weierstraß curve 1.4. In
fact, in Section 5.1 we shall formulate the Singularity condition 5.3, which is equivalent to
the condition that the complex Fermi curve is a Weierstraß curve 1.4. Moreover, we will
describe the subset of the corresponding isospectral sets, which contain theWeierstraß poten-
tials 1.3. For Complex Fermi curves, which are invariant under the involution σ, however, the
Weak Singularity condition 4.2, is equivalent to the Quaternionic Singularity condition 1.6
combined with the condition on the singularity being invariant under σ. In particular, the
Weak Singularity condition 4.2 is stronger than the Quaternionic Singularity condition 1.6.
In some sense the Weak Singularity condition 4.2 seems to be the most convenient combina-
tion of the advantages of immersion into R4 (corresponding to the Quaternionic Singularity
condition 1.6), which yield stronger conditions on relative minimizers, and the advantages of
immersion into R3, whose complex Fermi curves have an additional involution σ. In fact, in
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contrast to the Singularity condition 5.3 the Weak Singularity condition 4.2 allows to deform
Orbits of type 1 and Orbits of type 3 into Orbits of type 2. This deformation is essential
for the proof that the relative minimizers have dividing real parts. Moreover, in Section 4.3
we shall see that this property is almost as restrictive as the real–σ–hyperellipticity, which
characterizes minimal tori in S3 [Hi].
In Section 3.5 we have seen that the moduli space has a compactification containing
complex Fermi curves of Finite rank perturbations 3.22. Hence it is natural to extend the
Willmore functional not only to all Generalized Weierstraß potentials 1.7, but also to all
Generalized Weierstraß curves.
Generalized Weierstraß curves 4.4. Complex Fermi curves in M¯Λ,η,σ, which obey the
Weak Singularity condition 4.2 are called Generalized Weierstraß curves.
Due to Lemma 3.10, for all W > 0 the spaces M¯Λ,η,σ,W are compact with respect to
the subspace topology of the space of compact subsets of C2. Since the subset consisting of
Generalized Weierstraß curves 4.4 is closed the restriction of the first integral to this subspace
is lower semi–continuous. This restriction is called
Generalized Willmore functional 4.5.
In Theorem 3.57 we have seen that the compactified moduli space has an ℓ+1 (Λ
∗)–structure.
Consequently, this compactified moduli space is very similar to a manifold and some specific
regular one–forms correspond to tangent vectors.
4.2 Relative minimizers of the Generalized Willmore functional
In this section we investigate relative minimizers of the Generalized Willmore functional 4.5,
i. e. minimizers of the restrictions to open sets [Str]. The main result is that all relative
minimizers have
Dividing real parts. A complex Fermi curve F ∈ M¯Λ,η,σ has a dividing real part, if the
relative complement of the real part (i. e. the set of fixed points of ρ) in the normalization
of F/Λ∗ has two connected components [B-C-R, 11.6]
Remark 4.6. Due to Proposition 3.52 (compare with Corollary 3.54), all complex Fermi
curves with dividing real parts have finite geometric genus. In Corollary 5.10 we shall show
with the arguments of Proposition 3.5 that all Constrained Willmore tori 5.8 have finite
geometric genus. Unfortunately these arguments do not apply to the Generalized Willmore
functional 4.5. More precisely, in order to apply Proposition 3.5 to the Generalized Willmore
functional 4.5, we have to prove that all variations of Generalized Weierstraß potentials 1.7
may be characterized by the finite–order vanishing of the corresponding one–form at the preim-
age in the normalization of the singularity described in the Weak Singularity condition 4.2
analogous to Proposition 5.5. But the subvariety of Generalized Weierstraß potentials 1.7
may have singularities, whose complex Fermi curves may be of infinite geometric genus. More
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precisely, Lemma 3.2 implies that the corresponding complex Fermi curves have global mero-
morphic functions, but they may take the same values at ∞±. Therefore, the corresponding
complex Fermi curves can have infinite geometric genus. Varieties with singularities have
different notions of tangent spaces [Wh, Chapter 7]. In particular, differentiable paths con-
tained in the variety correspond to elements of the tangent cone [Wh, Chapter 7 Section 2 and
Theorem 3C]. Hence in order to carry over the methods of Corollary 5.10 it would suffice to
characterize the elements of the tangent cone by a finite–order vanishing of the corresponding
one–forms at the preimage in the normalization of the singularity mentioned in the Weak
Singularity condition 4.2. We did not succeed in proving this. For this reason the character-
ization of relative minimizers of the Generalized Willmore functional 4.5 in this Section has
to apply to Generalized Weierstraß curves 4.4 of infinite geometric genus. For this purpose
we proved Theorem 3.57, which will turn out to be the essential tool of the extension of the
deformation theory devolved in Section 3.2 to complex Fermi curves of infinite geometric
genus.
Of special importance is the subclass of
Real–σ–hyperelliptic complex Fermi curves. In this case the normalization of the quotient
of F/Λ∗ modulo σ is biholomorphic to P1 with two points removed. Moreover, on this
quotient the involutions η and ρ induce the unique involution of P1 with one real cycle.
Remark 4.7. A real hyperelliptic Riemann surface is determined by a collection of branch
points on P1, which are invariant under some anti–holomorphic involution of P1. Since P1
has two equivalence classes of anti–holomorphic involutions, these real hyperelliptic Riemann
surfaces also splits into two classes. In the first case the anti–holomorphic involution on P1
has one real cycle, and in the second case the real part is empty.
Due to Corollary 2.13 the normalization is not necessarily connected. If the real part
shrinks to one or several singular points we obtain as a another subclass the complex Fermi
curves with
Disconnected normalization.
Since the fixed points of σ are the branch points of the natural two–sheeted covering of the
complex Fermi curve over the quotient modulo σ, due the Riemann–Hurwitz formula [Fo,
17.14] their number has to be even. Therefore, each connected component of a disconnected
normalization has besides the fixed point at∞± in addition an odd number of fixed points of
σ. Since these fixed points of σ may be deformed into real cycles, all complex Fermi curves
in M¯Λ,η,σ with disconnected normalization are indeed limits of complex Fermi curves with
dividing real parts.
Remark 4.8. Both anti–holomorphic involutions ρ and η induce on the quotient modulo σ
the same anti–holomorphic involution, whose fixed points are the real part of the quotient
modulo σ. Since η does not have any fixed points on the normalization, the preimage of the
real part of the normalization of the quotient modulo σ in normalization is the real part of
the normalization. Therefore a complex Fermi curve has a dividing real part if and only if
the normalization of the quotient modulo the involution σ has a dividing real part.
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Theorem 4.9. The relative minimizers of the Generalized Willmore functional 4.5 belong
to one of the following classes:
Minimizers with dividing real parts: The normalization of the quotient of F/Λ∗ modulo
the involution σ is a real hyperelliptic Riemann surface, whose hyperelliptic involution
does not have any real fixed points. More precisely, the real part is a two–sheeted cover-
ing of the real cycle of P1, which is the real part of the quotient modulo the hyperelliptic
involution. Moreover, the preimage in the normalization of the singularity described
in the Weak Singularity condition 4.2 contains Multiple points O1/O1, and no other
orbit. Finally, the function dpˇ/dpˆ takes different values on the two Orbits of type 1,
and the exterior derivative of this function does not vanish on the two Orbits of type 1.
Real–σ–hyperelliptic minimizers: The minimizers are real–σ–hyperelliptic and the pre-
image in the normalization of the singularity described in the Weak Singularity condi-
tion 4.2 contains either Multiple points O1/O1, or Multiple points O1/O2, or Cusps
O1, and no other orbit.
Minimizers with disconnected normalization: The minimizers have disconnected nor-
malizations and the preimage in the normalization of the singularity described in the
Weak Singularity condition 4.2 contains either Multiple points O2/O2, or Multiple
points O3, or Cusps O2 or Cusps O3.
Proof. In a first step we show that all relative minimizers in
⋃
g∈N
M¯g,Λ,η,σ belong to one of
the three cases described in the Theorem. In a second step we extend our arguments to all
relative minimizers in M¯Λ,η,σ.
1. Local minimizers of finite geometric genus. Let us describe the general construction
of local flows on the space
⋃
g∈N
M¯g,Λ,η,σ. Due to Proposition 3.7 the complex moduli space
Mg,Λ of algebraic curves with arithmetic genus equal to g is a (g + 1)–dimensional complex
manifold. Moreover, at each element Y of this manifold the tangent space is isomorphic to the
space of regular forms of the algebraic curve Y˜, which is obtained from Y by identifying the
two marked points ∞− and ∞+ to an ordinary double point. The Generalized Weierstraß
curves 4.4 are elements of the moduli space M¯g,Λ,η,σ, and may be characterized as those
elements of the complex moduli space, which are invariant under the involutions η : k 7→ −k¯
and σ : k 7→ −k, and on whose normalizations the first involution does not have fixed points.
Due to Lemma 2.15 these involutions induce involutions on the moduli space Mg,Λ, and
those complex Fermi curves, which are invariant under the former involutions, are the fixed
points of the latter involutions. For all complex Fermi curves in M¯g,Λ,η,σ we may find some
open neighbourhood of the corresponding element of Mg,Λ, which is invariant under these
involutions of the complex moduli space. Due to the proof of Proposition 3.7 the regular forms
of Y˜ form a holomorphic vector bundle on the complex moduli space, which is isomorphic to
the tangent bundle. Hence any regular form ω fulfilling the equations η∗ω = ω¯ and σ∗ω = ω
on Y may be extended to a holomorphic vector field on some neighbourhood of Y in the
complex moduli space, which fulfills the corresponding extensions of these equations to this
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invariant neighbourhood. The flows corresponding to these vector fields leave invariant the
fixed point set of the two involutions on the moduli space. With this method we construct
local flows on the fixed point set of both involutions of the complex moduli space. In a second
step we investigate the fixed points of the involutions η on the corresponding invariant complex
Fermi curves. It may happen that in spite of η on Y having no fixed point, this is not true for
some neighbourhood of Y in the fixed point set of both involutions on the complex moduli
space. We will see that for some one–dimensional families Ft of complex Fermi curves being
invariant under η, this involution has fixed points on the normalizations of Ft for t < 0 and
no fixed points for t ≥ 0. In these situations we call those regular forms fulfilling η∗ω = ω¯
and σ∗ω = ω admissible, whose flows corresponding to positive times do not leave the subset
of complex Fermi curves with no fixed points of η on the corresponding normalizations. The
set of these admissible regular forms considered as elements of the tangent space of the
moduli space (Proposition 3.7 and Theorem 3.57) is called real tangent semi cone along the
subvariety of Generalized Weierstraß curves 4.4 [Wh, Chapter 7 Section 2 and Theorem 3C].
Let us apply these considerations to those singularities of Y, which are different from
the singularity described in the Weak Singularity condition 4.2. The former singularities
may be removed without leaving the subset of Generalized Weierstraß curves 4.4. We shall
distinguish between the following cases:
Ordinary double points of the form (y, η(y)). Without loss of generality we may as-
sume that both components of k are zero at these two points, and that the differential
dpˆ does not vanish at these double points. The Taylor series of the function pˇ(pˆ) at
these two points has to look like pˇ = a1pˆ+ a2pˆ
2+ . . . and pˇ = a¯1pˆ− a¯2pˆ2+ . . . , respec-
tively. Therefore, the complex Fermi curve is locally given by the equation R(pˆ, pˇ) = 0.
More precisely, R(pˆ, pˇ) =
(pˇ)2 − pˇ ((a1 + a¯1)pˆ+ (a2 − a¯2)pˆ2 + . . . )+ a1a¯1pˆ2 + (a2a¯1 − a1a¯2)pˆ3 + . . . = 0.
Let us assume in addition that the imaginary part of a1 does not vanish. Otherwise
the function dpˇ/dpˆ takes the same values at both elements of the double point, and we
have some higher oder singularity. The form
ω =
1 +O(pˆ) +O(pˇ)
∂R(pˆ, pˇ)/∂pˇ
dpˆ
is regular and the deformation of any extension of this regular form to a holomorphic
vector field of the moduli space is locally given by the equation
R(pˆ, pˇ) + t(1 +O(pˆ) +O(pˇ)) +O(t2) = 0.
The vector field may be chosen to be invariant under the involutions σ and ρ. In this
case the whole family corresponding to real t is invariant under these involutions. Fixed
points of η correspond in our coordinates to elements, whose coordinates pˆ and pˇ are
imaginary. In general the real part of k has to take values in Λ∗/2 at these double
points of the form (y, η(y)). For simplicity we assumed that k vanishes at the double
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point. Now it is easy to see that the involution η does not have fixed points on the part
of the family corresponding to t ≤ 0. We conclude that any admissible form may have
poles of first–order at ordinary double points of the form (y, η(y)), but the residue has
to be purely imaginary and the sign of the imaginary part has to be the same as the
sign of the imaginary part of dpˇ/dpˆ at these points.
Higher oder singularities of the form (y, η(y). There are two possibilities: either the
function dpˇ/dpˆ takes the same value at these two points, or both differentials dpˆ and
dpˇ vanish at these two points. Let us first consider the case that for some choice of
generators of Λ the differential dpˆ does not vanish at both points of (y, η(y)). In this case
the first Taylor coefficient a1 introduced above is real. If we add to pˇ(pˆ) some polynomial
of pˆ, which takes for imaginary–valued pˆ imaginary values, we may achieve that the two
Taylor series are given by pˇ = alpˆ
l+al+1pˆ
l+1+ . . . and pˇ = −a¯l(−pˆ)l−al+1(−pˆ)l+1+ . . . ,
where l is the lowest index with al+(−1)la¯l 6= 0. Now it is easy to see that the singular
part of of an admissible regular form at this singularity has to fulfill some positivity
condition. The same is true in the other cases of higher singularities.
Singularities, which are disjoint from their image under η. In these cases any regu-
lar form ω fulfilling σ∗ω = ω and η∗ω = ω¯ is admissible.
If a Generalized Weierstraß curve 4.4 admits a local flow decreasing the first integral,
it cannot correspond to a relative minimizer of the Generalized Willmore functional 4.5.
Therefore, we shall try to characterize all those situations, where such flows do not exist.
The main task is to determine all vector fields, whose flows preserves the Weak singularity
condition 4.2. Again we use the local description of some one–sheeted coverings of the
complex Fermi curves by an equation R(pˆ, pˇ) = 0. In order to simplify notations, we will
always assume that the function k (and therefore also the components pˆ and pˇ) is zero at the
singularity described in the Weak singularity condition 4.2. Since the elements of the form
[κ/2] are fixed points of the two involutions η and σ, this simplification is compatible with
these two involutions. Moreover, in some situations it will be more convenient to choose the
second component pˇ to be a complex component pˇ = g(µˇ, k) of k, like at the end of Section 2.4.
For the construction of the complex manifold of deformations of complex Fermi curves in
Proposition 3.7 we covered Y by some open smooth set and small neighbourhoods of the
singularities. In order to apply this construction to deformations of complex Fermi curves
fulfilling the Weak singularity condition 4.2 we modify the representation of Y in a small
neighbourhood of this singularity. The function pˆ depends on the choice of the generators
of the lattice. Obviously there exists some choice, such that dpˆ has no zero at all multiple
points in the preimage of [κ/2] described in the Weak singularity condition 4.2. At each
cusp of this preimage, the differentials of almost all components of k have an zero of some
order d − 1 ∈ N. The differential of a specific complex linear combination of k1 and k2 has
a zero of higher–order m − 1. Moreover, the natural numbers d < m have to be co–prime,
because otherwise the preimage of the normalization of this point contains several elements.
Obviously we may also assume that for all cusps in the preimage of [κ/2] the differential dpˆ
has a zero of minimal–order, compared with all other components of k. This implies that the
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function pˇ/pˆ extends to a holomorphic function on some neighbourhood of the preimage of
[κ/2]. Now we describe Y in some small neighbourhood of this preimage, by some equation
of the form Rσ(pˆ
2, pˇ/pˆ) = 0. Again we may choose this function to be a polynomial with
respect to pˇ/pˆ, whose degree is equal to the local number of sheets of the covering map pˆ, and
whose highest coefficient is equal to 1. Due to this choice the other coefficients are unique
holomorphic functions depending on pˆ. If the small neighbourhoods are invariant under σ,
this equation depends only on pˆ2. In fact, in this case both functions pˇ/pˆ and pˆ2 are invariant
under σ, and this equation yields a local description of Yσ. If we consider pˇ as a function
of pˆ and the moduli (as we did in Proposition 3.7) the regular form ω describing a local
deformation is equal to
ω =
∂pˇ
∂t
dpˆ = 1/2
∂(pˇ/pˆ)
∂t
d(pˆ2) = − ∂Rσ(pˆ
2, pˇ/pˆ, t)/∂t
2∂Rσ(pˆ2, pˇ/pˆ, t)/∂(pˇ/pˆ)
d(pˆ2).
Since the regular forms ω of Y˜ fulfilling the equation σ∗ω = ω are the pullbacks of the
regular forms of the quotient Y˜σ of Y˜ modulo σ under the canonical map Y˜ → Y˜σ, we
conclude with the help of Lemma 2.20 that if the form ω is locally regular with respect to
the description of Y˜σ by the equation Rσ(pˆ
2, pˇ/pˆ) = 0, then it describes a deformation of
complex Fermi curves, on which the function pˇ/pˆ extends locally near the preimage of [κ/2]
to a holomorphic function. In particular, all these complex Fermi curves obey the Weak
singularity condition 4.2. Hence we may modify the construction of the complex manifold of
deformations in Proposition 3.7 and obtain a complex submanifold of deformations of complex
Fermi curves, which are invariant under the involution σ, and obey the Weak singularity
condition 4.2.
Therefore, due to the considerations above, all admissible regular forms of this modified
description of Y˜σ correspond to deformations of Generalized Weierstraß curves 4.4. As a
consequence of this modification of the description of Y˜σ, the complex Fermi curves have
to be described in some neighbourhood of [κ/2] as complete intersections in C2, which are
invariant under σ. Therefore, over Orbits of type 1 the involution η has fixed points on Y˜.
But over Orbits of type 2 and Orbits of type 3 we may choose Y in such a way that η does not
have fixed points. In particular, in the situations Multiple points O2/O2, Multiple points O3,
Cusps O2 and Cusps O3 all regular forms of this choice of Y˜σ correspond to deformations
of Generalized Weierstraß curves 4.4. If the corresponding Yσ is not disconnected (compare
with Remark 3.8), then there exists such deformations with decreasing Generalized Willmore
functional 4.5.
Before we consider the remaining situations let us explain the structure of these deforma-
tions. Since the pullbacks of all local holomorphic forms of the normalization of the quotient
modulo σ under the canonical two–sheeted covering from the normalization onto the nor-
malization of the quotient modulo σ have a zero at all fixed points of σ, the deformations
corresponding to such forms preserve fixed points of σ and therefore Orbits of type 2. An easy
calculation shows that in general these four situations are deformed into two (and sometimes
even more) Orbits of type 2. In fact, a double point of the form (y, σ(y)) should be considered
as the limit of two colliding branch points (which are fixed points of σ) of this two–sheeted
covering. At these singularities the functions pˆ and pˇ and their first derivatives take the
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same value. Therefore, the Local contributions to the arithmetic genus 4.3 this singularity
is at least equal to 2. The deformation into a double point containing two fixed points of σ
changes the geometric genus of the complex Fermi curve, but does not change the geometric
genus of the quotient modulo σ. Consequently, the local contribution of these double points
containing two fixed points of σ to the arithmetic genus is at least equal to 1.
In the remaining cases Multiple points O1/O1, Multiple points O1/O2 and Cusps O1 it
suffices to determine the subspace of admissible regular forms of this modified quotient Y˜σ
modulo σ. We observe that in these situations the normalization is connected. In fact, if
the normalization is disconnected, then the involution ρ interchanges both infinities ∞± and
therefore also both connected components. Therefore, in this case the real part is empty,
which contradicts the existence of an Orbit of type 1. In the following discussion of these
situations we shall derive sufficient conditions on the real regular forms of Y˜σ to be admissible.
We will see that if a regular form takes special values at the preimage of [κ/2] in the real
part of the normalization, then it is admissible.
More precisely, let us use the description of the complex Fermi curves by equations of
the form R(pˆ, pˇ) = 0. Here R may be chosen to be a polynomial with respect to pˇ. If its
degree is equal to the number of those sheets of the covering map pˆ, which contain one of
the elements of Y under consideration, and if the highest coefficient is equal to 1, then R is
unique. Consequently the other coefficients are holomorphic functions depending on pˆ. Due
to Lemma 2.20 the regular forms are locally of the form
f(pˆ, pˇ)
∂R(pˆ, pˇ)/∂pˇ
dpˆ.
Here again f may be chosen to be a polynomial with respect to pˇ, whose degree is smaller than
the degree of R. Due to the definition of the regular form corresponding to a deformation, −f
is equal to the derivative of R with respect to the deformation parameter of the corresponding
family. The Taylor coefficients of R define locally holomorphic functions on the moduli space
Mg,Λ constructed in Proposition 3.7. We will obtain some conditions on the derivatives of
these Taylor coefficients with respect to the moduli, which are equal to the corresponding
Taylor coefficients of f . Then we apply the following Lemma, which is a consequence of Se´rre
duality ([Fo, §18.2] and [Se, Chapter IV §3.10.]).
Lemma 4.10. Let Y˜σ be the quotient modulo σ corresponding to some F(Y,∞−,∞+, k) ∈
M¯g,Λ,η,σ, and let y1, . . . , yl be finitely many points of Y˜σ in the complement of the double point
(∞−,∞+). The values of all real regular forms of Y˜σ, whose residue at∞+ is equal to −
√−1
is the orthogonal complement of all meromorphic functions of Y˜σ, which are holomorphic on
Y˜σ \ {(∞−,∞+), y1, . . . , yl} and bounded on some small neighbourhood of (∞−,∞+) with
respect to the pairing given by the total residue. q.e.d.
In particular, if Y corresponds to a relative minimizer, then it must not contain an admis-
sible regular form, whose flow decreases the Generalized Willmore functional 4.5. Hence, due
to the lemma, it has a meromorphic function with poles contained in the preimage of [κ]/2]
described in the Weak Singularity condition 4.2 under the mapping k. In Proposition 3.5 and
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Theorem 5.9 we construct this function with the help of some special tools of the integrable
systems having Lax operators.
Corollary 4.11. The exterior derivative of a linear combination of Taylor coefficients of R
at a singularity corresponding to a regular form, which has poles at all points of the preimage
in the normalization of this singularity cannot vanish.
Proof. The only relation on the singular parts of meromorphic differentials on smooth Rie-
mann surfaces Y is that the sum of the residues vanishes. Due to Lemma 2.20 this relation
is even locally satisfied for all regular forms of Y, considered as meromorphic differentials on
the normalization of Y. Hence the exterior derivative of such a Taylor coefficient considered
as a holomorphic function on the moduli space cannot vanish. q.e.d.
This corollary implies that in the remaining situations Multiple points O1/O2, Multiple
points O1/O1 and Cusps O1 the preimage of [κ/2] contains no other Orbit of type 1. In
fact, otherwise we choose a one–sheeted covering Y of the complex Fermi curve with no
fixed points of η, and two points, which contain all Orbits of type 1. Now we may apply the
corollary to all coefficients of order less than 2 in the situation of Multiple points O1/O1/O2,
and to all coefficients of order less than 3 in the situations Multiple points O1/O1/O1, Cusps
O1/Multiple points O1 and Cusps O1/O1.
Let us now consider these situations.
Multiple points O1/O2. Due to our general consideration made above we have only to
consider the Orbit of type 1. The Taylor expansions of the function pˇ in terms of pˆ at
the two points of the Orbit of type 1 has to be of the form pˇ = a1pˆ+ a2pˆ
2 + a3pˆ
3 + . . .
and pˇ = a1pˆ − a2pˆ2 + a3pˆ3 − . . . , respectively. Let 2m be the smallest even index,
whose coefficient a2m does not vanish. After adding to the function pˇ(pˆ) some odd
function with respect to pˆ, we may achieve that all coefficient with odd index vanish.
We conclude that the quotient modulo σ may be described locally by some equation of
the form (pˇ/pˆ)2 = a22m(pˆ
2)2m−1 + 2a2ma2m+2(pˆ2)2m + . . . . If we choose a regular form
ω, which is locally given by
ω = (2pˇ/pˆ)−1(1 +O(pˆ2))dpˆ2 = ±a−12m(pˆ2)1−m(1 +O(pˆ2))dpˆ,
and extend this form to some holomorphic section of the tangent bundle of the moduli
space on some neighbourhood of Y, then the corresponding family of complex Fermi
curves may be described by the equation
(pˇ/pˆ)2 = a22m(pˆ
2)2m−1 + 2a2ma2m+2(pˆ2)2m + . . .+ t(1 +O(pˆ2)) +O(t2).
This shows that for small non–zero t these complex Fermi curves have double points of
the form (y, y′), where both points are fixed points of σ. The corresponding form has
a pole of order m− 1 on the normalization of Yσ over the Orbit of type 1.
If we include the involution η into our considerations, we see that on the normalizations
of the corresponding complex Fermi curves the involution η may have fixed points. More
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precisely, all the coefficients a1, a2, . . . are real, if the corresponding multiple points
belong to the real part. Then the last formula shows that at least for small t on the
part of the deformation family corresponding to t < 0 the involution η does not have
fixed points. The corresponding form on the normalization of the quotient modulo σ
has a pole of order l− 1. With the help of Lemma 4.10 we conclude that for a relative
minimizer m is equal to 1, and the complex Fermi curve is real–σ–hyperelliptic.
Cusps O1. We consider first a double point of the form (y, σ(y)) containing two cusps
identified to one higher order singularity (the Local contributions to the arithmetic
genus 4.3 of these singularities is at least equal to 8). In this case for almost all lattice
vectors γ the function g(γ, k) has a zero of order d, and for some element µ ∈ C2
the function g(µ, k) has a zero of order m > d. These two numbers has to be co–
prime. Otherwise the normalization would contain several points over these cusps.
Moreover, due to Corollary 4.11 for a relative minimizer d has to be equal to 2. In
fact, otherwise we choose a one–sheeted covering Y, on which η does not have fixed
points. An application of this corollary to all coefficients of R(pˆ, pˇ) of order less than
3 yields a deformation with decreasing first integral. In order to simplify notation we
may assume that pˆ has a zero of order 2 and pˇ has a zero of order m at the points
(y, σ(y)) of the normalization. This implies that the normalization is locally nearby
both points of (y, σ(y)) a two–sheeted covering with respect to pˆ. They obey locally
some equation pˇ2 = a1pˆ
m+ higher–order terms, and pˇ2 = −a1pˆm+ higher–order terms,
respectively. This implies
Rσ(pˆ
2, pˇ/pˆ) = (pˇ/pˆ)4 − a21
(
pˆ2
)m−2
+ higher–order terms = 0.
If we choose a regular form ω, which is locally given by
ω =
1 +O(pˆ2) +O(pˇ/pˆ)
∂Rσ(pˆ2, pˇ/pˆ)/∂(pˇ/pˆ)
d(pˆ2),
the flow corresponding to an appropriate extension of this form to a holomorphic vector
field of the moduli space, will deform the equation above locally to an equation of the
form
Rσ(pˆ
2, pˇ/pˆ) + t(1 +O(pˆ2) +O(pˇ/pˆ)) +O(t2) = 0.
We conclude that the multiple point (y, σ(y)) is deformed into four fixed points of σ.
An easy calculation shows that this regular form ω may have a pole at the multiple
points of order 3(m− 3). This order is zero, if and only if m = 3.
If we include η into our considerations, then we see again that only on half of the defor-
mation family the involution η does not have fixed points. Therefore, Lemma 4.10 im-
plies again thatm is equal to 3 and that the complex Fermi curve is real-σ–hyperelliptic.
Multiple points O1/O1. If we choose Y˜σ in such a way that it contains two different
singular points over the two Orbits of type 1, we may apply the arguments used in
Multiple points O1/O2 concerning the Orbit of type 1. This implies that one of the
following cases occurs:
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Lowest order singularity. The m’s corresponding to both Orbits of type 1 are equal
to 1 and the quotient Yσ of Y modulo σ is hyperelliptic. Moreover, if f denotes
the real function on Yσ, which is invariant under the hyperelliptic involution, then
the values of the function d (dpˇ/dpˆ) /df at the two Orbits of type 1 have the same
sign.
Higher order singularity. One of the m’s is equal to 1 and Y is real–σ–hyperelliptic.
In order to complete the proof it suffices to show that the case of the Lowest singularity
satisfies the conditions of Minimizers with dividing real parts.
We claim that, if the function dpˇ/dpˆ takes the same values at both Orbits of type 1,
then Y cannot correspond to a local minimizer. In this case we choose Y˜σ to have
one singular point over both Orbits of type 1. The analogous calculation of Rσ(pˆ
2, pˇ/pˆ)
and the corresponding deformations of lowest–order show that in this case there exists
admissible regular forms of the modification of Y˜σ with prescribed singularity at the two
Orbits of type 1. Hence there exists deformations decreasing the Generalized Willmore
functional 4.5. We remark that in case of the Lowest singularity the Local contributions
to the arithmetic genus 4.3 is not smaller than 8. If dpˇ/dpˆ takes the same value at both
Orbits of type 1, then the Local contributions to the arithmetic genus 4.3 is not smaller
than 12. In Lemma 5.1 (ii) we will see that in this case the isospectral set contains only
Weierstraß potentials 1.3.
Now we show that in case of the Lowest singularity the hyperelliptic involution of Yσ
does not have real fixed points. Let us assume on the contrary that the hyperelliptic
involution of the quotient modulo σ has real fixed points. This implies that on all
connected components of the real part of the quotient modulo σ, the form df has
exactly two zeroes, and furthermore f maps each connected component of the real part
onto some real interval and besides the two endpoints of the interval (which have to
be fixed points of the hyperelliptic involution and therefore zeroes of df) the preimage
of each element of this interval contains exactly two points, at which the form df has
different signs (with respect to any orientation of the real part). This implies that one
real cycle of the quotient modulo σ contains the two points corresponding to the two
Orbits of type 1, and that the form d(dpˇ/dpˆ) has different signs at these two points (with
respect to any orientation of this real cycle). The preimage of this real cycle under the
natural map from the complex Fermi curve onto the quotient modulo σ consists of
either one or two real cycles.
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Let us now consider the images of these real cycles under
the map k. These images are one or two closed curves
in R2/Λ∗, which are invariant under the involution k 7→
−k. Moreover, if we identify each pair of points, which
are interchanged by this involution, then we obtain one
connected component. Finally, nearby the four points
corresponding to the two Orbits of type 1 the images has
to look like four paths, which all intersect in one point in
two different tangent lines. More precisely, to each path
there exists another path, which touches the path in
this point. In the neighbouring figure we indicate theses
images nearby the two Orbits of type 1 and denote the
open ends in the anti–clockwise–order by A, B, C, D,
E, F , G and H .
A
BC
D
E
F G
H
We conclude that there are exactly four possibilities to connect the open ends. We
denote these possibilities by combining those capitals into common brackets, which
correspond to connected open ends. In fact, an open end of any path has to be connected
to an open end of another path, which does not have the same tangent. Also, due to
the condition that d(dpˇ/dpˆ) has different signs at the two Orbits of type 1, each open
end has to be connected with some other open end, which in our schematic picture may
be obtained from the first open end by some rotation through ±90 degrees. Therefore,
we have the following possibilities:
1. (A,C), (E,G), (B,D), (F,H)
2. (A,C), (E,G), (B,H), (F,D)
3. (A,G), (E,C), (B,D), (F,H)
4. (A,G), (E,C), (B,H), (F,D)
We should remark that the integral of the form dk along a way connecting these open
ends does not have to vanish, but due to the invariance under the involution k 7→
−k, the integral has to be minus the integral of the corresponding image under this
involution. Let 0 denote the image of the two Orbits of type 1 under the map k. We
conclude that in the first two cases the sequence of open ends denoted by . . .− 0−A−
C − 0− E −G− 0− . . . and in the third and in the fourth case the sequence of open
ends denoted by . . .− 0−A−G− 0−E −C − 0− . . . describes a closed curve in R2,
which is defined up to translation by some element of Λ∗. On the other hand, in the
first and the third case the sequence of open ends denoted by . . .−0−B−D−0−F −
H−0− . . . and in the seconds and in the fourth case the sequence of open ends denoted
by . . .− 0 − B − H − 0 − F −D − 0 − . . . also describes a closed curve in R2, which
again is defined up to translation by some element of Λ∗. Moreover, since at all real
double points the function f has to take the same value, these two closed curves may
have selfintersections, but they must not intersect each other and the corresponding
shifted curves outside of the points corresponding to the two Orbits of type 1. In fact, if
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these points are identified with some other point of the corresponding curves, then the
preimage of the corresponding element [κ/2] under the normalization map contains at
least three Orbits of type 1. However, this case was excluded in the above considerations.
If we chose any orientation of these cycles, they represent some chains of the singular
homology of R2. Since the first homology groups of R2 are trivial, the intersection
numbers of these two cycles have to be zero ([S-T, §73] and [Do, Chapter VII §4]). An
easy calculation of the local contributions to the intersection numbers of the two cycles
shows, that those, which are not zero, have the same sign (depending on the choice of
the orientation). Moreover, for some shifted representatives a local contribution is not
zero. Hence these cycles has to intersect in some other points, which is a contradiction.
Therefore, the hyperelliptic involution of the quotient modulo σ does not have real
fixed points, and the real part divides the quotient into two connected components.
Moreover, the real part of the quotient modulo σ has one connected component, if the
geometric genus is even, and two connected components, if the geometric genus is odd.
Finally, the real part of the complex Fermi curve divides the normalization into two
connected components.
2. Relative minimizers of infinite geometric genus. If F(V,W ) is a complex Fermi
curve of potentials V,W ∈ L2(R2/Λ), which is invariant under η without fixed points, then
due to Corollary 3.59 all forms of the form ΩV,W (δV, δW ), whose complex conjugate are equal
to the pullback under η, correspond to infinitesimal deformations of complex Fermi curves
in M¯Λ,η. More precisely, the arguments of the proof of Theorem 3.57 extend to all complex
Fermi curves, which are
(i) invariant under η without fixed points,
(ii) and have a finite value of the first integral.
Consequently, the correspondence between regular one–forms and one–dimensional families
of deformations of complex Fermi curves obeying the Weak Singularity condition 4.2 extends
from
⋃
g∈N
M¯g,Λ,η,σ to
⋃
W>0
M¯Λ,η,σ,W. Therefore, Proposition 3.5 shows that the same conclusion
holds in the general case (compare with Remark 3.51). In particular, all relative minimizers
of the Generalized Willmore functional 4.5, whose Willmore functional is smaller than W,
belong to M¯gmax,Λ,η,σ,W, with the corresponding integer gmax introduced in Corollary 3.54.
q.e.d.
At the end of this section we want to determine all possible real double points of a relative
minimizer. In the situations Multiple points O1/O2, Cusps O1 and a Higher singularity of
Multiple points O1/O1 the function f on Yσ of degree one has to take the same values at
the double points. Therefore, they are double points of the form (y, σ(y)).
In the situation of two Lowest singularities of Multiple points O1/O1 we know that in
the notation introduced above we have the following possibilities to connect the open ends
nearby the two Orbits of type 1 :
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1. (A,B), (E, F ), (C,D), (G,H)
2. (A,B), (E, F ), (C,H), (G,D)
3. (A, F ), (E,B), (C,D), (G,H)
4. (A, F ), (E,B), (C,H), (G,D)
5. (A,D), (E,H), (B,C), (F,G)
6. (A,D), (E,H), (B,G), (F,C)
7. (A,H), (E,D), (B,C), (F,G)
8. (A,H), (E,D), (B,G), (F,C)
A
BC
D
E
F G
H
Again we use the cycles corresponding to the first two pairs and the last two pairs (for
example in the first case the cycles denoted by . . .− 0 − A − B − 0 − E − F − 0 − . . . and
. . .− 0−C −D− 0−G−H − 0 . . . ). Again they correspond to closed cycles in R2 and their
intersection numbers has to vanish. A direct calculation shows that the local contribution to
the intersection numbers at the two Orbits of type 2 cancels. Therefore, the number of points
with non–zero contribution to these intersection numbers has to be even. Furthermore, due
to the invariance under σ, these points have to occur in pairs with equal contribution to
the intersection numbers. Finally, due to Lemma 4.10, the function f has to take the same
value at any two points of the normalization, which belong to one singularity. Hence the
pairs of such double points with non–zero contribution to the intersection number occur in
different pairs, where f takes different values, or four double points, where f takes only one
value. Now we claim that the first case is impossible. In fact, if we choose two of these
pairs with opposite local contribution to the intersection number, we may use these double
points in order to connect the cycles nearby the two Orbits of type 1 in such a way, that the
differential df has different sign at the two Orbits of type 1 with respect to any orientation
of these cycles. The considerations concerning this case in the proof of Theorem 4.9 implies
that then we have a double point containing two real points of the normalization, where f
takes different values. This contradicts Lemma 4.10. In the second case we have again two
Orbits of type 1 over some other element of Λ∗/2Λ∗. In this case the same considerations
apply to this singularity.
We conclude that we may deform all these Orbits of type 1 by some arbitrary small
deformation increasing the first integral into Orbits of type 2. After this deformation the
real part will not have any double point. We claim that the function k1 +
√−1k2 maps the
connected component Y+ of the complement of the real part in the normalization, which
contains ∞+, onto the relative complement in a finite–sheeted covering of the torus C/Λ∗
C
of
finitely many disjoint sets of this torus. Here Λ∗
C
= {κ1 +
√−1κ2 ∈ C | κ ∈ Λ∗} denotes the
complex version of the dual lattice. We shall prove the analogous stronger statement for the
corresponding quotients modulo the involution σ. The Weierstraß function ℘ corresponding
to the complex torus C/Λ∗
C
(see e.g. [Bat, 13.12]) represents this complex torus as a two–
sheeted covering over P1, whose hyperelliptic involution is induced by the involution σ : k 7→
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−k. The four elements of Λ∗/2Λ∗ are the four fixed points of this involution. Consequently
the composition of the function k1+
√−1k2 with ℘ yields a function on the quotient Y+σ of Y+
modulo the involution σ. Nearby the two Orbits of type 2 (the deformed Orbits of type 1 )
this function maps Y+σ onto the complement of finitely many (either one or two) disjoint
regions of P1. Since the real part has no double points, and therefore does not intersect itself,
the same is true for the whole of Y+σ . Consequently we obtain
Corollary 4.12. All relative minima may be deformed by some arbitrary small deformation
increasing the first integral into a Generalized Weierstraß curve 4.4 obeying the following
conditions:
(i) The real part divides the normalization into two connected components Y−normal and Y
+
normal
containing ∞− and ∞+, respectively.
(ii) The function k1 +
√−1k2 maps Y+normal into the relative complement in a finite–sheeted
covering of C/Λ∗
C
of finitely many disjoint closed subsets of this complex torus.
(iii) All multiple points, which connect the two components Y+normal and Y
−
normal are of the
form (y, η(y)), where the imaginary part of the function dpˇ/dpˆ has the same sign as at
the corresponding points ∞±, respectively.
(iv) For some [κ/2] ∈ Λ∗/2Λ∗ the normalization of the complex Fermi curve contains either
two Orbits of type 2 or one Orbit of type 3 over this element. q.e.d.
Corollary 3.54 suggests, that for large g all relative minimizers in M¯g,Λ,η,W fulfill the
conditions of Theorem 4.9. A proof of such a statement could make it possible to prove
the Willmore conjecture without making use of the results of Sections 3.4–3.5. At an earlier
state of this project, we thought to have a proof of such a statement. However, we overlooked
the possibility of real cusps (compare with Proposition 3.9 and Remark 4.22). We did not
succeed to overcome this problem. Afterwards we succeed to prove the compactness of the
moduli spaces without any bound on the geometric genus of the complex Fermi curves.
4.3 Absolute minimizers of the Generalized Willmore functional
In Section 4.2 we obtained a classification of relative minimizers of the Generalized Willmore
functional 4.5. In this section we will determine all relative minimizers of the Generalized
Willmore functional 4.5, whose first integral is not larger than 8π. The Weak Singularity
condition 4.2 is, roughly speaking, a condition on four points of the complex Fermi curve.
As a preparation we shall first determine the minimum of the restriction of the first integral
to the space of all complex Fermi curves, which contain a fixed element k′ ∈ R2.
Lemma 4.13. For all elements [k′] ∈ R2/Λ∗ there exists a unique absolute minimizer of the
restriction of the first integral to the space of all complex Fermi curves in
⋃
W>0
M¯Λ,η,σ,W,
which contains [k′]. These minimizers fit together to a continuous map
Fmin : R2/Λ∗ → M¯3,Λ,η,σ,4pi, [k] 7→ Fmin([k])
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into the set of real–σ–hyperelliptic complex Fermi curves in M¯3,Λ,η,σ,4pi. The restriction of the
first integral to the image of this mapping yields a homeomorphism onto [0, 4π]. Therefore,
we may parameterize this family as well by W:
Fmin : [0, 4π]→ M¯3,Λ,η,σ,4pi,W 7→ Fmin(W).
Proof. The space of all F ∈ M¯Λ,η,σ, which contain an element [k′] ∈ R2/Λ∗ is a subvari-
ety, which is locally given by the zero set of at most two analytic functions. Due to the
compactness this subvariety contains a minimizer of the first integral.
The preimage of [k′] (and [−k′]) in the normalization of F contains either fixed points of
ρ (i. e. real points) or pairs, which are interchanged by ρ. If in the latter case the Structure
sheaf 2.24 contains functions, which take different values at a pair, then a Ba¨cklund trans-
formation with the corresponding values of the eigenfunctions ψ transforms the potential
into a potential, whose Structure sheaf 2.24 contains only functions taking the same value
at these pairs. We remark that the formulas of Lemma 2.29 also apply to Finite rank per-
turbations 3.22. Nearby this transformed potential the subvariety described in the lemma is
the zero set of one analytic function. If the preimage of [k′] contains real points, then the
subvariety described in the Lemma is the zero set of one analytic function. Therefore, we
may assume that nearby the minimizer the subvariety described in the lemma is equal to the
zero set of one analytic function.
Then Proposition 3.5 shows that that if F ∈MΛ,η,σ is a relative minimum of the restric-
tion of the first integral to this subvariety, then this complex Fermi curve is σ–hyperelliptic
(i. e. the quotient modulo the involution σ is isomorphic to P1 with two points removed). We
remark that these arguments lead to the same conclusion, if the derivative of that single an-
alytic function vanishes, whose zero set is the subvariety described in the Lemma. Moreover,
in case that the preimage of [k′] in the normalization contains pairs, which are interchanged
by ρ, then the corresponding function constructed in Proposition 3.5 would have no poles,
and the corresponding complex Fermi curve has a disconnected normalization. (We shall see
that this is the case for [k′] = 0 and those [k′], which are the unique real elements of the
unique complex Fermi curves with disconnected normalization, whose first integral is equal
to 4π). If the preimage of [k′] in the normalization contains a fixed point of ρ, then the
complex Fermi curve is real σ–hyperelliptic. To sum up, the minima in MΛ,η,σ have dividing
real parts.
These conclusions are also true for minima in
⋃
W>0
M¯Λ,η,σ,W. In fact the construction
of (δVf , δWf) in Lemma 3.2 extends to the corresponding variations on the complement
of the union SD,ε of the union of arbitrary small balls around the singular set described
in Theorem 3.48 (compare with Remark 3.51). Since the union over ε of all subspaces of
L2(R2/Λ)× L2(R2/Λ) of elements, which vanish on SD,ε is dense, the arguments given above
extends to all minima of the first integral restricted to the subvariety described in the Lemma.
Therefore, due to Corollary 3.54, these minima have finite genus.
We shall see in Lemma 4.16 that the first integral of any complex Fermi curve with
disconnected normalization is a multiple of 4π. The unique complex Fermi curve, whose
first integral vanishes (i. e. the free complex Fermi curve introduced in Section 2.2) contains
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only the real element [k′] = 0. Obviously, the corresponding complex Fermi curves depend
continuously on [k′]. Therefore, for small non–zero k′ these real–σ–hyperelliptic minimizers
have genus zero. These complex Fermi curves are given by the equation g(k, k) = g(k′, k′).
More precisely, if g(k′, k′) is smaller than 1/4 times the square of the length of the shortest
non–zero dual lattice vector, this complex Fermi curve is the minimizer and all double points
of this complex Fermi curve are of the form (y, η(y)). If g(k′, k′) is equal to 1/4 times the
square of the length of the shortest non–zero dual lattice element, then the complex Fermi
curve contains Orbits of type 1 over a finite number of elements of Λ∗/2Λ∗. If the length of
k′ becomes larger, the complex Fermi curve will be deformed into a complex Fermi curve,
with as much Orbits of type 2, as the former complex Fermi curve has Orbits of type 1. We
will see that in general there is only one Orbit of type 2. In this case the real part has two
connected components, and the integral of dk over any component is non–zero. The map
k1 +
√−1k2 maps the closure of Y+ onto some part of the elliptic curve C/Λ∗C. Moreover,
this map has no branch point, and therefore may be considered as a subset of this elliptic
curve. Obviously, the image of the closure of Y+ in the elliptic curve covers all points [k1],
whose complex Fermi curve Fmin(k1) belongs to the family of the deformation of Fmin(k′)
into Fmin(0). If we move k′ into the complement of the image of the closure of Y+ under
the map k1 +
√−1k2, then this subset will become larger until the boundaries meet each
other. In this case the corresponding complex Fermi curve has again some Orbits of type 1
over some elements of Λ∗/2Λ∗. In fact, since it is defined as a relative minimizer, all double
points of the whole family have to be either of the form (y, η(y)) or the function introduced
in Proposition 3.5 has to take the same values at these points, which implies that they are
of the form (y, σ(y)). Since both points are invariant under ρ they fit together to an Orbit
of type 1 over some element of Λ∗/2Λ∗. If we enlarge the length of g(k′, k′) further, these
Orbits of type 1 will again be deformed into Orbits of type 2. The maps of the closures of
the corresponding Y+ will still define some one–sheeted covering of the corresponding elliptic
curve. But the boundary will look like one or two circle, which are homologous to zero. If
we move k′ inside the part, which corresponds to the complement of the image of Y+ under
the map k1+
√−1k2 in the elliptic curve, the first integral will be enlarged and any Orbit of
type 1 of the boundary will be deformed into an Orbit of type 2. Finally, the whole elliptic
curve is covered, and the first integral is equal to 4π. This shows that for all k′ the first
integral is not larger than 4π. Moreover, by construction this family is periodic with respect
to the dual lattice and therefore defines some continuous map from R2/Λ∗ into the set of σ–
hyperelliptic complex Fermi curves, which contains the preimage of this map. We conclude
that for all W ∈ [0, 4π] there exists one real–σ–hyperelliptic complex Fermi curve, all whose
double points are of the form (y, η(y)). Obviously Fmin(k1) coincide with Fmin(k2), if and
only if k2 belongs to the real part of Fmin(k1) which is equivalent that k1 belongs to the real
part of Fmin(k2).
We now claim that this family contains all real–σ–hyperelliptic complex Fermi curves,
whose first integral is not larger than 4π, and which are relative minimizers of the restrictions
of the first integral to the complex Fermi curves containing any element of the real part of
the given complex Fermi curve. In fact, all these elements have to be real–σ–hyperelliptic,
and they can have only double points of the form (y, η(y)). Moreover, we may deform any
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such complex Fermi curve within this class into the unique complex Fermi curve, whose
first integral is zero. Hence this family has to meet the other family at some point. But
the space of real–σ–hyperelliptic complex Fermi curves is locally a one–dimensional space
with some multiple points, where it has Orbits of type 1. Any such Orbit of type 1 may be
either deformed into double points of the form (y, η(y)) not belonging to the real part, or by
changing the first integral in the other direction either into Orbits of type 2 or into real double
points not of the form (y, η(y)). In particular, the space of real–σ–hyperelliptic complex Fermi
curves, all whose double points are of the form (y, η(y), is locally a one–dimensional manifold.
Also the first integral defines an injective function to R+. This proves the claim.
We conclude that this family contains all real–σ–hyperelliptic complex Fermi curves, whose
first integral is smaller than 4π, and which contain only double points of the form (y, η(y)).
q.e.d.
In particular, if the absolute minimizers of the restriction of the first integral to the space
of all complex Fermi curves, which contain an element of Λ∗/2Λ∗, are of the following form:
Corollary 4.14. For all elements [κ/2] ∈ Λ∗/2Λ∗ there exists a unique complex Fermi curve
Fmin(κ/2), which minimizes the restriction of the first integral to the space of all complex
Fermi curves, which contain the element [κ/2] (Fmin(0) is the unique complex Fermi curve
with vanishing first integral). All these minimizers are σ–hyperelliptic and the geometric
genus is at most equal to two. More precisely, the genus is equal to the number of Orbits
of type 2, which are contained in the normalization of Y. Each Orbit of type 2 is mapped
onto one non–zero element of Λ∗/2Λ∗, and over all non–zero elements of Λ∗/2Λ∗ there exists
at most one Orbit of type 2. Finally, the first integral of Fmin(κ/2) is larger or equal to the
first integral of Fmin(κ′/2), if and only if [κ′/2] is contained in Fmin(κ/2). q.e.d.
Remark 4.15. In the proof of Lemma 4.13 we have actually shown, that the first integral
of Fmin(κ/2) is larger than the first integral of Fmin(κ′/2), if and only if Fmin(κ/2) contains
an Orbit of type 2 over [κ′/2]. Moreover, the first integrals are equal, if and only if both
complex Fermi curves coincide and contain Orbits of type 1 over both elements.
The proof of Lemma 4.13 shows that there is either one element in Λ∗/2Λ∗ or two different
elements of (R2 \ Λ∗/2) /Λ∗, whose corresponding minimum of the first integral is equal to
4π. Moreover, the proof of this lemma shows that the real part of this complex Fermi curve
is empty. In fact, these points are the limits of the real parts of the family of zero energy
limits with lower values of the first integral as described in this Lemma. Since the real part of
any real–σ–hyperelliptic complex Fermi curve divides the normalization into two connected
components, we conclude that this complex Fermi curve has disconnected normalization. Let
us consider these complex Fermi curves with disconnected normalization in some more detail.
Due to Theorem 2.12 they have finite geometric genus.
Lemma 4.16. If F ∈ ⋃
g∈N
M¯g,Λ,η has a disconnected normalization, then the component
F¯+normal of the normalization of F¯ , which contains ∞+, is a finite–sheeted covering of the
unique complex torus, which is conformally equivalent to R2/Λ. Moreover, the first integral
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of F is 4π times the number of sheets of this covering. Furthermore, for all conformal classes
there exists a real two–dimensional family of such complex Fermi curves with disconnected
normalization in
⋃
g∈N
M¯g,Λ,η,4pi, and only one such complex Fermi curve in
⋃
g∈N
M¯g,Λ,η,σ,4pi.
Proof. If F ∈ ⋃
g∈N
M¯g,Λ,η has disconnected normalization, then the functions k1 ±
√−1k2
extend to holomorphic multi–valued functions on the connected component Y±normal of the
normalization of Y, which contain ∞±, respectively. More precisely, they define holomor-
phic functions into the complex torus C/Λ∗
C
. Due to the Open Mapping Theorem [Co-I,
Chapter IV §7. 7.5] these mappings are either constant or open. Due to Lemma 3.16 in the
first case the complex Fermi curve is the unique complex Fermi curve, whose first integral
vanishes. Due to the compactness of Y±normal in the second case these mappings are finitely–
sheeted coverings. Moreover, due to Lemma 3.16, the first integral is equal to 4π times the
number of sheets of these coverings. With the help of the formula of Lemma 3.12 it can be
shown that in these cases the first integral is equal to 4π times the intersection number of
those cycles in H1(Y
+
normal,Z), whose intersection numbers with any cycle in H1(Y
+
normal,Z)
is equal to the integral of dpˆ and dpˇ over the cycle, respectively. Due to Poincare´ duality this
intersection number is again equal to the number of sheets of these coverings.
If the first integral is equal to 4π, the normalization F¯+normal has to be biholomorphic to
the complex torus C/Λ∗
C
with one marked point 0 corresponding to ∞±. Furthermore, the
one–forms dpˆ and dpˇ on the complex torus are uniquely determined by their singular part at
∞+ (compare with condition Quasi–momenta (i) in Section 2.5) and the condition that for
all κ ∈ Λ∗ the integral along the corresponding cycle of C/Λ∗
C
is equal to g(γˆ, κ) and g(γˇ, κ),
respectively. We conclude that the function k on F¯±normal are determined up to some additive
constants k+ and k−. Since on F¯±normal the function k1 ±
√−1k2 maps ∞± onto 0, and the
involution k 7→ −k¯ interchanges F¯±normal, there exists only a real two–dimensional family of
such complex Fermi curves (compare with Proposition 3.7 and Remark 3.8). The invariance
under the involution k 7→ −k determines the function k uniquely up to shifts by dual lattice
elements. q.e.d.
We shall construct the unique complex Fermi curve in M¯3,η,σ,4pi with disconnected normal-
ization explicitly. Obviously it is enough to determine the meromorphic multi–valued func-
tions pˆ and pˇ on the component F¯+normal. In the foregoing lemma we have shown that this Rie-
mann surface is biholomorphic to the elliptic curve C/Λ∗
C
. We realize this elliptic curve as the
quotient C/ (2ωZ+ 2ω′Z), where 2ω = κˆ1+
√−1κˆ2 and 2ω′ = κˇ1+
√−1κˇ2. After some trans-
lation we may identify the point ∞+ with the point z = 0. Therefore, the involution σ is in-
duced by the map z 7→ −z. The functions pˆ and pˇ satisfy pˆ(z+2ω) = pˆ(z)+1, pˆ(z+2ω′) = pˆ(z)
and pˇ(z+2ω) = pˇ(z), pˇ(z+2ω′) = pˇ(z)+1. Since pˆ and pˇ have poles of first–order at z = 0 this
uniquely determines these functions, and they may be expressed in terms of the Weierstraß
functions (see e.g. [Bat, 13.12]):
pˆ(z) =
√−1ω
′ζ(z)− η′z
π
pˇ(z) = −√−1ωζ(z)− ηz
π
.
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This implies that (pˆ, pˇ) is at ω equal to (−1/2, 0), at ω′ equal to (0,−1/2) and at ω+ω′ equal
to (−1/2,−1/2). Together with 0 these are all fixed points of σ, therefore the normalization
of this complex Fermi curve has over all non–zero elements of Λ∗/2Λ∗ exactly one Orbit
of type 2 and no other Orbit of type 2. This follows also from the proof of Lemma 4.13,
since the unique complex Fermi curve with disconnected normalization whose first integral is
equal to 4π, is the same complex Fermi curve as the unique element of the family described
in Lemma 4.13 whose first integral is equal to 4π. Moreover, since dpˇ−τdpˆ is equal to −dz/ω
the integral of the form dz from any element of Λ∗/2Λ∗ to any other element has to be an
element of ωZ+ω′Z. This shows that these Orbits of type 2 are all elements of Λ∗/2Λ∗ of this
complex Fermi curve. Therefore, there does not exists a Generalized Weierstraß curves 4.4
with disconnected normalization, whose first integral is smaller than 8π. However, we may
use this complex Fermi curve in order to construct Generalized Weierstraß curves 4.4 with
disconnected normalization, whose first integral is equal to 8π.
In Lemma 3.16 we cut the complex Fermi curves into two parts, on both of which the
function k is single–valued. Each part contains one of the two marked points ∞±, and the
condition that k1 ±
√−1k2 should vanish at ∞± uniquely determines the branch of k on
both parts. The differences between these functions along the cuts are elements of Λ∗. Also
it might happen, that these elements generate a sublattice. Let us denote this sublattice by
Λ∗effective ⊂ Λ∗ and the corresponding dual lattice by Λeffective ⊃ Λ. More precisely, we define
the effective period lattice Λeffective as the dual lattice of Λ
∗
effective:
Λeffective =
{
γ ∈ R2 | g(γ, κ) ∈ Z ∀κ ∈ Λ∗effective
}
.
If Λ∗effective is contained in a one–dimensional subspace of R
2, there exists a lattice vector
γ ∈ Λ, which is orthogonal to the whole lattice Λ∗effective. This implies that g(γ, k) extends to a
single–valued meromorphic function on the normalization of the complex Fermi curve, and the
corresponding flow acts trivially on all line bundles of the normalization of this complex Fermi
curves. In this case Λeffective is by definition no longer any lattice. However, the intersection
of this group with the one–dimensional subspace generated by Λ∗effective, is a one–dimensional
lattice. In the most degenerated case Λ∗effective is equal to {0}, and Λeffective is equal to R2.
This implies that both components of k extend to single–valued meromorphic functions on
the normalization of the complex Fermi curve, and both flows act trivially on the line bundles
of the normalization of the complex Fermi curve. In this case the geometric genus is zero
and the corresponding potentials of the form (U, U¯) have only one non–vanishing Fourier
coefficient (compare with the motivation of Theorem 3.57). In particular, the corresponding
real potentials are constant. More generally, if the normalization of a given complex Fermi
curve is connected, then due to Lemma 2.27, there exists a complex potential U , which is
invariant under translations of all elements of Λeffective, and whose complex Fermi curve is
equal to the given one.
Remark 4.17. The integral of dk over cycles defines a map from H1(Ynormal,Z) into Λ
∗. The
image of this map is contained in the sublattice Λ∗effective ⊂ Λ∗. But due to condition Quasi–
momenta (i) in Section 2.5 the image might be a proper sublattice of this sublattice. However,
in these cases the transformation of Lemma 2.11 transforms the complex Fermi curve into
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other isomorphic complex Fermi curve without changing the image of this map, and such
that this image coincides with the sublattice corresponding to the transformed complex Fermi
curves.
Now let us assume that F ∈ ⋃
W>0
M¯Λ,η,W is a complex Fermi curve, whose effective dual
lattice Λ∗effective is a proper sublattice of Λ
∗. Obviously, there exists a proper sublattice Λ˘∗
with the following properties:
Dual sublattice (i) The proper sublattice Λ˘∗ ⊂ Λ∗ contains Λ∗effective.
Dual sublattice (ii) The order of Λ∗/Λ˘∗ is finite.
The dual lattice denoted by Λ˘ contains Λ, and the order of Λ˘/Λ is the same as the order
of the quotient in Dual sublattice (ii). For all complex Fermi curves F˘ ∈ ⋃
g∈N
M¯g,Λ˘,η, the
finite union of the subvarieties F˘ ⊂ C2 shifted by representatives contained in all elements of
Λ∗/Λ˘∗ yields a complex Fermi curve F ∈ ⋃
g∈N
M¯g,Λ,η, whose effective dual lattice is contained
in Λ˘∗. Moreover, this relation provides a one–to–one correspondence between complex Fermi
curves with lattice Λ˘ and complex Fermi curves with lattice Λ, whose effective dual lattice
is contained in Λ˘∗. The quotient F˘/Λ˘∗ is a one–sheeted covering over the quotient F/Λ∗.
In particular, the normalizations of these quotients are isomorphic. The first integral of the
complex Fermi curve F with lattice Λ is
∣∣∣Λ˘/Λ∣∣∣ times the first integral of the complex Fermi
curve F˘ with lattice Λ˘.
Furthermore, if the complex Fermi curve with lattice Λ˘ is a Generalized Weierstraß
curve 4.4, then the complex Fermi curve with lattice Λ is also a Generalized Weierstraß
curve 4.4. However, there are some situations, where the complex Fermi curve with lattice Λ
is a Generalized Weierstraß curve 4.4, whereas the complex Fermi curve with lattice Λ˘ is not
a Generalized Weierstraß curve 4.4. Of special importance is the following situation: Let F
be a complex Fermi curve with lattice Λ˘, containing two different elements of Λ˘∗/2Λ˘∗, whose
difference is mapped under the canonical map
Λ˘∗/2Λ˘∗ → Λ∗/2Λ∗
onto zero. Then the complex Fermi curve with lattice Λ is a Generalized Weierstraß curve 4.4
in contrast to the complex Fermi curve with lattice Λ˘ not necessarily being a Generalized
Weierstraß curve 4.4. We will see that this is true for the minimizers of the Generalized
Willmore functional 4.5.
For any lattice Λ∗ there exist exactly three sublattices Λ˘∗, with the property that the
quotient lattice Λ∗/Λ˘∗ is isomorphic to Z2. In fact, all these lattices have to contain the
lattice 2Λ∗, and exactly one non–zero element of Λ∗/2Λ∗ is contained in the image of the
natural map Λ˘∗/2Λ˘∗ → Λ∗/2Λ∗. Hence we may parameterize these sublattices by the non–
zero elements of this group. For all non–zero [κ/2] ∈ Λ∗/2Λ∗ let Λ∗[κ/2] denote the unique
sublattice with the following properties:
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Λ∗[κ/2] (i) The group Λ
∗/Λ∗[κ/2] is isomorphic to Z2.
Λ∗[κ/2] (ii) The image of the natural map Λ
∗
[κ/2]/2Λ
∗
[κ/2] → Λ∗/2Λ∗ is equal to {0, [κ/2]}.
The above considerations have the following consequence: If F˘ is the unique complex Fermi
curve, with dual lattice Λ∗[κ/2] with disconnected normalization, and whose first integral is
equal to 4π, then the normalization of the corresponding complex Fermi curve F with dual
lattice Λ∗ has two Orbits of type 2 over the element [κ/2] and one Orbit of type 2 over the
zero element of Λ∗/2Λ∗. One can prove that these are all elements of the form Λ∗/2Λ∗. More-
over, the first integral is equal to 8π. In particular, we have three Generalized Weierstraß
curves 4.4, whose first integrals are equal to 8π. We will now show that these are all Gener-
alized Weierstraß curves 4.4 with disconnected normalization, whose first integrals are equal
to 8π.
Lemma 4.18. The set of Generalized Weierstraß curves 4.4 with disconnected normaliza-
tions, whose first integrals are equal to 8π, consists of exactly three elements. More precisely,
for each non–zero element [κ/2] ∈ Λ∗/2Λ∗ there exists exactly one such complex Fermi curve
fulfilling the Weak Singularity condition 4.2 with this element [κ/2] and no such complex
Fermi curve fulfilling the Weak Singularity condition 4.2 with the zero element of Λ∗/2Λ∗.
The effective dual lattice of these Generalized Weierstraß curves 4.4 is equal to Λ∗[κ/2].
Proof. Given a Generalized Weierstraß curve 4.4 F with disconnected normalization, whose
first integral is equal to 8π, let F¯±normal denote the components of the normalization, which
contain ∞±. Due to the properties of the restriction of the multi–valued function k to
F¯+normal, this compact Riemann surface is the spectral curve of an elliptic solution of the
Kadomtsev–Petviashvili Equation. More precisely, on this compact Riemann surface there
exists a Baker–Akhiezer function corresponding to these solutions, and the corresponding
elliptic curve is the unique elliptic curve, which is conformally equivalent to the flat torus
R2/Λ. In [Kr-2, Theorem 4.] these spectral curves are constructed as N–sheeted coverings of
the corresponding elliptic curves. Due to the general construction of the algebraic-geometric
solutions [Kr-1, D-K-N] the space, on which these solutions are defined, is mapped linearly
into the Jacobian variety of the corresponding spectral curve. Hence for elliptic solutions the
elliptic curve is mapped linearly into the corresponding Jacobian variety. The dual map [L-B,
Chapter 2 §4] is a map from the Jacobian variety onto the elliptic curve. The composition
of the canonical map from the spectral curve into the Jacobian variety with this map makes
the spectral curve of an elliptic solutions in a canonical way to a finite–sheeted covering of
the corresponding elliptic curve. In the present situation the function k1+
√−1k2 yields this
canonical covering (compare with Lemma 4.16). Due to Lemma 4.16 the first integrals of the
corresponding complex Fermi curves are equal to 4Nπ. Hence in the present situation N is
equal to 2. Due to [Kr-2, Lemma 2.] the genus of F¯+normal is therefore not larger than 2 (in
[Kr-2, Lemma 2.] the arithmetic genus of the spectral curve is shown to be equal to N).
Since the complex Fermi curve is assumed to obey theWeak Singularity condition 4.2, the
connected component F¯+normal has a singularity. Due to Proposition 3.7 there exist families
of deformations of these complex Fermi curves within the set of complex Fermi curves with
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disconnected normalization, whose first integral is equal to 8π, such that this singularity is
removed. The components of the normalizations of the these families, which contain ∞+,
correspond to these elliptic solutions of the Kadomtsev–Petviashvili Equation. We conclude
that the genus of F¯+normal is at most equal to 1. On the other hand, the first integral of the
unique complex Fermi curve, whose normalization has two connected components of genus
zero, is zero. Therefore, F¯+normal has genus one and due to the Riemann–Hurwitz formula
[Fo, 17.14] it is an unbranched two–sheeted covering of the unique elliptic curve, which is
conformally equivalent to R/Λ. This implies that the effective dual lattice has to be a proper
sublattice and that Λ∗/Λ∗effective is isomorphic to Z2. We conclude that the complex Fermi
curve is one of the three Generalized Weierstraß curves 4.4 constructed above. q.e.d.
With the help of Lemma 4.13 we may construct a whole family of Generalized Weierstraß
curves 4.4, whose first integrals are not larger than 8π. In this lemma we constructed a
family of complex Fermi curves parameterized by the corresponding values of the first integral
W ∈ [0, 4π]. For all non–zero elements [κ/2] ∈ Λ∗/2Λ∗ let
[0, 8π]→ M¯3,Λ,η,σ,8pi,W 7→ Fmin,[κ/2](W/2)
denote this family of complex Fermi curves with lattice Λ[κ/2] ⊂ Λ considered as a family of
complex Fermi curves with lattice Λ. Since the first integrals of these complex Fermi curves,
considered as a complex Fermi curve with lattice Λ, are twice the first integrals of these
complex Fermi curves, considered as complex Fermi curves with lattice Λ[κ/2], the parameter
W is equal to the first integral of the corresponding complex Fermi curves. From the proof
of Lemma 4.13 we conclude that there exists an unique W[κ/2], such that the complex Fermi
curve Fmin,[κ/2](W/2) considered as a complex Fermi curve with lattice Λ[κ/2] contains both
elements in the preimage of [κ/2] under the natural map Λ∗[κ/2]/2Λ
∗
[κ/2] → Λ∗/2Λ∗, if and only
if W ≥W[κ/2]. For all non–zero elements [κ/2] ∈ Λ∗/2Λ∗ this yields a family of complex Fermi
curves fulfilling the Weak Singularity condition 4.2 with the element [κ/2] parameterized by
the corresponding first integrals W ∈ [W[κ/2], 8π]. In the proof of Lemma 4.13 we described
the singularities of the family Fmin,[κ/2](W) with W ∈ [0, 4π], considered as a family of
complex Fermi curves with lattice Λ[κ/2]. But besides these singularities this family also
contains singularities, which are not singularities of the same family considered as a family
of complex Fermi curves with lattice Λ[κ/2]. More precisely, we have seen above that the
subvarieties in C2/Λ∗ of this family considered as a family of complex Fermi curves with
lattice Λ are one–sheeted coverings of the subvarieties in C2/Λ∗[κ/2] of this family considered
as a family of complex Fermi curves with lattice Λ[κ/2]. Those elements of the corresponding
complex Fermi curves with lattice Λ, where this map is not biholomorphic, are exactly the
singularities of these complex Fermi curves, which are not singularities of the corresponding
complex Fermi curves with lattice Λ[κ/2].
Lemma 4.19. For all W ∈ [W[κ/2], 8π] the complex Fermi curve Fmin,[κ/2](W/2) has besides
the singularity of the Weak Singularity condition 4.2 and the singularities of this complex
Fermi curve considered as a complex Fermi curve with lattice Λ[κ/2] only ordinary double
points of the form (y, η(y)), where the function dk2/dk1 has positive imaginary part at those
points of these double points, which belong to F¯+normal, and no other singularities.
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Proof. Let F(t) be a continuous family of complex Fermi curves parameterized by t ∈ (−ε, ε),
which for t < 0 has a continuous family of double points of the form (y(t), η(y(t)) with the
property that the imaginary part of dk2/dk1 at y(t) is positive. Moreover, let us assume in
addition that for t = 0 the imaginary part of this function at y(0) is zero, and that in some
neighbourhood of (y(0), η(y(0))) the Local contributions to the arithmetic genus 4.3 does not
depend on t. Then at least for small t < 0 there exists another continuous family of double
points (y′(t), η(y′(t)), with the property that the imaginary part of dk2/dk1 at y′(t) is negative,
and the limit t→ 0 of y(t) and y′(t) coincide. In fact, all elements y, at which the real part
of the function k takes some value in Λ∗/2Λ∗, belong to double points of the form (y, η(y)).
The two form dℜ(k1)∧ dℜ(k2) vanishes on the normalization, if the function dk2/dk1 is real.
Besides these zeroes all other zeroes of dℜ(k1) ∧ dℜ(k2) on the normalization are multiple
points. The former have real co–dimension one and the latter real co–dimension two. Hence
the image under the map ℜ(k) in R2 is locally a finite–sheeted covering. Furthermore, the
lines, where the function dk2/dk1 takes real values, are boundaries of these coverings, where
two different sheets with opposite orientation meet each other.
Now let us consider some continuous family F(t) of complex Fermi curves, whose real part
divides the normalization into two connected components. Moreover, the complex Fermi
curve F(0) should have the property, that all singularities are double points of the form
(y, η(y)), where dk2/dk1 has positive imaginary part at the point of (y, η(y)) contained in
the component of ∞+. Then this property is conserved for all 0 ≤ t as long as the real part
of F(t) does not contain an element of Λ∗/2Λ∗. In fact, due to the assumption these double
points can loose this property only if they meet the boundary between F¯+normal and F¯−normal,
which is the real part.
We distinguished between singularities of these complex Fermi curves considered as com-
plex Fermi curves with lattice Λ[κ/2] and singularities, which are not singularities of these
complex Fermi curves considered as complex Fermi curves with lattice Λ[κ/2]. Ordinary dou-
ble points of the form (y, η(y)) belong to the first class, if at these points the real part of
the function k takes values in the image of the canonical map Λ∗[κ/2]/2Λ
∗
[κ/2] → Λ∗/2Λ∗, and
otherwise to the second class. From the above considerations it follows, that it suffices to
show that for one complex Fermi curve of this family the statement of the lemma is true
and that the real part of this family does not contain an element in Λ∗/2Λ∗, which does not
belong to the image of the canonical map Λ∗[κ/2]/2Λ
∗
[κ/2] → Λ∗/2Λ∗.
We first consider the rectangular lattice Λ = Z2 ⊂ R2, and the family corresponding to
the non–zero element [(1/2, 1/2)] ∈ Λ∗/2Λ∗. The corresponding lattice Λ[(1/2,1/2)] is generated
by the elements (1/2, 1/2) and (1/2,−1/2), and the corresponding dual lattice Λ∗[(1/2,1/2)] by
the elements (1, 1) and (1,−1). It is quite easy to see (and we shall do this at the end of
this section), that in this case W[(1/2,1/2)] is equal to 2π
2, and that the corresponding complex
Fermi curve may be described by the equation g(k, k) = 1/2. An easy calculation shows that
besides the singularity of the Weak Singularity condition 4.2 all singularities of this complex
Fermi curve are ordinary double points of the form (y, η(y)), where the imaginary part of the
function dk2/dk1 is positive at those elements of these double points, which belong to F¯+normal.
The real part of this complex Fermi curve is a circle of radius 1/
√
2. From Lemma 4.13
we conclude that all real parts of the family Fmin,[(1/2,1/2)](W/2) with W ∈ (2π2, 8π] cover
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the complement in the R2/Λ∗[(1/2,1/2)] of the closed disc around the origin with radius 1/
√
2.
Obviously, this complement contains only one element of Λ∗/2Λ∗[(1/2,1/2)], which belongs to the
kernel of the canonical map Λ∗/2Λ∗[(1/2,1/2)] → Λ∗/2Λ∗. This shows that for the rectangular
class and the family corresponding to the element [(1/2, 1/2)] ∈ Λ∗/2Λ∗ the statement of the
lemma is true.
Now we consider all these families as one family parameterized by the first integral and the
conformal classes. It is quite easy to see, that the groups Λ∗/2Λ∗ build a non–trivial bundle
over the moduli space of conformal classes (compare with M1 at the end of this section).
More precisely, the non–zero elements of this group fit to a connected three–sheeted covering
over this moduli space, and the zero element to a one–sheeted covering. This follows from the
explicit calculation of the conformal equivalence classes of the lattices Λ[κ/2] in dependence
of the conformal equivalence classes of Λ given at the end of this section. We conclude that
this family is connected. With the above considerations it suffices to show hat the real part
of all elements of this family does not contain any element of Λ∗/2Λ∗, which is not contained
in the image of the canonical map Λ∗/2Λ∗[(1/2,1/2)] → Λ∗/2Λ∗. In order to prove this we restrict
this family again to one conformal class and some non–zero element [κ/2] ∈ Λ∗/2Λ∗. Due to
the proof of Lemma 4.13 the real parts of all these families Fmin,[κ/2](W), with W ∈ [0, 4π]
meet every element of R2/Λ∗ exactly twice. In particular, each of the two elements of Λ∗/2Λ∗,
which are not contained in the image of the canonical map Λ∗/2Λ∗[κ/2] → Λ∗/2Λ∗, is met twice.
However, the singularity of the Weak Singularity condition 4.2 always includes four double
points, which are not double points of any Generalized Weierstraß curve 4.4 of this family
considered as a complex Fermi curve with lattice Λ[κ/2]. We conclude that the real parts of
the family Fmin,[κ/2](W/2) meet all those elements of Λ∗/2Λ∗, which are not contained in the
image of the canonical map Λ∗/2Λ∗[κ/2] → Λ∗/2Λ∗ for values of W in [0,W[κ/2]), and not for
values in [W[κ/2], 8π]. This completes the proof. q.e.d.
Now we can classify all relative minimizers of the Generalized Willmore functional 4.5,
whose first integrals are not larger than 8π.
Proposition 4.20. The restriction of the first integral to the space of all complex Fermi
curves, which obey the Weak Singularity condition 4.2 for some element [κ/2] ∈ Λ∗/2Λ∗
has exactly one relative minimizer, whose first integral is not larger than 8π, if [κ/2] is not
zero, and otherwise no such relative minimizer. The complex Fermi curves of these relative
minimizers are Fmin,[κ/2](W[κ/2]/2). In particular, the corresponding values of the first integral
are equal to W[κ/2].
As a preparation for the proof of this Proposition we first give the following
Lemma 4.21. Let Y be a compact connected Riemann surface with some anti–holomorphic
involution ρ, such that the real part YR (= the set of fixed points of ρ) divides Y into two
connected components Y+ and Y− with ∂Y+ = ∂Y− = YR. Let y+ ∈ Y+ and y− ∈ Y− be two
different points, which are interchanged by the involution ρ. Then there exists a meromorphic
real (i. e. ρ∗ω = ω¯) differential form ω, which has poles of first–order at y+ and y− and no
other poles, and is positive on the real part, with respect to the orientation induced from the
orientation of Y+ on the boundary YR = ∂Y
+.
4.3 Absolute minimizers of the Generalized Willmore functional 181
Proof. Let Ωy++y− be the space of real meromorphic forms with a pole of at most first–
order at y+ and y− and with no other poles. We shall first prove that for any choice of
finitely many points y1, . . . , yn of YR there exists some ω ∈ Ωy++y−, which is positive at these
points with respect to the given orientation. The values of all elements of Ωy++y− at these
points in terms of local real positive holomorphic forms dz1, . . . , dzn form a linear subsapce
V of Rn. If this subspace contains no element v, all whose components are positive, then
the orthogonal complement (with respect to the Euclidean scalar product) of this subspace
contains some non zero element c ∈ Rn, all whose components are non–negative. In fact, due
to the Separating hyperplane theorem [R-S-I, Theorem V.4] there exists a linear functional on
Rn, whose values on the open convex cone of all elements, all whose components are positive,
are larger or equal to the values on V . This functional may be written as the Euclidean
scalar product with some element c ∈ Rn, which has the desired properties. This element c
in the orthogonal complement of V defines some Mittag-Leffler distribution, and due to [Fo,
Theorem 18.2] this Mittag-Leffler distribution has a global solution f . Obviously ρ∗f¯ solves
the same Mittag-Leffler distribution. So let us assume that f is real (i. e. f = ρ∗f¯). Since all
entries of c are non–negative the restriction of the function f to any connected component
of YR takes all real values with the same multiplicity. But Ωy++y− contains besides the real
holomorphic forms also meromorphic forms with poles of at most first–order at y+ and y−.
The same arguments as in the proof of [Fo, Theorem 18.1 and 18.2] show, that in this case f
has a zero at y+ and y−, which is impossible. Hence there exists some element ω ∈ Ωy++y− ,
which is positive at y1, . . . , yn.
Now we choose any norm on Ωy++y− (they are all equivalent, since Ωy++y− is a finite–
dimensional vector space). The subspace of Ωy++y− consisting of forms, whose norm is equal
to 1 is compact. All subsets of this compact space of forms, which are non–negative at
finitely many points of YR, are closed. Moreover, due to our first claim the intersection of
finitely many of such subsets is non–empty. Hence the intersection of all these subsets is also
non–empty. Hence there exists some form ω ∈ Ωy++y− \ {0}, which is non–negative on YR.
This form can have only finitely many zeroes. If we add some small multiple of an element
of Ωy++y− , which is positive at all the zeroes of ω contained in YR, we obtain an element of
Ωy++y−, which is positive on YR. q.e.d.
Proof of Proposition 4.20. Let us first prove that we may deform all relative minimizers of
the restriction of the first integral to the space of Generalized Weierstraß curves 4.4 into a
Generalized Weierstraß curve 4.4, whose normalization has two connected components. Let
us consider the class of complex Fermi curves, which obey conditions (i)–(iv) of Corollary 4.12.
Since the complement of the image of the map described in (ii) are disjoint subsets, the total
area of this complement is smaller than the volume of R2/Λ∗. Therefore, due to Lemma 3.16,
on these complex Fermi curves the first integral takes values in the interval (4(d− 1)π, 4dπ],
where d denotes the number of sheets in (ii). Since we are interested in complex Fermi curves,
whose first integral belongs to (4π, 8π], in our case this number of sheets is equal to two. Due
to Corollary 4.12 we may deform all relative minimizers of the restriction of the first integral
to the space of Generalized Weierstraß curves 4.4 by an arbitrary small deformation into a
complex Fermi curve within this class.
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Now we claim that we may deform any element of this class within this class into a complex
Fermi curve, with disconnected normalization. Due to Proposition 3.7 and Lemma 4.21 we
may deform the complex Fermi curves within this class in such a way that the disjoint closed
subsets mentioned in (ii) become smaller and smaller, if the dividing real parts of the complex
Fermi curves do not have cusps. Due to Proposition 3.9 and the remarks following this
proposition this condition is necessary in order to preserve condition (i). Hence we may shrink
these pieces mentioned in (ii) until the boundary of these pieces intersect each other. In this
case the real part of the deformed complex Fermi curve has some multiple points. Either they
are double points of the form (y, σ(y)), or they are pairs of double points of the form (y, y′)
and σ(y), σ(y′)). In the second case the deformations of Proposition 3.7 allow to split these
pieces into several pieces and shrink them further. In the first case the deformations of Orbits
of type 1 into Orbits of type 2 constructed in the proof of Proposition 3.7 concerning Multiple
points O1/O2 and Multiple points O1/O1 have the same effect. Due to Corollary 3.54 the
space of all complex Fermi curves with dividing real part, whose first integral is not larger than
8π is compact and contained in M¯gmax,Λ,η,σ,8pi. Furthermore, the proof of this lemma actually
shows that at all zeroes of dpˆ and dpˇ the imaginary part of k is bounded. Hence the formula
for the first integral in Lemma 3.16 shows that the first integral is continuous on this space,
in contrast to the lower-continuity on M¯g,Λ,η. Hence we may shrink the complement of the
image of the map described in (ii) until it is empty. The normalization of the corresponding
complex Fermi curve has two connected components. Since we have started with a complex
Fermi curve, whose first integral is smaller than 8π the final complex Fermi curve of this
deformation is one of the three Generalized Weierstraß curves 4.4 described in Lemma 4.18.
Obviously properties (i)–(ii) are preserved under these deformations.
It remains to show that also conditions (iii)–(iv) are preserved, and that the complex
Fermi curves within this class do not have real cusps. The considerations in the proof of
Lemma 4.19 concerning ordinary double points of the form (y, η(y)) imply that condition (iii)
is preserved under these deformations. Due to deformations of Multiple points O2/O2 and
Multiple points O3 constructed in the proof of Theorem 4.9 we may always deform by some
arbitrary small deformation an Orbit of type 3 into two Orbits of type 2, and this deformation
may be chosen within this class. Due to Lemma 4.21 this deformation may be chosen in such
a way, that these pieces never contain the element corresponding to [κ/2]. Hence the two
Orbits of type 2 in the normalizations of this family can only be deformed into an Orbit
of type 3 over [κ/2]. In this case again the deformations of Multiple points O2/O2 and
Multiple points O3 constructed in the proof of Theorem 4.9 show that the deformation can
be continued by deforming this Orbit of type 3 back into two Orbits of type 2. Therefore,
condition (iv) is preserved.
Finally, a real cusp contradicts conditions (i)–(iii) with W ∈ (4π, 8π]. In fact, if both
differentials dpˆ and dpˇ have zeroes of at least second order, then at least three sheets of
the function k1 +
√−1k2 have a branch point at the real cusp. Obviously this contradicts
condition (ii) for two–sheeted coverings ( ⇐⇒ W ∈ (4π, 8π]). Furthermore, all other real
cusps are locally of the form pˇ2 = pˆ2m+1. All deformations of such cusps contain either no
singularities nearby the real cusp, or double points of the form (y, ρ(y)), or ordinary real
double points, or real cusps of the same form of less order (corresponding to smaller m).
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In the first case due to condition (i) all zeroes of dpˆ nearby the deformed real cusp have
to be real, and condition (ii) is violated. The second case contradicts condition (iii), and
the third case condition (ii). Finally, the fourth case is excluded by induction. This shows
that we may deform all relative minima within the class of complex Fermi curves obeying
conditions (i)–(iv) into a Generalized Weierstraß curve 4.4 with disconnected normalization.
In a second step we claim that, if the number of sheets in condition (ii) is chosen to
be equal to two, (in this case the first integral takes values in the interval (4π, 8π]), these
classes are equal to the families Fmin,[κ/2](W/2), with W ∈ (W[κ/2], 8π]. Due to the first
claim it suffices to show that this family is the only possible deformation of the Generalized
Weierstraß curves 4.4 described in Lemma 4.18 within this class. Due to Lemma 4.19 all
elements of these family may not be deformed by a small deformation within the class of
complex Fermi curves with dividing real parts into a complex Fermi curve, whose effective
dual lattice is not contained in Λ∗[κ/2]. Lemma 4.13 implies that all double points of these
complex Fermi curves considered as complex Fermi curves with lattice Λ[κ/2] have only two
types of singularities:
Ordinary double points. Ordinary double points of the form (y, η(y)), where the imagi-
nary part of the function dk2/dk1 takes positive values at those points of these double
points, which belong to F¯+normal.
Real double points. Double points of the form (y, η(y)), which belong to the real part.
In this case the function dk2/dk1 takes the same real value at both elements of these
double points.
More precisely, the real double points occur only for those complex Fermi curves of this
family, which are described in Corollary 4.14. Moreover, due to the proof of Lemma 4.13 the
only possible deformations of these complex Fermi curves within the class of complex Fermi
curves obeying conditions (i)–(ii) is the family described in Lemma 4.13. This proves the
second claim.
We conclude that the complex Fermi curves Fmin,[κ/2](W[κ/2]/2) are the unique relative
minimizers of the restriction of the first integral to the subset of all complex Fermi curves
fulfilling the Weak Singularity condition 4.2 with the element [κ/2] ∈ Λ∗/2Λ∗. q.e.d.
Remark 4.22. For special conformal classes there exist real–σ–hyperelliptic Generalized
Weierstraß curves 4.4 with dividing real parts and real cups, whose first integral belong to
(8π, 8π + ε). In fact, those conformal classes, for which the two unique real elements of
Fmin(4π) belong to a small neighbourhood of an element in Λ∗/2Λ∗, have a complex Fermi
curve with dividing real part, two Orbits of type 2 over two different non–trivial elements of
Λ∗/2Λ∗ and a real cusp. The corresponding first integral belongs to (4π, 4π+ ε). This can be
seen by continuation of the family Fmin(W) constructed in Lemma 4.13 along another path.
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At the unique element of the family, where the real part has one Orbit of type 1 and
two Orbits of type 2 over all non–trivial elements of Λ∗/2Λ∗ we increase the first
integral along the unique path of real–σ–hyperelliptic complex Fermi curves, which
have real multiple points (the deformed Orbits of type 1). Since the real part of
these complex Fermi curves is a self–intersecting circle in R2, this family has to end
at a real–σ–hyperelliptic complex Fermi curve with two real cusps. This is indicated
in the neighbouring figure.
✛ ✲
Remark 4.23. It is not difficult to see, that there exists a Generalized Weierstraß curve 4.4
with disconnected normalization, which corresponds to the trivial spin structure, and whose
first integral is equal to 12π. Therefore, it seems to be possible to determine with similar meth-
ods the minimum of the first integral on the space of all Generalized Weierstraß curves 4.4
corresponding to the trivial spin structure.
Due to this proposition the absolute minimum of the Generalized Willmore functional 4.5
is equal to the minimum of W[κ/2], where [κ/2] runs over the non–zero element of Λ
∗/2Λ∗. In
order to determine these minima in dependence of the conformal classes, we have to combine
the mappings Λ 7→ Λ[κ/2] and the complex Fermi curves Fmin(κ/2) described in Corollary 4.14.
More precisely, for any complex Fermi curve F˘min(κ˘/2) described in Corollary 4.14 with lattice
Λ˘, and which contains another non–zero [κ˘′/2] ∈ Λ˘∗/2Λ˘∗, there exists a unique sublattice
Λ ⊂ Λ˘ and some unique non–zero [κ/2] ∈ Λ∗/2Λ∗, which contains [κ˘/2] and [κ˘′/2] in the
preimage under the canonical map Λ˘∗/2Λ˘∗ → Λ∗/2Λ∗. Despite some degenerate situations,
this other element of Λ∗/2Λ∗ belongs to an Orbit of type 2. Consequently, for genus one this
other element is unique, and for genus two there are two choices. The lattice Λ˘ is equal
to Λ[κ/2]. Moreover, the complex Fermi curve F˘min(κ˘/2) with lattice Λ[κ/2], considered as
a complex Fermi curve with lattice Λ, minimizes the restriction of the first integral to the
space of complex Fermi curves fulfilling the Weak Singularity condition 4.2 with the element
[κ/2]. Furthermore, since the order of Λ˘/Λ is two, the first integral of this minimizer is twice
the first integral of F˘min([κ/2). Due to Corollary 4.14 all [κ˘/2] ∈ Λ˘∗/2Λ˘∗, whose complex
Fermi curve F˘min(κ˘/2) have genus larger than zero, fulfill this condition. Moreover, if the
genus is zero, but Fmin(κ˘/2) has two Orbits of type 1 over two different elements of Λ˘∗/2Λ˘∗,
this complex Fermi curve also fulfills this condition. But from Corollary 4.14 we conclude
that if the genus of Fmin(κ˘/2) is larger than one, there exists another [κ˘′/2] ∈ Λ˘∗/2Λ˘∗, which
fulfills this condition, and whose first integral is smaller. In order to determine the absolute
minimizer of the Generalized Willmore functional 4.5 for all lattices, it suffices therefore to
calculate all complex Fermi curves Fmin(κ˘/2) of genus at most one.
In order to do this we parameterize the space of all lattices Λ ⊂ R2. Any linear conformal
transformation
A : R2 → R2, x 7→ Ax,
where A is a real 2× 2 matrix with AtA = det2(A)1l, induces a transformation of the lattice
Λ into AΛ = {Aγ | γ ∈ Λ}, the dual lattice Λ∗ into det−2(A)AtΛ∗ = {det−2(A)Atκ | κ ∈ Λ∗}
and the complex Fermi curve F into det2(A)AtF = {[det−2(A)Atk] ∈ C2/ det−2(A)AtΛ∗ |
[k] ∈ F}. Since the Weak Singularity condition 4.2 and the first integral is invariant under
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these transformations, we should parameterize the conformal equivalence classes of these
lattices. It is convenient to use generators of the lattice Λ in order to parameterize this
space. If γˆ and γˇ are some generators of the lattice Λ with positive orientation, there exists
a unique conformal transformation, which transforms γˆ into (1, 0). The other generator γˇ
is parameterized by τ = γˇ1 +
√−1γˇ2. Since they have positive orientation, we conclude
that ℑ(τ) > 0. Hence the upper half plane C+ = {τ ∈ C | ℑ(τ) > 0} parameterizes the
space of all conformal equivalence classes of lattices up to the choice of two generators with
positive orientation. The modular group SL(2,Z) describes the transformation of generators
with positive orientation into each other. Hence the space of conformal equivalence classes of
lattices is equal to the space of orbits of the action of the modular group on the upper–half
plane. There exist many fundamental regions of this action, but the following choice is the
most common:
M1 =
{
τ ∈ C+ | −1/2 ≤ ℑ(τ) ≤ 1/2 and 1 ≤ |τ |} .
More precisely, the modular group is generated by the elements S = ( 0 −11 0 ) and T = (
1 1
0 1 ).
The corresponding action on the upper–half plane is given by S : τ 7→ −1/τ and T : τ 7→ τ+1.
The first transformation induces an identification of that part of the boundary ofM1, which
belongs to the unit circle, with itself, and the second induces an identification of that part
of the boundary, which belongs to the line ℜ(τ) = −1/2, with the part of the boundary,
which belongs to the line ℜ(τ) = 1/2. The corresponding dual lattice is generated by the
elements κˆ1 +
√−1κˆ2 = −
√−1τ/ℑ(τ) and κˇ1 +
√−1κˇ2 =
√−1/ℑ(τ). In the sequel we we
will denote the natural choice of generators corresponding to these moduli τ by γˆτ = (1, 0)
and γˇτ = (ℜ(τ),ℑ(τ)). Analogously the corresponding generators of the dual lattice are
denoted by κˆτ = (1,−ℜ(τ)/ℑ(τ)) and κˇτ = (0, 1/ℑ(τ)).
All Fmin(κ/2) of genus zero: If Y is a complex Fermi curve of genus zero, both components
of k extend to single–valued meromorphic functions with first–order poles at ∞− and
∞+. If Y is invariant under the involution σ, the function g(k, k), extends to a global
holomorphic function and therefore has to be constant. Since Y is invariant under the
involution η : k 7→ −k¯ without fixed points, this constant has to be a non–negative
real number. The first integral W is equal to 4π2 vol(R2/Λ) times this constant, and
the complex Fermi curve is given by the equation g(k, k) = W/(4π2 vol(R2/Λ). Strictly
speaking, the complex Fermi curve is the union of the solutions of this equation shifted
by all κ ∈ Λ∗. We conclude from Corollary 4.14 that we may obtain all Fmin(κ/2), by
finding a non–zero dual lattice vector κ ∈ Λ∗ with the smallest length, and the corre-
sponding complex Fermi curve is given by the equation g(k, k) = g(κ, κ)/4. Obviously,
for all lattices corresponding to τ ∈ M1 the second generator κˇτ has minimal length
among all non–zero dual lattice vectors. However, if |τ | = 1, then the first generator
κˆτ has the same length. We conclude that if |τ | = 1, then both complex Fermi curves
Fmin(κˆτ/2) and Fmin(κˇτ/2) coincide and are given by the equation g(k, k) = 1/(4ℑ2(τ)).
In all other cases only Fmin(κˇτ/2) is given by this equation. Furthermore, these are all
complex Fermi curves of genus zero of the form Fmin(κ/2). The corresponding values
of the first integral are equal to π2/ℑ(τ). This implies that there exists some Fmin(κ/2)
of genus zero, which contains some other element of Λ∗/2Λ∗, if and only if |τ | = 1 and
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κ is either κˆτ or κˇτ . In this case the first integral is equal to π
2/ℑ(τ). In particular,
the minimum of the first integral of these cases is attained for τ = (0, 1) and the cor-
responding value of the first integral is equal to π2. Therefore, the lowest critical value
of the Generalized Willmore functional 4.5 is at most 2π2. Let us now see that this is
in fact the absolute minimum.
All Fmin(κ/2) of genus one: All these complex Fermi curves are real σ–hyperelliptic and
have exactly one Orbit of type 2 over the element [κˇτ/2] ∈ Λ∗/2Λ∗. Moreover, ∞±
are two other fixed points of the involution σ and these four fixed points are all fixed
points of the involution σ, since due to the Hurwitz formula (see e.g. [Fo, 17.14]) the
involution σ has four fixed points. Moreover, there has to exist an Orbit of type 1 over
some other element of Λ∗/2Λ∗. Therefore, let us first determine the moduli space of all
elliptic Riemann surfaces with two commuting involutions, one of which is holomorphic
(σ) and the other is anti–holomorphic (ρ), whose composition has no fixed points, and
besides the Orbits of type 2 over [κˇτ/2] and the points ∞± one Orbit of type 1. We
describe any such Riemann surface as the quotient of the complex plane {z | z ∈ C} by
some two–dimensional lattice. Since all translations induce some biholomorphic map
of the Riemann surface into itself, we may chose the origin to correspond to the point
∞+. Hence the involution σ is induced by the map z 7→ −z. Since the Riemann surface
has dividing real part, one generator of H1(Y,Z) may be chosen to be invariant under
ρ and the other to be anti–invariant. These two generators of H1(Y,Z) correspond
to generators of the lattice. By multiplication by some non–zero complex number we
may always achieve that the invariant generator is purely imaginary, the anti–invariant
generator is equal to 1, and ρ is induced by the map z 7→ −z¯+ some constant. Since
ρ and σ commute, twice this constant has to be a period, and the condition that ρσ
has no fixed points implies that this constant has to be 1/2 times the real generator.
Hence the lattice is generated by a real positive period usually denoted by 2ω (which
may be chosen to be 1) and an imaginary period usually denoted by 2ω′, which may be
chosen to have positive imaginary part. The two involutions are induced by the maps
σ : z 7→ −z and ρ : z 7→ −z¯+ω. This implies that∞− corresponds to the point ω, and
the Orbit of type 2 over [κˇτ/2] corresponds to the points ω
′ and ω + ω′. The real part
corresponds to the lines ℜ(z) = ±ω/2. Therefore, the Orbit of type 1 corresponds to
two points z1 ∈ ω/2+
√−1R/(2ω′Z) and z2 = −z1. We conclude that the moduli space
of such Riemann surfaces is given by the quotient of the two generators ω′/ω ∈ √−1R+
and some element z1 of ω/2+
√−1R/(2ω′Z). This is a real two–dimensional manifold.
The integral of dk along all cycles of H1(Y,Z), which are anti–invariant under ρ has to
vanish. Therefore the lattice Λ∗effective is at most one–dimensional. On the other hand,
since Y has an Orbit of type 2 over [κ′/2], there exist two generators κˆ and κˇ of Λ∗,
such that Λ∗effective = Nˇ κˇZ, with some odd number Nˇ . Apriori these two generators are
not necessarily the same as the generators κˆτ and κˇτ , but we will see that they indeed
are. If γˆ and γˇ are the dual generators of Λ, then the function pˆ = g(γˆ, k) extends
to a single–valued meromorphic function with poles only at 0 and ω. The properties
σ∗k = −k and ρ∗k¯ = k implies that pˆ may be expressed by the Weierstraß functions
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(see e.g. [Bat, 13.12])
pˆ = α (ζ(z)− ζ(z + ω) + η) = −α
2
℘′(z)
℘(z)− e1 ,
with some non–zero real number α. Since z1 and −z1 correspond to an Orbit of type 1
over some non–zero element of Λ∗/2Λ∗ different from [κˇ/2], we conclude that α is given
by
α =
Nˆ
2 (ζ(z1)− ζ(z1 + ω) + η) = −Nˆ
℘(z1)− e1
℘′(z1)
,
with some odd number Nˆ . The conditions on the function pˇ imply that it may be
expressed by the Weierstraß functions:
pˇ =
Nˇ
2π
√−1 (2ηz − ω (ζ(z) + ζ(z + ω)− η)) + βp,
with some real β. Again the condition that z1 and −z1 correspond to an Orbit of type 1
over some non–zero element of Λ∗/2Λ∗ different from [κˇ/2] implies that β is given by
β = − Nˇ
Nˆπ
√−1 (2ηz1 − ω (ζ(z1) + ζ(z1 + ω)− η)) +N,
with some integer N . At the point ∞+ the function pˇ/pˆ takes the value τ . Hence the
parameters τ of the conformal equivalence classes of the lattice are given by
ℜτ = β = − Nˇ
Nˆπ
√−1 (2ηz1 − ω (ζ(z1) + ζ(z1 + ω)− η)) +N
ℑτ = − Nˇω
2Nˆπ
℘′(z1)
℘(z1)− e1
Finally, due to Lemma 3.12 the first integral is equal to the residue of the form 8π2
√−1
vol(R2/Λ)k2dk1 = 8π
2
√−1pˇdpˆ at ∞+ and therefore equal to
W = 8παNˇ (η + e1ω) = −8πNˆNˇ ℘(z1)− e1
℘′(z1)
(η + e1ω) .
The function ℘
′(z)
℘(z)−e1 is real on the lines ℑ(z) = 0,ℑ(ω′) and on the lines ℜ(z) = ±ω/2.
In particular, dpˆ has four zeroes at the points ±ω/2 and ±ω/2 + ω′. Let us calculate
the values of this function at these four points. The square of this function is a rational
function of ℘ (
℘′(z)
℘(z)− e1
)2
= 4
(℘(z)− e2)(℘(z)− e3)
℘(z)− e1 .
Therefore, at the zeroes of dp ℘ takes the values (℘ − e1)2 = 2e21 + e2e3 and more
precisely ℘(±ω/2) = e1+
√
2e21 + e2e3 and ℘(±ω/2+ω′) = e1−
√
2e21 + e2e3. Also the
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function − ℘′(z)
℘(z)−e1 takes at the points ±ω/2 the values ±
√
3e1
√
2e21+e2e3+(4e
2
1+e2e3)√
2e21+e2e3
and at
the points ±ω/2+ω′ the values ±
√
3e1
√
2e21+e2e3−(4e21+e2e3)√
2e21+e2e3
. If ω′/ω ∈ √−1R+, then the
numbers e1, e2 and e3 satisfy the inequalities e3 ≤ e2 ≤ e1. Hence the restriction of the
function − ℘′(z)
℘(z)−e1 to ℜ(z) = ω/2 is positive and takes the maximum at ω/2 and the
minimum at ω/2+ω′. Also the restriction of this function to ℜ(z) = −ω/2 is negative
and takes the minimum at −ω/2 and the maximum at −ω/2 + ω′. By definition of
Fmin(κ/2) they have to be minimizers of the first integral. This implies that Nˆ = 1 and
Nˇ = 1. On the other hand the function x is equal to N if z1 = ω/2 and equal to 1+N
if z1 = ω/2 + ω
′.
With the help of the limits of the Weierstraß functions (see e.g. [Bat, 13.15]) it is easy
to see that the limit ω′/ω →∞√−1 is exactly the genus zero case on the intersection
of the circle |τ | = 1 with the upper half-plane. Hence the Riemann surface is given by
the equation g(k, k) = 1/(4ℑ2(τ)) and the first integral is equal to W = π2/ℑ(τ). In
the other limit ω′/ω → 0√−1 the Riemann surface tends to the singular curve of two
copies of P1, which are connected by two ordinary double points. This is also the limit
y →∞ of the unique complex Fermi curves, whose normalizations have two connected
components, and whose first integrals are equal to 4π. In particular, in the limit y →∞
all the Riemann surfaces Fmin(κˆ/2) tend to this unique singular curve, and the first
integral converges to 4π. We conclude that with the choice Nˆ = 1, Nˇ = 1, N = 0
the parameter space (ω′/ω, z1) ∈
√−1R+ × (ω/2 + ω′[−1/2, 1/2]) is mapped onto the
domain {τ ∈ C+ | ℜ(τ) ∈ [−1, 1] and τ | > 1}. Not all of these complex Fermi curves
are Riemann surfaces of the form Fmin(κˆτ/2). But all those elements, which are mapped
into the fundamental domainM1, are of this form. These are all complex Fermi curves
of the form Fmin(κ/2) of genus one.
Let us now calculate the absolute minimum of the first integral of this family. For any
value of the parameter ω′/ω, the minimum of the first integral is attained for z1 = ω/2 and
the value of the first integral at this point is equal to
W = 8π(η + e1ω)
√ √
2e21 + e2e3
3e1
√
2e21 + e2e3 + (4e
2
1 + e2e3)
.
This expression does not depend on the choice of ω, it depends only on ω′/ω ∈ √−1R+. In
the following lemma we will prove that this function has no critical point for ω′/ω ∈ R+√−1.
As we have shown before, in the limit ω′/ω → ∞√−1 this function converges to π2, and in
the limit ω′/ω ↓ 0√−1 to 4π. Since this function is analytic, this implies that it is strictly
monotone decreasing and that the infimum is attained in the first limit, which is the genus
zero case described above. This implies that the restriction of the first integral to the space of
Generalized Weierstraß curves 4.4 is not smaller than 2π2, and that the minimum is attained
by some unique complex Fermi curve, which corresponds to the Clifford torus, as we will see
below.
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Lemma 4.24. The first integral of the family of complex Fermi curves Fmin(κˆτ/2) of genus
one described above, has no critical point as a function depending on {τ ∈ C+ | ℜ(τ) ∈
[−1, 1] and τ | > 1}.
Proof. We use an extension of the deformations constructed in Proposition 3.7. In fact, if
we consider pˇ as a function depending on pˆ and the moduli parameter, the form ω = ∂pˇ
∂t
dpˆ
corresponding to some change of the conformal class (x, y) has poles of third–order at ∞±.
More precisely, the singular part at ∞± is equal to(
∂ℜ(τ)
∂t
±√−1∂ℑ(τ)
∂t
)
pˆdpˆ± 8π2√−1∂W
∂t
pˆ−1dpˆ.
We conclude that if we consider all meromorphic differentials on the normalization of the
quotient modulo σ, which have poles of second–order at ∞±, the analogous construction
of Proposition 3.7 describes deformations of the conformal class. Consequently, a relative
minimizer of this family cannot have a real (i. e. ρ∗ω = η∗ω = ω¯) meromorphic one–form on
the normalization of the quotient modulo σ, which has at∞± a second–order pole and a non–
vanishing residue and no other poles, and which vanishes at the real point corresponding to
the Orbit of type 1. Since all complex Fermi curves of this family are real σ–hyperelliptic the
normalizations of the quotient modulo σ is isomorphic to P1 with one real cycle. Obviously
there always exists a meromorphic one–form with the desired properties. Hence this family
does not have a relative minimizer of the first integral. q.e.d.
Remark 4.25. It is quite easy to describe the corresponding deformations and the analo-
gous deformations of the family of genus two by ordinary differential equations in terms of
the coefficients of some polynomials, whose zero set describes the normalization of the com-
plex Fermi curves of this family, and the coefficients of some polynomials, which describe the
corresponding meromorphic one–forms. This yields a numerical method to calculate the cor-
responding complex Fermi curves and their values of the first integrals (compare with [G-S-1,
Section 2.2]).
Remark 4.26. The analogous calculation for real–σ–hyperelliptic Generalized Weierstraß
curves 4.4 with two Orbits of type 1 shows, that for Willmore tori (i. e. critical points with
respect to deformations changing the conforam class) the normalization of the quotient modulo
σ is isomorphic to P1, with the two marked points z = 0 and z = ∞, the anti–holomorphic
involution z 7→ 1/z¯, and the two real points z = ±1 corresponding to the two Orbits of type 1.
The corresponding complex Fermi curves are exactly the Weierstraß curves 1.4 of minimal
tori in S3 described in [Hi].
In conclusion, we want to describe the mappings Λ 7→ Λ[κ/2] for the three non–zero ele-
ments [κ/2] of Λ∗/2Λ∗ on M1 and the corresponding Generalized Weierstraß curves 4.4. In
the following list we state explicitly the conformal equivalence class of Λ[κ/2] in dependence of
the conformal equivalence class of Λ, considered as a mapping from domains in M1 into do-
mains inM1. Moreover, we state the corresponding elements in the preimage of [κ/2] under
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the canonical map Λ∗[κ/2]/2Λ
∗
[κ/2] → Λ∗/2Λ∗. Furthermore, we state the corresponding com-
plex Fermi curves with lattice Λ[κ/2] introduced in Corollary 4.14, to which the Generalized
Weierstraß curve 4.4. Fmin,[κ/2](W[κ/2]/2) corresponds. Finally, we give the corresponding
geometric genus. Due to our calculations above the geometric genus of Fmin(κˇτ/2) is zero,
the geometric genus of Fmin(κˆτ/2) is one if |τ | > 1, and finally the geometric genus of
Fmin(κˆτ/2 + κˇτ/2) is two if ℜ(τ) 6= −1/2 and ℜ(τ) 6= 1/2.
The last two cases describe the neighbourhood of the Clifford torus. For all rectangular
conformal classes (i. e. ℜ(τ) = 0) the minimizers corresponding to [κˆτ/2 + κˇτ/2] have two
Orbits of type 1, all other minimizers have one Orbit of type 1 and one Orbit of type 2. We
shall see in the next section, that only this part of the family corresponds to Weierstraß
curves 1.4. But due to the generalization of the Weierstraß representation to immersions
into R4, the whole family corresponds to quaternionic Weierstraß curves , i. e. to immersions
into R4 (compare with Lemma 2.27 and [P-P]).
We conjecture that for all conformal classes our lower bound for the Willmore functional
on tori in R3 in dependence of the conformal class describes the absolute minimum of the
restriction of the Willmore functional to tori in R4 of the given conformal class.
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1. [κˆτ/2]:
(a) For |τ | ≥ 2:
• τ 7→ τ ′ = τ/2.
• The preimage of [κˆτ/2] contains [κˆτ ′/2] and
[κˆτ ′/2 + κˇτ ′/2].
• Fmin,[κˆτ/2]
(
W[κˆτ/2]/2
)
corresponds to
Fmin (κˆτ ′/2 + κˇτ ′/2).
• They have geometric genus two.
(b) For |τ | ≤ 2, |τ + 2| ≥ 2 and |τ − 2| ≥ 2:
• τ 7→ τ ′ = −2/τ .
• The preimage of [κˆτ/2] contains [κˇτ ′/2] and
[κˆτ ′/2 + κˇτ ′/2].
• Fmin,[κˆτ/2]
(
W[κˆτ/2]/2
)
corresponds to
Fmin (κˆτ ′/2 + κˇτ ′/2).
• If |τ + 2| 6= 2 and |τ − 2| 6= 2, then they
have geometric genus two, otherwise geomet-
ric genus one.
(c) For |τ + 2| ≤ 2:
• τ 7→ τ ′ = −2/τ − 1.
• The preimage of [κˆτ/2] contains [κˆτ ′/2] and
[κˇτ ′/2].
• Fmin,[κˆτ/2]
(
W[κˆτ/2]/2
)
corresponds to
Fmin (κˆτ ′/2).
• They have geometric genus one.
(d) For |τ − 2| ≤ 2:
• τ 7→ τ ′ = −2/τ + 1.
• The preimage of [κˆτ/2] contains [κˆτ ′/2] and
[κˇτ ′/2].
• Fmin,[κˆτ/2]
(
W[κˆτ/2]/2
)
corresponds to
Fmin (κˆτ ′/2).
• They have geometric genus one.
1a
1b
1c 1d
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2. [κˇτ/2]:
(a) For −1/4 ≤ ℜ(τ) ≤ 1/4:
• τ 7→ τ ′ = 2τ .
• The preimage of [κˇτ/2] contains [κˇτ ′/2] and
[κˆτ ′/2 + κˇτ ′/2].
• Fmin,[κˇτ/2]
(
W[κˇτ/2]/2
)
corresponds to
Fmin (κˆτ ′/2 + κˇτ ′/2).
• If ℜ(τ) 6= ±1/4, then they have geometric
genus two, otherwise geometric genus one.
(b) For ℜ(τ) ≤ −1/4:
• τ 7→ τ ′ = 2τ + 1.
• The preimage of [κˇτ/2] contains [κˆτ ′/2] and
[κˇτ ′/2].
• Fmin,[κˇτ/2]
(
W[κˇτ/2]/2
)
corresponds to
Fmin (κˆτ ′/2).
• They have geometric genus one.
(c) For 1/4 ≤ ℜ(τ):
• τ 7→ τ ′ = 2τ − 1.
• The preimage of [κˇτ/2] contains [κˆτ ′/2] and
[κˇτ ′/2].
• Fmin,[κˇτ/2]
(
W[κˇτ/2]/2
)
corresponds to
Fmin (κˆτ ′/2).
• They have geometric genus one.
2a2b 2c
3. [κˆτ/2 + κˇτ/2]:
(a) For 2 ≤ |τ + 1|, 2 ≤ |τ − 1| and ℜ(τ) ≤ 0:
• τ 7→ τ ′ = (τ + 1)/2.
• The preimage of [κˆτ/2 + κˇτ/2] contains [κˇτ ′/2] and [κˆτ ′/2 + κˇτ ′/2].
• Fmin,[κˆτ/2+κˇτ/2]
(
W[κˆτ/2+κˇτ/2]/2
)
corresponds to Fmin (κˆτ ′/2 + κˇτ ′/2).
• If ℜ(τ) 6= 0, then they have geometric genus two, otherwise geometric genus
one.
(b) For 2 ≤ |τ + 1|, 2leq|τ − 1| and 0 ≤ ℜ(τ):
• τ 7→ τ ′ = (τ − 1)/2.
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• The preimage of [κˆτ/2 + κˇτ/2] contains [κˇτ ′/2] and [κˆτ ′/2 + κˇτ ′/2].
• Fmin,[κˆτ/2+κˇτ/2]
(
W[κˆτ/2+κˇτ/2]/2
)
corresponds to Fmin (κˆτ ′/2 + κˇτ ′/2).
• If ℜ(τ) 6= 0, then they have geometric genus two, otherwise geometric genus
one.
(c) For |τ + 1| ≤ 2 and 2 ≤ |τ − 1|:
• τ 7→ τ ′ = −2/(τ + 1).
• The preimage of [κˆτ/2 + κˇτ/2] contains
[κˆτ ′/2] and [κˆτ ′/2 + κˇτ ′/2].
• Fmin,[κˆτ/2+κˇτ/2]
(
W[κˆτ/2+κˇτ/2]/2
)
corresponds
to Fmin (κˆτ ′/2 + κˇτ ′/2).
• If |τ−1| 6= 2, then they have geometric genus
two, otherwise geometric genus one.
(d) For 2 ≤ |τ + 1| and |τ − 1| ≤ 2:
• τ 7→ τ ′ = −2/(τ − 1).
• The preimage of [κˆτ/2 + κˇτ/2] contains
[κˆτ ′/2] and [κˆτ ′/2 + κˇτ ′/2].
• Fmin,[κˆτ/2+κˇτ/2]
(
W[κˆτ/2+κˇτ/2]/2
)
corresponds
to Fmin (κˆτ ′/2 + κˇτ ′/2).
• If |τ+1| 6= 2, then they have geometric genus
two, otherwise geometric genus one.
(e) For |τ + 1| ≤ 2, |τ − 1| ≤ 2 and ℜ(τ) ≤ 0:
• τ 7→ τ ′ = (τ − 1)/(τ + 1).
• The preimage of [κˆτ/2 + κˇτ/2] contains
[κˆτ ′/2] and [κˇτ ′/2].
• Fmin,[κˆτ/2+κˇτ/2]
(
W[κˆτ/2+κˇτ/2]/2
)
corresponds
to Fmin (κˆτ ′/2).
• If ℜ(τ) 6= 0, then they have geometric genus
one, otherwise geometric genus zero.
3a 3b
3c 3d
3e 3f
(f) For |τ + 1| ≤ 2, |τ − 1| ≤ 2 and 0 ≤ ℜ(τ):
• τ 7→ τ ′ = −(τ + 1)/(τ − 1).
• The preimage of [κˆτ/2 + κˇτ/2] contains [κˆτ ′/2] and [κˇτ ′/2].
• Fmin,[κˆτ/2+κˇτ/2]
(
W[κˆτ/2+κˇτ/2]/2
)
corresponds to Fmin (κˆτ ′/2).
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• If ℜ(τ) 6= 0, then they have geometric genus one, otherwise geometric genus
zero.
5 Weierstraß potentials
5.1 The Singularity condition
In Lemma 4.1 we proved that the complex Fermi curve of some potential, which corresponds
to some immersion has to fulfill the Weak Singularity condition 4.2. But this was only a
necessary condition on the complex Fermi curve to be a Weierstraß curve 1.4. In this section
we want to investigate two problems.
First problem: Find a necessary and sufficient condition on the complex Fermi curve to be
a Weierstraß curve 1.4.
Second problem: Given a Weierstraß curve 1.4, find a necessary and sufficient condition
on a potential, which corresponds to the given complex Fermi curve, to be aWeierstraß
potential 1.3. Section 2.4 suggests a decomposition of all potentials corresponding to
a given complex Fermi curve into potentials, which corresponds to some one–sheeted
coverings of complex Fermi curve. In particular, we are interested in the question, which
of these subclasses of potentials contains no Weierstraß potentials 1.3, which of these
contains some Weierstraß potential 1.3, and which of these subclasses are contained in
the set of Weierstraß potentials 1.3.
If U is a potential, whose complex Fermi curve fulfills the Weak Singularity condition 4.2,
then at least one of the following cases takes place:
1. The preimage of [κ/2] contains at least two cusps. (Due to Corollary 2.17 (iii) the
number of such elements has to be even.)
2. The preimage of [κ/2] contains two different elements y and y′, such that the values of
the eigenfunction at these two points are linearly dependent. (Due to Corollary 2.17 (ii),
in this case η(y) and η(y′) are two other points with this property.)
3. The preimage of [κ/2] contains only multiple points and the values of the eigenfunction
at all elements of the preimage are pairwise linearly independent. We may assume that
dpˆ has no zero in the preimage of [κ/2].
(a) The preimage contains an Orbit of type 3.
(b) The preimage contains alltogether at least three Orbits of type 1 or type 2.
(c) The preimage contains exactly two Orbits of type 1 and no other orbit.
(d) The preimage contains exactly two Orbits of type 2 and no other orbit.
(e) The preimage contains exactly one Orbit of type 1, one Orbit of type 2, and no
Orbit of type 3.
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In cases 1 and case 2 the preimage contains a singularity of the Structure sheaf 2.24 in
contrast to case 3. Both former cases can take place simultaneously. Also case 3a and case 3b
can take place simultaneously. In case 1 y is a branch point with respect to the coverings
over p ∈ C and p′ ∈ C described in the proof of Lemma 4.1. Hence due to Lemma 2.22
the function ψ(y) obeys the Equivalent form of the Periodicity condition 1.2. Analogously
Lemma 2.22 shows that in case 2 the value of the eigenfunction at y, and in case 3a the
values of the eigenfunction at all four points of the Orbit of type 3 fulfill the Equivalent form
of the Periodicity condition 1.2.
Lemma 5.1. (i) In case 3b there always exists some eigenfunction, which fulfills the Equiv-
alent form of the Periodicity condition 1.2.
(ii) In case 3c–3e there exists some eigenfunction, which fulfills the Equivalent form of the
Periodicity condition 1.2, if and only if the functions dpˇ/dpˆ take the same value at two
different elements of the preimage of [κ/2], which belong to different orbits.
Proof. In case 3 there always exists two generators γˆ and γˇ of the period lattice Λ, whose
differentials dpˆ = dg(γˆ, k) and dpˇ = dg(γˇ, k) have no zeroes in the preimage of [κ/2]. Thus,
due to Lemma 2.23, the ranges of the projections P˘γˆ([κ/2) and P˘γˇ([κ/2) are spanned by the
values of the eigenfunction at the elements of the preimage of [κ/2]. If y1 and y2 = η(y1) are
two elements of an Orbit of type 1 or type 2, then let ψ1 and ψ2 denote the corresponding
values of the eigenfunction. Due to Corollary 2.17 we may assume that ψ2 is equal to −Jψ¯1,
and therefore ψ1 is equal to Jψ¯2. The bilinear forms 〈〈Jψi, ψj〉〉γˆ and 〈〈Jψi, ψj〉〉γˇ form two
2 × 2 matrices. These bilinear forms are symmetric and transforms under the anti–unitary
map χ 7→ Jχ¯ like
〈〈Jχ¯, Jξ¯〉〉γˆ = −〈〈χ, ξ〉〉γˆ and 〈〈Jχ¯, Jξ¯〉〉γˇ = −〈〈χ, ξ〉〉γˇ.
Hence these matrices have the form
(
α β
β −α¯
)
and
(
α′ β′
β′ −α¯′
)
, with complex numbers α, β, α′ and
β ′, respectively. Moreover, the matrices, whose entries are given as 〈〈ψ¯i, ψj〉〉γˆ and 〈〈ψ¯i, ψj〉〉γˇ,
are of the form
(−β α¯
α β
)
and
(
−β′ α¯′
α′ β′
)
, respectively. Since these bilinear forms are hermitian,
β and β ′ have to be real. Due to Lemma 2.16 and Lemma 2.22 the numbers α and α′ have
to be zero if we consider an Orbit of type 1, and the numbers β and β ′ have to be zero if
we consider an Orbit of type 2. Due to Lemma 2.23 the other numbers are not equal to
zero. Due to the proof of property (iii) of Lemma 2.23 the value of the function dpˇ/dpˆ at the
point y1 has to be equal to β
′/β if we consider an Orbit of type 1, and equal to α′/α, if we
consider an Orbit of type 2. If in the first case we change the basis ψ1, ψ2 into
ψ1+ψ2√
2
, ψ2−ψ1√
2
,
then the matrices corresponding to the bilinear forms 〈〈J·, ·〉〉γˆ, 〈〈J·, ·〉〉γˇ, 〈〈¯·, ·〉〉γˆ and 〈〈¯·, ·〉〉γˇ
transforms to
(
β 0
0 −β
)
,
(
β′ 0
0 −β′
)
,
(
0 β
β 0
)
and
(
0 β′
β′ 0
)
. As well for Orbits of type 1 as for Orbits
of type 2 after some renormalization these matrices may be brought into the form
(
1 0
0 −1
)
,
(
dpˇ
dpˆ
(y1) 0
0 −dpˇ
dpˆ
(y1)
)
,
(
0 1
1 0
)
, and
(
0 dpˇ
dpˆ
(y1)
dpˇ
dpˆ
(y1) 0
)
.
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Moreover, dpˇ
dpˆ
(y1) is equal to
dpˇ
dpˆ
(y2), and both numbers are real and therefore equal if we
consider an Orbit of type 1. Now let us prove statement (ii). For arbitrary non–zero complex
numbers α and β, which are the values of dpˇ/dpˆ at two different elements belonging to
two different orbits, we have to determine the solutions of the following four equations with
complex numbers z1, z2, z3 and z4:
(z1z¯2 + z¯1z2) + (z3z¯4 + z¯3z4) = 0 (z
2
1 − z22) + (z23 − z24) = 0
(αz1z¯2 + α¯z¯1z2) + (βz3z¯4 + β¯z¯3z4) = 0 (αz
2
1 − α¯z22) + (βz23 − β¯z24) = 0
These equations imply
(α− α¯)2(z1z¯2)2 =
(
(α¯− β)z3z¯4 + (α¯− β¯)z¯3z4
)2
= − ((α¯− β)z23 − (α¯− β¯)z24) ((α¯− β¯)z¯23 − (α¯− β)z¯24) .
The difference of these two equations yields
(α¯− β)(α¯− β¯)(z3z¯3 + z4z¯4)2 = 0.
Thus either α is equal to β or α is equal to β¯ or the only solution is the trivial solution (i.
e. the complex numbers z1, z2, z3 and z4 are all zero). If α is equal to β, then z3 =
√−1z1
and z4 = −
√−1z2 is a solution for arbitrary z1 and z2. If α is equal to β¯, then z3 = z2 and
z4 = −z1 is a solution for arbitrary z1 and z2. This proves (ii). The proof of (i) is similar.
q.e.d.
Whether case 1 takes place or not depends only on the complex Fermi curve and not on
the choice of the potential, in contrast, whether case 2 takes place depends on the choice
of the potential. In the rest of this section we want to find some property of the complex
Fermi curve, which is equivalent to the existence of some potential, which leads to the given
complex Fermi curve and which is the potential of some immersion. To all subcases of case 3
there might exist an analogous subcase of case 2. Thus the mains question is, whether to
a potential of cases 3c–3e there exists another potential, which leads to the same complex
Fermi curve, but corresponds to the analogous subcase of case 2. Fortunately there exists
some method to transform subcases of case 3 into subcases of case 2, the so-called Ba¨cklund
transformation ([E-K],[M-S, Chapter 6.] and [L-McL, Section 4]).
Lemma 5.2. (i) To all potentials of cases 3c there exists another potential, which leads to
the same complex Fermi curve and corresponds to the analogous subcase of case 2.
(ii) If the preimage of [κ/2] contains exactly four multiple points, at which the function
dpˇ/dpˆ takes more than two values, then there exists no immersion, which leads to this
complex Fermi curve.
Proof. If in case (i) the values of the eigenfunction ψ at the four elements of the two Orbits
of type 1 are linearly independent, then one of the Ba¨cklund transformations described in
Lemma 2.29 has the desired properties.
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The condition in case (ii) excludes Multiple points O1/O1 and Multiple points O3. It
remains to consider the cases Multiple points O1/O2 and Multiple points O2/O2. Due to
Lemma 5.1 we have to show that in these cases there do not exist real potentials with the
given complex Fermi curve, whose eigenfunctions ψ take linearly dependent values at these
four multiple points. In case of Multiple points O1/O2 this follows from Corollary 2.17. If in
case Multiple points O2/O2 the values of the eigenfunction ψ at the four points are linearly
dependent, then, due to Corollary 2.17 and Lemma 2.23, for any non–vanishing normalization
of the eigenfunction ψ the functions 〈〈Jσ∗ψ, ψ〉〉γˆ has a zero at the two Orbits of type 2. Since
this function is invariant under σ, it has to have zeroes of even order at the fixed points of
σ. Consequently, the corresponding Local contribution to the arithmetic genus 4.3 of the
Structure sheaf 2.24 has to be larger than one, and the function dpˇ/dpˆ has to take the same
value at two points of different Orbits of type 2. q.e.d.
Thus the desired property of the complex Fermi curve is the
Singularity condition 5.3. There exists some κ ∈ Λ∗, such that [κ/2] belongs to the com-
plex Fermi curve F(U, U)/Λ∗. Moreover, the preimage of this point in the normalization of
F(U, U)/Λ∗ contains either two zeroes of both differentials dpˆ and dpˇ, or at least six elements,
or exactly four elements. Furthermore, in the last case the function dpˇ/dpˆ takes the same
value at two different elements, which are not interchanged by η.
The discussion above is summarized in
Theorem 5.4. For a real potential U ∈ L2(R2/Λ) we have the following characterizations:
(i) The complex Fermi curve F(U, U) is a Weierstraß curve 1.4 if and only if the Singularity
condition 5.3 is fulfilled.
(ii) Let F(U, U) fulfill the Singularity condition 5.3. Then the potential U is a Weierstraß
potential 1.3 if one of the cases 1,2,3a or 3b takes place. Furthermore, in the remaining
cases 3c–3e the same is true if and only if the functions dpˇ/dpˆ take the same value at
two different elements of the preimage of [κ/2], which belong to different orbits. q.e.d.
5.2 Variations of immersions
Due to the Weierstraß representation [Ta-1, Fr-2] the conformal class of some immersion is
given by the conformal class of the flat torus R2/Λ with the Euclidean metric g(·, ·). Thus for
all variations of some immersion with potential U , which do not change the conformal class,
there exists some variation δU of the potential U , which is a sufficiently smooth function
on R2/Λ. Let us now characterize some variations δU of the potential U , which induce a
variation of the immersion and do not change the conformal class.
Proposition 5.5. Let U be the potential of some immersion and δU ∈ C(R2/Λ) some real
variation of this potential. If for all µˆ ∈ C2 and all regular forms ω on the associated
complex Fermi curve the pullback of the function ΩU,U(δU, δU)/dg(µˆ, k) · ω/dg(µˆ, k) to the
normalization of F(U, U)/Λ∗ is holomorphic on some neighbourhood of the preimage of [κ/2]
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and equal to zero at all elements of this preimage, then there exists some variation of the
immersion, which corresponds to the variation δU and does not change the conformal class.
In order to prove this proposition we need some preparation.
Lemma 5.6. Let µˆ ∈ C2 satisfy the condition that dg(µˆ, k) does not vanish identically on
any connected component of the normalization of F(V,W ). Also let χ be an eigenfunction
corresponding to the element k′ of F(V,W ). Assume that for all regular forms ω of the
complex Fermi curve the pullback of the function ΩV,W (δV, δW )/dg(µˆ, k) · ω/dg(µˆ, k) to the
normalization of F(V,W ) is holomorphic on some neighbourhood of the preimage of k′ and
equal to zero at all elements of the preimage of k′. Then there exists a variation δµˆχ of χ
associated with the variations δV and δW (this means(
δV 0
0 δW
)(
χ1
χ2
)
+
(
V ∂[k′]
∂¯[k′] W
)(
δµˆχ1
δµˆχ2
)
= 0 and δµˆχ(x+ γˆ) = exp
(
2π
√−1g(γˆ, k′)) δµˆχ(x)
for all x ∈ R2 and all periods γˆ ∈ Λ), such that 〈〈φ, δµˆχ〉〉µˆ vanishes for all eigenfunctions φ
of the transposed Dirac operator, which correspond to the element k′.
Proof. Arguments similar to those in the proof of condition (iii) of Lemma 2.23 show that
for all µˆ, µˇ ∈ C2 on the complex Fermi curve the identity
〈〈φ(k), ψ(k)〉〉µˆdg(µˆ, k) = 〈〈φ(k), ψ(k)〉〉µˇdg(µˇ, k)
holds. Thus the first assumption of the lemma implies that the denominator of the projection
P˜µˆ does not vanishes identically on the complex Fermi curve, and therefore this projection
may be restricted to the complex Fermi curve. Moreover, we choose some µˇ ∈ C2, which is
linearly independent of µˆ, and parameterize the complex Fermi curve by pˆ = g(µˆ, k) and pˇ =
g(µˇ, k). Now let us consider the normalizations of the complex Fermi curves F(V + tδV,W +
tδW ) locally as covering spaces over (pˆ, t) ∈ C2, and let us use the convention ∂pˆ/∂t =
0. We conclude that the local sum of the function P˜µˆ over all sheets, which contain the
element (k′, t = 0) (compare with Remark 2.19), is locally a holomorphic function depending
on pˆ and t. Hence the partial derivative of this function with respect to t at the point
pˆ = pˆ′ = g(µˆ, k′), t = 0 is some finite rank operator denoted by δ ˘˜Pµˆ(k′). Now we claim
that δµˆχ = ψk′δ
˘˜
Pµˆ(k
′)ψ−k′χ (or equivalently δµˆχ˜ = δ
˘˜
Pµˆ(k
′)χ˜) has the required properties.
Since the local sum of the function P˜µˆ is a projection valued function, we have the identity
δ ˘˜Pµˆ(k
′)˘˜Pµˆ(k′) +
˘˜
Pµˆ(k
′)δ ˘˜Pµˆ(k′) = δ
˘˜
Pµˆ(k
′), and therefore also ˘˜Pµˆ(k′)δ
˘˜
Pµˆ(k
′)˘˜Pµˆ(k′) = 0. This
implies the last property. All projections P˜µˆ project onto double periodic functions, which
implies
δµˆχ(x+ γˆ) = exp
(
2π
√−1g(γˆ, k′)) δµˆχ(x) for all x ∈ R2 and all γˆ ∈ Λ.
Due to our above discussion of Lemma 3.1, the function ΩV,W (δV, δW )/dpˆ is then proportional
to ∂pˇ/∂t. Therefore, the assumption on the form ΩV,W (δV, δW ) implies that the pullback of
∂pˇ/∂t · P˜µˆ to the normalization of F(V,W ) is holomorphic on some neighbourhood of the
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preimage of k′ and equal to zero at all elements of the preimage of k′. This implies the
following operator relation:
(
l∑
i=1
(
D˜µˆ,µˇ(pˆ
′)− pˇ′π1l
)i−1
δD˜µˆ,µˇ
(
D˜µˆ,µˇ(pˆ
′)− pˇ′π1l
)l−i) ˘˜
Pµˆ(k
′) +
(
D˜µˆ,µˇ(pˆ)− pˇ′π1l
)l
δ
˘˜
Pµˆ(k
′) = 0.
Here l is the dimension of the range of ˘˜Pµˆ(k
′), δD˜µˆ,µˇ =
(
0 δW
νˇ2−
√−1νˇ1
δV
νˇ2+
√−1νˇ1 0
)
denotes the
variation of the operator D˜µˆ,µˇ(pˆ), and pˆ
′ = g(µˆ, k′) and pˇ′ = g(µˇ, k′) are the components of
k′. Since ψ−k′χ is a proper eigenfunction of D˜µˆ,µˇ(pˆ) with the eigenvalues pˇ′π, the variation
ψ−k′δµˆχ satisfies(
D˜µˆ,µˇ(pˆ)− pˇ′π1l
)l−1
δD˜µˆ,µˇψ−k′χ +
(
D˜µˆ,µˇ(pˆ)− pˇ′π1l
)l
ψ−k′δµˆχ = 0.
Since ˘˜Pµˆ(k
′) is the spectral projection onto the generalized eigenspace of D˜µˆ,µˇ(pˆ) associated
with eigenvalues pˇ′π, the restriction of the operator D˜µˆ,µˇ(pˆ)−pˇ′π1l to the kernel of the operator
˘˜
Pµˆ(k
′) is invertible. Thus we have δD˜µˆ,µˇψ−k′χ +
(
D˜µˆ,µˇ(pˆ)− pˇ′π1l
)
ψ−k′δµˆχ = 0, which is
equivalent to
(
δV 0
0 δW
)(
χ1
χ2
)
+
(
V ∂[k′]
−∂¯[k′] W
)(
δµˆχ1
δµˆχ2
)
= 0. q.e.d.
Proof of Proposition 5.5. Let E([κ/2]) be the eigenspace of the Dirac operator D[κ/2] with
real potential U corresponding to the eigenvalue λ = 0. Due to Lemma 2.16 this operator
is self–adjoint, and E([κ/2]) is equal to the range of P˘([κ/2). Moreover, the anti–unitary
operator χ 7→ Jχ¯ leaves this subspace invariant. Due to the Equivalent form of the Periodicity
condition 1.2 all non–zero elements χ of E([κ/2]), which satisfy the following two conditions,
induce an immersion:
(A) for all µˆ ∈ C2 the bilinear form 〈〈Jχ, χ〉〉µˆ is zero.
(B) for all µˆ ∈ C2 the bilinear form 〈〈χ¯, χ〉〉µˆ is zero.
If δU is some variation of the potential U , which satisfies the assumption of Proposition 5.5,
then due to Lemma 5.6 there exists some variation δχ of χ associated with the variation δU
of the potential U :(
δU 0
0 δU
)(
χ1
χ2
)
+
(
U ∂[κ/2]
−∂¯[κ/2] U
)(
δχ1
δχ2
)
= 0 and δχ(x+ γˆ) = (−1)g(γˆ,κ)χ(x)
for all x ∈ R2 and all periods γˆ ∈ Λ. Obviously we may add to such a variations δχ some
arbitrary element of E([κ/2]) and again obtain such a variation. In a second step we show
that there exists some δχ among these variations, which satisfies
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(A’) for all µˆ ∈ C2 the bilinear form 〈〈Jχ, δχ〉〉µˆ is zero.
(B’) for all µˆ ∈ C2 the bilinear form 〈〈χ¯, δχ〉〉µˆ is zero.
Again, due to Lemma 5.6, for all µˆ ∈ C2 there exists such a variation δµˆχ, such that
〈〈Jξ, δµˆχ〉〉µˆ vanishes for all ξ ∈ E([κ/2]). In particular, 〈〈Jχ, δµˆχ〉〉µˆ and 〈〈χ¯, δµˆχ〉〉µˆ van-
ish. For linearly independent µˆ and µˇ the difference δµˆχ − δµˇχ can be non–zero, but has
to be an element of E([κ/2]). Now we again choose two generators γˆ and γˇ of the period
lattice. Let 〈·, ·〉1 denote the restriction of 〈〈J·, ·〉〉γˆ and 〈·, ·〉2 the restriction of 〈〈J·, ·〉〉γˇ to
E([κ/2])× E([κ/2]). Both bilinear forms are symmetric and satisfy
〈Jχ¯, Jξ¯〉1 = −〈χ, ξ〉1 and 〈Jχ¯, Jξ¯〉2 = −〈χ, ξ〉2.
Lemma 5.7. One of the following two cases hold:
(a) The four linear forms 〈χ, ·〉1, 〈χ, ·〉2, 〈Jχ¯, ·〉1 and 〈Jχ¯, ·〉2 on E([κ/2]) are linearly inde-
pendent.
(b) There exists a non–zero linear combination χ′ of χ and Jχ¯, such that the linear forms
〈χ′, ·〉1 and 〈χ′, ·〉2 on E([κ/2]) are linearly dependent.
Proof. If the form 〈χ, ·〉1 is zero, then case (b) takes place with χ′ = χ. Now let us assume
that this linear form does not vanish. The subspace of E([κ/2]), on which the two linear
forms 〈χ, ·〉1 and 〈Jχ¯, ·〉1 vanish, contains the subspace, on which all four linear forms vanish.
Furthermore, both subspaces are invariant under the anti–unitary operator ξ 7→ Jξ¯. The
same arguments as in the proof of Corollary 2.17 (iii) show that either these two subspaces
coincide, or the co–dimension of the second subspace in E([κ/2]) is equal to four, which
implies that case (a) takes place. If the two subspaces of E([κ/2]) coincide, then there exist
two complex numbers α and β, such that the linear forms fulfill the following equations:
〈χ, ·〉2 = α〈χ, ·〉1 + β〈Jχ¯, ·〉1 and 〈Jχ¯, ·〉2 = −β¯〈χ, ·〉1 + α¯〈Jχ¯, ·〉1.
If ( γδ ) is any non–zero eigenvector of the matrix
(
α −β¯
β α¯
)
, then χ′ = γχ + δJχ¯ fulfills the
condition of case (b). q.e.d.
Continuation of the proof of Proposition 5.5. In case (a) we may add to some δµˆχ some
element of E([κ/2]), such that the sum fulfills conditions (A’) and (B’). In case (b) we may
assume that the linear forms α〈χ′, ·〉1+ 〈χ′, ·〉2 and α¯〈Jχ¯′, ·〉1+ 〈Jχ¯′, ·〉2 vanish. Indeed, if the
form 〈χ′, ·〉1 vanishes, then we replace γˆ and γˇ (i. e. 〈χ′, ·〉1 and .〈χ′, ·〉2) Due to Lemma 5.6
the variations δγˆχ
′ obey the equations
〈χ′, δγˆχ′〉1 = 0 = 〈Jχ¯′, δγˆχ′〉1.
If µˆ is equal to αγˆ + γˇ and ¯ˆµ equal to α¯γˆ + γˇ, then the variations δµˆχ
′ and δ ¯ˆµχ
′ satisfy
〈〈Jχ′, δµˆχ′〉〉µˆ = 0 = 〈〈χ¯′, δ ¯ˆµχ′〉〉 ¯ˆµ.
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Since the differences δγˆχ
′−δµˆχ′ and δγˆχ′−δ ¯ˆµχ′ belong to E([κ/2]), the variation δγˆχ′ satisfies
〈〈Jχ′, δγˆχ′〉〉µˆ = 〈〈Jχ′, δγˆχ′ − δµˆχ′〉〉µˆ = α〈χ′, δγˆχ′ − δµˆχ′〉1 + 〈χ′, δγˆχ′ − δµˆχ′〉2 = 0
−〈〈χ¯′, δγˆχ′〉〉 ¯ˆµ = −〈〈χ¯′, δγˆχ′ − δ ¯ˆµχ′〉〉 ¯ˆµ = α¯〈Jχ¯′, δγˆχ′ − δ ¯ˆµχ′〉1 + 〈Jχ¯′, δγˆχ′ − δ ¯ˆµχ′〉2 = 0,
and therefore also the relations
〈χ′, δγˆχ′〉2 = α〈χ′, δγˆχ′〉1 + 〈χ′, δγˆχ′〉2 = 〈〈Jχ′, δγˆχ′〉〉µˆ = 0
〈Jχ¯′, δγˆχ′〉2 = α¯〈Jχ¯′, δγˆχ′〉1 + 〈Jχ¯′, δγˆχ′〉2 = −〈〈χ¯′, δγˆχ′〉〉 ¯ˆµ = 0.
These arguments carry over to Jχ¯′ and show that there exists a variation δγˆJχ¯′ such that the
relation
〈χ′, δγˆJχ¯′〉1 = 0 〈χ′, δγˆJχ¯′〉2 = 0
〈Jχ¯′, δγˆJχ¯′〉1 = 0 〈Jχ¯′, δγˆJχ¯′〉2 = 0
hold. Since χ is a linear combination of χ′ and Jχ¯′ there exists a variation δχ with the desired
properties. q.e.d.
5.3 Constrained Willmore tori
An immersion, which is a stationary point of the Willmore functional is called a Willmore
torus. The following terminology can be found for example in [Wi-2, 7.10]:
Constrained Willmore tori 5.8. Variations of immersions, which do not change the con-
formal class, are called conformal variations. An immersion, which is a stationary point of
the Willmore functional with respect to all conformal variations of the immersion is called a
Constrained Willmore torus.
Obviously all Willmore tori are Constrained Willmore tori. In this section we want to
prove the following
Theorem 5.9. Let U be the potential of a Constrained Willmore torus 5.8. Then the normal-
ization of F(U, U)/Λ∗ has a meromorphic function f with finitely many poles at the preimage
of the element [κ/2] described in the Singularity condition 5.3. Moreover, for arbitrary small
δ′ > 0 there exists some δ, ε > 0, such that f maps the open set V+ε,δ into {z ∈ C | |z+1| < δ′}
and the set V−ε,δ into {z ∈ C | |z − 1| < δ′}. Finally, the function f is invariant under σ and
equal to −ρ∗f¯ .
Proof. Let U be the potential of a Constrained Willmore torus 5.8. Due to Proposition 5.5
there exist finitely many meromorphic functions f1, . . . , fl on some neighbourhood U of the
element [κ/2] of the complex Fermi curve F(U, U)/Λ∗ such that all real variations δU , whose
form ΩU,U(δU, δU) multiplied with any of these functions has zero residue on U, induce some
variation of the immersion. The pullbacks of all these functions to the normalization of
F(U, U)/Λ∗ are holomorphic in the complement of the preimage of [κ/2]. Moreover, the
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neighbourhood U may be chosen to be invariant under σ and ρ, and the functions f1, . . . , fl
can be chosen to be invariant under σ and to satisfy −ρ∗f¯i = fi, i = 1, . . . , l. In fact,
since ΩU,U(δU, δU) is invariant under σ and satisfies ρ
∗ (Ω¯U,U(δU, δU)) = ΩU,U(δU, δU), for
all meromorphic functions f on U the total residue of f ·ΩU,U(δU, δU) is equal to the residue
of σ∗ (f · ΩU,U(δU, δU)) = σ∗ (f) · ΩU,U(δU, δU) and equal to the complex conjugate of the
residue of ρ∗
(
f¯ · Ω¯U,U(δU, δU)
)
= ρ∗
(
f¯
) · ΩU,U(δU, δU). Now let A˜1(·), . . . , A˜l(·) denote
the corresponding operator–valued meromorphic functions defined in Lemma 3.2 and A˜0(·)
the constant function defined in (iv) of Lemma 3.4. Due to Lemma 3.4 the corresponding
variations are of the form (−δU0, δU0), . . . , (−δUl, δUl), with real variations δU0, . . . , δUl ∈
L2
R
(R2/Λ) and with δU0 being equal to 2U . The right hand side of the formula (iv) in
Lemma 3.2 for the variations (δU, δU) and (δU0, δU0) is equal to
1
π
√−1(κ1κ′2 − κ2κ′1)
∫
R2/Λ
δUδU0d
2x =
2
π
√−1(κ1κ′2 − κ2κ′1)
∫
R2/Λ
δUUd2x,
and therefore proportional to the variation of the Willmore functional. Since U is the poten-
tial of a Constrained Willmore torus 5.8, this integral must vanish, whenever all the integrals
1
π
√−1(κ1κ′2 − κ2κ′1)
∫
R2/Λ
δUδUid
2x, i = 1, . . . , l
vanish. We conclude that there exist some real constants c1, . . . , cl, such that δU0 + c1δU1 +
. . .+ δUl is identically zero. Now Lemma 3.2 implies that the meromorphic function
A˜(·) = A˜0(·) + c1A˜1(·) + . . .+ A˜l(·)
commutes with the operator–valued function D˜γˆ,γˇ(·). Thus these two operators can be diago-
nalized simultaneously, and the eigenvalue of A˜(·) defines some global meromorphic function
f on the complex Fermi curve:
f = tr
(
P˜γˆA˜(p)
)
,
where p is equal to the corresponding coordinate of the variable of P˜γˆ. Property (i) of
Lemma 3.2 ensures that this function is invariant under the action of the dual lattice and
therefore defines a meromorphic function on F(U, U)/Λ∗. The estimate (iii) of Lemma 3.2
and Theorem 2.12 implies the required estimate on f . Due to the definition of f the pullback
of the difference f − c1f1 − . . .− clfl to the normalization of F(U, U)/Λ∗ is holomorphic on
the complement of the preimage of [κ/2]. The other required properties of f follows from
Lemma 3.4. q.e.d.
Corollary 5.10. All Constrained Willmore tori 5.8 are of finite type.
Proof. For a given 0 < δ′ < 1/2 there exist positive δ, ε > 0, such that the meromorphic
function f 2−1 is bounded on V+ε,δ∪V−ε,δ by δ′ < 1/2. Thus, due to the Maximum principle (see
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e.g. [Ah, Chapter 4. Theorem 12.]), this bound holds also on all but finitely many handles.
But the set {z ∈ C | |z2− 1| < 1/2} decomposes into two connected components. Therefore,
the normalizations of all but finitely many handles have two connected components. This
proves the corollary. q.e.d.
This corollary is similar to the finite type theorem of [P-S]. The main difference is that
the authors consider from the very beginning immersions with special properties, and which
do not have to be double periodic. These properties result in a global meromorphic function
on the corresponding Riemann surface. Afterwards they study double periodic solutions,
and obtain some restrictions on the Riemann surface. In particular, the Riemann surface
has to be of finite genus. In our approach we consider from the very beginning only double
periodic immersions. Afterwards we investigate the consequences of the property, that the
immersion is a Constrained Willmore torus and again obtain the proof of the existence of
some global meromorphic function on the Riemann surface. Now, due to the special form
of Riemann surfaces corresponding to double periodic solutions, we can also conclude that
the Riemann surface has finite genus. The advantage of our approach in the present case
is that the global meromorphic function can be of different degree and therefore will result
in different properties of the immersions. In fact, our construction shows that the number
of poles is related to the dimension of the eigenspace corresponding to [κ/2]. The results of
[G-S-1] show that even in the case of surfaces of revolutions this dimension can be arbitrary
large. But Theorem 5.4 suggests that for relative minimizers the degree of f should be
equal to four. Moreover, this global meromorphic function should map the complement
of that subset of the Riemann surface, which consists of the two points corresponding to
infinite energy, into the complement of some finite subset of P1. Only the existence of such
a global meromorphic function will imply that the potentials satisfy some partial differential
equation. Otherwise it would be quite complicated to formulate the property, that the
complex Fermi curve has a global meromorphic function in terms of the potentials. This
property of the global meromorphic function is related to the existence of umbilic points,
which are excluded in the description of Willmore tori with the help of the sin-Gordon
equation (see [Bo, F-P-P-S, B-B]).
It can happen that not only the complex Fermi curve, but the whole complex Bloch
variety of some Dirac operator can be compactified to some projective variety. Therefore,
the question arises, whether the whole complex Bloch varieties of Willmore tori can be
compactified to projective varieties. Here we should mention, that the complex Fermi curve
alone does not determine the whole spectrum. Moreover, the self–adjoint Dirac operator(
U ∂
−∂¯ U
)
has the same complex Fermi curve as the similar operator
(
∂ −U
U ∂¯
)
=
(
U ∂
−∂¯ U
)
J, but
the associated complex Bloch varieties are completely different. From the very beginning we
could have used the second operator. Indeed, the operators D˜γˆ,γˇ(p), introduced in Section 5.2
are more closely related to the last operator than with the original Dirac operator. The second
operator has a remarkable property: the complex Fermi curves corresponding to different
energies are all isomorphic. In fact, if we multiply an eigenfunction with the function ψk,
with k = (λ, 0), the energy is shifted by λπ
√−1. Thus the whole complex Bloch variety
does not contain more information than the complex Fermi curve and may be compactified
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to a projective variety if and only if the complex Fermi curve can be compactified to an
algebraic curve. This is not the case for the Dirac operator. Also the property, that the
whole complex Bloch variety B(U, U)/Λ∗ can be compactified to a projective variety, is much
more restrictive.
Obviously, thePeriodicity condition 1.1 makes sense for spinors in the kernel of a Finite
rank Perturbation 3.22. The corresponding conformal mappings from R2/Λ into R3 can
have finitely many poles. Moreover, the whole discussion of Section 5.1 carries over to these
conformal mappings with poles. We remark that due to the relation of the Finite rank
Perturbation 3.22 with the Singularities of the holomorphic structure 3.26 the closed forms,
which were used to define the immersions, have no monodromy around the singular points.
However, suitable inversions transform these conformal mappings with poles into conformal
mappings without poles from R2/Λ into R3. Due to the conformal invariance of the complex
Fermi curves [G-S-2] these inversions do not change the complex Fermi curves. Therefore
we may extend the Willmore functional to those complex Fermi curves in M¯Λη,σ, which
obey the Singularity condition 5.3. These complex Fermi curves, which obey the Singularity
condition 5.3 are obviously locally zeroes of holomorphic functions on the compactified moduli
space M¯Λη,σ. Hence we obtain
Corollary 5.11. The restrictions of the Willmore functional to an arbitrary conformal class
has a minimizer of finite type. In particular, the corresponding immersion is analytic. q.e.d.
Finally, we remark that this result carries over to immersion into R4. More precisely, for
all k ∈ R2 the restrictions of the first integral to all complex Fermi curves in M¯Λ,η, which
obey the Quaternionic Singularity condition 1.6 over an element, whose imaginary part is
equal to k, has a minimizer. Due to the results of ‘quaternionic function theory’ developed by
F. Pedit and U. Pinkall [P-P, F-L-P-P], these functionals are the restrictions of the Willmore
functional in R4 to fixed conformal classes and fixed holomorphic line bundles (underlying the
quaternionic line bundle). We expect that similar arguments may show that these minimizers
are of finite type. Since the space of holomorphic bundles is compact, the restrictions of the
Willmore functional in R4 to arbitrary conformal classes has also a minimizer. Since the
whole family constructed in Section 4.3 obey the Quaternionic Singularity condition 1.6, for
non–rectangular conformal classes the corresponding minimizers in R4 take lower values than
the corresponding minimizers in R3
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