In this paper a new explicit finite element method for numerically solving the drift-diffusion semiconductor device equations is introduced and analyzed. The method uses a mixed finite element method for the approximation of the electric field. A finite element method using discontinuous finite elements is used to approximate the concentrations, which may display strong gradients. The use of discontinuous finite elements renders the scheme for the concentrations trivially conservative and fully parallelizable. In this paper we carry out the analysis of the model method (which employs a continuous piecewise-linear approximation to the electric field and a piecewise-constant approximation to the electron concentration) in a model problem, namely, the so-called unipolar case with the diffusion terms neglected. The resulting system of equations is equivalent to a conservation law whose flux, the electric field, depends globally on the solution, the concentration of electrons. By exploiting the similarities of this system with classical scalar conservation laws, the techniques to analyze the monotone schemes for conservation laws are adapted to the analysis of the new scheme. The scheme, considered as a scheme for the electron concentration, is shown to satisfy a maximum principle and to be total variation bounded. Its convergence to the unique weak solution is proven. Numerical experiments displaying the performance of the scheme are shown.
Introduction
This is the first paper of a series in which we introduce and analyze a new finite element method for numerically solving the equations of the drift-diffusion model for semiconductor devices, [39] :
(1.1a)
-eAtp = q(C -n+p), (1.1b) qnt -div Jn --qR, (1.1c) qp, + div Jp = -qR, where ip is the electric potential, n is the electron concentration, p is the hole concentration, e is the dielectric constant, q is the electronic elementary charge, C is the doping profile, R = R(n, p) is the carrier recombinationgeneration rate, and Jn and Jp are the current densities. They are given by (l.ld) Jn = qpn(UTgradn-n%rad\i/), (l.le) Jp = -qpp(UTèradp+pgradt//), where pn and pp are the electron and hole mobilities, and Ut is the thermal voltage; see [29, pp. 7-13] .
The main ideas of our method are as follows. Following [16] , we discretize Poisson's equation (1.1a) by using a mixed finite element method, [33] , [5] . This method has the advantage of directly giving a numerical approximation of the electric field, -grad y/, which is the only quantity depending on y/ that appears in the convection-diffusion equations (1.1b) and (1.1c). To discretize the latter equations, we use an extension of the Runge-Kutta Discontinuous Galerkin (RKDG) method, which is a fully parallelizable method initially devised for numerically solving nonlinear conservation laws. In the scalar case, the RKDG method can be proven to satisfy maximum principles, even when the approximate solution is locally a polynomial of total degree k > 0. Moreover, extensive numerical simulations show that the RKDG method can capture discontinuities within a couple of elements without producing spurious oscillations; see [9, 10, 11, 12] . Thus, the RKDG method is a natural choice in this framework, since the concentrations may present strong gradients.
The main computational advantages of our method are the following. Since the use of Lagrange multipliers, see [5] and the bibliography therein, renders the matrix of the mixed element method symmetric and positive definite, the computation of the approximation to grad y/ is very much facilitated. Also, since the RKDG method uses discontinuous approximations, the 'mass' matrix turns out to be a blockdiagonal matrix whose entries can be inverted by hand (in fact, the order of the blockdiagonal matrices is exactly equal to the number of degrees of freedom of the approximate solution wA on the corresponding element). Moreover, since the Runge-Kutta method used is explicit, the scheme for the convection-diffusion equations is fully parallelizable. Finally, no nonlinear equation is required to be solved at each timestep.
For the sake of clarity, the analysis of our finite element method will be done on a one-dimensional model problem. We set R = 0, and scale the equations (see [29, pp. 26-28] , [38] and [3] for details) to obtain (1.2a) -cj)xx = c-u + v, x>0, x£(-X,X), (1.2b) uT + (u(px)x-À2uxx = 0, t>0, x£ (-1, 1), (1.2c) vx-(vd>x)x-X2vxx = 0, x>0, x£(-X, X),
0||C|U~/2'
and / is the typical diameter of the semiconductor device. Since typical values of A range from 10~3 to 10-5, [29, p. 28; 37] , it seems reasonable to neglect the second-order terms in (1.2b) and (1.2c). The resulting equations give a good approximation of the initial system in the so-called 'fast' time scale, see [37, 30, 34] . See also the singular perturbation analyses carried out in [4, 6] . By using where (1.2d)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use a symmetry assumption, [37, 34] , we can decouple equations (1.2b) and (1.2c) and obtain the following equations for the scaled electron concentration u and the scaled electric potential </> :
where we have assumed, for simplicity, that the scaled doping profile c is identically equal to 1 on (0, 1). All our results also hold for c inBV(0, 1). These are the equations of our model problem. To complete it, we have to impose the boundary conditions (f>(x,0) = 0, forr>0, <¡>(x, X) = cj>x(x), forr>0, and
if^(T, 1)<0, T>0, and the initial condition
The solution of this problem has been proven to be the limit as X goes to zero of the corresponding 'viscous' solutions, see (2.15) , in [8] . The problem of how close these solutions are will be addressed in this paper numerically only. It will be considered analytically in a forthcoming paper. To study the above problem, we prefer to rewrite it as the following conservation law:
<f>(x, X) = <j>x(r), forr>0, since written in this form, it is easier to compare it with a classical conservation law: (i) Notice that the equation ( 1.3a) would be a classical nonlinear conservation law if the operator ß were an evaluation operator, i.e., if ß = ß(u). However, in our case the value of ß at a single point (t, x) £ (0, T) x (0, 1) contains the information of all the values of the function u(x, •) on (0,1). Hence a perturbation of the function u at any given point of the domain does have a global effect immediately. This is in sharp contrast with the classical conservation laws, for which local perturbations of the solution have a local effect in finite time.
(ii) The smoothness of ß(x, •) guarantees the uniqueness of the weak solution, [31] , and so the worry about convergence to the so-called entropy solution that pervades the numerical analysis of schemes for classical conservation laws is not present here. Nevertheless, the continuity of ß also guarantees that the characteristics of our system never intersect each other. Numerically, this means that there is no natural mechanism that would help the scheme to 'sharpen' the discontinuities, as happens in classical conservation laws when the nonlinearity is convex (for example).
(iii) Note that u = 0 and u = X are equilibrium points of the equation of u along the characteristics. In fact, if x -x(x) denotes a given characteristic, and if we set u = u(x, x(x)), then
From this equation it is clear that u = 0 is an unstable equilibrium point whereas u = X is an asymptotically stable point. (This situation never occurs for classical conservation laws.) The instability of u = 0 indicates that the numerical approximation, uh , has to be prevented from taking negative values, however small. It also indicates that the numerical approximation of the points u = 0 might be a delicate matter. The asymptotic stability of u = X suggests the existence of a maximum principle for the solution u. Notice that for the very simple case in which ß = ß(x) = X ¡2 -x , u0 = 0, ux = X , and u¡(x) = x, the solution of the conservation law (1.3) does not remain bounded. In this case, u¡(x(0))
we expect the total variation of the concentration to grow in time as fast as ex, without the boundary data being responsible for such a growth. This is also in strong contrast to what happens in classical conservation laws, where the total variation does not increase in such a situation.
The finite element method we consider in this paper takes the approximation to grad (f> to be a continuous piecewise linear function and the approximation to u to be a piecewise constant function. The resulting scheme can be considered to be a counterpart of the monotone schemes for conservation laws. With this fact in mind, the techniques for analyzing monotones schemes, [15, 18] , will be suitably extended to our present setting. The main objective of this paper is to establish the stability of the new method and to prove its convergence in the case of the model problem (1.3), (1.4) . Particular care has to be taken to relate the behavior of the piecewise linear continuous approximate electric field given by the mixed finite element method, with the behavior of the piecewise constant convected approximate electron concentration. Our analysis of the boundary conditions is inspired by the ideas introduced in [25] . A forthcoming paper will be devoted to obtaining error estimates.
No finite element method seems to have been proposed and analyzed for the hyperbolic problem (1.3), (1.4) . Most methods are defined on the full equations (1.1), and take advantage of the parabolicity of equations for the concentrations. In order to do that, a widespread practice consists in using the so-called Boltzmann statistics as variables. This change of variables allows the currents to be expressed in the form {c gradz} in an effort to render the equations (1.1b) and (1.1c) 'naturally' parabolic; see, e.g., [40, 2] . However, this practice 'hides' the convective character of the equations. This is why we do not use Boltzmann statistics as variables. The same point of view is taken in [16, 32] , where a direct hold of the convection phenomenon is attempted through the modified method of characteristics. We want to emphasize that, unlike the methods in [16, 32] , our scheme is conservative.
Our proposed method can also be used to compute the stationary solution of ( 1.1 ) by simply letting the final time T be large enough. Of course, other more efficient ways to do so can be devised, but we shall not pursue this matter in this paper. Methods for computing stationary solutions of ( 1.1 ) can be found in, e.g., [1, 17, 22, 35] . The stationary solutions of (1.1) may be considered to be the fixed points of the so-called Gummel map; see, e.g., [19] . The iterative procedures of the above-mentioned papers try to construct numerical approximations to the Gummel map (and to its fixed points). A rigorous analysis of the convergence of such numerical approximations can be found in [20] . These iterative procedures can also be applied to solve the transient problem; see [21] and [14] . We finally point out that a new discretization technique that generalizes to the two-dimensional case the (one-dimensional) Sharfetter-Gummel method has recently been introduced in [7] .
The paper is organized as follows. In §2a, we define the set of data with which we deal in this paper and define the weak solution of problem (1.3), (1.4) . In §2b, we present our numerical method. In §2c, we state and briefly discuss our results on stability (Theorem 2.1), continuity with respect to the data (Theorem 2.2), and convergence to the weak solution (Theorem 2.3). We also include therein an additional convergence result (Theorem 2.4) that will be used in a forthcoming paper to obtain error estimates. In §2d, we state a result (Theorem 2.5) concerning the smoothness with which the boundary conditions are satisfied by the approximate solution. This result requires reasonable additional restrictions on the data. Finally, in §2e, we show several numerical results illustrating the performance of the scheme. The proofs of our theorems are contained in the Supplement section at the end of this issue.
2. The numerical method and the main results 2a. The weak solution. We shall assume that the initial data u¡ and the boundary data uo,ux and 4>x satisfy the following regularity conditions:
where, see remark (iii) in § 1, we assume that
The weak solution of (1.3) and (1.4) is defined to be a function (u, ß, 0) e L°°(0, T; BV(0, l))xL°°(0, T; Wx^(0, l))xL°°(0, T; BV(0, X)) satisfying the following weak formulation:
where the flux / is defined by (2.2b) /(«left , «right ; ß) = "left ß+ + »right ß~ , with ß~ = min{)?, 0}, and ß+ = max{ß, 0}, and
Jo Notice that any function in Wl'x(0, X) is continuous, and that any function in BV (0,1) has well-defined limits from the left and from the right. Thus, the last two integrals of (2.2a) have a meaning.
Notice also that the role of the flux / is to select the correct boundary value for u according to (1.3b) and (1.3c). To see this, assume that « is a very smooth solution of (2.2). Take functions tp £ W0X((0, T) x [0, X)), and integrate by parts in (2.2a). Since u satisfies equation (1.3a) pointwise, we get To discretize (1.3), (1.4), we first discretize the data by setting
where P> denotes the L2-projection into the space 'V. The approximate solution Uh is taken to be in the space W&ï ® W^ and is required to satisfy the equation
where the numerical flux f"+l/2 = f(u] , uni+{ ; ß"+l/2) is given by (2.2b), i.e., by (2.6b) y;"+,/2 = "r^+i/2 + <+i^"i/2-
The function (ßh, </>/,) £ **at ® Vax x ^at ® W^ is defined by the following mixed finite element method:
Jo
Note that, for a given function ßh, the scheme (2.6) is nothing but the wellknown upwinding scheme (which coincides with the Godunov scheme in this case). Since this is a monotone scheme under a suitable CFL condition, it is reasonable to expect to have for this scheme convergence properties similar to the convergence properties of monotone schemes for scalar conservation laws, [15] . We shall see below that this is indeed the case. Notice that for the upwinding numerical flux fi"+l /2, (2.6b), to be well defined, the function ßh(x, •) has to be continuous. This requirement is naturally taken into account by the mixed finite element method used to compute it. This is an important advantage of using the mixed method (2.7).
Thus the algorithm of our numerical method is: (2.8a) Compute the functions u0 at> «i at> ui a* , and 4>x At by (2.5); (iii) Compute uh(xn+x, x) for x £ (0, 1) by using the scheme (2.6).
2c. Stability and convergence results. In this section we state and briefly discuss the stability properties of the scheme (2.8), Theorem 2.1, its property of continuity with respect to the data, Theorem 2.2, and its convergence property to the weak solution of the original problem, Theorem 2.3. We also obtain an estimate which will be used elsewhere to obtain error estimates for the scheme under consideration, Theorem 2.4. The scheme for «/, is thus a total variation bounded scheme that satisfies a sharp maximum principle. Notice that u* > X, by (2.le). The maximum principle is not true for u* < X. This reflects the fact that along the characteristics the point u = X is an asymptotically stable equilibrium point; see remark (iii) in §1.
In the following result, (vh , yn, \ph) stands for the approximate solution of (1.3), (1.4), with data v¡, v0,Vx, y/x satisfying (2.1). In [31] , the uniqueness of the weak solution of (2.2) and (2.3) was proven for 0i constant only. However, the argument used therein can be easily extended to the case we consider in this paper. The uniqueness of the weak solution can also be deduced from the first inequality of Theorem 2.4 below.
To state our following result, we need to define the 'entropy' form EE°'e(u, v ; ß). Kruzhkov [23] introduced this form in his study of classical conservation laws. Later, Kuznetsov [24] used it to obtain an approximation theory; see also [36, 26, 27, 28, 13] . Let u be the entropy solution of a classical conservation law, and let «/, be the approximate solution given by a monotone scheme. It was proven, in [23] and [24] respectively, that E£0'E(u,v)<0, EE<"£(uh, u)<C (Ax/e + Ax/eq), where v is a reasonably general function (the function ß does not appear in these entropy forms E, since it does not appear in the framework of classical conservation laws). Using these key results, Kuznetsov [24] obtained a bound for the error \\uh~ u ||l°°{0, t-,V) ■ 1° a forthcoming paper, we prove that error 2d. A result about the continuity at the boundary. In this section we state a result concerning the behavior at the boundary of the approximate solution.
Our result will be stated in terms of the following quantities u+ 0(e,u; ß)= sup / \u(x,A)-u(x,0-)\ß+(x,0)dx, , it is possible to obtain an estimate of ux q(e , Uh ; ßh) ■ (Such an estimate follows from a uniform bound on the total variation in time of uh(x), for x near x = 0; see §3e of the Supplement.) However, if ß^(x, 0) is very close to zero, the estimate is much harder to get. In the technique we use, we need to control the number of disjoint intervals on which ß£(x, 0) can be uniformly bounded away from zero. (Similarly, we also need to control the number of disjoint intervals on which ßh~(x, X) can be uniformly bounded away from zero.) For this purpose, we introduce the set {AT/ }^, of disjoint intervals such that (0, T) = \J¡=1 K¡, and consider the following two important cases: (2.12a) m* = 1,«o = 0, and «iIa:, , 0i|jt; are constant, l=X,...,N,
In the first case, it can be proven that the above-mentioned numbers can be uniformly bounded. In the second case, we allow those numbers to increase unboundedly as Ax goes to zero. However, their growth can be controlled by using the regularity condition on 0i .
Theorem 2.5 (Continuity at the boundary). Suppose that the CFL condition (2.9) is satisfied. If the hypothesis (2.12a) is satisfied, then there exist constants C4 and Ci, depending solely on the data and T, such that In Figure 2 we display the approximate solution ma at different times (the exact solution at T = X is also included); compare with Figure 1 . Notice that the monotonicity of the solution is preserved, as stated in Corollary 3.7 of the Supplement.
In Tables 1 and 2 we display the errors and their respective order of convergence at time T = X . From Table 1 we see that the scheme is first-order accurate in the electric field and in the electric potential. We also see that in this case the scheme is first-order accurate in L1 but only half-order accurate i-'-1-'-r in L°° in the concentration. This discrepancy is caused by the discontinuity of the derivative of the exact electron concentration in the interval (.25, .35). To see this, it is enough to study the errors outside this interval. Indeed, in Table 2 we see that the scheme is first-order accurate (in the electron concentration) in both L1 and L°° on [0, .25] U [.35, 1]. These observations indicate that the scheme is first-order accurate when the solution is smooth enough. They also indicate that the influence of the discontinuity in the derivative of the electron concentration on the quality of the approximation has only a local effect.
Example 2. Uq = 0, U\ = X, u¡ = 0, 4>x = 1/8.
In Figure 3 (see next page) we display the approximate and exact solutions at T = 2. Notice how the biggest error in the approximation of u and of ß occurs around the location of the discontinuity x « .6398 of u. Notice also that the biggest error in 0 occurs at the critical point of 0, not at the location of the discontinuity of u . In Table 3 we show the errors and their orders of convergence. Notice that the orders of convergence, in Lx, to u and ß are ~ 1/2 and ~ 1, respectively. This indicates that the presence of the discontinuity in u has only a local effect in the approximation of ß . We take the same discretization parameters as in the previous example. In Figure 4 the approximate concentration, the 'nonviscous' and the 'viscous' concentrations are compared at time T = 10 around the boundary layer. (If those concentrations would have been compared on the full interval [0, 1], no difference between them would have been detected.) At that time all the solutions are very close to the stationary solutions. We see that the size of the boundary layer created by the diffusion is approximately equal to Ax = 1/100 for the biggest value of X2, i.e., for X2 = 10"6. We see that the approximate solution provides an excellent approximation to the 'viscous' concentration.
Our numerical results thus indicate that the method (2.8) is a very robust method, which is uniformly first-order accurate in L°° for the electron concentration, the electric field, and the electric potential when the exact solution is If the electron concentration is discontinuous, the scheme is half-order accurate in L1 for the electron concentration and half-order accurate in L°°f or the electric field. We have also verified that in this case, the presence of the discontinuity has only a local effect on the quality of the approximation. Finally, we have verified that the scheme provides a good approximation to the 'viscous' solution, see (2.15) In this section we prove a maximum principle for the approximate solution u/,. We stress the fact that in the framework of conservation laws it is very well known that any maximum 
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