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LOCAL WELL-POSEDNESS OF THE TOPOLOGICAL EULER ALIGNMENT
MODELS OF COLLECTIVE BEHAVIOR
DAVID N. REYNOLDS AND ROMAN SHVYDKOY
Abstract. In this paper we address the problem of well-posedness of multi-dimensional topological
Euler-alignment models introduced in [14]. The main result demonstrates local existence and
uniqueness of classical solutions in class (ρ, u) ∈ Hm+α ×Hm+1 on the periodic domain Tn, where
0 < α < 2 is the order of singularity of the topological communication kernel φ(x, y), and m =
m(n, α) is large. Our approach is based on new sharp coercivity estimates for the topological
alignment operator
Lφf(x) =
ˆ
Tn
φ(x, y)(f(y)− f(x)) dy,
which render proper a priori estimates and help stabilize viscous approximation of the system.
In dimension 1, this result, in conjunction with the technique developed in [14] gives global well-
posendess in the natural space of data mentioned above.
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1. Introduction
Several recent field studies on animal behavior revealed that in some cases communication be-
tween species is regulated by topological distance metric, which depends on the number of other
species in close proximity rather than their Euclidean distance, see [1, 21] and references therein.
Kinetic models interpreting such topological interactions as the K-nearest neighbor rule were stud-
ied at length by Blanchet and Degond in [2, 3]. In [10] Haskovec defines topological asymmetric
“distance” between agents x and y by counting all agents in the ball of radius |x − y| centered at
x. It is shown that the classical Cucker-Smale model [6, 7] with kernel depending on such distance
aligns under a global in time graph connectivity assumption – one that is guaranteed to hold, for
instance, for metric models with long range interactions given by φ(r) = H
(1+r2)β/2
, β ≤ 1. Es-
tablishing flocking behavior under a strictly local communication rule, however, continues to be a
challenging mathematical problem in the theory of collective motion.
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Figure 1. Communication domain satisfying assumptions (D1)–(D3)
In the context of hydrodynamic Cucker-Smale model, also known as the Euler alignment system,
given by
(1)

ρt +∇ · (ρu) = 0,
ut + u · ∇u =
ˆ
Tn
φ(x, y)(u(t, y)− u(t, x))ρ(t, y) dy,
a new local and symmetric kernel was introduced in [14] with a mix of topological and metric
components. Specifically, it is postulated that the communication strength between agents (x, y)
is inversely proportional to the mass of a symmetric region Ω(x, y) = Ω(y, x) at time t which is
encoded into the topological quasi-distance function
d(x, y) =
(ˆ
Ω(x,y)
ρ(ξ, t) dξ
)1/n
.
We define φ(x, y) as a non-convolution type singular kernel of degree 0 < α < 2 by
(2) φ(x, y) =
h(x− y)
|x− y|n+α−τdτ (x, y) ,
where h = h(r) is a radial smooth bump function supported on a ball of radius r0 – a commu-
nication cutoff scale, and τ > 0 is a parameter that gauges presence of topological effects in the
system. Although the communication domain considered in [14] is a specific football shaped body
of revolution the results extend to any family of domains obtained by scaling of the basic domain
Ω0 = Ω(−e1, e1) such that
(D1) ∂Ω0 is smooth except at ±e1 where it is Lipschitz of conical opening of degree < pi,
(D2) Ω0 = −Ω0,
(D3) Ω0 ⊂ B1(0).
Figure 1 shows example of a typical domain. If the topological component of the communication
is sufficiently strong, then all classical non-vacuous solutions to (1) align.
Theorem 1.1 ([14]). Suppose τ ≥ n. Then any classical solution (u, ρ) to (1) on the torus Tn
satisfying the hydrodynamic connectivity condition
(3) ρ(x, t) & 1
1 + t
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aligns to its conserved momentum u¯ at a logarithmic rate
‖u(t)− u¯‖∞ . 1√
ln t
.
It is also shown that in 1D the condition (3) holds automatically for all time, so the model
exhibits unconditional alignment in this case.
Regularity theory of metric models (1), i.e. where φ(x, y) = φ(|x − y|) has been developed
extensively in [4, 5, 8, 11, 9, 15, 16, 17, 13, 20, 19], and is most completely understood only in one
dimensional settings due to an extra conserved quantity
(4) e = ux + φ ∗ ρ, et + (ue)x = 0,
which allows to directly control the slope of u. For the smooth kernel case this leads to Burgers’
type threshold condition e0 ≥ 0 to guarantee global existence. For singular communication, φ(r) =
1
r1+α
, additional parabolic regularization leads to global existence and flocking for any smooth non-
vacuous data on T, [9, 15, 16, 17]. In multi-D, small initial data results were proved in [8, 13, 11].
Topological models presented a new set of challenges from the perspective of regularity theory
as they do not fit directly under any studied class of fractional drift diffusion equations for which
Ho¨lder regularization has been established, see [12, 18]. The one dimensional case has been treated
in the same article [14] where global wellposedness in class u ∈ Hm+1, ρ ∈ Hm+α/2 was proved for
τ ≤ α. In dimension 1 the topological model shares a similar conservation law with the metric one,
given by
e = ux + Lφρ,
where Lφ is the singular alignment operator associated with the topological kernel φ:
(5) Lφf =
ˆ
Tn
φ(x, y)(f(y)− f(x)) dy.
The primary goal of this paper is to initiate the study of topological models in arbitrary dimension
by establishing local well-posedness of classical solutions in high regularity Sobolev classes.
Theorem 1.2. For any initial data u0 ∈ Hm+1(Tn), ρ0 ∈ Hm+α(Tn), m ≥ m(α, n), with no
vacuum ρ0(x) > 0 there exists a unique solution to the system (1)-(2)-(D2) on a time interval
[0, T0) with T0 dependent on the initial condition, in the class
u ∈ Cw([0, T0), Hm+1) ∩ L2([0, T0), Hm+1+α2 )
ρ ∈ Cw([0, T0), Hm+α)
(6)
If n = 1, then the solution is global and (6) holds on any finite time interval.
Symbol Cw here means weakly continuous functions. Let us make several remarks. First, the
relationship between regularity classes of u and ρ are related naturally by the way they enter
into the e-quantity already in 1D. Second, the global existence in dimension 1 is an improvement
over [14] in the density class which is achieved by establishing sharp coercivity estimates on the
alignment operator (see Proposition 3.1):
(7) ‖Lφf‖H˙m ∼ ‖f‖H˙m+α + lower order terms.
This is one of the major technical components in the proof of Theorem 1.2. Third, we cannot
assert that the density gains any additional L2 integrability in higher class similar to the velocity.
The reason is that the continuity equation has no intrinsic parabolic structure as it does in 1D.
Indeed, considering e = ∇·u+Lφρ in multi-D, it does not satisfy the clean continuity law, see (35),
and consequently cannot be considered as a lower order quantity as in 1D. Writing the continuity
equation as
(8) ρt + u · ∇ρ+ eρ = ρLφρ,
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injects a rough forcing term eρ that drives the density out of the expected smoother class Hm+α+
α
2 .
The local existence proof is based on establishing short term control on the grand quantity
(9) Ym = ‖u‖2H˙m+1 + ‖e‖2H˙m + ‖ρ‖2H˙m + ρ+ ρ−1,
where ρ = min ρ, ρ = max ρ. The overall goal is to establish an a priori Riccati type equation
(10)
d
dt
Ym ≤ CY Nm ,
where N ∈ N may be large. Coercivity estimates (7) demonstrate that Ym is equivalent to con-
trolling u in Hm+1 and ρ in Hm+α. However, due to the deficiencies associated with the density
equation (8), we resort to replacing the pair (u, ρ) with (u, e) for the purposes of a priori estimates.
The same strategy already appeared in all previous works on singular models [9, 15, 16, 17, 14].
The structure of the paper is straightforward. In Section 2 we set the notation and make elemen-
tary a priori estimates on lower order terms in Ym. Section 3 is entirely devoted to coercivity bounds
on the alignment operator via commutator estimates. Sections 4 and 5 detail a priori estimates on
the u and e equations, respectively. In Section 6 we conclude by finding local solutions via viscous
regularization scheme and establish stability of our a priori estimates under such approximation.
2. Preliminaries
In this section we go through a few quick computations that establish a priori estimates on the
lower order terms in the grand quantity Ym (9), namely, ‖ρ‖2H˙m + ρ+ ρ−1.
The bound on ‖ρ‖2
H˙m
follows by a simple classical commutator estimate. Indeed, we have
ρt + u · ∇ρ+ (∇ · u)ρ = 0.
So, testing with ∂2mρ we obtain
d
dt
‖ρ‖2
H˙m
=
ˆ
(∇ · u)|∂mρ|2 dx−
ˆ
(∂m(u · ∇ρ)− u · ∇∂mρ)∂mρdx−
ˆ
∂m((∇ · u)ρ)∂mρdx.
Recalling the classical commutator estimate
(11) ‖∂m(fg)− f∂mg‖2 ≤ |∇f |∞‖g‖H˙m−1 + ‖f‖H˙m |g|∞,
we obtain
d
dt
‖ρ‖2
H˙m
≤ |∇u|∞‖ρ‖2H˙m + ‖u‖H˙m‖ρ‖H˙m |∇ρ|∞ + ‖u‖H˙m+1‖ρ‖H˙m |ρ|∞ ≤ CY 3m.
Next, differentiating the maximum we obtain
d
dt
ρ ≤ |∇u|∞ρ,
and similarly,
d
dt
ρ−1 ≤ |∇u|∞ρ−1.
Thus,
d
dt
(‖ρ‖2
H˙m
+ ρ+ ρ−1) . Y 3m.
Having these simple bounds out of the way, the main focus now will be on obtaining similar bounds
on the first two components of Ym and ensuring that Ym is comparable with the spaces in which
we are proving local well-posedness.
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3. Coercivity bounds on Lφ
Letting y = x+ z and defining the increment operator δzf(x) = f(x+ z)− f(x) we can rewrite
the operator as
Lφf =
ˆ
Tn
φ(x, x+ z)δzf(x) dz(12)
Proposition 3.1. For any sufficiently large m ∈ N and 0 < α < 2 there exists a polynomial pN of
degree N = N(m,n, α) ∈ N such that the following inequalities hold
‖Lφf‖2H˙m . ρ−2τ/n(‖f‖2H˙m+α + ‖ρ‖2H˙m+α) + pN (ρ, ρ−1, ‖ρ‖H˙m−1+α , ‖f‖H˙2+n2 ),
‖Lφf‖2H˙m & ρ−2τ/n(‖f‖2H˙m+α + ‖ρ‖2H˙m+α)− pN (ρ, ρ−1, ‖ρ‖H˙m−1+α , ‖f‖H˙2+n2 ).
(13)
As a consequence of this proposition we obtain control on the key norm ‖ρ‖H˙m+α , that will
appear in the main estimates on Ym:
(14) ‖ρ‖2
H˙m+α
. Y Nm ,
for some large N ∈ N. Indeed, setting f = ρ in the above, we find (N may change from line to line)
‖ρ‖2
H˙m+α
. ρ2τ/n‖Lφρ‖2H˙m + pN (ρ, ρ−1, ‖ρ‖H˙m−1+α)
≤ ρ2τ/n‖u‖2
H˙m+1
+ ρ2τ/n‖e‖2
H˙m
+ pN (ρ, ρ
−1, ‖ρ‖H˙m−1+α) ≤ Y 4m + pN (ρ, ρ−1, ‖ρ‖H˙m−1+α).
Now by the same estimate applied to ‖ρ‖H˙m−1+α we have
‖ρ‖2
H˙m−1+α ≤ Y 4m−1 + pN (ρ, ρ−1, ‖ρ‖H˙m−2+α).
However, trivially Ym−1 ≤ Ym and ‖ρ‖H˙m−2+α ≤ ‖ρ‖H˙m for all 0 < α < 2 with the latter being
included into the definition of Ym. Hence,
‖ρ‖2
H˙m+α
. Y 4m + pN (ρ, ρ−1, Ym) ≤ Y Nm ,
and (14) follows.
Conversely, it is clear that ‖ρ‖H˙m+α controls ‖Lφρ‖H˙m by first in (13). So, along with ‖u‖2H˙m+1
it controls e. We obtain
Ym ∼ ‖u‖2H˙m+1 + ‖ρ‖2H˙m+α + ρ+ ρ−1.
Remark 3.2. Although, as we have just seen, estimate (13) is sufficient to establish control over
‖ρ‖H˙m+α , what one can actually prove following our argument below is a somewhat sharper version
of (13) where the dependence on the density ρ is of order below m + α. Namely, for every ε > 0
there exists a cε > 0 such that
‖Lφf‖2H˙m . ‖f‖2H˙m+α + ‖ρ‖NH˙m−1+α‖f‖2H˙m−1+α + ‖ρ‖2H˙m‖f‖2H˙2+n2 + cε‖ρ‖
2
H˙m−1+α+ε‖f‖2H˙1+n2 ,
‖Lφf‖2H˙m & ‖f‖2H˙m+α − ‖ρ‖NH˙m−1+α‖f‖2H˙m−1+α − ‖ρ‖2H˙m‖f‖2H˙2+n2 − cε‖ρ‖
2
H˙m−1+α+ε‖f‖2H˙1+n2 .
(15)
Here inequality signs .,& mean up to multiples of ρ and ρ.
As a first step in proving Proposition 3.1 we show a basic coercivity estimate.
Lemma 3.3 (Basic coercivity). For any 0 < α < 2 the following bounds hold
‖Lφf‖22 . ρ−2τ/n‖f‖2H˙α + ρ2τ/nρ−2−4τ/n|∇ρ|2∞‖f‖2H˙α/2
‖Lφf‖22 & ρ−2τ/n‖f‖2H˙α − ρ2τ/nρ−2−4τ/n|∇ρ|2∞‖f‖2H˙α/2 .
(16)
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Proof. Let us denote  
Ω(0,z)
ρ(x+ ξ) dξ =
1
|Ω(0, z)|
ˆ
Ω(0,z)
ρ(x+ ξ) dξ.
Note that |Ω(0, z)| ∼ |z|n. In order to remove the x-dependence from the kernel we “freeze” the
coefficient, meaning replace d with the average value and then replace it with ρ(x):
Lφf(x) = ρ(x)−τ/n
ˆ
Tn
h(|z|)
|z|n+α δzf(x)dz+
ˆ
Tn
h(|z|)
|z|n+α
 1[ffl
Ω(0,z) ρ(x+ ξ) dξ
]τ/n − 1ρτ/n(x)
 δzf(x)dz.
The first integral represents the truncated fractional Laplacian Λα, and hence is bounded above
and below by ρ−τ/n‖f‖H˙α and ρ−τ/n‖f‖H˙α , respectively. In the residual term we estimate
1[ffl
Ω(0,z) ρ(x+ ξ) dξ
]τ/n − 1ρτ/n(x) = ρ
τ/n(x)−
[ffl
Ω(0,z) ρ(x+ ξ) dξ
]τ/n
[ffl
Ω(0,z) ρ(x+ ξ) dξ
]τ/n
ρτ/n(x)
and by Taylor expansion,∣∣∣∣∣∣ρτ/n(x)−
[ 
Ω(0,z)
ρ(x+ ξ) dξ
]τ/n∣∣∣∣∣∣ ≤ ρτ/nρ−1
∣∣∣∣∣ρ(x)−
 
Ω(0,z)
ρ(x+ ξ) dξ
∣∣∣∣∣ ≤ ρτ/nρ−1|∇ρ|∞|z|.
So, the residual term is bounded by
ρτ/nρ−1−2τ/n|∇ρ|∞
ˆ
Tn
h(|z|)
|z|n+α−1 |δzf(x)|dz.
Estimating the L2-norm of the remaining integral for α < 1 we get a bound by ‖f‖2 by the
Minkowskii inequality, and for α ≥ 1,∣∣∣∣ˆ
Tn
h(|z|)
|z|n+α−1 |δzf(x)|dz
∣∣∣∣2 = ∣∣∣∣ˆ
Tn
h(|z|)
|z|n2−ε
|δzf(x)|
|z|n2 +α−1+εdz
∣∣∣∣2 ≤ Cε ˆ
Tn
|δzf(x)|2
|z|n+2(α−1+ε)dz.
Integrating in x we obtain ≤ ‖f‖2
H˙α−1+ε . In either case, we can increase regularity to ‖f‖H˙α/2 .

We now want to lift the base regularity into higher order Sobolev spaces Hm. The natural way
to obtain such estimates is through a commutator
(17) ∂mi Lφf = Lφ∂mi f + [Lφ, ∂mi ]f.
The commutator can be expanded by the Leibniz rule,
[Lφ, ∂mi ]f =
m−1∑
l=0
(
m
l
)
L
∂
(m−l)
i φ
∂lif
The main term in (17), upon summation over i enjoys the estimates from Lemma 3.3:
n∑
i=1
‖Lφ∂mi f‖22 . ρ−2τ/n‖f‖2H˙m+α + ρ2τ/nρ−2−4τ/n|∇ρ|2∞‖f‖2H˙m+α2 ,
n∑
i=1
‖Lφ∂mi f‖22 & ρ−2τ/n‖f‖2H˙m+α − ρ2τ/nρ−2−4τ/n|∇ρ|2∞‖f‖2H˙m+α2 .
(18)
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By interpolation and the generalized Young inequality, we further obtain
ρ2τ/nρ−2−4τ/n|∇ρ|2∞‖f‖2H˙m+α2 ≤ ρ
2τ/nρ−2−4τ/n|∇ρ|2∞‖f‖2θm,n,αH˙2+n2 ‖f‖
2−2θm,n,α
H˙m+α
≤ cεpN (ρ, ρ−1, ‖ρ‖H˙m−1+α , ‖f‖H˙2+n2 ) + ερ−2τ/n‖f‖2H˙m+α
(19)
The highest term ερ−2τ/n‖f‖2
H˙m+α
for small ε can be absorbed into the leading terms in (18). Thus,
we obtain required bounds (13) from the highest term. The rest follows from the following estimate
on the commutator.
Lemma 3.4 (Main commutator estimate). We have the following inequality
(20) ‖[Lφ, ∂mi ]f‖22 . ‖ρ‖NH˙m−1+α(‖f‖2H˙m− 12+α + ‖f‖
2
H˙m+
α
2
) + (‖ρ‖2
H˙m
+ ‖ρ‖2
H˙m−
1
2+α
)‖f‖2
H˙2+
n
2
.
for some N = N(m,n, α) ∈ N. Here, . means up to a factor of ρaρ−b.
All the terms on the right hand side of (20) can be treated by interpolation between Hm+α and
a lower order metric. A computation similar to (19), thus, readily implies (13).
Proof. In the course of this proof all inequalities are understood up to a factor of ρaρ−b, where
a, b > 0 may change from line to line. We omit those factors for the sake of brevity.
Let us denote by R(ρ, f) the right hand side of (20).
We denote for short ∂i = ∂. To show the commutator is of lower order in f we need obtain
bounds on ‖L∂m−lφ∂lf‖22, for l ∈ {0, ...,m − 1} but first we expand ∂m−lφ using Faa di Bruno’s
Formula.
Writing φ(x, y) as φ(x, x+ z), we see that the derivatives fall only on the topological part of the
kernel. Thus we have
∂m−lφ(x, x+ z) = |z|−(n+α−τ)h(|z|)∂m−ld−τ (x, x+ z)(21)
∂m−ld−τ (x, x+ z) = ∂m−l
[ˆ
Ω(x,x+z)
ρ(ξ)dξ
]−τ/n
= ∂m−l[dn(x, x+ z)]−τ/n(22)
Denoting g = dn and h(g) = g−τ/n, then using Faa di Bruno’s Formula gives,
∂m−ld−τ (x, x+ z) =
∑ (m− l)!
j1!1!j1j2!2!j2 ...jm−l!(m− l)!jm−l h
(j1+...+jm−l)(g)
m−l∏
k=1
(
∂kg
)jk
(23)
where the sum is over all (m− l)-tuples of integers j = (j1, ..., jm−l) satisfying
1j1 + 2j2 + ...+ (m− l)jm−l = m− l(24)
Any term in the commutator takes the form,
L∂m−lφ∂lf(x) =
ˆ
Tn
h(|z|)
|z|n+α−τ ∂
m−l[d−τ (x, x+ z)]δz∂lf(x)dz(25)
Then any term in the derivative will take the form
Ij[∂
lf ](x) :=
ˆ
Tn
h(|z|)
|z|n+α−τ
∏m−l
k=1
(´
Ω(x,x+z) ∂
kρ(ξ)dξ
)jk
dτ+|j|n(x, x+ z)
δz∂
lf(x) dz(26)
where |j| = ∑m−lk=1 jk.
Case 0 < α < 1. First, we will look at
´
Ω(x,x+z) ∂
kρ(ξ) dξ. We estimate it with the use of the
Hardy-Littlewood maximal function:∣∣∣∣∣
ˆ
Ω(x,x+z)
∂kρ(ξ) dξ
∣∣∣∣∣ ≤ |z|n 1|z|n
ˆ
Ω(x,x+z)
|∂kρ(ξ)| dξ ≤ |z|nM [∂kρ](x),
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where
M [g](x) = sup
r>0
1
rn
ˆ
Br(x)
|g(ξ)|dξ.
So,
|Ij[∂lf ](x)| ≤
m−l∏
k=1
(M [∂kρ](x))jk
ˆ
Tn
h(|z|)|δz∂lf(x)| dz|z|n+α
To estimate the L2-norm of Ij[∂
lf ] we pick a set of conjugate exponents pk, q such that
m−l∑
k=1
2jk
pk
+
2
q
= 1
and apply Ho¨lder inequality
‖Ij[∂lf ]‖22 ≤
m−l∏
k=1
‖M [∂kρ]‖2jkpk
(ˆ
Tn
(ˆ
Tn
h(|z|)|δz∂lf(x)| dz|z|n+α
)q
dx
) 2
q
by the classical Hardy-Littlewood inequality,
.
m−l∏
k=1
‖∂kρ‖2jkpk
(ˆ
Tn
(ˆ
Tn
h(|z|)|δz∂lf(x)| dz|z|n+α
)q
dx
) 2
q
.
m−l∏
k=1
‖∂kρ‖2jkpk ‖∂lf‖2Wα+ε,q
by the Sobolev embeddings,
≤
m−l∏
k=1
‖ρ‖2jk
H˙
k+n( 12− 1pk )
‖f‖2
H˙
l+α+ε+n( 12− 1q )
Let us make the following choice of exponents: pk =
2m
k , q =
2m
l . Then
≤
m−l∏
k=1
‖ρ‖2jk
H˙k+
n
2 (1− km )
‖f‖2
H˙l+α+ε+
n
2 (1− lm )
.
Examining the regularity of the density norms obtained on the last line, we observe that for all
k = 1, . . . ,m− 1 we have
k +
n
2
(1− k
m
) ≤ m− 1 + α,
provided m is large enough. So, the whole density product becomes bounded by a lower order term
for all l = 1, . . . ,m− 1:
m−l∏
k=1
‖ρ‖2jk
H˙k+
n
2 (1− km )
≤ ‖ρ‖N
H˙m−1+α ,
for some possibly large N (we take the liberty of changing N from line to line in the sequel). When
l = 0, the product above still satisfies the same estimate for all multi-indeces j except one where
k = m, which can only happen if j = (0, . . . , 0, 1) due to the restriction given by (24). In this case
the density term reaches higher order norm ‖ρ‖2
H˙m
.
As to the f -term, we have for l ≤ m− 2
l + α+ ε+
n
2
(1− l
m
) < m− 1 + α,
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which contributes the lower order term. So, in this case, given the density estimates above, we have
‖Ij[∂lf ]‖22 ≤ ‖ρ‖NH˙m−1+α‖f‖2H˙m−1+α + ‖ρ‖2H˙m‖f‖2H˙2+n2 ≤ R(ρ, f), l = 0, . . . ,m− 2.
For future reference let us record the estimate for the particular subcase when l = 0, jm = 0:
(27) ‖I(j1,...,jm−1,0)[f ]‖22 ≤ ‖ρ‖NH˙m−1+α‖f‖2H˙2+n2 .
For the remaining case of l = m− 1 we have k = 1, j1 = 1. So, as far as regularity of f ,
m− 1 + α+ ε+ n
2m
< m+ α− 1
2
,
and hence,
‖I(1)[∂m−1f ]‖22 ≤ ‖ρ‖2H˙1+n2 ‖f‖
2
H˙m+α−
1
2
≤ R(ρ, f).
The obtained estimates cover all the cases, so in summary we have obtained
(28) ‖L∂m−lφ∂lf‖22 ≤ R(ρ, f).
which proves (20).
Case 1 ≤ α < 2. This is a more involved case since for the application of the Gagliardo-Sobolevskii
norm one has to include the next term in the Taylor finite difference of f : δz∂
lf(x)− z · ∇∂lf(x).
We therefore add and subtract that term in the formula for Ij[∂
lf ](x):
Ij[∂
lf ](x) =
ˆ
Tn
h(|z|)
|z|n+α−τ
∏m−l
k=1
(´
Ω(x,x+z) ∂
kρ(ξ)dξ
)jk
dτ+|j|n(x, x+ z)
[δz∂
lf(x)− z · ∇∂lf(x)] dz
+
ˆ
Tn
h(|z|)
|z|n+α−τ
∏m−l
k=1
(´
Ω(x,x+z) ∂
kρ(ξ)dξ
)jk
dτ+|j|n(x, x+ z)
z · ∇∂lf(x) dz
:= Ij,1[∂
lf ](x) + Ij,2[∂
lf ](x).
The estimate on Ij,1[∂
lf ] goes in exact same way as in the previous case noting that the Gagliardo-
Sobolevskii definition applies to smoothness exponents away from the interger values, 2 > α+ε > 1.
In Ij,2[∂
lf ] we symmetrize first
Ij,2[∂
lf ](x) = ∇∂lf(x) ·
ˆ
Tn
h(|z|)
|z|n+α−τ

∏m−l
k=1
(´
Ω(x,x+z) ∂
kρ(ξ)dξ
)jk
dτ+|j|n(x, x+ z)
−
∏m−l
k=1
(´
Ω(x,x−z) ∂
kρ(ξ)dξ
)jk
dτ+|j|n(x, x− z)
 z dz
= ∇∂lf(x) ·
ˆ
Tn
h(|z|)
|z|n+α−τ
m−l∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ)dξ
)jk [
dτ+|j|n(x, x− z)− dτ+|j|n(x, x+ z)
dτ+|j|n(x, x+ z)dτ+|j|n(x, x− z)
]
z dz
+∇∂lf(x) ·
ˆ
Tn
h(|z|)
|z|n+α−τdτ+|j|n(x, x− z)
m−l∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ)dξ
)jk
−
−
m−l∏
k=1
(ˆ
Ω(x,x−z)
∂kρ(ξ)dξ
)jk z dz
= Ij,2,1[∂
lf ](x) + Ij,2,2[∂
lf ](x)
By a straightforward computation,
|dτ+|j|n(x, x− z)− dτ+|j|n(x, x+ z)| ≤ |∇ρ|∞|z|τ+|j|n+1.
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With this at hand we proceed to estimate Ij,2,1[∂
lf ](x):
|Ij,2,1[∂lf ](x)| ≤ |∇∂lf(x)|
m−l∏
k=1
(M [∂kρ](x))jk
ˆ
Tn
h(|z|) dz|z|n+α−2 .
Since α < 2, the integral converges. Thus,
‖Ij,2,1[∂lf ]‖22 ≤
m−l∏
k=1
‖∂kρ‖2jkpk ‖∂l+1f‖2q ≤
m−l∏
k=1
‖ρ‖2jk
H˙
k+n( 12− 1pk )
‖f‖2
H˙
l+1+n( 12− 1q )
.
Since l + 1 < l + α + ε by further increasing the smoothness of f the estimate blends with the
previous case.
It remains to estimate Ij,2,2[∂
lf ](x). To do this we must estimate
m−l∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ) dξ
)jk
−
m−l∏
k=1
(ˆ
Ω(x,x−z)
∂kρ(ξ) dξ
)jk
We can rewrite such a difference as
m−l∏
k=1
ajkk −
m−l∏
k=1
bjkk =
m−l∑
k=1
aj11 · · · ajk−1k−1 (ajkk − bjkk )b
jk+1
k+1 · · · b
jm−l
m−l
and furthermore,
ajkk − bjkk = (ak − bk)(ajk−1k + ajk−2k bk + · · ·+ akbjk−2k + bjk−1k ).
We will focus on the main difference ak − bk, while estimating all other terms with the maximal
function like before. We write, letting s = α− 1 + ε < 1,
ˆ
Ω(x,x+z)
∂kρ(ξ) dξ −
ˆ
Ω(x,x−z)
∂kρ(ξ)dξ =
ˆ
Ω(0,z)
∂kρ(x+ ξ)− ∂kρ(x− ξ) dξ
=
ˆ
Ω(0,z)
∂kρ(x+ ξ)− ∂kρ(x− ξ)
|ξ|
n
pk
+s
|ξ|
n
pk
+s
dξ .
(ˆ
Ω(0,z)
|∂kρ(x+ ξ)− ∂kρ(x− ξ)|pk
|ξ|n+spk dξ
)1/pk
|z|n+s
:= (Ds,pk∂
kρ(x))1/pk |z|n+s
where
´
Ds,pg(x)dx = ‖g‖pW s,p . Then we can estimate the difference in the products by
m−l∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ) dξ
)jk
−
m−l∏
k=1
(ˆ
Ω(x,x−z)
∂kρ(ξ) dξ
)jk
(29)
.
m−l∑
k=1
m−l∏
i=1
i 6=k
(M [∂iρ](x))ji(M [∂kρ](x))jk−1(Ds,pk∂
kρ(x))1/pk |z||j|n+s
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Therefore returning to Ij,2,2[∂
lf ], we estimate in L2, using the same Holder conjugates as before,
‖Ij,2,2[∂lf ]‖22
.
ˆ
Tn
|∇∂lf(x)|2
(ˆ
Tn
h(|z|)
|z|n+α−1−s dz
)2
×(30)
×
m−l∑
k=1
m−l∏
i=1
i 6=k
(M [∂iρ](x))ji(M [∂kρ](x))jk−1(Ds,pk∂
kρ(x))1/pk

2
dx
. ‖∂l+1f‖2q
m−l∏
i=1
i 6=k
‖∂iρ‖2jipi
 ‖∂kρ‖2(jk−1)pk ‖∂kρ‖2W s,pk
≤ ‖f‖2
H˙
l+1+n( 12− 1q )
m−l∏
i=1
i 6=k
‖ρ‖2ji
H˙
i+n( 12− 1pk )
‖ρ‖2(jk−1)
H˙
k+n( 12− 1pk )
‖ρ‖2
H˙
k+s+n( 12− 1pk )
= ‖f‖2
H˙l+1+
n
2 (1− lm )
m−l∏
i=1
i 6=k
‖ρ‖2ji
H˙i+
n
2 (1− im )
‖ρ‖2(jk−1)
H˙k+
n
2 (1− km )
‖ρ‖2
H˙k+s+
n
2 (1− km )
As before let us examine regularity of the density first. In any case when the top j-index vanishes,
jm = 0, so that i, k ∈ {1, ...,m− 1} we have
i+
n
2
(1− i
m
) ≤ m− 1 + α
k + s+
n
2
(1− k
m
) ≤ m− 1 + α
if m is large enough. So, in this case the entire product of densities is controlled by the lower order
norm:
m−l∏
i=1
i 6=k
‖ρ‖2ji
H˙i+
n
2 (1− im )
‖ρ‖2(jk−1)
H˙k+
n
2 (1− km )
‖ρ‖2
H˙k+s+
n
2 (1− km )
≤ ‖ρ‖N
H˙m−1+α .
This applies in particular for all l = 1, . . . ,m−1 and even in the case l = 0 with j = (j1, ..., jm−1, 0).
Note that this also extends (27) to the entire range of α’s, 0 < α < 2.
When k = m which is only attainable at l = 0, jm = 1 case, we are off by ε: the product collapses
to only one norm ‖ρ‖2
H˙m−1+α+ε while the f -term is of low order:
‖Ij,2,2[f ]‖22 ≤ ‖ρ‖2H˙m−1+α+ε‖f‖2H˙1+n2 ≤ ‖ρ‖
2
H˙m−
1
2+α
‖f‖2
H˙1+
n
2
≤ R(ρ, f).
Combined with the other j-indeces, the case l = 0 altogether gives the estimate above.
Next, for l = 1, . . . ,m− 2,
l + 1 +
n
2
(1− l
m
) ≤ m− 1 + α.
So,
‖Ij,2,2[f ]‖22 ≤ ‖f‖2H˙m−1+α‖ρ‖2H˙m−1+α ≤ R(ρ, f).
For the only remaining case l = m− 1, the regularity exponent for f is
m+
n
2m
≤ m+ α
2
,
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while the density product is of course of lower than m − 1 + α order as elucidated above. So, we
arrive at
‖I(1),2,2[∂m−1f ]‖22 . ‖ρ‖NH˙m−1+α‖f‖2H˙m+α2 ≤ R(ρ, f).

4. A priori estimates on the velocity equation
The goal of this section is to establish a priori bound
(31) ∂t‖u‖2H˙m+1 ≤ CY Nm .
Let us rewrite the velocity equation as
ut + u · ∇u = Cφ(u, ρ),
Cφ(u, ρ)(x) =
ˆ
Tn
φ(x, x+ z)δzu(x)ρ(x+ z) dz = Lφ(uρ)− uLφρ.
Let us apply ∂m+1 and test with ∂m+1u. We have (dropping integrals signs)
∂t‖u‖2H˙m+1 = −∂m+1(u · ∇u) · ∂m+1u+ ∂m+1Cφ(u, ρ) · ∂m+1u.
The transport term is estimated using the classical commutator estimate
∂m+1(u · ∇u) · ∂m+1u = u · ∇(∂m+1u) · ∂m+1u+ [∂m+1, u]∇u · ∂m+1u
Then
u · ∇(∂m+1u) · ∂m+1u = −1
2
(∇ · u)|∂m+1u|2 ≤ |∇u|∞‖u‖2H˙m+1 ,
and using (11) for f = u, g = ∇u, we obtain
|[∂m+1, u]∇u · ∂m+1u| ≤ |∇u|∞‖u‖2H˙m+1 .
Thus,
∂t‖u‖2H˙m+1 ≤ ‖u‖3H˙m+1 + ∂m+1Cφ(u, ρ) · ∂m+1u.
In the rest of the argument we focus on estimating the commutator term. So, we expand by the
product rule
(32) ∂m+1Cφ(u, ρ) =
m+1∑
k=k1+k2=0
(m+ 1)!
k1!k2!(m+ 1− k)!C∂m+1−kφ(∂
k1u, ∂k2ρ).
Various term in this expansion will be estimated differently. There is however one end-point term
which provides necessary dissipation :
(33) Cφ(∂m+1u, ρ) · ∂m+1u ≤ −
ρ
|ρ|τ/n∞
‖u‖2
H˙m+1+
α
2
.
Note that this particular term eventually guarantees inclusion of the velocity into class L2Hm+1+
α
2 .
Case k = 1, . . . ,m. The bulk of the terms can be estimated simultaneously. Those correspond to
the range k = 1, . . . ,m. We start by the standard symmetrization:ˆ
Tn
C∂m+1−kφ(∂k1u, ∂k2ρ) · ∂m+1udx =
ˆ
T2n
δz∂
k1u(x)∂k2ρ(x+ z)∂m+1u(x)∂m+1−kφ(x, x+ z) dz dx
=
1
2
ˆ
T2n
δz∂
k1u(x)δz∂
k2ρ(x)∂m+1u(x)∂m+1−kφ(x, x+ z) dz dx
+
1
2
ˆ
T2n
δz∂
k1u(x)∂k2ρ(x)δz∂
m+1u(x)∂m+1−kφ(x, x+ z) dz dx
= J1 + J2.
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In the Faa di Bruno expansion of the kernel ∂m+1−kφ(x, x+ z) we use obtain a set of terms, again,
labeled by j = (j1, ..., jm+1−k−l) with
1j1 + ...+ (m+ 1− k − l)jm+1−k−l = m+ 1− k − l.
With the use of the Hardy-Littlewood maximal function as before we obtain
J1 ≤
∑
j
ˆ
T2n
|δz∂k1u(x)δz∂k2ρ(x)∂m+1u(x)|
m+1−k∏
l=1
(M [∂lρ](x))jl
dz
|z|n+α dx
We pick a set of exponents qi =
2(m+1)
ki
, pl =
2(m+1)
l :
1
2
+
1
q1
+
1
q2
+
m+1−k∑
l=1
jl
pl
= 1.
We have
J1 ≤
∑
j
ˆ
T2n
|δz∂k1u(x)|
|z| nq1 +αkm +ε
|δz∂k2ρ(x)|
|z| nq2 +
α(m−k)
m
|∂m+1u(x)|
|z|n2−ε
m+1−k∏
l=1
(M [∂lρ](x))jl
|z|
njl
pl
dz dx
≤ ‖u‖
H˙
k1+
αk
m +
n
2
m+1−k1
m+1 +ε
‖ρ‖
H˙
k2+
α(m−k)
m +
n
2
m+1−k2
m+1
‖u‖H˙m+1
m+1−k∏
l=1
‖ρ‖jl
H˙
l+n2
m+1−l
m+1
Provided m is large enough and ε is small enough we have
u : k1 +
αk
m
+
n
2
m+ 1− k1
m+ 1
+ ε < m+ 1 +
α
2
,
ρ : k2 +
α(m− k)
m
+
n
2
m+ 1− k2
m+ 1
< m+ α
ρ : l +
n
2
m+ 1− l
m+ 1
< m+ α,
for all k1 + k2 = k, l = 1, ...,m+ 1− k, k = 1, ...,m. Thus,
J1 ≤ Y Nm + ε‖u‖2H˙m+1+α2
(N will change from line to line). Note that the last term can be hidden into dissipation (33).
Moving on to J2,
J2 ≤
∑
j
ˆ
T2n
|δz∂k1u(x)|
|z| nq1 +α2 +ε
|∂k2ρ(x)|
|z| nq2−ε
|δz∂m+1u(x)|
|z|n+α2
m+1−k∏
l=1
(M [∂lρ](x))jl
|z|
njl
pl
dz dx
≤ ‖u‖
H˙
k1+
αk
m +
n
2
m+1−k1
m+1 +ε
‖ρ‖
H˙
k2+
α(m−k)
m +
n
2
m+1−k2
m+1
‖u‖H˙m+1
m+1−k∏
l=1
‖ρ‖jl
H˙
l+n2
m+1−l
m+1
We now examine the remaining end-point cases.
Case k = 0. Here we deal with only one term
C∂m+1φ(u, ρ) = L∂(m+1)φ[uρ]− uL∂(m+1)φρ.
In the Faa di Bruno expansion of the kernel, we single out again the case j = (0, ..., 0, 1) from
the rest, because in the rest of the cases j = (j1, ..., jm, 0) we do not have to use the commutator
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structure at all. Instead we have by (27), (noting that m→ m+ 1) and the control bound (14),ˆ
Ij[uρ] · ∂m+1udx ≤ ‖Ij[uρ]‖22‖u‖H˙m+1 ≤ pN (‖ρ‖H˙m+α)‖uρ‖2H˙2+n2 ‖u‖H˙m+1
. 1 + ‖ρ‖N
H˙m+α
+ ‖u‖8
H˙2+
n
2
+ ‖u‖2
H˙m+1
≤ Y Nm .
And similarly, ˆ
uIj[ρ] · ∂m+1udx ≤ |u|∞‖Ij[ρ]‖22‖u‖H˙m+1 ≤ Y Nm .
Let us consider now the more involved term corresponding to j = (0, ..., 0, 1). In this case
ˆ
(Ij[uρ]− uIj[ρ]) · ∂m+1udx =
ˆ
T2n
h(|z|) ´Ω(x,x+z) ∂m+1ρ(ξ) dξ
|z|n+α−τdτ+n(x, x+ z) δzu(x)ρ(x+ z)∂
m+1u(x) dz dx
after symmetrization,
=
1
2
ˆ
T2n
h(|z|) ´Ω(x,x+z) ∂m+1ρ(ξ) dξ
|z|n+α−τdτ+n(x, x+ z) δzu(x)δzρ(x)∂
m+1u(x) dz dx
+
1
2
ˆ
T2n
h(|z|) ´Ω(x,x+z) ∂m+1ρ(ξ) dξ
|z|n+α−τdτ+n(x, x+ z) δzu(x)ρ(x)δz∂
m+1u(x) dz dx
The highest density term suffers a derivative overload and needs to be reduced:ˆ
Ω(x,x+z)
∂m+1ρ(ξ) dξ =
ˆ
∂Ω(x,x+z)
∂mρ(ξ)νξ dξ =
ˆ
∂Ω(0,z)
∂mρ(x+ ξ)νξ dξ
= |z|n−1
ˆ
∂Ω(0,e1)
∂mρ (x+ |z|Uzθ) νθ dθ
where Uz is the orthogonal transformation mapping e1 to zˆ,
= |z|n−1
ˆ
∂Ω(0,e1)
[∂mρ (x+ |z|Uzθ)− ∂mρ(x)] νθ dθ
We recover one power of z by |δzu| ≤ |z|‖∇u‖∞ and in the first intergal |δzρ| ≤ |z|‖∇ρ‖∞. Putting
together we estimate the integrals by
≤ ‖∇u‖∞‖∇ρ‖∞
ˆ
∂Ω(0,e1)
¨
T2n
h(|z|) |∂mρ (x+ |z|Uzθ)− ∂mρ(x)|
|z|n2 +α− 12
|∂m+1u(x)|
|z|n2− 12
dz dx dθ
+ ‖∇u‖∞‖ρ‖∞
ˆ
∂Ω(0,e1)
¨
T2n
h(|z|) |∂mρ (x+ |z|Uzθ)− ∂mρ(x)|
|z|n2 +α2
|δz∂m+1u(x)|
|z|n2 +α2 dz dx dθ
≤ ‖∇u‖∞‖∇ρ‖∞‖u‖H˙m+1 + ‖∇u‖∞‖ρ‖∞‖u‖H˙m+1+α2 (D2α−1(∂mρ) +Dα(∂mρ)),
where
Ds(g) =
ˆ
T2n
h(z) |g (x+ |z|Uzθ)− g(x)|2
|z|n+s dz dx.
By Lemma 7.1 this expression is bounded by the H
s
2 norm. Thus,
(34)
ˆ
(Ij[uρ]− uIj[ρ]) · ∂m+1udx ≤ ε‖u‖2
H˙m+1+
α
2
+ Y Nm .
Case k = m + 1. In this case the kernel gets no derivatives, however, we deal with a total of m
terms Cφ(∂lu, ∂m+1−lρ) for l = 0, . . . ,m (note that the case l = m + 1 yields the dissipative term
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which has been considered already). Let us consider first the end-point case of l = 0. In this case
the density suffers a derivative overload. We apply the following “easing” technique:ˆ
Tn
Cφ(u, ∂m+1ρ) · ∂m+1udx =
¨
T2n
φ(x, x+ z)δzu(x)∂
m+1ρ(x+ z)∂m+1u(x) dz dx.
We observe that
∂m+1ρ(x+ z) = ∂z∂
m
x ρ(x+ z) = ∂z(∂
m
x ρ(x+ z)− ∂mx ρ(x)) = ∂zδz∂mρ(x).
Now we integrate by parts in z:
ˆ
Tn
Cφ(u, ∂m+1ρ) · ∂m+1udx =
¨
T2n
∂zφ(x, x+ z)δzu(x)δz∂
mρ(x)∂m+1u(x) dz dx +
+
¨
T2n
φ(x, x+ z)∂u(x+ z)δz∂
mρ(x)∂m+1u(x) dz dx := J1 + J2.
Let us examine J2 first. By symmetrization,
J2 =
¨
T2n
δz∂u(x)δz∂
mρ(x)∂m+1u(x)φ dz dx−
¨
T2n
∂u(x)δz∂
mρ(x)δz∂
m+1u(x)φ dz dx := J2,1 + J2,2
J2,1 ≤ ‖∇2u‖∞
¨
T2n
|δz∂mρ(x)| dz|z|n+α−1 |∂
m+1u(x)| dx ≤ ‖∇2u‖∞‖ρ‖H˙m−1+α+ε‖u‖H˙m+1 ≤ Y Nm ,
J2,2 ≤ ‖∇u‖∞‖ρ‖H˙m+α2 ‖u‖H˙m+1+α2 ≤ ε‖u‖2H˙m+1+α2 + Y
N
m .
As to J1, let is first observe that ∂zφ(x, x+ z) = ψ(x, x+ z) is antisymmetric, ψ(x, y) = −ψ(y, x).
Then, by symmetrization we have
J1 =
1
2
¨
T2n
∂zφ(x, x+ z)δzu(x)δz∂
mρ(x)δz∂
m+1u(x) dz dx.
Since
∂zφ(x, x+ z) = −(n+ α− τ)h(z) zi|z|n+α+2−τdτ + h(z)
∂z
´
Ω(x,x+z) ρ(ξ) dξ
|z|n+α−τdτ+n(x, x+ z) +
∂zh(z)
|z|n+α−τdτ
and noticing that ∣∣∣∣∣∂z
ˆ
Ω(x,x+z)
ρ(ξ) dξ
∣∣∣∣∣ ≤ |ρ|∞|z|n−1,
we can see that this kernel is of order |z|−n−α−1 up to the usual quantities bounded by Y Nm . The
one derivative loss is compensated by |δzu(x)| ≤ |z|‖∇u‖∞. With this at hand we estimate J1:
J1 ≤ Y Nm ‖∇u‖∞‖u‖H˙m+1+α2 ‖ρ‖H˙m+α2 ≤ ε‖u‖2H˙m+1+α2 + Y
N
m .
Let us now examine the rest of the commutators Cφ(∂lu, ∂m+1−lρ) for k = 1, . . . ,m + 1. After
symmetrization we obtain
ˆ
Tn
Cφ(∂lu, ∂m+1−lρ) · ∂m+1udx = 1
2
ˆ
T2n
δz∂
lu(x)δz∂
m+1−lρ(x)∂m+1u(x)φ dz dx+
+
ˆ
T2n
δz∂
lu(x)∂m+1−lρ(x)δz∂m+1u(x)φ dz dx := J1 + J2.
For J1 we distribute the singularity of the kernel among the three terms
J1 ≤
ˆ
T2n
|δz∂lu(x)|
|z|np+ 2αq +ε
|δz∂m+1−lρ(x)|
|z|nq + 2αp
|∂m+1u(x)|
|z|n2−ε dz dx,
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using a Ho¨lder triple
1
p
+
1
q
+
1
2
= 1.
We have
J1 ≤ ‖u‖
W˙
l+ε+2αq ,p
‖ρ‖
W˙
m+1−l+2αp ,q‖u‖H˙m+1 ≤ ‖u‖H˙l+ε+2αq +n( 12− 1p )‖ρ‖H˙m+1−l+2αp +n( 12− 1q )‖u‖H˙m+1 .
Choosing p = 2m+1l and q = 2
m+1
m+1−l we verify for all l = 1, . . . ,m
u : l + ε+
(m+ 1− l)α
m+ 1
+
n(m+ 1− l)
2(m+ 1)
< m+ 1 +
α
2
,
ρ : m+ 1− l + lα
m+ 1
+
ln
2(m+ 1)
< m+ α,
We conclude as before
J1 ≤ ε‖u‖2
H˙m+1+
α
2
+ Y Nm .
For J2 the computation is similar:
J2 ≤
ˆ
T2n
|δz∂lu(x)|
|z|np+ε+α2
|∂m+1−lρ(x)|
|z|nq−ε
|δz∂m+1u(x)|
|z|n2 +α2 dz dx ≤ ‖u‖W˙ l+ε+
α
2 ,p
‖ρ‖W˙m+1−l,q
≤ ‖u‖
H˙
l+ε+α2 +n(
1
2− 1p )
‖ρ‖
H˙
m+1−l+n( 12− 1q )
‖u‖
H˙m+1+
α
2
≤ ε‖u‖2
H˙m+1+
α
2
+ Y Nm ,
where the last line follows by the same choice of p, q and noting that
u : l + ε+
α
2
+
n(m+ 1− l)
2(m+ 1)
≤ m+ 1
ρ : m+ 1− l + ln
2(m+ 1)
≤ m+ α,
for all l = 1, . . . ,m.
5. A priori estimates on the e-equation
Consider the quantity
e = ∇ · u+ Lφρ.
The goal of this section is to show
d
dt
‖e‖2
H˙m
≤ CY Nm .
We have,
ρt +∇ · (ρu) = 0
Due to the topological part of the model, the interaction kernel depends on the density ρ. Therefore
the operator Lφ does not commute with derivatives. Taking the divergence of the momentum
equation and using the density equation and the e-quantity we get the identity
et +∇ · (ue) = (∇ · u)2 − Tr(∇u)2 + ∂t(Lφ(ρ)) +∇ · Lφ(ρu).
Let us take a closer look the last two terms and work out a more explicit formula. For the time
derivative,
∂t(Lφ(ρ)) = Lφ(ρt) + Lφt(ρ)
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where,
Lφt(ρ) := −
τ
n
ˆ
Tn
h(|z|)
|z|n+α−τ
´
Ω(x,x+z) ρt(ξ) dξ
dτ+n(x, x+ z)
δzρ(x) dz
=
τ
n
ˆ
Tn
h(|z|)
|z|n+α−τ
´
Ω(x,x+z)∇ · (ρu)(ξ) dξ
dτ+n(x, x+ z)
δzρ(x) dz
Then looking at the divergence we have,
∇ · Lφ(ρu) = Lφ(∇ · (ρu)) + L∇φ·(ρu)
where,
L∇φ·(ρu) =
ˆ
Tn
∇φ(x, x+ z) · δz(ρu)(x) dz
= − τ
n
ˆ
Tn
h(|z|)
|z|n+α−τ
´
Ω(x,x+z)∇ρ(ξ) dξ
dτ+n(x, x+ z)
· δz(ρu)(x) dz
Now using the density equation we see that the first terms in ∂t(Lφ(ρ)) and ∇ ·Lφ(ρu) cancel, and
becomes,
(35) et +∇ · (ue) = (∇ · u)2 − Tr(∇u)2 + Lφt(ρ) + L∇φ·(ρu)
In order to achieve our estimate we apply ∂m to (35) and test with ∂me. Estimating the last two
terms will be the main technical component of this section. So, let us make a few quick comments
as to the remaining terms. Dropping integral signs we have for the transport term
∂m(e∇ · u)∂me+ (u · ∇∂me)∂me+ [∂m(u · ∇e)− u · ∇∂me]∂me.
So, it can treated exactly like the similar term in the momentum in the beginning of Section 4. For
∂m[(∇ · u)2 − Tr(∇u)2]∂me we have quandratic in ∇u expression whose L2-norm breaks into the
product estmate of ‖u‖Hm+1 |∇u|∞. We thus can see that all these terms are bounded by Y 3m.
We now focus solely on the residual alignment term and start with the ”worst” in a sense end
point cases.
End-Case 1. Here we estimate the worst term when all m derivatives fall on the density to form
a derivative of order m+ 1:
I =
ˆ
Tn
[ˆ
Ω(0,z)
∂m∇ρ(x+ ξ) dξδz(ρu)(x)−
ˆ
Ω(0,z)
∇(u∂mρ)(x+ ξ) dξδzρ(x)
]
×
× h(|z|)|z|n+α−τdτ+n(x, x+ z) dz.
Integrating by parts inside the integrals we obtain the expressionˆ
∂Ω(0,z)
[∂mρ(x+ ξ)δz(ρu)(x)− (u∂mρ)(x+ ξ)δzρ(x)] · νξ dξ.
Using that δz(ρu)(x) = δzρ(x)u(x) + ρ(x+ z)δzu(x), we write the integrand as
∂mρ(x+ ξ)δzρ(x)(u(x)− u(x+ ξ)) + ∂mρ(x+ ξ)δzρ(x)δzu(x) + ∂mρ(x+ ξ)ρ(x)δzu(x).
We focus on the last term which is most difficult. We write
∂mρ(x+ ξ)ρ(x)δzu(x) = ∂
mρ(x+ ξ)ρ(x)[δzu(x)−∇u(x)z] + ∂mρ(x+ ξ)ρ(x)∇u(x)z.
18 DAVID N. REYNOLDS AND ROMAN SHVYDKOY
We focus on the last term. Let us write the integral to be estimated
J =
ˆ
Tn
ˆ
∂Ω(0,z)
[∂mρ(x+ ξ)− ∂mρ(x)]ρ(x)∇u(x)z · νξ dξ h(|z|)|z|n+α−τdτ+n(x, x+ z) dz
Changing the variable to θ ∈ ∂Ω(0, e1) we obtain
J =
ˆ
∂Ω(0,e1)
ˆ
Tn
[∂mρ(x+ |z|Uzθ)− ∂mρ(x)]ρ(x)∇u(x)z · Uzνθ h(|z|)|z|α−τ+1dτ+n(x, x+ z) dz dθ.
Let us freeze the coefficients in the kernel:
J = J1 + J2,
where
J1 =
ˆ
∂Ω(0,e1)
ρ−τ/n(x)
ˆ
Tn
[∂mρ(x+ |z|Uzθ)− ∂mρ(x)]∇u(x)z · Uzνθ h(|z|)|z|n+α+1 dz dθ
J2 =
ˆ
∂Ω(0,e1)
ˆ
Tn
[∂mρ(x+ |z|Uzθ)− ∂mρ(x)]ρ(x)∇u(x)z · Uzνθ h(|z|)|z|n+α+1×
×
 1[ffl
Ω(0,z) ρ(x+ ξ) dξ
]τ/n+1 − 1ρτ/n+1(x)
 dz dθ
To estimate J1 we further symmetrize in z noting that U−z = −Uz, and so the kernel is even:
J1 =
ˆ
∂Ω(0,e1)
ρ−τ/n(x)
ˆ
Tn
[∂mρ(x+ |z|Uzθ) + ∂mρ(x− |z|Uzθ)− 2∂mρ(x)]×
×∇u(x)z · Uzνθ h(|z|)|z|n+α+1 dz dθ,
and we estimate
‖J1‖2 ≤ ρ−τ/n|∇u|∞
∑
i,j,k
∥∥∥∥∥
ˆ
Tn
[∂mρ(·+ |z|Uzθ) + ∂mρ(· − |z|Uzθ)− 2∂mρ(·)]h(|z|)ziU
jk
z
|z|n+α+1 dz
∥∥∥∥∥
2
≤ ρ−τ/n|∇u|∞‖ρ‖H˙m+α ,
where the ultimate bound follows from Lemma 7.2.
To estimate J2 we note that a similar estimate from before gives∣∣∣∣∣∣∣
1[ffl
Ω(0,z) ρ(x+ ξ) dξ
]τ/n+1 − 1ρτ/n+1(x)
∣∣∣∣∣∣∣ ≤ ρ
τ
n
+1ρ−3−
2τ
n |∇ρ|∞|z|
Therefore by Lemma 7.1
|J2| ≤ ρ τn+2ρ−3− 2τn |∇ρ|∞|∇u|∞
ˆ
∂Ω(0,e1)
ˆ
Tn
|∂m(x+ |z|Uzθ)− ∂mρ(x)|
|z|n2 +α− 12
h(|z|)
|z|n2− 12
dz dθ
‖J2‖2 ≤ ρ τn+2ρ−3− 2τn |∇ρ|∞|∇u|∞‖ρ‖
H˙m+α−
1
2
.
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Now to estimate the first term. The integral we need to estimate is
I = ρ(x)
ˆ
Tn
ˆ
∂Ω(0,z)
∂mρ(x+ ξ) · νξ dξ [δzu(x)−∇u(x)z]h(|z|)|z|n+α−τdτ+n(x, x+ z) dz
= ρ(x)
ˆ
Tn
ˆ
∂Ω(0,e1)
|∂mρ(x+ |z|Uzθ)− ∂mρ(x)| · Uzνθ dθ [δzu(x)−∇u(x)z]h(|z|)|z|1+α−τdτ+n(x, x+ z) dz
|I| ≤ ρ|∇2u|∞
ˆ
Tn
ˆ
∂Ω(0,e1)
h(|z|)|∂mρ(x+ |z|Uzθ)− ∂mρ(x)|
|z|n+α−1 dθ dz
So estimating in L2 and applying Lemma 7.1 again, we get,
‖I‖2 ≤ ρ|∇2u|∞‖ρ‖
H˙m+α−
1
2
Now returning to the first integral in this section, we still need to estimate the first two terms,
I1 =
ˆ
Tn
ˆ
∂Ω(0,z)
∂mρ(x+ ξ)δzρ(x)(u(x)− u(x+ ξ)) · νξ dξ h(|z|)|z|n+α−τdτ+n(x, x+ z) dz
To estimate this we add and subtract ∂mρ(x)u(x) in the integrand to get,
I11 = u(x)
ˆ
Tn
ˆ
∂Ω(0,z)
(∂mρ(x+ ξ)− ∂mρ(x)) · νξ dξ h(|z|)δzρ(x)|z|n+α−τdτ+n(x, x+ z) dz
I12 = −
ˆ
Tn
ˆ
∂Ω(0,z)
(∂mρ(x+ ξ)u(x+ ξ)− ∂mρ(x)u(x)) · νξ dξ h(|z|)δzρ(x)|z|n+α−τdτ+n(x, x+ z) dz
Looking at I11 we include the next term in the Taylor finite difference.
I111 = u(x)
ˆ
Tn
ˆ
∂Ω(0,z)
(∂mρ(x+ ξ)− ∂mρ(x)) · νξ dξ h(|z|)[δzρ(x)− z∇ρ(x)]|z|n+α−τdτ+n(x, x+ z) dz
I112 = u(x)
ˆ
Tn
ˆ
∂Ω(0,z)
(∂mρ(x+ ξ)− ∂mρ(x)) · νξ dξ h(|z|)z∇ρ(x)|z|n+α−τdτ+n(x, x+ z) dz
Notice that shifting to ∂Ω(0, e1) and symmetrizing makes I111 and I112 take the same form as J1
above, so Lemma 7.2 gives
‖I11‖2 ≤ ρτ/n|∇ρ|∞|u|∞‖ρ‖H˙m+α
Proceeding the same way for I12 we get
I121 = −
ˆ
Tn
ˆ
∂Ω(0,z)
(∂mρ(x+ ξ)u(x+ ξ)− ∂mρ(x)u(x)) · νξ dξ h(|z|)[δzρ(x)− z∇ρ(x)]|z|n+α−τdτ+n(x, x+ z) dz
I122 = −
ˆ
Tn
ˆ
∂Ω(0,z)
(∂mρ(x+ ξ)u(x+ ξ)− ∂mρ(x)u(x)) · νξ dξ h(|z|)z∇ρ(x)|z|n+α−τdτ+n(x, x+ z) dz
Shifting to ∂Ω(0, e1), symmetrizing and using Lemma 7.2 with g = u∂
mρ also gives
‖I12‖2 ≤ ρτ/n|∇ρ|∞‖u∂mρ‖H˙α ≤ ρτ/n|∇ρ|∞|u|∞‖ρ‖H˙m+α .
The second term in the first integral to estimate is
I2 =
ˆ
Tn
ˆ
∂Ω(0,z)
∂mρ(x+ ξ) · νξ dξ h(|z|)δzρ(x)δzu(x)|z|n+α−τdτ+n(x, x+ z) dz
We pick up two powers of z from δzρ(x) and δzu(x) to get
|I2| ≤ |∇ρ|∞|∇u|∞
ˆ
Ω(0,e1)
ˆ
Tn
h(|z|)|∂mρ(x+ |z|Uzθ)− ∂mρ(x)|
|z|n+α−1 dz dθ
20 DAVID N. REYNOLDS AND ROMAN SHVYDKOY
Applying Holder’s inequality and using Lemma 7.1 we get
‖I2‖ ≤ |∇ρ|∞|∇u|∞‖ρ‖
H˙m+α−
1
2
Now let us look at the other endpoint where all m derivatives fall inside the increment δzf in
the residual terms.
End-Case 2. Here we need to combine terms from L∇φ·(ρu) and Lφt(ρ) again.
I =
ˆ
Tn
[ˆ
Ω(0,z)
∇ · (ρu)(x+ ξ)−∇ρ(x+ ξ) · u(x) dξ
]
h(|z|)δz∂mρ(x)
|z|n+α−τdτ+n(x, x+ z) dz(36)
Expanding ∇· (ρu) = ∇ρ ·u+ρ(∇·u) we get two terms to be estimated. We focus on the last first.
J =
ˆ
Tn
[ˆ
Ω(0,z)
ρ(x+ ξ)(∇ · u)(x+ ξ) dξ
]
h(|z|)δz∂mρ(x)
|z|n+α−τdτ+n(x, x+ z) dz
As before we will freeze the coefficients, splitting this into J = J1 + J2 with,
J1 =
ρ(x)(∇ · u)(x)
ρ
τ
n
+1(x)
ˆ
Tn
h(|z|)
|z|n+α δz∂
mρ(x) dz
J2 =
ˆ
Tn
h(|z|)
|z|n+α
fflΩ(0,z) ρ(x+ ξ)(∇ · u)(x+ ξ) dξ(ffl
Ω(0,z) ρ(x+ ξ) dξ
) τ
n
+1
− ρ(x)(∇ · u)(x)
ρ
τ
n
+1(x)
 δz∂mρ(x) dz
The integral in J1 is the truncated fractional Laplacian, so is bounded by ρ
− τ
n
+1ρ|∇u|∞‖ρ‖H˙m+α .
Then for J2 we need to control the difference, by adding and subtracting appropriately.
J2,1 =
ˆ
Tn
h(|z|)
|z|n+α
 
Ω(0,z)
ρ(x+ ξ)(∇ · u)(x+ ξ) dξ
ρ τn+1(x)−
(ffl
Ω(0,z) ρ(x+ ξ) dξ
) τ
n
+1
(ffl
Ω(0,z) ρ(x+ ξ) dξ
) τ
n
+1
ρ
τ
n
+1(x)
 δz∂mρ(x) dz
≤ ρ τn+2ρ−3− 2τn |∇u|∞|∇ρ|∞
ˆ
Tn
h(|z|)
|z|n+α−1 |δz∂
mρ(x)| dz
for α < 1 estimating in L2 we get a bound by ‖ρ‖H˙m by the Minkowskii inequality, and for α ≥ 1
we get a bound by ‖ρ‖H˙m+α−1+ε . Then looking at J2,2 we get,
J2,2 =
ˆ
Tn
h(|z|)
|z|n+α
(ffl
Ω(0,z) ρ(x+ ξ)(∇ · u)(x+ ξ) dξ − ρ(x)(∇ · u)(x)
ρ
τ
n
+1(x)
)
δz∂
mρ(x) dz
≤ ρ−1− τn (|∇2u|∞ρ+ |∇u|∞|∇ρ|∞)
ˆ
Tn
h(|z|)
|z|n+α−1 |δz∂
mρ(x)|dz
where we can estimate the integral in the same way as for J2,1. Now we still need to estimate the
first term from expanding ∇ · (ρu). The term we need to estimate is
J =
ˆ
Tn
[ˆ
Ω(0,z)
∇ρ(x+ ξ) · (u(x+ ξ)− u(x)) dξ
]
h(|z|)δz∂mρ(x)
|z|n+α−τdτ+n(x, x+ z) dz(37)
|J | ≤ |∇ρ|∞|∇u|∞
ˆ
Tn
h(|z|)|δz∂mρ(x)|
|z|n+α−1 dz
which again is bounded by ‖ρ‖H˙m for α < 1 and ‖ρ‖H˙m+α−1+ε for α ≥ 1.
WELL-POSEDNESS OF TOPOLOGICAL MODELS 21
We no longer need to combine terms from the two residual terms so we will now proceed to esti-
mate the remainder of the terms from L∇φ·(ρu) and Lφt(ρ) individually. First looking at L∇φ·(ρu)
we will estimate some of the higher order terms where all m derivatives hit the density, and then
combine the rest of the intermediary terms in one estimate.
End-Case 3. In the previous case we used u(x)δz∂
mρ(x) from δz(u∂
mρ(x)) = δzu(x)δz∂
mρ(x) +
u(x)δz∂
mρ(x) + ∂mρ(x)δzu(x), we still need to estimate the other two terms.
I1 =
ˆ
Tn
h(|z|)δzu(x)δz∂mρ(x)
|z|n+α−τdτ+n(x, x+ z)
ˆ
Ω(x,x+z)
∇ρ(x) dξ dz(38)
|I1| ≤ |∇u|∞|∇ρ|∞
ˆ
Tn
h(|z|)|δz∂mρ(x)|
|z|n+α−1 dz
Then estimating in L2 the integral is bounded by ‖ρ‖H˙m for α < 1 and ‖ρ‖H˙m+α−1+ε for α ≥ 1.
For the second term we need to look at separately for α < 1 and for α ≥ 1. First α < 1,
I2 =
ˆ
Tn
h(|z|)(δzu(x))∂mρ(x)
|z|n+α−τdτ+n(x, x+ z)
ˆ
Ω(x,x+z)
∇ρ(x) dξ dz(39)
|I2| ≤ |∇u|∞|∇ρ|∞|∂mρ(x)|
ˆ
Tn
h(|z|)
|z|n+α−1 dz
which in L2 is bounded by ‖ρ‖H˙m . For α ≥ 1 we add and subtract the next Taylor term to get
I2 = I21 + I22
I21 =
ˆ
Tn
h(|z|)∂mρ(x)
|z|n+α−τdτ+n(x, x+ z)
ˆ
Ω(x,x+z)
∇ρ(x) dξ [δzu(x)− z∇u(x)] dz
I22 = ∇u(x)∂mρ(x)
ˆ
Tn
h(|z|)
|z|n+α−τdτ+n(x, x+ z)
ˆ
Ω(x,x+z)
∇ρ(x) dξz dz
For I21 we use |δzu(x)− z∇u(x)| ≤ |∇2u|∞|z|2 to get
|I21| ≤ |∇2u|∞|∇ρ|∞|∂mρ(x)|
ˆ
Tn
h(|z|)
|z|n+α−2 dz
which in L2 is bounded by ‖ρ‖H˙m again. To estimate I22 we symmetrize first and split into two
parts,
I22 = ∇u(x)∂mρ(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
(´
Ω(x,x+z)∇ρ(x) dξ
dτ+n(x, x+ z)
−
´
Ω(x,x−z)∇ρ(x) dξ
dτ+n(x, x− z)
)
z dz
= ∇u(x)∂mρ(x)
ˆ
Tn
h(|z|)
|z|n+α−τ d
−τ−n(x, x+ z)
(ˆ
Ω(x,x+z)
∇ρ(x) dξ −
ˆ
Ω(x,x−z)
∇ρ(x) dξ
)
z dz
+∇u(x)∂mρ(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(0,z)
∇ρ(ξ) dξ
(
dτ+n(x, x+ z)− dτ+n(x, x− z)
dτ+n(x, x+ z)dτ+n(x, x− z)
)
z dz
= I221 + I222
Now for I221 we notice that a similar computation as before gives,ˆ
Ω(x,x+z)
∇ρ(ξ) dξ −
ˆ
Ω(x,x−z)
∇ρ(ξ) dξ . (Ds,p∂ρ(x))1/p|z|n+s
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where s = α− 1 + ε < 1, and so n+ α− 1− s < n,
|I221| ≤ |∇u|∞|∂mρ(x)|(Ds,p∂ρ(x))1/p
ˆ
Tn
h(|z|)
|z|n+α−1−s dz
Then using Holder’s inequality in L2 with 2p +
2
q = 1 we get,
‖I221‖22 ≤ |∇u|2∞‖ρ‖2
H˙
m+n( 12− 1q )
‖ρ‖2
H˙
1+s+n( 12− 1p )
Then choosing q = 2mm−1 and p = 2m gives
ρ : m+ n(
1
2
− 1
q
) = m+
n
2m
< m+ α
ρ : 1 + s+ n(
1
2
− 1
p
) = 1 + s+
n
2
m− 1
m
< m+ α
For I222 we have already shown how to estimate the difference d
τ+n(x, x + z) − dτ+n(x, x − z) so
we get,
|I222| ≤ |∇u|∞|∂mρ(x)||∇ρ|2∞
ˆ
Tn
h(|z|)
|z|n+α−2 dz
‖I222‖22 ≤ |∇u|2∞|∇ρ|4∞‖ρ‖2H˙m
End-Case 4. Since ∂m(ρu) = ∂m−1(ρ∂u) + u∂mρ, we still need to estimate the term
I0,0[∂
m−1(ρ∂u)](x) =
ˆ
Tn
h(|z|)
|z|n+α−τ
´
Ω(x,x+z)∇ρ(ξ) dξ
dτ+n(x, x+ z)
δz(∂
m−1(ρ∂u))(x) dz(40)
For α < 1 and ε so that α+ ε < 1, we get
|I0,0[∂m−1(ρ∂u)](x)| ≤ |∇ρ|∞
ˆ
Tn
h(|z|)
|z|n+α |δz(∂
m−1(ρ∂u))(x)|dz
‖I0,0[∂m−1(ρ∂u)]‖22 ≤ |∇ρ|2∞‖ρ∂u‖2H˙m−1+α+ε
≤ |∇ρ|2∞‖ρ‖2H˙m−1+α+ε‖u‖2H˙m+1
For α ≥ 1, we again add and subtract the next Taylor term, focus on the second one, and symmetrize
I0,0,2[∂
m−1(ρ∂u)](x) = ∇(∂m−1(ρ∂u))(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
(´
Ω(x,x+z)∇ρ(ξ) dξ
dτ+n(x, x+ z)
−
´
Ω(x,x−z)∇ρ(ξ) dξ
dτ+n(x, x− z)
)
z dz
splitting this into two parts
I0,0,2,1[∂
m−1(ρ∂u)](x) = ∇(∂m−1(ρ∂u))(x)×
×
ˆ
Tn
h(|z|)
|z|n+α−τdτ+n(x, x+ z)
(ˆ
Ω(x,x+z)
∇ρ(ξ) dξ −
ˆ
Ω(x,x−z)
∇ρ(ξ) dξ
)
z dz
I0,0,2,2[∂
m−1(ρ∂u)](x) = ∇(∂m−1(ρ∂u))(x)×
×
ˆ
Tn
h(|z|) ´Ω(x,x−z)∇ρ(ξ) dξ
|z|n+α−τ
(
1
dτ+n(x, x+ z)
− 1
dτ+n(x, x− z)
)
z dz
WELL-POSEDNESS OF TOPOLOGICAL MODELS 23
and estimating these as before we get,
|I0,0,2,1[∂m−1(ρ∂u)](x)| ≤ |∇∂m−1(ρ∂u)(x)|(Ds,p∂ρ(x))1/p
ˆ
Tn
h(|z|)
|z|n+α−1−s dz
‖I0,0,2,1[∂m−1(ρ∂u)]‖22 ≤ ‖∇∂m−1(ρ∂u)‖2q‖∂ρ‖2p
≤ ‖ρ‖2
H˙
m+n( 12− 1p )
‖u‖2
H˙
m+1+n( 12− 1p )
‖ρ‖2
H˙
1+s+n( 12− 1q )
Choosing q = 2mm−1 and p = 2m we get
‖J2,1‖22 ≤ ‖ρ‖4H˙m+α‖u‖H˙m+1+ n2m
≤ Y Nm ‖u‖H˙m+1 + ε‖u‖2H˙m+1+α2
and for I0,0,2,2[∂
m−1(ρ∂u)](x) we get,
|I0,0,2,2[∂m−1(ρ∂u)](x)| ≤ |∇∂m−1(ρ∂u)(x)||∇ρ|∞
ˆ
Tn
h(|z|)
|z|n+α−2 dz
‖I0,0,2,2[∂m−1(ρ∂u)]‖22 ≤ |∇ρ|2∞‖ρ‖2H˙m‖u‖2H˙m+1 .
End-Case 5. All m derivatives on ∇φ, and l = 0, ...,m− 1. Have to estimate
Ij,l[ρu](x) =
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂l∇ρ(ξ) dξ
∏m−l
k=1
(´
Ω(x,x+z) ∂
kρ(ξ)dξ
)jk
dτ+(|j|+1)n
· δz(ρu)(x) dz
Using the maximal functions we get,
|Ij,l[ρu](x)| ≤
m−l∏
k=1
(M [∂kρ](x))jkM [∂l+1ρ](x)
ˆ
Tn
h(|z|)
|z|n+α |δzρu(x)| dz
Then using Holder’s inequality with
m−l∑
k=1
2jk
pk
+
2
q1
+
2
q2
= 1,
and the Hardy-Littlewood inequality, we get for 0 < α < 1,
‖Ij,l[ρu]‖22 .
m−l∏
k=1
‖∂kρ‖2jkpk ‖∂l+1ρ‖2q1‖ρu‖2Wα+ε,q2
≤
m−l∏
k=1
‖ρ‖2jk
H˙
k+n( 12− 1pk )
‖ρ‖2
H˙
l+1+n( 12− 1q1 )
‖ρu‖2
H˙
α+ε+n( 12− 1q2 )
Now we choose, for l 6= 0, pk = 2mk , q1 = 2m−1l , and q2 = 2m(2m−1)l . Then we get
ρ : k + n
(
1
2
− 1
pk
)
= k +
n
2
(
m− k
m
) ≤ m+ α
for m large enough, for all k = 1, ...,m. Then for l = 1, ...,m− 1,
ρ : l + 1 + n
(
1
2
− 1
q1
)
= l + 1 + n
(
2m− 1− 2l
2(2m− 1)
)
≤ m+ α
ρu : α+ ε+ n
(
1
2
− 1
q2
)
= α+ ε+
n
2
(
2m2 −m− l
2m2 −m
)
< 2 +
n
2
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and for l = 0, instead of using the maximal function on ∇ρ we simply estimate with |∇ρ|∞ and
use |δz(ρu)| ≤ |z|(|∇ρ|∞|u|∞ + ρ|u|∞) to get
|Ij,0[ρu](x)| ≤
m∏
k=1
(M [∂kρ](x))jk |∇ρ|∞(|∇ρ|∞|u|∞ + ρ|∇u|∞)
‖Ij,0[ρu]‖22 ≤
m∏
k=1
‖ρ‖2jk
H˙k
|∇ρ|2∞(|∇ρ|∞|u|∞ + ρ|∇u|∞)2
For α ≥ 1 we add and subtract the next Taylor term to get Ij,l[ρu] = Ij,l,1[ρu] + Ij,l,2[ρu]
Ij,l,1[ρu](x) =
ˆ
Tn
h(|z|)
|z|n+α−τ
∏m−l
k=1
(´
Ω(x,x+z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n(x, x+ z)
×
×
(ˆ
Ω(x,x+z)
∂l∇ρ(ξ) dξ
)
[δz(ρu)(x)− z∇(ρu)(x)] dz
Ij,l,2[ρu](x) = ∇(ρu)(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂l∇ρ(ξ) dξ
∏m−l
k=1
(´
Ω(x,x+z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n(x, x+ z)
z dz
The argument for Ij,l,1[ρu] goes just as above, noting again that the Gagliardo-Sobolevskii definition
applies to smoothness exponents away from the integer values, 2 > α+ ε > 1. Looking at Ij,l,2[ρu]
we symmetrize and split further into three parts getting,
Ij,l,2[ρu](x) = ∇(ρu)(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
[ ˆ
Ω(x,x+z)
∂l∇ρ(ξ) dξ
∏m−l
k=1
(´
Ω(x,x+z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n(x, x+ z)
−
ˆ
Ω(x,x−z)
∂l∇ρ(ξ) dξ
∏m−l
k=1
(´
Ω(x,x−z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n(x, x− z)
]
z dz
= ∇(ρu)(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂l∇ρ(ξ) dξ
m−l∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ) dξ
)jk
×
×
(
d−τ−(|j|+1)n(x, x+ z)− d−τ−(|j|+1)n(x, x− z)
)
z dz
+∇(ρu)(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂l∇ρ(ξ) dξd−τ−(|j|+1)n(x, x− z)×
×
m−l∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ) dξ
)jk
−
m−l∏
k=1
(ˆ
Ω(x,x−z)
∂kρ(ξ) dξ
)jk z dz
+∇(ρu)(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
m−l∏
k=1
(ˆ
Ω(x,x−z)
∂kρ(ξ) dξ
)jk
d−τ−(|j|+1)n(x, x− z)×
×
(ˆ
Ω(x,x+z)
∂l∇ρ(ξ) dξ −
ˆ
Ω(x,x−z)
∂l∇ρ(ξ) dξ
)
z dz
= Ij,l,2,1[ρu](x) + Ij,l,2,2[ρu](x) + Ij,l,2,3[ρu](x)
For Ij,l,2,1[ρu](x) and Ij,l,2,2[ρu](x) we make the same estimates as before, using
|dτ+(|j|+1)n(x, x+ z)− dτ+(|j|+1)n(x, x− z)| ≤ |∇ρ|∞|z|τ+(j+1)n+1
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and also applying the Maximal function to
´
Ω(x,x+z)∇∂lρ(ξ) dξ ≤ |z|nM [∂l+1(ρ)](x) to get,
|Ij,l,2,1[ρu](x)| ≤ |∇(ρu)|∞|∇ρ|∞M [∂l+1ρ](x)
m−l∏
k=1
(M [∂kρ](x))jk×
×
(ˆ
Tn
h(|z|)
|z|n+α−2 dz
)
‖Ij,l,2,1[ρu]‖22 ≤ |∇(ρu)|2∞|∇ρ|2∞‖∂l+1ρ‖2q
m−l∏
k=1
‖∂kρ‖2jkpk
≤ |∇(ρu)|2∞|∇ρ|2∞‖ρ‖2
H˙
l+1+n( 12− 1q )
m−l∏
k=1
‖ρ‖2jk
H˙
k+n( 12− 1pk )
where we used Holder’s inequality with
m−l∑
k=1
2jk
pk
+
2
q
= 1
Picking q = 2ml and pk =
2m
k gives
ρ : l + 1 +
n(m− l)
2m
≤ m+ α
ρ : k +
n(m− k)
2m
≤ m+ α
Then for Ij,l,2,2[ρu](x) we get
|Ij,l,2,2[ρu](x)| ≤ |∇(ρu)|∞M [∂l+1ρ](x)
m−l∑
k=1
m−l∏
i=1
i 6=k
(M [∂iρ](x))jiM([∂kρ](x))jk−1(Ds,pk∂
kρ(x))1/pk×
×
(ˆ
Tn
h(|z|)
|z|n+α−1−s dz
)
‖Ij,l,2,2[ρu]‖22 ≤ |∇(ρu)|2∞‖∂l+1ρ‖2q
m−l∏
i=1
i 6=k
‖∂iρ‖2jipi ‖∂kρ‖2(jk−1)pk ‖∂kρ‖2W s,pk
≤ |∇(ρu)|2∞‖∂l+1ρ‖2
H˙
l+1+n( 12− 1q )
m−l∏
i=1
i 6=k
‖ρ‖2ji
H˙
i+n( 12− 1pi )
‖ρ‖2(jk−1)
H˙
k+n( 12− 1pk )
‖ρ‖2
H˙
k+s+n( 12− 1pk )
picking the same Holder conjugates gives
ρ : l + 1 +
n(m− l)
2m
≤ m+ α
ρ : k +
n(m− k)
2m
≤ m+ α
ρ : k + s+
n(m− k)
2m
≤ m+ α
To estimate Ij,l,2,3[ρu](x) we note that a similar computation as before givesˆ
Ω(x,x+z)
∂l∇ρ(ξ) dξ −
ˆ
Ω(x,x−z)
∂l∇ρ(ξ) dξ ≤ |z|n+s(Ds,q∂l+1ρ(x))1/q
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therefore, again using the Maximal function we get,
|Ij,l,2,3[ρu](x)| ≤ |∇(ρu)|∞(Ds,q∂l+1ρ(x))1/q
m−l∏
k=1
(M [∂kρ](x))jk
ˆ
Tn
h(|z|)
|z|n+α−1−s dz
‖Ij,l,2,3[ρu]‖22 ≤ |∇(ρu)|2∞‖ρ‖2
H˙
l+1+s+n( 12− 1q )
m−l∏
k=1
‖ρ‖2jk
H˙
k+n( 12− 1pk )
choosing the same Holder conjugates gives,
ρ : l + 1 + s+
n(m− l)
2m
≤ m+ α
ρ : k +
n(m− k)
2m
≤ m+ α
Intermediary Cases. For all l = 1, ...,m− 1, i = 0, ...,m− l, and k = 1, ...,m− l− i, we have to
estimate
Ij,i[∂
l(ρu)](x) =
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂i∇ρ(ξ) dξ
∏m−l−i
k=1
(´
Ω(x,x+z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n(x, x+ z)
· δz∂l(ρu)(x) dz
First, for 0 < α < 1, we employ the Maximal functions again to get,
|Ij,i[∂l(ρu)](x)| .
m−l−i∏
k=1
(
M [∂kρ](x)
)jk
M [∂i+1ρ](x)
ˆ
Tn
h(|z|)
|z|n+α |δz∂
l(ρu)(x)|dz
Then estimating in L2-norm, applying Holder’s inequality with
m−l−i∑
k=1
2jk
pk
+
2
q1
+
2
q2
= 1,
and using the Hardy-Littlewood inequality, we get
‖Ij,i[∂l(ρu)]‖22 .
m−l−i∏
k=1
‖ρ‖2jk
H˙
k+n( 12− 1pk )
‖ρ‖2
H˙
i+1+n( 12− 1q1 )
‖ρu‖2
H˙
l+α+ε+n( 12− 1q2 )
Now we choose pk =
2m
k , q1 =
2m
i , and q2 =
2m
l . Provided m is large enough and ε is small enough,
ρ : k +
n
2
(
m− k
m
)
≤ m− 1 + α
ρ : i+ 1 +
n
2
(
m− i
m
)
≤ m+ α
ρu : l + α+ ε+
n
2
(
m− l
m
)
≤ m+ α
for all l = 1, ...,m− 1, i = 0, ...,m− l, and k = 1, ...,m− l − j.
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As before, to extend the argument to include α ≥ 1, we must include the next term in the Taylor
finite difference
Ij,i[∂
l(ρu)](x) =
ˆ
Tn
h(|z|)
|z|n+α−τ
∏m−l−i
k=1
(´
Ω(x,x+z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n
×
×
(ˆ
Ω(x,x+z)
∂i∇ρ(ξ) dξ
)
· [δz∂l(ρu)(x)− z∇∂lρu(x)] dz
+
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂i∇ρ(ξ) dξ
∏m−l−i
k=1
(´
Ω(x,x+z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n
· z∇∂l(ρu)(x) dz
:= Ij,i,1[∂
l(ρu)](x) + Ij,i,2[∂
l(ρu)](x)
Again, the estimate on Ij,i,1[∂
l(ρu)] goes as before, and for Ij,i,2[∂
l(ρu)](x) we symmetrize
Ij,i,2[∂
l(ρu)](x) =
ˆ
Tn
h(|z|)
|z|n+α−τ
[ˆ
Ω(x,x+z)
∂i∇ρ(ξ) dξ
∏m−l−i
k=1
(´
Ω(x,x+z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n(x, x+ z)
−
ˆ
Ω(x,x−z)
∂i∇ρ(ξ) dξ
∏m−l−i
k=1
(´
Ω(x,x−z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n(x, x− z)
]
· z∇∂l(ρu(x)) dz
= ∇∂l(ρu)(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂i∇ρ(ξ) dξ
m−l−i∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ) dξ
)jk
×
×
(
d−τ−(|j|+1)n(x, x+ z)− d−τ−(|j|+1)n(x, x− z)
)
z dz
+∇∂l(ρu)(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂i∇ρ(ξ) dξd−τ−(|j|+1)n(x, x+ z)×
×
m−l−i∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ) dξ
)jk
−
m−l−i∏
k=1
(ˆ
Ω(x,x−z)
∂kρ(ξ) dξ
)jk z dz
+∇∂l(ρu)(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
m−l−i∏
k=1
(ˆ
Ω(x,x+z)
∂kρ(ξ) dξ
)jk
d−τ−(|j|+1)n(x, x+ z)×
×
(ˆ
Ω(x,x+z)
∂i∇ρ(ξ) dξ −
ˆ
Ω(x,x−z)
∂i∇ρ(ξ) dξ
)
z dz
= Ij,i,2,1[∂
l(ρu)](x) + Ij,i,2,3[∂
l(ρu)](x) + Ij,i,2,3[∂
l(ρu)](x)
For Ij,i,2,1[∂
l(ρu)](x) and Ij,i,2,2[∂
l(ρu)](x) we apply the same estimates as above to get
|Ij,i,2,1[∂l(ρu)](x)| ≤ |∇∂l(ρu)(x)|
m−l−i∏
k=1
(M [∂kρ](x))jkM [∂i+1ρ](x)
ˆ
Tn
h(|z|) dz|z|n+α−2
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Since α < 2, the integral converges, and
‖Ij,i,2,1[∂l(ρu)]‖22 . ‖∂l+1(ρu)‖2q2‖∂i+1ρ‖2q1
m−l−i∏
k=1
‖∂kρ‖2jkpk
≤ ‖ρu‖2
H˙
l+1+n( 12− 1q2 )
‖ρ‖2
H˙
i+1+n( 12− 1q1 )
m−l−i∏
k=1
‖ρ‖2jk
H˙
k+n( 12− 1pk )
Choosing the Holder conjugates as before blends this into the previous case. For Ij,i,2,2[∂
l(ρu)](x)
we have,
|Ij,i,2,2[∂l(ρu)](x)| ≤ |∇∂l(ρu)(x)|M [∂i+1ρ](x)×
×
m−l−i∑
k=1
m−l−i∏
λ=1
i 6=k
(M [∂λρ](x))jλ(M [∂kρ](x))jk−1(Ds,pk∂
kρ(x))1/pk
ˆ
Tn
h(|z|)
|z|n+α−1−s dz
since α < 1 + s < 2, the integral converges, so for any k = 1, ...,m− l − i,
‖Ij,i,2,2[∂l(ρu)]‖22 ≤ ‖∂l+1(ρu)‖2q2‖∂i+1ρ‖2q1
m−l−i∏
λ=1
i 6=k
‖∂λρ‖2jλpλ ‖∂kρ‖2(jk−1)pk ‖∂kρ‖2W s,pk
≤ ‖(ρu)‖2
H˙
l+1+n( 12− 1q2 )
‖ρ‖2
H˙
i+1+n( 12− 1q1 )
m−l−i∏
λ=1
i 6=k
‖ρ‖2jλ
H˙
λ+n( 12− 1pλ )
‖ρ‖2(jk−1)
H˙
k+n( 12− 1pk )
‖ρ‖2
H˙
k+s+n( 12− 1pk )
again choosing the same Holder conjugates as before gives the necessary bound. Now for Ij,i,2,3[∂
l(ρu)]
we get,
‖Ij,i,2,3[∂l(ρu)]‖22 . ‖(ρu)‖2
H˙
l+1+n( 12− 1q2 )
‖ρ‖2
H˙
i+1+s+n( 12− 1q1 )
m−l−i∏
k=1
‖ρ‖2jk
H˙
k+n( 12− 1pk )
Choosing the same Holder conjugates again gives the desired bound. Therefore we have the neces-
sary bounds for every term in ∂mL∇φ·(ρu).
Now let us examine Lφt(ρ). Notice that any term in ∂mLφt(ρ) takes the form
I =
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x+z)
∂i∇ · (ρu)(ξ) dξ
∏m−l−i
k=1
(´
Ω(x,x+z) ∂
kρ(ξ) dξ
)jk
dτ+(|j|+1)n(x, x+ z)
δz∂
lρ(x) dz
The cases where l = 1, ...,m − 1 are estimated exactly the same as the Intermediary case for
L∇φ·(ρu) above by switching the roles of ρu and ρ in the increment δz and in the first integral that
contains the gradient.
Similarly the case where l = 0 and i = 0, ...,m− 1 is taken care of by End Case 5. Further, we
have already used the case where l = m during the estimates in End Case 2, and part of the term
l = 0, i = m in End Case 1. Since ∇∂m(ρu) = ∇(u∂mρ) +∇∂m−1(ρ∂u) we still have to estimate
the term
J =
ˆ
Tn
h(|z|)
|z|n+α−τ
´
Ω(x,x+z)∇∂m−1(ρ∂u) dξ
dτ+n(x, x+ z)
δzρ(x) dz
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For α < 1 we use |δzρ(x)| ≤ |∇ρ|∞|z| and the maximal function to get
|J | ≤ |∇ρ|∞M [∂m(ρ∂u)](x)
ˆ
Tn
h(|z|)
|z|n+α−1 dz
‖J‖22 ≤ |∇ρ|2∞‖ρ‖2H˙m‖u‖2H˙m+1
For 1 ≤ α < 2 we utilize the next Taylor term again and estimate the second of these by sym-
metrizing and splitting into two parts to get,
J2 = ∇ρ(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
´
Ω(x,x+z)∇∂m−1(ρ∂u) dξ
dτ+n(x, x+ z)
z dz
J21 = ∇ρ(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
´
Ω(x,x+z)∇∂m−1(ρ∂u) dξ −
´
Ω(x,x−z)∇∂m−1(ρ∂u) dξ
dτ+n(x, x+ z)
z dz
J22 = ∇ρ(x)
ˆ
Tn
h(|z|)
|z|n+α−τ
ˆ
Ω(x,x−z)
∇∂m−1(ρ∂u) dξ (d−τ−n(x, x+ z)− d−τ−n(x, x− z)) z dz
Estimating J21 gives
|J21| ≤ |∇ρ|∞(Ds,2(∂m(ρ∂u)))1/2
ˆ
Tn
h(|z|)
|z|n+α−1−s dz
‖J21‖22 ≤ |∇ρ|2∞‖ρ‖2H˙m+α‖u‖2H˙m+1+s
≤ Y Nm ‖u‖2H˙m+1 + ε‖u‖H˙m+1+α2
where we used Interpolation and Young’s inequality to get the last inequality. Since 1 ≤ α < 2 it
is possible to find an s such that s ≤ α/2 < 1 for interpolation and 1 + s > α to make the above
integral finite.
For J22 we use the differences in d
−τ−n to get
|J22| ≤ |∇ρ|2∞M [∂m(ρ∂u)]
ˆ
Tn
h(|z|)
|z|n+α−2 dz
‖J22‖22 ≤ |∇ρ|2∞‖ρ‖2H˙m‖u‖2H˙m+1
This covers all the terms in ∂mLφt(ρ). Recalling that the goal is to bound everything by the
grand quantity Y Nm , we have shown that
‖∂m(Lφt(ρ) + L∇φ·(ρu))∂me‖2 ≤ Y Nm .
Combined with the transport terms we have estimated in the beginning we therefore have proved
the desired a priori bound
d
dt
‖e‖2
H˙m
≤ CY Nm .
6. Viscous regularization and local existence
To actually produce local solutions we consider viscous regularization of the system
ρt +∇ · (uρ) = ε∆ρ
ut + u · ∇u = Cφ(u, ρ) + ε∆u,(41)
First, we show that this regularization is sufficient to obtain local solutions via the standard fixed
point argument. Second, we show that such regularization does not interfere with the a priori
estimates we have obtained in the previous sections.
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To prove local estimates of smooth solutions to (41) we consider the mild formulation
ρ(t) = eεt∆ρ0 −
ˆ t
0
eε(t−s)∆∇ · (uρ)(s) ds
u(t) = eεt∆u0 −
ˆ t
0
eε(t−s)∆u · ∇u(s) ds+
ˆ t
0
eε(t−s)∆Cφ(u, ρ)(s) ds.
(42)
Let us denote by Z = (ρ, u) the state variable of our system and by T [Z](t) the right hand side
of the mild formulation. In order to apply the stadard fixed point argument we have to show that
T leaves the set C([0, Tδ,ε);Bδ(Z0)) invariant, where Bδ(Z0) is the ball of radius ε around initial
condition Z0, and that it is a contraction. We limit ourselves to showing details for invariance as
the estimates involved there are identical to those required to also prove Lipschitzness.
First we assume that ρ has no vacuum: ρ0(x) ≥ c0 > 0. The metric we are using the same as
before ρ ∈ H˙m+α∩L1, u ∈ Hm+1. Note that if δ > 0 is small enough then for any ‖ρ−ρ0‖H˙m+α < δ
which has the same mass
´
ρ =
´
ρ0, one obtains
(43) ρ(x) >
1
2
c0.
So, let us assume that Z ∈ C([0, Tδ);Bδ(Z0)). It is clear that ‖eεt∆Z0 − Z0‖ < δ2 provided time t
is short enough. The Z has some bound ‖Z‖ ≤ C. Using that let us estimate the norms under the
integrals. First, recall that ‖Λαeεt∆‖L2→L2 . 1tα/2 . In the case α ≥ 1, we have∥∥∥∥∂mΛα ˆ t
0
eε(t−s)∆∇ · (uρ)(s) ds
∥∥∥∥
2
≤
ˆ t
0
1
(t− s)α/2 ‖∂
m+1(uρ)(s)‖2 ds
≤
ˆ t
0
1
(t− s)α/2 ‖u‖H˙m+1‖ρ‖H˙m+α ds ≤ C
2t1−α/2 <
δ
2
,
provided Tδ is small enough. In the case α < 1, we combine instead one full derivatives with the
heat semigroup, and the rest ∂m+α gets applied to uρ, which produces a similar bound.
Moving on to the u-equation, we have∥∥∥∥∂m+1 ˆ t
0
eε(t−s)∆u · ∇u(s) ds
∥∥∥∥
2
≤
ˆ t
0
1
(t− s)1/2 ‖∂
m(u · ∇u)(s)‖2 ds
≤
ˆ t
0
1
(t− s)α/2 ‖u‖H˙m+1‖u‖H˙m ds ≤ C
2t1/2 <
δ
2
.
As to the commutator form, for α ≤ 1 the computation is very similar: we combine one derivative
with the heat semigroup and for the rest we use (13):
‖∂mCφ(u, ρ)‖2 ≤ ‖u‖Nm+α‖ρ‖Nm+α < C2N ,
and the rest follows as before. When α > 1 we need to use the refined estimate (15). Namely, it
follows from the first in (15) by keeping the highest norms only,
‖Lφf‖H˙m . cε‖ρ‖NH˙m−1+α+ε‖f‖H˙m+α
‖Lφf‖H˙m−1 . cε‖ρ‖NH˙m−2+α+ε‖f‖H˙m−1+α
Therefore, by interpolation, we have an estimate in the fractional space H˙m−1+s for 0 < s < 1:
(44) ‖Lφf‖H˙m−1+s . ‖ρ‖NH˙m−1+α+ε‖f‖H˙m−1+α+s
Taking s = 2− α yields
(45) ‖Lφf‖H˙m+1−α . ‖ρ‖NH˙m−1+α+ε‖f‖H˙m+1 .
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Combining α derivatives with the heat, and using the inequality above with ε = 1, we obtain∥∥∥∥ˆ t
0
Λαeε(t−s)∆Λm+1−αCφ(u, ρ)u(s) ds
∥∥∥∥
2
≤
ˆ t
0
1
(t− s)α/2 [‖Lφ(uρ)‖H˙m+1−α+‖uLφ(ρ)‖H˙m+1−α ] ds
≤
ˆ t
0
1
(t− s)α/2 ‖ρ‖
N
H˙m+α
‖u‖H˙m+1 ds ≤ C2t1−α/2 <
δ
2
.
We have proved that ‖T [Z](t)− Z0‖ < δ, and the proof is complete.
The obtained interval of existence of course depends on ε as it enters into all the estimates of
the integrals. In order to conclude the local existence argument we still have to show that our a
priori bound
(46)
d
dt
Ym . Y Nm
is independent of ε. This would allow us to extend Tε,δ to a time dependent on the initial condition
only. Then the classical compactness argument would apply to pass to the limit as ε → 0 in the
same state space C([0, T ); (H˙m+α ∩ L1)×Hm+1).
It is clear that the u-equation will not see the effect of viscous regularization because the term
produced by the energy method is −ε‖∂m+2u‖22. The e-equation, however, will produce several
extra terms:
(47) et +∇ · (ue) = (∇ · u)2 − Tr(∇u)2 + Lφt(ρ) + L∇φ·(ρu)− 2εL∇φ∇ρ− εL∆φρ+ ε∆e.
After the test, the extra terms become
(48) − ε‖e‖2
H˙m+1
− 2ε〈∂m−1L∇φ∇ρ, ∂m+1e〉 − ε〈∂m−1L∆φρ, ∂m+1e〉
≤ −1
2
ε‖e‖2
H˙m+1
+ 8ε‖∂m−1L∇φ∇ρ‖22 + 4ε‖∂m−1L∆φρ‖22.
Let us observe that the residual two terms present special parts of the expansion of the commutator
we have estimated in Lemma 3.4 for m→ m+ 1. So, from (20) we obtain
‖∂m−1L∇φ∇ρ‖22 + ‖∂m−1L∆φρ‖22 . ‖ρ‖NH˙m+α(‖ρ‖2H˙m+12+α + ‖ρ‖
2
H˙m+1+
α
2
)+
+ (‖ρ‖2
H˙m+1
+ ‖ρ‖2
H˙m+
1
2+α
)‖ρ‖2
H˙2+
n
2
.
Let us recall that we have another ε-gain term from viscous regularization:
−ε‖∂m+2u‖2
H˙m+1
− 1
2
ε‖e‖2
H˙m+1
. −ερ−2τ/n‖ρ‖2
H˙m+1+α
+ εY Nm .
So, by a computation similar to (19) the residual term can be estimated by
ε‖∂m−1L∇φ∇ρ‖22 + ε‖∂m−1L∆φρ‖22 .
1
2
ερ−2τ/n‖ρ‖2
H˙m+1+α
+ εY Nm .
So, the total influence of the viscous term on a priori estimates will be an additional εY Nm added
to (46) which has no effect.
Having obtained uniformly bounded solutions (uε, ρε) ∈ C([0, T );Hm+1 ×Hm+α) on a common
time interval we pass to the w∗-limit in the top space and strong limit in any lower regularity space
Hm+1−δ ×Hm+α−δ, which guarantees that the limit will actually be weakly continuous in the top
space.
This concludes the proof of local existence.
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7. Appendix: variants of intrinsic definitions of a Sobolev space.
At another place we considered the quantity
Ds(g) =
ˆ
T2n
h(z) |g (x+ |z|Uzθ)− g(x)|2
|z|n+s dz dx,
where θ ∈ ∂Ω(0, e1). It is not essential where exactly θ is localted as long as it is uniformly bounded.
Lemma 7.1.
Ds(g) ≤ ‖g‖H˙s/2 .
Proof.
ˆ
T2n
h(z) |g (x+ |z|Uzθ)− g(x)|2
|z|n+s dz dx =
∑
k∈Zn
|ĝ(k)|2
ˆ
Tn
h(z)
∣∣eik·|z|Uzθ − 1∣∣2
|z|n+s dz.
Since ∣∣∣eik·|z|Uzθ − 1∣∣∣ ≤ min{2, |k||z|}
the splitting of the integral into small scale |z| < 1/|k| and large scale |z| > 1/|k| as in the classical
case, shows that the integral is bounded by |k|s which implies the claim. 
Similar goes the proof of the next lemma
Lemma 7.2. For any 0 < α < 2,∥∥∥∥∥
ˆ
Tn
[g(·+ |z|Uzθ) + g(· − |z|Uzθ)− 2g(·)]h(|z|)ziU
jk
z
|z|n+α+1 dz
∥∥∥∥∥
2
≤ ‖g‖H˙α .
Proof. ∥∥∥∥∥
ˆ
Tn
[g(·+ |z|Uzθ) + g(· − |z|Uzθ)− 2g(·)]h(|z|)ziU
jk
z
|z|n+α+1 dz
∥∥∥∥∥
2
2
=
=
∑
k∈Zn
|ĝ(k)|2
∣∣∣∣∣
ˆ
Tn
(eik·|z|Uzθ + e−ik·|z|Uzθ − 2)h(|z|)ziU
jk
z
|z|n+α+1 dz
∣∣∣∣∣
2
≤
∑
k∈Zn
|ĝ(k)|2
∣∣∣∣ˆ
Tn
|eik·|z|Uzθ + e−ik·|z|Uzθ − 2| h(|z|)|z|n+αdz
∣∣∣∣2 .
The integral is estimated with the use of
|eik·|z|Uzθ + e−ik·|z|Uzθ − 2| ≤ min{3, |z|2|k|2}
and splitting as before into |z| < 1/|k| and |z| > 1/|k|. The result is |k|α and the formula
follows. 
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