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Abstract
We show that if A is a C0 contraction with minimal function φ such that w(A) = w(S(φ)), where w(·)
denotes the numerical radius of an operator and S(φ) is the compression of the shift on H 2φH 2, and B
commutes with A, then w(AB)  w(A)‖B‖. This is in contrast to the known fact that if A = S(φ) (even on
a ﬁnite-dimensional space) and B commutes with A, then w(AB)  ‖A‖w(B) is not necessarily true. As a
consequence, we have w(AB)  w(A)‖B‖ for any quadratic operator A and any B commuting with A.
© 2007 Elsevier Inc. All rights reserved.
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Let A be a bounded linear operator on a complex Hilbert space H . The numerical rangeW(A)
and numerical radius w(A) of A are, by definition,
W(A) = {〈Ax, x〉 : x ∈ H, ‖x‖ = 1}
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and
w(A) = sup{|z| : z ∈ W(A)},
respectively, where 〈·, ·〉 and ‖ · ‖ denote the inner product and its corresponding norm in H . By
the celebrated Hausdorff–Toeplitz theorem, W(A) is always a convex subset of the plane. It is
bounded and, when H is ﬁnite dimensional, it is even compact. Its closure contains the spectrum
of A. The numerical radius satisﬁes ‖A‖/2  w(A)  ‖A‖. For other properties, the reader may
consult [10, Chapter 22] or [9].
The numerical radius inequalities we discuss here have their genesis from the power inequality.
The latter asserts that w(An)  w(A)n for all n  1 or, equivalently, that w(A)  1 implies
w(An)  1 for all n. The ﬁrst proof of it is given by Berger in his Ph.D. thesis [2] by way of his
structure theorem for numerical contractions: w(A)  1 if and only if there is a unitary operator
U on a space K containing H such that An = 2PHUn|H for all n  1, where PH denotes the
(orthogonal) projection from K onto H . A totally elementary proof of the power inequality is
later provided by Pearcy [17] (cf. also [10, Problem 221]).
In 1969, Holbrook [11] asked whether, for commuting operators A and B, the inequalities
w(AB)  w(A)‖B‖ and w(AB)  ‖A‖w(B) hold. It is known that this is indeed the case when
A and B doubly commute (i.e., AB = BA and AB∗ = B∗A) (cf. [11, Theorem 3.4]). Another
known case is whenA is an isometry (cf. [4, Lemma 2]). On the other hand, Crabb showed that for
commuting A and B the inequality w(AB)  (
√
2 + 2√3/2)w(A)‖B‖ is true (cf. [16]). More
recently, Holbrook [12] proved w(AB)  w(A)w(B) for commuting 2-by-2 matrices A and B.
So much for the partial positive conﬁrmations. It came as a surprise when in 1988 Müller [14]
gave an example of two 12-by-12 commuting matrices A and B with w(AB) > ‖A‖w(B). The
example involves pure computations with no revealing reason why this should be the case. The
day is saved by Davidson and Holbrook [6] that w(AB) > ‖A‖w(B) is already true for A = J9
and B = J 39 + J 79 . Here Jn, n  1, denotes the n-by-n Jordan block⎡
⎢⎢⎢⎢⎣
0 1
0
. . .
. . . 1
0
⎤
⎥⎥⎥⎥⎦ ,
whose numerical range is known to be {z ∈ C : |z|  cos(/(n + 1))}. In [20], Schoch showed
that w(AB) > ‖A‖w(B) can occur even for 4-by-4 commuting A and B.
The class of operators whichwe consider here is that ofC0 contractions. Recall that an operator
A (on a separable Hilbert space) is of class C0 if it is a contraction (‖A‖  1), it is completely
nonunitary (i.e., it has no unitary direct summand) and it satisﬁes φ(A) = 0 for some φ in the
Hardy space H∞ of bounded analytic functions on the open unit disc. The minimal function of
a C0 contraction A is the smallest function φ in H∞ with φ(A) = 0 (i.e., it divides all other
annihilating functions of A). One example of such operators is any strict contraction A (‖A‖ < 1)
on a ﬁnite-dimensional space. More important for us here is the compression of the shift S(φ)
deﬁned as follows.
Let φ be an inner function (φ ∈ H∞ with |φ| = 1 a.e. on the unit circle) and let S(φ) be deﬁned
on H = H 2φH 2 by
S(φ)f = PH (zf (z))|H for f ∈ H.
Then S(φ) is a C0 contraction with minimal function φ and satisﬁes rank(I − S(φ)∗S(φ)) = 1.
Such operators were ﬁrst studied by Sarason [19] and later developed by Sz.-Nagy and Foias¸
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in the 1960s and ’70s; they form the building blocks for the “Jordan model” for general C0
contractions (cf. [21] and [1]). Among other things, S(φ) is known to have the commutant lifting
property: every operator B commuting with S(φ) is of the form f (S(φ)) for some f in H∞ with
‖f ‖∞ = ‖B‖. If φ(z) = zn, n  1(
resp., φ(z) = z − a
1 − az ·
z − b
1 − bz , |a|, |b| < 1
)
,
then S(φ) is unitarily equivalent to Jn(
resp.,
[
a (1 − |a|2)1/2(1 − |b|2)1/2
0 b
])
.
We start our work with the following lemma.
Lemma 1. If A = S(φ) and B commutes with A, then w(AB)  w(A)‖B‖.
Proof. We may assume that A /= 0 and ‖B‖ = 1. By Sarason’s commutant lifting theorem [19,
Theorem 3], B = f (A) for some f in H∞ with ‖f ‖∞ = ‖B‖ = 1. Letting A1 = A/w(A) and
g(z) = zf (w(A)z), we haveA1B = g(A1)with g inH∞, g(0) = 0 and ‖g‖∞  ‖f ‖∞ = 1. By
a result of Kato [13, Theorem 5] or Berger and Stampﬂi [3, Corollary 2], we obtain
w(A1B) = w(g(A1))  ‖g‖∞  1.
Thus w(AB)  w(B) follows as required. 
Aswas remarked before, the Davidson–Holbrook example ofA = J9 andB = J 39 + J 79 shows
the falsity of w(AB)  ‖A‖w(B) for A = S(φ) and B commuting with A.
Using the extension of a C0 contraction to the direct sum of the compression of the shift and
a “completely bounded” version of the result of Kato or Berger and Stampﬂi, one can generalize
Lemma 1 from S(φ) to more general C0 contractions.
Theorem 2. If A is a C0 contraction with minimal function φ such that w(A) = w(S(φ)) and if
B commutes with A, then w(AB)  w(A)‖B‖.
For its proof, we need the following lemma. For any operator X on H and any integer d  1,
let X(d) denote the direct sum of d copies of X on H(d), the direct sum of d copies of H .
Lemma 3. Let A be a C0 contraction with minimal function φ. Then
(a) A can be extended to an operator A1 on a larger space which is unitarily equivalent to
S(φ)(dA), where dA = dim ran(I − A∗A)1/2 ∞, and
(b) every operator B commuting with A can be extended to an operator B1 commuting with A1
with ‖B1‖ = ‖B‖.
The proof of this lemma is based on the Sz.-Nagy–Foias¸ functional model for C0 contractions
(cf. [21, Section VI.3]).
Proof of Lemma 3. (a)We represent theC0 contractionA∗ onH = H 2(K)H 2(K)byA∗f =
PH (zf (z)) for f in H , where K is a space of dimension dA, H 2(K) is the Hardy space of K-
valued analytic square-integrable functions on the unit disc, and is the characteristic function of
1512 P.Y. Wu et al. / Linear Algebra and its Applications 430 (2009) 1509–1516
A∗. Since the minimal function of A∗ is φ˜ given by φ˜(z) = φ(z) for |z| < 1, we have φ˜(A∗) = 0
and hence φ˜H 2(K) ⊆ H 2(K). Let A∗1 be the operator deﬁned on H0 = H 2(K)  φ˜H 2(K) by
A∗1g = PH0(zg(z)) for g in H0. Then A1 is unitarily equivalent to S(φ)(dA). Since H ⊆ H0 and
A and A1 are given by
Af = 1
z
(f (z) − f (0)) for f ∈ H
and
A1g = 1
z
(g(z) − g(0)) for g ∈ H0,
respectively, we obtain A = A1|H as required.
(b) Since B∗ commutes with A∗, it can be represented as B∗f = PH (f ) for f in H , where
 is a K-valued bounded analytic function on the unit disc with H 2(K) ⊆ H 2(K) and
‖‖∞ = ‖B∗‖. Let B∗1 be deﬁned on H0 by B∗1g = PH0(g) for g in H0. Then B1 commutes
with A1 and
‖B1‖ = ‖B∗1‖  ‖‖∞ = ‖B∗‖ = ‖B‖.
On the other hand, if C denotes the adjoint of the operator f → f on H 2(K), then B = C|H
and B1 = C|H0. It follows that B = B1|H and hence ‖B‖  ‖B1‖. Therefore, ‖B‖ = ‖B1‖ as
required. 
Part (a) of the preceding lemma is due to Nakazi and Takahashi [15, Lemma 4].
We are now ready to prove Theorem 2.
Proof of Theorem 2. As before, we may assume that A /= 0 and ‖B‖ = 1. By Lemma 3, A
extends to (an operator unitarily equivalent to) A1 = S(φ)(d) on L, where d = dA, and B extends
to B1 with B1A1 = A1B1 and ‖B1‖ = ‖B‖. Sarason’s commutant lifting theorem [19, Theorem
3] implies that B1 can be represented as [fij (S(φ))]di,j=1, where the fij ’s are in H∞ for all i and
j and ‖[fij ]‖∞ = ‖B1‖. Let gij (z) = fij (w(A)z) for |z| < 1. We have
‖[gij ]‖∞ = sup{‖[gij (z)]‖ : |z| < 1}
 sup{‖[fij (u)]‖ : |u| < 1}
= ‖[fij ]‖∞ = ‖B1‖ = ‖B‖ = 1.
IfC = S(φ)/w(S(φ)), thenw(C) = 1 andB1 = [gij (C)]. By Berger’s theorem, there is a unitary
operator U on a space K containing H ≡ H 2φH 2 such that Cn = 2PHUn|H for all n  1.
Since Cgij (C) = 2PH (Ugij (U))|H for all i and j , we obtain
(A1B1/w(A))
n = [Cgij (C)]n = 2PL[Ugij (U)]n|L
for all n  1. On the other hand, because
‖[Ugij (U)]‖  ‖[zgij (z)]‖∞  ‖[gij ]‖∞  1,
Sz-Nagy’s power dilation theorem yields a unitary operator W on a space containing K such that
[Ugij (U)]n=PK(d)Wn|K(d) for alln. Combining these twodilations,weobtain (A1B1/w(A))n =
2PLWn|L for all n. This implies, by Berger’s theorem, that w(A1B1/w(A))  1 or w(AB) 
w(A1B1)  w(A) as required. 
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Note that, for anyC0 contractionAwith minimal function φ, Lemma 3(a) implies thatw(A) 
w(S(φ)). In Theorem 2, the extra condition on their equality is essential for otherwise the example
of
B = J9 +
1
4J
5
9
‖J9 + 14J 59 ‖
andA = B3 attests to the falsity of the assertion there (cf. [5]).WhenA acts on a ﬁnite-dimensional
space, the next proposition gives some equivalent conditions for the equality w(A) = w(S(φ)).
Proposition 4. For a C0 contraction A with minimal function φ on a ﬁnite-dimensional space,
the following are equivalent:
(a) w(A) = w(S(φ));
(b) ∂W(A) ∩ ∂W(S(φ)) /= ∅;
(c) W(A) = W(S(φ)).
Proof. (a)⇒(b).We infer fromLemma 3(a) thatW(A) ⊆ W(S(φ)). If ∂W(A) ∩ ∂W(S(φ)) = ∅,
then obviously w(A) < w(S(φ)). This proves (a)⇒(b).
(b)⇒(c). By [8, Lemma 3.3], (b) implies that S(φ) is a direct summand ofA. ThusW(S(φ)) ⊆
W(A). Together with W(A) ⊆ W(S(φ)) from Lemma 3(a), this yields (c).
(c)⇒(a). This is trivial. 
An operator A is said to be quadratic if it is annihilated by a quadratic polynomial, that is, if
it satisﬁes A2 + aA + bI = 0 for some scalars a and b. The structure of quadratic operators is
well-understood (cf. [22]). For example, we know that
(1) the spectrum of A consists of the two zeros α and β of the polynomial z2 + az + b,
(2) A is unitarily equivalent to an operator of the form[
αI1 D
0 βI2
]
,
and
(3) the numerical range of A is the (open or closed) elliptic disc with foci α and β and minor
axis of length ‖D‖.
Using Theorem 2, we can now prove a numerical radius inequality for quadratic operators.
Theorem 5. If A is a quadratic operator and B commutes with A, then w(AB)  w(A)‖B‖.
Proof. If A is normal, then A is unitarily equivalent to αI1 ⊕ βI2, in which case the asserted
inequality can be easily veriﬁed. Hence we may assume that A is nonnormal and has norm
one. Then A is unitarily equivalent to an operator of the form
[
αI1 D
0 βI2
]
with D /= 0. Since
1 = ‖A‖  (|α|2 + ‖D‖2)1/2 and D /= 0, we have |α| < 1 and, similarly, |β| < 1. Hence A is a
C0 contraction with φ(A) = 0, where φ is the inner function
φ(z) = z − α
1 − αz ·
z − β
1 − βz .
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On the other hand, since
1 = ‖A‖ =
∥∥∥∥
[
α ‖D‖
0 β
]∥∥∥∥
by [22, p. 1144], we obtain that S(φ) is unitarily equivalent to
[
α ‖D‖
0 β
]
. Therefore, w(A) =
w(S(φ)) by [22, Theorem 2.1]. The asserted inequality then follows from Theorem 2. 
Before we move on, two remarks are in order. (1) The inequality in the preceding theorem is
not necessarily true if A is annihilated by a cubic polynomial. In [6, Corollary 4], it was shown
that if
A =
⎡
⎣0 I3 J30 I3
0
⎤
⎦ and B =
⎡
⎣J3 J3
J3
⎤
⎦ ,
thenA3 = B3 = 0,AB = BA,w(A) = cos(/10), ‖B‖ = 1 andw(AB) = 1 and thusw(AB) >
w(A)‖B‖. (2) The stronger inequalityw(AB)  w(A)w(B) is not necessarily true for a quadratic
A and commuting B. An example was given in [11, p. 168]. Here is another suggested by the ref-
eree:A = I2 ⊕ J2 andB = J2 ⊕ I2. In this case,A2 = B2 = 0,AB = BA andw(A) = w(B) =
w(AB) = 1/2.
In contrast to (2) above, if B is a polynomial of the quadratic A, then we do have w(AB) 
w(A)w(B).
Proposition 6. IfA is a quadratic operator andB is a polynomial ofA, thenw(AB)  w(A)w(B).
Proof. We may assume that A =
[
αI1 D
0 βI2
]
and B = A + λI . Since the numerical range of A
is the (open or closed) elliptic disc with foci α and β and minor axis of length ‖D‖, we have
w(A) = w
([
α ‖D‖
0 β
])
. Similarly,
w(B) = w
([
(α + λ)I1 D
0 (β + λ)I2
])
= w
([
α + λ ‖D‖
0 β + λ
])
and
w(AB) = w
([
α(α + λ)I1 (α + β + λ)D
0 β(β + λ)I2
])
= w
([
α(α + λ) |α + β + λ|‖D‖
0 β(β + λ)
])
= w
([
α ‖D‖
0 β
] [
α + λ ‖D‖
0 β + λ
])
.
The latter is less than or equal to the product of w
([
α ‖D‖
0 β
])
= w(A) and w
([
α + λ ‖D‖
0 β + λ
])
=
w(B) by [12]. This completes the proof. 
Although Proposition 6 is proved via [12], it also generalizes the latter. Indeed, if A and B are
commuting 2-by-2 matrices, then, assuming that A =
[
α γ
0 β
]
with γ /= 0, B must be a (linear)
polynomial of A and thus w(AB)  w(A)w(B) by Proposition 6.
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IfA is square-zero (A2 = 0) or idempotent (A2 = A), the inequalityw(AB)  min{w(A)‖B‖,
‖A‖w(B)} (for commutingB) was proved in [7] using a completely different approach. The same
can be said forw(AB)  ‖A‖w(B)whenA satisﬁesA2 = aI for some scalar a andB commutes
with A (cf. [18]).
We conclude this paper by stating the following two remaining questions concerning this topic.
(1) Is it true that w(AB)  ‖A‖w(B) for A quadratic and B commuting with A?
Note that this is false if A is annihilated by a cubic polynomial: the example of [6, Corollary
4] with
A =
⎡
⎣J3 J3
J3
⎤
⎦ and B =
⎡
⎣0 I3 J30 I3
0
⎤
⎦
attests to this.
(2) Is it true that if A = S(φ), then w(An+1)  w(An) for all n  1? More generally, if A is a
C0 contraction with minimal function φ such that w(A) = w(S(φ)), then is w(An+1)  w(An)
true for all n  1?
For this, we need only consider the S(φ) operatorA on a ﬁnite-dimensional space for otherwise
w(An) = 1 for all n. IfA is a Jordan block or a quadratic contraction, then we do havew(An+1) 
w(An) for all n. The latter is a consequence of Proposition 6. For the negative side, although
w(A2)  w(A) for any contraction A by the power inequality, w(A4)  w(A3) is in general
false by the example in [5].
We thank the anonymous referee for his incisive observations which lead to improvements in
the proofs of several results. In particular, the much simpliﬁed proof of Proposition 6 is due to
him.
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