This paper presents the hypothesis testing of parameters for ordinary linear circular regression model assuming the circular random error distributed as von Misses distribution. The main interests are in testing of the intercept and slope parameter of the regression line. As an illustration, this hypothesis testing will be used in analyzing the wind and wave direction data recorded by two different techniques which are HF radar system and anchored wave buoy.
Introduction
A circular random variable is a variable which takes values on the circumference of a circle, i.e. the angle is in the range (0, π 2 ) radians or (0 0 , 360 0 ). This random variable must be analysed by techniques differing from those appropriate for the usual Euclidean type variables because the circumference is a bounded closed space, for which the concept of origin is arbitrary or undefined. A continuous linear variable is a random variable with realisations on the straight line which may be analysed by usual techniques.
Ordinary linear circular regression model is applied when we wish to determine the relationship between a single circular explanatory variable X and a circular response variable Y. As an example is in the relationship of the measurements of wind and wave directions measured by an anchored buoy (Y) and radar (X) as shown in figures below, Sova (1995) .
Figure below gives a simple (or even simplistic) scatter plot for each data set. In both cases the observations (direction, in radians) has been measured simultaneously by an anchored buoy (Y) and by radar (X). Although measurements are in radians, we will often use the more familiar degrees in informal discussion of the data. In this case we arbitrarily chose variate Y as the anchored buoy and variate X as radar.
We would anticipate an ideal model y x = as appropriate for the data. The scatter plots of one direction against the other (as measured in radians anticlockwise from North) give a cluster of points along the X=Y diagonal and then a few in the top left and bottom right corners (359 o against 1 o , etc.). If we think of these data as arising from an ordinary linear regression model, we would regard those points at the top left and bottom right as outliers, but in relation to an ordinary linear circular regression model this is not so, because the measurements are on the circle or circumference, not a straight line. = . In this respect, the simple scatter plot is misleading but it illustrate that an ordinary linear regression model which ignore the circularity of the data is equally misleading. Perhaps such scatter plots should be drawn on a torus which maintains the "wrapping" of the measurements scales. This shows the chief problem with ordinary linear regression when applied to circular variables and below we will propose an ordinary linear circular regression model which is more suited to this form of data, Hussin (2004). 
This expression for βˆ may be solved iteratively given some suitable "initial guesses" at the estimate. We can then update α and β and proceed iteratively.
This iteration procedure will continue until the convergence criterion satisfied.
Further the estimate of parameter concentration is given by cos( )
We can now proceed to obtain useful approximations using the results of Dobson Thus by using maximum likelihood estimation, we have shown that , α β κ and can be estimated iteratively. Since both the x and y are measurements of the same quantity, unity would be logical initial estimate of β , and so a possible initial estimate for iteration is β 0 10 = . in (2) and (3).
The Hypothesis Testing of Parameters
This section is concerned with testing hypotheses on α β :α = (mod2 π ) , the log likelihood function is given by
Differentiating log L * with respect to β gives,
This may be solved iteratively for β * and it can be shown that We will use the same F-statistic as above to test the hypothesis for intercept α .
Application and Conclusion
In this section we will apply the results of the hypothesis testing and will use the wind and wave direction data as our examples. Suppose variable X is the observation (directions) measured by radar and variable Y is the observation (directions) measured by anchored buoy. The scatter plots of the data set in Estimates for the wind direction data are given in Table 1 Testing the null hypothesis that α is equal to 0 2 mod( ) π , gave an F-statistic equal to 5.275 which we compare with F(1,127). The null hypothesis is rejected at the 5% significance level indicating a non-zero α is required. However, testing the null hypothesis that β equals 1, gives F=2.217, and we draw the conclusion that the null hypothesis can not be rejected at the 5% significance level. Table 2 : Parameter estimates for wave direction data.
Testing the null hypothesis that α is equal to 0 2 mod( ) π gives F = 1.815, and the null hypothesis that β is equal to 1, gives F = 2.707. We compare these F values with F(1, 76), and we draw the conclusion that both null hypotheses can not be rejected at 5% significance level.
