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ABSTRACT
The present work has to be seen in the context of real-time on-board image evaluation of optical satellite
data. With on board image evaluation more useful data can be acquired, the time to get requested information
can be decreased and new real-time applications are possible. Because of the relative high processing power in
comparison to the low power consumption, Field Programmable Gate Array (FPGA) technology has been chosen
as an adequate hardware platform for image processing tasks. One fundamental part for image evaluation is
image segmentation. It is a basic tool to extract spatial image information which is very important for many
applications such as object detection. Therefore a special segmentation algorithm using the advantages of
FPGA technology has been developed. The aim of this work is the evaluation of this algorithm. Segmentation
evaluation is a difficult task. The most common way for evaluating the performance of a segmentation method
is still subjective evaluation, in which human experts determine the quality of a segmentation. This way is not
in compliance with our needs. The evaluation process has to provide a reasonable quality assessment, should
be objective, easy to interpret and simple to execute. To reach these requirements a so called Segmentation
Accuracy Equality norm (SA EQ) was created, which compares the difference of two segmentation results. It
can be shown that this norm is capable as a first quality measurement. Due to its objectivity and simplicity the
algorithm has been tested on a specially chosen synthetic test model. In this work the most important results of
the quality assessment will be presented.
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1. INTRODUCTION
On fundamental task in image processing is image segmentation. An image segmentation is the partition of an
image in different non-overlapping regions, based on heterogeneity and homogeneity criteria.1 It is a basic tool to
extract spatial image information which is very important for many applications such as object detection. For an
on-board processing framework of optical satellite data, an image segmentation method was developed.2 The on-
board processing framework is based on Field Programmable Gate Array (FPGA) technology. This technology
was chosen because image processing tasks, like image filtering are often quite computational intensive. FPGA
can deliver enough computational power at a relative small power usage. But therefore the algorithm has to be
well suited to the FPGA environment. Processing steps should be static and the algorithm should have high
parallelism potential. Basic window filters like the medium, median or sobel filter are quite good applicable.3
But it is difficult and time intensive to implement more complex filters like for example a mean shift filter4
or component labelling.5 Therefore a lot of work has to be done to find an appropriate segmentation method
and adapt this in a benefiting way. The chosen segmentation method is designed for gray image segmentation
based on contour extraction. The segmentation approach is shortly described in the second section. The main
outcome of in this paper is the quality performance evaluation of this segmentation algorithm. Quality and
quantitative analysis is very important, as for the construction as for the user to estimate the suitability for his
purposes. The main difficulty is that there is no theory for image segmentation and no standard method for
quality evaluation.6 One of the most common ways for evaluating the performance of a segmentation method is
still a subjective evaluation, in which human experts determine the quality of the segmentation result.6 But this
is not in compliance with our needs. A method for a quantitative, objective performance evaluation, including
the theory, the method and results is presented in the third section.
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2. SEGMENTATION METHOD
First a short description of the employed segmentation method is given. In Jahn/Halle7–9 a segmentation
method for gray value segmentation in the context of on-board processing is presented. The main part is an edge
preserving smoothing filter. It is a kind of dynamic bilateral filter,10 choosing it’s parameters in dependency
of the image contents. This method provides a basis for the developed method. It uses a lot of floating point
operations and square root operations which are not ideal for an FPGA implementation. Therefore a special
form mainly based on integer values was created. Its main part is the so called gap smoothing filter. It is an
edge preserving smoothing 3x3 window filter. It performs a cluster analysis on the filter window to decide the
histogram has an uni-modal or a bimodal histogram distribution. If there is a bimodal distribution, the average
of the grey value’s of the cluster containing the center pixel is computed. If there is no bimodal distribution it
acts like a medium filter averaging over all window pixel gray values. The whole segmentation module can be
seen in Figure 1. The filter quality can be clearly improved if a pre-filter (Level 1 filter), in this case a medium
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Figure 1. segmentation module
filter, is used and if the filter steps are executed several times. A simple threshold segmentation is used to
determine the neighbourhood relation of the pixels. Adjacent pixels are connected if their grey colour difference
is less than a predefined threshold. The neighbourhood relation is coded in the local connection map. In the end
a component labelling1 is carried out. The result is a false colour image, the component map, in which every
segment is labelled with an unique colour. An example is given in figure 2. Here an image with Gaussian noise is
smoothed by the filter. For the Level 1 filter a 3x3 medium filter (2 iterations) and for the Level 2 filter the gap
smoothing filter (15 iterations) is used. The segmentation threshold is set to 1. The result should be a perfect
square in the middle of the image. In figure 2(e) it can be seen that this result is not perfect. In the following
chapter it will be shown how this failure is measured.
For a demonstration the whole process chain was implemented on a Xilinx Spartan 3E-1200 FPGA11 running
at 12.5 MHz. In the first design for each pixel and smoothing filter iteration (Level 1 and Level 2) three clocks
are required. Therefore the the smoothing process needs 3∗1024∗1024∗ iterations ∗ clock cycles for a 1024∗1024
image. Note that in the above example for the whole smoothing process 17 iterations are needed. In other words
in this form four smoothing filter iterations per seconds can be executed. Therefore approximately four seconds
for the whole smoothing process of a 1024*1024 image are required. On more advanced hardware for example
the Xilinx Spartan 6 with a faster and wider memory system, only one clock is required for each pixel and filter
iteration and frequencies higher than 50MHz can be reached. Then about three 1024*1024 images per second
can be processed. If more frames per second are needed or very large images have to be processed, two or more
smoothing filter modules can be implemented in parallel on the FPGA, linearly increasing the performance.
(a) (b) (c) (d) (e)
Figure 2. Segmentation process: (a) noisy test image, (b) after Level 1 filter, (c) after Level 2 filter, (d) local connection
map, (e) component map
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3. IMAGE SEGMENTATION EVALUATION
3.1 Goals and concepts
An image segmentation evaluation is important for a later user and for the developer. For a developer it is
inevitable for optimising and further developing a segmentation method. For a user it is helpful to choose the
right segmentation method, to perform a reasonable implementation and to be able to estimate the behaviour
of a method. Here, the segmentation evaluation was performed firstly to determine the (optimal) parameters of
the segmentation method, secondly to make a performance measurement. In which cases it is applicable? What
are the limits? And what is the general behaviour of the method? In the end it should enable a comparison
with other approaches. To address these points, the following requirements were determined. The first and
most important point is that with the segmentation evaluation a reasonable quality assessment is possible.
Furthermore it should be objective in terms, that the evaluation criteria and the quantitative determination
of these are precise and definite. This is very important for the understanding and the interpretation of the
evaluation results. Furthermore the evaluation results should be easy to interpret and understand. In the
literature, often a lot of different performance measurements are presented in a table or a graph. The meaning of
the performance measurements is poorly presented. Therefore it is very difficult to understand the results. In the
end the measurement method should be both simple in the construction and in the execution. The main problem
is, that even nowadays there is no general segmentation theory and no standard procedure for a performance
evaluation.6, 12 A composition of different evaluation methods is presented in.6 They are categorised in subjective
and objective methods. Objective methods are further classified in system-level and direct evaluation methods.
A direct evaluation can be further divided into analytical and empirical methods. And in the end empirical
methods are catalogued in supervised and unsupervised evaluation methods. The method presented here is a
supervised method. To an image, a reference segmentation has to be created. With a discrepancy measure the
segmentation result and the reference segmentation are compared. The difficulty is to find a useful discrepancy
measure and to create a reference image. The creation of a reference segmentation can be simplified if a synthetic
test image is chosen. The elementariness of the test image is also a key point in the analysis and interpretation of
the measurement results. In the following chapter a mathematical description of the terms image segmentation,
segmentation criteria and unsupervised evaluation is presented.
3.2 A small theory of image segmentation and evaluation
In the following, general and basic principles of an image segmentation and evaluation are introduced. It
is very important to clarify what should be understand under an image segmentation quality. First some
notations. Let µ : Ω → C an image. Ω is the position (coordinate) space of an image, in general a subset
of R2 or N2. Let C be the color space of the image. For example an 8 bit grey value image is of the form
µ : [0,width]N × [0, height]N → [0, 255]N. The set of all images over the position space Ω and the colour space C
is called Img(Ω, C) or if the colour space is determined or not important Img(Ω).
A segmentation of an image µ : Ω→ C is a partition of the position space. A definition of the partition of a set
can be found in every mathematical introduction course, for example.13 The set of all segmentations/partitions of
Ω is called Seg(Ω). It is important that the external structure of a segmentation of an image is only dependent
on the position space Ω. For the description of how a segmentation should look like, a segmentation rule is
needed. Here it is called segmentation criteria and represented through its quality function
c : Img(Ω)× Seg(Ω)→ R
For an image and an segmentation the criteria quality function c(µ, s) describes the goodness of the segmentation
s in context to the criteria, if it is supposed to be a segmentation of µ. Here the agreement is that higher values
of c are better. If there are more criteria, they must be merged to have the form of c. Only in this way a grading
and comparison is possible. One of the most problems is to determine the criteria quality function c. One of the
first image segmentation criteria can be found in14 - ”Regions of an image segmentation should be uniform and
homogeneous with respect to some characteristic such as gray tone or texture. Region interiors should be simple
and without many small holes. Adjacent regions of a segmentation should have significantly different values with
respect to the characteristic on which they are uniform. Boundaries of each segment should be simple, not ragged,
and must be spatially accurate”. These criteria are rough descriptions. The question is, what is the right way
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to render these criteria more precisely and formulate them in the proposed way. This is necessary because only
in that way a exact and objective description can be expressed in general. An exact criteria, modelling some of
the above criteria is the the Mumford and Shah model presented in.15 It can be expressed as a combination of
three partial criteria.
c1(µ, s, µ0) =
∫
Ω
(µ0 − µ)2dxdy, c2(µ, s, µ0) =
∫
Ω−δs
| ▽ µ20|dxdy, c3(s) = |δs|
The Mumford and Shah model is then given through
c(µ, s) = − inf{c1(µ, S, µ0) + λ ∗ c2(µ, S, µ0) + ν ∗ c3(s) | µ0 ∈ Img(Ω)}
where λ, µ ∈ R are free selectable parameters and µ0 is a linking parameter. In this work this criteria is not used,
but it should give a first impression of the difficulty to create useful segmentation criteria. The unsupervised
segmentation measures presented in6 can in the most cases be interpreted as segmentation criteria too.
For a criteria c the best segmentation sopt of an image µ has the highest goodness
c(µ, sopt) = max{c(µ, s)|s ∈ Seg(Ω)}
One important point is that often there is not the one ”best solution”, there can be more ”best solutions”.
Another important point is that every segmentation method M can be interpreted as a criteria in the follow-
ing way, cM (µ, s) = 1 if s = M(µ) else cM (µ, s) = 0. This is not only an academic statement, it should make
clear that for every segmentation method there is a criteria for which the segmentation method is the optimal one.
To measure the performance of a segmentation algorithm we need a criteria and a (weight) test set Tλ =
{µi ∈ Img(Ω), λi ∈ R}i∈I where i is a finite index set and λi a weight parameter. The performance or goodness
of a segmentation method A is than given through
GTλ,c(A) =
∑
i∈I
λi ∗ c(µi, A(µi))
It is important to notice that a performance analysis is intrinsically tied to the (weight) test set and the criteria.
Now the supervised way of constructing a criteria is presented. Let T = {µi ∈ Img(Ω)}i∈I be a test set.
Let R = {si ∈ Seg(Ω)}i∈I be a set of reference segmentations. If we have a difference function (discrepancy
measure)
d : Seg(Ω)× Seg(Ω)→ R
on Seg(Ω) and a set of reference segmentation R, a criteria on T can be constructed in the following way:
c(T,d)(µi, s) = d(µi, si). If necessary an additional minus can be used to guarantee that a higher criteria value
can interpreted as a higher criteria goodness. Note that this criteria can only be applied on the test set T. This
is the main constraint to unsupervised criteria as for example the Mumford and Shah Model, but it enables us
to build a criteria without understanding its intrinsics and the need to formulate them.
At the end it should be seen that there a two problems in the field of image segmentation. The first chal-
lenge is the formulation of an appropriate image segmentation criteria. The second challenge is the search of a
segmentation algorithm, performing optimal under the chosen criteria. The problem of an evaluation of a seg-
mentation measurement is equal to the problem of finding a segmentation criteria. Here, because the supervised
way is chosen, the problem of finding a criteria is shifted to finding a test set with reference segmentations and
a difference function. This is addressed in the next section.
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3.3 The measurement method
In this section the measurement method is presented. As stated in the last section’s a supervised method is used.
Therefore a discrepancy measure d : Seg(Ω)× Seg(Ω)→ R is needed. The method on which the measurement
function used in the work is based was utilized in,16 probably going back to.17 The segment accuracy function
has the form
SA(a|S) =
∑
m∈S
|a ∩m|
|m| ∗
|a ∩m|
|a|
Note, that for a set M , |M | is the number of elements of M . Let S ∈ Seg(Ω) be the reference segmentation and
let a ⊂ Ω be an arbitrary segment. SA(a|S) gives a rating on how well this segment fits in the segmentation S.
This function can be extended to a discrepancy measure of two segmentations in the following way:
SA(S2|S1) =
∑
a∈S2
SA(a|S1) ∗ |a|∑
a∈S2
|a|
where S2, S1 ∈ Seg(Ω) are two segmentations. The following conditions have been proven:
1. SA(S2|S1) ∈ (0, 1]
2. SA(S2|S1) = 1⇔ S1 ≤ S2
S1 ≤ S2 means that S1 is a refinement of S2 in mathematical terms ∀m ∈ S1 ∃n ∈ S2 m ⊆ n. In the language
of segmentation S1 is a (pure) over-segmentation compared to S2. In words explained SA(S2|S1) measures
the degree of over-segmentation of S2 compared to S1. Because of the statement above, it is is not possible
to measure the difference of S1, S2 if S2 is an over-segmentation compared to S1. Therefore in
16 a second
measurement function, the over-segmentation index OSD(S2|S1) = |S2||S1| was used based on the quotient of the
numbers of segments in each segmentation. The two measurement function were not merged and therefore for
each measurement two graphs were presented. The presented measurement results are therefore not easy to
interpret. Hence it was decided to take another approach. In the following the Segmentation Accuracy Equality
measurement function (SAEQ) is presented:
SAEQ(S2, S1) =
√
SA(S1|S2) ∗ SA(S2|S1)
The following properties have been proven:
1. SAEQ(S1, S2) ∈ (0, 1]
2. SAEQ(S1, S2) = SAEQ(S2, S1)
3. SAEQ(S1, S2) = 1⇔ S1 = S2
In figure 3 it can be seen that with this function a reasonable quality measurement is possible. The segmented
images presented here are compared with a reference segmentation. The reference segmentation is the image
in the top left, therefore as stated in the third property it has SAEQ value 1.00. Now going from left to right
the quality gets worse. In SAEQ 0.99 image without the edges of the inner square, everything is perfect. Little
disturbances appear in the SAEQ 0.95 image whereas in the SAEQ 0.89, 0.86 cases the discrepancy gets larger.
In the last three cases great failures appear. The inner square could not be separated from the background in
the SAEQ 0.72 case. In the last two cases the inner square is barely visible. Overall the here presented examples
are in agreement with the subjective impression.
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SAEQ 1.00 SAEQ 0.99 SAEQ 0.95 SAEQ 0.89
SAEQ 0.86 SAEQ 0.72 SAEQ 0.48 SAEQ 0.24
Figure 3. SAEQ example images
3.4 The test set
In this chapter the chosen test set is presented. It was decided to use synthetic test images. A perturbation
model based on random Gaussian noise and image blurring is used to simulate real world situations. The
reason for using synthetic images is that a reference image is available and that a perturbation model can be
exactly described and modified. Another important point is that the elementariness of the test model, allows
the interpretation and understanding of the measurement results. Real image scenes were analysed. In a lot of
cases the segmentation behaviour could be explained with help of the measurement results, produced with the
synthetic images. On the test image only one square is placed in the middle. The square has the size 34x34 pixel
and the whole image 60x60 pixel. The grey value difference between the square and the background is varied
between 0-64. Three perturbation models were chosen:
• Model A: Gaussian noise
• Model B: Gaussian noise, after a blurring of the image two times with medium 3x3 filter
• Model C: blurring the image two times with medium 3x3 filter and then adding Gaussian noise
In the Model B and Model C image blurring is used to smear out edges. In that way neighbourhood effects
at edges should be simulated. To specify the level of the Gaussian noise the standard variance is used. Note
that the standard derivation is the square root of the standard variance (δ =
√
var). Example test images are
presented in figure 4.
4. EVALUATION RESULTS
In this chapter some measurement results are presented. It should be demonstrated that the quality analysis
provides great benefit in developing and understanding the segmentation method. For clarity in this work only
Model A test images are utilised.
4.1 Parameter estimation
The first reason the quality assessment was carried out, has been the determination of optimal algorithm param-
eters. The gap smoothing algorithm has the form X1 * mean filter, X2 * gap(g1,g2,g3), threshold segmentation
t. X1 * Mean Filter is the first filter step. X2 * Gap(g1,g2,g3) the second filter step, and threshold segmentation
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(a) (b) (c) (d)
Figure 4. Perturbation models: (a) reference image with 32 gray value difference, (b) Model A, (c) Model B, (d) Model
C, all perturbation models with noise level 256
the segmentation step. X1, X2 are the number of filter runs. g1, g2, g3 are gap smoothing filters parameters, set
constant to g1 = 1.5 g2 = 1.5 g3 = 4. In the following the determination of the number of runs of the second
filter step X2 is presented. The test image set consists of Model A perturbation images, each with an grey
value difference 32 and Gaussian random noise with a variance ranging form 0 ... 1024. For each noise level 129
different sample images were examined to take into account the random character of the noise. In figure 5 it can
be easily seen that the number of runs has a great impact. Higher noise levels required more runs. With this
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Figure 5. level 2 filter runs, Model A, grey value difference 32
filter configuration noise level 1024 image cannot be segmented satisfactorily. A high quality, over 0.95 SAEQ,
could be reached on low level noise images. Another point which should be mentioned is that the filter is stable
in that sense that at a certain run number optimal quality is reached and remains at this level. This is a special
feature of that filter. For a pure medium filter this is not the case. If the processing time is a critical point here 5
runs should be enough to get a good segmentation performance. In this work 15 runs are chosen because model
2, 3 require more runs to achieve an optimal quality and the processing speed was not the key factor.
4.2 Segmentation characterisation graph
In this chapter the segmentation characterisation graph is presented. It is the main result of this work. This
graph is a first description of the overall performance of a segmentation model. The SA EQ quality is measured
in dependency of the noise level and grey value difference of the test image. It can be determined which grey level
difference is necessary at a certain noise level to achieve good segmentation results. An example is given in figure
6. Two parameter configurations are shown. On the right images the filter used in the left image is repeated four
times, with a skip of the very first medium 2x filter step. It can be seen that on the left image at high noise levels
(576, 1024) no satisfying quality can be reached. On the right image even high noise level could be processed but
at the cost of some sensitivity. It can be seen that with higher noise level more grey value difference is needed
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Figure 6. filter sensitivity, model a) two parameter configurations
and that the maximal achievable quality drops. A lot of segmentation characterisation graphs were analysed.
The structure is very similar to the presented ones. Generally three regions could be located. The ”insensitive
region”. In this region the grey value is too small to divide the square from the background (in that case about
0.75 SAEQ is achieved). In our example on the left image it’s from 0 to 15 for the noise level 64, 128. 256. After
that we have a transition region. Here the dividing is heavily dependent on the noise distribution. At the same
noise level in one case no dividing of the inner square is possible in another a good dividing is achieved. The
quality in this region is very dependent on the grey value difference. The third region is the maximal region. In
this region maximal quality is reached.
4.3 Comparison of different segmentation methods
A reasonable way to compare different segmentation methods is to compare their segmentation characterisation
graphs. In this section the presented method is compared with two alternative methods.
1. 2x Medium 3x3, 15 x gap 1.5 1.5 4, segmentation threshold 1
2. 2x Medium 3x3, 15 x threshold smoothing 6, segmentation threshold 1
3. Combo 30x, bilateral-filter 6 3, median filter, threshold segmentation 1
The first alternative approach is using a simple threshold filter instead of the gap smoothing filter. In a 3x3 filter
window only the gray values with an absolute difference to the center pixel smaller then a given threshold are
averaged. The second alternative is a bilateral median combination (Combo). First a bilateral filter is executed
and then a median filter. This process is repeated 30 times. More details about the bilateral filter can be found
in.10 The test sets are Model A images with a noise level 256. The filter parameters are adjusted to have the
same sensibility, starting at around 15 grey value difference.
It can be seen in figure 7 that the gap filter and threshold filter have nearly the same sensitivity, but at an higher
gray value difference the threshold filter quality drops. As seen in figure 8 the threshold filter cannot dissolve
the border region of the inner square at higher grey value differences as good as the gap smoothing filter. This
is due to the static threshold that is not adjusted as it is done by the gap smoothing filter. The bilateral median
filter has the same sensibility but for high quality results a lager gray value difference is necessary. The problem
of comparing different segmentation methods is the interpretation. To come back to the theory chapter 3.2 the
overall performance of a method can be computed as the average SAEQ value of all test images ranging from
grey value difference of 0 to gray value difference of 64. The goodness values are GT,SAEQ(gap) = 0, 91265,
GT,SAEQ(thres) = 0.88969 and GT,SAEQ(bil) = 0.89922.
Overall the test result provides great assistance for getting a first insight and detecting interest spots. If necessary
the kind of failure can be analysed further by visual inspection, as done in figure 8.
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Figure 8. difference gap-threshold smoothing and gap-threshold segmentation: (a) gap smoothing result, (b) gap segmen-
tation result, (c) threshold smoothing result, (d) threshold segmentation result
4.4 Discussion
In the last sections a method for the evaluation of a segmentation method was presented. The requirements
are reasonable quality assessment, objectivity, good interpretability and a practical applicable measurement
process. With the chosen method, these points are fulfilled in most parts. With the help of the evaluation
results filter optimization were carried out, which could be hardly achieved only with visual inspection. One
point is the possibility to evaluate a lot of test images. For example 64 * 129 images were analysed to get one
filter characteristic curve. Another point is that with SAEQ the quality of a segmentation could be expressed in
one number, which helps to interpret the data. Besides it is important to mention the usage of an elementary
synthetic test image. This was primarily done to get a reference image. But it turned out that this was very
helpful for the interpretation of the measurement data. Without the use of a simple test model, consisting
of only two segments, background and foreground, the filter characteristics graph would simply not have that
simple structure. The filter characteristics graph allows the determination of the sensibility of a segmentation
method. The correlation of sensibility, noise and segmentation accuracy and the influence of edge sharpness (not
presented here) could be analysed. Furthermore the filter characteristic graph provides an option to compare
different segmentation methods in an objective way, pointing out their weaknesses and strength. With the help
of the sensitivity graph it could be understand why in a real satellite image in one case a segmentation of a real
world object occurred, in another not. This work is a rough first evaluation of a segmentation method. There is
space for further investigations. For example the spatial effect could be examined more in detail. What is the
smallest object that can be identified at a given grey value difference? What is the influence of texture?
4.5 Summary new
In this paper a new method for the evaluation of an image segmentation method, designed for an advantageous
implementation on an FPGA chip is presented. In the first part the segmentation method is shortly explained.
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In the second part the whole evaluation process is demonstrated. Starting with the description, in mathemati-
cal terms, what should be understood under image segmentation and image segmentation quality in general, a
overview of that topic and a comprehensive theoretical background is given. It was pointed out that an image
segmentation evaluation is strictly connected to a (goodness) criteria and a test set. The construction of a
(goodness) criteria with the help of a discrepancy measure is presented. With that construction also the con-
nectivity and difference of supervised and unsupervised evaluation methods is explained. After the theoretical
introduction a concrete way to evaluate a segmentation method is presented. A new discrepancy measure called
SAEQ was introduced in detail and it is shown with some objective mathematical facts as well with subjective
examples that it is feasible for quality measurement. The test sets and the perturbation models are presented
and the advantage of using elementary synthetic test images is illustrated. In the end the benefit of the proposed
segmentation evaluation method is demonstrated. Three exemplary measurement results are shown. In the first
example a graph is presented, which is showing the influence of one algorithm runtime parameter towards the
segmentation quality. With that the behaviour of the algorithm in context to that parameter could be analysed
and a good value for that parameter could be chosen. In the second example, the most important result of
the quality assessment is presented: a filter characterisation graph, describing the segmentation performance
in dependency of the gray value difference between the fore and background object of the test set at various
noise levels. With that measurement, the impact of contrast and noise level on the segmentation process is
objectively and quantitatively shown. In the end a comparison of the segmentation method with two alternative
approaches is presented and the possibility to detect differences is shown. Overall this paper gives an input in the
understanding of image segmentation and serves as an example for segmentation evaluation. This helps booth,
developer and later users in the understanding and optimisation of segmentation methods.
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