Conception d'une liaison X.25:1e partie by Art, Joseph & Lambion, Patrick
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
THESIS / THÈSE
Author(s) - Auteur(s) :
Supervisor - Co-Supervisor / Promoteur - Co-Promoteur :
Publication date - Date de publication :
Permanent link - Permalien :
Rights / License - Licence de droit d’auteur :
Bibliothèque Universitaire Moretus Plantin
researchportal.unamur.beUniversity of Namur
MASTER EN SCIENCES INFORMATIQUES
Conception d'une liaison X.25
1e partie
Art, Joseph; Lambion, Patrick
Award date:
1979
Awarding institution:
Universite de Namur
Link to publication
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 23. Jun. 2020
;:a:_,,, ••. -
FACULTES UNIVERSITAIRES, NOTRE-DAME DE LA PAIX 
NAMUR 
INSTITUT D'INFORMATIQUE 
CONCEPTION D'UNE LIAISON X.25 · 1e partie 
Présentation générale 
Analyse et réalisation du niveau trame 
Joseph ART 
Mémoire présenté 
en vue de l 'obtention du grade 
de Licencié et Maître en Informatique. 
Année académique 1978-1979 
FACULTES 
UNIVERSITAIRES 
N.•D. DE LA PAIX 
NAMUR 
Bibliothèque 
fMl!;t, 
À!1 +~/ 9-/1 
(o 1 
FACULTES UNIVERSITAIRES NOTRE-DAME DE LA PAIX 
NAMUR 
INSTITUT D'INFORMATIQUE 
CONCEPTION D'UNE LIAISON X.25 · 1e partie 
Présentation générale 
Analyse et réalisation du rnveau trame 
Joseph ART 
Mémoire présenté 
en vue de l 'obtention du grade 
de Licencié et Maître en Informatique. 
Année académique 1978-1979 

-a-
Je tiens à rd res s er mes remerciements à toutes les 
personnes qui ont collaboré , de près ou de loin , à mene r 
à 8ien ce p r ojet . 
Je m'adresse plus particulièrement à 
~onsieur Brunin, promoteur de ce travail , ou i nous pe rmit de 
démarrer cette étude . 
Tionsieur Van Bastelaer qui s ' est chargé de la coordination 
des travaux du gr oup e 7:YZ • . ses services et ses conseils 21 ' ont 
é té très ~récieux . 
~onsieur Mil6 rom qui a mi s à notre dis osition l'ensemb le 
des outils informatiques re qui s pour le dévelo ~~ ement et la 
mi se au point des prog rammes. 
I;:essieurs Laloux et Lobelle qui ont coordonné les activités 
de l'unit é ELHY au sein du group e XYZ , apport2.nt ainsi une 
solution pour le développ ement d ' un matériel a ~~ ro prié aux 
be soins de cette étude. 
Messieurs Beu din et Zone qui ont consacré leur ~émo ire à la 
réalisation de ce maté riel (besé su r l'emplo i d ' un mi cro-
processeur ) et l' étude du niveau physi QU e du J rotoc ole X. 25 • 
Monsieur Lambion ou i a consacré son mémoire à l'imp l ém enta -
tion du niveau paQuet et de la liaison avec les utilisateurs . 
J. ART 
Cha Di tre T 
LI 
I.2 
I.3 
TABL:= D: S ~.1', TI:C:F=s 
== ===-=--- - ==--- -=--
:?ages 
Intro duction 
A vant - p r o:9os .... . . ....... . ..... , .. ...... . 
But du t r ava i l .............. . ..........• 
Plan co~~enté du mémoi re 
Cha0it re 2. : Situation de l ' avi s Z.25 
I 
2 
2 
4 
2 . I 
2 . I.2 
2 __ _ 3 
2 . I.4 
? '.) 
'- . --
Les r é seaux de .t ransmission de données .. 
L ' archit ec ture des r éseaux ........... . •. 
La f onction commutation •...... .. ......•.. 
Les be soins des uti lise teu rs ...... . .... . 
Les r éseaux de commutation de :9a~ue t s .. . 
Les or ganis mes de standarèisati on ......• 
LL 
Ll. 
5 
9 
a 
2 . 3 : Les protocoles staLdards 
I O 
II 
2 . 3 . I 
2 . 3 . 2 
2 . 3 . 3 
2 . 3 . 4 
~ Ll. C. • . 
Chanit Te 3 
3 . I 
3 . I . I 
3 . I . 2 
3 . I.3 
3 . I.3 . I 
3 . I . 3 . I . I 
3 . I . 3 . 2 
3 . I . 3 . 2 . I 
. 
. 
Les protocoles physi ç_ue s de conr. e xion ... 
Les pro toco les de cont rôle de l i en ...... 
Les :protoc oles a u n i veau pa quet ... . ..... 
Le s ,r ro t oc oles 8.U niveau 11a pplication,1 . . 
L ' avis :c . 25 . . . . . ....................... . 
Expo s é gén é ral du problème ............. . 
Exposé de l ' avi s X, 25 .................. . 
Structure de X. 25 . ..................... . 
Le niveeu physi que ...................••. 
Le niveau treme ... . ..... . .............. . 
Le sous - niveau enveloppe de t r ame ·!····· 
Structure ôe t r ame .....................• 
Le sous - niveau ges tion èe la procé du re .. 
II 
I2 
I3 
I3 
I4 
17 
I7 
I7 
22 
25 
26 
26 
28 
St r ucture l ogi~ue de la l iai son a u niveau 
tra!:Tle . 29 
-b-
3 . I.3 . 2 . 2 
3 . I . 3 . 2 . 3 
3 . I . 3 . 2 . 4 
3 . I.3 . 2 . 5 
3 . I . 3 . 2 . 6 
3 . I . 3 . 2 . 7 
3 . I . 3 . 2 . 8 
3 . I . 3 . 2 . 9 
3 . I . 3 . 3 . 0 
3 . I.3 . 3 . I 
3 . I . 3 . 3 .2 
3 . I . 4 
3 . I.4- . I 
3 . I . 4 . 2 
3 . I.4 . 3 
3 . I.4 . 3 . I 
3 . I . 4 . 3 . 2 
3 . I . 4 . 3 . 3 
3 . I . 4- . 3 . 4 
3 . I . 4 . 3 . 5 
3 . I. 4 . 3 . 6 
3 . I . 4-.4-
3 . I . 4 . 5 
3 . I . 4 . 6 
~ 'T' LJ 7 :> • .l • .- • 
3 . 2 
3 . 3 
3 . 3 . I 
La procédure d ' adressage .... . ..... . .. . 
Com~andes et ré pons es ....... . . . ...... . 
Le terr:.porisateur . . .... . ..... . .. . ..... . 
L ' éteb lissement de la lia ison .... . ... . 
Véconnexion de la l iaison ...... ... . . . . 
Le transfert de données 
Acquitte• ent èes trames d ' inf or mation . 
Etat occupé 
Pe ~rise sur te~porise.teur ............ . 
Procédure de r éinitialisati on ........• 
Versi on révisée du niveau 2 .......... . 
Le niveau paqu~t .. . .. . ........... . ... . 
Etablissement è ' une cor.ununice.tion vir tue l .-
30 
31 
32 
33 
34 
35 
36 
37 
37 
40 
42 
le . . LL4 
Libération d'ü.ne conmunicetion virtuel -
le . . 46 
Phase de transfert de données 
Numé rotation de s paquet s de do~nées ... 
Procéd ure de contrôle àe 
Paquet s prêt s à recevoi r 
fl U~{. .•••.•••• 
Paquets non prêts à recevo i r ... . ... . . . 
Pro c é dure d ' in te r ru pt i on . . . . . . . . . . . . . . 
Procédure de réinitialisation ... . ....• 
Pr océdure de r epris e . . . .. ............ . 
Temporisateur ....... .. ............... . 
Services complémentaires d ' usager ..... 
Conclusions ............. . .. . . . .. . . . .. . 
Le niveau s upérieur ou prot ocole . .... . 
Dé coupe et r épa rtit ion du t r avei l .... . 
Les objectifs , l ' existant 
............. 
48 
49 
49 
49 
51 
52 
54-
54 
55 
56 
.,-c-
3 . 3 . 2 
3 . 3 . 2 . I 
3 . 3 . 2 . 2 
3 .3 . 3 . I 
3 . 3 . 3 . 2 
3 . 3 . 3 . 3 
Ch e. i:i t re 4-
4 . I 
4 , 2 . 
4- . 2 . I 
4 , 3 
4 . 4 
Svolution du pro blème en vue de 
l ' implémentation 56 
Problème init ial ........................ 
Simplif ic etions ........................ . 
Répartition du travai l ................. . 
Dé coupe logiqu e de l' ensemble des fonc -
tians X. 25 . . . . . . . . . . . . . . . . . ..... 
Architecture finele du projet ..........• 
Affect ation de s fonctions X. 25 au 
56 
57 
58 
58 
60 
mat é riel . . . . . . . . . . . . . . . . . . . . . . . . 6I 
Planification .......................... . 
J\.nalyse et r éalisat i on du nive au trame .. 
s tructure géné r ale du niveau 
Spécification de s interfaces 
trame ..... . 
Interface trame - peQuet . .............. 1 ••• 
Fo r mat de s messages ...................•. 
Enchaînement des messages et des paQUets . 
62 
67 
67 
69 
7I 
4 . 2 . 2 = Interf2.ce t rame 2 - treoe I . . . .. . .. . . . • • 72 
4 . 3 El aboration des tables s éQuent i elles .•.• 74 
4- . 4 Impl émentation de l' automate du niveau 
4 . 4 . I 
4 . 4 . 2 
4. 5 
t r e.me 2 . . . . . . . . . . . . . . . . . . . . . . . . 9 I 
Tra itement des me s sages ................ . 92 
Traitement des t r ames •.................. 94 
Ges tion de s buffe rs de paQuets ........•. ao 
-· ., 
4 . 6 Pr océdure de te s t de l' im~lémentation 
de l'automate du nive a u trame 2 . I OI 
4 . 6 . I Conf i gu r at i on de test : SI~TEA .......... I OI 
4 . 6 . 2 Procédure de test ...... . ................ 102 
4 . 7 Conve r sion de s prog ra :-:1mes pour le ::1.icro -
ordinateur . . . . . . . . . . . . . . . . . . . . 102 
-d-
lL 7 -: • . 1 
4 . 7 . 2 
Cha nitre 5 
5. I 
5 . 2 
5 . 3 
5 . 4 
Structure du mi8ro - ordin~teu r ......... . 102 
~odifications à e p~o rter eux prog ram-
r:ies de Sl~.ITPA , . . . . . . . . . . . . . . . . . . 103 
Conclusions .. ; ........................ . 
Ete t d ' avancement du tn:vai l .......... . 
Les difficulté s de réalisation ........ . 
Evolution pos sib le pour l ' avenir ...... . 
Bibliogr a:!)hie ......................... . 
I nLL V' 
10 4 
10 5 
I 5 
106 
-e-
-1-
I . Introduction 
--=- - - ---- - -
I . I Avant - propos 
Le mémoire trai te d ' une parti e d 1 un pr oj et r éalisé en équ i pe 
par les membre s du g r oupe :uz. 
Ce g r oupe r é s u l te d 1 une collab ~r etion entre l ' unité d ' infor -
matique et l'unité ELEY de l ' Uni vers i té Catholi~ue de 
Louvain e t l ' Ins ti tut d ' Inf ormati que des Facul té s Not re 
Dame de la Paix de Namur. 
I l s 1 oc cupe de l'étude des pr ob lèmes reletifs à l ' int e r con -
nexion d 'ord inat eurs . 
Cette année l'ét ude fut consac r ée à la conce ution d 1 t.:.ne liai,.-
son X. 25 et aux pr oblèmes rel atif s à l 1 uti lis at i on d ' une 
tel le l i ais on pou r interconnecter deux ord inat eurs . 
Qua tre étudient s ont consacré leur mémoi re à cette r é al isa -
tion , bien qua cha que partie fut dé velop_é e s é pa r ément , les 
r é un ions régulières du grbupe :az ont permis un su ivi des 
travaux et la co ordination des ac tiv i té s . 
Dans ce mémoire , je me su i s eff or cé de pr é se nte r une analyse 
du p roblème qu i s oit le moins pJ ssible lié a ux caractéris -
tiques du ma té riel sur l e quel seront exécuté les progr a~ es . 
De cett e faç on , ce travai l pourra être utile pou r d ' au tres 
applications qu i pour ra ient être dével oppé es pa r la suite 
pa r l e g roupe XYZ . 
Que l que s extra i ts de programme sont donné s dans le chapi -
tre 4 uni qu ement dans le but d ' i ll ustrer la r éa li sat ion . 
Les pe rso nnes intéressées pa r la ve r sion compl ète des 
prog ranunes pourron t obtenir de pl us E>.r1ples renseigneme nts 
en me cont2.ctant ou en s ' ad res sant au laborat o i re de l' Un it é 
d 1 Info r m8ti a ue de l 1 UC L. (B2ti ments du Cyclotron , Louva in -
La - Neuve . ) . 
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I . 2 But du tr2vsil 
Le but a e no t re t rc;. va i 1 se d é finit c o ::1.me s u i t : 
c oncevo ir et r é al is er une l ieison X . 25 afin de se familia -
riser avec les conce pts relatifs eux T, rotoc oles d ' écha nges 
de àonné es et en particulier le yroto cole stgndard d ' ac cè s 
aux r ése eux de c o::-J.mutation de paa_u e t qu 'est X . 25 . 
Dans un pre mier te mps , nous n ' avons pas voulu une 
r éal is ati on qu i s oi t ?vant tout perfor~ante , La is plutSt 
une réalisation bien structurée . 
C ' est pourquoi une dé marche modulaire a é t é s uivi e avec _ des 
dé finiti ons f oncti onnelles aussi précises que pos s i b le 
pou r chaque module ains i que pou r les interfac es qui les 
relient . Il est i3po rt ant de noter que not re objec tif est 
de développe r une r éal i sati on prati que en utilisant comme 
réfé rence l'avis X. 25 du CCITT (2 ) . 
En aucun cas nous n ' avons voulu cri tique r l ' ensemble des 
pr inci9es qu i y sont exposés , ce genr e de travail s ortant 
du cadre de no s préoccupat i ons . 
I . 3 Plan commenté du mémoire 
Après l ' introduction du cha pitre I nous avons : 
Le cha nitre 2 a pour but de si tue r l ' avis X. 25 . 
Les notions de réseaux , architecture , com~utation et 
paquet sont introduites dans le paragraphe 2 . I . 
Le rô le des organismes de standa r ài s et i on est donné en 2 . 2 
ai~si qu ' un co mmentaire su r les plus connu s d ' ent re eux . 
Le paragraphe 2 . 3 introdu it la not i on de pr otoco les , le ur 
a ~pl ication dens le domaine des transmissions de données 
et en partic ul ie r pour l ' accè s aux r é se aux . 
,.,, f' . ~ ' l' . -c ~5 s n_1n, en c: . <+ , avis , , c. est sit ué vis à vis de ce oui 
a -i té ex"Ç osé :9 r écéde~:1ment . 
Le chapit re 3 est cons acré à l ' expo sé géné r a l du J roblème 
qui nous était yosé . La ~re • iè re 92 r tie (3 . I) donne un 
e xposé de l' av is X. 25 . Cet expos é à pour but de degaier 
les princi pes f ond2• ent 2ux rel eti fs à l 1 é ch 2nge des don -
nées et de les ill ustr er par quel ~ues e xe• ~les . 
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Après un ex, osé dans le par agra phe 3 . I I de le s tructure de 
X. 25 , les 3 niveaux du pr ot oc ole sont décrits s éparément . 
Pour les ni ve aux physi ques et pa que t s, un expos é plus dé -
tail l é est d isponible dans les mémoires de G. Zone et 
Y. Beudin pour le niveau physi QUe et P. La~bion pour le 
niveau pa quet . 
Le niveau trame quand à lui est s uf f isam~ent dé t ei llé que 
pour pouvoir faire le lien avec le cha itre 4 c onsacré à son 
impl émentation . 
La sec onde partie du chapitre 3 donne un a perçu des fonctions 
qui peuvent être rem~lies pa r un nivea u su périeu! au proto -
cole X. 25 . 
Des pro posi t ions prati ques s ont do nné es au s u jet de ce niveau 
dans le mé• o ire de F . Lambion . 
La troisième pa rtie du c ha pi t re 3 est consacrée à l a décou-
pe du t ravai l et à sa ré partition entre les di f f é rentes per-
sonnes qui ont partici pé à cet t e réalisa t ion . 
On y donne les s pécifications des tâches i mparties à chac un . 
On y e xp ose les contraintes de réalisation , les moy ens dont 
on dis pose et les sol utions envisagé es pour résoudre ces 
diff é rents pr oblèmes. 
Le cha pitre 4 traite de l ' impl ément a tion du niveau tr ame . 
La pre mière nartie (4 . I) donne la structure g éné r a le du lo -
giciel dévelo ppé pour re m9 lir les fonctions du niveau trame 
et assure r les échanges avec le niveau yaquet . 
Le pe ra g ra phe 4 . 2 donne les s pécific e tions fo nctionnelles des 
interfa ces . 
Tout d ' abord pour la c ommunicat ion tre me - pa quet et ensuite 
pour les éch enges ent re trame 2 et tr ame I . 
La mé t h ode d ' analyse ut ilis ée po ur définir l ' a utomate 
qui gè re la pr oc éd ure du nive a u tr ame est e xDosé e au par a -
gra ph e 4 . 3 . 
Le reste du ch apitre il e xpose la pr og r am,.~ati on des différents 
mod ules et la dé• 2rche s uivie pour l a mise a u po int . 
Le ch an itre 5 donne en gui se de conclusions l ' é tat d ' avan -
ce~ent du trava il, les diffic ul té s rencontr ées e t co m~ent 
envisager une s u ite à ce qui a é té feit. 
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2. S ituation de l' Rvis X. 25 
-==-=-----== - ==-======= = 
2 . I Les r é seaux de transmission de données 
Un réseau se compose de deux types d ' é l ément s, qui sont : 
d ' une pa r t , les éléments manipu l 2teu rs de ( onnées tels que 
les o r dinateurs , les terminaux , les concentrateurs, les 
multiplexeurs, etc.; et , d 'autre part , les moyens de trans -
mission de données à distence tels que : les lignes tél é-
phoniques , les faisceaux He rtziens, le s fibres opt i qu es ... 
Les réseaux de t ransmission de données ont deux SJ r tes d ' 
utilisa teurs : les grandes sociétés qui , si c ' est nécessai-
re, met tent en plece leur propre r éseau , le gèrent et le 
finencen t elles - même; et , les ut iliseteu rs 9lu s mod estes 
qui n ' y voient qu ' un se rvi ce externe a~quel ils dé sirent 
Le s pre mie rs sont conce r nés avec l'ensemble des ] r ob l èmes 
de conception matérielle et l og icielle, cer tout est à fai -
re et à construire , tendis que les seconds peuvent à la 
limit e ne se pr éocc uper que des r ègles d ' accès au r éseau 
et considérer celui - ci co~~e une boite noi re off r ent un 
ensemble de se rvices bien définis . 
2 . I . I . L ' a rchitecture des r éseaux 
Une ca r 8cté ris t i qu e important e d ' un r ése au est son a rchi -
tecture. 
Cel le - ci définit le r ôle de c haque éléme nt , la r épa r titi on 
des fonction s de ge st ion , d ' ache minement et de contrôle . 
La figure 2 . I nous montre trois architectures t ypiques. 
1rchittctat1 dist,ibUN uchittctun ctntr1lisit 
uchittctun dicentralisi1 
ou hltrarchis.it 
Fi g . 2 . I - Architectures de réseaux . 
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L'org rnise.tion centralisée 
Le contrôle du réseau est entièrement as s uré par le noeud 
central . Toutes les c.omn1unications passe par celui-ci . 
. Exe • ple : un ordinateur et l'ense mb le de ses te r minaux. 
L ' organisation décentre.lis ée ou hiérarchisée 
L'intellig ence est ici distribué e sur plusieur s niveaux . 
Ceci permet de décharger l' ordinateur central d'un certain 
nombre de tâches pouvant être résolues à un niveau infé -
rieur. 
Exemple un ordinateur central relié à plusieurs mini - or -
dinateurs ca rc ables de su pporter chacun un ense~b le de ter -
minaux . Chaq_ue mini effec t ue un _p r é - t r a itement des informa -
tions saisies au niveau terminal avant de l es envoyer vers 
l'ordinateur central . 
L ' organisati on distrib ué e 
~ans un réseau distribué , la notion de hiér2rchie dispa -
raît. Tous les noe uds re ~plis sent des fonctions s emblables. 
Les noeuds s ont interconnectés de façon à pouvoir pal l ier 
à la défaillance de l ' un ou l ' autre élé • ent de transmission 
La pl upa rt des r és e aux d 'une ce rt a ine im~o r tanc e ont une 
arc hit ecture combinée f aisant a r.9el aux tr ois for mes 
d ' organisation décrites ci - dessus. 
2 . I . 2. La fonction co~mutation 
Les ressources du réseau s ont pa rt agées entre les divers 
utilisateurs . La façon dont s ont alloué es ces ressources 
est déf inie pa r la foncti on commutation . 
Il exist e trois fa çons de faire la commu tati on e t elles 
sont illus t r é es à la fi gure 2 . 2 . 
COMMUTATION OE CIRCUIT 
DISQUE 
COMMUTATION OE MESSAGE 
CO MMUTATION OE PAQUET 
Fig. 2 . 2 - Les mod es de commutation 
La conmutation de ci r cuits 
- 6,-
• 
Un réseau qui met en oeuvre l a commutat ion de ci r cuits 
relie deux utilisateurs d'une menière phys ici ue 
et réelle pendant toute la duré e des échanges . Cec i s ' 
explique pa r la lenteur d ' établissement d ' une cornmunica -
tion qui peut néce s siter plusieu r s secondes . L ' inconvé -
nient majeu r de l a commu t2tion de circuit réside dan ~ le 
sous - emploi de l ' infrrstructure du réseau . 
Les temps mort s dans l ' utilisation d'un circuit physi e:_ ue 
ne pouvant pas ~t r e récupérés pour ;tre affe ctés à un au -
tre utilisateur . Cet te technique rncienne et relativement 
simple est uti l isée ~2ns les r é s eaux télé phoniques classi · 
ques égale ment explo i té s pou r les t r ansmissions de don -
née s à basse v i tesse . 
La commutation de mes sages 
Avec ce mode de transmiss ion, l ' unité véhiculée est le 
message ; c ' est - à - dire , l ' unité logiqu e d ' information 
du point de vue de l 1 utilis 2teur . 
Par exempl e : un fichier, un programme , une ligne ou 
une page d ' i ~pression . 
Le mess r.ge traverse le réseau en pes s ant par différents 
points , l es noeud s , o~ il est stocké tempo rairement en 
attendent qu ' un circuit devienne libre . 
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Le trajet émetteur- réce pteur est donc découpé en étepes 
élémentaires , au terme des qu elles , le messag e est stocké 
sur mémoire de masse . 
C ' est le principe du 11 Sto r e and Forwardn , Dans ce cas-ci, 
les ci r cuits sont pa rtagé s entre l es messages des diffé -
rents uti lisateurs. 
La longueur , pa rfois importante, des messages nu i t à la 
flui di té du t ransfe r t des informations ce qui peut intro -
duire des délais assez importents . 
Le réseau télex est un exemple de réseau de dimension 
mondia l e utilisant la commutation de messages. 
La commutation de Da qu ets 
Les données trans mises sont découpées en p2quets de lon-
gueur fixe ou variable, me is dont 18 t a ille maxi~um est 
fixée pa r l ' administration du réseau (= oo à 250 caractères 
environ). 
Le paquet comporte une entête qui identifie l'adr esse du 
destinataire , celle de l' émetteu r et 1 2 nature des servi -
ces demandés ainsi qu ' un champ conten E: nt des info r mations 
de contrôle . 
Le principe du 11 Store and Fo r ward11 est éga l ement a ppli qué . 
Les paquets sont transmis de noeud en noeud avec détection 
et récupération des erreurs à cha que é ~ape . 
La méthode d'acheminement des paquets à travers le r éseau 
est ap ~el ée routage . Il en existe de ux familles : le 
rout ege non a dap table et le rout 2g e adaptab le . 
Dans l e première méthode, les règ l es d ' acheminement sont 
fixes . 
Exemples " - Le r outage fixe : les paquets d ' une meme com-
munication suivent tous le même chemin . 
- Le r outage aléatoire : la d irec t ion prise pa r 
un paquet l ors qu 'il ~uitte un noeud est choi -
sie au hasard et ce jus qu ' au moment où il at -
teint sa de stination . 
Ces méthodes qu i ne t ienI'- ~nt p2: s compte de l ' évolution 
de l ' état du rése au s ont si mp les mais Deu efticaces dans 
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un e nvirc Gner:ie nt évolu t if (v8r i 2t ions de le. c~l8rge , :::iodi -
fications dans le structure du réseau , v2ri ati ons de s ca -
pacités de trensfert , etc . ) . 
Le routege adaptable est, ~ar c ontre , be ~uc our plus so phis -
tiqué. Le chemin suivi pe r un pequet est ë éterminé selo n le 
vol ume du trafic et l es conditions du ré ~eau à un moment don -
né . Ceci nécessite une tenue dynamiQUe des tab les de routa-
ge soit pa r un système centralisé , s ~it per un système dis -
t r ibué sur l'ensemble des noeuds , 
De telles métho r es pe r mettent de répondre aux évol utions 
d ' ét r t du réseau et de sa charge . La gesti on est cependant 
plus lourde et constitue un suppl é• ent de ch 2rge pou r les 
res s ources du réseau . Le routage adaptable se justifie 
lorsque perfJrmences et utilisation maximum des ressources 
sont visés et que le réseau se veut ouvert è une g rande 
diversité d'utilisateurs . 
Deux type s de servic e sont offe rts p~r les rése 2ux à com-
mutat .ion de paquets .: 
- Le circuit virt uel qui néces s ite une procédure 
d ' a ppe l pour l' établissement d ' un ci rcui t logi -
que réalisant une co• munication virtuelle entre 
deux u tilisateurs . L'ordre des pa quets est res-
pecté et un contrô l e de flux est assuré . de bout 
en bout sur c ha que ci r cuit virtuel. De plus, les 
débits émission-réception sont adoptés . Un tel 
service néces s ite une g rande diversité des in-
fornetions de cont r ôle port ée par le paquet . 
- Le datagramme , par cont re, est un simple service 
de trensmission de paquets. Chacun d 'entre eux e s ~ 
acheminé sens tenir compte de l'e x istence des au-
tres . Ils r euvent d~nc ~tre reçus dans n 'importe 
quel ordre . Le èatagr am.me ne permet pas le con -
trôle de flux sélectif de bo ut en bout . 
En rés u• é , un service si ~9 le neis qu i risque 
d ' être insuffisant pour bea ucoup d ' utilisateurs . 
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2 . 1 . 3 . Les besoins des utilisat eurs 
Un réseau eut servir à me tt re en communic 2tion des uti -
liseteurs don t les bes o ins et les ~oy ~ns s ont très diversi -
f i és . 
- Les volumes à trans mettre sont très v2riables , 
de ~uel ques milliers de ceractères à pl~sieurs 
millions lors qu 'il s 1 2g it de g r os fi chiers . 
- Le délai de transmission, c'est - à - dire l ' intervalle 
de temps QUi së pare l'émission d ' un c2ractère de sa 
réce ption , doit être mini mal . 
- Le taux d ' erreurs doit être 2.ussi ré duit que possible . 
Les erreurs de transmission qu i ne Deuvent Das être 
- _,; -
co r rigées perle réseau , doivent être eu moins détect ées 
et signalées aux ut i lisat eurs. 
-N'importe quel type d'é qui pe~ent te r ~ inal ou ordinateur 
hÔte, do it pouvo ir être connecté. 
Le réseau doit être trans parent sur le ~landes codes 
afin de _permettre la trans mission de n ' i mporte quelle 
suite binaire . 
Il doit assurer la liais on entre les é qu i ~e~ents oui 
travaillent à des vitesses diffé rentes . 
- Les res~ources èu réseau doivent être pa rt agées afin 
d'en assurer une utilisation oaximum mal gré le carac -
tère intermittent des communicati ons . 
Le coût d ' utilisation doit être le plus fai ble possible. 
2 . 1 . 4. Les réseaux de co~mutation de paque ts 
Quelques exemples de r éal i sation : 
- 19 68 : lancement du réseau Arpa aux Etats - Unis 
(réseau ~rivé universitaire). 
- 1971 Ar pa 9ermet le raccordement d 'autres 
utilis a teurs . 
1975 en France , P.CP (réseau expé rime ntal ~TT) 
et Cyclades (IR- A) s ont o pé r s t ionnels. 
- 1977 ouverture offi c i e lle du r é seau public 
Date pac au Can ada . 
- 1' 0-
- 1978 inauguretion du réseau public français 
Transpac . 
2 . 2 . Le s organismes de standardisation 
Le besoin de normalisati on est rapidement a pparu dans 
le domaine des réseaux et des transmis s ions de données 
en générel . 
Les équipements qui composent un réseau sont multiple s: 
terminaux , unités centrales, multiplexeurs , concentrateurs , 
modems , etc. 
Les sup ports de transmissi on ne se limitent pa s aux lignes 
téléphoniques mais comprennent aussi les liaisons p2 r 
satellites , les fibres optique s , etc . 
L ' architecture des réseaux est très divers~f~ée (cent r a -
lisée , distribuée , en é toile , en anneau , etc , ) . 
Les utilisateurs ont des bes oins très divers . 
Un certain nomb r e d ' organismes sont apparus et ont éta -
bli des normes . 
Les pl us connus sont : 
- Le CCITT (Consultative Commitee for Inte r na -
tional te l egraphy and tele phony) . 
Il tiaite du trans port des données , émet des 
avis de normalisation auquels se réfèrent les 
ad ministrate urs è es t é l éco~~unications (PTT) 
des pays membres du comité . 
- L'ISO (International Organization for St an-
dardisation) ; grou pement des or ganis mes de 
normalisetion de nombreux pays tels oue 
.Al'.SI aux Etats - Un is 
AFNOR en Frence 
IBN en Belgique, etc . 
- L ' EIA (Electronique I ndustries Association) 
qui se pr éoccupe essentiellem~ nt de I'-O r mes ph y-
siques . 
2 . 3 . Les protocoles standards 
La no r malisati on des r és e aux s ' app li que à quat re 
niveaux dis t incts . 
Les diffé re nts nivee ux s ont illustré s à la f igu re 2 . 3 . 
Nïv.eaiu contrôle 
de la: liaison 
d'accè-s (2') 
PROTOCOLE 
o· ACCES 
1 
niveau 
ETTD ' ~ -
' +- : 
··- <- :1-'-- -
0 -r : 
g .f' : 
0 -i- -
• 1 
n.:J..vea:u 
- t 0 
- +-
- + 0 
- b 
- t 
- + ·o 
: + 0 
ETTD 
' 1 • pnysique 
1 
INT\ERFACE 
niveau Application (4) 
Fig . 2 . 3 - Le s différents niveaux de protocole 
2 . 3 . I . Les protocoles physi ques de connexion défini s s ent 
comment les équifement s tels que : équi pement ter-
mina l de données, équi pement de connexion , mod em, 
multiplexeur , concentrateur , etc . ;s ont l ié s entre 
eux et e~ r éseau . 
Ces r ègl es ~hys i ~ues de connexion sont 9r odu ites 
par le CC ITT et l' ~IA. 
Le s avis du CCITT s on t ré ~a rtis en deux s é ries : 
- la s érie V. pour la transmission de don -
né es s ur le r és e au télé phoni Que (I) ; 
la série X. po ur le s r és eaux publics de 
trens~i s sion de données (2) . 
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2 . 3 . 2 . Les pr otocoles de cont r 5le de lien dé finissent un 
ense mbl e de rè gles et de conventions eye.nt pour but 
de se comprendre correct e7e nt en t re int e rlocuteurs 
distants (utili sateurs du lien) . 
Ils as surent diff é rentes f onctions telles que : 
- la sync hronisation de ltémetteur 
et du r é ce pteur . 
- la détection et la récupération des 
erreurs de transmission . 
- la régulation du débit de l t émetteur 
par le récepteur 
- une procédure d fadressage pou r les 
liais ons multipoint . 
- assurer la transparence afin de permet -
t re le transfert de n'importe qu elle 
sé auence binaire . 
Les procédures les plus connues sont : 
- BSC (Binary Synchonous Communications ) d fIBM , 
date de 1 960 , prévue pour le multipoint en 
mode Ralf - duplex . 
Elle est orient ée c aractère et pe r met le transfert 
de blocs de l ongueu r variable . 
- SDLC ( Synchonous Dat e Link Communication) 
annonc é en 1973 par IBI , est une procéd~re orientée 
bit , half ou full - duplex . 
Plus s ouple et plus efficace que BSC , elle est 
un élément de base des résea ux SN.A d t IB:·'. . 
- EDLC (High level I'at a Link Cont rol) pro posé 
par lTI SO en 1974 et similaire 2 SD1C tout en 
étant plus génér al. 
La structure de t r ame est déc::te dans l ' avis 
ISO/ DI S 3309 .2 (5] ; les é l éments de ~r ~c édure 
d ens ISO/ DI S 4335 ( 6) . 
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- ADCCP (Advanced Data Conmunications Control Pro-
cedure) ; version américaine de F.J)LC dévelop r,ée 
pa r 1 ' ANSI . 
- DDC:\.1P (Digital Data Comm.unications Message Proces-
sor), protocole pro pre à DEC et utilisé pour les 
réseaux développés par ce constructeur . 
D' autres protoc oles s ont aussi proposés par les 
autres constructeurs ; ils sont tous plus ou moins 
ressemblants à BSC ou HDLC • 
La liaison d ' accès à un réseau pour un équipement terminal 
de traitement de donné es sera gé rée par une procédure se m-
blable à celle décrite ci - dessus . 
2 . 3 . 3 . Les protocoles au niveau paquet 
Les protocoles au niveau paquet sont une extention du ni-
veau précédent, ils pr écisent la méthode par laquelle les 
mes sages s ont découpé s en paquet s et acheminés d ' un point à 
un autre d'un réseau. 
Pour l'utilisateur du ré s eau , c 'est le protocole paquet au 
niveau du lien d ' ?ccè s qui est important . 
Ce protocole fournit des fonction s s pécifiQues à la co~~u -
tation de paquet . 
Les protoc ol es différent suivent le type de se rvices offert 
:pa r le réseau . 
" Un pr otocole de detagra m:ne n ' est pa s le c'leme q_u ' un protocole 
de circuits virtuels . Les fonctions re quise s pou r la ges-
tati on de ci rc uit s virtuels seront étudi ées en détai ls dans 
le chapit re 3 . 
2 . 3 . 4 . Les protocoles au niveau 11 applice.tion11 
Le dernier niveau de norm2.lisation est celui qui po se le 
plus de problèmes. ~n fait , ce niveau concerne les 
ut ilisateurs du réseau e t non le r é seau qu i est trcnsfa -
rent vis à vis des info r mat ions tr8nsmises . 
Si pour des ap plic a tions privées , il n'est pa s nécessaire 
-1 -
" d ' i mposer èe no r malisation , il n ' en est p lus de me me pour 
des a pplicat ions à vocati on de service pub li q_ue , tel que : 
banques de donné es où centres de t xaiteoent de l ' informa -
tion . 
Dans ce domaine , tout r este à fai re. 
2 . 4 . L ' avis X. 2 5 
Emis en se ptembre 1976 par le CCITT , X. 25 ( 2 ) ré s ulte del ' 
e xpérienc e accumulée sur les différents réseaux utilisant 
l a communication de p a q_uets (Arpa aux USA , Cyclade s e n 
France, EPSS en AnJ leterre) . 
Te rminaux / 
Intel l i g ents 
Syn ch r ones 
\ Réseau 
F ig . 2 . 4 - ?o rt é e èe X. 25 . 
- Ordinateurs 
1 X·25 
- 1'5'-
L'avis X. 25 (2) est intitulé : 
11 Inte rfa ce entre équi pement terminal de traitement de 
données (ETTD ) et équipement de terminaison du circuit 
de donné es (ETCD) pour termin8UX fonctionna nt en mo de 
paquet, raccordés à un r éseau pub lic de transmission de 
donnéesrr. 
Applicatio4 
1 
1 
HÔte 
ETTD 
Communi -
cati on 
Frontal 
Terminal int elligent 
ou 
ordinateur 
Int f rfac e 
X. 25 
ETCD 
Modems 
Réseau 
Fig . 2 . 5 - Jonction X. 25 . 
Noeud 
d'accès 
La figure 2 . 4 nous montre ces diffé rents él ément s. 
L 'ETTD est l ' équipement de l'abonné qui produit les 
paquets , les envoi e vers le réseau , re çoit les p a-
quets provenant du r ése 2u et en extrait l ' information . 
Il s 'agit physiquement d ' un ordinateur hÔt e, d ' un 
pr ocesse ur frontal ou d ' un te r minal intelligent . 
L ' ~TCD est l'équipement du réseau auquel est connecté 
l ' ETTD. X. 25 déf init donc l'ihterfece l ocal entre l' 
utilisateur et le r é sea u . 
Les fonctions offe rtes pa r le rése au sont décrit es 
mais pas leur i mpl émentation . 
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La normalisation porte sur trois niveaux 
- définition des é l éments de jonction physique 
~description d 'une proc éd ure de gestion de la 
liaison d'accè s 
définition d'un protocole de niveau paquet dans 
le cadre d ' un service de type circuits virtuels. 
Aucune hypothèse n'est faite sur la réalisation interne 
du réseau qu'il faut considérer ici co~e une boite noire. 
L'avis X, 25 a fait l'objet d'une révision en 1977 . 
Les compléments ap portés pa r cette révision seront ex-
posés avec l 'avis original de ~976 dans le chapitre 3 . 
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3 . I Exposé de l'avis X. 25 
3.I.I Structure de X. 25 
L 'avis X. 25 dé finit de fa çon indé pendante trois niveaux 
distincts pour gé rer l' échange d ' information ent re un 
ETTD et un ETCD . 
Cet échange doit permettre l' utilisation des services 
de transmis s ion de données en commut a tion par paque ts 
fournis par certains réseaux . 
,-
ETTO 
.1. ETCO 
USER 3 2 2 3 
1 1 
1 1 
1,. X. 21 ..j 1- X.21 J 1 
1 1 HI VEAU li AISON D'ACCÈS I LAPI 1 
1 
l- .. \ 1 
1 NIVEAU PAOUET 
.. 1 
1 
1 .. 
NIVEAU SUPERIEUR !UTILISATEUR ! 
-1 
~ ---
Fi g . 3 , I - Nive aux de prot oco le è. l'inte rface ETTD/ETCD 
Ces trois nive aux sont les suivan ts 
Niveau I - Les ca r actéristi ques physi ques , élec tri que s, 
foncti onnelles et ce pr oc édure pou r établir, 
mainteni r et déconnecter la liaison physique 
en t re l'~TTr et 1'3TCD . 
Ce niveau est égelement s _n.,., elé rr niveau physi -
q_u err ou rrnivea u bit rr, 
I l donne les s péc ific ations de l a jonction 
. 
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physi que qui sont : 
- les caractéristiques électrioues des cir -
cuits de jonction telles que : les niveaux 
de tension, les impédances de ch 2rge, etc . 
- les ca ract éristiques mécaniaues des connec -
teurs et des câbles . 
- les conventions de câblag e 
- les procédures de connecti on , déconnection 
et de transmission . 
Vu du niveau directement supérieur , il nrésen-
te un circuit de transmis s i on de signaux di -
gitaux de ty pe série, synchrone , bidirectionnel 
simultané et de noint à point . 
Niveau 2 - La procédure d ' accès à le liaison pour l' 
échange de do nnées su r la liais on entre l' 
ETTD et l 'ETCD. 
Ce niveau est également a pp elé llniveau trame11 , 
Il spécifie une procédure de c ontrôle d ' une 
liaison qui , d ' une pert, as s ure la synchr oni -
sation de l ' ETTD et de l'ETCD; d ' autre part , 
fixe les r èg les de détection et de récu péra -
tion des erreurs de t r ansmission . 
Des méthodes permett 2nt la régul e tion des 
débit s sur la liaison pendant le transfert 
de données sont également fo urnies . à ce niveau. 
Cette ~rocé dure utilise les princ i pes et la 
te r minologie de 1 8 pr océdu re de co~ma nde de 
chaînon à hau t niveau (HDLC) . 
Le circ u it physi que offert ~a r le niveau I 
(su j et à des erre urs de trans mi s s ion) est gé r é 
par le niveau 2 de façon à r éaliser une liai son 
E~TD-ETCD libre d ' erreur de tr ansmission pou -
vant ~tre e xp l o itée par le niveau su périeur . 
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Niveau 3 - Le format de pa quet et les pr oc éd ures de 
commande pour l' échange èes pa quets con -
ten 8nt des i nfo r mations èe s upervision et 
des donné es de l ' usager en t re 1'3TTD et 
1 'ZTCD. 
Ce niveau a ppelé 11niveau paq_uet1, est le 
plus haut niveau décrit dans l ' avis X. 25 . 
Il s péci fie la façon dont les données de 
l'utilisateur s ont mises s ous f orme de 
paquets qu i seront trans mis sur la liai -
son offerte par le niveau treme . 
Le niveau paquet réalise un multiplexage 
de la liaison trame en un c ertain nombre 
de voies l og i ques . 
Four le r éseau , établir une communication 
entre deux ~TTD revient~ ass oc i er une 
voie l og i aue de l ' un avec une voie logi que 
de l ' autre. La liais on log i QUe ainsi éta -
blie est a ppelée 11circ u i t virtuel11 (vi r tuel 
car les pa quets emprun t e n t des circuits 
physi ques partagés) . 
Ce t te ass oc i ation peu t ê t re per~anente 
(ci r cuit virtuel permanent) ou t e mp oraire 
(circuit vir tu el commut é ) . 
sur cha que circuit virt ue 1 est asru ré un 
contr 3le de flux c'est - à - dire : 
- d' une part les pa quets s ont dé -
livrés dans l' ordre avec lequel 
ils ont été é~is; 
- d'autre part chacun des è eux ~TTD 
c omœ.un iquant par un ci rc uit vir -
t uel peut r égler le déb it d ' émis -
s ion de l ' autre . 
Des paque ts de s ervice, ne trans po rtant pa s 
d'infor ma ti on ut ilisat e ur s ont utilisés 
nota~ment pou r transmett re les ac u i t t ement s 
ou éta blir un circuit virt uel co S1.IT1uté . 
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Processus Circuits virt ue ls 
__ VoieU_logique s _ 
---- . -1----
Niveau PAQ,1JET ----- -j----
Niveau TRAIVE 
Nive au 
PHYSIQ,UE 
Ni veau 2 
Niveau I 
ETTD 
- -~-=~- -1 
T-
l 
1 
· I 
__ Liaison 1~' accès _ 
Interface !physique 
Int erface 
ETTD/E TCD 
Réseau 
ETCD 
Fig . 3 . 3 - St ructure logique de l'interface :C . 25 . 
Chaque niveau utilise les s ervices offe rts pa r le ni -
veau di rect ement infé ri e ur, ce qu i consti tue l a seule 
for CTe de dérendence ~ ' un niveau pa r r ap ~ort à un autre . 
Les s péci fications des fonctions réalisées pa r un nivea u 
s ont bien èéf inies , la fa ç on de les j_mplémenter ne aoit 
pa s être pr éci sée-' ici et est indé pen dante pour chaque ni -
veau . 
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Le cheminement de l'information à t r avers ces d ifférents 
niveaux est re pr ésenté par la figure 3 . 2 . La fi gure 3 ~3 
donne la structure logique de X. 25 . 
Le niveau utilisateur qui a pp araît dans c es fi gu res n ' est 
pa s ab ordé dans l'avis X. 25 et sera discuté dans le chapi -
tre 3 . 2 . 
3.I . 2 Le niveau physi que 
Les caractéristiques de l'interface ETTD- ETCD doivent 
être conformes à l'avis X. 2I ou (à . titre provisoire) à 
l'avis X. 2I bis. 
X.2I -définit un interface standard entre l' ETTD et l ' ~TCD 
qui tout comme X. 25 se limite aux spécifications fonct ion -
nelles et ne présume en rien de l ' implémentetion ou du 
moye n de t ransmission uti lis é . 
Le but est de pré s enter un interfece commun pour l'accès 
aussi bi en aux r éseaux de com..~utation par paquet que aux 
réseaux de commutation par circuit . 
Les caractéris tiques physi ques de la jonction telles 
qu e le type de connecteur utilisé et l ' allocation de ses 
br oche s, ~ont décrites dans l'avis X. 24 . 
Les ceractéristi qu es électriques sont celles définies r ar 
X. 26 et X. 27 . 
La t rans mis sion des bits se f a it en série et dans le 
mode synchrone; l'échange est bidirectionnel et simultané 
(full - duplex) et la liaison est point à point . 
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Chez l' abonné I Réseau 
• • .. 
1 (T 
'T1 r P.ns mjc:sinn 
1 
1 
Contrôle ( C) 
. No eud 
1 
1 
1 
ETTD Tndic:=ition ( T ) ETCD Ligne de 
1 
1 
_Réce ption ( R) 
-
commut ation 
1 
1 
Base de temps 
1 
Jonct i on 
F i g . 3 . 4 - Jonction X. 2I . 
La figu r e 3 . 4 montre les circuits de jonction de l ' inter -
face ETTD - STCD défini par l'avis X. 2I . 
Les lignes Cet I assur ent la transpar ence pour le trans -
fert des données sur les lignes Te t R en indi ou 2nt si 
les signaux pr ésents sur Tet R sont des données ou de s 
i nfo r mations de cont r ôl e . 
Les informat ions de contrôle se r vent à lTétablissement de 
la comrnunicetion ainsi qu tà sa libére.tion . 
Pou r le s services à co~~utation de circuit , une phe. se d ' é -
tablissement de la co~~unication est nécessaire . 
Cette phas e comprend l' éc hang e des si gnaux d ' a ~pel et 
l' identification de 1 ' 1TTD a ppelé . 
Les p rinci pes son t l e s m~mes qu e po ur l ' ~tebliss ement 
d ' une c omrnunication télé phonique . 
ETTO 
nco 
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Pour les servi ces sur circuit l oué s à la 8emande, l'éta -
blissement de l a coqmuni ca tion se limit e à l' ét ablissement 
du transfert de donn ées. 
Passage 
t , C 
r, i 
ETCD 
ETTD 
ETCD 
ETTD 
Passage 
provoqué par 
n = numéro de l'état 
1, FERMÉ 
1, OUVERT 
t = signal sur le circuit T 
c = signal sur le circuit C 
r = signal sur le circuit R 
i = signal sur le circuit 1 
T = circuit de jonction d'émission 
C = circuit de jonction de commande 
R = circuit de jonction d2 réception 
1 = circuit de jonction d'indicarion 
Prêt 
1, OUVERT 
1, OUVERT 
12 
Prêt pour les données 
1,FERMÉ 
1, FERMÉ 
ETCD 
1, OUVERT 
1, FERMÉ 
F i g , 3 . 5 - , 
Etablissement de la phase de tiansfort des données (serv'ice de poste à poste sur circuits lo_ués à la demandt!) 
{ 
{ 
N !VEAU 
ETTD demandeur ETTD demandé 
0-- ------....... ~ ...... ""'--- ----- -- --- ------....... ~ ....... 
T - i--------"""""""-- - -- ----- -· - ______ ____..•=~ 
C 
f---- - ------------ --- - ----
Oi-----f - - - -
---:------=-=r-
1 
----,- ---~~---- ---- -- - - _, ____ -0 R-
• i------+------...... ..,,..~ 
1 
1 
l-
i 
- - - - - - - - - ---------1.----1.l~..:O 
1-F 
Oi----..-'----t--- - ------- - - - - -~---r----1 
f 
1 
F = FERMÉ Prêt (D _ 1 Prêt pour les 
données 
Trans-
fert de 
,données ®. 0 
;rransfert , 
,d~ do n- '118' 
1nees ~ 
;demandé : 
Trans· 
0 = OUVERT' ® 
TEMPS 
1 Prê t 
fe rt de @ 
données 
Fig . 3 . 6 - I: i2gram.m.e temporel de l'é t ablissement. 
La fi gure 3 . 5 mont re l' utilisation des circuits de jonc -
tion dans la ph ase d ' étab l issement èe le. 9h2se de trans -
fert de è oI'-né es dans le cas de circ uits l ou és . 
AU dé pa rt, " pret . 
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Ils l'indi quent par un signel 11111 sur Tet R. 
Pour indiquer une èemande de transfert , l' ETTD positionne 
C dans l'état fermé. 
L'ETCD répond en fermant le ci rc uit I . 
Lorsque Cet I sont tous deux fermés , le transfert de don-
nées peut com~encer sur les l ignes Tet R. 
Pour plus de détails, se réfé r er à l'avis X. 21 du CC ITT (2). 
Afin d'assurer la continuité avec du matérie l déjà exis-
tant pour le transfert de d~nnées dans le mode synchrone , 
X. 25 propose une procédure compatible avec la norme V.24. 
Cette procédure décrite dans l'avis X. 2I bis est p roposée 
à titre provis oi re. 
Avis V.24 
Circuit dejonction nO 
102 
103 -
104 
105 
l06 
107 
l 08/1 
l09 
114 
115 
142 
Désignation <.lu circuit de jonction 
Terre de signalisation ou retour commun 
Emission des données 
Réception des données 
Demande pour émettre 
Prêt à éme ttre 
. Poste de données prêt 
Connectez le poste de don nées-sur la ligi1e_. 
Détecteur du signal de ligne reçu sur la vcic de do nnées 
Base de te mps pour les élèm1::11ts de signal :i !'é mission (ETCD) 
!3ase de temps pour les <i l.:m-:nts de signal à la réception (ETCD) 
Indicateu r d'essai (ETCD) 
Fig . 3. 7 - Ci rcuits de la jonction X. 2I bis 
3 . 1 . 3 Le niveau trame 
Le niveau t rame s ert à transporter sur le liaison 
ETTD - ETCD les paquets é lab or é s par le nive au paquet. 
Il assure la c orrecti on des erreurs de tr3nsmission 
ainsi que le s nroc édu res d ' é t ab l i sse ~ent et de l ibé ra-
t ion du lien . 
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L ' analyse nous montre qu ' il peut être décomposé en deux 
sous - niveaux relativement indé pendants. 
Cette découpe ~ermet d ' isoler deux ensembles de fonctions 
qui réalisent , l ' un le transfert des trames , et l ' autre 
l a gestion des trames trsnsférées. 
3 . I . 3 . I Le sous - niveau envelop pe de trame 
!Ce sous - niveau permet de dé limiter les blocs d ' infor -
mation utile dans le f l ot de bits transmis par le niveau I . 
Il permet également de détecter les erreurs éventuelles 
introduites par le niveau physi que dans les blocs d ' infor -
mations . 
Il pe rmet enfin d'effectuer une signalisation de l ' état 
actif ou inactif pour chaque sens de transoission . 
Fanion 
d ' ouve r ture 
OIIIIIIO 
1 
1 
1 
1 
1 
1 
Bloc 
1 ~Zone 
d ' information 
d ' insertion de 
FCS 
I6 1 
1 
Bits 1 1 
1 
1 
zéros 
... 1 
Fig 3 . 8 - Structure de l'enveloppe èe trame . 
3 . I . 3 . I . I Structure de trame 
Fanion de 
fermeture 
OIIIIIIO 
Toutes l es t rans miss ions se font sous forme de 
trames dont la structure est èonnée à l a figu re 3 . 8 . 
Les éléments sont : 
A. Le fenion 
Toutes les trames doivent commencer et se terminer pa r une 
séquence fixe et r éservée de huit bits a _r- pelées nfanionn . 
Le réce ~teur doit recherc he r cette s é~uence afin de dé ter-
-27-
miner les limites de la trame. 
La synchronisation est 2ssurée par l'envoi pe r manent de 
fanions entre les trames. Un même fanion ~eut - être utilisé 
à la fois co~lr!'le fanion de fermeture pou r une t rame et fa -
nion d ' ouverture pour la t rame suivante . 
TRAME IFIFIFIFITRAME IFI TRAME IFIF I FIFIFITR'AME jF 
~ OOHHÉESti IRA:s:ETTRE ~ 
Fig . 3 . 9 - Remplissage entre trames . 
B. Le bloc d'information 
C' est la sé~uence de bits à délimiter et à protége r con -
tre les erreurs et èont le contenu sera exploité pa r le 
niveau trame 2 • 
C. Séquence de contrôle de trame (FCS) 
La FCS est une séquence de seize éléments binaires . 
Elle est calculée à narti r du contenu du bloc d'infor -
mation afin d'obtenir un code redondant qui servira à 
la détecti on des erreurs. 
A la réce ption , ce code est recalculé et comparé è la FCS 
reçue. Les deux valeurs doivent coincider en l ' absence 
d 'e rreur de transmission . 
Un ex~osé détaillé du calcul de la FCS est donné au 
pa ragraphe 2 . 2 . 7 de l'avis X. 25 . 
Les pe rformances obtenues sur le plan de la détection des 
erreurs à l ' aide de la FCS ne seront pas discutés dans 
cet exposé . 
La transperence du contenu de l e trame entre les deux fa -
nions est assurée pa r l ' insertion d ' un élément 11 Q n après 
toute séquence de 5 éléments 11111 conséc utifs. 
Cette inserti on faite à l ' émission permet d'éviter qu ' ur.e 
sé quence binaire ident ique à celle d'un fanion ne s o it 
transmise entre deux fani ons réels. 
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Les 11 0 11 insérés seront éliminés è.. la réce :ptL:m de la tra CTe. 
Une t rame est c onsiqérée co m...~e non valable lorsqu'elle 
n'est pas limitée par deux fanions ou l ors qu'elle com-
prend mo ins de 32 bits entre les deux fanions. 
L ' émetteur peut signaler l'abandon d' une t ra me en c ours en 
transmett ant sept él ( ments binaires 11111 consécutifs . 
Toute trame non valable ou donnant un FCS erroné est 
abandonnée au niveau envelop pe de trame. 
Le bloc d ' information des trames correctement transmises es t 
passé au niveau gestion de la procédure. 
3.I.3.2 Le sous -n iveau gestion de la procédure 
Le s ous -niveau envel opr,e de trame a permis de trens-
for~er le service offert au niveau bit (trans cort de b its 
avec un certa i n taux d ' erreurs ) en un service de trans -
port de blocs d'infor mati on, sans erreur, mais GVec possibi -
lité de ~erte. 
Le second so us-niveau du niveau de trame permet de c orriger 
ces pertes de blocs d ' information à l'aide d' une procédure. 
Il permet de trans ~orter sans erreur et en conservant l' or-
dre , s u r une liaison d'a ccès, les pa quets qui seront mani-
pulés par le niveau pa quet . 
8 bits 8 bits 
Adresse Commande Information 
Fi g . 3. IO - Format inte rne de l a tr ame . 
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3 . I . 3 . 2 . I Structure lo~ique de l a liaison au niveau treme 
Les deux sens de transmission sont contrôlés de 
manière symétri que et s é pa r ée , checuI'-e è: es deux stations 
(ETTD et ETC~ ) étant me î tres 2e du flux de èonI'-é e s au ' elle 
éme t. 
Pourcela , chaque 2tation dis pose de deux fünctions : 
SOURCE 
PUITS 
- une fonction primei r e qui émet des trames de co~Tiande 
et as s ure l ' envoi des informations . 
- une fonction secondaire qui émet des r éuonses aux 
co~andes de pr imaire de l ' a utre station . 
PRIMAIRE 8 SECONDAIRE 8 PUITS 
ETTO ETC 0 
SECONDAIRE A PRIMAIRE A SOURCE 
Fig . 3 . II - Configur ation symétriQUe ( L. A. P . ) . 
Cette configu ration est ap~elée configur8tion s ymé tri que 
(fig. 3.II). La liaison bidirectionnelle peut être logi que -
ment décomposée en deux l iaisons unidirectionnelles quasi -
indé pendantes . Le primai r e est res ponsable de l'émission 
des tra~es d ' information dans le 2ens QU ' il contrôle . 
Le secondaire correspondant lui envoie les acquittements 
pour confirme r le bon déroule~ent des échanges . Le mod e 
de r éponse est asynchrone , c'est - à - dire que le secondaire 
peut envoyer une r é ponse au primai re sans que celle - ci ne 
s a it explicitement pe r ~ ise pa r le pr i~eire . 
Une telle réponse peut servir à indi que r un ~hangec-ient 
d ' état dans le secondai re (par exemple , le numéro de p ro -
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chaine trame attenàue, la transition d ' un é ta t 
état 11occupé 11 ou vice - versa ... ). 
"' 11 pret11 à un 
3 . I . 3 . 2 . 2 La procédure d 'adre ssage (A) 
Toutes les trames sont munies d ' un champ d ' e dresse .de 
8 bits . Cette adresse indi que entre quel c ou~le primaire -
secondaire la trame est échsngée. 
Les commandes et ré ponses échang ées entre le primaire de 
l'STCD et le sec ondai re de l'STTD portent l' adresse A. 
Celles échangé es entre le primaire de l 'S TTD et le secondai -
re de l ' :S TCD portent l'adresse B. 
Les valeurs de A et B s ont . . 
bits 8 7 6 5 4 3 2 I 
A 0 0 0 0 0 0 I I = 3 
B 0 0 0 0 0 0 0 I = I 
3 . I . 3 . 2 . 2 Le champ de commande (c) 
Ce champ permet de dé terminer le t ype de la trame et 
contient s'il y a lieu des nuné r os de sé ~u ence . 
Bits 8 7 6 5 4 3 2 I 
Tr eme I N (R) P/ F N(S ) 0 
Trame s N(R) F/F SUI 0 I 
Tr ame u tIOD P/F NOD I I 
Fig . 3 . 1 2 - Codification du champ de c orri.~ande . 
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La fig ure 3 . 12 montre l e fo r ~at du champ de commande 
pour les 3 types de trame utilisé s . 
- Les t rames d ' info r mation (1) sont numérot é es et ser -
vent au t ransfert des pa qu ets au niveau 3 . 
- Les t ra~es de supervisi on (s ) sont numérotées et ser -
vent à la supe rvis ion du t r ans fe rt des données . 
- Les trames non nuné r otées (U) utilisées pour les fonc -
tions de supervision c ompl émentai r es (connexion, 
déconne xion , ré initi alisation) . 
Le bit Pest mis à 11 l r1 par le pr ima i re dans une trame 
de com~ande pour solliciter une r é pons e de secondai re . 
Cette r éponse dev ant con t eni r un bit F mis à nl11 pour 
indi que r qu ' elle corres pond bien à l a sollicitation du 
pr i maire . 
3 . 1 . 3 . 2 . 3 Co ~mand es et r éponses 
La figure 3 . 13 nous mont re la cod~fication du champ 
de com, ande pou r l 1 ensemble de s command es et r é pons es 
définies dans _ 1 avis X. 25 . 
Les pa r tie s claires du tableau corres pondent à la ver -
si on 1976 de X. 25 , les parties sombres proviennent des 
aj outes appor tées par l es amendements de 1977 (3) . 
Les modificati ons de procédu re a ppo rtées par la version 
1977 sont ab or dées à la fin du cha p itre 3 . 
--_) ... -
8 7 6 5 4 3 2 I 
Format Commandes Rêponses Codification 
'Ire.nsfert 
!d ' information I - Informati on I, ( R ) p J ( s ) 0 
iRR- Rece ive , RR- Receive N ( R ) P/F 0 0 0 I 
-:~ '"'~ ~ dy -:-: ;;.. - -~ Ready Supervision ,., .noo. =· • J .-1 RNR-Recej_ ve ...::._:.: RNR - Re ce ive 3 (R) P/F 0 I 0 I 
u 
Not Ready r Not Ready 
_RE J -Rej e et ;;-·~: _'- '. RE J - Rej ect ·N ( R) P/F I 0 0 I 
~~ - .:~ - .. 
SARIVI- Set !~ .. --~~~ ,~ .. 
-
Trames Asynchronous DE- Di s c on~e cted - 0 0 0 P/F I I I I 
Response lV ode ~--. 11!Io de ., - .. . -1~-- . , .. . .. . 
' 
•,l'T'- - . - .. -
non - . - - .-.·---
.. 
numérotées · S.ABM- Set :Asynch rono us :~· 0 0 I p I I I I 
Be.lancec1 ~-.Iode ·'. 
'. 
. 
-
- - -
DISC - Disconnecv 0 I 0 p 0 0 I I 
UA - Unnumb.ered 0 I I F 0 0 I I Acknow le d g_eme nt 
CNIDR- Cornmand Rejec 
'I 0 0 F 0 I I I 
Fm.m - Fr ame F· eject ; -· 
---.~--~- -
_, ' 
- -
Fig . 3 . 13 - Commandes et réponses 
Le r ôle de s diffé re ntes co~nandes e t r éponses est donn é au 
fu r et à mes ure que sont ex~osés les principes de la p r océ -
dur e du nive au trame . 
Cette procédu re est appe l ée LA (Link Acess P r ocedure) et 
correspond à la configure.tian s ymét ri que de la figu re 3 . 8 . 
3 . I . 3 . 2 . 4 Le t empor isateu r 
~uand un prime.i re émet une commande il attend une 
r épons e à celle - et . Or, il se ~eut que la c ommande soit 
_erdu e (au sous - niveeu enveloppe de trame) et n 1 2tte i 0ne pas 
le s ec onde.i re ou que la r éronse du seconde.i re soit ~al trans -
mise et ne pa rvi enne p2s au rimaire. ?our évite r d ' rtte ndre 
indéfiniment , le prim.2i re 2st équi pé d ' un te~po risat eu r TI 
qui est a r mé lors de l ' envo i de l a com tand e et désa r 3é à la 
r éc e ption de la r é pons e attenèue , S i le tempo r isateur arrive 
en fin de course , la com~ande est r éémise et le teCTporisa -
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teur est réar~é. Aprè s N2 retransmissions infructueuses, 
la ligne ~st - considérée co• me en ~enne au niveau trame, 
et, le niveau paquet en est averti . 
La du rée de TI et le nomb re maxi~um de r éa r mement N2 sont 
des paramètres de la liaison. 
3 .I. 3 .2.5 L'établis s ement de la liaison 
Chaque primaire d ' une stat ion est res ponsable de 
l'initial isation du sec ondaire de l'autre station. 
La procédure est la suivante 
Le primai re émet la commande SARM (mise en mo de de r éponse 
asynchrone) et arme son temporisateur. 
~uand le secondai re de l'autre station a reçu correctement 
le SARlVI, il envoie la réponse UA ( accusé de ré :9 onse non 
numéroté). 
Le primaire de la même station com:1ence alors son initia-
l isation (il émet SARM et attend UA de la mê me maniè re que 
l'au tre s t at ion) . 
Ch aque primaire uti lise s on temporisa teur co~~e décrit en 
3 . I . 3 . 2 . 4 . 
Lorsque les deux sens de transmission sont initialisésJle 
transfert de donné es peut commencer. 
EITTD'• 
sans erreur 
ElTCD 
ALARME 
-r...... 
T 1 
ETTD 
Fig. J.14 Etablissement de la liaison. 
---
--
--
perte de U-A.. 
ETCD' 
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3 . I . 3 . 2 . 6 Déconnexion de l e li aiso n 
Temps 
Quand la phas e de transfert de données est te r minée, 
i l faut procéder à l a déconnexion . 
Ce tte procédu r e est ana logue à cell e pour l' établi s sement 
de l a l _ia i son mais on utilise la t r ame DISC (com..rn.and e de 
déconnexion) au lieu de SARM . 
ETTD ETCD 
sans erreur 
TI 
--i__ 
Alarme 
ETTD 
perte de DISC 
Fig. ). 1 5 - Deconnexion de la liaison. 
---
ETCD 
3 . I . 3 . 2 . 7 Le transfert de données 
Le pr imai r e de chaaue station contrôle le trans -
fert èe l ' information vers le secondaire de l ' aut re sta -
tion . Les deux sens sont contr8lés indé pendament . 
Pour gérer son émission , le primaire utilise de ux variables 
d'état . 
- V( S ) indi ~ue le numéro de s €quence de la ~rochei ne 
trame d ' information devant être émise . 
La pumérotation est cyclique de ~ à 7 . 
- V( N) indique l e numéro de le ? remière trame émise 
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mais non encore acquittée . 
Le secondaire en utilise une pour gérer la réce pt ion des 
/ 
trames d 1 information . 
- V(R) indique l e numéro de la p rochaine trame d 1 in -
formati on attendue en réce ption . 
Ces variables sont mises à zéro au début de la phase de 
transfert de données . 
3.1 . 3 . 2 . 7 Emission des trames d 1 information 
Le primaire émet les trames d'informstion en séquence . 
Pour cela, il met la valeur de V(S) dans le champ N(S) 
(numéro de séque nce en émission) des trames I qu 'il émet. 
Il peut émettre un certain nombre K de trame d'information 
en anticipati on, c 1 est - à - dire sans etten è re l ' acquitte -
ment des précédentes. Ce nJmb re K est un paramètre de la 
liaison, sa valeur doit être comprise entre I et 7 inclus . 
A la fin ~e l'émission de la trame d 'informe ti on, le 
I 
primaire incrémente sa va riable d ' état en émission (V(S)) 
d ' une unité. 
3 . I . 3 . 2 . 8 . Acquittement des trames d ' information 
Le secondaire acquitte les trames d ' information 
\ 
reçues en transmett ent la valeur de sa variable V(R) au 
---primaire qui les a émis es . Cette va leur est transmise au 
moyen du champ N(R) des trames de s upervision (RR , RNR , 
RE J) ou des trames I émises par le primei re de la même 
station. 
Lors de la réce ption d'une t rame I , le second ai re doit 
vérifier le numéro de séquence N(S ) de la tr2me reçue , 
deux cas peuvent se pr és enter 
I - N(S) = V( R); la t rame est reçue en sé qu ence, 
V(R) est incrémenté de I (modulo 8) , la n ouve lle 
val eu r de V(R) est le plus ra pi dement possible 
transmise à l 1 autre station . 
Pour cela le champ _ (R) de l a proch a ine trame I 
à émettr~ est utilisé. 
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Si il n ' y a pa s de trame I à éme tt re à ce moment, 
une trame RR (Receive Ready) est envoyée. 
Le N(R) ainsi transmis accuse réce pt ion des trames 
I reçues par le secondaire jus qu'à N(R )- I . 
2 - N(S) t V(R) ; la trame reçue est hors séquence , ce 
qui indi que que les trames manquantes dans la sé -
quence ont é té perdues . 
La trame re çue est abandonnée et le sec on daire de -
mande la retransmission des trames I à ~artir de 
celle qui était attendue et dont le numéro est mé-
morisé par V(R) . Ceci est réalisé par l ' envoi 
d ' une trame REJ (Reject) avec un N(R) égal à V(R) . 
Remaraue: L'avis X. 25 de I 976 indique que dans le cas ou 
N(S) = V( R) un contrôle de dépassement de l'anti -
cipation est à effectuer . 
Si N(S) = (dernie r N(R ) émis + K) alors le champ 
de com'1ande est considé ré comme erroné et une pro -
cédure de réinitialisation est demandée par le 
secondaire (voir procédure de réinitialisation) . 
3 . I . 3 . 2 . 9 Etat occupé 
La trame RNR est utilisée par l e secondaire pour 
indiquer un état occupé , c'est - à - dire une inca pacité 
tempo raire à acce pte r des trames d ' infor mation sup-
plémenta ires. Elle accuse ég alement réce ption des 
trames I reçues par le secondaire jusqu 'à N(R) - I . 
Le primaire recevant un RNR peut néanmoins émett re la 
trame d'information numé r otée N(R) ma is il do it attendre 
une t rame RR ou RE J avant d ' émettre d 'autres tra~es 
d'information . 
Le secondaire ayant é• i s R}îP peut ignore r les tremes I . 
Si la tra~e I r ~ç ue avai t son bit P à I , le se~ondeire 
émet PNR avec F=I . 
Par cont re il traite les trames de s u ervi si on . 
Il signele la fin de s on éta t occupé en émettant une 
trame RR dont le • (R) a ccus e réce ption , le cas échéant , 
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des trames d'informetion qu'il avait p rises en compte avent 
l ' envoi du RF ou par une trame PE J s'il a perdu des tra -
mes pen dant son état oc c upé . 
3 . I . 3 . 3 . 0 Re prise sur te mporis ? teur 
Lors qu'il émet une trame I , le primaire arme son 
temporisateur TI si celui - ci ne l'est pas encore . 
TI est désarmé lors de la réception d ' un N(R) acquittant 
toutes les trames émises . Si le N(R) acquitte effectivement 
certaine trame mais ne les acquitte pas toutes , le tempo -
risateur est réarmé . 
Si TI arrive en fin de cou rse , la trame de numéro égal à 
V( N) (première trame non encore acquittée) est réémis e 
avec le bit P mis à I . 
Le temporisateur est réarmé et le compteur de répétition 
est incrémenté de I . La condi t ion de re_rise s ur tempori -
sateur est annulée lorsque le primaire reçoit une trame 
correcte de supervision avec le bit F mis à I . 
3 . I . 3 . 3 . I Procédure de réinitialisation 
Cette procédure est utilisée pour réinitialiser un sens 
de transmission de l ' information entre un primaire et 
le secondaire qui lui corres pond . 
Cette réinitialisati J n est faite pa r le pr i ma ire . 
Celui - ci envoie une trame SARM au secondai r e de l ' autre 
station qui lui ré pond par un UA . Le teoporisateur 
est utilisé coome pour l 1 é tabli 2se ment de la liaison . 
Les variables V(S ) , V( ) du primaire e~ V( R) du secon -
daire sont remises à O. 
Cette procédureest enclench ée par le ~i maire s ' il 
re çoit une trame qu i lui est adres sée et aui re mplit les 
condi t ions suivantes : 
- Le type de la tr ame n ' a ~r artient pas à l 1 en -
s0 mble des t y es utilisables pour une r é ponse; 
- le champ d'information n ' est ~as val ab le ; 
- le numéro N(R) contenu è ans le champ de 
Temps 
V(s) := 0 
V( N) .- 0 
ETTD 
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co~mende n ' est pas correct ; 
- la r é anse cont ient un é l éme nt b i n s ire F mis à I 
sauf s ' i l y a re 9 rise sur te mpo ri se t eur . 
Le sec ond e i re peut demander au pri ~aire de l'autre sta-
tion de procéd e r à une r é i ni tialis ati on . Pour c e la le 
secondaire lui envoie une t reme C~ DR . Cette t r 2me possède 
un champ d'information qui est 5 a rni d ' un diagn ostic 
d ' e r reur . Elle est envoyé e si · le second a ire a reçu une t ra -
me qui lui est ad re ssé e et qu i rempl i t les condit~ons 
suivantes : 
-le type de trame n ' e ppartiEnt pas à l'ensemble 
des t ypes utilisables _our une com~ande ; 
-l e champ d'information est incorrect ou plus long 
que permis ; 
le nQméro N(S ) contenu dans le ch amp de com-
mand e est incorrect. 
V(R) := 0 
1 . . ETCD pa:r e primaire ETI'.'D 
sur demande 
du secondaire. 
ETCD 
Fig. ).1' 6 - Reinitia:lisation d'un sens de transmission 
de l'information. 
ETTD 
-J9-
ETCD 
_V~~-~:~ ~~~~~ __ armer T1--r-lo..l...!:B:'....!.,_:::O..!...,O~) -----.J __ __ _ 
I(B,1,0) 
v(s) V(N} V(R} 
0 0 0 
- - - - - - - - _,____ 0 0 1' 
2' 0 0 
I ( A , 1' , 2) '-___ 7 - - - - - - - - - 2 ~ - - o - --2- - -
-------
2 2 2' 
- ;- - - 2- - ·2 ___ - -- - -- - -r-~~~20._ ____ L<ié.s.anner_ .m' _______ _ 
2 2 2 
ârme-P-~ - - --- - -- --J 2' 2 
-3 - - - ~- - 2- - - armer T1-- I(B,2,2) I(A,2,2, _!'~:;:::rit--3--2 - ---2-
_ 3 - - -2 - - - 3~ - - - - - -: - - - ' - - - -~ - --- - 2 - - - J - -
J 2' 3 ---....~1--déss3,J1J1er:. _T1' _ ______ __ _ 
J 3 3 
armer T1 
--- · -- - ---~---3---3 --
I(B,3,3) I( A,4,3) _______________ _____ __ _ 
4 
4 
4 
5 
2 
J 
3 
3 
4 
3 
3 
3 
3 
4 
ffi 4 4 
armer Tî 
- -- - - . - - - - - - - - --
- - ----- --------- -
4 4 4 
- - -------------armer Tl---
5 4 4 
desarmer T1' 
----~-
REJ(A,3) 
5 3 3 
- -- - - 5 · - -- 3 ·- -- 4 - - . 
----------·3, 3 --4-
armer T1' 
- - - - - - - - 4 - - 3 - 4 --·---
~Safllter ~4-- - _4 ___ -t;- -
.;:1·,. d, 10 cevpati ol'I 
4 4 4 -
4 4 '5 
--------- ---z;- --t; - ) 
Fig. J'. 17 - Exemple d'échang es sur la liaison ETTD/ETCD • 
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3 . I . 3 . 3 . 2 Ve r sion r év i sée du n i vea u 2 (1977 ) 
L ' avis X. 25 a fait l ' objet d ' une révis ion a pp r ouvé e 
en octobre 1977 , les s pé c i fi c at ions du ni veau 2 on t é t é 
c ompl étées dans le but d ' améliorer la compatib ili té 
avec HDLC de l ' I SO. 
Une n ouve lle proc éd ure a é t é introduite s ous le n om de 
LAPB (Bal anced mo de Link Access p r oc e dure) e t s e d i f fére n -
c ie de LAP (1976) pa r les ~oi nt s suivants 
Etablis s ement de l a li ais on 
L'ETTD ini tialis e la transmi ssion en envoya nt une 
com~an de SABM (Set Asynchronous Bal ance d mode) à l ' ~TCD 
qui doit lui envoye r une r é pons e UA. Les d eux s ens de 
t r ansmi s s ion d ' i nformati on s on t é t ab l i~ en une fo is et le-
t rans f ert d I in fo r mati on peut c orrunenc e r dè s que les va -
r i ables d ' é tat ont é t é re mi ses à O. 
(L ' ut ilisati on de la co mmande SABM p ar l'ETCD est pour 
une é tmde ultér i eu re. ) 
Dé connexion de l a l iai son 
I denti que à la pha s e d 1 é tab l i ss eme~t mais avec DI SC 
au lie u de SABM. 
Etet déconnec t é 
Ap rès avoi r r e çu un DISC de l ' E .TD e t renvoyé un UA , 
l ' ~TCD ent re d2ns l ' é tat déconnec té . 
Dans ce t état l 'ETCD r épond par une t r ame D!\J ( Discon -
nect e d Mode) à toute commande DI SC. 
Et par une t rame DM ave c bi t F mis è.. I à toute commende 
dont l e bi t P es t mis à I . Le s aut re s t r aoes r eçues s ont 
i gn or ées . 
L ' ETCD pe ut éga l eme nt atteind re l ' ét at déconnecté s ans 
c ertaine s cond i tions d ' e r reur . 
(Ré ce ption d ' un UA ou DJ pendant la phase de t r an s f ert 
de donn ées ou erreu r l oca l e de f onct ionneme nt) il uti -
lise al ors l a t rame DM pour re quérir un SABT.1 de l ' ETTD. 
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Réinitielisation 
La réinitialisation déclenchée par l ' ETTD en tra~s -
rnettant un SABr.JI l ' ETCD lui ré po nd par un UA . 
Les deux sens de transmission de l ' information s ont 
r éinitialisées en m~me temps , les variables d ' état s ont 
remises à o. L ' ETCD peut demander une réinitialisation 
à l ' ETTD en lui transmettant une t rame FRl\Œ ou Dm. 
En plus du mode LAFB , la version 1977 prévoit 
I - L ' ut i ·lisation pa r l ' "STTD les tremes HR , HNR ,. REJ 
en tant que commandes pour requérir une infor-
mation sur l ' état de l' ETCD . 
2- La suppres s i on du test sur le N(S} reçu dans une 
trame I en ce qui concerne le dépassement de 
l ' antici pation . 
Remarque : il faut noter que ces ajoutes introd ui sent une 
certaine forme d ' assymétrie entre l' ETTD et l'ETCD . 
Les nouvelles commandes introduites étant réservées à l' 
ETTD et les nouvelles ré ~ons es à l ' ETCD . 
C'est en fait l ' ETTD qui choisit le mode symét ri que ou 
équilibré lors de l' établissement de la liaison . 
L ' ETCD doit pouvoir acce pt e r ces deux modes et il uti -
lise une variable B qu ' il positionne à I dans le mode 
équilibré (Balanced) et à O dans le mode symétri que 
afin de mémoriser le type de procédure à utiliser par la 
suite . 
Le niveau 2 est r epr is plus en détails dans le chapitre 4 
qui en pro pose une impl émentat ion . 
~2-
3 . I . 4 Le niveau nequet 
==========~=-=== 
Le niveau 3 de l ' avis X. 25 définit le s différents types 
de paquet échangés sur la liaison ETTD - ETCD . 
I l donne pour chacun d ' entre eux l e format au paquet 
et en décrit la fonction . 
Afin de pe rmettre la coexi st ence à un instant donné de 
plusieurs corrrnmnicetions virtuelles entre un ETTD et un 
ou plusieurs autres ETTD , le lien d'accès fourni pa r le 
niveau 2 est décomposé . en.un certain nombre de voies 
logique s. 
Chaque voie logi que porte un numéro compo~é ·a' un numé ro 
de g roupe de voies l ogiques codé su r quatre bit s (0 - 15) 
et un numé ro de voie logique codé sur huit b ; ts (0- 255) . 
Une communication virtuell e entre deux ~TTD corr es pond à 
une association logique faite par le :réseau entre une 
voie logi_ue d'un ETTD e t une voie logi que de -'autre . 
Cette associati on peut être momentanée et réalisée pen-
dant une pha se d ' établissement de la corn unication vir-
tuelle . ll le peut également êt re permanente et définie 
au moment de l'abonnement au service . 
Dans le pr emie r cas on pe rle de circuit vir t uel tempo-
raire ou cormnuté (CVC) dans le second de circuit virtuel 
permanent ( CVP ) . 
X. 25 décrit également l ' ense~ble des états dans les quel 
peut se trouver une vo ie log ique ainsi que les t ransitions 
d ' état causées pa r l a r éce ption ou l' émission d ' un pa -
qu et sur la voie l ogique pa r l' ~TCD . Il s ' ag it donc du 
comportement de l 'ETCD , celui de l ' ET_D devant en être 
déduit car il n ' est pas dé taillé dans l' avis . 
La fi gure 3 . 20 illustre le princi pe des communications 
virtuelles . On peut y voir la foncti n de mult i_le xege 
réalisée au niveau paquet p8 r le 9a rt 8ge te~porel de la 
liaison d'accès entre le s pa quets des aiffé rentes voies 
log i ques . 
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Fi g . J.20 - Pr i ncipe des communications virtuelles • 
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Il 
L.' ETTD A commtmique à la. fois arvec les ETTD B , . 
Cet D. Le circui t vir t uel entre 1•ETTD A e t l' ETTD B 
emprunte la voie log ique n °1· s u r la liaison d' a.cc é:s de 
l'ETTD A et la, voie logique n° 4 sur la liaison d'accé>s 
de l'ETTD B ' .L'ETTD Cet l'ETTD D c ommuniquent é>gale-
ment. 
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Les différentes procéd ures du niveau p3quet sont décrites 
dans l ' avi s X. 25 uniquement eu niveau local de l'in -
ter fBc e ETTD- ETCD . 
Si le comportement de l' ETCD est bien décrit au niveau 
l ocal , la signification au nivea u de la coo.munication 
de bout en bout entre deux ETTD , qu ' il faut att r ibue r 
à l 'information _ de contrôle portée par les paquets n'est 
pa s donnée dans l ' avis X. 25 , 
En f e it , cela dépend de la façon dont le niveau 3 est 
i mplémenté au nive au du réseau pou r offrir un contrôle 
de bout en bout ou un cont r ôle l ocal à l ' interf s ce ETTD-
ETCD . Les exe mples p r ésenté s pour illustre r les diffé ren -
tes procédures co rres pondent à l'implémentation du r é -
seau public fran çais TP~NSPAC . 
3 . I . 4 . I Etablissement d ' une communi cati on virt ue lle 
Appel 
ETCD 
Communication 
établie 
p1 
Prêt 
ETCD 
Appel entrant · 
Communication 
acceptée 
Le responsable de 
la tra nsition 
i 
.. 
î 
Paquet transmis 
Fig. J. 21' - Phase d'établissement de la 
communicati on sur une voie· logique . 
On dit q~~une voi e logi~ue est dans l ' état prêt l ors -
qu ' i l n ' y a . aucune communicetion en cou r s sur cette 
voie l ogique . 
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La fi gure 3 . 2 . I donne le dieg r a~~e des éte.t s dans 
les qLels peut s e trouver une voi e l og i que penèant · l' é -
tablis s ement de la com.8unice tion . 
L ' ETTD a ppel ant t r ans met un paquet d ' e nDel s u r la voie 
l ogique X. 
Ce pa quet contient l'adresse de l' ETTD a ppel é . 
Le réseau essaye d ' é ta blir la co mcrunicat : on en t r ans-
me tt~nt un paquet d ' au ~el entrant sur la voie logï que'y' 
de l'ETTD a ppelé . 
Ce paquet contient l ' rd res s e (mise pa r . le r éseau) de 
l' ETTD a ppelant . 
Si l' ETTD a ~pelé acce pte l 'a r pel, il t r an s met sur la 
vo ie log ique ' Y' un pa quet c om..~unication acceptée , ce 
qui place ce tte voi e l og i que dans l ' éta t transfert de 
données. L 'acceptation est alors ·r épercuté e ch e z l'ETTD 
appelant pa r le r éseau qui l ui t r ansmet un paquet com-
munication établie sur la voie lo gique 1x:_ 
L'association l og i que des voie s ':c' et 'y ' constitue la 
communic at ion virtuelle entre les de ux STTD . 
. Une colli sion d 1 2-~pel peut s e pr odui re l ors que l ' ETTD e t 
l' ~TCD t r ansme t t ent simultanément un paquet d 1 a ~~el et 
un paquet d 'appel entrant s~r une m~me voie logique : 
Dans ce c as l e paquet d ' a ppel à la priorit é et est traité 
par l' ~TCD qui abandonne l'a~pel entrant . 
ETABLI 
-
-
-
-
-
-
--
_i<lll- -
--
--
--
-
-
ETTD A RESEAU-
CO 
ETTB ffi ETTD A 
ABANDONNE 
--
----....... 
' \ 
\ 
inc'ident 
/ 
J 
/ 
---✓ 
.de-T ib é rat i n 
. , de 11.bera io-n 
RESEAU ETTD B 
Fig. J.22 - Exemples de phn:ses d'etablissement d'une 
communication virtuelle ~ntre 2 ETTD. 
3 . I .4. 2 Libération d 'une com~unication virtuelle 
Communica-
tion établie 
(voir la 
remarque 1) 
ETCD 
Confirmation 
de libération par l' ETCD ' 
ou indication de libération 
Tout 
état sauf 
p6 011 p7 
pl 
Prèt 
ETTD 
Confirmation 
de li bération par l'ETTD 
ou demande de libération 
CC!îT· 861 8 
b/ Phase de libération de la communication 
Communica-
tion acceptée 
(voir la 
remarque 2) 
. Remarque J. - Cette transition n'est possible que si l'état précédent était EITD en attente (p2). 
Remarque 2. - Cette transition n'est possible que si l'état précédent était E.TCD en attenre (p3). , 
Remarque 3. - Cette transition se produit à l'arrivée en fin de course d'un temponsateur dans le reseau. 
Fig . J . 2J - Phas e de libération de la communication . 
L ' ETTD peut indi quer la fin de la co~~unicati on en 
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trensmet t ant un pa quet de de :n.ande de l i bére.ti on , 1 ' ETCD 
libère alors la voie l:)g i que et envo ie c.n r a ouet 
confirmetion de libé re.ti on. 
L' ETCD peut égelement demander une l i b ér~tion en trans -
mettant un pe quet d ' indic a tion de lib é r a tion à l' ETTD qui 
t 
lu~ ré ~ond par un paquet de confirma t ion de libé r 8ti on . 
Une collision de li bérati on i nt e rvient lors qu ' un ~TTD et 
un ETCD transmett e nt simult ané ment un paQuet de demande 
de lib é reti on précis ent une mê me voi e l og i ~ue . 
Dans une telle situation , la demande de l' unest consid ér ée 
c omme confirmation par l'autre et la voie l og i que passe 
à l'état r, rêt. La pr océd ure de libé r r ti on est ég2 le• ent 
utilisée pour indi quer que l a com~unicet ion ne pe ut être 
ét ab lie (voir fi gure 3 . 22 e t 3 . 24) . 
E1.'TD /1.i. 
LIBERATION 
-
on de 
1 on 
. 
1 
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REFUS D'APPEL ENTRANT 
--
on 
on 
--
de 
Appel 
entrant 
d 
Ql 
Confirm -i:!:icmi 
de libé ation firmation 
Confirm 
.
1 
de libé 
tion libératto 
a,tion 
RESEAU ETTD B ETTD A RES EAU 
Fig. J.24 - Exemples de phases de libération d'une 
communic~tion virtuelle entre 2· ETTD 
No te Les phase s d ' établiss ement et de libération ne 
s ' appliquent qu ' aux circui ts virtue ls comr:rrutés . 
ETTD E 
Les voies logiques aloués à des ci r cu its virtuels 
permanents restent constamment dans l ' état transfert 
de don nées. 
3 . I . 4 . 3 Phas e de transfert de données 
La procédure de transfert de do~~é es déc ri te ci - dessous 
s 'applique indépendamment à cha que voie log ique exist ant 
à l 1 int e rf2ce ETTD -ETCD. 
3 , I . 4 . 3 . I Numéro tat ion des pa quets de don~ é es 
La numérotation des pa quets de données est réalisée 
~odulo 8 L Les numéros de s éouenc e décrivent le cycle com-
plet de O à 7 (la possibilité àe nunéroter modulo 128 est 
également pr évu e en tant que service co~pl émentaire ). 
Seuls les pa quets de donn ées contiennent le numéro de sé-
quence en émission P (S ) . Le premier pa quet de don~ées tr ans -
mis dans un sens donné porte un numéro P ( S ) = o. 
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3 . I . 4 . 3 . 2 Procédure de contrôle de flux 
A l ' interface ZTTD/ETCD d ' une voie l og i que ut i lis ée 
pour une communic e tion virtuelle , la tr a nsmi ssion de s pa -
quets de donn ées est contrôlée sé parément dans cha que sens 
e t est fondé e sur des s utorisations venant de l ' ext r émité 
r éce ptr i ce . 
borne infërieure de 
la fenêtre= dernier 
P(R) reçu . 
5 
4 
s 
Fig. 3.25 - Descript~on de la fenêtre . 
fenêtre= W paquets 
qui peuvent· être 
émis • 
borne s upérieure de 
la fenêtre= dernier 
P( R) re ç u-+'-W-1 
La fenêtre est définie comme l ' ens e mble des w numéros P( S ) 
consécutifs des pa quets de données autoris é s à traverser 
l'interface . Le plus pe tit P(S) de la fenêtre est a p~elé 
l imite inférieure de la fenêtre . 
Le premier pa quet non aut orisé à tr avers er l ' interfa ce 
porte un P( S ) égal à la limite inférieure de l e fenêtre 
augmentée de l e taille de la fenêtre x (vc l f ur I à 7) . 
L ' émetteur peut donc transmet t re t ous les pe quets dont le 
numéro est à l'int é r i eur de la fenêtre . Le réc s pteur peut 
faire évoluer la limite inférie~re de cette fenêtre en 
t r ansmettant à l ' émetteur un numéro ? (R) ap]elé numé r o de 
séquence en r éce ption . De cette façon il autorise l' émis -
s ion de pa quets de donn ées su pr l ément 2ires . 
Le numéro ~ (R) est ache miné pa r les PaQue t s prêts à recevoir 
( RR) et non otêts à recevoir ( FER ) . 
En g énéral les P( P ) reçus per l ' é~et t e ur doi vent être i n -
terprétés co~me mise à j our l oc a le de la fenê t re . 
Ce pend ant , certains r és ee ux pe uvent i mplémenter un contrSle 
de b ou t en bout d ' un circuit virtue l e t les P (P ) r eçus 
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ind i quent le bonne r éc ept i on des pa que t s de èonnées pe r l' 
ETTD di s t 8nt . La va le ur d' un P ( R) re çu do it re s ter dans 
l ' interva lle en t r e le dernier F ( R) re çu et le P (S ) du 
p r ocha i n pe _uet de donn ées à émet t re. 
Dans le c as con t r a ire il s ' ag it è ' un e e rre ur de pr oc éd ure 
et il f a ut r é in i ti a l i ser la com7 un i cation v irtue lle . 
3 . I . 4 , 3·, 3 Paq_ue t s prê ts à rece voir (RR) 
Les paquets FR sont ut ilisés par le r éce pte ur pour 
indi quer qu ' il est prêt à r e ce vo ir les w paquets de donné es 
qu i s ont à l ' int é r ieur de l a fe nêtre do n~ l a l i mi te infé -
rieure est égale au P (R ) t r ans mis è ans le pa quet RR . 
3 , I. 4 . 3 . 4 Pa quets non prêts à re c evoir ( RNR) 
Ces pa que ts son t ut il i s é s par le réce pt eur pour i n -
di quer une inca pac i té te mpor ai re à ac c e p~er des paquets de 
donné es sup ,. lé ment aires . Lors qu'il r e çoit un pa quet RNR , 
un 3TCD ou un 3_TD ce s se de t ran s o ett re des paque ts de don -
né es sur la v o ie logique co ncern ée. L' éta t n on prêt à re-
cevoir est annulé s oit par l a trans miss i on dans le même sens 
d ' un paquet RR , s oit pa r une pr oc éd ure de réinitialisat i on. 
3 . 1 . 4 . 3 , 5 Pr oc édure d'int errupt i on 
Cette pr océdure per8e t à un ETTD de t r ans mettre des 
donné es à un 3 ~mD d i s t an t sans s u ivre l a pr océdure de con -
trôle de f lux . 
ETTD A 
erruption 
L....-----
Confirmation 
d'interruption 
---- -.._ -----
~- T ........ .......::t~e:...:r~r~_u:::!p::_t:i:· ::_on:_J 
-----
---- Confirmation 
d'interruption 
RESEAU 
\ 
1 
I 
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ETTD B 
Fig. 3.26 - Procédure d'interruption dans une implémentation 
de bout en bout. 
L' ETTD t r ans me t un Da ouet d ' interruution à 1'3TCD qu i 
c onfirme la r éc e ption par un pa quet de confirm8 tion 
d 1 int e rruution. 
L ' interruption es t t r ansmi se à l' E TD distent qu 'il 
l'ac quitt e de l a mê me f a çon . 
Le ch2 mp d ' i nfo r mati on d ' un paqu e t d ' interrupt ion ne c on-
t ient qu ' un seul oc te t de donné es ma i s son t r Gnsfert pe ut 
ê t re beauc ou p pl u s r a pid e car il n ' est ~as soumi s au 
cont r ôl e de fl ux . 
Pour t r ans me tt r e un pa que t d ' ~n te rr uption il faut que le 
p r é c édent ait été acquit té ~a r une c onfirm2tion d ' interrup -
t ion. 
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3 . I . 4 . 3 . 6 -~o cé dur e de r é initialisation 
Cett e pr océdu re est ut i lisée pou r r é i nitia liser une 
comnunication virtuell e . Pour ce l a , elle supp rime , dans 
les de ux sens , tous les peQue ts de donné es ou d ' inte r ru p-
tion r e l a tifs à c e circu it virtuel qui peuve nt s e trouver 
da n s le r é s ea u . Cette procédure n ' est ap plicable que dans 
l ' état transfe r t de données . La réinitie l is~ ion r emet 
à O la limite inférie ur e de la fenêtre (dans les 2 sens) 
et la numé r otation des paquets en émission re prend A par -
ti r de O. 
Demande de 
réinitialisation 
Demande de 
réini tialisation 
ETT D 
d2 
ETTD 
lndicJtion de / 
réinitialisat ion ou 
confi rmation de 
réi nitia lisation 
par l' ET CD 
ETC D 
réinitialisation 
par l 'ETTD 
ETCD 
réini tialisa tion ou 
confirmation de 
réinit ialisation 
par l'ETTD 
ETTD 
Indication de 
ETCD 
Indication de 
réinitialisation 
(voir la 
remarque 1) 
CCITT • 8619- A 
Remarque J. - Cette transition se produit à l'arrivée en fi.n de course d'un tempo risateur dans le réseau. 
Fi g . 3. 27 - Procédure de réinitialisation 
Diag ramme des états po u r un e voie logique. 
L ' ~TTD peut demande r une r éinitia l isetion en tr2ns mett8nt 
un paquet de demende de r éinitia l ise.tian sur la v o ie l o -
giqu e concerné e . 
L ' 1 TCD confirme par un pa ~uet confi r m~tion de r éiniti e li s8 ti o 
L ' ETCD peut également de• anèe r une r éiniti8lisation en 
t rans mettan t un _aquet d ' indication de r éini t i a l isa tion à 
l 'STTV qui r é ~ond ~a r un paQuet c on f i r m2tion de r é in i ti a -
. li sation . 
ETTD A 
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Les collisions de réinitiali sation s ont r ésolues de la 
même maniè re aue les collisions de li bé r at i on . 
nnées 
nnées 
RES ~AU 
---
---
---
t 
Dbnnées détruites 
par la 
réinitialisation 
D'onnées 
ETTD B 
\ 
! 
1 
1 
1 
1 
1 
1 
I 
Fig. J.28 - Exemple de réinitialisation par l'ETTD A . 
3 . I . 4 . 4 Procédure de re prise 
La r eprise est une r emi se à zé ro gén é r ele sur l'en-
semb le des voies l og i qu es de l' interface ~TTD- ETCD . 
Les voies l ogique s utilis é es pou r des circuits vi r tuels 
co mmutés sont placées dans l'é t2.t prêt (ce qu i corres pond 
à une libér?.tion ) et celles util isées pour les cir-
cuits virtuels 9ermanents sont pl 2c ées dans l ' éta t 
contrôle de flux ~rêt (ce qui corres pond à une r é initia-
lisation) . 
OP.mande 
de reprise 
Demande de reprise Indication de reprise 
Indication de reprise 
ou confirm~ tion de 
reprise par l'ETC D 
(voi r la remarque 2) 
Demande de reprise 
ou confirma tion de 
repr ise par l'ETTD 
CCI TT • 1620· A 
Indication 
de reprise 
(voi r la 
remarque 3) 
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Remarque J. - Etats p I à p 7 pour les communications virtue lles ou éta ts dl à d3 pour les circuits virtuels pe rm anen ts. 
Remarque 2. - t.::tat p l pour les comm unications virtuelles ou ~tat dl pour les circuits virtuels permanl! nts. 
Remarque 3. - Cette transitio n se produi t·à l' arrivée en fin de course d'un temporisateur dans le réseau. 
F ig. 3 .29 - Procédure de reprise 
ETTD A 
Diagramme des états pour une v oie log i que. 
Bi~n ue cela ne soit pas dit explicite~ent dans l ' avis 
X. 25 , i l est évident qu ' une r eprise doit ê t r e répe rcut ée 
sous fo r me de libéretion et de r éinitialisation à l ' au -
t re ext r émité de ch aque circuit virtuel r a t taché à l' in-
terface concerné . 
I ndication RESEAU L::=:::::.::.:~:!.--1'"-~- - OTJ:: ... - --·-r:I~n~d_i
7
c_a--::-t-::-i-o_n_d_e_J 
' de reprise , ( '- libéra ti.on1 
zy.F. 
' 
on firmat i o n de 
é'ïni tialisat io 
ETTD B 
ETTD C 
Fig . l .JD - Exemple de reprise sur la liaison de l'ETTD A 
qui a :-un circuit virtuel commuté a ve c l'ETTD B , 
- un circu i t v i rtu el p erman e nt a v ec 1 ''ETTD C 
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3 . I . 4 . 5 Temporisateur 
X. 25 ne définit aucun te~porisateur pour le niveau 3 . 
Celui - ci semble pourtant nécessaire po ur contrôler les 
détails de réponse au niveau de la transmission des pa -
quets de données , des proc édu res d ' établissement , de 
réinitialisat ion et libération , etc . 
La durée de temporisation dépend du caractère local ou de 
bout en bout des ré ponses attendues . 
3 . I . 4 . 6 Services complémentaires d ' usager 
X. 25 définit un certain nomb re de services complémen-
taires qui peuvent être proposé s par certains résea ux à 
leurs abonnés . 
Certains sont souscrits à l'abonnement et pour une pé -
riode déter~inée , les autres sont demandés lors de l ' é ta -
blissement d ' un ci rcu it virtuel portant sur la dur ée de 
celui-ci. 
Exemples : - Taxation au demand~ . 
- Sélection des paramèt res de contrôle de flux 
(taille de la fenêtre , l~rgeur maximum des 
paquets , etc.) . 
- Retransmission de paquets ar l ' 3TCD . 
- Voies logiques s pécialis f es . 
3 . I . 4 . 7 Conclusions 
Le niveau 3 de X. 25 est beaucou p moins s péc ifique aue 
le niveau 2 . 
L 'ensemble des services offerts par un r éseau doi vent être 
plus ample ~e nt définis pa r l'administ r a tion res ~onsable 
en fonction des choix qui ont été f r its au niveau de l'im-
pléoentati on . Ces problèmes sont étudi és plus en dé tail 
dens le méooire de ~ . Lambion (8 ) consacré à l'imp lément a -
tion du niveau paquet et de son interf2ce avec les uti l isa-
teurs . 
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3 , 2 Le niveau su pé ri eur ou protocole 
--------=-=-- -=---===== =-===--=-
Si la communication virtuelle définie par X. 25 pe r met le 
transfert de données entre les ~TTD distents . 
Pour QUe ceux- ci puis~ent com.muniQue r il f aut ~ncore qu ' 
ils pa rlent le même l angage , d ' où la néces s ité de défi -
nir des r ègles d ' échange à un niveau supé rieur au proto-
cole x . 25 . Il s ' a 6 it de conventions entre l es inte r locu -
teu r s qu i peuvent avoir un caractère tout à fait privé 
(pe. r exemple : le siège central d ' une entre prise qui com-
mun i que via un r és eau public avec l'ensemb l e de s es suc -
cursales suivant un r rotocole inte rne à l'entrepris e ) , ou 
bien , un c 2ra ctè re public comme dans le ces de services 
public s de base de données ou de centre de calcul . 
Four les a pr lic ations nécessitent une gr2nde sécurité au 
niveau des échanges (tels que les a pplications banquaire s) 
il faut prévo i r un cont r ôle de bout en bout supérieur à 
X. 25 car celui - ci est r arement f ou rni pa r le r é seau . 
Certaine de ces fonctions peuvent être réalis ées directe-
ment à pa rtir d ' éléments propos é s au niveau paquet tels 
qu e : -les proc é~u res d ' interru ption pou r le transfert de 
bout en bout de données de contrôle ; 
-le champ de donré es de l'ut ilisateur situé dans le 
paquet d ' appel pou r spécifie r le protoc ole su pé -
rieur à ut iliser; 
- le champ cause de l ibé r 2t ion dans l es p~_uets de 
libération pour l' échange de diagnostics d ' erreur 
au niveau supérieur; 
- etc . 
Une étude de ce n iveau dans le c2dre d'une communication 
entre deux or dinateurs est fa ite dans le mémoir e de P . 
Lambi on Cs). 
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3 . 3 Découpe et r épartition du tr2vail 
-=-===-===-------=-===-=====--==-
3 . 3 . I Les objectifs, l'existant 
Nous voulions concevoir et r éa l ise r une liaison X. 25 
entre 2 or din2teurs de f2çon à permettre l ' échange de don -
nées entre les deux mac hines et qu' au moi ns une des deux 
se comporte comme un ~TTD en t ière ment compatible avec 
l'avi s X. 25 (à to us les niveaux) . 
Af i n de ne pas alourdir la réalisati on, il a été décidé que 
les deux or dinateurs serai ent du même type . 
Les moyens dont nous dis po sons au dé oart sont 
I . L' ord inateur pdp I I/45 de l ' unité d ' Informa -
tique muni au s ystème d'exploitati on mult~ - utilisateurs 
UNIX (I O) . 
2 . Un ordineteur pd p II/I O connecté au II/45 par 
un interfa ce pa rall è le , 
Des progra rmnes peuvent être chergés dans le II/IO à par.tir 
du II/45. 
3. Un système de dévelo pp ement be s é su r un micro -
pr ocesseu r ~!.otorola 6800 et disponible à l'unité SIJ-IY . 
L'unité d 'informatique nous offre l' out il n éce ssai r e au 
déve l oppement du l og iciel, le lEJbor atoire de l' unité S UIY 
est équi pé pour déve l o_. per le matériel qui se ra re aui s 
dans ce pro jet . 
3 . 3 . 2 Evolut ion du pr ob l ème en vue de l'imp l émentat ion 
3 . 3 . 2 . I Pr oblème initiel 
" 
X.25 · X.25 
1 1 
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OROINATEU R INTERFACE 
! j 
M 1 I RESHU I M 2 
ETTO A 
1 
ETCO ETCO i E TT O 8 
Fig. J. 31' - Communi cation via un réseau entre 2· ordinateurs 
La figu re 3 . 3I no us montre une configur ation dans la quell e 
de ux o r dinat e urs (~I e t M2) sont conLectés via un r és e au . 
Ch2que or dinateu r j oue un r ôl e d '~TTr . 
Le r é seau do it re mp lir au moins l es fonctions de deux 
ETCD . No tre étude po r t? n t sur l e pr otoco le d ' accè s 2TTD-
~ TCD , l a st r uct ure i n te r ne du r éseau sort de nos nr éoc -
cupations. 
Ce tt e s olu tion né ce ssit e l a r é alis ation de deux j onct ions 
X. 25 ETTD - ETCD , pl us l' étud e des fon ctions nécessai res 
po ur simuler le compo r tement du r ése au. 
3 . 3 . 2 . 2 Simp l i f ica t ions 
Af i n d' év ite r l es prob l èmes l iés à l a s imulation eu 
r éseau, nous avons limi t é la r éal i s at i on à une seul e jonc -
ti on x . 25 . 
Jonction X.25 
MO DULE _MODULE 
ORDINATEUR A. DE DE ORDrNA.TÈUR B: 
M1t C0111MUNICATION-----1coMMUNICATION M2 
ETTD/ETCD 
Fig. 3·.2 - Liaison X.Z5 entre 2 ordinateurs , l'un considéré 
comme un ETTD et l'autre simulant l'ETCD . 
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L ' ordin2teur ~.H joue le rôle de 1 1 -.:: TTD et est l ' éle ment 
de base de notre étude , l ' ordinateur ~ 2 simule l ' ETCD . 
Cette config ur etion est plus simple à teste r et peut 
être réalisée avec moins de mat é riel . 
3 . 3 . 3 . I Découpe logique de l' ensemble des fonction~ X. 25 
Les critères de décou pe sont l es su : vants : 
- permett r e un dévelop pement en pa r allè l e 
des diffé r ents modules ; 
- avoi r le mo ins possible de dé pend an ce 
entre module s; 
- pouvoi r tester pr ogressivement les fonc -
tions r éalisées . 
Les fonctions de X. 25 étant ré r, arties sur trois niveaux 
quas i indépendants , nous avons ga r dé cette structu r e pour 
notre découpe . 
De plus , le nive au trame peut être décomposé en deux sous -
niveaux (voi r 3 . I . 3) trame I et trame 2 . 
Il f a ut encore y ajouter un niveau supé rieur à X. 25 ou i 
fait l ' interface entre les utilisateurs et le niveau ~a -
q_uet . 
Ce qui nous donne les modu les sui vants : 
a) Niveau nhysi a ue : t out es les foncti ons re qu ises per 
X. 21 ou X. 2I bis . 
Adaptation aux car8ctéristi ques électriques (X. 26 , X. 27) . 
Etabliss e me·nt et l ibération de la corir.::unic2tion physique. 
b) Niveau trame I : 
I )Ges t·on de la ligne en éTi ission : 
- prise en cha r ge des tremes à éme ttre po ur l e 
prime ire ( co1"'.I:lande s) et le sec onèa ire ( r épon-
ses) . 
- c al cu l du FCS . 
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- insert :ton de ,, ·) ,, pour la trans pe rence 
- ajouter des fanions pour la synchronisation 
- avorter les trames inutiles (dépa s sées _er 
une demande plus prior i t a ire) 
- envoi des bits en série sur la ligne d ' émissi on 
-re mplissage ent re trames . 
2) · ,,.est ion de la ligne en r éce ution 
- détecter les bits en série sur la ligne de 
réce ption 
- supprimer des ferrions de synchronis a tion 
- enlever les Ode trans p2 reLce 
- contrôle r le FCS reçu 
- éliminer les trames inveli~es 
- passer les ch amps A, C,I des t r emes correctes 
au niveau trame 2 . 
c) Niveau trame 2 
-ana l yse r les trames correctement reçue s pa r 
trame I 
- contrôler l ' adresse , sé parer lés com~andes et 
les ré ponses . 
. Fonctions du Dr im8i re 
- prendre en c harge les pa Quets à émettre 
- générerles tra mes de com7.endes ( SAPJ\T, DI SC, I NF'.)) 
- gérer le te mporisat e ur , V ( S ) , V (N ) 
- tr~iter les ré ponses . 
Fonctions du secondaire 
- traiter les c om7andes 
- gérer T(F ) 
- générer les r éponses - (RR, RLR , RS J , UA , C"~I:::R ) 
- extraire les pa Quets des t rames I reçues en 
séquence et les passer au n i veau pa quet . 
d ) ~Ji v e au na que t 
- pren dre en charge le t ransfert des blocs d ' i n-
f or mation du n i veau ut ilisa~e ur 
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- éteblir les co mmunications virtuelles 
- contrôler le flux par e estion de la fenêtre · 
en émission et en réception (pou r cha que voie 
log i qu e) 
- détecter les erreurs de pr océdure au niveau 
pa quet 
- en t re pren dre les actions de r ecouvre ment de 
ces erreurs 
e) Niveau utilisateur 
- définir l ' ense mble des primitive s nécessaires 
pour que les utilisateurs au ,niveau a pplic a -
tion pu issent uti liser le service de co~muni -
cation virt ue lle du niveeu paquet 
- gé rer : - l'allocat i on des ci rc uit s virtuels 
- les échanges avec les pr ocess us 
utilisateurs 
- l'ut il isation des paquets d 'int er -
ru ption 
-les diagnostics d'erreurs . 
3 . 3 . 3 . 2 Architecture finale du projet 
I . L' ETTD 
Le r ôle de l'ETTD est re mpli pa r un or dinateur 
pdp I I/45. 
Afin d ' évite r une surcherge trop important e po ur le 
système d 'e xp l oitation de cette machine ,. un mi cr o-
ordinateur l u i est adjoint . Celui - ci joue le rôle 
de processeur fr onta l e t gè re une pa rtie du proto co-
le x .25 . 
2 . L' ~TCD 
Sa structure est se mb lable à cel le de l' ~TTD , le 
mic r o- ordinate ur étant étudié rour simuler le 
c ompo rtement de l ' ~TCD au ni veau de l a jonction 
phys i que. 
Fï g 
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1 
Interfac e 
parall è l e 
1 
i r--- : 
1 1 
: MI CRO ORDINATE UR 1 1 -1 -
; OR 1 ORbINATEUR 
1111/ 45 1 pdp :11-c 1 
-
1 
1 
1 1 
1 1 
: 1· 
---
1 
1 J 1 Jo X.25 1 H8te Fronta;l ne ion 1 
-1-
-1 1 .--
J.33 - Struc t u r e de l' ETTD ( o u d e l' ETCD) . 
·?our connecte r le mic r o- ordin2teu r sur la , du ~I/45 on 
utilise du côt é pèp un rr ,--;.ene r e l device interf2cer1 de type 
DR II - C (15]. 
Le mic r o- orèineteur s era équipé d ' un inte r fece compatible 
avec le DR II - C dont les s p écifications seront donné es eu 
chapitre 4 . 2 • 
3 . 3 . 3 . 3 Affectation des fonctiJns X. 25 au ma tériel 
Le niveau physique et le niveau tr2me (trame I + tr ame 2 1 
sont impl ément és sur le micro - o r din e teu r . 
Le niveau paquet et le niveau util i sateur sont implémen-
tés sur la pdp _I/45 . 
Les paquets sont échang é s sur l' inter face entr e la _dp 
et le mic ro - ordina teu r ainsi qu ' un certain nomb re de mes -
sa0es de contrôle éch2ngé s ou le niveau p2quet et le ni -
veau trame . 
APPLICATI ONS 
4. . J I NT~;;RF A'.CE 1 TR 2 TR 1 ,X.~1' ~'~ ,.,,4 .. i-~ 
' 
.,. .. 1 • .. , 
1 1 1 I TRA.."'-Œ - PAQUET 1 
1 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 
1 1 
1 
1 1 
1 u 
p · l 1 1 T A 
1 I 
q 
1 
T T p 
L UJ R R 1~ 
1 I E 1 
A A 
s 'lr M M 1s 
1 A 1 E E I lo 
1 
T 
1 
2 1' 1~. E 
1 
u 
1 R 
pdp 11 / 45 micro-ordinateur 
Le niveau utilisateur est en fait l'in ter~ace 
entre les applications exécutées sous le cont-
r8le du système d'exploitation UN IX et les 
fonctions de communication offertes par le 
niveau PAQUET. 
j onction 
Fig. J.34 - Répart i tion des niveaux dans l'architecture. 
3 . 3 . 4 Planification 
Après une étud e gén é r a le réalisée pa r l'enseoble du 
g r oupe X:IZ -~ le travai l a é té divisé com'.'1e suit 
- G. Zone et Y. Beudin sont chargés de l ' étude et de la 
r éalisation du micro - oràineteur, de l ' ioplémentRtion du 
protoco le physique (X. 21) des rout i~es de ge3 tian du 
matérie l r éalisant les fonctions de tre~e 1 et la cor.i.-
municetion avec la pdp . 
~J . Art est cheJgé de l'ét ude et l'impl ément e tion 
du niveau t ra me 2 (autom2te g é r2nt la _rocéd~re tr2~e ) et 
d ' élaborer les spécifications de l'interf2ce tr e me 2 -
trar:i.e I . 
- 7 
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- _ . Lamb ion s ' occu e de 1 ' im_.l ér:1.e ntpti ·::m du n i veau 
paquet et du niveeu ut il iseteur sur le ~è _ =I/45 , y con-
pris les r épe rc utions de c ett e i mp l éme nt e t ion au niveau 
du système d ' expl oitet i on TI1X . 
Les troi s a r ties é t ant dévelo _,é es simultané ment , l a 
mi se au po int du niveau tr2me 2 doit se f8i r e sur une 
autre mechine en ettenèent .ue le micro - or dinet eur s oit 
opéretionnel . 
Le mini - ordinateur pdp II/I•. dé,jà c onnec t é pe r un DR II- C 
sur le pdp II/45 vient à point pour ce tr2veil , 
Les ~r oôr e~~e s s ont éc r its en l 2ngege C qui est un l ang2 0 e 
de haut niveau , ce QU i pe r met d ' ;tre 9eu dé pendant du 
maté riel s u r le :ue l les progra m~es doivent ~tre exéc utés. 
L ' int ég r at ion des travaux exéc utés sé parément se fe ra en 
foncti on de l ' état d ' a.vance ~ent de ce ux - ci . 
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4 . Analyse et r éalisation du niveau tra~e 
- - --=- =-----= ---==--===-==-======= ===-
Ce cha pitre est consacré à l ' implémentation du niveau 
t rame , aussi bien pou r l'S~TD que pou r 1 ' 2TCD . 
Fendant la phe se d ' analyse les pr i nci pes s uivants ont 
été a p~ li qué s . 
I) La compatibilité avec l ' avis X. 25 do i t 
ê t re assurée . 
2) Le comportement de l' ZTT~ es t inspiré de 
celui de l ' ~ T~D s auf spécifications contraire s dans l ' avi s 
X. 25 . 
3) ~ans le but d ' obteni r une r éalisat i on 
aussi s ymét ri que que nossible de le jonc tion X. 25 , la 
proc édu re LAP version IS-76 a é té ret enue comme pr otoco le 
au niveau trame. 
4) Un rotoc ole a été dÉfin i pour l'échange 
des pa quet s et des mes s ages de cont r ôle entre le niveau 
trame impl émenté s ur un pr oc e s seur frontal et le n iveau 
paquet imr l émenté sur l' ordinateur ~ôte . 
4 . I St r ucture générale du niveau trame 
Ce tte structure est illustrée perla figu re 4 . I • 
L'élément central e st l'automate de gestion de la pr océ -
du re trame 2 . 
Son rôle est de tra iter les t r ames re çues sans erre ur de 
t rans mission et les messa 0 es de contrôle venant du niveau 
paquet . 
Fo ur chacun de ces éléments , il entre pre nd un ce rtein nom-
br e d ' actions telles aue : 
- la ~is e à j our des veri8bles de la tr2ns~~ssion 
- la géné r ation de s co7~endes et de s r éponses à envoyer 
sur l a li gne 
- le mis e en ~ar che ou l ' err;t du te~porisateL r . 
L ' arrivé e en fin de course du te~porisateL.r es t également 
traitée ar cet automat e. 
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3 n ~lus de l ' au tome te cen tra l , on trouve qu ~t re moèu les 
chargé s de l a gestion des entrées - sorties . 
Gestion de 12 r éce ption des p2 ue ts et ~e ss ages 
Ce module gère la partie r écepti Jn de l'interf2ce trame -
pequ et. Il s'occ upe égAlement de ranger da ns le buffe r 
de s J rtie les paquets à émettre dans les treme s ~ ' infor -
metion . Les mes s ages reçus du niveeu paquet s on t r engé s 
d~ns une zone d ' attente avant è 1 être traités pa r l ' eu tomat e 
central . 
Gestion de l ' envoi de s ora uets et messages 
Ce module gè re la pa rtie émission de l ' interf~ce tre me -
paquet . I l s ' occupe d ' extrai re du buffe r d 'entrée les pa -
quets r eçus dens les tre~es d ' information. 
Le s messag es dépo s és par l 'automat e dans une zone d ' atten-
te s ont t rans mi s au n ive au pa quet . 
Gestion de la ligne en émission 
Ce module 0 ère l'émis s ion des t rames . Pour cela il exécute 
toutes l es foncti ons du n iveau trame ~ en émi ss ion . 
Il reçoit des demendes d ' émission de l'aut ooete centre. l et 
les exécute . 
De plus , il s'occu pe de l'envo i des trames d ' infor mation 
dans les~uelles i l place les pa quets à émettre . 
Les ordres d ' émis s ion , de r épé titi on et de re prise sur tem-
porisateur lui s ont fournis pa r l ' au toms te cent ral . 
Gestion de l s ligne en réce nti on 
Ce module gè re la r éce pti on des tra mes . 
Pour cela , il exé cute tout es l es f onctions du n ivee u 
trrme 1 en r éce ~tion . Les trames re çues s ont r angé es dens 
un double tampon, les tr ames inva lides ou eyent subi une 
erreur de transmis s ion (FCS erroné) s ont é l iminées . 
Les trames correctes s ont ana lysées par l' eutome te central 
qui l ibè re ainsi le ta~pon de r é ce ption . 
4 . 2 Spécification des interf8ces 
4 . 2 .I Interface tn:r.ie - oa ci uet 
Le niveau t rame ( dans l ' ordin2teu r f r ontal) e 
niveau p2q_uet ( da ns l'ordin e teu r hÔte) c 0--1.muni que 
un i nterface pe r :netten t un é ch 2nge bidi re ctionnel 
tané de mot s de 16 bi ts. 
Chaque côté f ournit 2 signaux pour le contrôle d 
échanges (Rand 
-
Shaking) . 
A. Structu re physi nue 
DR 1 î-C 
1 
I nterface parallè 
1 1 
15 -
ffi t 
Entrée d 
DROUTBUF H donnéé 
8 
----- 1 1 ----
( tampon de sortie) 7 
L l L 
0 
CSR 0 - RED A 
DRCSR --·------ -------- contrôl REOUEST 8 SIG B des 
REOUEST A (registre de contrôle SIG A é·change ~ -- --- ~- --- --
et status) CS R 1 REO 8 
1 
Sortie d H H 
DRINBUF donnée 
----- 1 
-
1 -----
-
( tampon d'entrée) L L 
1 
1 1 
Niveau paquet Niveau trame 
( pdp 11 / 45 ) ( micro-ordinateu 
t le 
nt vi a 
s i:nu l-
es 
le 
es 
s 
e 
s 
es 
s 
r ) 
Fig. 4.2 - Structure physique d e l'interface trame-p aquet . 
La figure 4 . 2 montre les diffé rents éléments de l ' inter -
fece trame paquet au niveau physi q_ ue . 
Ch aq_ue côté possède 
SIG A ( CSR O ) 
SIG B (CSR I) 
- une entrée de donné es ( I6 bits) 
- une sortie de données ( I6 bits) 
- deux signaux de contrôle 
(SIG A et SIG B) 
- deux entrées de ~equête 
( REQ A et REQ, B) 
ut ilisé pou r signaler ~u'un nouveau mot 
de 16 bits est présent à la s ortie des 
données et pèut être lu pa r l ' aut re sta -
tion (èemande d 'envoi) . 
utilisé pour signaler que les données 
en entrée sont lues, et , qu ' un nouveau 
oo t de 16 bits peut être envoyé pa r 
l ' autre station (accusé de réception) . 
RE~ A (P~ ~UEST A) : permet de recevoi r le SIG A de l ' au-
tre station . 
RE ~ B (REQ,UEST B) permet de rec evoir le ~IJ B de l'au -
tre stati on . 
B. Protocole d ' échange des paquets et messages 
I . l\J1e s s ages 
Les 2 niveeux dialoguent au ~oyen de messages dont voici 
la lis te : 
NIVEA - PA1 D~T EIV3AU TR ..l~:~ 
- de mende de connexion -
- indication de con~e x i on (ou de réi -
nitialisation) 
- demande de déconnexi on -
-,_indication de dé connexion 
commande 
entête de 
paquet 
- demrnde de status ~ 
-- ind ication de s tatus 
+- de mande de st a tus 
- indicati on de status ___,. 
4- indication d ' er :r eu r 11 GRXVE rr 
- entête de paquet --
·.-- entête de paq_uet 
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Chaque message est en fait un mot de 16 bits transmis sur 
l ' interface physi que et dont le format est donn é à la fi -
gure 4 . 3 . 
0 
1 I5 
1 
1 
i 
I 
ff 
place libre dans 
BUFF0UT ( /8 ) 
I4 I3 I2 II I0 oo .,, 
pla_ce l ibre dans 
BUFF0UT ( /8) 
L 
1 
1 
code de l a comr1ande 
' 
1 
08 ! 0 7 
1 
0 6 05 04 03 02 0I 00 l 
1 
1 
longueu r du p aq_uet 
_l é ta t de BUFF rn 
FIG. 4 . 3 - For mat de s messages . 
2 . Codification des me ss ages 
a . ty pe co::1IT1ande 
bit I5 ---> mis à 0 pour une commande 
bit 14- 9 ---> indi que l ' état de buffout (nombre de 
places libres / 8) 
bit 8 ---> mis à I si buffin est rem pli 
bit 7- 0 ---) donne l e code de le co m~ande 
codification des co8..m.andes 
bit 7 ---> erreur gr ave entraînent une proc é du re de 
meinten2nce 
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bit 6- 4 
---> type de l ' erreur grave 
bit 3 ---> indication de s tat us 
b it 2 
---> demande de s t2tus 
bit I ---") déconnexion (demende ou indice.tian) 
bit 0 ---> conn ex i on (de mand e ou indicat ion) ou i ndi -
cati on de r éinit i 2lise tion 
-1 
b . type entête 
bit I 5 ---> mis à I pour une e ntête 
bit I4- 9 ---> inài q_ ue l' éta t du buffout (nomb re de 
places libres / 8) 
bi t 8 ---> mi s à I si buff in est re ::r li 
bit 7 - 0 ·---> donne la longueur r éelle ( en bytes) du 
pa quet qui va suivre 
Remarques I) Les erreurs g r aves détectées au niveau 
t rame sont signalées au niveau pa quet 
pou r indique r un mauvais fonctionne -
ment de la liais on t r ame qui devient 
indis ponible nour le trans port des 
paque ts . 
Les erreurs gr a ve s sont cod ées coQlme suit 
bit 6 ---) non r épons e à SAP:.,: r épété 2 
f oi s 
bit 5 - - -) non r épons e à DISC r épé t é 32 
f oi s 
bit 4 ---> bit de réserve , pas uti l isé 
jusqu ' à nouvel ordre . 
2) La demande de connexion venant du niveau 
pe.quet est igno r ée par l e niveau t rame 
si celui - ci n ' est pas dans l' éta t décon -
nec t é ( O) . 
3) La demande de déconnexion est ignorée si 
l e niveau trame n 'es t as dens l' état 
t r ansfe rt de données (7) . 
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4) Pendant la phase de transfert de donn ées, 
le n iveau treme envoi un message indi -
cati on de réinitialisa tion chaQUe fois 
qu e la liaison trame est r éinitialisée 
dans un sens ou dans l ' autre. 
Ceci af i n de signa_ler que certains paquets 
,.. 
ont pu etre perdus . 
5) Le bit 8 permet au niveau tr ame d ' indi quer 
que son buffe r contenant les pa quet s re -
çus dans les trames d'inforœation est r em-
pli. Ce qui place le secondaire dans l ' im-
possib il it é d 1 acce 9ter de nouvelles trames 
d ' informati on . 
Le niveau paquet doit elors si possible 
augmenter le rythme de traitement des 
pa quets reçus , 
3 . Principe de l ' échange des paquets 
éem s 
Les pa_uets s ont échangés mot par mot sur l'interface . 
Ch aque paquet es t préc édé d'un message 11entÊte de paquet 11 
qui conti ent l a lon6ueur r ée lle (en octe ts) du aquet 
suivant cette entête . 
Les paquets c antenant un nomb re i ~pe ir d ' octets s ont c om-
pl été s par un octet quelc onque pour obtenir un n ombre 
entier de mot s. 
co"'"'"" Cohl - o,rirg 
. ,.,,. '""""e 
Fi g . 4 . 4 - Enchainement des messages et des paquets 
su r l ' interface trame - pa quet 
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Cha que côté possède un buffer d'entrée (BUFFIN ) et un buffer 
d e S Or t i e ( B UFF J UT ) • 
Ave.nt d'émettre un paquet, l ' émetteur doit s'assurer qu'il 
reste suffisamment de place dans le buffer de réception de 
l'autre côté. Il utilise pour cela un conpteur de place 
libre (en octets) qui est ré gulière ment remis à jour g râce 
aux messages venant dans l'autre sens (bits I4-9). 
Ceci permet d ' éviter de re ~ter bloqué pendant le transfert 
d'un p~quet , ce qui emp~cherait la transmission de mes -
sages plus prioritaires . 
Le message demande de status permet à l ' émetteur de deman-
de r un rafraichis s ement de s on compteur en l ' absence de 
trafic dans l'aut re sens de transmission . Le message indi -
cation de status est utilis é pour transmettre l'état des 
buf f er quand il n ' y a pas d'autre mes s age à envoyer . 
4 . Synchron~sation ou démarrag e des machines 
Chaque machine indi que son activité en positionnant son 
SIG B à I . La machine lancée la pr emière attend l ' autre . 
Lorsque -les 2 machines sont actives , le ~iveau paquet et 
le nive au trame entre en fonctionnement . 
4 . 2 . 2 Interface treme 2 - trame I 
A. Réce nti on 
Les trames reçues de la li gne sont rang ées alternative -
ment dans un double tampo n d ' entr ée . Une moi t i é servant à 
rang er la trame qui est re çue de la ligne , l ' autre con -
tenant la trene traitée par l ' automate. Une zone e st ré -
servée po ur ranger la longue u r de l a trame contenue dans 
un tampo n . Le champ est g arni par tr ame I dès _ue l a t r ame 
peu t ê t re tr2.it é e par tr ame 2 . Il -es t r emi s à O dès aue 
la tr ame a é t é trait ée c e qui indi que que le t ampon est vid E 
et peut à n ouveau être re mpli par t r ame 1 . 
TRBU O 
TRBU I 
Double tampon d 'entrée des trames en r éception 
B. Emission 
L 'automate contrôle le fonctionnement de l'émetteu r à l'ai-
de de deux zones. La pr emière permet à l'automat e de deman -
der l'émiss·ion d 'une trame de type Sou U. 
L ' automate dépose un code corres pondant à la trame à émet -
tre dans ceite zone . 
L ' émetteur remet la zone à 0 dès que la demande est pr ise 
en charge . 
Code 
bit _J O 7 6 5 : 4 .: 3 2 I 0 
zone de demande d 'émis s ion . 
Cod ification 
TRMIŒ OCTAL 
RR OI 
RNR 02 
RE J 03 
SARM 05 
DISC 06 
UA 07 
CI1.ffiR OI Q 
La seconde zone permet à tr ame 2 de contrôler le tr ans -
fert des trames d ' information effectué par trame 1. 
1 
Codification 
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0 --• l' émi ssion des trames I n'est pas permise. 
I -- • les trames I doivent être émises en sé -
quence en respectant la ge stion de la 
fenêtre . 
2 -- • relancer l ' émission à :ertir de la nre -
miè r e t r ame non encore acquittée 
(N(S ) := V(N) ). 
Dè s qu e cette commande est effectuée, la 
zone de contrôle doit être remise à I . 
3 -- • indique une r e prise sur temporisateur, 
il faut réémettre la première trame non 
encore acqui t tée avec le bit P mis à I . 
Dè s que cette commande est effectuée, la 
zone de contrôle doit ê tre remise à O. 
4 . 3 Elaboration des tables sé quentie lles 
Les rè gles d ' évolution de l'automate qui gère la procédure 
du niveau trame peuvent être définies au moyen de tables 
s éq uentielles . Ce mode de représentation e s t très utile pour 
l ' ana lyse . Il permet de v érifier si tous les transitions 
sont définies . 
:ce plus , l a conversion sous forme de pro? ramme est aisée 
si les actions sont bien décrites dans la table. 
Ces tables ont été r éalisées à partir des définitions de 
procédure présentes dans l ' avis x . 25 . Elles sont valabl es 
pour un ETTD . 
Lorsque , dans X. 25 , une action n ' est pas explicitement dé -
crite pour l ' ETTD , le comp0rte me nt de 1 ' 3TCD est pris corrLme 
modèle. 
Tout ce qui n ' est pas défini dans 
choix d ' impl éme ntation . 
X. 25 a f a it l'objet de 
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Ces choix po rtent ~ur les po ints suivants : 
I) La déf inition du protocole entre le niveau 
trame et le niveau paquet est propre à l ' impl émentation. 
2) Actions entre pris es après N2 retransmissions 
infructueu s es des trames SARI'_ et _rsc . 
a) Non rénonse à SARM : l ' erreur est signa lée 
au niveau paq uet et une proc édure de déconnexion de la 
liaison est engagée au nivea u treDe . 
b) Non réponse à DISC : l 'erreur est signalée 
au niveau paquet et la liaison est considérée co~~e étant 
dans l 1 é t2 t déconnecté . 
3 ) Le bit P n ' est jamais mis à I dans les trames 
SARM ou ISC émises . La réce pt ion d'une trame UA avec le 
bit F mis à I corres pond donc à une ré ponse invalide . 
4) En cas de réinitialisation de la liaison , tous 
les paquets qui ont été émis sont é liminés du buffer de 
sortie (même s ' ils n ' ont pas é té acquitté s ) . 
Ceci est fait dans le but d ' éviter de retransmet t re 2 fois 
le mê~e paquet . La perte d ' un ou plusieurs paquets reste 
possible , c ' est pourquoi la réinitialisation est toujours 
signalée au niveau paquet . 
5) Le niveau trame n ' offre son service de t r ans -
port des paquets que pendant la pha se de transfert de 
l'information (état 7 de la table I) . 
En deho r s de cette phase, les paquets reçus du niveau pa -
quet et ceux restants dans les buffers du niveau trame 
sont éliminés. 
-6) Le s trames contenant une erreur dans le 
champ d ' adresse sont él~minées de la mêCTe fa çon que 
celles ayant subit une erreur de trans mission (FCS) . 
Pour la description de l ' automa te , i l est p r é f é r ab le de 
s épa rer la ph~se d ' étab l issement ou de libé ra tion de la 
l iaison et la ph2 se de transfert de donné es . 
a) Fha se d ' é tabl issement ou de libé r ation 
. -- -- i 
I'ans cette phase, seules les trames SAPJ I , DISC et UA sont 
uti li sées. Les aut res trames s ont ignoré es et n'ont ~es d ' 
influence sur le comportement de l' automate . 
I l est inu t ile de faire la distinction entre prima ire et 
sec ondai re , car les deux sens de la liaison doivent abso -
lument être établis pour atteindte l'état transfert de don-
nées. 
La figure 4 . 5 donne un diagr amme d ' ét at de l ' automate pen -
dant la phase d ' é tablis sement et de libé ra tion de la l iai s or 
Ce mode de re prés ent attion illustre mi e ux la dynami que de 
l ' aut omate ma i s ne convient pas pour une re pr ésentati on dé -
tai ll ée des actions entre pri s es pa r l' automate (le diagram-
me deviendreit illisible) . 
La table séquentie lle numéro I re p rend en détail la phase 
décrite dans le diagramme de la fi gure ~.5. 
b) Phase de transfert de données 
Pendant ce tt e pha se (état 7 de l a table I ) , les de ux sens 
de transmission de l'inforTiation s ont c ntrÔl és séparément. 
I l convient donc de distingue r le pri~ai re et le sec onda ire . 
L' état g l obal de l ' ETTD ( ou de l ' ETCD) sera en fait re pr é se r 
te r par deux sous - éta ts : 
- l' état du p r imai re (voir tabl e 2) 
- l' état du sec ondai re (voir t ab le 3 ). 
La r éce ption d 'une r éponse ( Ci'JDR, UA , RR , RNR , RE J) in -
flue nce l'ét at du .p ri :naire, celle d ' une commande ( SARM, 
Information) influence l' état du secondaire. 
La r éception d ' une trame DISC ou d ' une dem9nde de décon-
nexi on venant du niveau paquet fai t sorti r l' automate de 
l 1 ét 2t transfert de données. 
IME-OUT 
ETTD-SARM 
ETCD-SARM 
ETTD-UA, SARM 
ETCO - OISC 
----1 ElTO - UA 
ETTD-SARM ETCO- UA 
T I ME - 0 UT 
nco-01sc 
ETTO-UA 
ETCD-UA ETCD-SARM 
ETTD-UA 
ETCO-DISC 
ETTO-uA· 
ETCD-OISC 
ETTO--UA 
'-------l 
ETCO-SARM ~ -~ 
ETTO--UA 
PLUS DE N2 x T 1 
.DANS l' ET AT 6 
ETCO-UA 
F i g . 4 . 5 - diagramme d 'é tat de l' aut omate trame 2 
pour l 'é t abli ss e ment et la libération 
de la liaison d 1 accès . 
- l . -
ETCD-OISC 
ETTO-UA ,OISC 
Table I - Etablissement et libération de l a li ais on . -7!8-
CM OR 
~ RR ,RNR ,REJ . I, s SAR M 01 SC UA TIME-OUT CR>, N2 CONNEXION DECONNEXION REPONSE INV. COMMANDE INV. 
0 UA \: \:_ SARM 
E CONNECTE SARM UA 1 G N. ERREUR ERREUR ARMER Tl 
MES. 0. 
1 G N. 1 G N. CR.:O 
ARM ER Tl CR=O 
1 ~ \( \:_ SARM MEU.\:_ CR=O 
UA UA CR+1 CR-=O IG N. 1 GH. 1 G N . IGN. 
ARMER Tl ARMER T1 ARMER T1 
DISC 
~ UA \:_ ~ 
-
. 
2 UA ARMER T1 DESARMER T1 OISC IG N. CR=O 1 G N. 1 GN . 1 G N. 1 GN . 1 NIT. CR =O CR"1 ARMER T1 
MES. C. ARMER T1 OISC 
3 '(_ OESARMER\i- SARM MEs.E. ~ 
UA UA IN IT ARMER T1 CR:O 1 G N. 1 GN . 1 GN . 1 GN. 
MES . C . CR~1 ARMER T1 0 ISC 
4 \:.. ARMER T1 ~ OISC ~ MES.E. 
1 GN . UA ARMER T1 1 G N. 1 G N . 1 G N . IG N. CR=O MES 0 
C R ...1 
4' OISC ~ 0 IS C ~ OISC ~ 
IGN. UA ARMER T 1 ARMER T1 ARMER T1 1 GN . ·\ G N. 1 G N • 1 GN . CR= 0 CR= 0 CR=O 
~ DISC ~ 5 DESARMER T1 MES. E, 
1 G N. UA ARMER T1 1 GN . IG N . 1 GN . IG N . 
MES. 0. CRt 1 MES. D. 
6 UA ~ ~ 
1 G N. DESARMER T1 1 G N. ARMER Ti ME S. D. 1 G N. 1 G N . 1 G N . 1 G N . 
MES. D. CR1-1 
7 VOIR UA 
\:_ 
VOI R VOIR VOIR ~ VOIR VOIR OISC DIS C 
AN SFE RT SECONDAIRE CR=O PRIMAIRE PRIMAIRE PRIMA IRE 1 GN . C R=O PRIMAIRE S ECONOAIRE IE ARMER Tl ARMER Tl 0 NEES 
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Table sé quentielle 1: éte blis s ement et lib éra t i Jn de la 
l iais on 
Cette table décrit le comportement de l ' aut oo a te trame 2 
pendant la phase d ' éte.blis s ement ou de libération àe la 
liais on . 
Les entrées sont ana l ysées pa r l' automet e qui effectue une 
ac tion et éventuellement change d ' é tat . 
Les acti ons sont r e pri s es dans l e s case s de la tabl e. 
Lor s qu 'il y a lieu de chan6er d' état , l ' ét a t futu r est 
• • indi ué dans le co i n su pé r ieur d r o it de l e case concern é e. 
Entrées : 
SARM , DI SC, I : com.'11.andes correctes reçues de l ' ETCD . 
UÀ , Cri1DR, RNR , PSJ : r é po nses corr ectes reçues de 1 ' ~ TC D. 
Commande INV. trames re çue s de l' ETCf portant l'adre sse B 
mais non valid e pour une des ceus es s uivan-
te s : - champ C non valide pour une coomande 
- contient un N( S ) incorrect 
-l a longueur de l e t r ame est non va -
l able . 
Ré Do nse I rN . · tra ~es reçues de 1 ' ~ TCD port2nt l'adresse _;;._, 
mais non valide po ur une des causes suivan-
tes : - champ C non valid e pour une r éponse 
- cont ient un N(R) incorrect 
- contient un bit F mis à un a l ors que 
le primai re n ' est pas en re pr ise sur 
temporis2teur . 
-la l ong ueu r de l a tr ame est non v r l a -
ble . 
Time - out indi que que le te q?ori seteur est a rrivé en fin 
de c ourse 
CF >..- 2 ind i :..Ue que le c oo.:si teur de re t r an smi s s ion ( CR ) con -
ti ent une va l eur supé rieure ou ég a le à N 2 (nombre 
max i mum de retrans missions) au mome nt ou le temJ o-
risateur arrive en fin de c ou rse . 
1 . 
Connexi on 
Déconnexion 
Ac tions : 
=== = = = = 
DISC 
- 8'0-
le niveau paquet demande au niveau t r 2me d ' é t a -
blir la lieison avec l ' ~TCD . 
le niveau paquet ind i qu e au niveau t ra me au ' i l 
faut déconnecter la l iaison avec l '~ TCD . 
envoi d ' un SAHM avec D ' ,. a 0 vers l ' ETCD . 
envoi d ' un DISC avec P à O vers l ' ETCD . 
UA envoi d'un UA vers l'~ TCD pour acquit t er une com~an-
de SARM on DI SC, le bit Fest mis à I si le bit P de 
la coomande é tait à I . 
CR = 0 
CR+ I 
ARI.IBR TI 
remise à O du compteur de r et ransmission . 
le compt eur de retransmis sion est incrémenté 
d'une un i. té . 
le temporisateur est ar~é ou remi s au début de 
la temporisation s ' il ét a it dé jà armé . 
DESARr.lJER TI : le tempo risateur es t dé sarmé . 
lYŒS . C. : envoi d ' un mes ~age"ind icetion de connexion''vers 
l e niveau paquet . 
MES . D . 
D:'IES . E . 
envoi d'un mes s ege 11indic a tion de déconnexionn 
vers le niveau paquet . 
env o i d'un message nerre ur f atale 11 vers le ni -
veau paquet . 
I GN la trame re çue de l'ETCD ou l a demande re çue du 
niveau paquet est igno rée . 
ERP.EUR : indi que qu e l' é.'lléne ment d'entrée ne pouveit pa s 
se pr odui re pour un tel éta t de l'autom2te tr ame 2 
Ce type d ' erre ur entraîne une pr océdure de ma in -
tenance . 
Voi r Pr imai re : re port à la table séquentielle décrivant 
le co• po rt ement du pr i~ai re pendant l a 
phase de transfert de donn ées . 
Vo ir Se cond aire ide m pou r le s ec ondaire. 
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P ïT initi a lise r le t r ans f s r t de don~ ées . 
{ OR ·- 0 .
V(S) != 0 
V(N ) 
·- 0 .
V( R ) 
== 
0 
dernie r N(R) t r ans mi s := 0 ; 
lancer l' émis s i on des t r ame s d ' infor me t ion. 
} 
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Table séauentielle 2 Actions du primaire pendent la phas e 
Ent r é es 
Etats 
Actions 
de trensfert de d~nr-é e s 
C~.rrnR , UA , RB , PNR , RSJ : trames correctement reçues 
et don t le champ de commande est valide ainsi que la 
l ongueur. 
N ( R ) de INFO numéro N(F) d'une trame de type I , 
reçue par le secondaire de la même station. Bien que 
transmis dans une trame de co~~ande, i l s'agit en fa t 
d ' un élément de ré yonse pour le primaire . 
Les trames I contenant un t (R) incorrect sont donc 
traités comme des r énonse s inva lides . 
A. No rmal 
B. Bloaué 
C . Révei l 
dès que la liaison est établie le primaire 
se trouve dans l'ét e. t normal et peut trans-
mettre des trames d'in~ormation . 
cet étet est atteint lors de la réce ption 
d'un RNR indiquant un éte.t occupé dans l' 
autre station . L ' émission des trames d ' in -
formation est arrêté . 
si le temporisateur TT arriYe en fin de cour 
se pend ant la phase de transfert de l ' in -
formetion, le pr imaire s ff e c tue une re prise 
sur te mporisat eur. Il ~e sse dens l' é t a t 
réveil a près eYoir r éésis le première 
trame I non encore acquittée . 
D. Réinitialise.tian : lors de l a réce pt ion d ' une r épon -
se inva 1 ide ou d 1 une trame cr.~IR , le ...-- ri:rwi -
re encle nche une proc édure de r é initiali -
s a t ion q_ u i 1 e fa i t pes se r à l ' é te t D. 
mr : reinitialisation d ' un sens de transnissi on 
{ ,.. ,, i ~c: · arreter 1 em _o_ 1on des trames I; 
envoyer SAH I ; 
c:n := o; 
ermer TI;} 
Réné t :tion 
Action I 
Action 2 
Acti on 3 
,;..g4_ 
re r is e su r t e muo r isateur 
{relance r l ' ém i ssion de 1 2 t ~2me I 
do nt le ( S ) es t égal à V (l-. ) e t e ve c l e 
bit mis à I ; 
a r mer TI ; 
CR := CR +I ;} 
dans l ' é t at no r ma l , réce pt i on d ' un PR ave c 
F = O; 
{ Si (N(R) /= V ( n 
alors [ V(_J) := J( R ) ; 
l ibére r l es pa quets ac auittés 
- } 
S i ( · ( R ) = V ( S ) ) 
e l ors désarmer TI , 
sinon a r mer TI ; 
s inon : pas d ' ac t i ::m . J 
dans l ' état bloqué , r éce ption d ' un RR avec 
F = O; 
{v ( T) := N(R); 
l ibére r les pa qu e t s ac qu i ttés ; 
Si ( T ( R ) = V (:s ) 
alors désa r mer T 
s inon a r mer TI ; 
rel8nce r l ' ém i ssion des t r e _es è ' i nfo r -
ma t i on en séQu en ce ;} 
da ns l ' é tet no r ma l, r é ce pt ion d ' un PNR ave c 
F = O; 
{ arrê ter l' émissi on de s t r aoes d ' infor -
ms ti on·; 
V(N) := N(R) ; 
CR . - O· . -
' 
Si (N ( R ) := V( S ) 
2.l ors dé sarmer TI ; 
s ir..on a r mer TI ; } 
_ction 4 
.Action 5 
Action 6 
Action 7 
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dans l ' éte t bl oc_u é , r éce::,tion a ' un R_·:R avec 
F = 0 
( T( n : = N {R ); 
S i (N (a ) : = V(s)) 
alors désarmer TI ; 
sinon a r me r T_;} 
dans l' état normal , r é ce :ption d ' un RE J avec 
F = 0 
{ S i (N(R) f: V( N)) 
alors V{ N) := N,R ) ; 
l ibé rer les p2 ~uets ac quittés; 
CR := O; 
S i ( (R ) = V(S)) 
alors dé sarme r TI ; 
sinon rel2ncer l' émi s s ion des trames 
i nformation à :pa rtir de celle 
dont le 1(3) est= à V(N) ; · 
dans l ' état bloqué , r éc e ption d ' un PE J a~ec 
F = O 
V(,.T) : = ~(R) ; 
S i (N(R) = V(S) ) 
alors dé sarmer TI ; 
relancer l' é~ission des trames 
d 'info r metion en s équence ; 
sinon relancer l ' émi s s i on de s trames 
d ' informe.tian à parti r de celle 
dont le A(S ) est= à V(J) ; 
dans l' état réveil , r é ce 9tion d ' un PR avec 
F = I 
S i (N ( R ) t V(_ . )) 
alo rs V(N ) : = H(R ) ; 
libé rer les pe. quets ac quit t és; 
àésaroer TI ; 
Si (N(R )-/= V(S)) 
al ors relancer l ' émis s ion des tremes 
d ' info r mat i oL à ,ertir de celle 
Act i on 8 
Act i on 9 
Action IO 
dont le \ ( s ) e s t= à V(t ) ; 
sinon rel encer l ' émis s i on des trames 
d ' infor mation en s équence ; } 
dans l ' état réveil , réce ption d ' un Rt R avec 
F = I 
{V( N) : = T(R ) ; 
CR := O· 
' 
Si ( T ( R ) = V ( S )) 
alors désa r mer TI ; 
sinon armer TI ; } 
dans l ' état réveil , r éce ption d ' un F~ J avec 
F = I 
{ Si (N(R ) /. V(N )) 
alors f V(N) := N ( F ) ; 
libérer les pa ~ue t s ac quittés ; 
CR : = O; 
désarme r TI ; } 
Si (N(R) ! V( S )) 
alors rel ancer l' émiss ion des trames 
d'info r mati on à partir de celles 
dont le J (3 ) = V( N); 
sinon rel ancer l ' émiss ion des trames 
d 'infor ma t i on en s équence . } 
r éce ption d ' un lïA dans l ' é t a t réinitialisa -
t i an 
{ dés armer TI ; 
CR: = O; 
libérer les pa que t s qui on t é té déj à émi s 
(même non ac qu i ttés ) ; 
N ( S ) : = O ; 
V( N) : = O; 
relaI'-c e r l ' émissi on des t r ames d ' infor ma -
ti on en sé quence; 
envoyer une iI'- di ca tion de ré initi a l is a -
t ion au n i vea u pe qu e t ;} 
Action II 
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réce nt ion a 'un I (R ) d 'ü.ne treme a' informa-
tion 
{ Si (N(R) ! V( N )) 
alàrs { V( N) := N(R); 
CR := O;J 
Si N(R) = V( S ) 
a lors dés armer TI ; 
sinon armer TI ; J 
~
 
s Â NORMA
L B
 
RE
JET
 C 
RE
JET
 D
E 
CO
MM
AN
DE
 
D
 
OC
CUP
E 
Ta
bl
e 
3 
A
ct
io
ns
 d
u 
s
e
c
o
n
da
ir
e 
pe
nd
an
t 
la
 
ph
a
s
e
 
de
 
t
ra
n
s
fe
rt
 
de
s 
do
nn
ée
s
 
.
 
SAR
M 
I (N
/S):
V(R
)l:O
) I
~~
}•V
(R},P
:1
) l(
NtS
),v 
(R),P
.
o) 
I (H
(S)tV
IR),P
,
1) 
COM
MA
NDE
 IN
V. 
OC
CUP
ATÎO
N 
~ 
~ 
~ 
~ 
RA
Z 
AC
 K
 0
 
A
 C K
 1
 
RE
J_
f:0
 
RE
J,
f:
I 
CM
OR
 
RN
R 
~ 
~ 
~ 
~ 
~ 
RA
Z 
A
 C K
 0
 
AC
 K
 1
 
1 G
 N. 
RE
J,
f:
1 
CM
 DR
 
RN
R 
~ 
\E_
 
RA
Z 
CM
DR
 
CM
 DR
 
CM
DR
 
CM
 OR
 
CM
 OR
 
1 G
 N.
 
~ 
~
 
RA
Z 
1 G
 N. 
RN
R
,
f:
l 
1 G
 N. 
RN
R
.
f:
l 
CM
 OR
 
1 G
 N.
 
FIN
 o·
oc
cu
PA
Tio
~ 
1 G
 N.
 
1 G
 N.
 
1 G
 N. ~
 
RE
J.
f: 
0 
1 00
 r 
-89-
Table sé quenti el le 3 Actions du secondaire pe n da nt la oh ase 
Entrées 
Etat s 
Actions 
de transfert de donn ées 
I(N( S ) = V(R ), P = O) : trame d ' info r mation valide 
re çue en s é quence avec le b it P à O. 
I( N(S) = V(R) , P = I) 
I(N( S ) ~ V(R ), P = 0 ) 
idem avec P à I. 
trame d 'info r mati on valide 
reçue hors séquence avec le bit F à O. 
I(N(S) 1 V( R), P = I) : idem avec P à I . 
OccuDati on : détection d ' une condition d'occupation 
entraînant le pa ssage dans l ' état oc -
cu pé , pa r exemple : plus de place da ns un 
buffer. 
Fin d 'occuoation fin de la condition d'occupation , 
pa r exemple: lib ération de place 
dans un buffer saturé_ 
No r ma l : dès que la liaison est é tablie , le secondai re 
se trouve dans l'état normal et g arde cet état 
tant que les trames d'information sont re çues 
correctement et en sé quence . 
Rejet : le secondaire pass e dans l' é tat rejet ap rès avoir 
envoyé un REJ pour demander une r e transmission 
suite à la détection d ' une erreur de s é quence . 
Rejet de co m~ande : cet état est at t eint après l'envoi 
d'un CMDR pour indi quer le rejet d'une co~mande 
non valable . Dans cet é tat le secondai re attend 
une réinitialisation ve nant du pr imeire de l'au-
tre station . 
Occ upé : état at t eint a, r ès la détect i on d' cne c onditi on 
d ' occupation et l'envo i d ' un RNR . 
RAZ : re mise à O sur demande de r é initi a lisation 
{ V(R) := O; 
dernie r Nl R) transmis := O; 
envoye r UA avec F = au F re çu dans la corn-
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mande SA P. ,~ ; 
envoyer une indication de réinitialis ntion au ni -
veau paquet ; } 
ACK O: traitement d ' une trame I reçue en s éa uence avec P=O 
1 Si (buffer non rempli) 
V(R) := V(R)+I ; 
acquitte r avec le N( R) d ' une trame I si possi-
ble, sinon envoyer RR avec F : = O; 
extrai r e le paquet du champ I pour l ' envoyer 
vers l e niveau paquet ; 
Sinon - condition d'occupation J 
ACK I : tra i tement d ' une trame I re cue en s équence avec P=I 
{ Si (buffer non re!Jlpli )' 
V(R) := T(R)+I; 
envoyer RR avec F : = I ; 
extraire le paquet du champ I pour l'envoyer 
vers le niveau paquet ; 
Sinon - condition d ' occupation} 
Cl' • R: envoi d ' une trame rejet de commande . 
RE J : envoi d ' une trame rejet de sé quenc e , le champ infor-
mation de la tr2me I reçue hors s équence est ignoré . 
RI\'.°R : envoi a ' une trame nréce ption non prête11 pour indi quer 
un état occupé . 
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4 . 4 Implémentation de l ' au tom8te du niveau tr2me 2 
La structure du prog r amme r éa lisant les fonctions du ni -
veau tr ame 2 est donnée à la figure 4 .6 
Initialisation 
traitement 
du message 
t r aitement 
de la trame 
traitement 
du time - out 
Fig . 4 .6 - Structure de traitement de l ' automate . 
L ' automate teste une à une les s ource s d ' entré es possi -
bles qui sont : 
I) Les messages : a) - demande de connexion 
- demende de décon~ exion 
venant du 
niveau 
:::- a q_ ue t 
b) - fin de l a condi tion d ' occu~ati on; 
produit par le mod ul e q_ui e xtrait 
les paquets de buffin et les passe 
au niveau paquet . 
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2) Les trames reç ues par le niveau tr eme I et ~l ec ées dans 
le doub le ta ~p on d ' entrée (t rbu O et trbu I) . 
3 ) Le time - out positi onné par l ' arrivé e en f in de course 
du te mp8 risa t e ur Ti. 
4 . 4 . I Traitement des mes s ages 
oui 
CR := 0 
envoye r DISC 
armer TI 
passe r dans 
l ' état 4 
= 7 
non 
non 
= 0 
envoye r RE J 
secondaire passe 
dans l' étet b 
oui 
CR := 0 
envoyer 
SARll:1 
armer TI 
passer 
l ' é tat I 
mettre à O la zo ne des messages re çus 
Fi g . 4 . 7 - Ce t r aiteme nt corres pondant 2ux c olones 11con .exion11 e t 
11 dé connexion!T de l a table I et 11fin d ' occu_ ati on 11 de la 
table 3 • 
commande A 
0 
oui 1' 
I NFO 
CO.MMAN. 
INV. SARM 
IGN. 
erreu r 
d'adresse 
IGNORER 
la trame 
DISC 
fin 
B (ré.panse) 
REP. 
INV. 
0 
non 
IGN. 
0 
RR REJ 
UA 
RNR 
Fig. 4 . 8 - Anal yse du champ .L\DRE':,SE et du champ de COMMANDE • 
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CMDR 
REPONSE 
I NV. 
REP . 
INV. 
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4 . 4 . 2 Tr2it ement des tr ames 
L' au tomete central consu lte le t ampon d ' entr ée si une 
trame y est plac ée il le tr a ite . 
La fi gure 4 . 8 mont r e comment l ' analyse du ch2mp d ' adresse et 
du ch amp de co~~ande es t fai t e afin de dé terminer le ty pe 
de la trame reçue . Cette anal yse abo u t it sur le ch o ix d ' une 
ent rée d ans une des 3 tables s équen t ie l les . On pe ut dès lors 
dé c i der en fonction de l' état dans le quel se t rouve l ' auto -
mate , quelles actions doi t ê t re acc omplies et dans quel 
ét a t l ' aut omate do it passer . 
A chaque ty!)e de t rame corre s , on d· une r out ine oui ·'.) orte le 
nom de l a t r 2me trait ée . 
a iguillage 
s u ivant 
l ' état 
r------J actions 
e t i ons 
Fig . 4 . 9 - s tructure 
de tr2i tement pour une trame . 
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Toute s ces routines ont la même structu re (figure 3.S ) . 
Le trait ement commence pa r un contrôle de val ièité po rt ant 
sur la longueu r de la t r ame et sur les valeurs de N(S ) et 
N(R) pour le s trames po r tant c e s numéros de séq_uence . 
Les trames non valides sont t r aité es par des r out ines a ~pr o-
pr iées (RP- INV et CO - INV ). 
Si l a t rame est correcte , il n ' y a plus qu ' à déte r miner à 
parti r de l' éta t de l'aut omat e auelle case de l a table s é -
quentielle doit être consultée . 
Chaque r ectangle 11Action11 de l a fig 4 . 9 corres pond à une 
case. La pr ogrammation est t r è s facile c a r elle neut se f ai re 
. . 
directement à pa rtir des tables s équenti el les . 
Exemcles : voici quelq_ues exe my les de ro ~t ines qui trai t ent 
chacune un type de trame. 
Elles s on t écri t es en l ang2ge C~.1C qui est une 
version simpl ifiée èu l angage C. 
(ceci en vue du pas ~age sur le micro-orèinateur). 
a) Définitions des variables mani pu l ées pa r ce s nrog r am~es 
char trbuO [ TRSIZE J ; / * premier buffer pour la réception des trames*/ 
char trbu1 [ TRSIZE J ; / * second buffer pour la réception des trames*/ 
char tro_fl ; / * indique le buffer trame qui do~t être examiné*/ 
char tri_fl ; / * indique le buffer trame qui do~t être rempli */ 
char *tri_pt / * pointeur d'entrée dans les buffers pour trames*/ 
char *tro_pt / * pointeur de sortie des buffers pour trames*/ 
char *trf_pt / * pointeur ou l'on sauve l'adresse de début du buffer 
trarne examiné' */ 
char adr_er / * contient le nombre d 'erreurs d'adresse détectées 
par l'automate*/ 
char tirrout / * indicateur de reveil du timer */ 
char *window [8] ; 
char v_send ; / * 
char v_rec ; / * 
char v_nack; / * 
/ * contient l'adresse de chaque paquet déja émis*/ 
contient le numéro de la prochaine trame à émettre*/ 
contient le numér o de la prochaine trame à recevoir*/ 
~ontient le numéro de la première t rame émise mais non 
char 
char 
char 
char 
char 
char 
char 
char 
n_rec , 
n_send ; 
intNR , 
lastNR ; 
rep_ct ; 
state ; 
stateS ; 
stateP , 
encore acquitée */ 
/ * numéro d'acquittement recu dans la trame traitée*/ 
/ * numéro d'envoi de la trame traitée*/ 
/ * intermédiaire pour l 'acquittement en cours de transfert 
/ * dernier acquittement envoyé par l'émetteur*/ 
/ * compteur de répétition d'envoi d'une même trame*/ 
/ * contient l'état général de l'automate*/ 
/ * contient l'état du secondaire*/ 
/ * contient l'état du primaire*/ 
char mes_rq 
char cmdes ; 
char xmi_ab 
char xmi_rq 
char xmi_fl 
char xmi_cd 
char xmi_sv 
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/ * contient les demandes de message à envoyer vers le 
niveau 'paquet'*/ 
/ * contient les commandes recues du niveau 'paquet'*/ 
/* . flag de demande d'abandon de la trame I en cours à 
l'emetteur */ 
/* byte de dépot des demandes d'envoi des trames U et S */ 
/* flag d'indication d'activité de l'émetteur*/ 
/ * byte de dépot des commandes concernant l'émission des 
paquets*/ 
/ * contient le type de la trame en cours de transfert*/ 
b) Tr aitement de l a trame DI SC 
dise () { 
if (*trf_pt == 2 
switch (state) 
case 0 
case 1 
case 3 
case 8 
case 2 
case 7 
case 4 
case 5 
case 6 
contrôle de validité 
aiguillage 
send ( UA , (*tro_pt & 020 )) 
break; 
send ( UA . , ( *tro_pt &. 020 ) ) 
state = 8 ; 
break; 
send (UA, (*tro_pt & 020 )) 
send ( DISC , 0) ; 
rep_ct = 0 ; 
startT () ; 
state = 05 
break; 
send ( UA 
state = 5 
break ; 
send ( UA 
stopT () ; 
mes ro =i 02 
drssta () 
state = 0 
break 
' 
(*tro_pt & 020 )) 
(*tro_pt & 020 )) 
default : stop (2) 
} 
else co_inv ( ) 
} 
(voir colone :::nsc de la table 1 ) 
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c) Tr aitement de la t rame RR dans l ' état t ransfer t de données 
rr_7 () { 
switch (stateP) { 
} 
case a if (*tro_pt & 020) { 
case 'b, 
else 
xrni_cd 
rep_ct 
send ( 
startT 
stateP 
} 
= 0 ; 
= 0 
' SARM 
( ) 
-ct -
= 
' 
0 ) ' ; 
; 
if (n rec != v nack) { 
- ack ()-; 
} 
' 
rep_ct = 0 ; 
if (n_rec == v_send) stopT () 
else startT () 
break ; 
if (*tro_pt & 020) { 
xrni_cd = 0 
' rep_ct = 0 .
' send ( SARM 
' 
0 ) 
startT () ; 
stateP = , d , ; 
} 
else { 
ack () ; 
if ( n rec == v_send ) stopT () 
else start T ( ) 
xrni_cd = 01 ; 
stateP = , a, 
} ; 
break; 
case c if (*tro_pt & 020) { 
case 'ct' : 
default 
} ; 
stopî () ; 
if (n rec != v nack) { 
- ack ()-; 
rep_ct = 0 ; 
} ; 
if (n_rec != v_send) { 
xrni_cd = 02 
xmi_ab = 01 
} 
else xrni_cd = 01 
stateP = a 
} 
else ignore () ; 
break; 
ignore () ; 
break; 
stop (3) ; 
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d) Ge stion des de mande s d ' e nvoi a d r ess é es à l ' émet t e u r 
/ * cette routine gère les demandes d 'envoi généréespar l'automate. 
si xmi rq est vide (pas de demande en attente pour l'émetteur), 
- / 
* / 
la nouvelle demande est placee dans xmi_rq en tenant compte du 
bit P/ F. 
si une demande se trouve déj a dans xmi_rq i l faut attendre que 
l'émetteur la prenne en charge ,ce qu'il indique en remettant 
. ; 
xmi_rq a zero • 
dans certains cas ( RR,RNR,REJ ) une nouvelle demande pourra 
se substituer directement a celle déja présente • 
il n'y a donc jamais plus d, une demande en attente à l, emetteur. • 
send ( code , f lag ) char code , flag { 
} 
switch ( code ) { 
case RR: 
case RNR : 
case REJ : 
if (xmi_rq < 05) xmi_rq = (code : flag ) 
else { v.Thile ( xmi_rq) wai ':in () 
ret urn 
xmi_rq = (code : flag) ; 
} ; 
break 
case SARM: 
case DISC : 
i f (xmi_rq) { 
else 
break 
case UA 
case CMDR : 
{ 
xrni_ab = 
while ( 
xrni_rq = } 
xrni_rq = 
xrni_ab = } ; 
01 ; 
xrni_rq ) 
(code 
(code 
0 1 . 
' 
while (xmi_rq) waitin () ; 
xrni_rq = (code i flag) ; 
break; 
default 
stop(9) 
} 
waitin 
flag) 
flag) 
() 
' 
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4 . 5 Gestion des buffers de pa quets 
Les deux buffe rs sont g f r és de faç on i denti que ~ 
Ce sont en fait des z ones c ontinues de mémoi re dont la tail-
le est un paramètre de l ' i mp l émentat i on . 
I) r ode d e range ment des oa auets 
Les p a que t s sont. ra n6 é s _ ' un à 1 a s u i t e d e 1 ' autre . 
Chaque pa quet est pr écédé d ' un octet cont enant sa longueur 
et est rangé de façon con t inue dan3 le buf f er . 
Si on a r ri ve à l a fin du buffe r et que le paquet à ranger 
ne pe ut être r angé en entier on l ' indi que en :.1e tt e.nt à 0 
le pre mie r octet libre ( s ' il en reste au moins I ) . 
On rec ommence alors à ranger au début du buffer . 
2 ) Variables de contrôle (3 xe mp les pour buffer d 'e nt r ée 
bu - in ( =BUFFr1 ) ) 
Les vari ab les s ui v antes s ont utilis é es pou r contrôler les 
opé rat ions sur le buffer : 
char bu in (BISI ZE) ; buf fe r d ' entrée pou r les pa quet s re -
çus sur la ligne 
ch2. r bi_ ip t 
char bi ou t 
- . 
int bi fct 
pointeu r sur la pre miè r e pl ace l ibre pour 
l ' entr ée de s c 2r 2ctères dans bu in 
pointeur sur le pr ochain C 2 r ac tère à s orti r 
de bu in 
compteur du noobre de places l ibres dans bu in 
int bi pe t contient le nomb r e de pa quets en et tente dans 
-
bu in 
3 ) Opérat ions ~ur l e buffe r 
Les fi 6ures 4 . I O et 4 . II donn e nt les al 0 ori thmes pou r le 
rang ement et l ' e x traction d ' un ~aquet . 
non 
non 
ranger la longueur; 
ranger le paquet; 
décrémenter le compteur 
de places libres de lg+1 
incrémenter le compteur 
de paquet; de 1! 
oui 
OK 
ranger O; 
décrémenter le compteur de places 
libres du nombre d'octets perdus 
retourner au début du buffer; 
non 
Fig. 4 . 1 0 - · Rangement d'un paquet dans le buffer • 
oui 
non 
extraire le paquet; 
incrémenter le compteur 
de places libres de lg+1 
décrémenter le compteur 
de paquets de T ; 
l 
OK 
libérer les octets perdus 
lors du rangement ; 
r e tourner au début du buffer; 
Fig. 4.11' - Extraction d'un paquet hors du b uffer . 
~ 
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4 . 6 Procédure de test de l' i mp l émen te tion de l'automa te 
du niveau t r ame 2 
La mise eu point de l ' automate a Ét é fa ite sur l ' or dina -
teur pd p II/IO qu i possédait l' av anta3e d ' ê t re déj à connec -
té sur le pdp II/45 à l ' aide d 'un interfece DR1i-C. 
4 . 6 . I Configuration de test · SH:1TRA 
pdp 1t, / 10 
------ ...-i..--
GESTION 
DU 
DR 1'1'-C 
EN 
BUFFO UT .. '3 IMULATION t---r----. 
DE 
-
D ,....V~RECEPTION 
TRAME 11 
EN 
EMISSI ON 1------- _.....,_--+-Jo" R , AUTOMATE 
DE 
GESTION 
DE LA 
PROCEDURE 
TRAME 2 
!ERS 
ILE: 
pdp 
111 / 45 
1' 
1' 
1 
C 
, 
D 
L 
1 
1' 
~r-- GESTI ON' 
~ 
$IMULATION 
DU 
DR 1'1-C 
EN 
EMISSIO~..........__ 
(ETTD) 
BUFFIN 
DE V.,.,. 
~ 
TRA!vl 2 1' 
EN 
RECEPTION 
:=" i gu re L~ . 12 St ructure de sr=-~TFA 
I 
TERMI N.A!E. 
( ETCD )' 
LB fi gure 4 . 12 mont re la configur ati on ~tilisée po ur 
teste r l ' auto~ete . Le r ôl e èe l ' =TCD est re mDl i 92. r un o pé -
r ateur hu~e in qui conve r se evec 1 '1TT_ eu moye n d ' un ter -
minal vi déo . 
" Ceci est renèu possible g r ac e aux deux mod ul es cu i gè re 
l ' interface as ynchrone ~LII auque l es t connec t é le te r ~ inal 
Les tr ames à envoyer vers l' =TCD s ont visualis ées de f açon 
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mémonique pour pouvoir être facilement interprétées par 
l' opéreteur . 
re la même façon un mécanisme simple pernet à l ' o pérateur 
d ' envoyer les trames à l' J TTD au moyen du clavier du 
terminal. 
Il est éga l ement possible de simuler des erreurs sur l e 
champ adress e, sur le champ ' com~ande et sur la longueu r de 
la trame envoyée vers l ' automate . 
A~in de pouvoir s u ivre l ' évolution de l ' autonate , son état 
est également visualisé sur l ' é~ran du terminal . 
Les fonctio ns d ' interface avec le niveau paquet son t quand 
à elles remplies par les modules oui gèrent l 1 interfcce 
DR-11C . 
De cette façon on peut envoyer de s paquets et des messages 
grâce à un programme tournant sur la pdp II - 45 . 
4 . 6 . 2 Procédure de test 
La démarche suivie est la suivante : 
Pour chaque étet que peut prendre l ' aut omat e on génè rent 
tous les événer.1ents auxquels i l peut être s ou.::::i s . 
Pour chacun de ces événe ments on v érif~e si la transition 
et les actions de l ' automate sont conformes aux tab l es 
séquentie _les décr~tes en 4 . 3 . 
4 . 7 Conversion des programmes pour le micro - ordinateur 
4 . 7 . I Structure du micro - ordinate ur ( Fig . 4 .1 3) 
" ' • " 
1 
Jp I NT-SRF ACE D. M. A. I NT ERFACS ~ 
1(5 PARALLELE 1 (2 P . I.A .) cont rôleur H. D. L . C . ,..__,· \ 
~ j ort cl:,ô fi 
'f. 
A.C.I.A . 
~ BUS 
., 
~ - , If 
J 68 00 
7ér (111 ·,, (/ / 
R . A. M. C .P. U. S .P. R. O. M. 
-103-
La fi gure 4 . 13 nous montre l' architecture dµ micro- or di -
neteur dévelo ppé per l e g rou :ç e -C: UIY . 
L ' é lément central es t un micro - pr ocess e ur rcotorola 68 00 
auqu el on a adjoint : 
- un interfece pa r a llèle pour com~uni quer avec le pè p 
(c ompat ible avec le DRII - C) utilisant 2 c ircui ts FIAS . 
- un interf2ce HDLC équipé d ' un ci r cuit intégré s péci a l i s É 
r éalisant toutes le s ·fonctions du sous - niveau envel op-
pe de trame (t t ame 1) 
. -
- une mémoi re vive (S.Al.1 ) pour les buffers et l es va r iab les. 
- une mémoire mo rte po ur ranger les progr e:.-1mes . 
- un inte rface série (ACIA ) pour con~ecte r un te r mina l . 
- un contrô l eur d ' 2ccès di r ect :iémo i re ( Df.!IAC) . 
Ca pable de contrôler l'inte rf s ce pa r allè l e et l 1 inter -
f ace ED LC et do n t l e rôle est d 1 accé l é rer les o~ér2 -
tions d ' entr ées - sorties . 
4 . 7 . 2 Modificati ons à a pport e r aux p r ::igraJ1_1:1.es de se.TF.A 
Auc une modification n 1 a du ~t re a poort ée à l a st r uctu re 
des r outines qu i ont é t é test ées s ur le pdy ~I/IO . 
Seuls quel ques po ints de dé t ai ls tels QUe les ad resses 
phys i que s et le contrô le du t emporisat eur ont néces ~i té 
que l ques modifications . 
La diff ére nce princ i pale ent re le pdp TI /IO et le 
mic r o - or dinateur r éside dans l a geotion de s int ~rr up -
tions . Le mic ro - or dineteu r nécessit a nt une re cherche 
pa r pr og r amme de l a source d ' interrupt i on et le 
b r anc heme nt à l a routine de t rai t e ments adéqu ate . 
Ce ci néc es site de défini r des n ive aux de pri or i té s 
po ur l e g es tion des i nterrupt ions en foncti ::in de le 
nature des événement s qu i les proèu i sent . 
_ous ces p r ob l ème s ont é té r ésolus et l e version mic r o-
or dincteu r de SI~.:TF~~ a é té testé e :ie l a • êo.e f açon que 
celle qui avait é té ~i se au point si r le pdp II/I O y 
c omp r is l' inte rconnexion avec le pdp II /45 . 
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5 . Conc lusi ons 
=-=== =-=-== 
5 . I Etet d ' avancement du trevail 
On peut résumer comme suit l a li s te des trav2ux effectués : 
I) Impl ément2tion de l ' automate trame 2 sur le pdp II/IO avec 
une simulation des entrées - ·sorties vers 18 ligne . 
Progra '.nmes éc rits en la ngage C : 
- Ensemble des routines de gestion de la procédure (trai -
tement des messages , des trames et du time - out) . 
- Routines de gestion du I'Ef1- C, pour l'échange de paq_uets et 
de mes ~ages sur l 1 interf2c e trame - pa quet . 
- Routines de gestion du DLII . Gé rant la réce ption des c 2rac -
tères envoyés perle clavier du ter ~inal (simuletion des 
trames r eçues de 1 ' 3 TCD) et l ' émissi on de cerectères vers 
le terminal pour simuler l ' envoi des t~ 2mes vers l ' ETCD . 
- Routine d ' initialisati on. 
- En assembleur pdpII - définitions de vecteurs d ' interrup-
tion 
- r outi nes s pécif i q_u es au pèp J I/IO . 
Ces modules ont é té test és pu is mis ensembles ~ou r former 
SH,ITPA. 
Les tests effect ués sur SICTTFA ont é té les suivants 
- test complet des f onctions de l ' automa te trame 2 
- test complet des fonctions de l ' interf2ce avec 
le niveau paquet y com_ris l'intég r 2tion avec le 
driver trapac s u r la pdp II/45 . 
(voir mémoire de P. Lambion) 
2) Conversion des progr ammes de SI MTPA pou r le micro -
ordina teur . 
Les r outine s de gest i on du rRII - C ont été ada ptées-r,our 
la gestion des PIA ' S po ur la commur-ication avec le 0dD 
II /45 . 
Les r outines de 3esti on du DL- II ont été a da ptées pour 
gé rer l ' AC I A sur le quel est c onnect é le terminal . 
-1'0 5 -
Les routines pr op res au micro - ordineteur ont é t é éc rites en 
assembleur motorol a 6800 . ( polling des sources d'inter rupti on, 
contrôle du temporisateur, etc . ) . 
Les t ests comp2 ra bles à ceu x effectué s sur le pdp I I / I O ont 
été fait sur le micro - ordinet eur . 
Version comulète du niveau tra me 
Les routines de gestion de l'interface HDLC et du contrôleur 
DM ont été écrite s et test ées pa r Y. ~eudin et ~ . 7 one . 
Leur int ég r ation avec les autres modules du niveau trame 
est en vo ie d 'a chèvement . 
Rema r que : le champ di agnostic des t r ames ClIDR n'est pa s 
utilisé dans l a version i ~p l émentée auss i, ce cham: 
est - il t oujours à O. 
5 . 2 Les difficultés de rée.lis ation 
La · conve rsion des progra"lrnes pou r le mi:::ro - ordinateur a po s E 
un cert2 i n nombre de problèmes. Le cross - c ompi lateur cmc 
dont nous disposions n 1 ét2it pas au point , les traductions 
en assembleu r 6800 ont du être corrig ées manuellement . 
De r lus , la mise au point du micro - or dinsteu r à ret r r der le ~ 
tests du logiciel devant tourner sur celui - ci . 
Les routines d ' émission et de r é ception des tr emes ont du 
être r éécrites entièrement en as s e mb leur 6800 po ur évi -
ter les problèmes posés par la compilation au l2ngc1ge Ci:'JC . 
5 . 3 Evolution po s s ible pour l ' avenir 
Pour donner suite à notre travail on peut envisager les 
points suivants : 
- améliorer le mic ro-ordinateu r en p2s s2nt de 1 2 versi on 
e xpé rimentale à une vers ion plus r ationne lle et }lis f ieole . 
- étudier le niveau trame sur le plan des pe rformances en 
fonction des valeurs donné es aux pa ra mè tres d 1 impléoent 2-
tion . (t 2 ille des buffers , durée au te mp:J risateur, 
n omb re maximum de trames émises en antici pation , etc . ) . 
On peut envisage r d ' autres a pnlic 8 tions du niveau tr ame 
notaoment pour une liaison de uo int à Joint entre 2 ord ina -
te urs . 
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0 Introduction ... 0.1 
Chapitre 0: Introduction .. 
Q .. J.. Description générale .. 
Le travail consiste en l ' implémentation de ce qui est nécessaire pour 
que des applications appartenant à des utilisateurs puissent effectuer des 
entrées sorties sur un réseau d'ordinateurs fonctionnant avec le protocole 
X25.. Cela inclut donc un gérant de ce protocole a:insi que les fonctions 
primitives mises à la disposition des utilisateurs .. 
Q .. ,2.. Objectif initial .. 
Le but est d ' adapter a un ordinateur PDPll/45 , avec système 
d ' exploitation UNIX , les éléments nécessaires pour le rendre apte et compa-
tible à une connexion avec un réseau d'ordinateurs fonctionnant suivant le 
protocole X25 défini par le CCITT .. Pour ne pas surcharger le PDP , une par-
t i e du travail s'effectuera sur un système à microprocesseur .. 
Se servant de la bipolarité du protocole X25 logiciel, la gestion de 
l ' un des niveaux (niveau 2) est implémentée sur le microprocesseur , 1 ·autre 
(niveau 3) sur le PDP .. Le niveau 1 est un protocole physique. Sur le PDP 
sont ajoutées les fonctions (appelé par la suite niveau 4) pour le raccord 
entre le protocole X25 et les programnes utilisateurs .. Voir schéma S01 .. 
La première partie du mémoire qui a été écrite par J .. ART et traite du 
niveau 2 contient également une description générale et plus fouillée du 
travail .. Il est utile d'en prendre connaissance pour se faire une idée de 
l ' ensemble implémenté .. 
Les transferts peuvent être de type quelconque et couvrir par exemple 
l'utilisation interactive d'un système à partir de l ' autre, l'échange de 
données entre applications , le transfert de fichiers .. Voir schéma S01 .. 
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Q .. J. Contraintes et objectif réel 
Comme il n ' est pas possible de disposer d ' un réseau ni mÊme de deux 
ordinateurs identiques , le réseau est court-circuité et le PDP 11/45 rem-
plit le rôle de deux ordinateurs .. Cela est obtenu de la façon suivante : ce 
qui sortira par un interface vers un microprocesseur , rentrera par un autre 
interface en venant directement d ' un deuxième microprocesseur.. Ces deux 
0 Introduction~ 0.2 
microprocesseurs sont directement reliés ~ Ce qui donne le schém~ S02,. 
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Cela nécess i te évidemment quelques modifications au niveau 2 et au 
niveau 3 mais rien qui soit fondamental~ Certes , la solution ne permet pas 
de vér ifier la compatibilité avec un réseau mais au moins permet de se ren-
dre compte si l ' implémentation est cohérente : ce qui sort doit pouvoir 
entrer et réciproquement , 
Remarque: 
Par la suite , l or squ ' il ser a auestion du moniteur 
entendr e l ' ensemble composé 
- des fonctions de gestion du protocole X25 paquet4 
, 
reseau , il 
- des fonct i ons de liaison avec les applications des utilisateurs , 
- des fonctions de contrôle de ces applications~ 
faud ra 
X25, niveau paquet 1 .. 1 
Chapitre 1: Le protocole X25, niveau paquet .. 
1-.1- Notions et définitions principales .. 
l•.1•1.• Eléments principaux .. 
Le protocole logiciel X25 a été défini par le CCITT pour régir le 
raccordement d'une machine à un réseau travaillant par conmutation des 
paquets ... On dit qu'il y a conmutation des paquets car l'unité de 
transfert est le paquet, séquence de bits de longueur variable mais 
limitée à un maximum défini .. 
Chaque paquet possède un champ de conmande de contenu bien défini 
exprimant le travail demandé au réseau et d'un champ de données à rem-
plir au gré de 1 • utilisateur du réseau ( gérant du protocole sur la 
machine et par extension 1 · utilisateur au sens large ) .. 
La machine à relier au réseau est couranment appelée ETTD 
(Elément Terminal de Traitement de Données) et le point de raccorde-
ment (noeud du réseau) est l'ETCD (Elément Terminal de Conmutation de 
Données) .. 
Le Protocole permet la conmunication entre plusieurs utilisateurs 
d'un ETTD et des utilisateurs d'un nombre indéterminé d'ETTDs, et ce, 
par une seule liaison physique au réseau .. Voir schéma S11 .. Cela est 
dû au fait que le protocole dispose de deux niveaux : 
- le niveau trame (niveau 2) qui s'occupe de la gestion de la con-
nexion physique entre l'ETTD et l'ETCD .. 
- le niveau paquet (niveau 3) qui s'occupe de la gestion des voies 
logiques .. 
Une voie logique est la liaison logique, non nécessairement 
attachée à une liaison physique, entre une application d'un ETTD et 
une autre application d'un autre ETTD .. La ligne physique ETTD - ETCD 
est multiplexée entre plusieurs voies logiques .. Voir schéma S11. 
Chaque voie logique est définie par un numéro valable pour une liaison 
ETTD - ETCD; le réseaù fera la correspondance entre les numéros d'une 
même voie logique au départ et à l'arrivée .. 
Le niveau trame s'occupe de la gestion de la voie physique en 
faisant passer des paquets des voies logiques entre l'ETTD et l'ETCD .. 
Le niveau paquet gère la voie logique .. 
L'action du niveau trame est strictement limitée à la liaison ETTD -
ETCD tandis que l'action du niveau paquet a des répercussions d'un 
ETTD à l'autre .. 
1._1 .. ~ .. Etablissement et rupture .9.'~ voie logique ... 
La voie logique a une durée de vie limitée à la nécessité d'une 
liaison entre deux ETTD5(cela peut représenter le temps d'exécution 
d'une application, le temps de travail d'une personne à un terminal) 
alors qu'une voie physique (ETTD - ETCD) peut avoir une durée beaucoup 
plus grande (session d'ordinateur ou plus).. Une voie logique doit 
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donc être établie et rompue à la demande. Il faut donc qu'il existe 
des commandes de l ' ETTD vers le réseau et du réseau vers l'ETTD pour 
effèctué ces deux actions ; ce sont : 
- paquet d'appel . 
- paquet de confirmation d'appel . 
paquet de libération. 
- paquet de confi rmation de libération. 
Deux paramètres sont nécessaires dans un paquet d'appel issu d ' un 
ETTD : 
- un identificateur de l a voie logique choisi par l ' ETTDa car 
chaque liaison doit êtr e caractérisée dès le début. 
- une adresse de l'inter locuteur ETTDb (destinataire de l ' appel). 
Le paquet d ' appel est acheminé par le réseau jusou ' à cet interlo-
cuteur ETTDb . Les paramètres du paquet d ' appel sont alors : 
- un iden ificateur de la voie logique choisi par l'ETCD , 
éventuellement différent de celui selectionné par ETTDa (le 
réseau fera la correspondance) . 
- une adresse de l'interlocuteur ETTDa (expéditeur de l ' appel). 
Ayant pris connaissance de cet appel , l ' ETTDb pourra app uver 1~ 
communication (paquet de confirmation d ' appel) ou la refuser (paquet 
de demande de libération), Ces paquets ont pour argument 
l ' identificateur de voie logique défini entre le réseau et ETTDb 
L ' ETTDa recevra 1·un de ces paauets avec l ' identificateur de voie 
lo~ique défini entre 1·ETroa et le réseau . Voir schémas S12 et S13 , 
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Le paquet de liberation est envoye 
par un ETTD s ' il refuse la liaison lors de l'appel ou parce u ' il 
veut arrêter cette liaison. 
par le réseau pour une raison technique interne . 
La réponse à une demande de libération est un paquet de confirma-
tion de libération et dès cet instant, la voie lo igue est considérée 
libre . Voir schéma S14 
Remarques : Alors aue la réponse à un paouet d'appel vient de l'ETTD 
interlocuteur , la réponse a une demande de libération émise par l'ETTD 
vient de l ' ETCD auquel il est connecté ; la procédure d ' appel est 
directe ct ' un ETTDa vers un ETTDb , la procédure de libération se fait 
en cascade ETTDa vers ETCD puis à l'intérieur du réseau et enfin de 
1 ' ETCD vers ETTDb. Dans le cas de saturation de l ' ETTD appelé, le 
réseau prend la décision de libérer la voie logique de l ' appelant. 
Voir schémas S15 et S16. 
ETT-1) -9 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
' 
S Ch e.'rnf:il 5-? fr 
Tt'? 19d.s P/lc 
' 
' 
' 
' 
' 
' 
/ 
' 
I 
' I 
I 
' 
I 
' 
' 
I 
' 
I 
' 
'I l'-
I ' 
' I 
I 
I 
/ 
/ 
I ' I ~ - - '·- I_ I' ' 
'î t~ 
\..__ __ ~ ----~' V 
..l/c1111e'e.r c/e'l~ui le .s 
ETT..]) ,g 
X25, niveau paquet 
Schémas 14ci111)ac ne )el-LI ela.tltt. le t:.ù~u.i! 
V/zlue ! ex lü E TT .21,9 e/- ETT .2J 13 
s~ /, e'me,.. .FTT..l>..13 
S1s 
-- - - -
--
-- .!,,,,_ 
- - 7 ... , 
ETTJJ,9 a.);et/e ETT~-s ln.t::u.s ETT..bc 
a }f e f (e e1t. l7l. e"' 1" e lé ni: f s é-77...lJ 1 
[rr .!>;; T ,R /7 IY .s Pl/ <:. . 
~ ------- - ---- -
ffrrd I f ,~ -----__ _ f 11f,t.Q.H ' 
' 
' 
' 
' 
' lQttt:t.t.o, " 
' 
' 
' 
eo/fi/1"i,t nJ,eatr, - - - - - - - - -
ff4'f;,e, 
-- -
E TT..J> B 
1 5 
1 X25, niveau paquet 1.6 
1_.1 • .3.. Transfert de données .. 
La voie logique étant établie, corrmence le transfert des paquets 
de données .. Ceux-ci ont pour arguments: 
- le numéro de voie logique. 
- un système de contrôle de flux. 
Chaaue paquet est numéroté modulo 8 au départ de o. Le principe 
de base du contrôle de flux est la notion de crédit ou notion de 
fenêtre. Le destinataire et l'expéditeur sont d'accord sur un 
crédit(nombre) de paquets qui peuvent être envoyés sans avoir recu un 
acquittement de ceux précéderrment envoyés .. Ce nombre s'appelle aussi 
fenêtre .. 
Exemple: 
Soit un crédit de 3 
On peut envoyer les paquets numérotés: 
O, 1, 2 sans avoir reçu un acquittement .. 
Supposons que l'acquittement du paquet O est reçu, alors on peut 
envoyer le numéro 3; et ainsi de suite .. 
Pour 
s'attend 
1 'exemple 
2; ...... ) .. 
acquitter un paquet, on envoie le numéro du paquet que 
a recevoir ou que l'on va prendre en considération .. 
pour acquitter O on envoie 1; pour acquit t er 1 on 
l'on 
dans 
envoie 
Ce "numéro" d'acquittement peut être envoyé par un paquet parti-
culier (paquet RR) ou dans un champ spécial du paquet de données (dans 
le cas d'un échange dans les deux sens) .. 
Il faut bien préciser que ce système de contrôle de flux est val-
able uniquement entre l'ETTD et l'ETCD, dédicacé à chaque voie lo-
gique .. Il ne s'agit pas d'un contrôle de bout en bout de voie lo-
gique .. 
Corrme le protocole X25 n'oblige pas 1·acquittement d'un paquet 
dès son arrivée à destination, le récepteur peut contrôler le trafic 
sur la voie logique .. Dans le cas où le récepteur est l'ETTD, tout 
ralentissement ou arrêt peut provoquer à 1·autre bout de la voie lo-
gique un ralentissement ou un arrêt car la capacité de mémoire du 
réseau est limitée .. 
Tout n'est pas parfait, dès lors une faute dans le controle de 
flux (mauvais séquencement , dépassement du crédit, acquittement non 
valable) provoque l'activation d'une procédure de réinitialisation 
dont les conséquences dans le réseau sont: Voi·,... 4e/,b.,,,a s-? 8 
remise à zéro de la numérotation des paquets des deux côtés de la 
voie logique .. 
- élimination des paquets de données de la voie logique se trouvant 
dans l'ensemble du réseau .. 
- ----- ----------------- - - - ---
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Les deux ETTDs sont avertis par un paquet (demande de 
réinitialisation) et tant qu'ils n'auront pas marqué leur accord (con-
firmation de réinitialisation) , aucun paquet de données ne sera pris 
en considéra ion . Une fois que la confirmation aura eu lieu , les 
transferts reprendront sur cette voie logiaue. 
·L · ETTD , tout conrne le reseau , peut prendre 1 · initiative d, une 
réinitialisation (mauvais contrôle de flux ou cause interne). Il ne 
pourra envoyer de paquet de données tant que l ' ETCD n ' aura pas 
confirmé . Tout corrrne la libération , la réinitialisation se fait en 
cascade jusqu'à l ' autre ETTD. 
1-1-~- Initialisation du niveau paouet. 
Tout ce qui vient d'être décrit est relatif à une voie logique et 
touche chacune séparément ; il est cependant nécessaire d ' initialiser 
1 'ensemble des voies lo iques c ' est à dire le niveau paquet. (par ex-
emple au début de la session d'ordinateur ou lors de 1 ' activation du 
niveau physique) . Pour ce faire , il existe le paquet de reprise dont 
l'effet est identique au paquet de libération sauf que son action 
s ' é t end simultanément à toutes les voies logiques d ' un même ETTD. 
La reprise aura lieu lors de la connexion ct'un ETTD au reseau 
(après le SARM du niveau trame) , lors de la déconnexion (avant le DISC 
du niveau trame) , ou encore lors de problèmes touchant la ligne elle-
mëme . Normalement la reprise viendra de l'ETCD mais rien n ' empêche 
l ' ETTD d ' en prendre l'initiative. 
Après une demande de reprise, les voies logiques retrouvent 
1 ' état normal lorsqu'une confirmation de reprise y a répondu. Lors 
d ' une reprise, et pour les voies logiques qui seraient actives , le 
réseau générera une demande de libération pour les interlocuteurs de 
l ' ETTD victime d 'une demande de reprise Voir schéma S17, 
1-2- Quelques détails et options du protocole X25 paquet. 
IL est utile de préciser ouelques points plus pratiques et 
options proposées pa r le protocole X25 et/ou par TRANSPAC 
toutes est impossible mais quelques unes ont un interët pour 
(implémentation ou protocole d ' un niveau encore supérieur) . 
1-2-1- Système 1 ' adresse ; diagnostics et causes. 
quelques 
Les citer 
la suite 
Le système d ' adresse est basé sur la localisation physique et non 
sur une localisation lo~ique , c ·e t à dire que si une application 
" facture " peut êtr e implémentée sur plusieur s ETTDs , un utilisateur 
désirant se servir de cette application devra adresser l ' ETTD où elle 
est située . Le réseau ne possède pas de tables de corr espondances : 
nom d'une application (lo~ique) <-> lieu actuel d ' implémentation (phy-
sique) . L' adresse elle- même est habituellement divisée en sous-
adresses : 
- un indicatif de la région géographioue ~ 
un indicatif de l'ETCD. En effet plusi eurs ETCDs peuvent être 
reliés à un même ETTD ; sans compter les possibilités de connex-
ions multiples-. 
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- un indicatif de l'EïTD ... 
- un indicatif d ' une application de l'ETTD ou du protocole "bout en 
bout" valable pour cet ETTD ... 
Les adresses (appelant et appelé) sont codées en séquence de 1/2 
octet, l'appelant inmédiatement suivi de l ' appelé ... (packed décimal de 
IBM) . 
Pour ce qui est des paquets de 
réinitialisation , reprise), ils disposent 
composé de deux octets : 
demande (libération, 
d ' un champ d'explication 
- un octet (cause) rempli par le réseau indique la source (demande 
par l'ETTD , par le niveau technique du réseau, ........ ) ... 
- un octet (diagnostic) étant à la disposition de l'utilisateur 
(ETTD) donne des renseignements supplémentaires ... Ce diagnostic 
doit être défini par un protocole de bout en bout-. 
1-~-~ ... Fonctions spéciales. 
En plus des fonctions déjà décrites, le protocole X25 paquet 
offre encore quelques options ou facilités pour étoffer le travail 
avec le réseau : 
- ajoutes au contrôle de flux,. 
Le paquet RNR est une version du paquet RR disposant en 
plus d'une fonction de "non prêt à recevoir" . Seul un ETTDa peut 
prendre l ' initiative de l ' émission d'un RNR... Ce paquet est 
transmis à l'autre ETTDb et ainsi lui "demande" d 'arrêter 
l'émission -. La transmission sera débloquée par un envoi RR-. Il 
n'y a aucune obligation dans le paquet RNR et entr'autre il 
n'empêche pas la réception de paquets par l ' ETTDa, à concurrence 
du crédit,. Si l'ETTDa ne tient pas compte de ces paquets, il 
peut se servir de la mémoire du réseau qui garde copie des pa-
quets recus après le passage du RNR et recevoir à nouveau ces pa-
quets par> une demande spéciale (paquet REJ) . 
- modification du débit .Q!! 1s, ligne-. 
Cette mcx:iification est possible en changeant la dimension de 
la fenêtre et la longueur maximum des paquèts ... Ces deux variables 
sont liés au nombre maximum de voies lo iques sur cet ETTD et au 
débit physique de la ligne par une règle donnée dans les docu-
ments TRANSPAC-. La dimension de la fenêtre et la longueur max-
imum des paquets peuvent être déterminées lors du raccordement ou 
être mcx:iifiées dynamiquement lors de l'établissement de chaque 
voie logique 
(elles figurent alors dans le paquet d ' appel)-. 
- bits spéciaux du paquet de données,. 
Dans le paquet de données , il existe: 
- d'une part un qualificateur de données dont l'usage est 
déterminé par accord entre les deux ETTDs 
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d'autre part un indicateur de données à suivre signalant que 
ce paquet est suivi d ' un autre dont les informations consti-
tuent un prolongement de celleyci. 
- données g_'interruption. 
Il s'agit d'un paquet possédant un champ (1 octet) qui con-
tient des données de l'utilisateur.. Ce paquet possède les 
propiétés suivantes: 
- il n'est pas soumis au contrôle de flux. 
il est prioritaire en cas de file d'attente . 
il est détruit par un réinitialisation .. 
il possède son propre acquittement (paquet confirmation 
d'interruption). 
- voies logiques permanentes. 
c·est une liaison entre deux ETTDs qui est établie pour une 
très longue durée; il n'existe plus de paquets d'appel , de 
libération ou de reprise pour ces voies logiques car ils sont 
remplacés par des paquets de réinitialisation. 
- voies logiques spécialisées fil entrée ma .fil!. sortie .. 
Certaines 
l'abonnement, 
d'appel .. 
1-~-3- Options externes .. 
voies 
elles 
logiques sont particularisées 
interdisent l'émission ou la 
Pour éviter des blocages intempestifs, 
1 · utilisation 
TRANSPAC 
lors de 
réception 
conseille 
d'un temporisateur amie lors de l'envoi de demandes (appel, 
libération, réinitialisation, reprise ) et désarmé lors de la 
réception des confirmations .. Cela évite de rester bloqué si la 
1;gne physique est rompue ou en cas d'incident de l'ETCD et/ou du 
reseau .. 
- d'un système évitant l'interblocage lors de l'échange des 
données.. Deux applications créant des informations à envoyer 
avant de consonmer les données recues peuvent saturer la corrmuni-
cation dans les deux sens en bloquant les mémoires des ETTDs et 
du réseau., 
d'un algorithme pour choisir les numéros de voies logiques .. Cela 
pour éviter les collisions d'appels. Les numéros des voies lo-
giques établies au départ de l'ETTD comnencent à O; tandis que 
pour celles établies au départ de l'ETCD, les numéros partent du 
nombre maximum vers 01o 
- d'un système de sauvetage sur disques qui peut être utile mais 
doit être envisagé avec un protocole supérieur prévu entre les 
deux ETTDs .. 
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1 • .3.. Protocole X25 paquet implémenté. 
1 .3.-1• Conditions de travail. 
1-. 10 
Dès que l ' on pense à l ' implémentation , un 
celui des tests. Comment vérifi er la validité 
protocole X25 ; surtout lorsqu ' on ne dispose ni 
système simulant correctement le r éseau? 
problème se pose 
du progranme gérant le 
d'un réseau ni d'un 
L ' idée est alors 
d ' abord de construire un ETTD existant en deux versions ETTDa et 
ETIDb dans une même machine ; 
- ensuite de construire un ETCD (noeud de réseau) simulant le com-
portement du réseau. 
et f i nalement on relie l e tout. voir schéma S19. 
Ce genre de solution nécessite deux machines pour le niveau pa-
quet et quatre pour le niveau trame. Cela permet de vérifier au moins 
l a cohérence des programnes . 
Cette solution est cependant fort compliquée dans le chef de 
l ' ETCD paquet dont on i gnore le1 comportement sous l ' influence du 
réseau. En mettant certaines contraintes on peut supprimer l ' EîCD pa-
quet. 
1,.3. g. Connexion directe ETTD-EîTD. 
Quel est le t r avail de l ' ETCD? 
Vu ce qui précède, on constate que le protocole X25 paquet possède 
plusieurs degrés de complexité ... Un ETTD peut comprendre le strict 
minimum pour être compatible ou bien posséder toutes les options et 
facilités-.. L' ETCD doit alors, soit suppléer à la "pauvreté" de 
1 ' E'I'TD , soit contrôler l'usage des options par l'ETTD. Cependant, 
parmi ces options et facilités, beaucoup sont des tests ou systèmes 
qui peuvent servir à vérifier le travail d'un autre ETTD plus 
" pauvre" . Aussi , on essaie de construire un ETTD en ajoutant au 
str ict minimum des fonctions pour pouvoir 
- émettre, recevoir et contrôler des appels . 
- travailler et contrôler un échange de données avec une fenëtre 
supérieure à 1,. 
prendre l ' initiative de réinitialisation , libération et reprise. 
contrôler la validité des paquets et de leurs paramètres 
- éviter le blocage sur corrmandes et/ou sur données. Limiter les 
collisions d'app~ls. 
Ainsi l'ETTD peut effectuer les tâches qu'un ETCD devrait faire 
pour le contrôler. Par la suite , cette combinaison, ETTD plus fonc-
tions de contrôle de l'ETCD, sera norrmée ETTD tout simplement. 
La connexion ETTD--ETTD devient possible en résolvant 
problème: la numérotation des voies logiques; ce qui est 
inversant l ' algorithme de la fonction conçue pour limiter 
sions d'appels: 
le dernier 
possible en 
les colli-
Le niveau trame peut aussi être amenage, et la solution devient 
X25, niveau paquet 
comme sur le schéma S110~ 
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Ce qui nécessite une machine pour les deux niveaux "paquet " et 
deux machines pour les niveaux "trame" . 
Le niveau paquet peut encore évoluer en décidant que les n 
pr emières voies logiques correspondent au niveau trame ETTDa et les 
aut rés au niveau trame ETTDb. Ce qui donne le schéma S111. 
Il est bien évident que cette solution ne permet pas de 
la compatibilité de l 'ETTD avec un réseau ni de "bénéficier" 
est généré ou accepté par le réseau uniauement. Mais au 
pourra vérifier la cohérence des protocoles implémentés. 
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l-3-3- Options et facilités. 
Parmi les options et facilités décrites plus haut , certaines ont 
été implémentées : 
- temporisateur, détection de blocage, algorithme de numérotation 
de voies logiques car elles sont nécessaires pour éliminer 
l ' ETCD. 
- possibilités d'émettre, de recevoir et de traiter tous les pa-
gu~t~ , y_comp~is _RN~ et.interruptions s~uf le paquet_REJ. Cela a 
ete 1rnplemente des a present car les aJouter pouvait provoquer 
des perturbations dans l'automate représentant le protocole 
(contrôle de flux). 
- dimension de la fenêtre supérieure a 1, bit Met bit Q pour leur 
interêt. 
D'autres op~ions peuvent être implémentées sans difficultés, 
elles ont été prevues: 
- modification dynamique de la dimension de la fenêtre et de la 
longueur des paquets, 
introduction des voies logiques spécialisées. 
- mémorisation des paquets sur disques. 
Seul le paquet REJ ne peut et ne pourra 
est prévu qu'un ETTD ne reçoit jamais ce type 
une connexion directe ETTD- ETTD. De plus il 
contrôle de flux. 
l•3-~- Table séquentielle, 
être implémenté car il 
de paquet or on effectue 
perturbe gravement le 
Pour analyser l'ensemble du protocole, sa représentation sous 
forme d'automate et de table séauentielle facilite le travail~ 
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2 Protocole superieur. 
Chapitre 2: Protocole supérieur. 
~ l~ Influence du protocole X25 paquet. 
Le protocole X25 paquet est utilisé entre un ETTD et un réseau; même 
si son influence porte jusqu'à l'autre ETTD, il n'est pas un protocole de 
bout en bout .. Or le problème est de relier et de contrôler deux processus 
en activité sur des machines différentes. Il manque certaines choses pour 
atteindre cet objectif. 
~.z_. Réseau .Q. ·ordinateurs différents .. 
La première difficulté vient de ce que X25 ne s occupe pas de la na-
ture ni des conditions d'.emploi des ETTDs au niveau de 1 ·utilisateur La 
puissance, au point de vue X25, du moniteur réseau (voir 0.2) est 
rééquilibrée et contrôlée par celui-ci; c'est à dire qu'un moniteur dispo-
sant de toutes les options et facilités du protocole X25 peut corrmuniquer 
avec un moniteur qui n'effectue que les fonctions de base. Le réseau aura 
équilibré leur puissance,. 
Des problèmes se posent donc à un niveau supérieur: 
Comment signaler qu'une machine travaille en interactif ou en traite-
ment p:1r lots? Les interprêteurs de corrmandes ne sont pas 
nécessairement les mêmes; le format d'entrée et de sortie des données 
peut être aussi différent .. Si de plus, la machine fonctionne alterna-
tivement suivant les deux systèmes, le problème est · d'autant plus 
compliqué.. Certes, on pourrait supposer que l'utilisateur est au 
courant des conditions d'emploi mais cela n'est pas souhaitable et 
peu probable .. 
Comment savoir où et corrment sera connecté le réseau? s'agit-il d'une 
entrée type terminal ou lecteur de cartes et d'une sortie imprimante 
ou encore une entrée/sortie spéciale? Tout cela peut avoir une influ-
ence sur les formats. 
Exemple: 
pour une entrée lecteur de carte, format: 
8 caractères de contrôle et 72 caractères effectifs .. 
pour une sortie imprimante, format: 
1 caractère de contrôle et 131 caractères effectifs,. 
pour une entrée/sortie type disque, format: 
bloc physiquei, 
Comment savoir le code caractère en vigueur sur l'autre machine? 
La liaison dans ce cas pose des problèmes de conversion d'un code 
à un autre ( éventuellement octet<-> sextet <-> nonet)~ 
Il faut donc construire un protocole supérieur qui définirait par 
exemple : 
2 Protocole superieur .. 
- un format conrnun de données .. 
- quelques colllllal1des spéciales lisibles 
interprèteur dans les conditions d'emploi 
- des fonctions de conversion de formats .. 
La liste d'exemples n ' est pas exhaustive .. 
par n'importe 
les plus diverses ... 
2 .. 2 
quel 
g, .. .3.. Absence de contrôle de .Q.Q1!t_ fil bout .. 
La deuxième difficulté est le transfert de données à travers le 
réseau. Celui- ci certifie que les paquets de données seront acheminés dans 
l'ordre et avec une probabilité d'exactitude élevée mais non égal à 1; et 
il ne fournit au~un moyen de contrôle .. Cela oblige l ' utilisateur à faire 
"confiance" au reseau d ' autant plus qu'il n ' a même pas acces aux 
vérifications de parité (FCS au niveau trame) puisqu'elles sont faites à ce 
niveau et même dans un module hardware .. Donc difficultés 
- pour récupérer une erreur détectée, 
- pour insérer un nouveau contrôle de parité qui utiliserait les 
résultats de l'ancien, 
pour repérer l'origine de l ' erreur c'est à dire voir si l'erreur vient 
de l'intérieur du réseau ou seulement de la liaison ETTD<->ETCD. 
A remarquer également que tout nouveau protocole de transfert de 
données entre ETTDs (utilisateurs) est tributaire de ce qui est défini en 
2 .. 1 et ne peut entrer en contradiction avec le contrôle de flux du niveau 
paquet, principalement pour ce qui est du flux de paquets et surtout des 
procédures de réémission qui pourraient être définies .. 
g, .. ,!l. Echange de données indépendantes de l'utilisateur .. 
Troisième difficulté et la plus proche de l'implémentation: c'est 
l'échange , entre les deux ETTDs , d'informations indépendantes de celles de 
la communication entre les applications. Ces informations se rapportent: 
- à l'utilisateur : type de l'utilisateur, sa priorité au niveau de l'un 
des ETTDs .. Un super utilisateur sur un ETTD doit-il posséder un mëme 
statut sur un autre ETTD? N'est-il pas intéressant de définir des 
utilisateurs particuliers au niveau du réseau ou d'une comnunication 
E'ITD-ETTD. 
- aux applications : nombre, type, état, numéro de processus, caractère à 
envoyer pour les tuer. 
au contrôle des terminaux , ou lecteur de cartes, ou ..... : caractères à 
envoyer pour lire une carte, stopper une imprimante, changer le mode 
du terminal. Exemple: 
Lors du login: l'entrée des caractères doit se faire 
sans écho pour le mot de passe; or ce n'est pas la 
ligne qui se mettre "non écho" mais l'ETTD ou est 
relié le terminal. Voir schéma S21 .. Il faut arrêter 
l'écho en A même si l'ordre vient de B .. 
Toutes ces informations sont à échanger entre les deux ETTDs mais 
leur origine et leur destination ne sont pas les applications mais les 
2 Protocole superieur,. 
systèmes d'exploitation ou les protocoles supérieurs 
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ou autres fonctions spéciales,. Il faut donc les qualifier pour 
l'émission, les reperer en réception et les traiter de façon bien 
précise,. 
2_.5. Conclusions,. 
Tous ces exemples prouvent l'utilité de protocole supérieur au niveau 
X25, défini pour plusieurs types de machines de fonctions différentes,. 
Le protocole X25 fournit quelques annes entr'autres: 
- groupe fermé d'abonnés,. 
- voies logiques spécialisées,. 
- qualificateur dans les paquets de données,. 
Les moniteurs réseaux des ETTDs doivent être renforcés pour supporter 
des protocoles supérieurs (sauvetage sur disques,,.,.,.),. 
Il existe certainement d'autres problèmes; le but était d'en montrer 
quelques uns, les principaux, et non d'en faire une liste complète et en-
core moins d'y apporter une solution,. 
Le moniteur réseau implémenté ne s'occupe d'aucun de ces problèmes; 
pour l'instant, il se contente de P,érer le protocole X25, d'effectuer la 
liaison avec les applications et éventuellement de les controler; les 
seules vérifications ont pour but de lui éviter tout problème et corrup-
tion: arrêt imnédiat de l'exécution de l'application fautive et libération 
de la voie logique sont les solutions à la moindre difficulté,. 
3 Reseau et utilisateurs .. 3-. 1 
Chapitre 3: Le reseau et ses utilisateurs-. 
l-1- Utilisateurs internes et externes .. 
Lorsqu 'on regarde les utilisateurs d'un ordinateur qui se servent ct'un 
réseau, on peut les répartir en deux catégories: · 
- ceux qui, à l'origine, étaient déjà actifs sur l'ordinateur et qui ont 
demandé à utiliser le réseau .. Ce sont les utilisateurs internes-. 
ceux qui sont devenus actifs sur cette machine-ci en venant du réseau. 
On les noillllera par la suite les utilisateurs externes-. 
Par rapport au réseau, un utilisateur est toujours interne sur l'un 
des ETTDs et externe sur l'autre-. 
Au niveau du moniteur réseau, on essaye de tendre vers une banalisa-
tion des utilisateurs; ce qui veut donc dire que le moniteur ne fera rien 
de plus pour contrôler un utilisateur interne qu'un utilisateur externe. 
Pour les premiers, il faut donc construire un système de contrôle ca-
pabl~ de prendre des initiatives lorsque la liaison par le réseau est 
coupee-. 
Pour les seconds, il faut un système qui traduira en clair les indica-
tions venant du moniteur réseau ou codera et vérifiera les demandes de 
l'utilisateur,. 
l-~- SHELL - interprêteur de corrrnandes. 
Comme à tout systëme d'exploitation, un interprêteur de corrrnandes est 
relié à UNIX, son nom: le SHELL .. Pour chaque terminal, un processus est 
créé et y est rattaché ; cela est fait par INIT, autre processus qui a été 
lancé par UNIX lui-même .. 
Chaque fois qu'un processus meurt, INIT est réactivé et en créera un 
nouveau pour ce tenninal,. Chaque processus exécute un SHELL, c'est à dire 
- commence l'exécution directèment après le ·1ogin' de l 'utilisateur .. 
- interprète les oonrnandes et prograrrmes de l'utilisateur en créant un 
processus fils pour chacun d'eux,. 
- meurt lorsque 1 'util isateur fait un 'break' .. 
l-.3, Etapes de la transmission .. 
Tout ce qui est relatif à la transmission (établissement et rupture de 
la communication, transfert de données) se fait en deux étapes .. 
étape entre l'utilisateur et le moniteur réseau. 
étape entre le moniteur réseau et le reseau proprement dit. Voir 
schéma s31 .. 
3 Reseau et utilisateurs~ 
Pour établir une conmunication avec un autre ETTD au départ d'une ap-
plication: 
- on établit d ' abord une liaison avec le moniteur réseau~ 
- on prolonge ensuite cette liaison vers l ' autre ETTD. 
Pour ce faire, on dispose des fonctions primitives "rqline" et 11 neto-
pen11 .. 
A ce moment, on a acces au fonctions du moniteur reseau qui permet-
tent : 
- le transfert de ou vers l'autre ETTD ~ 
le nettoyage ou vidange des buffers relatif à la comnunication. 
la possibilité d ' envoyer des données rapides c'est à dire de provoquer 
l ' envoi d'un paquet d ' interruption. 
la possibilité de remettre à zéro toutes les voies logiques; ce qui 
correspond à une reprise. 
la modification des priorités et variables internes du moniteur 
reseau .. 
Les deux dernières fonctions ne sont accessibles qu'à un util isateur 
privilégié .. 
A cela s'ajoutent deux fonctions: 
rupture de la liaison entre le moniteur réseau et l'autre ETTD .. 
rupture de la liaison entre l'application de l'utilisateur et le moni-
teur .. 
Cette séparation en deux étapes vient du fait que: 
les vitesses de transmission sur le réseau et de consorrmation (ou pro-
duction) des données sont sensiblement différentes. 
- une rupture de la corrmunication dans le réseau ne doit pas rendre 
inaccessible les informations bufferisées dans les t ampons du moniteur 
réseau. 
Ainsi on peut arriver à la situation suivante: 
il existe une coupure au niveau de la liaison à travers le réseau 
mais, par contre , l'application de l'utilisateur continue à tourner 
jusqu'à l'épuisement des informations lui fournies par sa liaison avec 
le moniteur réseau~ 
D'autre part pour prévenir l'utilisateur qu'il y a des nouvel les in-
formations de contrôle pour lui, le moniteur réseau provoque une interrup-
tion du processus. Si l ' utilisateur n'a pas prévu de traiter cette interr-
uption, le processus sera tué. D'où nécessité de construire une routine 
qui prendra connaissance de ces informations et en fera le traitement .. 
3 Reseau et utilisateurs. 
}. • .!:!_. Commande NETWORK pour les utilisateurs internes-. 
En voyant le paragraphe précédent, on se rend compte qu'il y a beauco-
up à faire lorsqu'on veut travailler en faisant des entrées/sorties sur le 
réseau; c'est beaucoup trop pour les prograrrrnes quelconques déjà écrits 
(qu'il faudrait modifier) ou à écrire-. Le prograrrrneur devrait en effet 
connaitre toutes les subtilités permises et demandées par le moniteur 
réseau~ Aussi a-t- on partagé le travail: 
d'une part une corrrnande, NETWORK, qui, tout corrme le 
responsable des processus utilisateurs vis à vis 
d'exploitation, sera , elle , responsable des processus vis 
SHELL est 
du système 
à vis du 
moniteur réseau. 
- d'autre part les progranmes utilisateurs ne pourront que lire e t 
écrire sur le réseau puisque celui-ci sera considéré corrme un simple 
fichier spécial (/dev/net) au même titre qu'un lecteur de cartes ou 
une imprimante. 
Quel sera le travail de NETWORK? En réalité, il s'agit d'une boucle 
dont les actions sont : Voir schéma S32. 
- après lancement par le SHELL, capter les caractères que l'utilisateur 
tape sur le clavier du terminal. 
- analyser cette chaine de caractères et 
- soit exécuter le programme ou la corrmande 
l'ordinateur (création d'un processus fils). 
- soit transmettre la chaine au moniteur réseau 
1 • autre ETTD-. 
- soit traduire en corrrnande et l'envoyer 
exécution-. 
s'il appartient a 
pour émission vers 
au moniteur pour 
- Lire les caractères envoyés par le moniteur réseau et les afficher à 
l'écran. 
- traiter les interruptions pour réceptionner les cofll!landes et données 
de contrôle, et les traiter en les affichant en clair au terminal. 
Remarque: 
c'est l'utilisateur qui reste maitre pour toutes les décisions à prendre._ 
3 Reseau et utilisateurs~ 3. 4 
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3 Reseau et utilisateurs. 3-. 5 
Dans le cas où des processus fils sont crees pour exécuter des pro-
grarrmes de l 'ordinateur , cet;tX-Ci peuvent effectuer des E/S sur le r éseau 
(uniquement lecture et écriture, pas de corrmandes) Tout ce qu' ils 
écriront sur le fichier /dev/net sera transmis à l'interlocuteur, de même 
tout ce qui aura été reçu sera accessible en lisant /dev/net. 
NETWORK contrôlera (comme le SHELL) ces processus fils, intervenant 
s'il y a des problèmes avec le reseau .. 
.3,. • .5. .• Commande NETIN pour les utilisateurs externes. 
NETIN est une version du SHELL où sont ajoutées : 
- une routine modifiant les entrées-sorties standards .. 
- une routine de traitement d'interruption pour réception des corrmandes 
et des données de contrôle .. Le traitement est fait immédiatement; i l 
en résulte des décisions qui ont pour but la sécurité de l'ensemble du 
système. (mort des processus concernés et rupture de cormnunication). 
Pour l'instant, NETIN ne vérifie rien quant aux corrmandes et pro-
grarrmes exécutés.. C.Omme on l'a vu au 2 , des effets de bord peuvent 
contrarier l 'exécution de ces prograrrmes .. 
} • .Q.. I ni tialisation des NETINs, processus NETINIT. 
Le nombre de processus externes est limité lors de l'acti vat i on du 
moniteur .. Ils sont créés et initialisés par un process us 11 NETINIT11 qui s u-
pervisera leur travail, Voir schémas S33 et S34. 
Le rôle du moniteur se limite alors à mettre en liaison une voie lo-
gique et un processus 11 NETIN" jusque là en attente. C'est la seule chose 
qui différencie, pour le moniteur réseau, un utilisateur interne d'un uti l-
isateur externe .. 
La fonction du processus "NETINIT" n'est pas sans rappeler celle du 
processus N'1 de UNIX : "INIT" qui accroche un processus à chaque terminal. 
3 
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Chapit re 4: Le moniteur r eseau RTTX25 . 
1-l• Composition du monik .ur réseau .. 
Le moniteur r éseau comprend : 
Le moniteur gérant dll protocole X25 paquet (fichier PCKX25). 
- Un pseudo protocole de bout en bout et responsable de la liaison avec 
l'utilisateur (fichier ENDEND). 
Des fonctions accessoires (fichiers UCLX25 , DRX25 , GERANT) • 
..!:!_. 2_ . Place du moniteur reseau dans le système .. 
!:!_.i .. 1 .. Définition .. 
Par 11 système 11 , on entend l ' ensemble composé du système 
d ' exploitation UNIX et des processus utilisateurs , travaillant ou non 
avec le réseau , internes ou externes .. 
..!:!_ .~ .. i .. Solutions possibles. 
Tr ivialement , on const ate qu un moniteur a deux places possibles : 
l ' i nclure dans le système d exploitation .. Voir schéma S4 1 .. 
le laisser à l'extéri eur en lui donnant un statut utilisateur 
Voir schéma S42 . 
Cette dernière soluti on possède plusieurs variantes : 
utilisateur à statut normal . 
- utilisateur à statut spécial (super utilisateur). 
- définition cl , un nouveau type d · utilisat eur ( résident par exem-
ple ) . 
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Inclure le moniteur dans UNIX semble , du point de vue reseau la 
meilleure solution : 
- Rapidité puisqu'il serait prioritaire sur l'ensemble des utilisa-
teurs, peut être sur des fonctions du système d'exploitation. De 
plus il serait indépendant de la gestion de la mémoire (swap in 
swap out) UNIX étant résident .. 
- Facilité de liaison avec les applications utilisant le reseau 
râce aux appels systèmes déjà existant ou à rajouter .. 
- Transfert avec le niveau trame piloté par les interruptions de 
l ' interface physique DR11 - C .. 
Par contre, si on considère l'ensemble du système, une baisse 
sensible des performances risque de se produire .. 
Même en implémentant une version minimum du protocole X25 paquet, 
le travail est important d 'où consonmation du processeur et de place 
mémoire pour le code objet et surtout pour les données; il est 
également à noter que peu de fonctions de UNIX serviront dans le moni-
teur réseau .. 
L' espace disponible pour les utilisateurs sera diminué d'où: 
augmentation des aller retour avec le disaue de mémoire secon-
daire .. 
- temps de réponse augmenté pour tous les utilisateurs .. 
Laisser le moniteur à l'extérieur en lui donnant un statut util-
isateur n 'offre éviderrment pas les mânes avantages pour le réseau Le 
fait d ' être considéré corrme un processus utilisateur le rend tribu-
taire des algorithmes d'allocation de mémoire et du processeur d'où: 
baisse sensible de la vitesse d'exécution, 
ralentissement dans.la construction et le traitement des paquets. 
Pour toutes les 
entrées-sorties , U 
p~isque le moniteur 
memoire .. 
applications n'~tilisant pas le réseau, pou: les 
n'y a pas d augmentation du temps de repense 
ne risque pas de monopoliser processeur et 
Quant aux autres applications, elles subiront le contre coup du 
ralentissement du moniteur et leurs entrées-sorties seront bien moins 
rapides .. 
Cette solution possède un autre désavantage se situant dans les 
problè~es de liaison entre le moniteur réseau et les processus util-
isateurs d'une part , et le niveau trame d ' autre part.. (micropro-
cesseur via interface DR11-C); Des solutions ont été trouvées en ra-
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joutant des modules spéciaux dans le système d'exlo i tation~ 
Finalement , le point de vue système général, ses performances et 
le temps de réponse de tous les utilisateurs est pl us important que le 
moniteur réseau~ Le PDP est un mini ordinateur , il ne peut supporter 
une telle surcharge à son système d'exploitation. 
c ·e t pourquoi, il a été décidé de faire exécuter le moniteur en 
statut utilisateur. 
Un autre avantage a é~alement fait pencher la balance : c'est la 
facilité de mise au point surtout lorsque la machine ne sert pas 
seulement à construire un moniteur réseau. 
Comme précisé , plus haut , plusieurs variantes existent dans cette 
solution: 
- utilisateur à statut normal. 
- utilisateur à statut spécial (super utilisateur). 
- définition d'un nouveau type d ' utilisateur (résident par exem-
ple). 
Trois aménagements ont donc été apportés au moniteur réseau et a 
l'environnement : Voir schéma S43, 
Ajoute dans UNIX d, un module facilitant la conrnunication entre 
processus répertoriés sous des utilisateurs différents. 
Ajoute dans UNIX d 'un module, moniteur d 'interface physique 
DR11-C disposant de tampons et fonctionnant a l'aide 
d'interruptions hardware. 
Modification du statut du moniteur réseau qui sera activé en mode 
super utilisateur, lui donnant ainsi une priorité supérieure et 
un pouvoir de contrôle sur les autres processus. 
~-~-J. Moniteur de conmunication inter processus. 
~-~-3-l• Solutions et justifications. 
Le statut dans le système étant décidé, il reste à trouver 
une solution pour conrnuniquer avec les applications sous s tatut 
utilisateur. Quel est le problème? 
D'un coté, des processus regroupés en applications faisant 
des ent rées-sorties sur le réseau c ' est à dire envoyant et re-
cevant des caractères , demandant des actions spéciales (com-
mandes), recevant des données de contrôle. Ces processus sont 
répertoriés par UNIX sous des utilisateurs différents. 
D'un autre coté, un processus , le moniteur reseau, traitant 
et générant tous ces caractères et comnandes. Il faut mettre en 
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communication ces processus. 
Une solution est de définir des zones de stockage temporaire 
sur disgues accessibles alternativement par l'un puis l'autre 
Voir schema S44. 
Cette solution relève du bricolage, de plus, elle est d 'une 
grande lenteur. Aussi , a- t-on pensé faire corrmuniquer le pro-
cessus directement avec les autres. 
Il exist e déjà un système plus ou moins identique dans UNIX : 
un processus voudrait entrer en liaison avec le fils qu'il va 
créer; aussi définit-il un ou plusieurs "pipes 11 puis il crée son 
fils.. Chaque "pipe" défini est identifiable par deux numéros 
"descripteur de fichier" (identique à celui attribué lors de 
l ' ouverture d'un fichier quelconque). Ces numéros sont passés 
comme a rgument au fils qui les utilisera pour lire et écrire. Le 
père fera de même et sera ainsi en liaison avec son fil s . Voir 
schéma S45. 
Ce syst ème a un défaut : la liaison doit être définie avant 
la création d u f'i.ls 
Or , dans le cas présent, le processus moniteur existe depuis 
longtemps lorsque subitement le processus ut · l isateur nouvelle-
ment créé veut corrmuniquer. 
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~-Z-J .g. Description de la fonction du moniteur reseau . 
Pour résoudre ce problème, on a int roduit la notion de faux 
device c ' est à dire des éléments possédant un nom au mêr.ie ti tr 
qu ' une imprimante par exemple, éléments s ur l esouels les 
opérations d ' entrées- sorties habituelles ont une influence (open , 
read, write , .•. ) . 
A ces éléments correspondent dans UNIX non pas un appareil 
physique mais deux files d'attente . Ainsi , deux processu 
d ' utilisateurs différents s ' étant mis d' accord sur le nom de ce 
faux device (il en existe 16) l ' ouvrent chacun séparément en cxle 
écriture et en mode lecture . Chaque foi s que l ' un deux écrit , il 
remplit une file d ' attente et , chaaue fois au ' il lit , i l vi de 
1 'autre . Voir schéma S46. Réciproquement pour l ' autre pro-
cessus . 
Une dernière amélioration a encor e été faite en ajoutant un 
17ème élément dont le comportement est un peu spécial : l'ouvrir 
(appel système open) éouivaut à ouvrir l es 16 premiers élémen t s 
dans un sens . Les ordres d ' écritur e (write) et de lecture ( read ) 
possèdent un nouveau paramètre qui est un indice pour un des 16 
éléments . 
Ce 17ème élément per met donc de multiplexer ou de 
démultiplexer les ent r ées - sor ties ver s les 16 premi er s ou en 
provenance de ceux- ci . Voir schéma S47 . 
Un dernier détail . Outre les quatres appels systè~es habi u-
e l s (open , read , write et close ) , les 17 faux devices réagissent 
également aux appels systèmes "stt y" et "gtty" permettant ain ~i 
un i,::assage d ' informat ion de longueur limitée (3mots ) . (st t -=-
write; gtty .=.read) . 
On pourra donc échanger des corranandes et données de controle 
(stty et gtty) et des i nformat i ons d'entrées- sorties sur le 
réseau (read et write) . De plus, on res t e compatibl e avec l a 
philosophie de UNIX puisaue l es entrées sorties avec l e réseau se 
font à l ' aide des mêmes ordres que pour un fichier ( fich ier nor-
mal sur disque ou sur f i chier spécial -=- device -=- impr i mante o 1 
terminal) . 
i-..2.-J.J . Quelques détails Q' implémentation . 
Les canaux de comnunication . 
Chaque moniteur PCK possède deux canaux , un pour chaoue 
sens . Chacun est repéré par une entité composée d ' un compt eur 
d ' utilisation , d ' un pointeur vers le premier caractère à lire et 
d'un autre ver s le der ni er caractère . Ces caractères sont r an é~ 
dans des buffers de 6 oct ets chainés entr'eux (le chainage se 
fait à l ' aide d ' un pointeur ) . L' ensemble pointeur de chainage 
plus buffer fait donc 8 octets et se trouve à une adresse ~ulti-
ple de 8 . (3 derniers bytes à 0) . Voir schéma S48 . 
4 RTTX2" 
Shénas : 
5ehe'h-io.. 5 4' 1:, 
.,,t&.t.-l.·1a.,fu l. -1 
W/f1TF l?FAD 
.~ 
f 
1 
1 
1 
' 1 
1 
Pc : f( fi 
1 
1 
' 
' 1 
' 1 
"' 
,i, 
R ffAD W~ITE 
,t.,..l,·/.i.1a. ~uz l 
Sc.li<t. ·h-,-Q s v.; 
"'r.·t ·,a.h,a 3 
WllJ7E REfl!> 
î 1, 
' 
' 1 
' 1 
' 1 
PC ·K -1 
1 
1 
1 
1 
1 
1 
'" 
,i, 
"RE /1.]) ',J /?tTe 
,u/; t: J Q. /4 r.lt 'I 
A-,âl-1~/u.:1'?. ,ufr:&·1Qletc,.- .t. 
WR_ITE WRITE 
1 
Pe : !< f Pc , K 1 
PC 
PC 
4-.8 
1 1 
1 
1 
' ' 1 
1 
1 
1 
'111 Pc 1 )f 3 
-1 
1 1 
' 
1 
1 1 
1 1 
1 
' 1 1 
1 . . 
RE!) 
Pe • K 3 
' 
W'l..L/4 /11) 
4 RTTX25 4.9 
Des routines spéciales en assembleur ajoutent ou retirent 
les caractères et gèrent la file de blocs. Ce système de files 
est identique à celui pour la réception des caractères au temi-
naL. 
Canal saturé , canal vide. 
Lorsqu'un processus veut écrire alors que te canal est 
saturé, ou lire dans un canal vide , le moniteur reagit de facon 
différente suivant l'élément. Pour l es entrées- sorties faites 
directement sur l'un des 16 premiers , le processus est endormi. 
Pour celles effectuées sur le 17ème, le moniteur n'endort 
pas le processus mais lui retourne le nombre de caractères 
transferes . Il faut bien faire cela puisque le moniteur reseau 
qui utilise cet élément ne peut être endormi. 
Protection . 
c'es t un meme processus qui doit ouvrir un élément dans un 
sens, et séparément, en mode lecture et mode écriture~ Par la 
suite, cette ouverture pourra être dédoublée autant de ois que 
l'on veut et tous les fils de ce processus hériteront des 
descripteurs de fichiers . 
Attention : Deux ouvertures en même mode et dans un meme sens 
ne peuvent être faites explicitement. 
1,i,.!:!., Communication avec le niveau trame. 
i ,i . ..!:!.-1, Conditions de travail. 
Le moniteur réseau étant au niveau utilisateur implique que 
l'accès au fichier (fichier normal ou spécial) se fait par les 
appels systèmes habituels. Pour piloter l ' interface physique 
DR11 - C qui relie le PDP 11/45 au microprocesseur, il doit exister 
un module logiciel dans le système d ' exploitation. 
A l'origine, un module (moniteur DR) était déjà présent mais 
guere performant dans les conditions actuelles: En effet, lors 
d ' un appel système (écriture ou lecture d'une séquence de 
caractères), il transférait entre l'espace utilisateur et le 
DR11-C les caractères à la vitesse à laquelle le DR11 - C les ac-
ceptait ou les émettait ; et corrme cela était fonction du mi-
croprocesseur , le transfert dépendait de la vitesse de celui-ci. 
Le moniteur DR ne rendait la main au processus utilisateur 
qu'une fois le transfert entièrement terminé; puisque la vitesse 
d ' exécution du PDP est plus rapide que celle du microprocesseur, 
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le processus était souvent endormi . 
Aussi, un nouveau moniteur pour le DR11 -C a- t-il été 
implémenté dans UNIX : TRAPAC. 
~-2.-~-~- Protocole trame-paquet . 
Puisqu'on travaille sur deux machines différentes, sachant 
d ' autre part qu'outre les paquets , des commandes et des données 
de contrôle doivent être échangées entre les deux machines et en-
tre les deux niveaux du protocole X25, il faut définir ce que 
1 'on va passer et corrrnent on va le passer. 
Niveau physique. 
On utilisera l 'interface DR11-C permettant la transmission 
bidirectionnelle de mots de 16 octets . Les fils de contrôle sont 
reliés comme suit: 
Niveau logique. 
CSRO----->REQUEST-A 
CSA1---->REQUEST-B 
REQUEST-A<----CSRO 
REQUEST-B<----CSA1 
DATA-IN(O, 15)<-----DATA- OUT(O, 15) 
DATA-OUT(O, 15)<-----DATA- IN(O, 15) 
- La synchronisation des machines 
comme suit : 
, 2' 
au demarage est réalisée 
- l'activité d'une machine est signalée par un REQUEST-B. 
- la machine lancée la première attend l ' autre. (avec 
message éventuel à l'opérateur). 
Eléments transmis: 
- Les messages : 
NIVEAU PAQUET NIVEAU TRAME 
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- demande de connexion - -> 
<-- indication de connexion 
- demande de déconnexion --> 
<-- indication de déconnexion 
- demande de statut --> 
<-- indication de statut 
<-- demande de statut 
- indication de statut --> 
- entête de paquet 
<-- indication d · erreur 11 GRA Vt. 11 
--> 
<-- entête de paquet 
Les paquets : Les échan~es sont rérés par 
contrôle REQUEST- A mis à 1 pour si~naler 
mot de 16 octets se trouve dans le 
l ' érretteur . 
les bits de 
ou un nouveau 
DATA-OUT de 
Le REQUEST- B est mis à 1 pour signaler que le mot 
se trouvant dans le DATA- IN du récepteur est pris en 
compte et qu ' un nouveau mot peut être envoyé . 
Les paquets ont une longueur maximum de 131 octets 
(voir protocole) et sont t ransmis mot par mot. 
Ils sont précédés d ' une entête spécifiant leur 
longueur. 
Les messages sont transmis entre les paquets et ne 
peuvent donc être échangés pendant la transmission d'un 
paquet . La_transparence du contenu des paouets est 
ainsi as.suree . 
Format des messages . 
a . type corrrnande 
bit 15 --> mis a O pour une co11J11ande 
bi t 14 - 9 --> ind ique l'etat de buffout ( nombre de place 
libres/ 8) 
bit 8 - > mis a 1 si buffin est rempli 
bit 7 - 0 --> d r ne le code de la corrrnande 
codification des commandes 
bit 7 --> erreur grave entrainant une procédure de mainte-
nance 
bit 6 - 4 --> type de l ' erreur grave 
bit 3 -> indication de statut 
bit 2 --> demande de statut 
bit 1 --> deconnexion ( demande ou indication) 
bit O --> connexion ( demande ou indication ) 
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... 
b . type entete ---------------
.,.., 
bit 15 --> misa 1 pour une entete 
bit 14 - 9 --> indique l'état de buffout ( nombre de place 
libres / 8) 
bit 8 --> mis a 1 si buffin es t r empli 
bit 7 - 0 --> donne la longueur réelle ( en bytes ) du pa-
quet 
qui va suivre 
Tout ajoute entre le niveau paouet et le niveau rame devra 
être t ransparent pour ce contrôle . 
~-i-1 .J . Fonc tionnement du nonit ur TRAPAC . 
Dans chaque sens de circulation , le moniteur TRAPAC di spose 
rl ' une file d'attente (buffer circulaire) . 
Dans le sens trame ver s paauet , ce buffer se renplit a 
chaque interruption râce nux routines de traitement de celles-
ci . Il se videra lors de chaque appel système pour la lecture 
eff ectuée par le proce sus utilisateur (moniteur réseau) . Voir 
sch'n S49 . 
Le sens paquet vers trame possède la mene philosophie de 
travail. 
Compt e enu du fait que circulent non seulement des paouets 
mais aussi des corrmandes prioritaires , il ne peut ëtre auestion 
de bloquer l'échange pour éviter un dépassement de capaci té des 
buffers ; ct'où le fait que les transferts entre le niveau trame et 
le moniteur TRAPAC ne se déclenchent que pour des blocs entier 
(bloc= entête + un paquet X25) • . 
Pour être sûr qu'on peut débuter un tel échange, TRAPAC 
possède un compteur estimant la place libre restant dans le~ 
buffers du microprocesseur . Ce compteur sera donc rafraichi 
comme prévu plus haut . 
L'avantage de TRAPAC sur DR est oue le moniteur reseau n ·e. t 
plus influencé par la 11 l enteur11 du microprocesseur . En effet , il 
transfère rapidemen t des buffers utilisateurs vers ceux de TRAPAC 
qui seront vidés par interruption à la vitesse du microproces eur 
entretemps : le moniteur reseau aura récupere le processeur et 
continuera son travail . 
Pour éviter des problèmes entre TRAPAC et l ' utilisateur , le 
transfert se fera aussi par blocs entiers . A chaaue demande de 
t ransfert d · un bloc , TRAPAC le prend ra s -il a de la place ou re-
tournera O pour l e nombre de caractères lus . 
En aucun ca le moniteur réseau ne sera endor mi . 
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'i_.J . Le moniteur reseau . 
!î_.3.1. Avertissement . 
Au moment où ces lignes sont écrites, il existe deux versions 
opérationnelles du moniteur réseau : 
- La version O qui comprend seulement un système de gestion du pro-
tocole X25 paquet . Son existence avait pout but de vérifier l a 
cohérence de la table séquentielle. 
La version 1 oui est décrite par la suite et est cours 
d ' implémentation . 
Une troisième version (version 2) est déjà définie au point de 
vue fonctionnel et devrait être implémentée une fois que la version 1 
a ura été terminée et testée avec un niveau trame complet (matériel et 
logiciel). 
Cette version 2 diffère de la version 1 par une gestion unique de 
tous les buffers et files d'attente et par l'existence de sauvetages 
continus sur disques . 
~.}._2. . Description générale . 
Le moniteur réseau comporte deux phases : 
- une phase d ' initialisation dont la fonction est : 
- d'affecter une série de valeurs de base à des variables et a 
des paramètres. 
de sauver tout cela sur un fichie r temporaire . 
Par la suite , cette phase prendra le nom de INITX25 . 
- Une phase d ' exécution dont ~es fonctions sont : 
, I • ' 
recuperer les variables et parametres du fichier temporai re . 
Cette fonction est remplie par le "main program" connu sous 
le nom MO 
- gérer le protocole X25 paquet . Fonction connue sous le nom 
PCKX25 
- gerer un pseudo-protocole de bout en bout, effectuer la 
liaison avec les applications des utilisateurs et contrôler 
celles- ci . Foncti on ENDEND . 
- effectuer la liaison (entrées- sorties ) avec les moniteurs de 
communication inter-processus (moniteur /dev/pck) . Fonction 
UCLX25 . 
- effectuer la liaison (entrées-sorties) avec les moniteurs d 
communication pour interface 
physique DR11 -C (interface avec microprocesseur) (moniteur 
/dev/trapac). Fonction DRX25 . 
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- gérer certaines ressources : buffers , tempor isateur , files 
d ' attente . Fonction GERANT . 
Voir schéma S410 . 
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!!_.J..J.. Phase g_'initialisation . 
Le moniteur réseau que 1·on appelle RTTX25 ne peut s'exécuter 
immédiatement , il n ' est que la deuxième passe apres un pro ramne 
d ' initialisation norrrné INITX25 . 
~-J.-~. Description fonctionnelle de INITX25 
Comme son nom l'indique , le travail d ' INITX25 est d'affecter des 
valeurs à une série de variables . 
Initialiser des paramètres variables du réseau; ainsi sans recom-
piler le moniteur réseau, il est possible de modifier la longueur 
maximum des paquets et la dimension de la fenëtre; de particu-
l ariser des voies logiques en les spécialisant pour l 'une ou 
l'autre condition; ou encore de cr éer des conditions spéciales 
pour les tests . 
Créer la table séauentielle : en partant d ' un fichier (protocol) 
écrit en français , il constr uit une table avec les adresses des 
routines correspondant à chaque transition de la table en util-
isant la table des symboles de RTTX25 . On peut donc modifier fa-
cilement la table séquentielle. Il est nécessaire de ~arder la 
table des symboles , résultat de la compilation de RTTX25. 
Construire les différents chainages nécessaires (buffers ). 
- Ouvrir les fichiers normaux : "admvl" et "init . h" et les fichiers 
spéciaux : "/dev/pckz " de corrmunication avec les utilisateurs et 
" /dev/trapac" de corrrnunication avec le niveau trame . 
Créer un processus fils "horloge" qui toutes les trente secondes 
enverra un signal software au processus RTTX25. Il constituera 
un des éléments du temporisateur . 
Créer un processus f ils pour 
commandes "SHELL spéciaux" 
ternes . Voir schéma S41 1. 
init i aliser les interprëteurs de 
(netin) pour les util isateurs ex-
Une fois tout cela exécut é , les informat i ons sont sauvées sur un 
fichier temporaire "init . h". Le prograrrrne RTTX25 est lancé ; il hérite 
de tous les fichiers ouverts par INITX25, il corrmence par lire le fi-
chier "init . h" pour récupérer les informations . 
L'avantage de cette solution est de : 
- dé~harger RTTX25 ct 'un travail long dont le code objet est super-
flu pour le reste de l ' exécution . 
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pouvoir changer dynamiquement l es paramètres et l ' initialisation 
des variables . 
Il faut bien noter eue INITX25 a besoin de la table des svm ol s 
du fichier exécutable RTTX25 générée lors des compilations et édi ions 
des liens . 
. . 5 . Table des swboles . 
Actuellement , il est nécessaire de disposer de deux copie~ du 
code objet de RTTX25 : 
une contenant le code objet seul; c'est elle qui sera charv,ée 
pour être exécutée . 
- une autre composée du code objet et de la table des symboles sur 
laquelle travaillera INITX25 . 
Dans une phase ultérieure , une solut ion devra être trouvée pour 
disposer de la table des symboles sans être encombré par le code ob-
jet . 
~- .Q. Description de RTTX25 . 
La découpe en ces modules (voir schéma S410) peut se justifier en 
constatant que chacun a un ob·e0tif bien précis : 
PCKX25 qui contient les fonctions pour la gestion du protocole 
X25 paquet . 
- UCLX25 oui contient les fonctions pour la liaison avec le~ ap-
plications des utilisateurs et ce via les moniteurs de corrrnunica-
tions inter-processus (voir chap 4.2) . 
DRX25 qui contient les fonctions pour la liaison avec les moni-
teurs des interfaces physioues DR1 1-C, dernière étape avant l es 
microprocesseurs du niveau. trame. 
- ENDEND oui contient les fonctions de liaison logiaue avec les ap-
plications des utilisateurs. ENDEND contient également l es fonc-
tions pour l'intervention "en catastrophe" dans l es proces~us 
utilisateurs et pour comptabiliser l'utilisation du reseau . 
GERANT qui contient les fonctions utilitaires: gestion des 
buffers , une partie du temporisateur , gestion de certaines files 
d ' attente . 
A cela il faut ajouter une routine principale (main) qui conti ent 
la lecture du fichier "init.h" et puis appelle une des routines de 
GERANT pour corrrnencer réellement le travail. 
De cette façon, si un des protocoles (X25 paquet ou bout en bout) 
ou un des interfaces (/dev/pck ou /dev/trapac) venaient à changer , LITT 
seul mod ule serait à recomnencer complètement . 
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.!±_.J. • .§..1. Répartition du travail . 
Parmi les fonctions regroupées dans GERANT, il y a celle de 
répartir le travail le plus uniformément possible. 
Quel est ce travail? 
On peut considérer que le moniteur réseau a plusieurs travaux a 
faire : 
- saisir les comnandes envoyés par l'utilisateur. 
saisir les états du niveau trame . 
réceptionner les données de l ' utilisateur. 
- transformer ces données et ces coITinandes en paquet. 
envoyer ces paquets. 
- etc. 
On se rend compte aue certains travaux ne pourront pas ëtre 
menés à terme en une seule fois . 
Exemple : 
l'envoi de données vers l'utilisateur est tributaire de la 
place libre re tant dans les canaux du moniteur de cor.rnuni-
cation inter- processus (/dev/pck) . Si on veut y écrire 128 
octets, il n ' y a peut être place que pour 50 . Donc le tra-
vail devra être suspendu et reprendre au bout d'un certain 
temps ; temps qui est indéterminé car fonction de plusieurs 
paramètres (vitesse d'acquisition de l'utilisateur, nombre 
de processus utilisant le moniteur de corrmunication, ... ) . 
D'où nécessité d'arrêter un travail pour le reprendre ou-
elque temps après . 
Il faut aussi tenir compte que certains travaux doivent se 
reproduire ré~ulièrement et indéfiniment (ex: la saisie de l'éta t 
du niveau trame car on n·e sait jamais quand arrive un nouvel 
état) . 
L'idée est donc de construire une file d'attente ou ont 
rangés les travaux : 
- ceux qui se reproduisent régulièrement . 
ceux qui n 'ont pu être menés à terme. 
Continuellement , le travail de tête est sélectionné et pour-
suit son exécution : 
jusqu'à son terme et est remis en file ct'attente s'il doit 
de reproduire. 
jusou ' 8 son terme puis abandonné s'il est fini. 
jusqu'à son arrêt pour cause externe (ex: satura tion) et 
remis en file d'attente. 
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Ce système pourrait , dans une certaine mesure , ëtre compare 
a un 11scheduler 11 ou système d'allocation du processeur. 
On peut déduire que l'exécution de RTTX25 revient à une bou-
cle sans fin œnt le minimum est : 
saisie de l'état du niveau trame . 
saisie des conmandes des utilisateurs . 
Voir schéma S41 2 . 
Ces deux travaux doivent se 
puisque : 
reproduire éternellement 
en analysant l'état du niveau trame , on détecte l'arrivée 
d · un paquet . 
- en analysant l'état du moniteur de comnunication inter-
processus , on obtient les commandes et la quantité de 
données venant de l'utilisateur. 
La boucle pouvant être agrandie par l'un ou l'autre nouveau 
travail ; elle évoluera d 'ailleurs continuellement. 
~ -3-Q._2.. Allocation des buffers . 
A la fin de la zone donnée, est située une zone pour les 
buffers. Chacun possède 134 octets pour les informations, deux 
pointeurs et un compteur. Non utilisés, ils sont chainés 
entr'eux . Pour en obtenir un, il suffit d'appeler la routine 
" bufp() " qui retournera l ' adresse de ce buffer qui est alors 
alloué et donc retiré de la chaine des libres . Pour l'y remet-
tre, la routine "bufv(adresse du buffer) " le remettra dans la 
cha·ne . 
La zone buffer peut ëtre agrandie en demandant a UNIX 
d ' aut:,rnenter la mémoire accordée au processus RTTX25. Un garde 
fou est cependant prévu pour limiter cette incrémentation . 
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_g__ • .3. . _§_ . .3. . Description de DRX25 . 
Comme on vient de l~_voir, ré~ulièrement le_moniteur r eseau 
doit se renseigner sur letat du niveau trame; c est donc une des 
fonctions de DRX25 aue de l 'obtenir du moniteur des interfaces 
physiques (Voir schéma S4 13.) DR11-C, celui-ci étant direct ement 
relié au niveau trame. 
DRX25 possède encore deux autres fonctions : 
- l 'une permet de fournir des paauets au moniteur et par là au 
niveau trame. Ces paquets ont été préalablement s t ockés 
dans des files d 'attente : 
- file d'attente pour les paquets de données . 
file d ' attente pour les paquets de co11TTiandes . 
l ' autre permet cte demander au moniteur un paquet en prove-
nance du niveau trame. 
Remaraue : 
Les gestions des files d'attente précitées sont assez différentes 
1 ' une de l ' autre : 
pour les paquets de données, on se contente de chai n r 
entr' eux les buffer s l es contenant. 
pour les paquets de comnandes, on essaye d ' abord de 
trans férer chaque nouveau paquet dans le dernier buffer deja 
chainé . Si c'est possible, le buf fer actuel est libéré; 
sinon il est alor s chainé aux autres. 
Voir schémas S414 et S415 . 
Un dernier détail préci sons que les paquets de données 
doivent encore être retravaillés avant 1 · envoi pour le cont rô lt: 
de flux. (Voir protocole X25). 
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Schémas : 
l 
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!:l_.J.Ji.!:!,. Description de UCLX25 . 
On 1 ·a vu précéderrment , il existe une deuxième fonction per-
manente : c ·est la réception de l'état du moniteur de corrriunica-
tion inter-processus et donc la saisie des cormnandes des utilisa-
teurs . 
Rappel : 
Comment fonctionne la liaison avec l 'utilisateur? 
Deux chemins sont prévus à travers le moniteur de co1m1unicat ion : 
un pour s ' échanp:er un nomhre très limité octets ciue 1 ·on 
appelle corrrnandes ou donn'es de controle. 
un autre pour s · échanger des flots de caractères appelés 
données ou infor~ations . 
Voir schéma S416 . 
Comme l'envoi d ' une corrmande par un utilisateur r-s t 
aléatoire , rér.:ulièrement on va demander au moniteur de communica-
tion si un des utilisateurs en a envoye une. Si oui, celle-ci 
doit être traitée irrrnédiatement . 
L'exécution du moniteur réseau peut arrmener celld- ci a 
utiliser une des trois autres fonctions de UCLX25 : 
l 'écriture des données provenant du réseau et a destination 
des utilisateurs . 
la lecture des données aue l ' utilisateur désire voir envoye 
vers le réseau . 
l ' envoi d ' une corrrnande ou d'une donnée de controle 
l'utilisateur et le si~nal qui le préviendra au'il v 
elque chose pour lui . (Ce signal provoque la mort du 
cessu s 'il ne le traite pas) . 
!:l_ • .3 . .§. .5.. Description de ENDEIJD . 
vers 
R nu-
pro-
ENDEND regrou e des fonctions faisant partie o ' un p eudo 
protocol e supérieur (bout en bout) et d ' une liaison loginue avec 
1 ·utilisateur . 
Pour cela, il existe deux niveaux de liaison: 
li2ison entre l ' utilisateur et le moniteur réseau . 
liaison entre l ' utilisateur et son interlocuteur de 1·autr e 
EITD . 
La deuxième ne pouvant être établie que s i la premiere ex-
iste et elle seule a une influence sur le niveau paquet. 
ENDEND possède deux routines pour interprèter : 
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l'une les corrrnandes venant de l'utilisateur et en fonction 
de celles-ci active le niveau paquet. 
l'autre les informations venant du niveau paquet et provoque 
l'envoi de corrmandes à l'utilisateur. 
Ces commandes ont déjà été décrites au chapitre 3. La 
première routine se chargera en plus de vérifier la validité des 
commandes et de contrôler le travail du processus pour récuperer 
les erreurs qui auraient échappé aux tests de NETWORK ou de 
NETIN. 
Ces deux routines s'occuperont également du sauvetage sur 
disques des informations relatives aux utilisateurs (voir fichier 
11 admvl 11 ). 
ENDEND possède aussi seize files d'attente destinées a re-
cevoir les paquets de données venant du réseau à destination des 
utilisateurs. Ce sont les routines de gestion de ces files 
d'attente qui décident de freiner ou d'accélérer le transfert des 
paquets sur la voie logique correspondante. 
La dernière fonction de Et-JDEND est de mettre en relation une 
voie logique et un processus libre lorsque l'appel (au niveau pa-
quet) vient de l'extérieur. 
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5 C.onclusions 5.1 
Chapitre 5: Conclusions. 
c'est d'une façon fort générale que le moniteur réseau a été décrit dans le 
présent fascicule. Une visualisation plus détaillée requiert la consultation 
des progranmes · se trouvant dans le tome II. 
Cette première implémentation 
expérimental et didactique, de ce 
opérationnel. 
n'est 
que 
qu'une ébauche, à caractère 
devrait être un moniteur réellement 
Une des imperfections les plus importantes est le peu de fiabilité pour 
l'exécution de certains prograrrmes lorsque cette dernière est demandée de 
1·:xtérieur (via le réseau). En effet, UNIX ne possède pas encore d'éléments 
prevus pour les utilisateurs venant d • un réseau. Il faut bien admettre que la 
réalisation de tels aménagements constituerait un travail de mémoire tant sont 
diversifiés les problèmes sous-jacents au statut des utilisateurs. 
Les deux principales améliorations à apporter se définissent de la façon 
suivante: 
- la liaison entre le moniteur réseau et les applications. 
- la liaison paquet trame ou plutôt PDP11-45 microprocesseur. Cette liaison 
doit être considérée dans l'optique de rendre accessible tous les paquets 
non encore traités par le niveau trame et qui doivent être soit modifiés 
soit détruits. 
Il faut reconnaitre qu'il n'y a jamais eu de difficultés majeures pour la 
réalisation de ce mémoire. 
Les obstacles rencontrés ne furent pas d'ordre informatique mais leur ori-
gine est due soit à tmtapproche inexperte du problème posé soit au bricolage, 
nécessité par le temps imparti, de certaines solutions (liaison moniteur-
utilisateur). 
Je formule l'espoir que ce travail que j'ai eu plaisir à réaliser soit non 
seulement source d'intérêt mais augure de réalisations. 
----~--
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Avertissement . 
Ce présent volume contient la plupart des routines du moniteur reseau 
et des moniteurs de corrmunication (avec le niveau trame et entre les pro-
cessus). Certaines (fichier ENDEND) sont à prendre avec certaines réserves 
car tous les tests n'ont pas encore été faits. 
On remarquera l'absence de quelques programnes dont: 
les routines de DRX25 qui, à l'heure actuelle, n'ont pas été testées 
puisque le niveau trame n'es t pas encore opérationnel sur le micropro-
cesseur. 
- les routines de NETWORK et de NETIN car elles sont beaucoup trop 
grandes (500 et 1500 lignes en langage 'c' et sans aucun conmentaire); de 
plus ellesdoivent encore être modifiées dans un autre mémoire . 
Une version cohérente et complète sera arrêtée dans le courant du mois 
de septembre; le lecteur qui désirerait l'analyser peut toujours me contac-
ter pour disposer de cette version ainsi que des progra.rrrnes qui ont permis 
de tester chacun des modules. 
P. Lambion 
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Annexe A: Nouvelles routines primitives 
A.,l. Introduction . 
Dans cette annexe sont repr ises les routines élémentaires qui ap-
paraissent dans les programmes utilisateurs pour y effectuer des actions de 
base : entrées sorties en général , retour en fin de routine . 
Ces routines , habituellement écrites en assembleur, contiennent le 
plus souvent un appel système ou au moins une mcxiificationde la pile. 
Celles qui vont suivre se divisent en deux groupes : 
l es routines existant déjà , elles sont dans la librairie "libc", et 
ont été modifiées en fonction de leurs nouvelles utilisations dans l e 
moniteur réseau ou dans les interprèteurs de comnandes NETIJORK et 
NETIN. 
- les routines cr éées pour les besoins de l'implémentation . Parmi 
celles- ci, quelques unes sont écrites en langage ·c·; ce sont des 
routines qui font appel à d'autres d'un niveau inférieur; elles peuvent 
être considérées comme 
fonctions élémentaires pour la liaison avec le réseau . 
A.-~· Arrët de l'exécution Q,.!dll processus. 
Quatre routines peuvent provoquer une suspension dans l'exécution d 'un 
processus, ce sont : 
"wait . s" : qui attend la mort de l'un des processus fils crees . 
11 sleep .s" : qui suspend le processus pendant un temps déterminé . 
:-- "t"ead .s " et "write. s" : qui peuvent suspendr"e l'exécution d'un pro-
cessus si le transfert des caractères n'est pas terminé . 
Or il se fait que lorsqu'il y a interruption software de ce processus 
endormi (routine "si'snal.s" et "kill.s" ) , ce processus est réveillé, 
exécute la routine de traitement de l'interruption , puis reprend le cours 
de l ' exécution normale après l ' appel système qui a provooué l'arrët; et ce , 
même si l'événement ne s'est pas produit (mort de fils , fin de transfert) . 
On peut repérer ces redémara~es anormaux en testant le contenu du re-
p.:istre RO après l'appel système et prendre alors les mesures qui 
s 'imposent : 
- relancer en repartant à zéro pour ce qui est du "wait" et du 11sleep11 • 
- recommencer ou poursuivre le transfert dans le cas d'un " read" ou d ' un 
"write". En ce qui concerne les entrées sorties avec le moniteur de 
communication inter- processus /dev/pck? , ceux- ci ont été équipés pour 
renvoyer dans le registre Rl le nombre de bytes qui doivent encore 
être transférés . Grâce à cela , on peut poursuivre le transfert ; mais 
dans les autres cas, il faut recomnencer au risaue de perdre des 
caractères . 
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.8_. ,Z_._l. Nouvelle version de "wait • ..§.". 
/ special library 
/ wait system call for program using network monitor RTTX25 
/ pid = wait() ; 
/ or , 
/ pid = wait(&status) ; 
/ 
/ pid == - 1 if error 
/ status indicates fate of process , if given 
wait : 
-
mov r 5 ,-(sp) 
mov sp ,r5 
jsr pc,_nargs 
mov rO ,-(sp) 
3 : 
sys wait 
bec 1f 
cmp 
beq 
$4 , rO 
3b 
/ in case of abnormal termination by ' siF!'nal· 
/ repeat the ' wait system call 
tst (sp)+ 
jmp cerror 
1 : 
tst (sp) + 
beq 2f 
mov r1 ,*4(r5) / status return 
2 : 
mov (sp)+, r5 
rts pc 
Jl.2_.2_ . Nouvelle version de "sleep . ..§.11 • 
/ special library 
/ sleep system call for program using network monitor RTTX25 
/ detects detects and forgets software system call 'signal' 
/ result = sleep(time) 
sleep = 35 
_s l eep 
mov r5 , - (sp) 
2 : 
1 : 
3: 
mov 
mov 
sys 
bec 
cmp 
bne 
mov 
ash 
br 
mov 
rts 
------------ -- - -~ - - - --- ----- - -- - ----
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sp , r5 
4(r5), rO 
sleep 
1f 
$4 , rO 
3f 
4(r5), rO 
$1 , rO 
2b 
(sp)+, r5 
pc 
jmp cerror 
_A • .2_.3. Nouvelle version de " read . .§.". 
/result = read(file descriptor , buffer address , trans . size) 
/result -- - 1 means error 
/if signal interupt , system call continue 
read 
mov r5, - (sp) 
mov sp , r5 
clr r1 
2 : 
mov 4(r5) , rO 
mov 6(r5), Of 
mov 8(r5) , Of+2 
sys O; 9f 
bec 1f 
cmp rO, $4 
t:ne 3f 
tst r1 
beq 3f 
mov 8(r5) , rO 
sub r1 , rO 
add r O, 6(r5) 
mov r1 , 8(r5) 
br 2b 
1 : 
mov (sp)+, r5 
rts pc 
3: jmp cerror 
. data 
9: 
0 : 
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sys read 
-. ' .. 
A.i.E_. Nouvelle version de "write • .§.11 • 
/result = write(file descriptor , buffer address, trans . size) 
/result -- -1 means error 
/if signal interupt, system call continue 
write 
-
mov r5, - (sp) 
mov sp , r5 
clr r1 
2 : 
mov 4(r5), rO 
mov 6(r5) , Of 
mov 8(r5) , Of+2 
sys O; 9f 
bec 1f 
cmp r û , $4 
tne 3f 
tst r1 
bea 3f 
mov 8(r5) , rû 
sub r 1, rû 
add rO, 6(r5) 
mov r1, 8(r5) 
br 2b 
1 : 
mov (sp)+, r5 
rts pc 
3: 
jmp cerror 
. data 
9: 
sys write 
0 : 
-. ' .. 
A. 4 
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A.J.. Echange g_'états .llill: le moniteur /dev/pck? 
Corrme il a été défini précéderrment , il " est possible d'échanger des 
données de contrôle de dimension limitée par les moniteurs de corrmunication 
inter- processus . Pour envoyer ces données de contrôle on a construit une 
version particulière de la routine "stty .s " qui fonctior.ne pour les ter-
minaux . Cet te nouvelle routine s , appelle "putcmd. s ''. De même pour o~tenir 
des données de contrôl e , il existe une variante de "istty .s " oui unorrmée 
"~etcmd .s". 
1.\..J..1 . Routine "putcmd • .§.". 
/result = putcmd(fildes , point) 
/point is a pointer to a cmd s~ructure 
/result == -1 means error 
_putcmd : 
1 : 
. data 
9: 
0 : 
mov 
mov 
ITPV 
mov 
sys 
bec 
jmp 
mov 
rts 
sys 
. 
. . , 
r5 ,- (sp) 
sp,r5 
4(r5),r0 
6(r5) ,Of 
0;9f 
1f 
cerror 
(sp)+,r5 
pc 
stty 
A_ • .3..z_. Routine "getcmd • .§.". 
/result = getcmd(fildes , point) 
/point is a pointer to a cmd structure 
/result == - 1 means error 
_ getcmd : 
mov r5 ,- (sp) 
mov 
ITOV 
mov 
sys 
bec 
jmp 
1 : 
mov 
rts 
. data 
9: 
sys 
0 : 
.. ' 
Nouvelle librairie 
sp , r5 
4(r5), r0 
6(r5) , Of 
0;9f 
1f 
cerror 
(sp)+,r5 
pc 
gtty 
_&._!:!. Entrées sorties sur le moniteur /dev/pckz . 
A. 6 
Le moniteur /dev/pckz se différencie des autres moniteurs de corrrnuni-
cation inter- processus par le fait qu'il multiplexe et démultiplexe les in-
formations en provenance ou vers ceux- là. 
Un paramètre supplémentairO est donc nécessaire pour les entrées sor-
ties sur /dev/pckz : le numéro de l'un des autres moniteurs . Ce paramètre 
doit être rangé dans le registre R1 . 
Il faut noter que /dev/pckz ne suspend jamais l'exécution du processus 
et que les modifications précédentes sont inutiles pour lui. 
Tout corrrne "putcmd. s 11 et "getcmd.s", "ptcpk. s" et "gtpck.s " sont des 
variantes de "stt y .s 11 et de "gtty .s 11 et effectuent le même genre de tra-
vail . 
,A._!:!.l. Routine "rdpck._!à". 
/result = rdpck(file descriptor , buffer address, trans . size , pck number) 
/result == - 1 means error 
_ rdpck : 
mov r5 ,- (sp) 
mov sp,r5 
nov 4(r5),r0 
mov 6(r5) ,Of 
mov 10(r5) ,0f+2 
mov 12(r5) ,r1 
sys 
bec 
jmp 
1 : 
mov 
rts 
.data 
9: 
sys 
0 : 
.. ' .. 
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0;9f 
1f 
cerror 
(sp)+,r5 
pc 
read 
A,.1!_._a. Routine "wrpck • .§.". 
A.7 
/result = wrpck(file descriptor , buffer address , trans . size , pck number ) 
/result == - 1 means error 
_wrpck : 
mov r5,-( sp) 
mov sp ,r5 
nov 4(r5) ,ro 
mov 6(r5) ,Of 
mov 10(r5) ,Of+2 
mov 12(r5) ,r1 
sys 0;9f 
bec lf 
jmp cerror 
1 : 
mov (sp)+,r5 
rts pc 
.data 
9: 
sys write 
0 : 
. -' .. 
.A • .!:J..J.. Routine "ptpck • .§.11 • 
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/result = ptpck(fildes, point , pcknumber) 
/point is a pointer to a cmd structure 
/result == - 1 means error 
_ptpck : 
1 : 
.data 
9: 
0 : 
mov 
mov 
rrov 
mov 
rnov 
sys 
bec 
jrnp 
mov 
rts 
sys 
.. ' 
r5, - (sp) 
sp ,r5 
4(r5) ,rü 
6(r5),0f 
10(r5),r1 
0 ;9f 
1f 
cerror 
(sp) +, r5 
pc 
stty; 
.8_.! .! . Routine 11gtpck . .§." . 
/result = gtpck(fildes, point , pcknumber) 
/point is a pointer to a cmd structure 
/result == - 1 means error 
_gtpck: 
rnov 
rnov 
nov 
mov 
rnov 
sys 
bec 
jmp 
1 : 
mov 
rts 
.data 
9 : 
sys 
0: 
r5, - (sp) 
sp , r5 
4( r5) ,ro 
6(r5) ,Of 
10(r5),r1 
0;9f 
1f 
cerror 
(sp)+ , r5 
pc 
gtty; 
A.8 
-- ----------- ------------ ----
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. 
. . ' 
_A • .5,. Ouverture du fichier reseau. 
Les programnes utilisant le réseau pour faire des entrées sorties sont 
exécutés cormne processus fils des colTillandes NETWORK ou NETIN qui se char-
gent d'ouvrir ce réseau à l'avance . Les processus héritent donc des 
descripteurs de fichiers 3 et 4. Lorsque les prograrrrnes font un "open" du 
réseau , ils ne doivent pas provoquer un appel système mais recevoir les 
numéros 3 ou 4. 
Par convention , le réseau est nol'llllé 11/dev/net" ; la nouvelle routine 
"open" teste si c'est ce nom qui est passé comne argument : 
- si oui, elle retourne 3 ou 4 suivant le mode d'ouverture . 
- si non, elle provoque un appel système "open" . 
A.-5.-l- NouvPlle routine 11.QQfil!.11 • 
/ special library 
/ open system call for program using network monitor RTTX25 
/ detects special file name 11/ dev/net" 
/file= open(string , mode) 
/file== - 1 means errror 
_open 
mov r5 , - (sp) 
mov sp, r5 
mov r2 , - (sp) 
mov 4(r5), r2 
mov $L 1, r1 
3: 
movb (r2) , rO 
inc r2 
cmpb ( r1), rO 
jne Bf 
tstb (r1) 
jeq 1f 
inc r1 
jbr 3b 
1 : 
mov $3, rO 
tstb 6(r5) 
2: 
8 : 
3 : 
. data 
9: 
L 1: 
jeq 
mov 
mov 
mov 
rts 
mov 
mov 
mov 
sys 
bec 
jmp 
mov 
rts 
sys 
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2f 
$4 , rO 
(sp)+, r2 
(sp)+, r5 
pc 
(sp)+, r2 
4(r5), Of 
6(r5), Of + 2 
O; 9f 
3f 
cerror 
(sp)+, r5 
pc 
open; 0: 
.. ' 
. byte 57 , 144, 145 , 166 , 57, 156 , 145, 164, 0 , 0 
Ji .fi. Ins t r uet ion logique. 
A. 10 
La routine "exor.s" a été écr ite pour effectuer un "ou exclusif" entre 
deux arguments d ' appel en les considérant coITine des variables booléennes et 
non en travaillant au niveau du bit. 
La routine ".filillr. • .§.". 
_exor 
mov r5 ,-( sp) 
mov sp,r5 
clr rO 
tst 2(r5) 
beq 1f 
inc rO 
1 
clr r1 
tst 4(r5) 
beq 2f 
inc r1 
2 
xor r1,r0 
rrov (sp) +,r5 
rts pc 
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fl .1 . Echa~ge de données de ~ontrôle ~ le moniteur /dev/trapac . 
Pour échanger des corrmandes et des données de contrôle avec le moni-
teur /dev/trapac des interfaces phys iques DR11 - C, et par là avec le niveau 
trame sur microprocesseur, on utilise aussi des variantes des routines 
"stty.s " et "gtty .s " norrmées "pstat.s" et "gstat.s". 
fl -1 -l - La routine "pstat .~" . 
/ C library -- pstat 
/ error = pstat(filep, pnt) ; 
/ filep is descriptor of open trapac 
_pstat : 
rnov r5, - (sp) 
rnov sp ,r5 
nov 4(r5),r0 
mov 6(r5) ,0f 
sys O· 
' 
9f 
bec 1f 
jmp cerror 
1 : 
clr rO 
mov (sp)+,r5 
rts pc 
. data 
9: 
sys stty; 0: •• 
11.1.2._ . La routine "gstat .~". 
/ C library -- gstat 
/ error = gstat(filep, pnt) ; 
/ filep is descriptor of open trapac 
_gstat: 
mov r5 ,-(sp) 
rnov sp , r5 
nov 4(r5),r0 
mov 6(r5) ,Of 
sys O; 9f 
bec 1f 
jmp cerror 
1 : 
.data 
9: 
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clr rO 
mov (sp)+,r5 
rts pc 
sys gtty; 0 : .• 
A_ • .fi. Pr i mitives g_'entrées sorties .fil!.!: le reseau. 
A. 12 
Des routines ont été écrites pour effectuer les actions de base avec 
l e moniteur réseau . (entrées sorties et contrôle de la corrmunication) Elles 
contiennent des appels à des routines d'un niveau inférieur , du même type 
que les précedentes . Elles ont été écrites en langage 'c' et certaines 
utilisent des structures définies dans le fichier 11open .h11 dont on trouver a 
copie dans les fichiers du moniteur réseau. 
A_ • .fi._l. Recherche g_'.!J!l moniteur de communication . 
Pour établir la première partie d'une corrmunication, il faut 
d ' abord entrèi en liaison avec l e moniteur réseau et pour ce f air e , i l 
faut disposer d'un moniteur de communication inter-processus libre . 
La routine "srchlin" recherche un moniteur de libre et le réserve . 
Avant , elle aura vérifié que le moniteur réseau est actif en testant 
l ' existence du fichier "admvl" . Le paramètre d'appel est l'adresse 
d'un tableau de deux entiers qui contiendront les descripteurs de fi-
chiers . Le paramètre de retour sera : 
l'identificateur du moniteur. /dev/pck? 
-1 si le moniteur réseau n'est pas actif. 
-2 si aucun moniteur /dev/pck? n ' es t libre. 
!.& routine "s rchlin". 
srchlin ( fil des) 
int *fildes ; 
{ 
r egist er 
r egJ.s ter 
register 
int 
char 
int 
int 
imax; 
narne = "admvl"; 
*name; 
result ; 
i ; 
i = open(name, 0) ; 
i f (i < 0) return( - 1); 
close(i) ; 
name = "/ dev/pck0"; 
i = O; 
loop: 
} 
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irnax = 10; 
for(; i < imax; i++){ 
} 
result = open(name, 0); 
if (result < 0) { 
name[8] =+ 1; 
} else { 
fildes[0] = result; 
result = open(name, 1); 
if (result < 0) { 
} else { 
} 
close(fildes[0]); 
name[8] =+ 1; 
fildes[1] = result; 
return(i); 
if (imax == 16) return( -2); 
name[8] = 'a' ; 
i = 10; 
irnax = 16; 
goto loop; 
_a._a • .2_. Etablissement de la liaison fillfill le moniteur reseau. 
Deux routines sont utilisées pour établir cette liaison: 
A.1 3 
- "pcklin" qui assemble les différents paramètres à envoyer au mon-
iteur réseau : identificateur de l'utilisateur, du tenninal , du 
processus. 
-
11 rql1ne" qui expédie une conmande de demande de liaison par le 
chemin des cormiandes (putcmd) puis les paramètres par le chemin 
des données- informations (write). 
Les paramètres d'appel sont: 
- l'identificateur du moniteur /dev/pck?. 
- l'adresse des descripteurs de fichiers. 
- le pointeur vers la structure des paramètres ("rqline"). 
La routine "pcklin11 • 
#include "open.h" 
Jfdefine INT 
ildefine EXT 
0 
1 
pcklin(nucl, fildes, status) 
int nucl , status ; 
/* flag utilisateur interne*/ 
/* flag utilisateur externe*/ 
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int *fildes; 
{ 
} 
register int result ; 
register struct rq *rqpt; 
struct { 
int 
struct 
} *pnt; 
lon~ueur; 
rq resrq ; 
rqpt = &(pnt->resrq); 
rqpt- >rq_fgs =: (status? EXT: INT) ; 
rqpt- >rq_pid = getpid() ; 
rqpt->rq_usid = (getuid() & 017) ; 
rqpt- >rq_ttid = ttyn() ; 
rqpt- >rq_uc = nucl ; 
pnt->longueur = RQLNG ; 
result = rqline(nucl , fildes, pnt); 
retum ( result) ; 
La lutine "roline" . 
A. 14 
#define BEGIN 14 /* code operatoire d'une demande de ligne*/ 
rqline(nucl , fildes , param) 
int nucl; 
int *fildes , *param; 
{ 
} 
register int result; 
struct { 
int argu ; 
} *pnt; 
char cop; 
pnt- >argu = *param++; 
pnt- >cop = (nucl << 4); 
pnt- >cop =l BEGIN; 
if (putcmd(fildes[1] , pnt) < 0) return(- 1); 
if (write(fildes[1], pararn, pnt- >argu) < 0) return( -1 ); 
return( 0); 
_j 
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A_ • .§. • .3.. Etablissement _g_ '~ liaison §Y§9. un autre ETTD . 
Deux routines sont également nécessaires pour prolonger un l iai-
son jusqu'à un autre ETTD. 
"liaison" qui construit la liste des paramètres nécessaires : 
adresse de l ' interlocuteur , options et facilités si elles ex-
istent . 
- "netopen" qui envoie une conmande de demande de liaison par le 
chemin des données de controle puis les paramètres par le chemin 
des données- informations . 
Les paramètres d'appel sont : 
- l' identificateur du moniteur /dev/pck?. 
l ' adresse des descripteurs de fichiers . 
l'adresse d'une chaine de caractères (nom de l'interlocuteur) 
(liaison) . 
- le pointeur vers la liste des paramètres (neto~en) . 
La routine "liaison" . 
/tinclude "open .h" 
liaison(nucl , fildes , nom) 
int nucl; 
int *fildes ; 
char *nom; 
{ 
} 
register struct op *opnt ; 
register char *pntchar; 
register int i ; 
int resul t; 
struct { 
} *pnt ; 
int 
struct 
longueur ; 
op oprq; 
opnt = &(pnt- >oprq) ; 
opnt- >op_uc = nucl ; 
opnt- >op_ailn = 4; 
opnt- >op_iad[0] = "UNIX" ; 
pntchar = opnt- >op_oad ; 
while(*nom ! = 'o') { 
*pntchar++ = *nom++ ; 
i++; 
opnt->op_aoln = i ; 
pnt- >longueur = OPLNG ; 
result = netopen(nucl , fildes , pnt); 
retum ( resul t) ; 
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La routine "netopen" . 
ildef ine CALL /* code operatoire d'une demande de corrrnunication */ 
. netopen(nucl , fil.des, param) 
int nucl ; 
int *fildes , *param; 
{ 
register int result ; 
struct { 
int argu; 
char cop; 
} *pnt; 
pnt- >argu = *param++; 
pnt- >cop = (nucl << 4) ; 
pnt- >cop =: CALL ; 
if (putcmd(fildes[1] , pnt) < 0) return(-1); 
if (write(fildes[1], pararn, pnt- >argu) < 0) return(-1) ; 
return(0); 
.A_.ji.!!_. Saisie des données de contrôle . 
Les données de contrôle venant du moniteur réseau via les moni-
teurs /dev/pck? sont difficilement lisibles car chaque bit a un sens 
particulier. La routine "control" lit les 3 mots venant du moniteur 
et réarrange les bits pour rendre ces données de contrôle plus lisi-
ble. Les paramètres ct'appel sont : 
- l'identificateur du moniteur /dev/pck? . 
- l'adresse des descripteurs de fichiers. 
le pointeur vers une structure où seront rangees ces données de 
contrôle . 
La routine "control". 
tldefine NOTRANS 
struct conmande 
int 
int 
int 
int 
int 
int 
0100000 
{ 
cmd_ 1 param; 
cmd_2param; 
cmd_cop; 
cmd_ fgs ; 
cmd_rdcpt; 
cmd_wrcpt; 
/ *flag de premiere lecture */ 
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} ; 
control(nucl , fildes , pointer) 
int nucl ; 
int *fildes; 
struct corrmande *pointer; 
{ 
int param[3] ; 
register char *pnt ; 
pnt = pointer; 
if(get cmd(fildes[1] , param) <. 0) return(-1); 
pnt- >cmd_1param = param[O] ; 
pnt- >cmd_2pararn = (pararn[1 ] & 0360) ; 
pnt- >cmd_2param =>> 4; 
pnt- >cmd_cop = (param[1] & 017); 
pnt->cmd_fgs = (param[ 1] & 0177400); 
pnt- >cmd_fgs =>> 8 ; 
pnt- >cmd_rdcpt = (param[2] & 0177400) ; 
pnt- >cmd_rdcpt =>> 8; 
pnt- >cmd_wrcpt = (param[2] & 0377) ; 
if(pnt- >cmd_ fgs & NOTRANS) return(O) ; 
r eturn( 1); 
.A-11-5.- Çorrrnandes disponibles . 
Une fois la liaison établie, des conmandes peuvent influencer la 
communication : 
- "frline" qui coupe la liaison avec le moniteur reseau et impli-
citement libère la voie logique . 
- "netclose" qui libère la voie logique. 
"netvv" qui vidange tous les buffers dans les deux sens de la 
communication et implicitement provoque une réinitialisation . 
- "netint" qui provoque l'envoi de la donnée urgente ( 1 octet) 
passée comne paramètre . 
"netrun" qui réactive une corrrnunication lors d'un problème sur la 
voie logique du réseau . 
"netrep" qui provoque une reprise du ni veau paquet du protocole 
X25; accessible uniquement à un utilisateur privilégié . 
- "netpri" qui modifie les pr iorités dans le moniteur réseau . 
(voir chap 4. 2.3); accessible à un utilisateur privilégié . 
Les paramètres d'appel sont : 
- l'identificateur du moniteur /dev/pck? . 
- l'adresse des descripteurs de fichiers . 
- une cause (frline , netclose , netvv , netrep). 
- une donnée rapide (netint) . 
La routine "f r l ine". 
#define BREAK 15 
f r line(nucl , fildes , 
int nucl , param; 
int *fildes ; 
{ 
struct { 
int 
char 
} *pnt ; 
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/ *code operatoire de fin de travail */ 
param) 
argu; 
cop; 
pnt- >argu = param; 
pnt- >cop = (nucl << 4) ; 
pnt- >cop =: BREAK; 
if (putcmd(fildes[ 1] , pnt) < 0) return( - 1) ; 
return(O) ; 
J.& routine "netclose" . 
A. 18 
#de fine LIB 2 / *code operatoire d ' une fin de comnunication */ 
netclose(nucl , fildes , param) 
int nucl, param; 
int *fildes'; 
{ 
} 
struct { 
int argu ; 
char cop; 
} *pnt ; 
pnt- >argu = param; 
pnt- >cop = (nucl << 4) ; 
pnt- >cop =: LIB; 
if (putcmd(fildes[ 1] , pnt) < 0) return(-1 ); 
return(O) ; 
La routine "netvv". 
,-- ------~ ===~--~~=~=~=---======~--------- -------
4 
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#define VIDVIT 3 / * code operatoire d'un nettoyage de l a ligne*/ 
netvv(nucl, fildes , param) 
int nucl, param; 
int *fildes ; 
{ 
} 
struct { 
int argu; 
} *pnt; 
char cop; 
pnt- >argu = param; 
pnt- >cop = (nucl << 4); 
pnt- >cop =: VIDVIT ; 
if (putcmd(fildes[1] , pnt) < 0) return(- 1); 
retum(0) ; 
La routine "netint" . 
#define INT 4 /*code operatoire d'une interruption pour donnee urgen 
netint(nucl , fildes , param) 
int nucl , param; 
int *fildes ; 
{ 
} 
struct { 
int argu ; 
} *pnt ; 
char cop; 
pnt- >argu = param; 
pnt- >cop = (nucl << 4); 
pnt- >cop =: INT; 
if (putcmd(fildes[1] , pnt) < 0) return( - 1); 
return(0); 
La routine "netrun" . 
#de fine RUN 16 
netrun(nucl, fildes) 
/ * code operatopn de RUN */ 
int nucl; 
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int *fildes ; 
{ 
struct { 
int param; 
char cop; 
} *pnt ; 
pnt- >cop = (nucl << 4); 
pnt- >cop =l RUN; 
if(putcmd(fildes[1] , pnt) < 0) return(- 1); 
retum(O) ; 
La routine "netrep" . 
f/define REP 7 
netrep(nucl, fildes , 
int nucl , param; 
i nt *fildes; 
{ 
struct { 
int 
char 
} *pnt; 
/ * code operatoire d 'une reprise */ 
param) 
argu; 
cap ; 
pnt- >argu = param; 
pnt- >cop = (nucl << 4); 
pnt- >cop =l REP ; 
if (putcmd(fildes[1] , pnt) < 0) return(-1); 
retum(O) ; 
La routine "netpri ". 
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#define SETPRI 13 / * code operatoire pour une modification de la 
1 
netpri(nucl, fildes , param1 , param2) 
int nucl , param1 , param2; 
int *fildes ; 
{ 
struct 
char argu1; 
char argu2; 
char cop; 
} *pnt; 
- -------------- - ------ -----------
Nouvelle librairie 
pnt- >argu1 = param1 ; 
pnt- >argu2 = param2; 
pnt- >cop = (nucl << 4); 
pnt->cop =: SETPRI; 
if(putcmd(fildes[1] , pnt) < O) return( - 1) ; 
retum(O); 
A. 21 
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Annexe 8: Le mode d'emploi du moniteur reseau . 
.!l-l• Chargement et exécution du moniteur reseau . 
.!;!.1.1. Rappel. 
Comme décrit dans le chapltre ~. le moniteur reseau travaille en 
deux passes : 
- une phase d'initialisation . 
- une phase d ' exécution proprement dite . 
11.1.z.. Chargement et exécution de la phase g_'initialisation . 
Le code objet se trouve sur le fichier INITX25 . Le progranme 
doit être lancé comne une comnande SHELL par un utilisat eur privilégié 
( root ou su) . 
% initx25 
En s'exécutant le prograrrme va afficher : 
les numeros des descripteurs des fichiers et des fichiers 
spéciaux. 
les valeurs par défaut des variables et des paramètres des voies 
logiques . Il demande alors si l ' utilisateur veut modifier cer-
taines valeurs. 
si oui , il est demandé de préciser les voies logiques qui 
doivent être ainsi particularisées et de quelle façon . 
(énumération des variables pouvant êtr e modifiées). 
- si non, l'exécution du prograrrrne continue . 
le numéro du processus qui va exécuter le programne RTTX25 moni-
teur réseau . 
Dès cet instant , l'utilisateur récupère l'interprèteur de com-
mandes; le processus continue en "stand alone" et va encore afficher : 
- un signal 
programne 
un signal 
progranme 
ternes . 
lors de la création d 'un processus 
HORLOGE , élément du temporisateur . 
lors de la création d'un processus 
NETINIT responsable des processus 
qui va exécuter le 
qui va exécuter le 
des utilisateurs ex-
- un resume des actions entr eprises et l'organisation des informa-
tions sur le fichier "init .h". 
un message signalant qu ' on va passer à la deuxième phase . 
Le prograrrrne INITX25 demande lui même au système d ' exploitation 
le chargement et l 'exécution du progranrne RTTX25 . 
En cas d'erreurs , un message est affiché précisant en clair le 
type et l ' origine de l'erreur . Le prograrrrne est alors stoppé et le 
processus meurt . 
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fi ._l.J. Exécution des programnes HORLOGE et NETINIT . 
Ces deux prograrrrnes sont exécutés par des processus crees par IN-
ITX25 . Dès le début , HORLOGE affiche le numéro du processus père vers 
lequel il va envoyer des interruptions software . Ce numéro doit être 
le même que celui signalé précéderrrnent . 
Le programne NETINIT affiche: 
- un message signalant le nombre de processus qu 'il va créer et qui 
seront mis à la disposition des utilisateurs externes . 
les numéros de ces processus . 
Dans la suite , NETINIT affichera chaque numero de processus qu'il 
aura dû créer pour remplacer un décédé . 
Si les processus exécutant HORLOGE ou NETINIT venaient à mourir , 
il est possible a l 'utilisateur de les remplacer en donnant la com-
mande : 
% horloge <numéro du processus RTTX25> & 
% netinit & 
Le numéro du processus exécutant RTTX25 a été affiché dès le 
début . Il est cependant conseillé de réinitialiser au préalable le 
niveau paquet c ' est à dire d ' effectuer une reprise (Voir corrrnande plus 
loin) . 
fi ._l._!!. Contrôle de RTTX25 . 
Dès l'instant où l'interprèteur des corrrnandes SHELL est redevenu 
actif, le moniteur réseau continue tout seul; il n'effectue plus au-
cune saisie de caractères au terminal. Pour le contrôler, il faut se 
relier au moniteur réseau de la même manière qu 'un utilisateur mais à 
l ' aide du moniteur de corrrnunication inter-processus /dev/pc~. 
Celui-ci transforme son utilisateur en utilisateur privilégié; il per-
met de demander au moniteur réseau d'effectuer des actions spéciales . 
fi.,Z_. Commande utilisateur. 
fi. ,Z_._l. Lancement de la corrrnande . 
Pour se servir du réseau , il faut d'abord lancer l'exécution du 
progranme NETWORK en tapant : 
% network 
Cela provoque le remplacement de l ' interprèteur des corrmandes SHELL 
par un autre interprèteur. Dès cet instant, tout ce qui est entré au 
terminal est analysé suivant des critères différents. 
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Toute chaine de caractères doit ëtre précédée d'un caractère 
spécial indiquant sa destination: 
11$11 : ce qui suit est une coITJTiande pour le moniteur réseau.$ 
11&11 : ce qui suit doit être envoyé sur la ligne vers l'autre 
machine. 
11%11 : ce qui suit doit être interprèté corrme une corrrnande 
par l'ancien interprèteur SHELL . 
"c" signale à 1 · interprèteur qu · il doit poursuivre 
l'affichage des caractères venant du réseau, affichage qui 
était interrompu. 
- Les corrmandes qui sont destinées au moniteur reseau sont: 
"$ line" : qui demande une liaison avec le moniteur réseau . 
Dès cet instant, les descripteur s de fichiers 3 et 4 sont 
réservés aux entrées sorties avec le moniteur réseau. 
11 $ netopen <nom de l ' interlocuteur> 11 qui demande une 
liaison entre le moniteur réseau et un autre ETTD spécifié 
par <nom de l'interlocuteur> . 
11$ netclose <cause> " : demande de rompre la liaison avec 
l'autre ETTD; une cause de rupture peut être précisée par un 
entier inférieur à 255. 
"$ vidvit <cause> 11 : demande le nettoyage des buffers ; une 
cause peut é~alement être spécifiée . 
"$ interrupt <argument> " : demande 1 · envoi en urgence de 
l'argument qui est un entier inférieur à 255 . 
"$ break <cause> " : demande la rupture de la liaison avec 
le moniteur réseau et par voie de conséquence avec l ' autre 
ETTD ; une cause peut être spécifiée. 
"$ r 1J,11, " : demande la poursuite de la corrrnunication 
lorsqu un problème est signalé. 
Valables uniquement .QQ!d!:.1!!1 super utilisateur: 
11$ reprise <cause> " : demande une reprise du niveau paquet . 
Une cause peut être spécifiée . 
"$ setpri <élément> <nouvelle priorité> " demande de 
modifier la priorité (0 <priorité< 29) de l'élément . 
"$ chuclid " : demande de changer d'utilisatûur courant, 
c'est à dire qu'on travaille à la place d'tm autre utilisa-
teur . Ce qui permet de l'obliger à libérer la ligne par ex-
emple . 
- L' interprèteur réceptionne aussi les données envoyées par l ' autre 
ETTD et que le moniteur réseau lui transmet . Il les affiche à 
l 'écran . De même il traite les interruptions provoquées par le 
moniteur réseau lorsque celui-ci veut signaler l'arrivée de 
données de contrôle; l ' interprèteur lit ces données de contrôle , 
les affi che en clair à l'écran et bloque la liaison avec le moni-
teur réseau . Celle- ci pourra être débloquée par la corrmande "$ 
run " 
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Plusieurs corrrnandes doivent encore être écrites pour faciliter le 
travail de contrôle: 
affichage en clair du fichier "admvl" qui contient les ren-
seignements sur les utilisateurs . 
déclenchement simultané d'une reprise du niveau paquet et 
d'un initialisation du niveau trame. 
nettoyage complet lors de l'arrêt du moniteur réseau . 
etc • .. 
fi ._? ._?. Exécution de programmes Q!d de coTTillandes. 
Toutes les corrrnandes qui effectuent des entrées sorties sur le 
réseau doivent être compilées ou assemblées avec les routines cte la 
librairie "lamb" décrite en annexe A. 
Le réseau doit être référencé par "/dev/net" à l'exclusion de 
tout autre nom. Il est strictement interdit d'utiliser les appels 
systèmes "stty" et "gtty" en direction du réseau • 
.a.J.. Exemples concrets . 
Soit à effectuer le transfert vers une autre machine d'un fichier pour 
1 'y faire compiler . On suppose que l'autre machine est identique en tout 
point à celle- ci. 
network 
$ line 
$ netopen WQR 
/* comnentaire : lancer sur l'autre ETTD une corrrnande 
pour réceptionner ce qui vient du réseau . 
*/ 
& cp /dev/net test .c 
/* conmentaire: lancer l'expédition du fichier ess~i .c 
sur le réseau . 
*/ 
% cp essai .c /dev/net 
$ interrupt 4 
& cc test.c 
$ interrupt 0 
$ netclose 10 
$ break 10 
/* corr:mentaire: stopper le prograrrme de réception. * / 
/* corrrnentaire: demander la compilation . */ 
/* corrrnentaire : arrëter l ' interprèteur de corrrnande 
de l'autre ETTD . 
*/ 
/* conYnentaire: revenir a l'interprèteur SHELL */ 
effectuer ctrl d 
C 
1 /! 
2 / * 
3 
4 
5 
/binar/usr/sys/ndmr/Ltrapac.c 
Annexe C: Le moni t eur pour interface DR11-C, 
Thi s driver shares the DR11 - C interface with driver mxpar.c and dr . c : 
only one driver at a time may be opened ! 
All opening and closing must go through routines clopen and clc l ose. 
6 */ 
C, 1 
7 / * This driver for use with up to two DR11 - C interfaces connecting UNI X to 
8 another processor; the communication is bi- directional; it consists of blocks 
9 of varying l ength (max . 128 words of 16 bytes). The main purpose of t his 
10 driver is t o be used in a X25 connection, whereby UNIX handles t he "packet 11 
11 l evel and the other processor handles the "frame11 leveL The present driver 
12 pr ocides t he interface between the two levels . 
13 */ 
14 / * 
15 La fonction de TRAPAC est d'assurer le transfert de blocs d 'information 
16 (des paquets) entre les niveaux trame et paquet. 
17 I l est conçu pour : 
78 - respecter le protocole de transmission défini par J. ART dans l_e r apport TP 
1 1 19 - accelerer la transmission en n'obligeant pas les deux niveaux a se 
20 synchroniser. 
21 - ne pas imposer des arrêts intempestifs("s leep" ) aux programmes du niveau 
22 paquet. 
23 - éviter que des paquets ne soient à cheval sur les trois étapes 
24 niveau trame-- trapac- -niveau paquet . 
25 - pour repérer la f in des paquets afin d'y insérer ou d'en retirer 
26 les mots d'état de la transmission, 
27 */ 
28 #include "/binar/usr/sys/param. h" 
29 #include "/binar/usr/sys/user.h" 
30 ffinclude "/binar/usr/sys/conf .h" 
31 tl-include "/binar/usr/sys/drmxp,h" 
32 /* flags de controle */ 
33 #define ASKSTAT 010 
34 #define INOPEN 0100 
35 #define OUTOPEN 040 
36 #define STOPOU 0200 
37 #define STOPIN 0400 
38 #define EMPTY 01000 
39 #define NOPLACE 02000 
40 #define FULL 040000 
41 #define NTRPC 2 
42 #define BUFMAX 128 
4 3 #de fine LNGMAX BUFMAX * 2 
44 #define TRAPA1 0767760 
/* code pour demande d'etat par niveau trame */ 
/ * semaphore pour ouverture en mode l ecture */ 
/ * semaphore pour ouverture en mode ecriture */ 
/ * flag indiquant l'arret de l'expedition */ 
/* flag indiquant l'arret de la reception */ 
/ * buffer de sortie vide*/ 
/ * pas assez de places libres dans l e niveau trame· 
/ * buffer d'entree surcharge */ 
/* nombre d'interfaces prevues */ 
/* taille des buffers en mots*/ 
/ * taille des buffers en bytes */ 
/* adresse des registres du premier i nterface */ 
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45 #define TRAPA2. 0767750 
46 #define BITFAI 0377 
/ * adresse des registres du second interface*/ 
/ * validation des bits de poids faible */ 
47 #define CFREE 077000 / * validation des bits du nouveau co~pteur */ 
/ * indicatif d 'un debut de paquet */ 48 #define BITPAQ 0100000 
49 #define FACTEUR 6 /* facteur multiplicatif du compteur*/ 
50 int tpcia() , tpcih(); 
51 struct inter inter[NDR11] ; 
52 struct trpc { 
53 int tp_stflag; !* 
54 int tp_cmdo ; /* 
55 int tp_cmdi ; ! * 
56 int tp_cin1 ; ! * 
57 int tp_cin2 ; !* 
58 int tp_cou1; !* 
59 int tp_cou2 ; !* 
60 int tp_cfree ; !* 
61 int tp_bfou[BUFMAX]; 
62 int tp_bfin[BUfl-1AX] ; 
63 int tp_ iou; !* 
64 int tp_ jou ; !* 
65 int tp_iin ; !* 
66 int tp_jin; !* 
67 int tp_usid ; /* 
68 int *tp_drxad ; 
69 trpc[NDR1 1]; 
/ * routine de traitement des i nterruptions*/ 
flags de contrôle voir ci- dessus */ 
état de la l iRne sens paquet- >trame */ 
état de la ligne sens trame- >paquet */ 
compteur de r emplissage du buffer d ' entrée*/ 
compteur pour repérage de f in de paauet (voir tpcib()) */ 
compteur de r emplissage du buffer de sortie*/ 
compteur pour r epér age de fin de paquet (voir tpcia()) */ 
compteur indiquant la place libre dans le buffer du micro 
/* buffer de sor t i e circulaire */ 
/ * buffer d'entrée circulaire */ 
indice première place libre dans buffer de sortie*/ 
indice derniere place occupée dans le même buffer */ 
indice premi~re pl ace libre dans buffer d ' entrée */ 
indice derniere place occupée dans ce même buffer i/ 
identificateur de l 'utilisateur*/ 
70 tpcopen(dev , fla?) 
71 int dev , flag ; 
72 ( 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
register struct trpc *pnttr; 
register int *trapa; 
/ * sel ection d 'un des interfaces physiques DR11- C */ 
if(dev. d_minor >= NDR1 1) goto erreur; 
pnttr = &trpc[dev.d_minor] ; 
/ * un seul et meme utilisateur peut ouvrir plusieurs fois */ 
if (pnttr- >tp_usid) { 
if (pnttr- >tp_usid != u.u_uid) goto erreur ; 
else { 
r::nttr- >tp_usid = u . u_uid , 
, 
!* d1mande de~l'interface physique ; ' clopen ' le reservera */ 
/ * desormais a ce moniteur.*/ 
if(clopen(&pnttr->tp_drxad , &tpcia, &tpcib , dev.d_minor , fla~)< 0) { 
r::nttr- >tp_usid = O; 
goto erreur; 
C 
90 
97 
92 
93 
94 
95 
96 
97 
98 
99 
100 
1 01 
102 
103 
104 
105 
106 
107 
108 erreur : 
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/ * en f onction du mode d'ouvertur e , placer les flafs */ 
/ * nécessaires .. OUTOPEN et INOPEN sont les flags principaux*/ 
/ * dépendant du mode d'ouverture. */ 
if(flag){ 
if (pnttr- >tp_stflag & OUTOPEN) { 
return ; 
} 
pnttr- >tp_stflag =l (EMPTY: NOPLACE STOPOU OUTOPEN); 
} else { 
if (pnttr- >tp_stflag & INOPEN) { 
retum ; 
} 
r:nttr- >tp_stflag =l INOPEN; 
/* Mise a zéro du mot de corrrnande a envoyer. */ 
pnttr- >tp_cmdo = O; 
return ; 
109 u, u_error = ENXIO ; 
110 splO() ; 
111 
112 
return ; 
11 3 tpcclose(dev , flag) 
114 int dev , fla~ ; 
115 { 
116 
117 
1 18 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
12q 
130 
131 
132 
133 
134 
register struct trpc *pnttr ; 
re~ister int *trapa; 
if (dev.d minor >= NDR11) ( 
u.u_error = ENXIO; 
return ; 
pnttr = &trpc [dev .. d_minor]; 
/ * Liberer l'interface physique .. */ 
clclose(&pnttr- >tp_drxad , dev .. d_minor) ; 
/ * Remettr e tout dans l ' etat initial compteurs , indices */ 
/ * et mot de commande.*/ 
pnttr->tp_stflag = O; 
pnttr->tp_c free = O; 
pnttr - >tp_usid = O; 
pnttr- >tp_cmdo = pnttr- >tp_cmdi 
pnttr- >tp_cin1 = pnttr- >tp_cin2 
pnttr- >tp_iin = pnttr- >tp_ jin = 
pnttr- >tp_cou1 = pnttr->tp_cou2 
pnttr- >tp_iou = pnttr- >tp_ jou = 
= O; 
= O; 
O· 
' 
= O; 
O· 
' 
C 
135 
136 
137 / * 
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return; 
138 tpcread() est conçu pour : 
c .. 4 
139 - ne renvoyer vers le niveau paquet (c. a .d. le programme qui a fait un tpcread) 
140 qu ' un paquet qui est déja entierement arrive dans TRAPAC. 
141 - ne libér er la place dans 'bfi n' qu 'une fois le paouet completement envoyer. 
142 - ne renvoyer qu'un seul paquet par appel systême "read" effectue dans le niveau 
1 43 paquet. , , , 
144 - réactiver la transmission depuis le niveau trame s i celle- ci a ete bloquee 
14'5 suite à une surcharge des buffers. 
146 - prévenir le niveau trame au ' une plus F,rande place est disponible dans 'bfin'; 
147 et au besoin , réactiver la routine de transmission pour envoyer un nouveau 
148 mot d ' etat .. 
149 */ 
150 tpcread (dev) 
151 int dev; 
152 ( 
153 register struct trpc *pnttr ; 
154 register int *pnt ; 
155 register int cptrdl ; 
156 int cptrd2 ; 
157 int *trapa; 
158 int savind ; 
159 
160 if (dev. d_minor >= NDR11) { 
161 u.u_error = ENXIO ; 
162 return ; 
163 } 
164 
165 
pnttr = &trpc[dev. d_minor] ; 
trapa = pnttr- >tp_drxad ; 
if (pnttr- >tp_cinl <= 0) return; / * 'lRAPAC n a l u aucun caractere */ 166 
167 
168 
169 
170 
I I ' 
/ * Pointer le premier element a donner au processus utilisateur.*/ 
171 
172 
173 
174 
175 
176 
177 
178 
pnt = &pnttr- >tp_bfin[pnttr - >tp_jin ] ; 
/ * Sauver l 'indice de cet élément pour le cas ou il y*/ 
/* aurait des problèmes .*/ 
savind = pnttr->tp_jin; 
/ * initialiser le compt eur de transmission. */ 
/* arrondir au nombre pair de bytes irrrnediatement supérieur . */ 
cptrd1 = *pnt & 0377; 
++Cpt rd 1; 
cptrd 1 =» 1 ; 
if(cptrd1 > pnttr- >tp_cin1) return ; 
cptrd2 = cptrd 1 ; 
C 
179 
180 
181 
182 
183 
184 
185 
186 
187 
188 
189 
190 
191 
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/*transfert*/ 
while (givec(pnttr) == 0 && cptrd1 - - > O) ; 
,. 1 
/* tout doit etre envoye sinon il y a erreur .. */ 
if(cptrd1 > 0) { 
spl5(); 
u.u_error = EFBIG ; 
l,l1ttr- >tp_jin = savind; 
return ; 
/ * Monter la priorité car on travaille maintenant sur*/ 
/ * les compteurs et sur les interruptions, */ 
pnttr- >tp_cin1 =- ++Cptrd2 ; 
C-. 5 
192 
193 
if (pnttr- >tp_stflag & STOPIN) { 
)'.llttr- >tp_stflag =& STOPIN; 
trapa- >drcsr =: SIGB; / * signalera l'emetteur qu'il peut emettre · 
194 
195 
196 
197 
198 
199 
200 
201 } 
202 / * 
if (pnttr- >tp_stflag & STOPOU){ 
} 
spl0() ; 
return; 
µittr- >tp_stflag =: ASKSTAT; 
tpcib(dev.d_minor) ; 
203 tpcwrite est conpu pour: 
204 - n'accepter un paquet du prograrrrne activant tpcwrite que s'il a assez de place 
205 dans 'bfou ' pour le recevoir entièrement . 
206 - refuser le paquet s ' il ne lui est pas parvenu complètement. 
207 - accepter plusieurs paquets pour un même appel systëme "write" , 
208 - réactiver la routine de transmission si celle- ci a été suspendue s uite a un 
209 manque de données à envoyer. 
210 ·*/ 
211 tpcwrite(dev) 
2 12 int dev ; 
213 { 
214 
215 
216 
217 
218 
219 
220 
221 
222 
223 
224 
register struct trpc 
register int *pnt; 
rep, ister int cptwl ; 
int result , cptw2 ; 
int trapa; 
int savind; 
*pnttr ; 
if (dev-.d_minor >= NDR11) 
u. u_error = EIO ; 
return; 
pnttr = &trpc[dev-.d_minor]; 
C 
225 
226 
227 
228 
229 
230 
231 
232 
233 
234 loop: 
235 
236 
237 
238 
239 
240 
241 
242 
243 
244 
245 
246 
247 
248 
249 
250 
251 
252 
253 
254 
255 
256 
257 
258 
259 
260 
261 
262 
263 
264 
265 
266 
/binar/usr/sys/ndmr/Ltrapac , c 
trapa = pnttr- >tp_drxad ; 
/ * Le nombre de bytes à envoyer doit être pair car*/ 
/ * il sera t ransformé en nombre de mots. */ 
if(u.u_count & 01){ 
u. u_error = ENXIO; 
return ; 
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/* Recevoir de l'utilisateur tous les paquets possibl es*/ 
/ * jusqu'à saturation des buffers. */ 
/ * sauver l ' état actuel pour le resti tuer en cas de problemes */ 
savind = pnttr->tp_iou; 
pnt = &pnttr- >tp_bfou[savind] ; 
if (takec(pnttr) < 0) goto retour; 
cptw1 = (*pnt & 0377) 
cptw1++; 
cptw1 =>> 1; 
cptw2 = cptw1 ; 
if(++cptw2 > (BUFMAX - pnttr- >tp_cou1)){ 
/ * pas assez de place, remettre an situation initiale */ 
pnttr- >tp_iou = savind ; 
/ * Les deux derniers caracteres sont considérés coITITle */ 
/ * non lus.*/ 
u.u_count =+ 2 ; 
goto retour; 
} 
while( cptw1-- > 0 && (result = takec(pnttr)) >= 0 ) ; 
/ * Si l e compteur n'est pas negatif l'arrêt est */ 
/ * provoqué par "takec" • */ 
if (cptw1 >= 0) { 
u.u_error = ENXIO ; 
J)."lttr- >tp_iou = savind ; 
return ; 
/* Sous une haute priorité , on modifie le compteur.*/ 
spl5() ; 
pnttr- >tp_cou1 =+ cptw2 ; 
s plO() ; 
' / * Sile resultat du 11 t akec11 est negatif, il n'y a*/ 
/ * plus rien à lir e.*/ 
if(result < 0) goto retour; 
goto loop; 
C /binar/usr/sys/ndmr/Ltrapac .c 
267 retour : 
268 spl5() ; 
269 
270 
271 
272 
273 
274 
275 
276 
277 /* 
/* Le buffer n'est plus vide maintenant */ 
pnttr- >tp_stflag =& EMPTY ; 
if(pnttr- >tp_stflag & STOPOU){ 
i:nttr- >tp_stflag =& (STOPOU EMPTY) ; 
tpcib(dev.d_minor) ; 
} 
splO() ; 
C. 7 
278 tpcib() est con9u pour : 
279 - traiter les interruptions dans l ' émetteur survenant pour signaler un "prêt a 
280 recevoir" de la part du récepteur (niveau t rame) , 
281 - repérer la fin d ' un paquet , 
282 - envoyer le mot d ' état si c ' est necessaire , 
283 - se s uspendre si le buffer de sortie est vide. 
284 - estimer la place restante dans le niveau trame et au besoin s'arrêter 
285 - construire les deux premiers octets d ' un paquet conformément au protocole TP, 
286 */ 
287 tpcib(dev) 
288 int 
289 { 
290 
291 
202 
293 
294 
295 
296 
297 
298 
299 
300 
301 
302 
303 
304 
305 
306 
307 
dev ; 
/ * Pointeur vers les re~istr es du DR1 1-C, */ 
register int *trapa ; 
/ * pointeur vers la structure de "trapac" , */ 
r e~i ster struct trpc *pnttr ; 
r egist er int *pnt ; 
pnttr = &trpc[dev] ; 
trapa = pnttr- >tp_drxad; 
trapa- >drcsr =& SIGA; / * le mot précédant a été re9u */ 
/ * C'est le début d'un nouveau paouet , */ 
if(pnttr- >tp_cou2 <= O) { 
/* Que reste- t - il conrne place dans le buffer? */ 
tpcfree(pnttr); 
/ * Demande- t - on l ' envoi du statu$? */ 
if(pnttr- >tp_stfl ag & ASKSTAT){ 
/* Construir e la nouvelle commande, */ 
trapa- >drobuf = pntt r- >tp_cmdo ; 
pnttr - >tp_stflag =& ASKSTAT ; 
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308 } el se { 
~ 309 /* Il n, y a plus rien a envoyer ou plus de place pour ;i; 
310 /*recevoir, */ 
311 if(pnttr- >tp_stflag & (EMPTY + NOPLACE)) { 
312 pnttr- >tp_stflag =: STOPOO; 
313 return ; 
314 } 
315 if(pnttr- >tp_cou1 <= 0) { 
316 trapa- >drobuf = pntt r - >tp_cmdo ; 
317 pnttr- >tp_stflag =: EMPTY ; 
318 } else { 
319 / * Construire l'entête du paquet,*/ 
320 pnt = &pnttr->tp_bfou[pnttr- >tp_ jou] ; 
321 pnttr- >tp_cou2 = *pnt & 0377; 
322 if((pnttr- >tp_cou2 + 2) > pnttr- >tp_cfree){ 
323 trapa- >drobuf = pnttr- >tp_cmdo ; 
324 pnttr- >tp_cou2 = O; 
325 pnttr->tp_stflag =: NOPLACE; 
326 } else { 
327 pnttr->tp_cfree =- (pnttr- >tp_cou2 + 2); 
328 trapa- >drobuf = pnttr- >tp_cou2++ + ((pnttr- >tp_cmdo) & CFREE) + BITPA 
329 pn ttr - >tp_cou2 => > 1 ; 
330 pnttr- >tp_cou1- - ; 
331 pnttr- >tp_ jou++; 
332 pnttr- >tp_ jou =& (BUFMAX - 1) ; 
333 } 
334 } 
335 } 
336 else { 
337 1~ On a envoye un mot , décr ~menter les compteurs et*/ 
338 /* modifier les indices.*/ 
339 pnt = &pnttr->tp_bfou[pnttr- >tp_ jou] ; 
340 trapa->drobuf = *pnt ; 
341 pnttr- >tp_cou2--; 
342 pnttr- >tp_cou1--; 
343 pnttr- >tp_ jou++; 
34lt pnttr- >tp_jou =& (BUFMAX - 1); 
345 } 
346 
347 } 
trapa->drcsr =l SIGA; 
I r, 
/* signaler au recepteur qu un nouveau mot es t pret 
348 
349 / * 
350 t pci a () est conçu pour : , , , 
351 - traiter des interrupt ions dans le recepteur causees par l'arr ivee d ' un mot 
352 dans le buffer d'entrée. 
353 - repérer la fin d'un paquet. 
' , , l'I 354 - differencier un mot d etat dune en- tete de paquet . 
355 - mettre a jour l'estimateur de places libres dans le niveau trame . 
356 - répondre a une demande de mise à jour du mot d'état de la transmission et 
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357 au besoin réact iver la routine de transmission. 
358 - bloquer l'arrivée du paquet si le buffer déborde . 
359 */ 
360 tpcia(dev) 
361 int dev; 
362 { 
363 register int *trapa; 
364 register struct trpc *pnttr ; 
365 r egister int *pnt; 
366 pnttr = &trpc[dev]; 
367 trapa = pnttr- >tp_drxad; 
368 trapa- >drcsr =& SIGB; 
369 pnt = &pnttr- >tp_bfin[pnttr- >tp_iin]; 
370 
371 /* Début d ' un nouveau paquet.*/ 
372 if(pnttr- >tp_cin2 <= 0){ 
373. i:nttr- >tp_cin2 = trapa- >dribuf; 
374 / * Mettre a jour le compteur estimant l a place libr e */ 
375 /* sur le microprocesseur.*/ 
376 
377 
378 
379 
380 
381 
382 
383 
i:nttr- >tp_cfree = pnttr- >tp_cin2 & CFREE; 
i:nttr- >tp_cfree =>> FACTEUR; 
.i;:.nttr- >tp_stflag =& NOPLACE; 
if(pnttr- >tp_cin2 < O){ 
} else { 
µittr- >tp_cin2 =& BITFAI; 
*pnt = pnttr->tp_cin2++; 
i:nttr->tp_cin2 =>> 1; 
/* Une corrrnande - > traitement special , */ 
i:nttr- >tp_cin2 = O; 
µittr->tp_cmdi = trapa- >dribuf; 
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384 
385 
386 
387 
388 
389 
390 
391 
392 
393 
if(pnttr->tp_cmdi & ASKSTAT) pnttr- >tp_s tflag =: ASKSTAT; 
goto activ; 
} 
} el se { 
} 
i:nttr- >tp_cin2-- ; 
*pnt = trapa- >dribuf; 
394 / * mise a jour des compteurs et indices .*/ 
395 pnttr- >tp_iin++; 
396 pnttr- >tp_iin =& (BUFMAX - 1); 
397 pnttr- >tp_cin1++; 
398 i f(pnttr- >tp_cin1 >= BUFMAX){ 
399 pnttr- >tp_s tflag =i STOPI N; 
400 re turn; 
C 
401 
402 
403 
404 
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} 
/* accuser réception .. */ 
trapa- >drcsr =l SIGB; 
return ; 
c .. 10 
405 
406 
' , / * Reactiver l'emission des paquets .. Les conditions ont "I 
407 
408 
409 
410 
411 
412 
/* 
activ 
/ * évoluéi */ 
if (pnttr- >tp_stflag & STOPOU){ 
pnttr - >tp_stflag =& STOPOU ; 
tpcib(dev) ; 
} 
trapa- >drcsr =: SIGB; 
return; 41 3 
41 4 } 
41 5 
416 
417 
418 
419 
Les routines de passage (passe() et cpass()) fonctionnent au niveau des 
caractères , or TRAPAC fonctionne au niveau du mot .. takec() et givec() ont 
pour mi ssion d'effectuer la transition entre ces deux modes de travail .. 
*I 
420 takec(pointer) 
421 int *pointer; 
422 { 
423 register struct trpc *pnttr; 
424 register int c ; 
425 register int de ; 
426 
427 
428 
429 
430 
431 
432 
433 
434 
435} 
pnttr = pointer; 
if((c = cpass()) -- - 1) return( - 1); 
de = ( C & 0377) i 
if((c = cpass()) -- - 1) return( - 1) ; 
C =« 8 j 
de=: (c & 0177400) ; 
pnt tr- >tp_bfou[pnttr- >tp_iou++] = de ; 
pnttr- >tp_iou =& (BUFMAX - 1) ; 
return(O) ; 
436 ~ivec(pointer) 
437 int *pointer ; 
438 { 
I.J39 
440 
441 
442 
443 
444 
r ep;ister 
register 
register 
struct trpe 
int e ; 
int de ; 
pnttr = pointer ; 
*pnttr; 
de= pnttr- >tp_bfin[pnttr- >tp_ jin++]; 
pnttr- >tp_jin =& (BUFMAX - 1); 
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445 c = (de & 0377) ; 
446 if(passc(c) < 0) return( - 1) ; 
447 de=>> 8; 
448 passc(dc) ; 
449 return(O); 
450 
451 / * 
452 tpcfree() sert a donner le nombre de places libres suivant l e code mis au point 
453 dans le protocole TP . 
454 */ 
455 t pcfree(pointer) 
45E int *pointer; 
457 { 
458 register struct trpc *pnttr ; 
459 register int reste ; 
460 pnttr = pointer; 
461 pnttr- >tp_cmdo =& BITFAI ; 
462 reste= LNGMAX - pnttr- >tp_cin1; 
463 reste=<< FACTEUR; 
464 pnttr- >tp_cmdo =l (reste & CFREE); 
465 
466 / * 
467 t pcstat() permet l'échange des mots ct'état entre TRAPAC et le niveau paquet. 
468 Il est active par le niveau paquet pour fournir un nouveau mot d'état par 
469 l'appel système stty et pour obtenir le mot d'état par gtty. 
470 */ 
471 tpcstat(dev ,pointer) 
472 int dev ; 
473 int *pointer ; 
register 
r egister 
struct trpc 
int *pnt ; 
pnt = pointer ; 
*pnttr; 
474 { 
Ll75 
476 
477 
478 
479 pnttr = &trpc[dev .d_minor ] ; 
480 if(pnt == O){ 
481 i:nttr- >tp_cmdo = u,u_arg[O] & 077777; 
482 i:nttr- >tp_stflag =l ASKSTAT; 
483 spl5(); 
484 if(pnttr- >tp_stflag & (STOPOU)){ 
485 µ,ttr- >tp_stflag =& (EMPTY NOPLACE STOPOU); 
486 tpcib(dev. d_minor) ; 
487 } 
488 splO() ; 
C 
489 
490 
491 
492 
493 
494 
495 } 
} else { 
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*pnt++ = pnttr->tp_cmdi ; 
*pnt++ = pnttr- >tp_cin1 ; 
*pnt = pnttr- >tp_cou1 ; 
µittr- >tp_cmdi = O; 
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D 
1 /j 
2 I* 
MJniteur /dev/pck? 
Annexe D: Le moniteur de corrrnunication int er- processus 
3 Driver ·for inter- process corrmunication via named channels 
4 */ 
5 / 'Ir 
D. 1 
6 This driver allows processes to co!lillunicate via /dev/pck? pseudo- devices. 
7 Synchronization between readers and writers occurs by means of sleep/ 
8 wakeup mechanism. However, for one of the /dev/pck?s (with miner number 
9 equal to NOSLEEP) , the writer or r eader never sleeps : a writer terminates 
10 when no more characters may be written (due to buffer congestion) , and the 
11 write operation returns the number of characters effectively written ; 
12 similarly, a read operation returns when there are no more characters to 
13 be read at that moment , the return value is the number of characters 
14 effectively read . 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 */ 
Also , a reader/writer on this peculiar channel is able to conmunicate 
with writers and readers which operate on any other channel : all the 
output produced by the writers is read by this special reader , and 
contains information about its origin ; 
the output produced by this special writer contains routing information which 
allows to send that output to designated readers. 
The first byte on a r ead operation on this special channel is the miner number 
of the source device ; the first byte to be written on the special channel must 
be the miner number of the destination channel . 
It should therefore be obvious that one should have : 
- either pairs of readers and writers operating on common channels , 
- or readers and writers communicating exclusively with a single 
reader/writer which operates on the special channel . 
Note : even though the channels are bi- directional , both streams are 
assumed , if they are used , to flow between a single pair of 
processes . 
32 / * This driver uses routines pckgetc and pckputc 
33 which are defined in file pcks . s 
34 */ 
35 /linclude "/binar /usr/sys/param.h" 
36 /linclude 11/binar/usr/sys/conf .h" 
37 1/include "/binar/usr/sys/user .h" 
38 /linclude "/binar/usr/sys/proc . h" 
39 flinclude 11/binar/usr/sys/seg .h" 
40 /linclude 11/binar/usr/sys/reg. h" 
41 /finclude 11/binar/usr/sys/file . h" 
42 /Jdefine NPCK 16 
43 /ldefine NOSLEEP NPCK 
44 /ldefine PCKPRI 8 
/* Nombre de moniteurs normaux*/ 
/* Numéro du moniteur spécial*/ 
/* priorité de réveil*/ 
D 
45 #define NPCKBLK 
46 #define PCKHI 
47 #define PCKLO 
48 fldefine CHAR 
49 tJdefine STAT 
50 #define ENDFIL 
51 /* flags */ 
52 fldefine ORAB 
53 /tdefine OWAB 
5 4 #de fine ORBA 
55 #define OWBA 
50 
130 
34 
0377 
077400 
0 
0400 
01000 
02000 
04000 
56 #define WRITINGAB 
57 #define WRITINGBA 
58 #define SRAB 01 
59 #define SWAB 02 
60 #define SRBA 04 
61 #define SWBA 010 
funiteur /dev/pck? 
!* Nombre de blocs chaines*/ 
Borne supérieure pour stopper input*/ !* 
/* Borne inférieure pour réactiver input 
/* Validation des 8 bits faibles */ 
/* Validation des 8 bits forts*/ 
!* Caractère fin de fichier*/ 
/* open to read on AB*/ 
/* open to write on AB*/ 
/* open to read on BA*/ 
/* open to write on BA*/ 
010000 /* writingon AB*/ 
020000 /* writing on BA*/ 
*/ 
/* reader AB asleep on sleep channel &pck_prAB */ 
/* writer AB asleep on sleep channel &pck_qAB */ 
/* reader BA asleep on sleep channel &pck_prBA */ 
/* writer BA asleep on sleep channel &pck_qBA */ 
D.2 
62 #define NOTRANS 0100000 ,/* flag de no transmission de status */ 
63 /* pckflag values*/ 
64 #define OPEN 01 /* normal open*/ 
65 #define OPENSPEC 03777 /* special pck open*/ 
66 struct 
67 
68 
69 } ; 
70 struct 
71 struct 
72 struct 
73 
74 
75 
76 } ; 
cblock { 
struct cblock *c next· 
- ' char info[6); 
cblock pckfr[NPCKBLK]; 
cblock *pckfrlist; 
clist { 
int c cc· 
- ' int C cf· 
- ' int c cl · 
- ' 
/* Pointeur vers bloc suivant*/ 
/* buffer information*/ 
/* character count */ 
/* pointer to first block */ 
/* pointer to last block */ 
77 /* There are two independent channels for every minor "device11 , 
78 hence two queues: AB and BA 
79 */ 
80 struct pck { 
81 int pck_fgs ; /* Flags, voir plus haut*/ 
82 int pck_prAB; !* pid of reader on AB and writer on BA */ 
83 int pck_prBA; /* pid of reader on BA and writer on AB */ 
84 int pck_frAB; /* pointer to file structure read on AB */ 
85 int pck_:fwAB; /* pointer to file structure write on AB*/ 
86 int pck_frBA; /* pointer to file structure read on BA*/ 
87 int pck_:fwBA; I* pointer to file structure write on BA*/ 
D t-bniteur /dev/pck? 
88 int pck_stAB[2] ; /* status de A - > B */ 
/* status de B - >A */ 89 int pck_stBA[2]; 
90 struct clist pck_qAB ; 
91 struct clist pck_qBA ; 
92 pck[NPCK] ; 
93 int pckflag 0; /* zero until first call to pckopen */ 
94 /* A 11device11 ma.y be opened either for input or for output , 
95 but not for both ! 
96 */ 
97 pckopen(dev , flag) { 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
i nt vl, iof; 
register int pid; 
register int ptf; 
struct proc *pp ; register struct pck *tp ; 
if( !pckflag) { pckflag++-; pckinit() ; } 
/* Reperer le moniteur */ 
vl = dev.d_minor ; 
/ * Tester si ce moniteur existe et si le mode d'ouverture 
n'est pas lecture-ecriture . */ 
if(vl < 0 : : vl > NPCK :: u .u_arg[1] == 3) { 
u .u_error = ENXIO ; 
return ; 
/* Reperer le numero de descripteur de fichier */ 
iof = u .u_ar0[R0] ; 
D. 3 
111 
112 
113 
114 
/ * Reperer le pointeur dans la table des fichiers ouverts*/ 
ptf = u .u_ofile[iof] ; 
115 
1 16 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
/ * Reperer le pointeur vers le descripteur de processus */ 
PP = u.u_procp; 
/* Reperer le tll l!llero de l · utilisateur */ 
pid = pp- >p_pid; 
/ * handle all cases for actual opening */ 
if(vl != N0SLEEP){ 
/* Affecter l ' adresse de la structure de ce moniteur */ 
tp = &pck[vl]; 
switch(tp- >pck_fgs & 07400){ 
case 0 tp->pck_prAB = pid; 
if( flag) { 
}else{ 
} 
retum; 
tp- >pck_fuBA = ptf; 
tp- >pck_ fgs =: 0WBA ; 
tp- >pck_frAB = ptf; 
tp- >pck_fgs =: 0RAB; 
case 0400 : if (tp- >pck_prAB == pid){ 
/* same pid then writer is allowed */ 
/ * what is open 9 */ 
/* nothing */ 
/ * already reader on AB */ 
D 
135 
136 
137 
138 
139 
140 
1 41 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
175 
176 
177 
178 
179 
180 
181 
182 
183 
184 
185 
186 
187 
188 
189 
190 
191 
llbniteur /dev/pck? 
} else { 
if (flag) { 
tp->pck_fwBA = 
tp- >pck_fgs =: 
} else break; 
ptf; 
OWBA; 
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/* reader then error */ 
/* new pid make what it likes */ 
tp->pck_prBA = pid; 
case 01400 
case 02400 
} 
retum; 
if ( flag) { 
tp->pck_fwAB = 
tp->pck_fgs = : 
}else{ 
ptf; 
OWAB; 
tp- >pck_frBA = ptf; 
tp->pck_fgs =: ORBA; 
if (flag) goto cas7 ; /* one channel is occupied */ 
else goto cas13; 
break; 
if(!flag) break; /* two readers then no third */ 
if (tp->pck_prAB == pid){ /* either this reader */ 
tp->pck_fwBA = ptf; 
tp->pck_fgs =: OWBA; 
retum; 
} 
if ~tp->pck_prBA == pid)l 
tp- >pck_f'wAB = ptf; 
tp->pc~fgs =: OWAB; 
retum; 
/* or this */ 
break; /* another then error */ 
case 03400 cas7: if((tP->pck_prAB == pid) && flag){ 
/* one channel is occupied */ 
tp->pck_fwBA = ptf; 
tp->pck_fgs =i OWBA; 
retum; 
case 04000 
} 
break; 
if (tp->pck_prAB == pid) { /* already writer on BA*/ 
if ( !fla~){ /* same pid then only reader is allc 
tp->pck_ frAB = ptf; 
} else { 
retum; 
tp->pck_fgs =i ORAB; 
} else break; /* writer then error */ 
tp- >pck_prBA = pid; /* new pid then what it likes 
if ( flag ){ 
tp->pc~fwAB = ptf; 
tp->pc~fgs =l OWAB; 
else { 
tp->pck_frBA = ptf; 
tp->pck_fgs =i ORBA; 
case 04400 : if (tp- >pck_prAB == pid) break; 
/* one process writes and reads */ 
tp->pck_prBA = pid; /* a new makes what it iikes */ 
D 
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193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
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213 
214 
215 
216 
217 
218 
219 
220 
221 
222 
223 
224 
225 
226 
227 
228 
229 
230 
231 
232 
233 
234 
235 
236 
237 
238 
239 
240 
241 
242 
243 
244 
245 
246 
247 
case 05000 
case 05400 
case 06000 
case 06400 
case 07000 
} 
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if ( flag) { 
tp- >pck_t'wAB = ptf; 
tp- >pck_fes =: OWAB; 
} else { 
retum; 
tp- >pck_ frBA = ptf; 
tp- >pck_fgs =: ORBA; 
D.5 
if (flag) break ; /* already two readers, no third */ 
if (tp->pck_prAB == pid){ /* either this process */ 
tp- >pck_frAB = ptf; 
tp- >pck_fgs =: ORAB; 
retum; 
if (tp- >.pck_prBA == pid){ 
tp- >pck_frBA = ptf; 
tp- >pck_fgs =: ORBA; 
retum ; 
} 
break; 
/* or this */ 
cas13 : if((tp->pck_prBA -- pid) && (!flag)){ 
tp- >pck_frBA = ptf; 
} 
break; 
tp- >pck_fgs =l ORBA; 
retum; 
if (flag) goto cas15 ; /* one channel is occupied , */ 
/* a new process makes what it likes */ 
else goto cas16; 
break; 
} 
cas15 : if((tp->pck_prBA == pid) && flag) { 
tp- >pck_t'wAB = ptf; 
tp- >pck_fgs =l OWAB; 
retum; 
break; 
} 
cas16 : if((tp->pck_prAB == pid) && ( !flag)){ 
tp- >pck_frAB = ptf; 
tp- >pck_fgs =i ORAB; 
retum; 
break; 
u.u_error = EACCES ; 
retum ; 
/* third process or bad mode*/ 
}else{ 
tp = pck; 
if ( pckflag ! = OPENSPEC) { 
for(vl = O;vl < NPCK;vl++){ 
} 
if(tp- >pck_fgs & (OWAB l ORAB OWBA 
u.u_error = ENXIO; 
retum ; 
tp++ ; 
pckflag = OPENSPEC ; 
ORBA)){ 
D 
248 
249 
250 
251 
252 
253 
254 
255 
256 
257 
258 
259 
260 
261 
262 
263 
264 
265 
266 
267} 
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} 
/* all normal channels are closed */ 
tp = pck; 
if( flag) { 
for(vl 
/* open normal channels 
= O;vl < NPCK;vl++){ 
tp->pck_prAB = pid; 
tp->pck_fwBA = ptf; 
tp->pck_fgs =: OWBA ; 
tp++; 
}else{ /* open normal channels 
for(vl = O;vl < NPCK;vl++){ 
tp->pck_prAB = pid ; 
tp->pck_frAB = ptf; 
tp->pck_fgs =: ORAB ; 
tp++ ; 
268 pckclose(dev , flag) 
269 register int iof; 
270 register int vl; 
271 register struct pck *tp; 
272 vl = dev .d_minor; 
in input mode*/ 
in output mode*/ 
273 /• Monter la priorité; cela évite crash ; aucun raison 
274 valable */ 
275 spl7(); 
276 /* cleanup queue , if necessary */ 
277 if(vl ! = NOSLEEP){ 
278 tp = &pck[vl]; 
279 pckq:fl(&tp- >pck_qAB); 
280 pckq:fl(&tp- >pck_qBA) ; 
281 tp- >pck_stAB[1] = O; 
282 tp->pck_stBA( 1] = O; 
283 if (pckflag == OPENSPE.c) { 
284 tp- >pck_fgs = (OWBA ORAB WRITINGBA); 
285 } else { 
286 tp- >pck_fgs = 0; 
287 tp->pck_prAB = O; 
288 } 
D.6 
289 tp- >pck_prBA = O; 
290 }else{ /* special channel thus general purge */ 
291 tp = pck ; 
292 !* Couper chaque comnunication */ 
293 for(vl = O;vl < NPCK;vl++){ 
294 tp- >pck_ fgs =& " (OWBA : ORAB WRITINGBA) ; 
295 tp->pck_stBA[ 1] = O; 
296 tp- >pck_stAB[ 1] = O; 
297 tp->pck_prAB = O; 
298 tp++; 
D 
299 
300 
301 
302 
303 
304 } 
305 /* 
} 
splO(); 
return; 
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} ; 
pckflag = OPEN; 
306 "pckput" appelle la routine assembleur pour ajouter un caractère et 
307 teste le compteur pour éviter qu'un canal ne prenne toute la place . 
308 Il faut aussi réveiller le processus qui lit sur ce canal s'il est endormi. 
309 *! 
310 pckpt(c ,atp ,ptf) 
311 char c ; 
312 struct pck *atp ; 
313 int ptf; 
314 { 
315 
316 
317 
318 
319 
320 
321 
322 
323 
324 
325 
326 
327 
328 
329 
330 
331 
332 
333 
334 
335 
336 
337 
338 
339 } 
register struct pck *tp; 
register int ppp; 
/ * Repérer le canal dans leouel il faut ajouter ce caractère */ 
tp = atp; ppp = ptf; 
if(ppp == tp- >pck_fwBA) { /* writer on BA*/ 
/ * On est au maximum , refuser d ' ajouter */ 
if(tp- >pck_qBA .c_cc >= PCKHI) return( - 1); 
/ * On ne peut ajouter, plus de places libres*/ 
if(pckputc(c,&tp- >pck_qBA) < 0) return( - 1) ; 
/ * Tester si un processus est endormi*/ 
if(tp- >pck_fgs & SRBA) { 
tp- >pck_fgs =& "SRBA; 
} 
wakeup(&tp- >pck_prBA) ; 
return( 1); 
} else { /* writer on AB */ 
} 
if(tp- >pck_qAB. c_cc >= PCKHI) return(- 1); 
if(pckputc(c ,&tp- >pck_qAB) < 0) return(-1); 
if(tp- >pck_fgs & SRAB) { 
tp- >pck_fgs =& "SRAB; 
} 
wakeup(&tp- >pck_prAB); 
return( 1); 
340 pckgt(atp,ptf) struct pck *atp; int ptf; { 
341 register struct pck *tp; 
342 register int ppp; 
343 register int c ; 
344 /* Reperer le canal */ 
345 tp = atp ; ppp= ptf; 
346 if(ppp == tp- >pck_frAB) { / * reader on AB*/ 
D tvbniteur /dev/pck? 
/* Il n'y a rien dans ce canal*/ 
if((c = pckgetc(&tp- >pck_qAB)) < 0) retum;- 1) ; 
/*Sion passe en dessous de la borne inferieure et 
qu, un processus est endormi sur 1, écriture */ 
if((tp->pck_qAB.c_cc < PCKLO) && (tp- >pck_fgs & SWAB)) { 
tp->pck_fgs =& "SWAB; 
wakeup(&tp->pck_qAB); 
} 
return(c); 
347 
348 
349 
350 
351 
352 
353 
354 
355 
356 
357 
358 
359 
360 
361 
362 
363 
364 
} else { /* reader on BA */ 
} 
if((c = pckgetc(&tp->pck_qBA)) < O) return(-1) ; 
if((tp- >pck_qBA.c_cc < PCKLO) && (tp->pck_ fgs & SWBA)) { 
tp- > pck_fgs =& "SWBA; 
wakeup(&tp->pck_qBA); 
} 
return(c) ; 
365 /* Sert à effectuer une vidange d'un canal*/ 
366 pckqfl(atp) 
367 struct clist *atp; { 
368 
369 } 
while(pckgetc(atp) >= O); 
370 pckread(dev) { 
371 register char c; 
372 int nvl ; 
373 int vl , iof; 
374 register int ptf; 
375 register struct pck *tp; 
376 int *wchan; 
377 /* Reperer le canal */ 
378 vl = dev .d_minor ; 
379 iof = u.u_arO[RO] ; 
380 ptf = u.u_ofile[iof]; 
381 if(vl == NOSLEEP){ 
382 /* Repêrer l'interlocuteur, 4eme paramètre de l'appel 
383 systeme ranger dans le registre R1 */ 
384 nvl = u.u_arO[R1]; 
385 nvl =& 017; 
386 tp = &pck[nvl]; 
387 }else{ 
388 tp = &pck[ vl]; 
389 } ; 
390 retry : 
391 spl7(); 
392 while((c = pckgt(tp,ptf)) != - 1) 
393 { 
394 if((passc(c) == -1} : : (c - - ENDFU.)) { 
395 splO(); 
396 retum; 
D.8 
D 
397 
398 } 
l'bniteur /dev/pck? 
} 
399 /* more to be read , but not enough in buffers */ 
400 if( vl ! = NOSLEEP) { 
401 if(ptf == tp- >pck_frAB) { /* reader on AB */ 
402 tp- >pck_fgs =i SRAB; 
403 wchan = &tp- >pck_prAB; 
4 04 else { /* reader on BA * / 
405 tp- >pck_fgs =: SRBA ; 
406 wchan = &tp- >pck_prBA; 
407 } 
408 u.u_arO[R1] = u .u_count ; 
409 sleep( wchan, PCKPRI); 
410 splO() ; 
411 goto retry ; 
412 
413 
414 /* Le processus qui utilise le moniteur special n'est 
415 jamais endormi */ 
416 splO(); 
417 return; 
418 
419 pckwrite(dev) { 
420 register int c ; 
421 int vl, iof; 
422 register int ptf; 
423 register struct pck *tp; 
424 int *wchan; 
425 
426 
427 
428 
/* Reperer le moniteur*/ 
vl = dev .d_minor ; 
iof = u.u_arO[RO] ; 
ptf = u. u_ofile[iof] ; 
429 if(vl == NOSLEEP) { 
D.9 
430 /* Repérer l ' interlocuteur dont le numéro est le 4eme 
431 çaramètre de cet appel système rangé dans le registre Rl */ 
432 c = u.u_arO[Rl]; 
433 tp = &pck[c&017]; 
434 }else{ 
435 tp = &pck[ vl] ; 
436 } ; 
437 if(ptf == tp- >pck_fwBA) tp- >pck_fgs =: WRITINGBA ; /* when it is set,*/ 
!138 /* user has still something to write */ 
439 else tp- >pck_fgs =i WRITINGAB; 
440 spl7(); 
441 while((c = cpass()) != - 1) { 
442 retry : 
443 if(pckpt(c,tp,ptf) < 0) { 
4 44 if( vl ! = NOSLEEP) { 
445 if(ptf -- tp- >pck_f\-JBA) { /* writer on BA*/ 
446 tp->pck_fgs =I SWBAi 
D 
} 
M::>niteur /dev/pck? 
wchan = &tp- >pck_qBA ; 
} else { / * writer on AB */ 
tp- >pck_fgs =: SNAB ; 
'ht)han = &tp->pck_qAB; 
} 
u. u_ar0[R1] = u .u_count; 
sleep(wchan , PCKPRI) ; 
spl 70 ; 
goto retry; 
splO() ; 
u. u_count++; 
return ; 
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447 
448 
449 
450 
451 
452 
453 
454 
455 
456 
457 
458 
459 
460 
461 
462 
463 
464 
465 } 
} 
splO(); 
if( ptf == tp- >pck_fwBA) tp- >pck_ fgs =& 
else tp- >pck_fgs =& "WRITINGAB; 
"WRITINGBA ; / * user finished */ 
466 /* Créer le premier chainage */ 
467 pckinit() { 
468 register int cep; 
469 register struct cblock *cp; 
470 cep= pckfr; 
471 / * Cormnencer la division a un multiple de 8 */ 
472 for(cp = (ccp+07) & "07 ; cp <= &pckfr[NPCKBLK- 1] ; cp++) { 
473 cp->c_next = pckfrlist ; 
474 pckfrlist = cp; 
475 } 
476 
477 pckstat(dev ,p) 
478 int dev; 
479 int *p; 
480 { 
481 register struct pck *tp ; 
482 register int vl ; 
483 register int *pnt ; 
484 int ptf; 
485 int iof; 
486 pnt = p; 
487 vl = dev .d_minor ; 
488 iof = u .u_arO[RO] ; 
489 ptf = u.u_ofile[iof] ; 
490 if(vl == NOSLEEP) { 
491 vl = u.u_arO[R1] ; 
492 vl =& 017 ; 
493 } 
494 tp = &pck[vl] ; 
495 if ( pnt == 0) { /* stty */ 
496 if(ptf == tp- >pck_ f'wAB) { 
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497 if (tp- >pck_stAB[1] & NOTRANS) 
498 u.u_error = EINVAL ; 
499 } else { 
5 00 tp- > pck_stAB[ 0 J = u. u_arg [ 0 J ; 
501 tp- >pck_stAB[1] = u.u_arg[1] & CHAR; 
502 tp- >pck_stAB[1] =l NOTRANS ; 
5~ } 
504 } ; 
505 if( ptf == tp- >pck_f'wBA) { 
506 if (tp- >pck_stBA[1] & NOTRANS) { 
507 u.u_er ror = EINVAL ; 
508 } else { 
509 tp- >pck_stBA[O] = u.u_arg[O]; 
510 tp- >pck_stBA[1] = u.u_arg[ 1] & CHAR ; 
511 tp- >pck_stBA[1] =: NOTRANS; 
512 
513 } 
514 } else { 
515 if(ptf == tp- >pck_fwAB) { 
516 *pnt++ = tp- >pck_stBA[O] ; 
517 *pnt = tp- >pck_stBA[1]; 
518 *pnt++ =: tp->pck_fgs & STAT; 
519 tp- >pck_stBA[ 1] =& "NOTRANS; 
520 *pnt = ( tp- >pck_qBA) .c_cc ; 
521 *pnt =<< 8 ; 
522 *pnt =: (tp->pck_qAB) .c_cc & CHAR; 
523 } ; 
524 if( ptf == tp- >pck_ f\.JBA) { 
525 *pnt++ = tp- >pck_stAB[O]; 
526 *pnt = tp- >pck_stAB[ 1]; 
527 *pnt++ =: tp- >pck_f~s & STAT; 
528 tp- >pck_stAB[ 1] =& 11NOTRANS ; 
529 *pnt = (tp- >pck_qAB) .c_cc; 
530 *pnt =« 8; 
531 *pnt = l (tp- >pck_qBA) .c_cc & CHAR; 
532 } 
533 } 
534} 
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Annexe E: Variables, structures et paramètres . 
Les variables et structures déclarées globalement sont répe\oriées dans des 
fichiers particuliers caractérisés par leur nom en ·.h' • Il en est de même 
pour les paramètres importants. 
Tous ces fichiers sont utilisés lors de la compilation du moniteur réseau 
tant i:our la phase 1 (INITX25) que pour la phase 2 (RTTX25). De plus , quelques 
uns servent pour la compilation des routines de la librairie ou pour d'autres 
p rogranmes • 
Fichier pckx25 .h (variables relatives .ê. pckx25 • .Q) . 
fi 
/ * identification 
//define PCKA 
/ldefine PCKL 
#define PCKD 
#define PCKR 
/tdefine PCKREP · 
ildefine PCKDAT 
/ldefine PCKPRR 
i/define PCKPRNR 
lldefine PCKCA 
#define PCKCL 
ltdefine PCKCR 
i/define PCKCREP 
fldefine PCKIT 
#define PCKCIT 
des paquets*/ 
013 
023 
0 
033 
0373 
0 
01 
05 
017 
027 
037 
0377 
043 
047 
/ * flags des facilites */ 
#define FACILI 0100000 
/ * flags de voie 
i/define BITM 
lldefine MBIT 
#define BITQ 
ltdefine QBIT 
lldefine STOPIN 
lldefine LOWIN 
ildefine STOPOU 
#define INTOUT 
/ldefine RNROU 
logique */ 
01 
/ * nombres importants */ 
/ldefine HEADPCK 020 
#define NVL 16 
#define LPCK 128 
02 
04 
010 
0100 
0200 
0400 
01000 
02000 
/ * ident . paquet d 'appel*/ 
/ * ident . paquet de demande de libération */ 
/* ident . paquet de données */ 
/* ident . paquet de demande de r einitialisation */ 
/ * ident . paquet de demande de reprise */ 
/ * ident . paquet de données*/ 
/* ident . paquet RR */ 
/* ident. paquet RNR */ 
/* ident . paquet confirmation ecceptee */ 
/* ident . paquet confirmation de libération */ 
/ * ident . paquet confirmation de reinitialisation */ 
/ * ident . paquet confirmation de reprise*/ 
/* ident . paquet d'interruption */ 
/* ident . paquet de confirmation d'interruption */ 
/ * existence de facilites*/ 
/ * entête de paquet */ 
/* nombre de voie$logiques disponibles */ 
/* longueur des paquets par défaut*/ 
E 
#define LNGMAX 131 
#define DFEN 4 
#define LINEIN 5 
struct vl { 
int 
int 
int 
int 
int 
char 
v_usflag ; 
v_facili; 
v_mode; 
v_lnpaq; 
v_dimfen ; 
*v bufout · 
- ' /* 
char v_recu; 
char v_rack; 
char v_send; 
char v_sack; 
int v_uc; 
char *v_tirn; 
} vl[NVL] , *pntvl; 
//define VLLNG 20 
#define VLLNGTOT 320 
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/* dimension de la fenêtre par défaut*/ 
/* nombre d'utilisateur externe prevu */ 
/* flags de l'utilisateur*/ 
/* flags des facilites demandtes */ 
/* mode de table sequentielle */ 
/* long paquet (facilité)*/ 
/* dimension de la fenêtre (facilité)*/ 
/* adresse de la structure des E/S avec le 
compteurs du controle de flux */ 
/* numéro de liaison par pck */ 
/* indicatif pour temporisateur*/ 
/* structure des paquets*/ 
struct pk1 { 
int pk1_bf[3] ; 
int pk1_lng ; 
char pkl_head; 
char pkl_vlid ; 
char pk1_act ; 
char pk1_ar1 ; 
char pk1_ar2 ; 
} ; 
int (*func[2][020][012])(); 
#define FUNCLNG 640 
Fichier ™·.h (structure pour les fichiers "admvl " et "init.,h"). 
struct head { / * Structure de l'entete du fichier 'init .h' */ 
int dfile ; 
int dstrvl ; 
int dtable; 
int dchain; 
dimen, *pntdim; 
/* lng. descripteurs de fichiers*/ 
/* lng . structure des voies logiques */ 
/* lng. table sequentielle */ 
/* lng. chaines des travaux*/ 
E.2 
niveau t1 
E 
struct rq{ 
int 
int 
int 
int 
int 
int 
} ; 
lldefine RQLNG 
struct op { 
int 
int 
int 
int 
int 
char 
int 
char 
int 
int 
} ; 
lfdefine OPLNG 
struct deb { 
struct 
struct 
} ; 
lldefine DEBLNG 
Fichiers . h 
/* 
* structure des paramètres nécessaires pour l ' 
* établissement d'une liaison entre un utilisateur 
* et le moniteur réseau. Cette structure se retrouve 
* dans le fichier "admvl". 
*/ 
rq_fgs ; 
rq_pid ; 
rq_ttid ; 
rq_usid ; 
rq_uc; 
rq_vl; 
/* Numéro du processus utilisateur*/ 
/* Numéro du terminal utilisateur.*/ 
/* Numéro de l'utilisateur */ 
/* Numéro de moniteur pck? */ 
/* Numéro de la voie logique */ 
12 / * longueur de la structure rq */ 
/ * 
* Structure pour l'établissement d'une liaison entre 
* le moniteur réseau et un autre ETTD. Cette structure 
* se retrouve dans le fichier "admvl 11 • 
* / 
op_fgs; 
op_fac; / * Facilités si elles existent */ 
op_uc; /* Numéro du moniteur pck? */ 
op_vl; / * Numéro de la voie logique */ 
op_ailn ; /* Longueur de l'adresse suivante 
op_iad[20]; /* Adresse interne*/ 
op_aoln ; /* Longueur de l'adresse suivante 
op_oad[20] ; /* Adresse externe */ 
op_wln; 
op_pln; 
46 /* longueur de la structure , */ op 
rq deb_rq ; 
op deb_op; 
58 /* longueur de la structure , deb, * / 
*I 
*/ 
Fichier drx25 • .h (voir drx25 ._ç_) . 
Il 
/ * paramètres pour routine d'envoi vers le niveau trame */ 
E.3 
E Fichiers .h E. 4 
iidefine NDR 11 
/ldefine TRSTILL 
ftdefine CRITIC 
fldefine BFDRO 
tldefine TRFREE 
lldefine PLUSVITE 
t/define RMAX 
tldefine NDR1 
2 
077000 
0217 
6 
060000 
0400 
133 
8 
/ * 
/* 
/* 
/* 
/* 
/* 
/ * 
I* 
nombre de niveaux trame*/ 
flag de place libre dans le niveau 
problème grave au niveau trame*/ 
trame*/ 
seuil de saturation de la chaine à envoyer 
seuil de place libre au niveau trame */ 
flag d'impatience du niveau trame*/ 
longueur max de la lecture*/ 
voies logiques pour le premier interface */ 
/ 
/* structure des donnees des routines d'envoi vers le niveau trame*/ 
*/ 
s truct trame { 
int 
int 
int 
int 
int 
char 
char 
*tr_ptdat ; 
*tr _ptcrr.d ; 
tr_cpt; 
tr_cmdo; 
tr_cmdi[3]; 
tr_fdr; 
/* pointeur vers la chaine des paquets de données*/ 
/ * pointeur vers la chaine des paquets de conrnande */ 
/* nombre de buffers a écrire*/ 
trame[NDR11] ; 
tr _fdw; 
/* status prêt a partir*/ 
/* dernier status reçu*/ 
/* descripteur de fichier en lecture*/ 
/* descripteur de fichier en ecriture */ 
Fichier task . .h (voir gerant.Q, routines select(), taskin() et detimo()) . 
fi 
/* parametres des taches*/ 
#de fine NJOB 
ftdef ine SEMA 
16 
1 
/* nombre max de taches*/ 
/* sémaphore de blocage de taskin */ 
/* structure d'une tache*/ 
struct task { 
struct 
int 
int 
int 
} travail[NJOB]; 
lfdefine TKLNG 
task *tk_pnt; 
tk_prio; 
(*tk_job)(); 
tk_arg[3] ; 
192 
/* priorité de la tache*/ 
/* adresse de la routine*/ 
/* argument de l'appel*/ 
/* structure du début de chainage pour le temporisateur*/ 
struct tim{ 
struct 
int 
} tim; 
lfdefine TIMLNG 
task *tim_pnt; /* pointeur vers la premiere tache*/ 
tim_curt; /* heure courante * / 
4 
/* structure du debut chainage des taches*/ 
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struct sched { 
struct task *sc_pnt; ! * pointeur vers la prochaine tache a effectuer */ 
int sc_ flag ; !* flag de contrôle */ 
struct task *sc_free; /* pointeur vers premier bloc l i bre *! 
} sch ; 
#define SCHLNG 6 
#define TKLNGTOT 202 
char priorit y[10] {0 , 1,2 ,3,4,5 ,6 ,7 ,8 ,9} ; 
Fichier buffer .h (voir gerant .g_, routines bufp() et bufv()) . 
# 
/ * parametres des buffers */ 
#define LBUF 
#define NBFMAX 
#define PAGE 
134 
50 
704 
/*structure d 'un buffer */ 
struct bf{ 
struct 
} ; 
char 
int 
char 
bf *bf_pnt ; 
*bf to · 
- ' bf_cpt ; 
bf_ buf[LBUF] ; 
/ * longueur utile des buffers */ 
/ * nombr e max de buffers admis , 50 * 140bytes = 7KB */ 
/ * dimension d ' une page de buffers */ 
/ * pointeur vers le buffer suivant */ 
/ * pointeur libre */ 
/ * compteur <l 'utilisation */ 
/ * longueur utile du buffer */ 
/ * structur e de 
s truct bfres { 
struct 
int 
la reserve de buffers */ 
bf *bf_f irst; / * pointeur vers le pr emier buffer libre */ 
/ * compteur des buffers libres */ bf_free ; 
int bf_res; / * nombre de buffers existant */ 
bfres ; 
Fichier uclx25 . Q (voir uclx25 .g_) . 
tldefine WMAX 
1/defi ne TROP 
#define SATURATION 
struct ucl { 
int uc_ flag ; 
30 
3 
5 
/ * longu~ur max possible a ecrir e sur chaque pck */ 
/ * premiere borne pour la fil e d ' attente vers l ' utilisë 
/ * garde fou pour Ja file d ' attente vers l'utilisateur 
/ * flags de l'utilisateur */ 
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int uc_ppid ; 
char *uc_bufin; 
char *uc_bufout; 
char uc_nvl ; 
int *uc_vl; 
char *uc_point; 
char · *uc_tim; 
int uc_rdcpt ; 
int uc_wrcpt ; 
int uc_fgs ; 
}ucl[NVL] , *pntucl ; 
/tdefine UCLNG 22 /* longueur de la structure ucl */ 
int uc_ frd ; I* descripteur de fichier pour l'ouver ture en mode lecture */ 
int uc_ fwr; I* descripteur de fichier pour l ' ouver tur e en mode ecriture */ 
int fstat ; I* fichier de renseignement *I 
/ * valeur des flags */ 
#define OCCUP 01 /* ucl occupée */ 
/tdefine LINING 02 /* on est el) train d ' établir la liaison */ 
#define LINED 04 /* liaison etablie par pck */ 
/Jdefine CALLING 010 /* on est en train d ' appeler le réseau */ 
/ldefine ONLINE 020 /* correspondant en ligne */ 
#define STOPREAD 0100 /* suspendre les lectures */ 
itdefine DELREAD 0200 /* détruire ce qui est lu */ 
#define STOPWRITE 0400 /* suspendre les écritures vers l ' utilisateu~ */ 
lldefine ARREAD 01000 /* lectures arrêtées */ 
/ * codes operatoires */ 
I #define CALL 1 I* netopen : demande de liaison avec le reseau */ 
#define INT 4 /* donnée d ' interruption */ 
ltdefine LIB 2 I* netclose : fin de corrmunication *I 
/Jdefine VIDVIT 3 /* nettoyer le circuit */ 
/tdefine RR 5 I* demande contrôle de flux */ 
#define REP 1 /* reprise */ 
#define BREAK 15 /* frline : tout fini */ 
#define BEGIN 14 !* rqline : demande une ligne */ 
#define RUN 16 /* en route*/ 
lldefine OKCALL 9 /* appel accepté */ 
/ *valeur des flags de uc_fgs */ 
/ldefine OPENED 03000 /* pck ouvert par l ' utilisateur */ 
/tdefine NOTRANS 0100000 !* la corrmande est lue pour la première fois */ 
#define STILLWR 030000 /* en train d'écrire */ 
/tdefine USER 0177400 /* demandeur est utilisateur */ 
Fichier routine • .h (index des routines existante) . 
/ * 
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* Routines de gestion du protocole X25 paquet. 
* Voir fichier pckx25.c 
*/ 
int pcall in ( ) ; 
int ' pckx25(); 
int plibin(); 
int plibo(); 
int plibed(); 
int preinin(); 
int preinou(); 
int preined(); 
int pintin(); 
int pintout(); 
int pinted(); 
int prrout(); 
int prnrout(); 
int pdatin(); 
int pdatout(); 
int prepin(); 
int prepout(); 
/* 
int ewrite(); 
int eread(); 
int ecmdin(); 
int ecmdo() ; 
* Routine de liaison avec les utilisateurs et de 
* contrÔle de leurs processus. 
* Voir fichier endend.c 
*/ 
int ertrait() ; 
int elining(); 
int ecalling(); 
/* routines d'entree/sortie sur les moniteurs PCK */ 
E.7 
int ugtcmd(); /* U4 routine d'acquisition de l'état de l'utilisateur*/ 
int uread (); 
int uwrite(); 
int upcmd () ; 
int dwrite(); 
int dread(); 
/* routine de gestion 
int bufp(); 
int bufv(); 
int bufover(); 
int select() ; 
int taskin ( ) ; 
int detimo(); 
int timout(); 
int sendat(); 
int bipbip{); 
int sendcmd(); 
int bfclean(); 
int newpck(); 
int trastat(); 
int tempor() ; 
speciale 
/* G1 
!* G2 
/* G3 
/* G4 
/* GS 
/* G61 
/* G7 
!* G8 
/* G9 
/* G10 
/* G11 
/* G12 
/* G14 
/* G15 
*I 
attribution de buffer */ 
récupération de buffer */ 
incrémentation de la zone des buffers */ 
sélection du travail suivant*/ 
tache a rentrer*/ 
tache a retirer*/ 
changement de ~ile d'attente*/ , 
mise en file d attente des paquets de donnees */ 
tache a temporisateur*/ 
mise en file d'attente des paquets de cmd */ 
nettoyage de la file d'attente des données*/ 
arrivée nouveau paauet */ 
/ 
arrivee stutus du niveau trame*/ 
r~veil par temporisateur*/ 
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Fichier mnemo • .b_ (cause et diagnostics des libérations, .•. ) . 
Il 
/* Ce fichier comprend les codes et diagnostics pour les reprises , 
* les libérations et les réinitialisations */ 
reprise 
0 
E.8 
/* code des causes de 
tldef ine CREP1D 
#define CPROCLOC 
#define CFINDER 
#define CFINPRO 
01 
05 
*! 
/* 
/* 
I* 
I* 
reprise par l'ET1D (voir diagnostic)*/ 
erreur de procédure locale (voir diagnostic)*/ 
fin de dérangement*/ 
/* code des diagnostics 
/fdefine DPCKINC 
/ldefine DERREP 
#define DVLERR 
#define DVLFAULT 
#define DDEBUT 
07 fin d'incident*/ 
pour cause d'erreur de procedure locale*/ 
01 /* type de paquet inconnu*/ 
02 /* erreur lors d'une reprise*/ 
03 !* nature de VL incorrecte*/ 
010 /* No VL non a zero dans un paquet 
020 /* debut d'une connection ~/ 
de reprise*/ 
/* code des causes de 
/ldefine CLIBTD 
/ldefine COCCUPE 
//define CDERANG 
#define CPROCDIS 
#define CNONTAX 
liberation */ 
O /* libération par l'ETTD */ 
/ldef ine CERRAPP 
#define CACCES 
#define CPRLOCAL 
#define CINCID 
#define CINCONNU 
#define CFINDER 
/* code des diagnostics 
/Jdefine DPCKINC 
#define DERREP 
#define DVLERR 
/ldefine DERRAPP 
#define DTOREINI 
#define DVLREP 
/ * code des diagnostics 
#define DLNGPAQ 
/ldefine DFACILI 
#define DBADFAC 
01 /* numéro occupé ou collision d'appel*/ 
011 /*dérangement*/ 
021 /* erreur de procédure distante*/ 
031 /* abonné distant refusant la taxe au demande*/ 
03 /* appel non valide*/ 
013 /* accès interdit*/ 
023 /* erreur procédure locale*/ 
05 /* incidents sur le réseau*/ 
015 /* numero inconnu*/ 
041 /* fin de dérangement*/ 
lors d 
01 
02 
03 
erreur de procédure distante */ 
type de paquet inconnu */ 
erreur lors d'une reprise*/ 
nature de VL incorrecte*/ 
04 
05 
une 
/* 
/* 
/* 
/* 
I* 
/* 
erreur dans la phase d'établissement ou de rupture d 
non acquittement lors d'une reinitialisation */ 
Vl non zero dans un paquet de reprise*/ 010 
lors 
01 
02 
03 
d'un appel nen valide*/ 
/* taille du paquet incorrecte */ 
/* demande d ' une facilité no~ autorisée 
/* erreur d'emploi d'une facilité*/ 
a l'abonnement 
I / * code des diagnostics lors d'une erreur de procedure locale*/ 
#define DERRAPP 04 /* erreur dans la phase d'établissement ou de rupture d 
#define DTOREINI 05 /* non acquittement lors d'une reinitialisation */ 
/* code des causes de 
/tdefine CRETD 
#define CRDER 
#define CREPRODIS 
#define CREPROLO 
#define CREINC 
reinitialisation */ 
0 /* demande faite par l'ET1D */ 
01 /*dérangement*/ 
03 /* erreur de procédure distante*/ 
05 /* erreur de procédure locale*/ 
07 /* incidents dans le réseau*/ 
E 
#define CREFINDER 
#define CREFININC 
/* code des diagmostics 
#define DPCKINC 
lldefine DERREP 
lldefine DVLERR-
1/define DLNGDAT 
lldefine DFLUX 
011 
017 
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/* fin de déranP,ement */ 
/* fin d'incident*/ 
pour une erreur de procédure distante*/ 
01 /* type de paquet inconnu*/ 
02 /* erreur lors d'une reprise*/ 
03 /* nature de VL incorrecte*/ 
04 /* taille du champ de données incorrectes*/ 
05 /* erreur de contrôle de flux P(S) ou P(R) */ 
E.9 
lldefine DERRPROC 
#define DNOREJ 
06 /* erreur de procédure dans une reinitialisation */ 
07 /* l'abonné n'a pas l'option REJ */ 
#define DVLREP 010 /* Vl non zero dans un paauet de reprise*/ 
/* diagnostic pour erreur de procedure locale*/ 
/* taille du champ de données incorrecte*/ 
/* erreur de controle de flux P(S) ou P(R) */ 
#define DLNGDAT 04 
lldefine DFLUX 05 
#define DERRPROC 06 
#define DNOREJ 07 
/* diagnostic pour demande par 
#define DSATUR 020 
#define DPROTO 022 
#define DTIMOUT 024 
/* erreur de procédure dans une reinitialisation */ 
/* l'abonné n'a pas l ' option REJ*/ 
ETTD */ 
/* saturation de l'ETTD */ 
/* erreur protocole*/ 
I • /* depassement du temporisateur*/ 
E Fichiers .h 
Fichier protocol (table séquentielle). 
int (*func[2][020][012])(){ 
/* réception d'un paquet de données*/ 
&pckerr, &pnotrait, &pckerr , 
&pckerr , &pnotrait, &pckerr, 
/ * réception d ' un appel*/ 
&pcallin, &pnotrait, &pnotrait, 
&pck~rr, , &pnotrait , &pckerr , 
/* reception dune demande de liberation */ 
&pckerr, &pnotrait, &plibin, 
&plibin, &plibed , &pnotrait , 
/* réception demande de réinitialisation */ 
&pckerr, &pnotrai t, &pckerr , 
&pckerr, &pnotrait, &pckerr , 
/* réception d'une interruption*/ 
&pckerr, &pnotrai t , &pckerr , 
&pckerr, &pnotrait , &pckerr , 
/* réception d'un contrôle de flux*/ 
&pckerr , &pnotrai t, &pckerr, 
&pckerr , &pnotrait , &pckerr , 
/* rien à faire*/ 
&pnotrait, &pnotrait , 
&pnotrait, &pnotrait , 
/* réception demande de reprise 
&prepin, &preped , 
&prepin , &prepin, 
/* rien à faire */ 
&pnotrait , 
&pnotrait , 
*! 
&prepin , 
&prepin, 
&pnotrait, &pnotrait , &pnotrait, 
& pnotrait , &pnot rait, &pnot rait , 
/ * r§ception confirmation d ' appel*/ 
&pckerr , 
&pdatin, 
&pckerr , 
&pckerr , 
&plibin , 
&plibin, 
&pckerr , 
&preinin, 
&pckerr, 
&pintin, 
&pckerr , 
&pfcin , 
&pnotrait, 
&pnotrait, 
&prepin, 
&prepin, 
&pnotrait , 
&pnotrait, 
&pckerr , &pnotrait , &pokcall , &pckerr , 
&pckerr , &pnotrait , &pckerr, &pckerr, 
/ * réception d'une confirmation de libération*/ 
& pckerr , &pnotrai t , &pckerr , &pckerr, 
&pckerr , &plibed , &pnotrait , &pckerr, 
/* réception d'une confirmation de réinitialisation */ 
&pckerr, &pnotrait , &pckerr , &pckerr , 
& pckerr , &pnotrai t , &pckerr , &pckerr, 
/* réception confirmation d'une interruption*/ 
&pckerr, &pnotrait , &pckerr , &pckerr , 
&pckerr , &pnotrait , &pckerr , &pinted, 
/ * réception d'une demande d ' arrêt d'émission*/ 
&pckerr, &pnotrai t , &pckerr , 
&pckerr, &pnotrait, &pckerr , 
/ * rien à faire*/ 
&pnotrait , &pnotrait, 
&pnotrait, &pnotrait , 
/ * rien â faire */ 
&pnotrait , 
&pnotrait , 
&pckerr, &preped, &pckerr , 
&pckerr , &pckerr, &pckerr , 
/* émission d'tm paquet de données*/ 
&pnotrait , &pnotrait , &pnotrait , 
&pnotrait, &pnotrait, &pnotrait , 
/ * émission d'un paquet d'appel*/ 
&pckerr, 
&pfcin, 
&pnotrait, 
&pnotrait, 
&pckerr , 
&pckerr, 
&pnotrait, 
&pdatout, 
&pckerr, 
&pnotrait , 
&pckerr, 
&pckerr, 
&plibin, 
&plibin , 
&pckerr , 
&preined, 
&pckerr , 
&pnotrait, 
&pckerr, 
&pnotrai t , 
&pnotrait , 
&pnotrait, 
&prepin, 
&prepin, 
&pnotrait , 
&pnotrait, 
&pckerr, 
&pckerr , 
&pckerr, 
&pckerr, 
&pckerr, 
&preined, 
&pckerr, 
&pnotrait, 
&pckerr , 
&pnotrait, 
&pnotrait, 
&pnotrait, 
&pckerr, 
&pckerr , 
&pnotrait, 
&pnotrait, 
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&pcallout , &pnojob , &pnojob , &pnojob , &pnojob, 
&pnojob , 
, 
&pnojob , &pnojob , &pnojob , &pnojob , 
/* émission d une demande de libération */ 
&plibo , &pnojob , &plibo , &plibo, &plibo , 
&plibo , &pnojob , 
,I 
&plibo , &plibo , &plibo , 
/ * émission d 'une demande de reinitialisation */ 
&pnojob , &pnojob , &pnojob, &pnojob , &pnojob , 
&pno)ob , &pnojob, &pnojob , &preinou , &pnojob, 
/* emission ct 'une interruption */ 
&pnojob, &pnojob , &pnojob , &pnojob , &pnojob, 
&pnojob, &pnojob, &pnojob, &pintout , &pnojob, 
/ • émission d'un contrôle de flux */ 
&pnojob , &pnojob , &pnojob , &pnojob , &pnojob , 
&pnojob, &pnojob , &pnojob , &prrout , &pnojob , 
/* rien à faire *! 
&pnojob, &pnojob , &pnojob , &pnojob , &pnojob , 
&pnojob, &pnojob , &pnojob , &pnojob, &pnojob, 
/ * émission d'une demande de reprise */ 
&prepout, &prepout , &prepout , &prepout , &prepout , 
&prepout, &prepout , &prepout , &prepout , &prepout, 
/ * rien à fai r e */ 
&pnojob , &pnojob , &pnojob , &pnojob , &pnojob , 
&pnojob , &pnojob , &pnojob, &pnojob , &pnojob, 
/* rien à faire */ 
&pnojob, &pnojob , &pnojob , &pnojob, &pnojob, 
&pnojob, ~ &pnojob , &pnojob , &pnojob , &pnojob , 
/* rien a faire */ 
&pnojob , &pnojob , &pnojob , ·&pnojob , &pnojob , 
&pnojob , &pnojob, &pnojob , &pnojob , &pnojob , 
/* rien à faire */ 
&pnojob, &pnojob, &pnojob , &pnojob , &pnojob , 
&pnojob , &pnojob, &pnojob , &pnojob , &pnojob , 
/* rien à faire *! 
&pnojob, &pnojob , &pnojob , &pnojob, &pnojob , 
&pnojob, &pnojob, &pnojob, &pnojob , &pnojob , 
/* émission d , un paquet pour arrêter l'entrée */ 
&pnojob , &pnojob , &pnojob, &pnojob, &pnojob , 
&pnojob, &pnojob , &pnojob , &prnrout , &pnojob , 
/* rien à faire *! 
&pnojob , &pnojob, &pnojob , &pnojob , &pnojob , 
&pnojob , &pnojob , &pnojob , &pnojob , &pnojob, 
/* rien à faire */ 
&pnojob, &pnojob , &pnojob , &pnojob , &pnojob , 
&pnojob , &pnojob, &pnojob , &pnojob, &pnojob , 
J j 
F 
1 Il 
3 llinclude 
4 1/include 
5 llinclude 
6 llinclude 
7 llinclude 
8 llinclude 
9 #include 
10 llinclude 
11 int 
12 
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Annexe F: Le programne d'initialisation . 
"mnemo. h" 
"pckx:25 .h" 
"net25 .h" 
"open . h" 
"task.h" 
"uclx25 .h" 
"drx25 .h" 
"buf fer. h" 
finit ; / * descr ipteur du fichier d'initialisation */ 
/ * doit avoir le numero ·3· sous peine d 'erreur */ 
F. 1 
13 / * Fichier contenant la deuxieme passe et la table des symboles */ 
14 char 
15 
16 struct 
17 
18 
19 
20 } 
21 
*or igin "rttx2511 ; 
n { 
char 
int 
int 
/ * Structure pour l'accs la table des symboles.*/ 
nl_name[8]; 
nl_type ; 
nl_value ; 
/ * Structure de l ' entete du f i chier ' init .h ' */ 
22 struct head { 
23 int dfile ; / * lng . 
lng . 
lng . 
lng . 
descr i pteurs de fichiers */ 
structure des voies logiques */ 
table seauentielle */ 
24 int dstrvl ; / * 
25 int dtable ; / * 
26 int dchain ; / * chaines des t r avaux */ 
27} dimen , *pntdim; 
28 ! * Le main programne est chargé de l ' affichage prel iminaire au terminal 
29 * et d'orchestrer les appels aux routi nes . 
30 *! 
31 main() 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
/ * routine de création et d'ouver ture des fichiers */ 
ifile() ; 
ivl() ; / * routine pour l'ini t i al isati on de la structure des voies logiques 
I* 
itable(); 
!* 
ichain () ; 
routine de création de la tabl e séquentielle */ 
routine de créati on de la chaine des travaux */ 
printf( "0" ) ; 
printf( " Organisation on file • init .h • : O) ; 
printf( " - files descriptor s : 0); 
printf(" TRAPAC1 in read mode , and in write mode ; 0) ; 
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44 printf( " TRAPAC2 in read mode , and in write mode ; 0); 
45 printf( " PCKZ in read mode, and in write mode ; 0); 
4 6 printf( " file -admvl' in read/write mode . 0) ; 
47 printf( " - structure 'vl'0) ; 
48 printf( " - automat table , from file 'protocol '0); 
49 printf( " - task chain0); 
50 printf( "********************************************************0) ; 
51 printf( "0* LET 'S GO **0) ; 
52 execl (origin , or igin, 0); 
53 } 
54 / * 
55 * "ifile" s 'occupe de tout ce qui concerne les fichiers : 
56 * - créer l e fichier temporaire. 
57 * - ouvrir le fichi er de conmunication inter-processus . 
58 * - ouvrir les fichiers de conmunication avec le niveau trame . 
59 * - créer un fichier d'administration et de rensei gnements . 
60 */ 
61 i f ile() 
62 
63· 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
Bo 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
/ * code d'erreur pour les entrées sor ties */ 
extern int errno ; 
register struct trame *pttr; 
register int result; 
/ * création du fichier temporaire 'init.h' contenant l es par amètres 
* de l ' initialisation. */ 
finit= creat("init.h", 0600); 
close( finit) ; 
finit= open( "init .h" , 2); 
if(finit ! :: 3) { 
pr1ntf("0Can't creat 'init.h' file . O) ; 
exit() ; 
/ * mise en place de l'entête du fichier 'init.h' *I 
pntdim- >dfile = 14; 
pntdim- >dstrvl = sizeof vl; 
pntdim- >dtable = sizeof func ; 
pntdim- >dchain = ( si zeof travail) + ( sizeof tim) + ( sizeof sch) ; 
result = write(finit, pntdim , sizeof dimen); 
if (result l= sizeof dimen) { 
} 
printf( "OANIC! can ' t creat 'init .h' 0); 
exit(); 
/ * ouverture du moniteur de comnunication inter- processus */ 
uc_frd = open( "/dev/pckz" , 0) ; 
if (uc_ frd < 0) { 
} el se { 
} 
printf( "0PANIC can't open pck. errno = %d 0, errno); 
exit(); 
printf( "pck read mode file descriptor %d 0 , uc_frd) ; 
F 
94 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 } 
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uc_ fwr = open( "/dev/pckz" ,1) ; 
if (uc fwr < 0) { 
- printf( "0PANIC can't open pck . errno = %d O, errno); 
exit(); 
} else { 
printf( "pck wri te mode : file descriptor : %d 0 , uc_fwr) ; 
/* ouverture des fichiers de corrmunication avec les 
*microprocesseurs.*/ 
pttr = &trame[0] ; 
pttr- >tr_fdw = open("/dev/trapac1 " ,1); 
pttr->tr_fdr = open("/dev/trapac1" ,0) ; 
if(pttr->tr_fdr < 0 : : pttr->tr_fdw < 0) { 
printf( "0PANIC can ' t open trapac1 . errno %d .0, errno); 
exit(); 
} 
pttr++; 
if (NDR11 > 1) { 
pttr->tr_fdr = open( "/dev/trapac2" ,0); 
pttr->tr_fdw = open( 11/dev/trapac2", 1) ; 
if(pttr- >tr_fdr < 0:: pttr->tr_fdw < 0 ){ 
printf( "0PANIC can 't open trapac2. errno %d .0 , errno) ; 
exit(); 
} 
} 
/ * création du fichier administration. */ 
fstat = creat( "admvl" , 0644) ; 
close(fstat); 
fstat = open("admvl", 2) ; 
if( fstat < 0) { 
printf( "0PANIC can ' t creat 'admvl' file. 0); 
exit() ; 
result =+ write(finit, &(trame[0] . tr fdr) , 2) ; 
result =+ write(finit, &(trame[O] . tr:fdw), 2) ; 
result =+ wrtte(finit, &(trame(1] . tr_fdr), 2); 
result =+ write(finit, &(trame[1] . tr_fdw), 2) ; 
result =+ write(finit,&(uc_frd), 2); 
result =+ write(finit, &(uc_fwr) , 2) ; 
result =+ write(finit, &fstat, 2); 
if (result I= pntdim->dfile) { 
printf( "0PANIC error in save on 'init.h' 0); 
exit() ; 
* "ivl" s'occupe d'initialiser la voie logique en fournissant des valeurs 
139 /* 
140 
141 
142 
143 
144 
* de l'utilisateur ou des valeurs par défaut . 
* Chaque voie logique est associée avec un microprocesseur; on calcule 
* les adresses des structures relatives aux moniteurs pour DR11 - C (trame) 
*! 
145 ivl() { 
F 
146 
147 
1 48 
149 
150 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 
1 61 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
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register int i; 
register struct vl *vlpt; 
register int resu1t; 
char c; 
struct trame *pttrO , *pttr1; 
struct n nl[2] ; 
char *pntch; 
printf( " Values of 'vl' structure 
printf( "v_usflag = O 11 ) ; 
printf( "v_facili = O "); 
O); 
printf( "v_mode = 0 0) ; 
printf( "v_lnpaq = %d 
printf( "v_dimfen = %d 
printf( "v_ recu = 0 O) ; 
printf( "v_ rack = O 11 ); 
printf( "v_send = 0 " ) ; 
Il' LPCK); 
Il DFEN)· 
' ' 
printf( "v_sack = 0 0); 
printf("v_tim = 0 "); 
/ * recherche de l'adresse de la structure 'trame'*/ 
pntch = &nl[O] . nl_name[O] ; 
*pntch++ = , _, , 
*pntch++ = , t, · 
, , ' 
*pntch++ = , r, ; 
*pntch++ = a · 
, , ' 
*pntch++ = , m, ; 
*pntch++ = e ; 
nlist(origin , nl); 
pttrO = nl[O].nl_value; 
pttr1 = pttrO + 1; 
175 vlpt = vl ; 
176 for (i = 1 ; i <= 16; i ++ ) { 
177 vlpt- >v_ usflag = 0 ; 
178 vlpt- >v_ facili = O; 
179 vlpt- >v_mode = O; 
180 vlpt- >v_lnpaq = LPCK; 
F.4 
181 vlpt- >v_dimfen = DFEN; 
182 / * chaque voie logique est en relation avec un microprocesseur*/ 
183 vlpt- >v_bufout = ( i < NDR1 ? pttrO : pttr1); 
184 vlpt- >v_recu = 0 ; 
185 vlpt- >v_rack = O; 
186 vlpt- >v_send = O; 
187 vlpt- >v_sack = 0 ; 
188 vlpt++; 
189 } 
190 
191 loop 
192 printf( "Oo you change these values? 0) ; 
193 
194 
195 
796 
c = getchar() ; getchar() ; 
if (c == 'y') { 
printf( " OATTENTION ! Your changes must be in agreement" ); 
printf( "Owith network rules. O) ; 
F 
197 
198 
199 
200 
201 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
212 
213 
214 
215 
216 
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printf( " Wich structure will you change ? 0) ; 
i = getint( ); 
vlpt = &vl[ i]; 
printf( "v_usflag ? "); 
result = getint() ; 
vlpt- >v_usflag = result; 
printf( "v_facili ? 11 ) ; 
result = getint() ; 
vlpt->v_ facili = result; 
printf( "v_lnpaq ? " ); 
result = getint() ; 
vlpt- >v_lnpaq = result ; 
printf( "v_dimfen ? " ) ; 
result = getint() ; 
vlpt- >v_dimfen = result ; 
goto l oop; 
F. 5 
217 
218 
219 
result = write(finit , vl, sizeof vl); 
if (result ! = sizeof vl) { 
printf( "0PANI C error in vl structures initialization. 0) ; 
exit() ; 
220 
221 return ; 
222 } 
223 ! * 
224 * "itable" transforme le fichier 'protocol' écrit en f rancais et donc 
225 * modifiable en un fichier d'adresses des routines de traitement pour 
226 * chaque cas correspondant à une transition de la table . 
227 */ 
228 itable() { 
229 struct { 
nl_name[8]; 
nl_type; 
nl_value; 
230 
231 
232 
233 
234 
235 
236 
237 
238 
char 
int 
int 
}nl[321 J , *pnl ; 
register int result, i; 
char c; 
int frd , fwr ; 
frd = open ( "protocol" , 0) ; 
pnl = nl ; 
239 loop: 
240 result = read(frd, &c, 1) ; 
241 if (result < 0) goto err; 
F 
242 
243 
244 
245 
246 
247 
248 
249 
250 
251 
252 
253 
254 
255 
256 
257 
258 f in 
259 
260 
261 
262 
263 
264 
265 
266 
267 
268 
269 err 
270 
271 
272 
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/ * constr uction de la liste des symboles nécessaires*/ 
/ * en par tant du fichier 'protocol ' */ 
if ( C == , & , ) { 
pnl- >nl_name[0] = ,_.; 
i = 1; 
} 
result = read(frd , &c , 1); 
if (result < 0) goto err ; 
vklile ( C ! = , 1 , ) { 
Jr!l++; 
JrJl- >nl_name[ i++] = c ; 
result = read(frd , &c , 1) ; 
if (result < 0) goto err ; 
if (c == '}') goto fin; 
goto loop; 
nlist(origin ,nl) ; 
pnl = nl; 
for (i = 0; i < 320; i++) { 
result = write (finit , &(pnl - >nl_value) , 2); 
if (result < 0) goto err ; 
Jrll++; 
} 
close ( frd) ; 
return ; 
printf( "0PANIC. error in table initialization. 0) ; 
exit() ; 
273 / * 
274 * Construction de la chaine des buffers qui contiendront les renseignements 
275 * pour chacun des t r avaux à effectuer . 
276 */ 
277 i chai n() { 
278 struct n nl[2] ; 
279 char *pntch; 
280 register struct task *pnt , *npnt ; 
281 register int i; 
282 int result; 
283 extern int errno; 
284 
285 
286 
287 
288 
289 
290 
291 
292 
pntch = &nl[0] .nl_name[0] ; 
*pntch++ = ; 
*pntch++ = 't' . , , , 
*pntch++ = r , 
*pntch++ 
, , 
= a , 
*pntch++ 
, , 
= V 
, ' 
*pntch++ 
, 
= 
a . , 
*pntch++ , .. . = l 
' *pntch++ = ·1, ;
F 
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294 
295 
296 
297 
298 
299 
300 
301 
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nlist(origin , nl) ; 
pnt = &travail[ 1] ; 
npnt = nl[O] .nl_value ; 
npnt++; 
sch . sc_ free = npnt++; 
for(i = 1; i < NJOB - 1; i++){ 
(pnt++)- >tk_pnt = npnt++ ; 
} 
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302 
303 
pnt- >tk_pnt = O; 
result = write(finit, travail , (sizeof travail)+ (sizeof tim) + (sizeof sch 
304 
305 
306 
307 
308 
309 } 
if (result < 0) { 
printf( "OPANIC. error in save of tasks chain 0) ; 
exit() ; 
return ; 
310 /* 
311 * "iline" crèe un processus qui va executer le programne "netinit" de 
312 * contrôle des processus pour utilisateurs externes. 
313 */ 
314 iline() { 
315 register int result; 
316 register int i; 
317 
318 
319 
320 
321 
322} 
result = fork() ; 
if (result == 0) result = execl ( "netinit", "netinit" ,0) ; 
if (result < O) printf( "Pas d'initialisation dees taches internesO); 
else printf( "controle des t aches internes par le processus %d O, result); 
printf( "%d processus sont initialiss pour les utilisateurs externesO,LINEIN) 
323 /* 
324 * "itask" crée le processus horloge qui toutes les trentes secondes 
325 * va envoyer un signal software ver s ce processus- ci . 
326 */ 
327 itask() { 
328 char pid[3] ; 
329 register int result; 
330 register int *apid; 
331 apid = pid ; 
332 result = getpid(); 
333 pid[2] = 'O ' ; 
334 *apid = result ; 
335 result = fork() ; 
336 if(result == 0) result = execl( "horloge" ,"horloge" ,pid ,O) ; 
337 if(result < 0) goto err; 
338 tim. tim_curt = O; 
339 printf( "Oclock process running ! . 0) ; 
340 return ; 
341 err : 
342 printf( "OPANIC , no clock. 0) ; 
F 
343 
344} 
exit(); 
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Annexe G: Le prograrrrne pour temporisateur 
1 Il 
2 / * 1 
3 * Ce prograrrrne est active par "initx25" et toutes les trentes secondes 
4 * il interrompt le processus moniteur reseau par un signal 'kill 1·. 
5 * Sile processus reseau n'existe pas ou est mort , l ' horloge s ' arrête. 
6 * Pour bien prouver qu ' il a ètè activè , ce prograrrrne affiche le 
7 * numero du processus moniteur reseau; une comparaison avec la table 
8 * des processus permet de vérifier la validite de fonctionnement . 
9 */ 
10 / * 
~ 
11 * L' ar gument d'appel est le numero du processus pere. 
12 */ 
13 / * 
14 * Affichage de : 
15 * PANIQUE, horloge en panne . 
16 * si i l y a une erreur . 
17 */ 
18 main(argc,argv) 
19 int argc ; 
20 char **argv ; 
2 1 { 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 } 
register 
register 
register 
int 
int 
int 
pnt = argv[ 1] ; 
pid = *pnt ; 
sleep(20) ; 
*pnt ; 
result; 
pid ; 
printf( "processus père : RTTX25 a le numero: %d . 0 , pid) ; 
for ( ;; ){ 
sleep(30) ; 
result = kill(pid , 1); 
if(result < 0) { 
printf( "panique , horloge en panne . 0) ; 
exit(); 
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Annexe I: Les fonctions utilitaires. 
1 fi 
2 llinclude "param.h" 
3 flinclude 11mnemo .h" 
4 llinclude "pckx25.h" 
5 #include "net25.h" 
6 flinclude "open . h" 
7 1/include "task .h" 
8 1/include "uclx25 .h" 
9 1/include "drx25 .h" 
10 1/include " routine . h" 
11 l/include "buffer . h" 
Routine bufp : 
12 / * 
13 * 
14 * 
15 * 
16 * 
17 * 
18 * 
- pour chaque appel , elle att r ibue un buffer c .a .d . une zone 
de 140 bytes dont deux pointeurs, un compteur et 134 bytes 
libres pour les informations . 
- elle met à jour le chainage des buffers libres . 
- si aucun buffer n ' est libre , il y a appel de la routine 
19 * 
20 * 
21 * 
22 */ 
bufover() qui incrémentera si possible la zone des buffers . 
Si c ' est impossi ble, bufover() retourne - 1 qui sera la valeur 
retoumee a la routine appelant bufp() . 
23 bufp() { 
24 
25 
register 
register 
struct bfres 
int *presult ; 
26 pntbf = &bfres ; 
*pntbf; 
27 if(pntbf- >bf_free -- O) { 
28 if(bufover() < 0) return( - 1) ; 
29 
30 pntbf- >bf_free--; 
31 presult = pntbf- >bf_first ; 
32 pntbf- >bf_first = *presul t ; 
33 *presult = O; 
34 return(presult) ; 
35 } 
36 / * 
37 * Routine bufv(pt) : 
38 * - r epl ace un buffer libre pointé par ' pt ' dans la file des 
39 * buffers libres . 
40 * - met a jour les compteurs . 
41 */ 
42 bufv(pt) 
43 int *pt ; 
44 { 
45 register struct bf *pntbf; 
I.1 
I 
46 
47 
register struct 
register struct 
lambion/memoire/gerant .c 
bfres *pbfres; 
bf *point; 
48 pbfres = &bfres ; 
49 pntbf = pt ; 
50 pntbf->bf_pnt = pbfres- >bf_first ; 
51 p~fr es- >bf_first = pntbf; 
52 pbfres- >bf_free++; 
53 return ; 
54 } 
55 / * 
56 * Routine bufover() : 
57 * - demande une incr~mentation de la mémoire disponible pour 
58 * l e processus a concurrence de NBFMAX * 140 . 
59 * - l 'incr émentation est appelee PAGE . 
60 * - divise l ' incr émentation en buffers , les chaine entr ' eux et 
61 * les ajoute à la chaine des buffers libres . 
62 * - retourne - 1 si il y a erreur lors de l a ctemande d 'incrémenta 
63 * tion ou si on atteint le garde fou . 
64 */ 
65 bufover(){ 
66 register struct bfres *ptbfres ; 
67 register int *ptbf1; 
68 register struct bf *ptbf2; 
69 char *pnt; 
70 int i; 
71 extern int errno ; 
72 
73 
74 
75 
76 
77 
78 
79 
Bo 
81 
82 
83 
84 
85 
86 
87 
88} 
89 / * 
90 * 
91 * 
92 * 
93 * 
ptbfres = &bfres ; 
if(pt bfres- >bf_res >= NBFMAX) return(-1); 
pnt = sbrk(PAGE); 
if(pnt == -1 ){ 
taskin ( &ertrai t , 29 , · EG · , 11 , errno) ; 
retum (-1) ; 
ptbf2 = pnt ; 
ptbfres- >bf_first = ptbf2 ; 
for(i = 4; i > O; i -- ){ 
} 
ptbf1 = ptbf2++; 
*pt bf1 = ptb f2 ; 
ptbfres- >bf_free =+ 5; 
ptbfres- >bf_res =+ 5 ; 
return ; 
Routine select() : 
sélectionne le premier élément de la file d'attente des travaux 
qui sont prêts a continuer leur exécution . 
(voir définition des travaux dans le chapitre 4) . 
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94 * 
95 * 
96 * 
97 * 
98 * 
incrémente toutes 
en attente. 
les priorités des travaux qui restent en 
- lance l'exécution du travail choisi . 
- bo~cle sur lui- meme . 
99 * Cette routine est appelée par le prograrrrne 
100 * s'exécutera jusqu'à la mort du processus. 
101 */ 
102 select(){ 
103 
104 
105 
106 
107 loop: 
108 
109 
110 
111 
112 
113 
114 
115 
116 
register int *pointer; 
register int *fonct ; 
register struct task *pntk; 
sch .sc_flag =: SEMA; 
pointer= fonct = sch.sc_pnt ; 
sch .sc_pnt = pointer- >tk_pnt ; 
pntk = sch .sc_pnt ; 
sch . sc_flag =& "SEMA; 
while(pntk != 0) { 
i::ntk- >tk_prio++; 
pntk = pntk- >tk_pnt ; 
principal et sa boucle 
I.3 
117 
} 
(*fonct- >tk_job)(pointer- >tk_arg(0] , 
if (fonct == travail) goto loop; 
fonct- >tk_pnt = sch .sc_free ; 
sch .sc_free = fonct; 
pointer- >tk_arg[1] , pointer->tk_arg[2], 
118 
119 
120 
121 goto loop; 
122} 
123 / * 
124 * Routine taskin() : 
125 * - ajoute un travail dans la file d'attente pour sélection 
126 * par select (priorite < 30) ou pour sélection par le 
127 * temporisateur (priorite >= 30 et qui donne le temps pour 
128 * d'attente pour le temporisateur) . 
129 * - ajoute suivant la priorité des autres . 
130 * - ranger les paramètres d ' appel dans les zones prévues. 
131 * - signaler qu ' il est impossible de rajouter un nouveau 
132 * travail et retourner alors - 1. 
133 */ 
134 taskin(job, prior, Al , A2, A3) 
135 int job , prior , A1 , A2, A3; 
136 { 
137 
138 
139 
i 40 
141 
142 
143 
144 
register 
register 
register 
int 
int 
int 
*pntk; 
*npnt; 
*pointer; 
npnt = sch .sc_free; 
if( !npnt) goto err ; 
sch .sc_ free = npnt->tk_pnt; 
sch .sc_ flag =: SEMA ; 
if(prior >= 30){ 
I 
145 
146 
147 
148 
149 
150 
151 loop: 
152 
153 
154 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 err : 
175 
176 
177 } 
178 /* 
} else { 
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prior =+ tim.tim_curt + 60; 
µ,tk = &tim.tim_pnt; 
pntk = &sch.sc_pnt; 
pointer= *pntk; 
if( !pointer){ 
*pntk = npnt; 
*npnt = pointer; 
} else { 
} 
if(pointer- >tk_prio >= prior){ 
µ,tk = pointer; 
pointer= *pntk; 
} else { 
sch .sc_flag =& "SEMA; 
goto loop; 
*pntk = npnt ; 
inpnt = pointer; 
sch .sc_flag =& " SEMA; 
pointer= &npnt- >tk_prio; 
*pointer++= prior; 
*pointer++= job; 
*pointer++= Al; 
*pointer++= A2 ; 
*pointer= A3 ; 
return(npnt); 
printf( "saturation des taches. 0); 
return; 
179 * Routine detimo() : 
180 * - retirer ce travail de la file d'attente relative au 
181 * temporisateur . 
182 * - rajouter la zone libre dans la liste . 
183 */ 
184 
185 detimo(pointer) 
186 int *pointer; 
187 { 
188 
189 
190 
register int 
register int 
register int 
*pntk; 
*npnt; 
*pntest; 
191 pntk = &tim . tim_pnt; 
192 loop 
193 if ( !pntk) return(-1); 
194 if (pntk == pntest) { 
1 95 sch • sc_flag = l SEMA ; 
196 *npnt = *pntk; 
I.4 
I 
197 
198 
199 
200 
201 
202 
203 
204 } 
205 /* 
} 
npnt 
pntk 
goto 
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sch . sc_free = pntk; 
sch.sc_flag =& "SEMA; 
return(0); 
= pntk; 
= *npnt; 
loop; 
. 
206 * Routine timout() : 
207 * - faire passer un travail de la file du temporisateur dans 
208 * la file des travaux choisis par select . 
209 * - les mettre en t~te de cette file. 
210 */ 
211 timout()( 
212 register struct task *pointer; 
213 register struct task *pnt; 
214 register int temps; 
215 struct task *savpnt; 
216 
217 
218 
219 loop: 
pnt = tim.tim_pnt; 
pointer= &tim; 
temps= tim.tim_curt; 
220 if( ! (pnt)) return; 
221 if(pnt- >tk_prio > temps){ 
222 pointer = pnt; 
223 rnt = pointer->tk_pnt; 
224 goto loop; 
225 } 
226 sch .sc_flag =l SEMA; 
227 pointer- >tk_pnt = 0; 
228 savpnt = sch . sc_pnt; 
229 sch .sc_pnt = pnt ; 
230 pointer = pnt; 
231 while(pnt != 0) { 
232 pointer = pnt; 
233 rnt = pointer->tk_pnt; 
234 } 
235 pointer- >tk_pnt = savpnt; 
236 sch.sc_flag =& ""SEMA; 
237 return; 
238 
239 / * 
240 * Routine bipbip(): 
, 
241 * - routine de traitement de l'interruption provoquee par 
242 * le processus horloge . , 
243 * - placer l'adresse de la routine timout() en prerniere position 
244 * de la file de select(). 
245 * si le sémaphore de .protection de cette file d'attente est mis, 
246 * rien n'est effectué . 
247 */ 
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248 bipbip() { 
249 register int *pntk; 
250 
251 
252 
253 
254 
255 
256 
257 
258 / * 
pntk = &sch; 
if(pntk- >sc_flag & SEMA) return; 
travail[O].tk_pnt = pntk->sc_pnt; 
pntk- >sc_pnt = travail; 
travail[O] .tk_prio = 20; 
tim . tim_curt =+ 30; 
return; 
259 * Routine bfclean() : 
260 * - retirer d'une des files d'attente pour expédition vers le 
261 * niveau trame, les buffers relatifs à une voie logique . 
262 * - chaque buffer possède dans un de ses pointeurs 1 ' adresse 
263 * de la structure de sa voie logique. 
264 * - l'adresse de la structure de la voie logique et l'adresse de 
265 * la structure des entrées sorties vers le microprocesseur. 
266 * - les buffers libérés seront remis dans la file des buffers 
267 * libres. 
268 */ 
269 bfclean(pointvl , pointr) 
270 char *pointvl , *pointr; 
271 { 
272 
273 
274 
275 
276 
277 
278 
279 
280 
281 
282 
283 
284 
285 
286 
287 
288 
289 
290 
291 
292 
293 
294 } 
295 /* 
register char 
register int 
register int 
struct trame 
int i; 
pttr = pointr; 
pnt2 = pointr ; 
vlpt = pointvl ; 
i = O; 
*vlpt ; 
*pnt 1; 
*pnt2; 
*pttr; 
pnt1 = &pnt2- >tr_ptdat ; 
while(*pnt 1 ){ 
} 
pit2 = *pnt 1; 
if(pnt2- >bf_to == vlpt){ 
i++ ; 
} else { 
} 
*pnt 1 = *pnt2 ; 
bufv ( pnt2) ; 
p,t1 = pnt2; 
pttr- >tr_cpt =- i ; 
return ; 
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296 *Routine ertrait(): 
297 * - traitement des erreurs. 
298 * - actuellement se limite à afficher le type d'erreur à l'écran. 
299 */ 
300 ertrait(par1, par2, par3) 
301 int par1, par2, par3; 
302 { 
303 register· char *pnt; 
pnt = &par1 ; 
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304 
305 
306 
307} 
printf("err in %c_%c, type %d , arg: %d O,pnt[1], pnt[O], par2, par3); 
retum; 
308 /* 
309 * Routine trastat() 
310 * - traitement du statut du niveau trame. 
311 * - actuellement, se contente de répondre et d'afficher à l'ecran . 312 . */ 
313 trastat(pointer) 
314 struct trame *pointer; 
315 { 
316 
317 
318 
319 
320 
321 
322 
323 
324 
325} 
326 /* 
327 * 
328 * 
329 * 
330 * 
331 */ 
register int status; 
register int *ptcmd; 
status = pointer->tr_cmdi[O]; 
ptcmd = pointer->tr_cmdo; 
pckx25(0, USER+ REP, DDEBUT); 
if (status & 02) *ptcmd = 0100002 ; 
if (status & 01) *ptcmd = 0100001; 
return; 
Routine tempor(): 
- appelée lors de l'expiration du temporisat~ur. 
- en fonction de la confinnation attendue, declenche 
libération, une reprise. 
332 tempor(nvl, idact) 
333 int nvl, idact; 
334 { 
335 
336 
337 
338 
339 
340 
341 
31!2 } 
343 /* 
if (idact == PCKA i i idact == PCKR) { 
pckx25(nvl , USER+ LIB, DTIMOOT); 
ecmdo(vl[nvl].v_uc , LIB , DTIMOOT); } else { 
} 
pckx25(0, USER+ REP, DTIMOOT); 
return; 
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344 • Routine drclean() : / 
345 * - vide les files d ' attente de l'expedition vers le niveau 
346 * trame. 
347 * - files des paquets de données et des paquets de coI11TJandes. 
348 */ 
349 drclean() 
350 { 
351 
352 
353 
354 
355 
356 
357 
358 
359 
360 
361 
362 
363 
364 
365 
366 
367 
368 
369 
370 
371 
372} 
register 
register 
register 
int i; 
struct trame 
int *pnt; 
int *savpnt ; 
*pttr; 
pttr = trame; 
for(i = 0; i < 2; i++){ 
pnt = pttr- >tr_ptcmd; 
pttr- >tr_ptcrnd = 0; 
\.-.'hile(pnt) { 
} 
savpnt = pnt ; 
bufv(savpnt) ; 
pnt = *pnt ; 
pnt = pttr- >tr_ptdat; 
(pttr++)- >tr_ptdat = 0; 
\J1ile(pnt){ 
savpnt = pnt ; 
bufv(savpnt); 
µ,t = *pnt; 
Plusieurs routines qui n'ont pu encore être testées 
dans des conditions d'utilisation normales , ne sont pas 
reprises pour le moment dans ce fichier . Il s 'agit des 
routines "newpck()" qui effectue les premiers tests sur les 
paquets en provenance du niveau trame , "sendcmd() " et "sen-
dat () 11 qui ajoutent les paquets dans la file d, attente pour 
l ' expédition vers le niveau trame. (Voir chapitre 4 pour la 
description de ces files). 
I.8 
J l ambion/memoire/pckx25 .c J . 1 
Annexe J : Les routines du protocole X25 paquet . 
1 Il 
2 / * Ce fichier contient toutes les routines relatives au protocole X25 
3 * niveau paquet . A plusieurs reprises , elles font appel à des routines 
4 * d , autres fichiers : "endend . c" et "gerant .c ". 
5 * Le protocole est représenté par une table sequentielle dont une version 
6 * franpaise existe dans le fichier "protocol". Lors de l'initialisation 
7 * du moniteur reseau , ce fichier servira de base à la création d'une table 
8 • d ' aiguillages : "fonc[2][020][012] " . Toute modification dans ce fichier 
9 * aura une r e"percussi on dans la table "fonc" et par le fait même dans la 
* I • 10 sequence d appel des routines de "pckx25 .c". 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
* 
* Les variables globales ainsi que les paramètres sont définis dans les 
* fichiers cités ci- dessous . 
*I 
/ * Fichier contenant les paramètres principaux et les codes 
* pour la construction des paquets . 
*I 
1/include "param.h" 
/ * Fichier contenant les valeurs des causes et des diagnostics 
* pour les libérations , reprises et réinitial isations. 
*/ 
1/include "mnemo .h" 
/ * Fichier contenant les variables globales sur lesquelles 
* travaille "pckx25 .c" . Entre autres la structure "vl". 
*/ 
ffinclude "pckx25 . h" 
/* Fichier contenant les variables globales servant à 
* l'initialisation des voies logiques . Principalement 
* la structure "net". 
*! 
#include "net25 .h" 
/ * Fichier contenant la structure des données sur le fichier 
* "admvl" . 
*/ 
flinclude "open .h" 
/ * Fichier contenant les structures pour la gestion des travaux. 
*! 
llinclude "task.h" 
/ * Fichier contenant l es structures relatives à la cormnuni-
* cation avec les uti lisateurs . Dont la structure "ucl 11 • 
*/ 
flinclude "uclx25 . h" 
I / * Fichier contenant les variables pour les entrees et sorties 
* sur les moniteurs "trapac". Dont la structure "trame". 
*/ 
#include "drx25 .h" 
/ * Fichier contenant la liste complète de toutes les routines 
* du moniteur réseau. 
*/ 
flincl ude "routine . h" 
/ * Fichier contenant la structure de gestion des buffers . 
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52 */ 
53 ilinclude 11buffer . h11 
54 / * 
55 * Routine pckx25 .c 
56 fonction : ai~uiller lR suite du travail vers la bonne routine selon : 
57 - 1 ' origine : utilis:=i.teur ou réseau . 
58 - l ' état dans lequel on se trouve . (voir table sequentielle) . 
59 - ce qui est demandé par l'utilisateur ou le type de paquet 
60 1 / à traiter. 1 1 . 61 Ces e l ements sont representes r espectivement par les variables 
62 locales "i ' , ' k ' et ' j '. 
63 
64 
65 
66 
67 
68 * 
69 */ 
Cette routine peut itre appelée soit par "newpck" ( paquet venant du 
réseau) , soit par "ecmdin" (demande d 'action faite par l ' util i sateur) . 
Le résultat retourné par la routine appelée sera lui- même renvoyé vers 
la routine appelante . 
70 pckx25 (nvl , action , arg1) 
71 i nt nvl , action , arg1 ; 
72 { 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 } 
84 / * 
85 * 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
register int i ; 
register int j ; 
regi ster int k ; 
int r esult ; 
if(action & USER) i = 1; 
el se i = O; 
j = action & 017 ; 
k = vl [nvl] . v_mode ; 
result = (*func[i][j][k])(nvl , Rrg1) ; 
return ( r esul t) ; 
Routine "pcall in" : 
fonction : 
- Analj ser un paauet d ' appel entrant dans l ' ETTD . 
- Demander au niveau supéri eur de mettre en relation un 
processus utilisateur déjà cree avec cette voie logique . 
- Sauver l ' adresse de l' ETTD appelant . 
- Demander l ' envoi d ' une confirmation d 'appel si tout va bien 
ou une demande de libér ation de la voie logique si il y a 
' , / 
un probleme ou si l /ETTD est sature . / 
- Des ajoutes sont prevues pour le traitement des facilites 
ou des données incluses dans le paquet d ' appel . 
val ables locales : · 
- ptvl : pointeur vers la structure de la voie logique 
/ prise en consideration . 
J 
99 
100 
101 
102 
103 
104 
105 
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- ptbuf : pointeur se déplacant a l'intérieur du paquet d'appel 
- pnt: pointeur se déplacant dans l ' image de la zone de sauvetage 
sur disque . Lors de la mise en relation d'un processus 
utilisateur ,et de la voie logique, la zone de sauvetage est 
amen~e en memoire. Elle sera renvoyée lorsque tout sera fini. 
Cette routine ne peut être appelée que par "pckx25". 
Suivant les cas , elle fera appel à "plibo", "ecmdo" ou " pconfou". 
106 * 
107 */ 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
pcallin(nvl, pointer) 
int nvl ; 
/ * Pointer est un pointeur vers ~e buffer contenant le paquet 
* d'appel . Ce buffer sera libére à la fin du traitement . 
*! 
char *pointer; 
{ 
register struct vl *ptvl; 
register char *ptbuf; 
register char *pnt; 
int result; 
ptvl = &vl[nvl]; 
ptvl- >v_mode = 03; / 
/* On commence au debut de la partie intéressante.*/ 
ptbuf = &(pointer- >pk1_ar1) ; 
/ * Demande de mise en relation avec un processus libre.*/ 
result = ecmdo(-nvl, CALL, O) ; 
if ( result < 0) { 
} else { 
/ * Il n'y en pas, saturation ! */ 
plibo(nvl, DSATUR); 
ptvl- >v_uc = result ; 
p,t = ucl[result].uc_point ; 
i::nt = &pnt- >deb_op ; 
/ * début du traitement des adresses.*/ 
p,t->op_aoln = (*ptbuf >> 4); 
p,t->op_ailn = (*ptbuf++ & 017) ; 
pointer- >bf_to = ptbuf; 
/ * "pnwad" s'occupera du transfert. */ 
ptbuf = pointer- > bf_to + pnwad ( &pnt- >op_ailn, pointer, _,Pnwad ( &pnt- >op_ 
/ * Place prévue pour le traitement des facilites et 
* données spèciales . */ 
if (*ptbuf++) { 
} 
if ( ! (net .n_facili)) { 
result = DFACILI; 
goto err; 
} 
if (*ptbuf) { 
result = DERRAPP; 
goto err; 
J 
151 
152 
153 
154 
155 
156 
157 
158 
159 
160 err 
161 
162 
163 
164 
165 } 
} 
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/ * Tout est valable , on accepte la corrmunication . */ 
pconfou(nvl , PCKCA); 
ecmdo(ptvl- >v_uc, OKCALL, 0) ; 
ptvl- >v_mode = 010; 
bufv(pointer); 
return; 
/ * Il y a un problèmeJ la corrmunication est refusée; tout ce qui 
* a été établi doit etre libéré. */ 
bufv(pointer); 
ecmdo(ptvl- >v_uc , LIB, result) ; 
plibo(nvl, result) ; 
return; 
* Routine "pnwad" : 
fonction : 
166 / * 
167 
168 
169 
170 
171 
172 
173 
174 
175 
176 
177 
178 
179 
180 
181 
182 
183 
184 
185 * 
186 */ 
187 pnwad( 
188 int 
189 struct 
190 
191 
192 int 
193 { 
194 
195 
196 
197 
198 
199 
200 
201 loop 
- Transférer les adresses du paquet d'appel dans une zone 
I prevue . 
- Tenir compte de la position du premier demi-octet. 
- Tenir compte de la position du dernier demi-octet et la 
signaler en retour. 
Variables locales : 
/ . 
- pnt1 : pointeur vers la zone receptrice. 
- pnt2 : pointeur vers la buffer contenant l'adresse . 
Le pointeur local de ce buffer (bf_to) pointe vers la zone 
adresse . 
- cpt1 : décomptera les demi-octets transmis . Il est initialisé 
, ' ·" "' .,,,. i::ar pnt1 car 1~ longueur de 1 adresse a deJa ete rangee 
dans la zone receptrice. 
La routine renverra: 
I 0 si la place libre suivante corrmence au debut d'un octet. 
1 si il y a encore un demi-octet non utilise. 
pointer1 , pointer2 , half) 
*pointer1; 
bf *pointer2; / 
/ * "half" previent si on 
* le premier demi- octet 
half; 
register 
register 
register 
char *pnt 1; 
char *pnt2 ; 
cpt 1; 
cpt 1 = *pointer1 ++; 
pnt1 = pointer1 ; 
I' 
corrrnence au debut d ' un octet ou si 
,., ' ,, */ est deja occupe . 
/ * Faire pointer I pnt2 vers le debut de la zone adresse. */ 
:i:nt2 = pointer2- > bf_to; 
J 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
212 
213 
214 
215 
216 
217 
218} 
/* 
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if (cpt1 > 1) { 
if (half) { 
*pnt1 = (*pnt2++ & 017); 
*pnt1++ =: (*pnt2 & 0360); 
} else { 
} 
*pnt1++ = *pnt2++; 
cpt1 -- 2; 
goto loop; 
if (cpt1 == 1) { 
} 
if (half) *pnt1 = (*pnt2++ & 017); 
else *pnt1 = (*pnt2 >> 4) & 017; 
po~nter2->bf_to = pnt2; 
retum ( cpt 1 /\ half) ; 
J .5 
219 
220 
221 
222 
223 
224 
225 
226 
227 
228 
* Routine "pcallout" : 
fonction : 
229 
230 
231 
232 
233 
231./ 
235 
236 
237 
238 * 
239 */ 
- Construire un paauet d'appel . 
- Demander un buffer libre pour y construire ce paquet . 
- Y inst~ler l'entête. 
- Transferer la longueur des adresses , puis faire appel a une 
routine qui les transfèrera. 
- Armer le temporisateur et donner le paquet a "sencmd" pour 
expédition. 
variables locales : 
- ptcal: pointeur dans l'image des données d'envoi sauvées 
sur disques .• 
- crpt : pointeur dans le buffer pour la construction du paquet . 
- vlpt : pointeur vers la voie logique concernee. 
- ptbuf : pointeur vers le buffer. 
cette routine retournera: 
- 0 si tout va bien; 
- - 1 si on ne peut envoyer de paquet d'appel. 
240 pcallout(nvl , pointer) 
241 int nvl; 
242 char *pointer; 
243 { 
244 
245 
246 
247 
248 
249 
250 
251 
register char *ptcal; 
register char *crpt; 
register struct vl *vlpt; 
int result ; 
char *ptbuf; 
ptcal =pointer+ 6 + RQLNG; 
vlpt = &vl[nvl]; 
J 
252 
253 
254 
255 
256 
257 
258 
259 
260 
261 
262 
263 
264 
265 
266 
267 
268 
269 
270 
271 
272 
273 
274 
275 
276 
277 
278 
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/ * Demande d'un buffer . */ 
crpt = bufp(); 
if (crpt == -1) return(- 1); 
ptbuf = crpt ; 
crpt = crpt- >bf_buf; 
crpt =+ 2 ; 
*crpt++ = HEADPCK; 
*crpt++ = nvl; 
*crpt++ = PCKA ; 
*crpt = ptcal- >op_aoln; 
*crpt =« 4; 
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*crpt++ =: (ptcal- >op_ailn & 017); 
ptbuf- >bf_to = crpt; 
crpt = ptbuf- >bf_to + paddr(&ptcal->op_ailn , ptbuf , paddr(&ptcal- >op_aoln, p 
*crpt++ = 0; 
*cr pt++ = 0; 
ptbuf- >bf_cpt = crpt - ptbuf->bf_buf; 
ptbuf- >pk1_lng = ptbuf->bf_cpt++ - 2 ; 
ptbuf- >bf_cpt =& 0377776; 
ptbuf- )bf_ to = ptbuf- >bf_buf ; 
vlpt- >v_ tim = taskin(&tempor , 180, nvl , PCKA); 
vlpt- >v_mode = 02 ; 
vlpt- >v_uc = ptcal- >op_uc; 
sendcmd(vlpt->v_bufout , ptbuf); 
return(0) ; 
279 ! * 
280 * 
281 
282 
Routine "paddr" : 
fonction : 
- Transférer les adresses d'une zone donnée vers le paquet 
283 
284 
285 
286 
287 
en construction. 
/.\I'/ / ✓ 
- Les longueurs ont deJa ete transfere~ 
- Tenir compte de l'endroit ou commence la place libre. 
- Retourner soit O si la place libre suivante conmence au debut 
d'un octet, soit 1 si elle corrrnence au milieu d'un octet . 
288 Variables locales: 
- pnt1 : pointeur dans la zone donnée . 289 
290 - pnt2 : pointeur dans le paquet en construction , zone réceptrice. 
- cpt : contenant la longueur en demi- octets. 291 
292 * 
293 */ 
294 paddr(point1 , point2 , half) 
295 char *point1, *point2 ; 1 
296 /* "half" previent 
297 int half; 
/ 
si on corrmence au debut d'un octet ou au milieu.· 
J 
298 { 
299 
300 
301 
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register char *pnt1; 
register char *pnt2; 
register int cpt; 
302 pnt.1 = point 1 ; 
303 Cpt= *pnt1; 
304 pnt1 =+ 2; 
305 cpt =& 017; 
306 pnt2 = point2- >bf_to; 
307 loop: 
308 
309 
310 
311 
312 
313 
314 
315 
316 
317 
318 
319 
320 
321 
322 
323 
324} 
325 /* 
if (cpt > 1) { 
} 
if (half) { 
*pnt2++ =: (*pnt1 & 017); 
*pnt2 = (*pntl++ & 0360); } else { 
} 
*pnt2++ = *pnt1++; 
cpt =- 2; 
goto loop; 
if (cpt == 1) { 
} 
if (half) *pnt2++ =: (*pntl & 017); 
else *pnt2 = (*pnt1 << 4); 
point2->bf_to = pnt2; 
return ( cpt ii half) ; 
326 * Routine "pokcall" : 
327 fonction : 
328 - Réceptionner une confinnation d'appel. 
J.7 
329 - Faire évoluer l'état dans la table sequentielle. 
330 - P~évenir le niveau supérieur et le processus utilisateur. 
331 - Desarmer le temporisateur . 
332 Cette routine fait appel a : 
333 - "ecmdo" pour prÎvenir le ni veau superieur. 
3 34 - "detimo" pour désarmer le temporisateur. 
335 "bufv" pour libérer le buffer contenant le paquet . 
336 * 
337 */ 
338 pokcall(nvl, pointer) 
339 int nvl; 
340 char *pointer; 
341 { 
342 
343 
344 
345 
346 
347 
348} 
detimo(vl[nvl].v_tim); 
vl[nvl].v_tim = O; 
vl[nvl].v_mode = 010; 
bufv(pointer); 
ecmdo(vl[nvl] . v_uc, OKCALL); 
return; 
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349 / * 
350 * Routine "plibin" : 
351 fonction : 
352 - Réceptionner une demande de libération . 
353 - En extraire la cause et le diagnostic pour les transmettre 
354 au niveau superieur. 
355 Prévoir le nettoyage de la voie logique correspondante en 
356 apwlant la routine "pclean" . 
357 - Prévenir le ni veau supérieur par "ecmdo". 
358 - Acquitter la demande de libération en envoyant une confirmation 
359 i:ar la routine "pconfou" . 
360 - Remettre l'état de la table sequentielle en position initiale. 
361 Variables locales: 
362 - vlpt : pointeur vers la structure de la voie logique courante. 
363 - cause: entier qui recevra la cause et le diagnostic de la 
364 libération . 
365 * 
366 */ 
367 plibin(nvl, pointer) 
368 int nvl ; 
369 char *pointer; 
370 { 
371 
372 
register struct vl 
r egister int cause; 
vlpt = &vl[nvl] ; 
*vlpt ; 
373 
374 cause= (pointer->pk1_ar1 << 8) + (pointer->pk1_ar2 & 0377); 
375 
376 
377 
378 
379 
380 
381 
382 
383} 
384 / * 
vlpt- >v_mode = 07 ; 
bfclean(vlpt , vlpt- >v_bufout); 
bufv(pointer) ; 
pconfou(nvl , PCKCL); 
ecmdo(vlpt- >v_uc , LIB, cause); 
pclean(vlpt); 
vlpt- >v_mode = O; 
385 * Routine "plibo" : 
386 fonction : 
387 - Pr~arer l'emission d'une demande de libération . 
388 - Prevoir le nettoyage de la structure de la voie logique 
389 concernee . 
390 - Armer un temporisateur. 
391 - faire evoluer l'etat de la table sequentielle. 
392 Variables locales : 
393 - vlpt : pointeur vers la structure de voie l ogique courante . 
394 * 
395 */ 
396 plibo(nvl, cause) 
397 / * cause contient la cause de la libération . Sur un demi-octet . */ 
J 
398 int 
399 { 
400 
401 
402 
403 
404 
405 
406 
407 
408 
409 } 
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nvl , cause ; 
register struct vl *vlpt ; 
vlpt = &vl[nvl]; 
bfclean(vlpt , vlpt- >v_bufout) ; 
pdemout(nvl , PCKL , cause & 0377) ; 
vlpt- >v_tim = taskin(&tempor , 30 , nvl , PCKL); 
pclean(vlpt) ; 
vlpt- >v_mode = 06; 
* Routine "plibed" 
fonction : 
Lj 10 / * 
411 
412 
413 
414 
415 
416 
417 
418 
419 * 
420 */ 
, 
- Receptionner une confinnation de liberation . 
- Faire évoluer l'état de la table seauent ielle en 
dans la position initiale . 
- Libérer le buffer contenant le paquet . 
Variable locale: 
- vlpt : pointeur vers la voie logique courante. 
421 plibed(nvl , pointer) 
422 int nvl ; 
423 char *pointer; 
424 { 
425 register struct vl *vlpt ; 
426 
427 
428 
429 
430 
431 
432 / * 
vlpt = &vl[nvl] ; 
bufv (pointer) ; 
detimo(vl[nvl] .v_tim); 
vlpt- >v_tim = O; 
vl[nvl] .v_mode = O; 
433 * Routine "prepin" 
434 fonction : / 
J . 9 
le remettant 
4 35 Receptionner une demande de reprise . , 
4 36 - Appeler la routine "prepris" pour le signaler a tous les 
437 utilisateurs . 
438 - Remettre l'état de la table sequentielle dans la position 
439 initiale. 
440 - Envoyer une confirmation de reprise . 
441 - Extraire lg cause de cette reprise pour la transmettre au 
442 niveau superieur . 
443 * 
444 */ 
445 prepin(nvl, pointer) 
446 int nvl; 
447 char *pointer; 
J 
448 { 
449 
450 
451 
452 
453 
454 
455 
456 
457 
458 
459 
460 } 
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register int cause; 
register struct vl *vlpt; 
register int i; 
cau~e = (pointer- >pk1_ar1 << 8) + (pointer- >pk1_ar2) ; 
vlpt = vl ; 
for(i = 0; i <= 15; i++) 
(vlpt++)- >v_mode = 0; 
prepris( cause); 
bufv(pointer); 
pconfou(0 , PCKCREP); 
return; 
* Routine "prepout" 
461 /* 
462 
463 
464 
fonction : 
465 
- Préparer l'emission d'une demande de reprise . 
- Armer le temporisateur. 
J. 10 
466 
467 
- Appeler la routine "prepris" pour le signaler aux autres 
utilisateurs. 
468 
469 * 
470 */ 
- Faire évoluer l'état de la table séquentielle . 
471 prepout(nvl , cause) 
472 int nvl, cause; 
473 { 
474 
475 
476 
477 
478 
479 
480 
481 
482} 
register struct 
register int i ; 
prepris(cause) ; 
vlpt = vl ; 
vl *vlpt ; 
vlpt->v_tim = taskin(&tempor , 30, nvl , PCKREP); 
for(i = 0; i <= 15 ; i++) 
(vlpt++)->v_mode = 01; 
pdernout(0, PCKREP , cause & 0377) ; 
* Routine "preped" 
fonction : 
483 /* 
484 
485 
486 
487 
488 
489 
490 
491 * 
492 */ 
- Réceptionner une confinnation de reprise . 
- Faire évoluer l'état de la table sequentielle 
en position initiale. 
- Libérer le buffer contenant le paquet . 
- Désarmer le temporisateur . 
493 preped(nvl, pointer) 
494 int nvl; 
en le remettant 
J 
495 char 
496 { 
497 
498 
499 
500 
501 
502 
503 
504 
505} 
506 /* 
*pointer; 
register 
register 
lambion/merooire/pckx25 .c 
struct vl *vlpt ; 
int i· 
' 
vlpt = vl; 
detimo(vlpt- >v_tim) ; 
for(i = 0; i <= 15; i++) 
(vlpt++ )->v_roode = 0; 
bufv(pointer); 
return; 
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507 * Routine "prepris" 
508 fonction : 
509 
510 
5 11 
512 
513 
514 
515 
516 
517 * 
518 */ 
/ -
- Prevenir chaque utilisateur q une reprise est en cours . 
Appel de la routine "ecmdo". 
- Nettoyer tout ce qui est relatif a chaque voie logique ;,; 
occupee. 
- Afficher au terminal principal qu'il y a une reprise. 
Variables locales : 
- vlpt : pointeur vers les structures des voies logiques. 
- cause : cause et diagnostic de la reprise . 
prepris(cause) 
int cause ; 
{ 
519 
520 
521 
522 
523 
524 
525 
526 
527 
528 
529 
530 
531 
532 
533 
534} 
535 / * 
536 
537 
538 
539 
540 
541 
542 
543 
544 
545 
546 
register 
register 
struct vl 
int i ; 
*vlpt; 
vlpt = vl; 
drclean(); 
for(i = 0; i <= 15; i ++){ 
ecmdo(vlpt- >v_uc, LIB, cause); 
bfclean(vlpt , vlpt->v_bufout) ; 
pclean(vlpt++); 
} 
printf( " 0REPRISE 0 " ); 
return ; 
* Routine "pdatout" 
fonction : 
- vérifier qu'on peut lancer un paquet de donnees . Si non le 
retourner 1 . 
- vérifier la compatibilite BITM et BITQ , si nécessaire lancer 
un paquet d'appel vide pour obtenir cette compatibilité. 
- Tester si on demande l'option BITM et vérifier si elle peut 
~tre appliquée en regardant la longueur de la zone donnée. 
- Tester si on demande l'option BITQ. 
- Construire le contrôle de flux actuel . 
- Voir si c'est le dernier paquet qu'on peut envoyer. 
J 
547 
548 
549 
550 
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Positionner les bits en fonction . / 
- Donner le paquet a "sendat" pour expedition . 
Variables locales : 
- vlpt : pointeur vers l a structure de la voie logique 
551 
552 
553 
554 
555 
556 
557 
558 * 
559 */ 
correspondante. , 
- pnt : pointeur vers le buffer contenant le paquet de donnees . 
- crpt : pointeur vers le buffer pour l'expédition d'un paquet 
vide. 
Cette routine retournera les valeurs suivantes 
- 0 si tout va bien. 
• ,, ,J / , 
- 1 s1 le paquet na pas ete envoye. 
560 pdatout (nvl , pointer) 
561 int nvl ; 
562 char *pointer; 
563 { 
564 
565 
566 
567 
register struct vl *vlpt; 
register char *pnt; 
register int result; 
char *crpt; 
568 vlpt = &vl[nvl]; 
569 pnt = pointer; 
570 if (vlpt- >v_usflag & (STOPOU : RNROU)) return(1); 
571 if (vlpt- >v_usflag & BITM) { 
572 if (exor((vlpt->v_usflag & BITQ), (pnt->pk1_lng & 0177400))){ 
573 crpt = bufp(); 
574 if (crpt == - 1) { 
5 75 return ( 1) ; 
576 } 
577 crpt- >bf_cpt = O; 
578 crpt- >pk1_1ng = O; 
579 pdatout (nvl , crpt); 
580 } 
581 
582 if ((pnt- >bf_cpt == LNGMAX) && (pnt- >pk1_1ng & 0377)){ 
583 vlpt- >v_usflag =: BITM; 
584 p,t->pk1_act = 020; 
585 } else { 
586 vlpt- >v_us flag =& 'MBITM; 
587 J:Ot- >pk1_act = O; 
588 
589 if (pnt- >pk1_lng & 0177400) { 
590 vlpt- >v_usflag =: BITQ ; 
591 µ,t - >pk1_head = 0200; 
592 } else { 
593 vlpt- >v_usflag =& 'VBITQ; 
594 p,t- >pk1_head = O; 
595 } 
596 result = vlpt- >v_rack & 07; 
597 result =<< 4; 
598 result =: vlpt- >v_send & 07; 
J 
599 
600 
601 
602 
603 
604 
605 
606 
607 
608 
609 
610 
611 
612 } 
613 / * 
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result =« 1 ; 
vlpt- >v_send ++; 
vlpt- >v_send =& 07; 
pnt- >pk1_lng = pnt- >bf_cpt + 3; 
pnt~>bf_cpt =+ 5; 
pnt->pk1_head =i HEADPCK; 
pnt- >pk1_act =i result; 
pnt- >pk1_vlid = nvl; 
sendat(vlpt- >v_bufout, pnt); 
result = vlpt- >v_sack + vlpt->v_dimfen; 
if (result <= vlpt->v_send) vlpt->v_usflag =i STOPOU; 
retum(O); 
614 * Routine "pdatin" 
615 fonction: 
J. 13 
616 - Réceptionner un paquet de données . 
617 - vérifier si il est compatible pour ce qui est des BITQ et BITM . ,. 
618 - Tester si l'une ou l'autre option est demandee; en tenir 
619 compte pour prévenir l'utilisateur. 
/ ,,, / , ;" 
620 Verifier le controle de flux pour ce qui est du numero d entree 
621 de ce paquet~ ,. ~ 
622 - Faire appel a la routine "packdin" pour verifier si le numero 
623 d'acquittement est bon . 
624 - En fonction de ces tests , passer ce paquet au niveau supérieur 
625 ou déclencher une procédure de réinitialisation. 
626 - Suivant le résultat de la mise en file d'attente ("eadata" ) , 
627 bloquer le contrôle de flux(fenêtre) , la faire évoluer lente-
628 ment, ou normalement. 
629 Variables locales: 
630 - vlpt : pointeur vers la structure de voie logique courante. 
631 - pnt : pointeur vers le buffer contenant le paquet. 
632 - num : variable auxiliaire pour le contrôl e de flux . 
633 Cette routine fera appel a : 
634 - "preinou" pour déclencher une procédure de réinitialisation. 
. / . 635 "ecmdo" pour le signaler 
6 36 - "eadata" pour ajouter ce 
637 de l'utilisateur. 
au niveau superieur. 
paquet à la file d'attente en dir ection 
638 - "packdou" pour envoyer un acquit ou une demande de blocage. 
639 (paquet RR ou RNR) . 
640 - "exor" pour effectuer un ' ou exclusif11 entre les deux 
6 41 arguments • 
642 * 
643 */ 
644 pdatin(nvl , pointer) 
645 int nvl; 
646 char *pointer; 
647 { 
648 
649 
650 
651 
register s truct vl 
register char *pnt; 
register int num; 
char *crpt; 
*vlpt; 
J 
652 
653 
651J 
655 
656 
657 
658 
659 
660 
661 
662 
663 
661J 
665 
666 
667 
668 
669 
670 
671 
672 
673 
674 
675 
676 
677 
678 
679 
680 
681 
682 
683 
684 
685 
686 
687 
688 
689 
690 
691 
692 
693 
694 bad : 
695 
696 
697 
698 
699 } 
700 / * 
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int result ; 
vlpt = &vl[nvl] ; 
pnt = pointer; 
res~lt = pnt- >pk1_head & 0200 ; 
if (vlpt- >v_usflag & MBIT) { 
} 
if (exor((vlpt->v_usflag & QBIT), result)) 
goto bad ; 
vlpt->v_usflap; =& V(MBIT : QBIT) ; 
if (pnt- >pk1_act & 020) { 
} else { 
} 
if (pnt- >pk1_1ng != LNGMAX) goto bad; 
p-it- >pk1_lng = 0377; 
p-it->pk1_lng = O; 
if (result) { 
vlpt->v_usflag =: QBIT ; 
pnt- >pk1_lng =+ 0177400 ; 
} else { 
vlpt- >v_usflag =& .,,OBIT; 
if ((packdin(vlpt , pnt- >pk1_act)) < 0) goto bad; 
num = pnt- >pk1_act & 016 ; 
num =>> 1; 
if (num != vlpt->v_recu++) goto bad; 
vlpt- >v_recu =& 07; 
result = vlpt- >v_rack + vlpt- >v_dimfen; 
if(num < vlpt->v_rack) result =& 07 ; 
if( num >= result) goto bad; 
pnt- >bf_cpt =- 3; 
pnt- >bf_to = &pnt- >pk1_ar1 ; 
result = eaddata(vlpt- >v_uc , pnt); 
if (result < 0) { 
} else { 
vlpt- >v_usflag =l STOPIN; 
P3,Ckdou(nvl, PCKPRNR) ; 
return; 
vlpt- >v_usflag :& 'V(STOPIN : LOWIN); 
} 
if ( ! result) vlpt- >v_usflag =: LOWIN ; 
packdou(nvl , PCKPRR) ; 
return(O); 
bufv(pnt) ; 
preinou(nvl , DFLUX); 
ecmdin(vlpt->v_uc , VIDVIT, DFLUX) ; 
return( 0); 
701 * Routines "prrout" et 11 pmrout 11 
J. 1 lJ 
J 
702 
703 
704 
705 * 
706 */ 
lambion/memoire/pckx25.c 
fonction : / 
- Preparer l'appel de "packdou" pour l 'envoi d'un paquet 
RR ou RNR . 
707 prrout(nvl) 
708 int nvl ; 
709 { 
710 packdou(nvl, PCKPRR); 
711 } 
712 prnrout(nvl) 
713 int nvl; 
714 { 
715 packdou(nvl, PCKPRNR) ; 
716 } 
717 / * 
718 * Routine "pfcin" 
719 fonction : 
720 I A 
J. 15 
721 
- Receptionner un paquet de controle de flux RNR ou RR . 
- vérifier le contrôle de flux pour l'acquit des paquets envoyés 
722 
723 
724 
725 
726 
727 
728 
729 * 
730 */ 
en appelant la routine 11packdin11 • 
- Déclencher une reinitiafisation si nécessaire . Pré'venir 1 · 
utilisateur. 
- Tester si on demande un blocage (RNR) de la transmission ou 
de reprendre(ou continuer) celle-ci. (RR) . 
- Agir en fonction, positionner les bits necessaires. 
- Libérer le buffer contenant le paquet. 
731 pfcin(nvl ,pointer) 
732 int nvl ; 
733 char *pointer; 
734 { 
735 
736 
737 
738 
739 
740 
741 
742 
743 
744 
745 
746 
747 
748 
749} 
750 / * 
register struct vl 
register char *pnt ; 
pnt = pointer; 
vlpt = &vl[nvl]; 
*vlpt ; 
if (packdin(vlpt, pnt->pk1_act) < 0) f 
preinou(nvl , DFLUX) ; 
ecmdin(vlpt- >v_uc , VIDVIT, DFLUX) ; 
} else { 
if ((pnt->pk1_act & 017) == 05) vlpt- >v_usflag =i 
else vlpt->v_usflag =& ~ RNROU ; 
} 
bufv(pnt) ; 
return; 
751 * Routine 11packdin11 
752 fonction : 
RNROU; 
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753 
754 
755 
756 
757 
758 
- V~rifier la validite du contrôle de flux en ce qui concerne 
l'acquit des données déjà envoyées et uniquement ce contrôle. 
- La vérification est faite en testant si le numéro n'est 
ças dans une zone interdite . 
759 
760 * 
761 */ 
Cette routine renverra : 
- 0 si tout va bien. 
- -1 si le controle est faux . 
762 packdin(pointvl, num) 
763 char *pointvl; 
764 char num; 
765 { 
766 
767 
768 
769 
770 
register struct vl 
register int nsen; 
vlpt = pointvl; 
nsen = num & 0340; 
nsen =» 5; 
*vlpt; 
771 
772 
773 
774 
775 
if(vlpt->v_sack < vlpt->v_send){ 
if(nsen < vlpt- >v_sack / / nsen > vlpt- >v_send) return(- 1) ; } else { 
if(nsen < vlpt- >v_sack && nsen > vlpt- >v_send) return(- 1); 
776 
777 
778 
779 
if (vlpt- >v_sack < nsen) { 
vlpt- >v_sack = nsen ; 
vlpt->v_usflag =& " STOPOU ; 
780 
781 } 
782 / * 
return(O); 
783 * Routine "packdou" 
784 fonction : 
785 - Créer les paquets de contrôle de flux RR ou RNR . 
786 - Calculer les nouvelles valeurs de ce contrôle . 
787 - Modifier le contrôle de flux de paquets de données 
/ 788 et non encore envoyes . 
7 89 - Donner le paquet "sendcmd II pour expédition. 
790 * 
791 */ 
792 packdou(nvl, id) 
793 int nvl, id; 
794 { 
795 
796 
797 
register 
register 
register 
struct vl *vlpt; 
char nrec; 
char *pnt; 
précédents 
J 
798 
799 
800 
801 
802 
803 
804 
805 
806 
807 
808 
809 
810 
811 
812 
813 
814 
815 
816 
817 
818 
819 
820 
821 
822 
823 
824 
825 
826 
827 
828 
829 
830 
831 
832 J 
/ * 
lambion/memoire/pckx:25.c 
vlpt = &vl[nvl]; 
if ( ! (vlpt- >v_usflag & STOPIN)) { 
if (vlpt- >v_usflag & LOWIN) vlpt- >v_rack++; 
else { 
vlpt->v_rack = vlpt->v_recu ; 
J 
nrec = vlpt- >v_rack; 
nrec =« 5; 
pnt = (vlpt->v_bufout) - >tr_ptdat; 
if(pnt){ 
do { 
if (pnt- >bf_to == vlpt) { 
i:nt- >pk1_act =& 037 ; 
i:nt- >pk1_act =: nrec; 
J 
µ1t = pnt->bf_pnt ; 
J while (pnt); 
if (id== PCKPRR) return ; 
pnt = bufp( ) ; 
if ( pnt == - 1 ) { 
} 
taskin(&packdou, 30, nvl, id) ; 
retum; 
pnt- > bf_cpt = 6; 
pnt- >pk1_lng = 3; 
pnt- >pk1_head = HEADPCK; 
pnt- >pk1_vlid = nvl; 
pnt- >pk1_act = id & 017; 
pnt- >pk1_act =: (nrec & 0160); 
sendcmd(vlpt->v_bufout, pnt); 
return(0); 
833 
834 
835 
836 
* Routine preinou: 
fonction : 
837 
838 
839 
840 
841 
842 
843 * 
844 */ 
- envoyer, sur demande de l'utilisateur, une demande de 
réinitialisation . 
- remettre les compteurs du contrôle de flux a O. 
- nettoyer les files d'attente des buffers dependant de 
cette voie logique . 
- demander l'envoi d ' une confirmation. 
- faire évoluer la table sequentielle . 
845 preinou(nvl , cause) 
846 int nvl , cause; 
847 { 
848 register struct vl *vlpt ; 
J. 17 
J 
849 
850 
851 
lambion/memoire/pckx25 .c 
vlpt = &vl[nvl] ; 
bfclean(vlpt , vlpt->v_bufout); 
pdemout(nvl , PCKR, cause & 0377); 
vlpt- >v_send = 0; 
vlpt->v_sack = 0; 
vlpt- >v_recu = 0; 
vlpt->v_rack = 0; 
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852 
853 
854 
855 
856 vlpt- >v_usflag =& N( STOPIN STOPOU LOWIN INTOUT BITM MBIT BITQ Q: 
857 
858 
859 
vlpt->v_mode = 01 1; 
vlpt- >v_tim = taskin(&tempor, 30, nvl, PCKR); 
* Routine preined : 
fonction : 
860 /* 
861 
862 
863 
864 
865 * 
866 */ 
- faire évoluer la table sequentielle lors de la 
réception d'une confinnation de réinitialisation. 
867 preined(nvl, pointer) 
868 int nvl; 
869 char *pointer; 
870 { 
871 register struct vl *vlpt; 
872 
873 
874 
875 
876 
877 
878 } 
879 /* 
vlpt = &vl[nvl]; 
detimo(vlpt->v_tim); 
vlpt->v_tim = 0; 
vlpt->v_mode = 010; 
bufv(pointer); 
return; 
880 * Routine preinin : 
881 fonction: réceptionner une demande de réinitialisation venant 
882 du réseau. 
883 
884 
885 
886 
887 
888 
889 * 
890 */ 
- remettre a O les compteurs du contrôle de flux . 
enlever des files d'attente les buffers de cette voie 
logique . 
- prevenir le niveau superieur. 
- demander l'envoi d'une confirmation . 
891 preinin(nvl , pointer) 
J 
892 int 
893 char 
894 { 
895 
896 
897 
898 
899 
900 
901 
902 
nvl; 
*pointer; 
lambion/mernoire/pckx25.c 
register struct vl *vlpt; 
register int cause; 
vlpt = &vl[nvl]; 
bfclean(vlpt, vlpt->v_bufout); 
O· 
' O· 
' O; 
O· 
' 
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903 
vlpt->v_send = 
vlpt->v_sack = 
vlpt->v_recu = 
vlpt->v_rack = 
vlpt- >v_usflag =& rv ( STOP IN STOPOU: LOWIN : INTOUT l MBIT: BITM 
904 
905 
906 
907 
908 
909 } 
cause= (pointer->pk1_ar1 << 8) + (pointer- >pk1_ar2 & 0377); 
bufv(pointer) ; 
pconfou(nvl, PCKCR); 
ecmdo(vlpt->v_uc, VIDVIT, cause); 
return; 
910 
911 
912 
913 
914 
915 
916 
917 
918 
919 
920 
921 
922 
/* 
* Routine pintout 
fonction: 
* 
*/ 
.I' 
- verifier si on peut envoyer . 
sinon mettre en file d'attente. 
.I' 
- reserver un buffer pour la construction. ,. 
- construire un paquet d'interruption avec la donnee 
fournie par le niveau superieur. 
- mettre le flag en position pour éviter tout nouvel 
envoi. 
- mettre ce buffer dans la file . 
923 pintout(nvl, arg) 
924 int nvl, arg; 
925 { 
926 
927 
928 
929 
930 
931 
932 
933 
934 
935 
936 
937 
938 
939 
register 
register 
struct vl *vlpt; 
char *crpt; 
vlpt = &vl[nvl]; 
if(vlpt->v_usflag & INTOUT) goto bad; 
crpt = bufp(); 
if(crpt == -1) goto bad; 
crpt->bf_cpt = 6; 
crpt->pk1_lng = 4; 
crpt- >pk1_head = HEADPCK; 
crpt->pk1_vlid = nvl; 
crpt- >pk1_act = PCKIT; 
crpt- >pk1_ar1 = arg; 
sendcmd(vlpt->v_bufout, crpt); 
QBIT 
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940 
941 vlpt->v_usflag =: INTOUT; 
942 return(O); 
943 bad : 
944 taskin(&pintout, 30, nvl, arg); 
945 ret_urn(O); 
946 
947 /* 
948 * Routine pinted: 
949 fonction : 
950 - réceptionner une confirmation d'interruption . 
951 - enlever le flag interdisant l'envoi de données 
952 d'interruption. 
953 * 
954 */ 
955 pinted(nvl, pointer) 
956 int nvl; 
957 char *pointer; 
958 { 
959 register struct vl *vlpt ; 
960 
961 
962 
963 
964 
965 } 
966 /* 
vlpt = &vl[nvl]; 
vlpt- >v_usflag =& "'1:NTOUT; 
bufv(pointer) ; 
return; 
967 * Routine pintin : 
968 fonction : 
969 - réceptionner un paquet d ' interruption . 
970 - demander envoi confirmation . 
971 - transmettre la donnée au niveau supérieur. 
972 
973 * 
974 */ 
975 pintin(nvl, pointer) 
976 int nvl; 
977 char *pointer; 
978 { 
979 
980 
981 
982 
983 
984 
985 
register 
register 
int argu; 
struct vl 
vlpt = &vl[nvl]; 
*vlpt ; 
argu = pointer->pk1_ar1 ; 
bufv(pointer); 
pconfou(nvl, PCKCIT); 
ecmdo(vlpt- >v_uc, INT, argu) ; 
J.20 
J 
986 
987 
988 / * 
return; 
989 * Routine pdemout 
990 fonction: 
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991 - construire un paquet de demandes avec l'argument fourni. 
992 - mettre en file d'attente s'il n'y a pas de buffer libre 
993 pour la construction . 
994 * 
995 */ 
996 pdemout(nvl, id, ar1) 
997 char nvl , id ; 
998 int ar1; 
999 { 
1000 register char *crpt; 
1001 
1002 
1003 
1004 
1005 
1006 
1007 
1008 
1009 
1010 
1011 
1012 
1013 
1014 
1015 
1016 
1017 / * 
crpt = bufp(); 
if (crpt == - 1 ){ 
} 
taskin(&pdemout, 30, nvl, id, ar1) ; 
return; 
crpt- >bf_cpt = 8 ; 
crpt- >pk2_lng = 5 ; 
crpt- >pk2_head = HEADPCK; 
crpt- >pk2_v1id = nvl ; 
crpt->pk2_act = id ; 
crpt- >pk1_ar1 = O; 
crpt- >pk1_ar2 = ar1; 
sendcmd(vl[nvl] . v_bufout , crpt); 
return ; 
1018 * Routine pconfou 
1019 fonction : 
1020 
1021 
1022 * 
1023 */ 
1024 pconfou(nvl , id) 
1025 char nvl , id ; 
1026 { 
- construire un paquet de confirmation suivant 
le paramètre d'appel. 
1027 register char *crpt; 
1028 
1029 
1030 
1031 
crpt = bufp() ; 
crpt- >bf_cpt = 6; 
crpt->pk1_lng = 3; 
J 
1032 
1033 
1034 
1035 
1036 
1037 
1038 /* 
lambion/memoire/pckx25.c 
crpt- >pk1_head = HEADPCK; 
crpt->pk1_vlid = nvl; 
crpt- >pk1_act = id ; 
sendcmd(vl[nvl].v_bufout, crpt) ; 
return ; 
1039 * Routine pclean 
1040 fonction: 
1041 remettre l es variables de la voie logique dans 
1042 1 -état initial. 
1043 * 
1044 */ 
1045 pclean(pointvl) 
1046 char *pointvl ; 
1047 { 
1048 register int *vlpt; 
1049 
1050 
1051 
1052 
1053 
1054 
1055 
1056 
1057 
1058 
1059} 
vlpt = pointvl; 
vlpt- >v_send = 0; 
vlpt->v_sack = 0; 
vlpt->v_recu = 0; 
vlpt->v_rack = O; 
vlpt- >v_tim = 0; 
vlpt- >v_usflag = 0; 
vlpt- >v_ facili = O; 
vlpt- >v_uc = -1; 
* Routine notrait : 
fonction : 
J. 22 
1060 /* 
1061 
1062 
1063 
1064 
1065 t. 
1066 */ 
- réceptionner un paquet venant du réseau et ne rien en 
faire . (cas attente confirmation libération , ..• ). 
1067 pnotrait (nvl , pointer) 
1068 int nvl; 
1069 char *pointer; 
1070 { 
1071 bufv(pointer); 
1072 
1073 / * 
1074 * Routine pnojob 
1075 fonction: 
refuser d'exécuter une action demandée par le niveau 
,. . 
1076 
1077 superieur . 
J 
1078 * 
1079 */ 
lambion/memoire/pckx25.c 
1080 pnojob() 
1081 { 
1082 return(- 1) ; 
1083 } 
* Routine pckerr 
1084 /* 
1085 
1086 
1087 
1088 
1089 
1090 
1091 * 
1092 */ 
fonction: 
- réceptionner un paquet qui est faux pour le protocole 
X25 paquet. 
- déclencher une erreur, une libération. 
- prévenir le niveau supérieur. 
1093 pckerr(nvl , pointer) 
1094 int nvl ; 
1095 char *pointer; 
1096 { 
1097 
1098 
1099 
1100 
1101 
1102 
bufv(pointer); 
plibo(nvl , DPROTO); 
if (vl[nvl] .v_uc < 0) return( - 1); 
ecmdin(vl[nvl].v_uc, LIB, DPROTO); 
return(-1 ); 
J.23 
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Annexe K: Les fonctions de liaison avec l'utilisateur. 
fi 
2 llinclude 
3 tlinclude 
4 /linclude 
5 llinclude 
6 f/include 
7 1/include 
8 1/include 
9 llinclude 
1 O llinclude 
11 /linclude 
12 /* 
"param.h" 
"mnemo. h" 
"pckx25.h" 
"net25.h" 
"open . h " 
"task.h" 
"uclx25 .h" 
"drx25 .h" 
" routine . h" 
"buffer. h" 
13 * Routine ewrite(): 
I 14 * - sortir un buffer de la file d'attente pour expedition vers 
15 * l 'utilisateur. 
16 * - passer ce buffer a la routine ewrite qui se chargera de 
17 * l'introduire dans le moniteur de corrmunication inter processus . 
18 * - éventuellement prévenir le niveau paquet qu'il y a de la place . 
19 */ 
20 ewri te ( id ) 
21 int id; 
22 { 
23 
24 
25 
26 
27 
28 
29 
30 
31 
register 
register 
struct ucl 
int *pntbf; 
ptucl = &ucl[id]; 
*ptucl; 
pntbf = ptucl- >uc_bufin; 
if (pntbf->bf_pnt) { 
ptucl- >uc_bufin = pntbf- >bf_pnt; 
bufv(pntbf); 
i:ntbf = ptucl- >uc_bufin ; 
K. 1 
32 
33 
if (*pntbf == 0) { 
taskin(&pckx25 , priority[3], ptucl- >uc_nvl, USER + RR) ; 
34 
35 
36 
37} 
38 /* 
} 
return; 
} 
uwrite(id , pntbf); 
39 * Routine eaddata() : 
40 * - recevoir un paquet du niveau paquet . 
41 * - le ranger dans la file d'attente. 
42 * - compter le nombre de paquets . 
1 43 * - bloquer, ralentir ou laisser aller l'arrivee 
44 */ 
45 eaddata(nucl , pointer) 
46 int nucl; 
47 int *pointer; 
48 { 
49 
50 
51 
register 
register 
register 
struct 
int i ; 
*pnt; 
ucl *ptucl ; 
des paquets . 
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52 i = O; 
53 ptucl = &ucl[nucl]; 
54 
55 
pnt = &ptucl- >uc_bt1f'out ; 
while ( *pnt) { 
56 
57 
58 
59 
60 
61 
p,t = *pnt ; 
i++ ; 
} 
*pnt = pointer; 
*pointer= O; 
if (i) { 
62 if (i > TROP) return(O); 
63 
64 
if (i > SATURATION) return( - 1); 
} else { 
65 uwrite(nucl, pointer) ; 
66 } 
return( 1) ; 67 
68} 
69 / * 
70 * 
71 * 
72 • 
73 * 
74 * 
75 * 
76 * 
77 * 
78 * 
19 * 
BO *! 
Routine eread() : 
- appelée pour traiter les données-informations reçues de 
1 'utilisateur. 
- éliminer le paquet si on ne peut plus envoyer . 
- proposer au niveau paquet (PCKX25) d'envoyer ce paquet . 
- s'il refuse se mettre en file d'attente. 
- s ' il accepte relancer le travail de lectur e suzle moniteur 
pck? . 
- si on veut arrêter, relancer la lecture pour purger pck? . 
- traiter les bit Q et M si nécessaire. 
81 eread(nucl , pointer) 
82 int nucl; 
83 int *pointer; 
84 { 
85 
86 
87 
register 
register 
register 
struct ucl 
int *pnt ; 
int result; 
88 ucpt = &ucl[nucl] ; 
89 pnt = pointer; 
*ucpt ; 
90 if (ucpt- >uc_ flag & DELREAD) 
91 bufv(pnt) ; 
92 if ( ucpt- >uc_rdcpt) goto repeat ; 
93 ucpt- >uc_flag =: ARREAD ; 
94 return ; 
95 } 
96 if (ucpt- >uc_flag & BITQ) pnt- >pkl_lng = 0177400 ; 
97 else pnt- >pk1_lng = O; 
98 if (ucpt- >uc_ fgs & STILLWR) pnt- >pk1_lng =l 0377 ; 
99 pnt- >bf_to = &pnt- >bf_buf[5]; 
100 result = pckx25(ucpt- >uc_nvl , USR + O, pnt) ; 
101 if (result > 0) { 
1 02 taskin ( &eread , 30 , nucl , pnt) ; 
103 retum ; 
104 } 
105 if (result) return ; 
106 repeat : 
107 taskin(&uread , priority[2] , nucl , 128, O); 
K.2 
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108 retum; 
Routine ecmdin() : 
109 } 
11 0 / * 
11 1 * 
112 * 
113 * 
11 4 * 
115 */ 
- t raiter les co!IJllandes venant de l ' utilisateur. 
- dèmander éventuellement au niveau paquet de générer un 
- agir en fonction des demandes de l ' utilisateur . 
116 ecmdin(nucl , act , arg) 
117 int nucl , act , arg ; 
118 { 
119 
120 
121 
122 
register struct ucl 
register int mask ; 
regi ster int *pnt ; 
int offset ; 
123 ucpt = &ucl[nucl] ; 
124 offset= nucl * 140; 
125 mask = ucpt- >uc_ flag ; 
126 if (mask & OCCUP) { 
127 switch (act) { 
128 case CALL : 
*ucpt ; 
paauet . 
129 if (mask & (LINING i CALLING l ONLINE)) return ; 
130 if (mask & (LINED)) ( 
131 p,t = ucpt- >uc_point ; 
132 if(pnt == 0) ( 
133 µ-it = bufp() ; 
134 if (pnt == - 1) ( 
K. 3 
135 upcmd(nucl , LIB , SATURATION) ; 
136 retum ; 
137 
138 ucpt- >uc_point = pnt ; 
139 if (seek(fstat , offset , 0) < 0) goto err; 
140 if (read(fstat , pnt , 12 + RQLNG) < 0) goto er1 
141 
142 mask =: CALLING ; 
143 p,t- >bf_ to = pnt- >bf_buf + RQLNG ; 
144 r,nt- >bf_cpt = O; 
145 taskin(&ur ead , priority(2] , nucl , OPLNG , pnt) ; 
146 
147 break ; 
1 48 case INT : 
149 if (mask & ONLINE) pckx25( ucpt- >uc_nvl , USER + I NT, ar g) ; 
150 br eak ; 
151 case LIB : 
1 52 if ( mask & ( ONLINE l CALLING) ) ( 
153 if (ucpt- >uc_nvl != -1 ) pckx25(ucpt- >uc_nvl , USER + LJ 
154 } 
1 55 mask =& .rtY( ONLINE l CALLING) ; 
156 ucpt- >uc_nvl = - 1 ; 
1 57 case VIDVIT : 
158 if (mask & LINED) { 
159 r,nt = ucpt- >uc_hufin ; 
160 if ( pnt) pnt- > bf_cpt = 0 ; 
161 while (pnt) { 
162 bufv(pnt) ; 
163 p,t = *pnt ; 
K 
164 
165 
166 
167 
168 
169 
170 
171 
172 
173 
174 
175 
176 
177 
178 
179 
180 
181 
182 
183 
184 
185 
186 
187 
188 
189 
190 
191 
192 
193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
212 
213 
214 
215 
216 err 
217 
218 
219} 
220 /* 
} 
} else { 
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mask =: (STOPREAD : DELREAD); 
if (mask & ONLINE) pckx25(ucpt- >uc_nvl, USER + VIDVI 
} else { 
retum; 
break; 
case REP : 
if (nucl != 0) return; 
pckx:25(0 , USER+ REP, arg); 
break; 
case RUN : 
mask =& 'V(STOPREAD : DELREAD : STOPWRITE i ARREAD) ; 
if (mask & ARREAD) 
taskin(&uread , priority[9] , nucl , 128, O); 
hreak; 
case BREAK : 
if (mask & (CALLING ONLINE)) ecmdin(nucl, LIS, arg) ; 
mask = O; 
ucpt->uc_ppid = O; 
if (ucpt->uc_point) { 
bufv(ucpt- >uc_point) ; 
ucpt- >uc_point = O; 
break; 
default : 
return; 
if (act == BEGIN) { 
} 
} 
if (ucpt->uc_point) 
} else { 
µ-it = ucpt->uc_point; 
ucpt->uc_point = O; 
µ-it = bufp() ; 
if ( pnt == - 1 ) { 
taskin(&ertrait, 29 , 'EE' , 33); 
retum ; 
mask = : ( OCCUP l LINING) ; 
µ-it- >bf_cpt = O; 
µ-it->bf_to = pnt- >bf_buf; 
taskin(&uread, priority[9] , nucl, RQLNG , pnt); 
else { 
return; 
ucpt- >uc_flag = mask; 
if (seek(fstat , offset+ 6, 0) < 0) goto err; 
if(write(fstat, ucpt , 2) < 0) goto err ; 
return; 
taskin ( &ertrai t , 29 , 'EE,, 30) ; 
return ; 
K 
221 * 
222 * 
223 * 
224 * 
225 * 
226 */ 
lambion/memoire/endend .c 
Routine elining() : 
- appelée pour établir la ligne entre l'utilisateur et le 
moniteur réseau . 
- t raiter les infor mations que passe l ' utilisateur (No de ITY , de 
processus , d'utilisateur). 
227 elining(nucl , pointer) 
228 int nucl ; 
229 char *pointer; 
230 { 
231 
232 
233 
234 
235 
236 
237 
238 
239 
240 
241 
242 
243 
244 
245 
246 
247 
248 
249 
250 
251 
252 
253 
out 
254 er r 
255 
256 
257 } 
register struct ucl 
register char *pnt; 
register int offset; 
int result; 
*ucpt ; 
if (pointer- >bf_cpt ! = RQLNG) ( 
ecmdo(nucl , BREAK, 0) ; 
goto out ; 
J 
ucpt = &ucl[nucl] ; 
if (ucpt- >uc_ flag == 0) goto out ; 
offset = nucl * 140; 
if (seek(fstat , offset , 0) < 0) goto err ; 
pnt = pointer- >bf_buf; 
ucpt- >uc_ppid = pnt- >rq_pid ; 
pnt- >rq__uc = nucl ; 
ucpt- >uc_ flag = (OCCUP l LINED) ; 
pnt- >rq__fgs =l ucpt- >uc_flag ; 
ucpt- >uc_nvl = - 1; 
if (write(fstat , pointer, RQLNG + 12) < 0) 
upcmd(nucl , RUN , 0); 
bufv(pointer) ; 
r etur n ; 
taskin(&ertrait, 29 , 'EE', 30 , 0); 
return ; 
goto err ; 
258 / * 
259 * 
260 * 
261 * 
262 * 
263 * 
264 */ 
Routine ecalling() : 
I I / 
- appelee pour etablir la liaison entre le moniteur reseau 
et l ' autre ETTD . 
- analyser les paramètres fournis ~r l ' utilisateur. 
/ I , 
- demander au niveau paquet de generer un paquet d appel . 
265 ecalling(nucl , pointer) 
266 int nucl ; 
267 char *pointer ; 
268 { 
269 
270 
271 
272 
273 
274 
register 
register 
register 
struct ucl 
int i; 
char *pnt ; 
*ucpt ; 
if (pointer->bf_cpt ! = OPLNG) 
upcmd(nucl , LIB, O) ; 
return ; 
K.5 
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275 
276 
277 
278 
279 
280 
281 
282 
283 
28!J 
285 
286 
287 
288 
289 
290 
291 
292 / * 
293 * 
29!J * 
295 * 
296 * 
297 * 
298 * 
299 */ 
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ucpt = &ucl[nucl]; 
if ((ucpt->uc_flag & CALLING) -- 0) return ; 
pnt =pointer+ 6; 
(pnt- >deb_op) .op_uc = nucl; 
for· (i = O; i <= 15; i++){ 
} 
if (pckx25(i , USER + CALL, pointer)>= 0) { 
ucpt->uc_nvl = i; 
ucpt- >uc_vl = &vl[i]; 
(pnt- >deb_rq).rq_vl = i ; 
(pnt->deb_op) .op_vl = i; 
retum; 
upcmd(nucl , LIB , SATURATION); 
return; 
Routine ecmdo(): 
- appelée par le niveau paquet lors de la réception d'un paquet 
de conmande; prendre les dispositions en fonction du problème 
qui se pose . 
- signaler a l'utilisateur ce qui se passe. 
- bloquer si nécessaire les transferts avec l'utilisateur . 
300 ecmdo(nucl, act, arg) 
301 int nucl , act, arR; 
302 { 
303 
30!J 
305 
306 
307 
register struct ucl 
register int status; 
register int offset; 
char *pnt ; 
int i; 
*ucpt; 
308 if (nucl < 0 && act != CALL) return ; 
309 ucpt = &ucl[nucl]; 
310 status = ucpt- >uc_flag; 
311 offset= nucl * 1!JO; 
312 switch(act) { 
313 case LIB : 
314 if (status & (ONLINE l CALLING)) { 
315 status =& t\l (ONLINE : CALLING); 
316 status =: (STOPREAD l DELREAD) ; 
317 } else { 
318 retum(O); 
319 
320 break; 
321 case VIDVIT : 
322 if (status & ONLINE) { 
323 status =: (STOPREAD DELREAD); 
324 } else { 
325 return ; 
326 
327 break; 
328 case OKCALL : 
329 if (status & CALLING) { 
K. 6 
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330 
331 
332 
333 
334 
335 
336 
337 
338 
339 
340 
341 
342 
343 
344 
345 
346 
347 
348 
349 
350 
351 
352 
353 
354 
355 
356 
357 
358 
359 
360 
361 
362 
363 
364 
365 
366 
367 
368 
369 
370 
371 
372 out 
373 
374 
375 
376 
377 
378 err 
379 
380 
381 } 
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status =& ""CALLING ; 
status =: ONLINE; 
act = RUN; 
if(ucpt- >uc_point) { 
K.7 
if(seek(fstat , offset , 0) < 0) goto err ; 
if(write(fstat , ucpt- >uc_point , 140) < 0) goto err; 
hufv(ucpt->uc_point) ; 
ucpt- >uc_point = O; 
} 
taskin(&uread, priority[2] , nucl , 128, O); 
} else { 
retum ; 
} 
break; 
case CALL: 
nucl = - nucl; 
ucpt = &ucl[1]; 
for(i = 1; i <= 5; i ++){ 
if(ucpt->uc_flag & (ONLINE: CALLING)) continue ; 
if(ucpt->uc_point == 0) { 
} 
} 
offset= i * 140 ; 
ucpt- >uc_point = bufp() ; 
if (ucpt->uc_point == - 1) return( - 1); 
if(seek(fstat , offset, 0) < 0) goto err; 
if(read(fstat, ucpt- >uc_point , RQLNG + 6) < 0) goto 
r:nt = ucpt- >uc_point + 6; 
(pnt- >deb_op) .op_vl = (pnt->deb_rq).rq_vl = nucl ; 
ucpt- >uc_nvl = nucl; 
ucpt->uc_vl = &vl[nucl]; 
(pnt- >deb_op) .op_uc = i ; 
status = (OCCUP : CALLING LINED) ; 
nucl = i; 
goto out; 
return ( -1 ) ; 
case INT : 
if ( ! ( status & ONLINE)) return; 
break ; 
default : 
return ; 
ucpt- >uc_flag = status ; 
upcmd(nucl , act , arg) ; 
if(seek(fstat, offset + 6, 0) < 0) goto err ; 
if(write(fstat , ucpt , 2) < 0) goto err; 
return(i) ; 
taskin(&ertrait , 29, 'EE' , 31); 
return(i); 
L lambion/memoire/uclx25 .c 
Annexe L: Routines de liaison avec le moniteur /dev/pck? 
1 Il 
2 /tinclude 11param. h11 
3 ftincl ude "mnemo. h" 
4 #include "pckx25 .h" 
5 ltinclude "net25 .h" 
6 ltinclude "open . h" 
7 ltinclude " task. h" 
8 #include "uclx25 .h" 
9 /tinclude "drx25 .h" 
10 #include "routine .h" 
11 #include "buffer . h" 
12 / * 
13 * Routine upcmd() : 
14 • - envoyer des données de contrôle vers l ' utilisateur. 
15 • - lui signaler que des données ont ete envoyées . 
16 * - si il y a une erreur (non reception par l'utilisateur) 
17 * déclencher une procédure d'erreur. 
18 */ 
19 upcmd(id , cmd , param) 
20 int id , cmd , param; 
21 { 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 / * 
extern int err no; 
register struct opr 
regi ster struct ucl 
str uct opr { 
int 
char 
} oprqst ; 
pnt = &oprqst ; 
id=& 017; 
cmd =« 4 ; 
cmd =& 0360 ; 
cmd =+ i d ; 
param; 
cmid; 
ptucl = &ucl[id] ; 
pnt- >param = param; 
pnt- >cmid = cmd ; 
*pnt ; 
*ptucl ; 
if (ptpck(uc_f\.Jr , pnt, id)>= 0) { 
if (ptucl->uc_ppid == 0) return ; 
} 
if (kill(ptucl- >uc_ppid , 1) >= 0) return; 
taskin(&ertrait , 29 , ·ou·+ id , 2 , errno) ; 
return ; 
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45 * Routine uwrite(): 
46 * - envoyer des données-informations vers l ' utilisateur. 
47 * - si on ne peut met tre tout dens le canal de pck? , regénérer ce 
48 * travail pour plus tard . 
49 * - si tout est envoyé, appeler ewrite() de endend .c pour avoir ~n 
50 * autre buffer de donnees -informations . 
51 */ 
52 uwrite(id , pointbf) 
53 int id; 
54 char *pointbf; 
55 { 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 / * 
register int result; 
register s t ruct bf *pt bf; 
register int cpt; 
extern int errno; 
ptbf = point bf; 
if (ptbf- >bf_cpt) { 
else { 
if (ptbf- >bf_cpt > WMAX) cpt = WMAX; 
else cpt = ptbf- >bf_cpt ; 
result = wrpck(uc_fwr, ptbf- >bf_to , cpt , id); 
if (result < O) { 
} 
taskin(&ertrait , 29 , ·ou ·+ id , errno) ; 
retum ; 
ptbf- >bf_to =+ result; 
ptbf- >bf_cpt =- result ; 
result = &uwrite ; 
result = &ewrite ; 
taskin( result , priority[5] , id , ptbf) ; 
return ; 
79 * Routine uread() : 
80 * - effectuer des lectures sur le canal de pck? pour obtenir les 
81 * caractères venant de l ' utilisateur . 
82 * - effectuer cette lecture tant que l ' uti lisateur est en train 
83 * d'écrire , ou tant que c ' est permis . 
84 * - lorsqu ' il faut a rrêter (buffer plein , plus rien à lir e , 
85 * transfert bl oque) , passer l e buf fer a eread() de ENDEND pour 
86 * t r aitement . 
87 */ 
88 uread(id , lng , pointer) 
89 int id , lng ; 
90 char *pointer; 
91 { 
92 
93 
94 
95 
extern int er rno ; 
register struct ucl 
register char *pnt ; 
register int result ; 
*ptucl ; 
L.2 
L 
96 
97 
98 
99 
100 
1 01 
102 
103 
104 
105 
106 
107 
108 
109 
lambion/memoire/uclx25 .c 
ptucl = &ucl[id] ; 
if (pointer== O){ 
pnt = bufp(); 
} else { 
} ; 
if (pnt == - 1) goto repeat; 
p,t- >bf_to = pnt->bf_buf + 5 ; 
p,t- >bf_cpt = O; 
rx:>inter = pnt; 
p,t = pointer; 
result = rdpck(uc_frd, pnt- >bf_to, lng , id) ; 
if (result < 0) goto err; 
pnt->bf_to =+ result; 
pnt- >bf_cpt =+ result; 
L.3 
110 if((ptucl->uc_flag & STOPREAD) : : ( ! (ptucl->uc_fgs & STILLWR))) goto out ; 
111 if (result != lng) { 
112 lng =- result; 
113 goto repeat; 
114 } 
115 out 
116 result = &eread ; 
117 if( ptucl ->uc_flag & LINING) result = &el ining; 
118 if(ptucl->uc_flag & CALLING) result = &ecalling; 
119 taskin(result , priority[9] , id, pnt) ; 
120 return; 
121 err : 
122 taskin(&ertrait, 29 , ·ou·+ id , 4 , errno) ; 
123 repeat : 
124 taskin(&uread , priority[5], id , lng , pointer) ; 
125 retum ; 
126 
127 / * 
128 * 
129 * 
130 * 
Routine ugtcmd() : 
• I ;. , 
131 * 
132 * 
133 * 
134 * 
135 * 
136 */ 
137 ugtcrnd ( ) 
138 { 
139 
140 
141 
142 
143 
- obtenir de pck? les collDlandes et donnees de controle placees 
par l'utilisateur. 
- remettre ces données en ordre . 
- commençer a les ana lyser en repérant celles qui viennent du 
super utilisateur . 
- repérer tou~ rupture anonnale de la ligne (close utilisateur 
sans prevenir) et prendre les mesures qui s 'imposent . 
extern int err no ; 
static int curucl; 
register char *ucpt ; 
register int nucl ; 
register int act; 
L 
144 
145 
146 
147 
148 
149 
150 
151 
152 
153 
15!1 
155 
156 
157 
158 
159 
160 
161 
162 
163 
164 
165 
166 
167 
168 
169 
170 
171 
172 , 
173 
174 
175 
176 
177 
178 
179 out 
180 
181 
182 
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int param[3]; 
int i; 
taskin(&ugtcmd , priority[4]) ; 
while (i++ < 16) { 
return ; 
curucl++; 
curucl =& 017 ; 
ucpt = &ucl[curucl] ; 
if(gtpck(uc_fwr , param, curucl) < 0) 
taskin(&ertrait , 29 , ·ou·+ curucl, 1, errno) ; 
ucpt- >uc_rdcpt = (param[2] & 0177400) ; 
ucpt- >uc_rdcpt =>> 8 ; 
ucpt->uc_wrcpt = (param[2] & 0377) ; 
if(ucpt->uc_ fgs & OPENED) { 
} 
ucpt- >uc_fgs = param[l] ; 
if( ! (param[l] & OPENED)) 
act = BREAK; 
nucl = curucl ; 
goto out ; 
ucpt->uc_fgs = param[1]; 
if(param[l] & NOTRANS) { 
act = (param[l] & 017) ; 
if(curucl == 0) { 
} else { 
} 
nucl = (param[l] & 0360) ; 
nucl =» 4; 
if(nucl) 
ecmdo(nucl , act, param[O]); 
nucl = curucl; 
goto out; 
taskin(&ecmdin , priority[6), nucl, act , param[O]) ; 
retum ; 
L.4 
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Annexe M: Criation et contrôle des processus pour utilisateurs externes. 
1 #define NEXTPROC 
2 #define all 
5 /* nombre de processus externes*/ 
p = &itab[O] ; p < &itab[NEXTPROC] ; p++ 
3 /ldef ine ever 
'' 
4 struct 
5 
6 
7 
tab 
int pid; 
int pckw; 
int pckr; 
char pckx ; 8 
9 itab[NEXTPROC] ; 
10 char 
11 int 
12 main() 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
*pcknam; 
fildr , fildw; 
register int i; 
register struct tab *p; 
register char c ; 
pcknam = "/dev/pckx"; 
for(i = 3; i < 15; i++) 
close(i) ; 
C = '1'; 
for (all) [ 
p-) pckx = C++ ; 
for (all) { 
} 
pckopen ( p) ; 
p->pid = fork(); 
if (p- >pid == - 1) ertrait(1); 
if (p->pid == 0) { 
} 
for(i = 5 ; i <= 15; i++) 
close(i); 
i = execl( "netin", "netin", p- >pckx , O) ; 
if ( i < 0) ertrait(2) ; 
printf( "creation : %d0, p- >pid) ; 
close( fildw) ; 
close ( fildr) ; 
printf( "Onetinit: attente . O) ; 
for (ever) { 
i = wait(); 
for (all) { 
if (p- >pid -- i) { 
M. 1 
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close(p->pckw); 
close(p->pckr) ; 
sleep(5); 
printf( "netinit : mort de %d . O, i) ; 
pckopen ( p) ; 
p->pid = fork(); 
if(p- >pid == -1 ) er trait(3); 
if(p- >pid == 0) { 
for(i = 5; i <= 15 ; i ++- ) ; 
close(i) ; 
M. 2 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63} 
i = execl( "netin", "netin" , p->pckx , 0) ; 
if (i < 0) ertrait(4) ; 
} 
close ( fildw) ; 
close( fildr) ; 
printf( "creation %dû , p- >pid) ; 
break; 
64 pckopen(pointer) 
65 char *pointer; 
66 { 
67 register char *p; 
68 p = pointer; 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 } 
pcknam[8] = p- >pckx; 
fildr = open(pcknam, O) ; 
if (fildr ! = 3) ertrait(5) ; 
fildw = open(pcknam, 1) ; 
i f (fildw ! = 4) ertrait(6); 
p->pckw = dup(fildw); 
if (p->pckw < 0) ertrait(7) ; 
p- >pckr = dup(fildr ) ; 
if (p- >pckr < O) ertrait(8) ; 
return ; 
80 er t rait(no) 
81 int no ; 
82 { 
83 
84 
85 
86 
pr intf( "Onetinit : panique pas de processus externes . 0); 
printf ( " numero : %d . 2 " , no) ; 
exit() ; 
<numéro de pai:e>L<no!'l'~re cie li<me> <'OMf'ter lf>S lümes en reri0ri t,1 nt rill l);i :,, 
de l a page. 
<nllT'léro de pAP-e>l<norribre de liri:ne> compter l eg l irTnes en co"T'!enc,mt au 
SOr.Tnet de la PafTe . 
A. 1418, A. 14 L 8 , ,tl . • 15 L ir. , A. 1fi 111 , /\ .1131 10 , A. 18 L 8 , A. 10 1 () , 
A. 1q L 11, A.20 1 6 , A.20 1 ?1 et /\ . ?O L 1 remplacer : 
} -.+pnt ; 
par 
r esf>rv; 
reuister ch;ir * pnt ; 
pnt = &re:=,crv ; 
A. 14 1 10 ~erriplAcer p~r: 
r0r,t- >ro_fo-s = ( ~ta tus ? EXT I'-JT) : 
D.8 1 24 
r eCTi <>ter int (' . 
' 
F.2 l 8 : rempl· ~er par : 
pid = for k() ; 
if ( pi ct == - 1 ) { 
} 
printf( " O P/l.f\lIC , pé'ls de saut d processus . 0 ); 
exit() ; 
if (pid) { 
I.6 1 8 insérer 
printf( 110 Processus rr.0niteur rese;w numero: %d" , pid); 
exit () ; 
si~nnl( 1, ihiphir); 
K . 5 1 10 : 
transposer cette li~ne epr~s l é'l li~ne nu~~ro 1? . 
L.3 l 15 renplncer par : 
if(ptucl- >uc_ fl,io: '-· STOPHEAD) f'Ot0 out : 
i f((pnt- >hf_cpt > :l) 0,t ( ! (otucl- >uc_frr~ '.'c ~TILLWR) )) roto 0ut : 
'I 
.. 
• 1 
1 .-.. -• 
-· 
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