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Abstract
We use the light-front coupled-cluster (LFCC) method to compute the odd-parity massive eigen-
state of φ41+1 theory. A standard Fock-space truncation of the eigenstate yields a finite set of linear
equations for a finite number of wave functions. The LFCC method replaces Fock-space truncation
with a more sophisticated truncation; the eigenvalue problem is reduced to a finite set of nonlinear
equations without any restriction on Fock space, but with restrictions on the Fock wave functions.
We compare our results with those obtained with a Fock-space truncation.
a Based on a talk contributed to the Lightcone 2014 workshop, Raleigh, North Carolina, May 26-30, 2014.
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I. INTRODUCTION
The nonperturbative solution of quantum field theories in terms of Fock-state wave func-
tions requires new methods that avoid various difficulties. Light-front quantization [1] is
critical for this, because it allows for a well-defined Fock-state expansion of Hamiltonian
eigenstates. The calculation of these wave functions is usually done in a truncated Fock
space, in order to have a finite number of equations; however, such a truncation brings
problems with uncanceled divergences. An alternate truncation that apparently avoids such
divergences is made within the light-front coupled-cluster (LFCC) method [2].
The LFCC method replaces a Fock-space truncation with a more sophisticated trunca-
tion, one that limits the way in which higher Fock-state wave functions are related without
completely eliminating any. The light-front Hamiltonian eigenvalue problem is reduced to a
finite set of nonlinear equations, rather than the finite linear set obtained from a Fock-space
truncation.
Here we consider φ4 theory in 1+1 dimensions as an illustration of the use of the LFCC
method [3]. We compute the odd-parity massive eigenstate and compare results with those
obtained with a Fock-space truncation.
Our light-front coordinates [4] are defined as x+ = t+z for time and x− = t−z for space.
The corresponding light-front energy and momentum are p− = E − pz and p+ = E + pz.
The mass-shell condition p2 = m2 becomes p− = m
2
p+
. The light-front Hamiltonian operator
is written as P−.
II. LFCC METHOD
To solve the light-front eigenvalue problem
P−|ψ(P+)〉 = M
2
P+
|ψ(P+)〉 (2.1)
without making a Fock-space truncation, we build the eigenstate as
|ψ〉 =
√
ZeT |φ〉 (2.2)
from a valence state |φ〉 and an operator T that increases particle number. The eigenvalue
problem can then be written as
e−TP−eT |φ〉 = e−TM
2
P+
eT |φ〉. (2.3)
We define an effective Hamiltonian P− = e−TP−eT , and the eigenvalue problem becomes
P−|φ〉 = M2
P+
|φ〉, which we project onto the valence and orthogonal sectors
PvP−|φ〉 = M
2 + P 2⊥
P+
|φ〉, (1− Pv)P−|φ〉 = 0. (2.4)
with Pv the projection operator. The second (auxiliary) equation determines T .
This formulation is exact; however, in general, T contains an infinite number of terms,
and the auxiliary equation is really an infinite set of equations. The approximation made
is to truncate T and truncate 1 − Pv. The effective Hamiltonian can then be constructed
from a Baker–Hausdorff expansion P− = P− + [P−, T ] + 1
2
[[P−, T ], T ] + . . ., which can be
terminated when the increase in particle number matches the truncation of the projection
1− Pv.
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III. APPLICATION TO φ4 THEORY
The Lagrangian for two-dimensional φ4 theory is
L = 1
2
(∂µφ)
2 − 1
2
µ2φ2 − λ
4!
φ4, (3.1)
where µ is the mass of the boson and λ is the coupling constant. The light-front Hamiltonian
density is
H = 1
2
µ2φ2 +
λ
4!
φ4. (3.2)
The mode expansion for the field at zero light-front time is
φ =
∫
dp+√
4pip+
{
a(p+)e−ip
+x−/2 + a†(p+)eip
+x−/2
}
, (3.3)
with the modes quantized such that
[a(p+), a†(p′+)] = δ(p+ − p′+). (3.4)
The light-front Hamiltonian is P− = P−11 + P−13 + P−31 + P−22, with
P−11 =
∫
dp+
µ2
p+
a†(p+)a(p+), (3.5)
P−13 =
λ
6
∫
dp+1 dp
+
2 dp
+
3
4pi
√
p+1 p
+
2 p
+
3 (p
+
1 + p
+
2 + p
+
3 )
a†(p+1 + p
+
2 + p
+
3 )a(p
+
1 )a(p
+
2 )a(p
+
3 ), (3.6)
P−31 =
λ
6
∫
dp+1 dp
+
2 dp
+
3
4pi
√
p+1 p
+
2 p
+
3 (p
+
1 + p
+
2 + p
+
3 )
a†(p+1 )a
†(p+2 )a
†(p+3 )a(p
+
1 + p
+
2 + p
+
3 ), (3.7)
P−22 =
λ
4
∫
dp+1 dp
+
2
4pi
√
p+1 p
+
2
∫
dp′+1 dp
′+
2√
p′+1 p
′+
2
δ(p+1 + p
+
2 − p′+1 − p′+2 ) (3.8)
× a†(p+1 )a†(p+2 )a(p′+1 )a(p′+2 ).
The subscripts indicate the number of creation and annihilation operators in each term.
Each term changes the number of particles by two or zero, which allows the eigenstates to
be classified as either odd or even in the number of constituents.
For simplicity of the illustration, we consider the odd case. The valence state |φ〉 is the
one-particle state a†(P+)|0〉. The leading contribution to the T operator is
T2 =
∫
dp+1 dp
+
2 dp
+
3 t2(p
+
1 , p
+
2 , p
+
3 )a
†(p+1 )a
†(p+2 )a
†(p+3 )a(p
+
1 + p
+
2 + p
+
3 ); (3.9)
the function t2 is symmetric in its arguments. For T truncated to T2, the projection 1− Pv
is truncated to projection onto the three-particle state a†(p+1 )a
†(p+2 )a
†(p+3 )|0〉.
Given this truncation, the Baker–Hausdorff expansion for P− generates many terms that
do not actually contribute to the valence equation or to the auxiliary equation. A more
efficient approach for the construction of these equations is to compute only those matrix
elements of P− that enter into the projections. The valence and auxiliary equations become
〈0|a(Q+)
(
P−11 + P−13T2
)
a†(P+)|0〉 = M
2
P+
δ(Q+ − P+). (3.10)
3
and
〈0|a(q+1 )a(q+2 )a(q+3 )
(
P−31 + (P−11 + P−22)T2 − T2P−11 − T2P−13T2 +
1
2
P−13T 22
)
a†(P+)|0〉 = 0.
(3.11)
The valence equation can be reduced to [3]
1 + g
∫
dx1dx2√
x1x2x3
t˜2(x1, x2, x3) =M
2/µ2, (3.12)
where xi = p
+
i /P
+, g = λ/4piµ2 is a dimensionless coupling constant, and t˜2 is a rescaled
function of longitudinal momentum fractions,
t˜2(x1, x2, x3) = P
+t2(x1P
+, x2P
+, x3P
+). (3.13)
We also define a dimensionless mass shift ∆
∆ ≡ g
∫
dx1dx2√
x1x2x3
t˜2(x1, x2, x3), (3.14)
such that M2 = (1 + ∆)µ2. The reduced auxiliary equation is [3]
1
6
g√
y1y2y3
+
M2
µ2
(
1
y1
+
1
y2
+
1
y3
− 1
)
t˜2(y1, y2, y3) (3.15)
+
g
2

∫ 1−y1
0
dx1
t˜2(y1, x1, 1− y1 − x1)√
x1y2y3(1− y1 − x1)
+ (y1 ↔ y2) + (y1 ↔ y3)


−∆
2
(
1
y1
+
1
y2
+
1
y3
)
t˜2(y1, y2, y3)
+
3g
2


∫ 1
y1/(1−y2)
dα1
∫ 1−α1
0
dα2
t˜2(y1/α1, y2, 1− y1/α1 − y2)t˜2(α1, α2, α3)√
α1α2α3y3(α1 − y1 − α1y2)
+(y1 ↔ y2) + (y1 ↔ y3)
}
+
3g
2



∫ 1
y1+y2
dα1
∫ 1−α1
0
dα2
t˜2(y1/α1, y2/α1, 1− (y1 + y2)/α1)t˜2(α1, α2, α3)
α1
√
α2α3y3(α1 − y1 − y2)
+(y2 ↔ y3)
]
+(y1 ↔ y2) + (y1 ↔ y3)
}
= 0,
with yi = q
+
i /P
+.
For comparison, we consider a Fock-state truncation that produces the same number of
equations. The truncated eigenstate
|ψ(P+)〉 = ψ1a†(P+)|0〉+ P+
∫
dx1dx2ψ3(x1, x2, x3)a
†(x1P
+)a†(x2P
+)a†(x3P
+)|0〉 (3.16)
then contains only one and three-body contributions. Action of the light-front Hamiltonian
P− on this state yields a coupled system of integral equations, with ψ˜3 ≡ ψ3/(
√
6ψ1):
1 + g
∫
dx1dx2√
x1x2x3
ψ˜3(x1, x2, x3) =M
2/µ2, (3.17)
4
16
g√
y1y2y3
+
(
1
y1
+
1
y2
+
1
y3
− M
2
µ2
)
ψ˜3(y1, y2, y3) (3.18)
+
g
2

∫ 1−y1
0
dx1
ψ˜3(x1, y1, 1− y1 − x1)√
x1(1− y1 − x1)y2y3
+ (y1 ↔ y2) + (y1 ↔ y3)

 = 0.
In each case, the first equation, (3.12) or (3.17), is of the same form; it provides for the
self-energy correction of the bare mass to yield the physical mass. The second equations,
however, differ significantly. The LFCC auxiliary equation (3.15) includes the physical mass
in the three-body kinetic energy; the three-body equation of the Fock-truncation approach
(3.18) has only the bare mass and would require sector-dependent renormalization [5–8] to
compensate. The fourth LFCC term is the nonperturbative analog of the wave-function
renormalization counterterm. The last two terms are partial resummations of higher-order
loops. These terms do not appear in the Fock-truncation equation because the loops have
intermediate states that are removed by the truncation.
IV. NUMERICAL METHODS
Our numerical method relies on expansions of t˜2 and ψ˜3 in a basis of fully symmetric
polynomials [9], which will convert the three-body equations to systems of nonlinear algebraic
equations:
t˜2(x1, x2, x3) =
√
x1x2x3
n=N∑
n,i
aniPni(x1, x2). (4.1)
The Pni are multivariate polynomials of order n in x1 and x2 that are symmetric with
respect to the interchange of x1, x2, and x3 ≡ 1−x1−x2. The index i distinguishes between
linearly independent polynomials of the same order; for n ≥ 6 there can be two or more.
The expansion is truncated at a finite order N so that the resulting algebraic system is finite
in size.
The polynomials Pni can be constructed [9] from linear combinations of Cml(x1, x2) =
Cm2 (x1, x2)C
l
3(x1, x2), where 2m+ 3l ≤ n, and C2 and C3 are given by
C2(x1, x2) = x
2
1 + x
2
2 + x
2
3, C3(x1, x2) = x1x2x3. (4.2)
The most convenient linear combinations are those orthonormal with respect to the norm∫ 1
0
dx1
∫ 1−x1
0
dx2 x1x2x3Pni(x1, x2)Pmj(x1, x2) = δnmδij . (4.3)
With projection onto the chosen basis functions
√
y1y2y3P
(i)
n (y1, y2), the matrix represen-
tation of the auxiliary equation (3.15) is found to be
∑
mj
[
(1 + ∆)Ani,mj − 3
(
1 +
1
2
∆
)
Bni,mj +
3
2
gCni,mj
]
amj (4.4)
+
∑
mj
∑
lk
[
9gDni,mj,lk +
9
2
gFni,mj,lk
]
amjalk +
g
6
Gni = 0,
with the self-energy ∆ given by
∆ = g
∑
ni
Gniani. (4.5)
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The matrices are
Ani,mj ≡
∫ 1
0
dy1
∫ 1−y1
0
dy2 y1y2y3Pni(y1, y2)Pmj(y1, y2) = δnmδij , (4.6)
Bni,mj ≡
∫ 1
0
dy1
∫ 1−y1
0
dy2 y2y3Pni(y1, y2)Pmj(y1, y2), (4.7)
Cni,mj ≡
∫ 1
0
dy1
∫ 1−y1
0
dy2 y1Pni(y1, y2)
∫ 1−y1
0
dx1Pmj(y1, x1), (4.8)
Dni,mj,lk ≡
∫ 1
0
dy1
∫ 1−y1
0
dy2 y1y2Pni(y1, y2) (4.9)
×
∫ 1
y1/(1−y2)
dα1
α1
∫ 1−α1
0
dα2Pmj(y1/α1, y2)Plk(α1, α2),
Fni,mj,lk ≡
∫ 1
0
dy1
∫ 1−y1
0
dy2 y1y2Pni(y1, y2) (4.10)
×
∫ 1
y1+y2
dα1
α21
∫ 1−α1
0
dα2Pmj(y1/α1, y2/α1)Plk(α1, α2),
Gni ≡
∫ 1
0
dy1
∫ 1−y1
0
dy2Pni(y1, y2). (4.11)
They are computed most efficiently by Gauss–Legendre quadrature [3]. The same approach
applies to the three-body equation of the Fock-space truncation.
We have tested our numerical method against an analytically solvable case, that of a
restricted three-body problem where the two-two scattering interaction is dropped from
(3.18), and found very rapid convergence. Convergence for the LFCC auxiliary equation is
not as rapid, but the calculation does converge for a wide range of coupling strengths, using
no more than the 19 polynomials that occur for N = 12. Details can be seen in [3].
V. RESULTS AND SUMMARY
The converged results for the mass-squared eigenvalues are shown in Fig. 1. There is a
distinct difference between the LFCC approximation and the Fock-space truncation. This
arises from two factors: the correct kinetic-energy mass in each sector of the LFCC cal-
culation and contributions from higher Fock states. If the Fock-state truncation method
is modified with sector-dependent masses [5–8], the resulting mass values are intermediate
between the two sets shown here [3].
To summarize, we have shown an application of the LFCC method to a model theory
that requires numerical techniques. Also, suitable techniques have been developed, based on
expansions in fully symmetric polynomials [9]. The results show important improvements
over a Fock-space truncation approach. This provides a foundation for future work of greater
complexity.
Such additional work could include investigation of convergence with respect to the terms
in the truncated T operator and analysis of symmetry breaking, for both positive and neg-
ative µ2. One approach to a study of symmetry breaking would be to consider the even
eigenstates and search for degeneracy of the even and odd ground states. At least one
additional term in the T operator would be required, and the even valence state would
have two constituents. A more complete analysis would include zero modes, for which some
preliminary work has already been done [10].
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FIG. 1. Mass-squared ratios M2/µ2 versus dimensionless coupling strength g for the LFCC ap-
proximation (squares) and the Fock-space truncation (circles).
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