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Neste trabalho apresentamos alguns aspectos computacionais e testes 
numéricos de um algoritmo de pontos interiores para programação não 
linear. Este algoritmo transforma as restrições de desigualdades em igual­
dades incluindo variáveis de folga e aplicam uma barreira logarítmica so­
bre as folgas. Então minimizam esta função penalizada usando técnicas 
de programação quadrática sequencial com região de,confiança, baseadas 
nas estratégias de Byrd e Omojokun.
Abstract
We present some computational details and numerical tests of an interior 
point algorithm for nonlinear programming. This algorithm transforms 
the inequality constraints into equality constraints by introducing slack 
variables and applying a logarithmic barrier to the slack variables. Then 
they minimize this penalty function using sequential quadratic program­
ming with trust regions, based on the strategy of Byrd and Omojokun.
Introdução
0  objetivo deste trabalho é mostrar e discutir aspectos dos algoritmos de 
pontos interiores para programação não linear propostos por Byrd, Gilbert e Nocedal
[3] e por Byrd, Hribar e Nocedal [4]. Estes algoritmos, essencialmente, mesclam técnicas 
de pontos interiores (uma função barreira logarítmica) e de Programação Quadrática 
Sequencial (PQS) com região de confiança, para resolução de cada problema penalizado. 
Os métodos de PQS têm-se mostrado bastante robustos para problemas com funções 
não lineares, embora o custo de cada iteração seja potencialmente alto para problemas 
de grande porte. Por outro lado, os métodos de pontos interiores têm-se mostrado 
eficientes para problemas lineares de grande porte.
Os métodos de pontos interiores desenvolvidos a partir do método clássico 
de barreiras, descrito por Fiacco e McCormick [7], tiveram grande evolução após a 
publicação do algoritmo de Karmarkar [14]. Estes métodos procuram resolver uma 
seqüência de problemas penalizados, que dependem de um parâmetro de penalização 
fi. Os otimizadores associados ao problema penalizado com cada valor de // definem 
uma trajetória central. Os métodos de pontos interiores seguem esta trajetória ou 
geram pontos em alguma vizinhança, possivelmente grande, dela. Estes métodos se 
destacam em programação linear, o que despertou o interesse em estendê-los para o 
caso não linear.
Nos métodos que estudaremos, as restrições de desigualdade são transformadas 
em igualdades pela inclusão de variáveis de folga. Os métodos de pontos interiores, em 
cada passo, devem resolver um problema de centralização, minimizando uma função pe­
nalizada, normalmente com barreira logarítmica sobre as folgas. Estudamos estratégias 
de globalização para a resolução desses problemas de centralização. As estratégias de 
globalização visam garantir convergência global do algoritmo, ou seja, convergência 
mesmo a partir de pontos iniciais distantes da solução ótima. Há. basicamente duas 
formas de globalização: métodos de região de confiança e de busca linear.
Um método de região de confiança com derivadas segundas exatas é usado por
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Yamashita, Yabe e Tanabe [28]. As restrições de igualdade são tratadas por uma pena­
lidade d.\. Por outro lado, Forsgren e Gill [8 ] utilizam uma penalidade quadrática para 
as restrições de igualdade e uma barreira logarítmica para as desigualdades. A função 
assim penalizada é minimizada por um método baseado em busca linear. El-Bakry, 
Tapia, Tsuchiya e Zhang [6 ] usam uma busca linear e manipulam as desigualdades com 
variáveis de folga. Eles mostram resultados computacionais com uma função de mérito 
que é a norma l i  dos resíduos para as condições necessárias de primeira ordem. Com 
este procedimento, há uma tendência de convergência para pontos críticos que não são 
minimizadores. Por causa disto, Vanderbei e Shanno [26] preferem usar uma função 
de mérito que manipula as restrições de igualdade com penalidades quadráticas e as 
folgas com barreira logarítmica. Seu contexto também é de busca linear e as Hessianas 
indefinidas são modificadas através de perturbações da diagonal. A proposta de Gay, 
Overton e Wright em [10] encaixa neste mesmo contexto. A função de mérito é uma 
função barreira clássica com um Lagrangeano aumentado para manipular as restrições 
de igualdade. Finalmente, Byrd, Hribar e Nocedal [4] e Byrd, Gilbert e Nocedal [3] 
usam programação quadrática sequencial com região de confiança e uma função bar­
reira. Essencialmente, as restrições de desigualdade são transformadas em igualdades 
que são manipuladas explicitamente e as variáveis de folga são incorporadas à função 
de mérito como termos da barreira logarítmica. Eles usam estratégias de Byrd [2] e 
Omojokun [18].
Neste trabalho, como dito anteriormente, estaremos interessados nos aspectos 
computacionais dos algoritmos propostos em [3, 4]. Como estes algoritmos baseiam-se 
em métodos de programação quadrática sequencial com região de confiança, iremos 
introduzir este método no Capítulo 1 . Em seguida mostramos os algoritmos propostos 
em [3, 4] fazendo a adaptação do problema penalizado ao método de programação 
quadrática sequencial (Capítulo 2 ). No Capítulo 3 discutimos alguns aspectos dos 
algoritmos, procurando melhorar seus desempenhos computacionais. E, finalmente, 
no Capítulo 4 damos detalhes de nossa implementação e resultados de alguns testes 
numéricos.
Neste trabalho propomos duas modificações no método: na forma da região 
de confiança e na maneira de atualizar as variáveis de folga. Testamos estas duas 
modificações com a coleção CUTE [1] para identificar a influência no desempenho dos 






Uma das maneiras de resolver problemas “difíceis” é resolver uma sequência 
de problemas “fáceis” . Baseando-se neste fato, Programação Quadrática Sequencial 
(PQS) resolve problemas de otimização restrita não linear através de uma sequência de 
subproblemas quadráticos. Este método foi primeiramente proposto por Wilson [27] 
em 1963 e desenvolvido na década de 70 (Garcia-Palomares e Mangasarian [9], Han 
[12, 13], Powell [21, 22, 23]).
Num problema geral de otimização temos uma função objetivo e restrições ge­
ralmente não lineares. A estratégia básica de (PQS) consiste, em cada passo, fazer uma 
aproximação quadrática da função objetivo e uma aproximação linear das restrições. 
A princípio, resolver este problema quadrático é mais simples que resolver o problema 
original. Esta abordagem é usada juntamente com estratégias de busca linear e região 
de confiança [5].
Neste capítulo, estamos interessados em apenas mostrar uma visão geral do 
método de programação quadrática sequencial, mais especificamente, na estratégia 
com região de confiança. Inicialmente, apresentamos um algoritmo “local” que motiva 
a abordagem PQS e que nos permite introduzir uma análise do passo. Posteriormente, 
consideramos o método prático com região de confiança. Para tanto, baseamo-nos em 
[17].
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1.1 Programação Quadrática Sequencial
Vamos considerar o problema
min <p(x) 
s.a c(x) =  0
onde (p : Rn —> R e c : Rn —> Rm são funções suaves.
A idéia da Programação Quadrática Sequencial (PQS) é para cada iterando 
xk € Rn que não é solução de (1.1), formular e solucionar um subproblema quadrático 
e definir o minimizador deste subproblema como o iterando xk+1.
A função Lagrangeano C : Rn x Rm —» R associada ao problema é
C(x, A) =  ip(x) -  XTc{x) • (1,2)
e vamos denotar A(x) a matriz Jacobiana das restrições, isto é,
^ ) r  =  [ V Cl(a:) Vc2 (x) . . .  Vc^rr) ]
onde Ci(x) é a i-ésima componente do vetor c(x) .  As condições de otimalidade de 
primeira ordem (condições de Karush Kunh Tucker (KKT)) para o problema (1.1) são
F(x,  A) =
V y(x )  — A(x)T X 
c ( x )
=  0 , (1.3)
formando um sistema de n +  m  equações nas incógnitas x e X.
Se x* é solução ótima do problema (1.1) e A* =  A(x*) tem posto completo, 
então existe A* 6  R771 tal que (x*,X*) satisfaz (1.3). Com isto, podemos aplicar o 
Método de Newton para a equação não linear (1.3). O Jacobiano de (1.3) é dado por
W{x,X) - A ( x ) T 
A(x) 0
em que W  denota a Hessiana do Lagrangeano,
W(x,X) =  V 2xxC(x,X).
Assim, o passo de Newton para a iteração (xk,Xk) é dado por
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X k + 1 X k p k
7— +
\ k + í \ k pA
(1.4)




-  A l \ k
_Ak 0 1 Cjfc
(1.5)
Esta iteração é bem definida quando a matriz de KKT é não singular. Esta não 
singularidade é conseqüência das hipóteses de Newton, que são:
H ip óteses 1.1
1. A matriz Jacobiana das restrições Ak tem posto completo;
2. A matriz Wk é definida positiva no espaço tangente das restrições, isto é, 
(FWkd > 0 para todo 0 tal que Akd =  0 .
A iteração de Newton (1.4) e (1.5) apresenta convergência quadrática sob as 
Hipóteses 1.1 e constitui um excelente algoritmo para resolver problemas com restrições 
de igualdade, desde que o ponto inicial esteja suficientemente próximo de x*, uma 
solução do problema (1 .1 ).
Agora vamos supor que a iteração (xk, Xk) não é solução do problema. Defini­
mos inicialmente o problema quadrático
min \p r  WkP +  V (pTp 
p
s.a AkP +  Ck =  0 .
(1.6)
Se as Hipóteses 1.1  são verificadas, então este problema tem solução única 
pk G Rn e pelas condições de KKT existe Xk >  0 tal que
Wk?  +  Vipk -  ATk\ k =  0 
Akpk +  ck =  0.
O vetor (pk, \ k) pode ser identificado como uma solução das equações de New­
ton (1.5), pois se subtraímos A ^ \ k dos dois lados da primeira equação em (1.5), obtemos
' w k - A l P
>
A k 0 Àfc+1 cfc
(1.7)
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Assim, pela não singularidade da matriz dos coeficientes, temos que p  =  pk e 
Ã =  Afe+1. Com isto, definimos uma equivalência entre PQS e Método de Newton: se 
as Hipóteses 1.1 são verificadas, então a nova iterada (xk+1, Xk+l) pode ser definida a 
partir da solução do problema quadrático (1.6) ou a partir do método de Newton (1.4) 
e (1.5) aplicado às condições de otimalidade do problema.
Agora podemos esboçar um algoritmo para o Método de PQS:
A lgoritm o  1 Método PQS 
Escolha (x°,A°) inicial 
P ara k =  0 ,1 ,2 ,3 , . . .  faça
Calcule ipk, V<£fe, Wk, ck e Ak
Resolva (1.6) para obter pk e o multiplicador Xk 
x k + \  _  x k  + p k  e  ^ * + 1  _  \ k
Se convergência en tão
PARE com solução aproximada (:r*+1,Afc+1)
fim
“Convergência” indica que o critério de parada, geralmente a norma das con­
dições de primeira ordem de KKT, atingiu uma precisão dada.
A equivalência entre o método PQS e o Método de Newton para o sistema não 
linear F(x,  A) =  0 garante a convergência local do algoritmo. Considere x* soluçãode
(1 .1) com multiplicador A*. Se as Hipóteses 1.1 são asseguradas em (x*,A*), se /  e c 
são duas vezes diferenciáveis com derivadas segundas Lipschitz contínuas, e se o ponto 
inicial (x°,A°) é suficientemente próximo de (a;*, A*), então os passos (xk,Xk) gerados 
pelo Algoritmo 1 convergem quadraticamente para (x*,A*).
Para tornar o método prático, devemos ser capazes de obter convergência glo­
bal de um ponto inicial remoto, para problemas convexos ou não. Para isto temos duas 
estratégias, de busca linear e região de confiança.
Devemos observar que se Wk é definida positiva no espaço tangente às res­
trições, então o subproblema quadrático (1 .6 ) tem solução única. Quando isto não 
ocorre, podemos usar métodos de busca linear, os quais substituem Wk por uma apro­
ximação definida positiva B k ou modificam Wk diretamente durante o processo de 
fatoração da matriz. Uma terceira possibilidade é definir Wk como a Hessiana da 
função Lagrangeano aumentado, tendo certas propriedades de convexidade. Em todos 
os casos, o subproblema (1 .6 ) está bem definido.
Outra maneira seria adicionar uma restrição ao subproblema, limitando o passo 
a uma região em que o modelo (1 .6 ) é considerado confiável. Esta estratégia de usar
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métodos de PQS com região de confiança permite que a Hessiana Wk seja indefinida. 
Contudo, a inclusão desta restrição pode tornar o subproblema (1.6) incompatível, ou 
seja, as duas regiões viáveis podem ser disjuntas. Os procedimentos empregados para 
tornar o problema compatível podem aumentar o custo computacional.
Nenhuma destas estratégias, busca linear ou região de confiança, pode ser 
considerada claramente superior à outra. A maneira de usar estas estratégias tem um 
grande impacto na eficiência e robustez dos métodos de PQS, particularmente para 
problemas grandes. Neste trabalho estaremos interessados em estudar métodos PQS 
com região de confiança.
Outra questão importante no desenvolvimento do método PQS é a escolha 
da função de mérito que guia os algoritmos para a solução. Várias funções de mérito 
podem ser usadas. Os parâmetros destas funções de mérito necessitam ser ajustados 
em algumas iterações para assegurar que a direção obtida do subproblema seja de 
fato uma direção de descida com respeito a esta função. As regras para atualizar 
estes parâmetros requerem considerações cuidadosas, pois têm uma forte influência no 
comportamento prático dos métodos PQS.
1.2 Análise do Passo
Vamos considerar o problema quadrático (1 .6 ) e com W* =  V^I£ (x A:, Xk). Se 
as Hipóteses 1.1 são verificadas, a solução de (1.6) é dada pelo sistema KKT (1.5). 
Existem várias maneiras de se resolver este sistema KKT, ainda mais sabendo-se que 
o sistema é derivado de um subproblema; de PQS.
Vamos supor que Yk e Zk geram o espaço imagem de e o espaço nulo de 
Ak, respectivamente. Escrevendo
Pk =  Y kPy +  Z kPz,
podemos substituir em (1.5) para obter o seguinte sistema a ser resolvido em py e pz:
(AkYk)py =  — Ck . .
( Z l W kZk)pz =  -ZlWkYkPy -  Z l V v k .  { '
Os multiplicadores de Lagrange Xh+1 podem ser obtidos resolvendo-se
+  ' (1.9)
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com a hipótese de que Wk é defineda possitiva, a Hessiana reduzida Zk WkZ k também 
o é.
Existem variantes para calcular uma aproximação do passo de KKT ph. A 
mais usada é desacoplar os cálculos de pk e Xk+1, simplesmente “esquecendo” o termo 
envolvendo pk do lado direito de (1.9)1. Os novos multiplicadores serão uma boa 
estimativa dos multiplicadores da programação quadrática próximo da solução. Se isto 
acontece, escolhemos Yk =  A j  (se Ak tem posto completo) e obtemos
Â*+1 =  {AkATk y lAkV y k. (1 .1 0 )
Estes são chamados de multiplicadores de quadrados mínimos, pois podem ser derivados 
resolvendo-se o problema
.min||Vwfc -  A^A||1.
Os multiplicadores de quadrados mínimos são úteis mesmo quando a iteração 
corrente está longe da solução, pois procuram satisfazer as condições de otimalidade 
de primeira ordem em (1.5).
1.3 Função de Mérito
Para assegurar que o método PQS convirja a partir de um ponto inicial remoto 
é comum usar uma função de mérito <f> para controlar o tamanho do passo (em métodos 
com busca linear) ou determinar quando um passo é aceito e quando o raio da região 
de confiança precisa ser alterado (nos métodos com região de confiança). Esta função 
tem o papel da função objetivo na otimização irrestrita, devendo ser reduzida a cada 
passo.
Uma função de mérito possível é:
i G E V é E h  (j)i(x, v) — <p(x) +  i/||c(a;)||i, (1-11)
em que v  é chamado de parâmetro de penalidade. Este parâmetro indica o quanto 
queremos dar importância ou não às restrições (neste caso). Esta função é não dife- 
renciável, especificamente em pontos x onde uma ou mais componentes de c(x) são 
nulas.
1pois observa-se que p k converge para zero quando estamos próximo da solução, enquanto Vipk 
normalmente não converge para zero.
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Outra função de mérito bastante usada em PQS é a conhecida como função 
de mérito do Lagrangeano aumentado de Fletcher, definida por
x € Rn, v  € R (->• <j)F(x,v) =  tp(x) -  \ ( x ) Tc(x) +  i^||c(a;)||2, (1-12)
onde À(x) é definido como em (1 .10) e || • || é a norma £2.
Em ambos os casos precisamos controlar o parâmetro de penalidade para que 
realmente exista uma redução possível na função de mérito. As funções de mérito são 
um ponto crítico dos algoritmos para otimização restrita, pois é difícil medir 0  quanto 
e quando devemos penalizar mais ou menos as restrições, ou seja, quando devemos 
olhar mais para a otimalidade ou mais para a viabilidade. Em geral, o parâmetro u 
cresce ao longo das iterações. Em [11] os autores trabalham com uma sequência { v }  
não monótono.
1.4 M étodo PQS com Região de Confiança
Esta estratégia tem muitas propriedades atraentes, como permitir um trata­
mento para o caso em que os gradientes das restrições ativas são linearmente depen­
dentes, e de usar diretamente as informações da derivada segunda.
Vamos considerar o problema (1.1), para o qual 0 subproblema quadrático é 
(1 .6 ). Adicionando a restrição de região de confiança, obtemos um novo subproblema
min ^pTWkp +  V (f lp  
p £
s.a Akp +  Ck =  0 (1-13)
Ibll <
Vamos supor que || • || denota a norma £2 , embora na prática seja comum 
trabalhar com a região de confiança escalonada na forma \\Dp\\ <  A* (onde D  é uma 
matriz diagonal). O raio da região de confiança A* será atualizado dependendo da 
relação entre a redução predita na função de mérito comparada à redução “real” . Se 
existe uma boa relação, o raio da região de confiança é inalterado ou incrementado, 
caso contrário o raio é diminuído.
A inclusão da restrição de região de confiança torna o subproblema (1.13) 
mais difícil de ser resolvido do que 0 subproblema original (1.6). Ainda mais, o novo 
subproblema pode não ter solução, pois as restrições podem ser incompatíveis, ou seja, 
0 subproblema pode ser inviável, como mostra a Figura 1.1.
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Figura 1.1: Restrições incompatíveis no modelo de região de confiança
Para resolver este conflito não podemos aumentar o raio da região de confiança 
Afc até que ambas restrições sejam satisfeitas, pois, em primeiro lugar, isto vai contra 
a proposta de usar região de confiança como uma maneira de definir a região na qual 
confiamos no modelo. Outro ponto de vista é questionar o porquê de satisfazer exata­
mente as restrições de igualdade em cada passo, ou seja, podemos relaxar as restrições 
de igualdade em cada passo, para satisfazê-las exatamente apenas no limite. Nestes 
casos, temos várias abordagens: deslocamento das restrições e duás regiões elípticas
[17]. Aqui estaremos interessados em apenas um caso no qual deslocamos as restrições, 
exposto a seguir.
A idéia é substituir a restrição linear de (1.13) pela restrição deslocada
Akp +  6ck =  0 (1-14)
em que 9 G (0,1] é escolhido suficientemente pequeno tal que o conjunto de restrições 
de (1.13) seja viável. É fácil encontrar um valor para 9, pois 9 tem o efeito de deslocar a 
variedade linear correspondente às restrições linearizadas para uma variedade paralela 
que intercepta a região de confiança, veja a Figura 1.2.
Contudo, não há uma maneira simples de fazer a escolha de 9 que assegure 
um bom desempenho do algoritmo na prática, pois 9 deve controlar simultaneamente 
o quanto o passo computado p  tende a satisfazer a viabilidade das restrições ou a 
minimizar a função objetivo. Por exemplo, se escolhermos um valor muito pequeno para
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Figura 1.2: Restrições relaxadas tornam o subproblema compatível
9, ou seja, se deslocamos as restrições até próximo da iterada corrente xk, então o passo 
computado no subproblema (1.13) tenderá a fazer pequenas melhoras em satisfazer 
c(x) =  0 , focando na redução da função objetivo <p.
Para driblar esta dificuldade, calculamos o passo em dois estágios, seguindo 
a estratégia proposta por Byrd [2] e Omojokun [18]. No primeiro estágio, ignoramos 
a função objetivo de modo geral, e analisamos o quanto podemos melhorar as res­
trições linearizadas de (1.13) enquanto ficamos dentro da região de confiança. Isto é, 
precisamos resolver o seguinte “subproblema normal”
min \\Akv +  ck ||2 
v (1.15)
s.a IMI2 <  CA*
onde Ç G (0,1) (usualmente Ç =  0,8). Chamamos a solução v k deste subproblema de 
passo normal. Como soluções exatas não são necessárias, este subproblema pode ser 
resolvido aproximadamente pelo Método de Dogleg, com algumas modificações, pois o 
passo de Newton não é unicamente definido. Para mais detalhes, ver [17].
Agora “forçamos” o passo total pk do método de região de confiança a satisfazer 
as restrições linearizadas como no passo normal. Ou seja, substituímos 9ck por —Akvk 
em (1.14), obtendo um novo subproblema
11
min ^pTWkp +  V(plp
s.a Akp =  Akvk í 1-16)
Ibll <  A fe-
É claro que as restrições de (1.16) são consistentes, pois a escolha p — vk 
satisfaz ambas as restrições. Para resolver isto, usaremos o fato de que o passo normal 
vk pertence ao espaço imagem de Á£, assim expressamos o passo total pk
pk =  vk +  Zkuk (1.17)
para algum uk G Rn-m e Zk uma matriz cujas colunas formam uma base para o espaço 
nulo de A k. Isto é, fixamos a componente de pk no espaço imagem de para ser 
exatamente vk e não permitimos outros movimentos nesta direção, como mostra a 
Figura 1.3.
Figura 1.3: O passo pk =  vk +  Zkuk do método de região de confiança
Substituindo (1.17) em (1.16), obtemos o seguinte subproblema tangencial na 
variável u
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min m k(u) =  (V(pk +  Wkvk)TZku +  \ u TZ l W kZku
_ ________ -  2 (1.18)
s-a \\Zku\\2 <  y /A l  -  \\v*\\l
A forma simples da restrição da região de confiança é uma conseqüência do 
fato de que as componentes vk e Zkuk em (1.17) são ortogonais. Porém, não podemos 
tratar a restrição de (1.18) como uma restrição de região de confiança escalonada, pois 
a matriz Zk nem sempre é quadrada. No entanto, podemos escrever esta restrição como
uTD 2ku <  A fc,
com D l  =  Z j Z k, em que D k é definida positiva, pois Zk tem colunas linearmente 
independentes.
Chamamos a solução de (1.18) de passo tangencial. Este problema não pode 
ser computado pelo Método de Dogleg, a menos que tenhamos a Hessiana reduzida 
ZfWkZk  definida positiva. Mas o Método de Gradiente Conjugado (Steihaug [25]), 
pode sempre ser aplicado a este subproblema.
Uma componente importante nos Métodos PQS é a escolha da função de 
mérito, pois esta indicará quando um passo é aceito. Uma função de mérito possível é 
a função t 2 não diferenciável
<l>(x,v) =  <p(x) +  u\\c(x)\\2. (1.19)
O uso da norma l 2 é consistente no subproblema normal, mas outras funções também 
podem ser usadas. A “redução real” nesta função gerada pelo passo candidato pk =  
vk +  Zkuk é definida como
ared =  cj)(xk, vk) — <j>(xk + p k, vk),
enquanto a “redução predita” é
pred =  m k(0 ) -  m k(u) +  i/fcvpred,
em que m k é definido em (1.18) e vpred é a redução no modelo (1.15) obtido pelo 
passo normal v k, dado por
vpred =  ||c(x)|| -  ||c(a:) +  A kvk\\.
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Exigimos que vk seja pequeno suficiente de modo a garantir que pred  seja 
positivo e grande em relação a vpred, isto é,
pred > pukv pred, (1 .2 0 )
em que 0 <  p <  1 (por exemplo p =  0,3). Podemos forçar esta desigualdade escolhendo 
arâm fit.ro d e nenalida.de vk t.a.l m ieo p e r   p li a   l qu
(1 — p)vpred
A seguir descrevemos mais precisamente o algoritmo PQS com região de con­
fiança para problemas com restrições de igualdade.
A lgor itm o  2  PQS com região de confiança 
Dados e >  0, n, Ç, 7  e  (0,1), e  Rn, k =  0 e A 0 >  0 
R ep ita  
Calcule <pk,ck,V(pk, A k
Calcule as estimativas dos multiplicadores Xk por (1.10)
Se ||Vy?fc -  Á [ \ kli,» <  e e ||cfc|| <  e en tão  
PARE com a solução aproximada xk 
Resolva o subproblema normal (1.15) para vk 
Calcule Zk com as colunas formando base para o espaço nulo de Ak 
Calcule ou atualize Wk
Resolva o subproblema tangencial (1.18) para uk 
pk =  vk +  Zkuk 
Calcule p* =  J 3
Se pk > T) en tão
£ fc+1 _  x k  _|_ p k
Escolha Afc+i satisfazendo A ^+1 >  A k 
senão  
xk+1 =  x k
Escolha Ajt+i satisfazendo A k+i <  7 ||pfc|| 
k =  k +  1 
A té  convergência
No próximo capítulo iremos mostrar como utilizar estes conceitos junto com 
métodos de pontos interiores.
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Capítulo 2 
Pontos Interiores para 
Programação Não Linear
Neste capítulo apresentaremos o método de pontos interiores proposto por 
Byrd, Gilbert e Nocedal [3], e Byrd, Hribar e Nocedal [4]. O método combina as 
técnicas de pontos interiores [15], programação quadrática sequencial e região de con­
fiança. Esta combinação se deve ao fato que métodos de pontos interiores conseguem 
tratar restrições de desigualdades, e programação quadrática sequencial explora efici­
entemente a não linearidade das restrições. A região de confiança permite trabalhar 
com problemas convexos ou não, e fazer o uso da segunda derivada:
2.1 M étodo de Barreira
Vamos considerar o problema 
min /o (x)
* (2 .1 ) 
s.a fi(x) < 0 , i =  1 , 2 , . . . , ra
onde fi : Rn -*  R para i =  0 , 1 , . . . ,  m  são funções com derivadas segundas contínuas. 
Supomos que existe um ponto interior, isto é, um ponto x tal que f (x )  <  0.
Seguindo as estratégias de pontos interiores, acrescentamos variáveis de folga 





XjS i= 1 (2 .2)
s.a f (x )  +  s =  0 
s >  0 ,
em que fj, >  0  é o parâmetro de barreira e os vetores das variáveis de folga
belecido abaixo.
A lgor itm o  3 Método de barreira 
Dado /i >  0 
R ep ita
Resolva “aproximadamente” o problema (2.2). 
Reduza fj,.
A té  convergência
Para resolver aproximadamente o problema penalizado (2.2), as maneiras mais 
usadas são a aplicação do método de Newton às condições de KKT do problema (2.2) 
(veja [24, 26]), e aplicação de técnicas de programação quadrática sequencial com região 
de confiança [3, 4], o que apresentaremos a seguir.
2.2 Resolução do Problema Penalizado
Para resolver o problema penalizado (2.2) usaremos as estratégias expostas no 
Capítulo 1 . Para simplificar a notação, denotamos
Temos uma única e importante diferença entre os problemas (1.1) e (2.3): é 
que neste ultimo temos que garantir a positividade das variáveis de folga.
s =  (si, s2, .. ■, sm)T são positivos.
O método de barreira para resolver o problema de desigualdade (2 .1) é esta-
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reescrevendo o problema (2 .2 ) como:
min <p(z)
Z
s.a c(z) =  0 .
(2.3)
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Seguindo a metodologia de PQS, definimos o Lagrangeano associado ao pro­
blema (2 .2 ):
m
£ (x ,s ,  A) =  /o(x) -  Si +  \ T{f(x)  +  s), (2.4)
i=l
e minimizamos o modelo quadrático do Lagrangeano sujeito às restrições linearizadas 
e a uma região de confiança para garantir convergência a partir de um ponto remoto. 
Com isto, ficamos com o problema da forma
min V<fi(z)Tp +  - p H p  
p 2
s.a Â(z)p +  c(z) =  0 
p  € Q,
(2.5)
em que p  =  (£*), H  é a Hessiana do Lagrangeano (2.4) que é definida por blocos
/ /  =  V ^ £ ( x ,M )  =
V L Z (x ,s,A ) 0  
0 /iS
S ê  a matriz diagonal da folgas, Â (z ) é a Jacobiana de c dada por
Â (z ) =  ^(rr) I  ,
e Í2 é a região de confiança.
Para as variáveis x , a região de confiança ||ps || <  A x relaciona-se à precisão do 
modelo quadrático do Lagrangeano. Com relação às variáveis s, a restrição s >  0 faz 
com que o formato mais conveniente para a região de confiança seja o dos elipsóides 
de Dikin, isto é, HS < A s. Byrd, Gilbert e Nocedal [3] e Byrd, Hribar e Nocedal
[4] definem a região de confiança em 2 =  (x, s) fazendo
(2.6)
em (2.5). Discutiremos outras formas para Q adiante.
Geralmente, a região definida em (2.6) não assegura que as novas variáveis de 
folga s +  Ps sejam positivas. Para isto, introduzimos a relação
s +  Ps >  (1 ~ t ) s ,
17
com r € (0 ,1 ) fixo (geralmente próximo de 1), para limitar o passo em s. Assim, o 
problema quadrático (2.5) é reformulado como
min V<p{z)Tp +  \ p r  Hp  
p 2
s.a Â(z)p +  c(z) =  0  (2  7 )
IKPx.S“1?,)!! < A 
P s  >  — t s .
Agora PQS, para facilitar a resolução deste problema, reescreve p  como a soma 
de um vetor pertencente ao espaço imagem de AT(z) (passo normal) e outro pertencente 
ao espaço nulo de A(z)  (passo tangencial). Ou seja, fazemos p =  v +  w  e calculamos:
P asso  norm al: v é a solução do problema normal
min ||^4( )^t;
s.a IK^ z, S _1us)|| <  CA (2 -8 )
vs > - (  TS,
sendo C G (0 , 1) o parâmetro de contração da região (geralmente C =  0 , 8 ).
P asso  tan gen cia l: fazemos w =  Zu,  em que Z =  ^Z% Zj^j é a matriz cujas 
colunas geram o espaço nulo de A e u ê a solução do problema tangèncial, pertencente 
ao espaço nulo de A:
min (V /o +  W vx)TZxu -  n ( S ^ e  -  S^2vs)TZsu
U
+ l u T ( % w z ,  +  f i Z j s ; 2 z , ) u  ( 2 9 )
s.a ||( Z , u , S ' lZ,u)\] <  (A2 -  H f e S - 1».)!!2)*
S ~ \ v s +  Zsu) >  - r ,
em que W  =  V 2xxC{x, s, A).
Note que, em ambos os problemas, estamos limitando o passo em s, sendo esta 
a principal diferença em relação aos problemas normal e tangencial do Capítulo 1 , o que 
dificulta a sua resolução. Byrd, Hribar e Nocedal [4] sugerem pequenas modificações 
nos métodos de Dogleg e Steihaug para solucionar estes problemas, como veremos 
adiante.




<j){x,s,v) =  fo(x) -  / i j ^ lo g  Si +  v\\f(x)  +  s|| (2.10)
1=1
onde
ared =  <fi(x, s, v) — <f>(x +  dx, s  +  ds, u) 
vpred  =  | | / ( 2:) +  s|| -  ||/(x )  +  s +  Âv\\
pred =  —V<p(z)Tp — \-pTHp  +  i^vpred
z
e exigimos que u satisfaça a relação (1 .2 0 ),
pred > p v vpred.
Com isto, podemos reescrever 0 Algoritmo 2 para resolver 9  problema penali­
zado (2 .2 ), para um dado /jl>  0 .
A lg o r itm o  4 PQS com região de confiança para o problema penalizado 
Dados > 0 , 77,£ , r , 7  € (0 ,1) , rr° G Rn, s° € Rm, v  > 0, k =  0 e A 0 >  0.
R ep ita
Calcule as estimativas dos multiplicadores A* por (1.10).
Resolva o subproblema normal (2.8) para vk.
Calcule Zk tal que suas colunas formem base para 0 espaço nulo de Â^.
Calcule ou atualize H.
Resolva (2.9) para uk. 
pk — vk +  ZkUk.
Calcule Pk =
Se pk >  7] en tão
z k+ 1 _  z k +  pk
Escolha A fc+1 satisfazendo Ajt+i >  A*, 
senão  
2k+ 1 _  z k
Escolha Afc+i satisfazendo Afc+i <  7 ||pfc||. 
k =  k +  1.
A té  que algum critério de parada seja satisfeito.
Temos que chamar atenção para alguns detalhes: necessitamos fazer com que o 
algoritmo tenha características primais-duais, descrever a atualização do raio da região 
de confiança e escolher um critério de parada.
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2.2.1 Critério de Parada
Um dos critérios mais usados parte das condições de KKT do problema (2.2). 
Em [4] define-se a função E(-) por
E(x, s, n) =  max { ||V /0 (:r) +  A\||oo, \\sX -  ne||oo, \\f(x) +  s ^ } ,  (2 .1 1 )
onde À é calculado atráves de mínimos quadrados (1.10), e em [3]
E(x, s, fj) =  max { ||V /o(x) +  J4A||, | | / ( 2; )+  s||}, (2.12)
com A =  /is -1 , || • || é a norma euclidiana.
Ambos os critérios de parada têm um ponto negativo: são fortemente depen­
dentes de escala.
2.2.2 Formulação Primal-Dual
O Algoritmo 4 como proposto tem uma formulação conhecida como primai, 
que fica estabelecida pelo segundo blocoi E da Hessiana do Lagrangeano
V 2zzC(x,s,  A) =  
em relação à variável s, neste caso,
V 2xxC(x,s,  A) 0 
0 E
E =  nS~2.
Em [4], os autores sugerem uma formulação primal-dual usando uma certa aproximação 
desta Hessiana
E =  S~l A,
em que A é a matriz diagonal de ordem m  cujos elementos diagonais são os multipli­
cadores de Lagrange A E s t a  escolha é feita com base na eficiência dos métodos de 
pontos interiores para programação linear considerando s condição de KKT perturbada 
para 0 problema de barreira (2 .2 ).
Em [4] os autores fazem uma comparação numérica entre as duas formulações 
e concluem que a formulação primal-dual é claramente superior a formulação primai.
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2.2.3 Atualização do Raio da Região de Confiança
A relação entre a redução predita e a redução verdadeira
_  ared  
^ pred
fornece um critério para aceitação do passo e também para atualização da região de 
confiança. De modo geral, quando esta relação está próxima de 1, existe uma boa 
concordância entre o modelo e a função em torno do ponto corrente, de modo que 
parece seguro aumentar a região na iteração seguinte. Se a relação não está próxima 
de 1, não se altera o tamanho da região. Mas se o passo foi recusado e a relação está 
próxima de 0 , então é necessário reduzir a região e confiar menos no modelo.
Em [4], a seguinte regra é adotada para atualização do raio A
A + =
max{7||p||, A} se p >  0.9 
max{2||p||, A} se 0.3 <  p < 0.9 
A se T] <  p <  0.3
em que A + indica o raio atualizado, p  o passo calculado a partir do ponto corrente z 
e T] >  0 geralmente 10-8  . Quando o passo é rejeitado, o raio é reduzido de tal forma
que o novo raio seja no máximo y , mas não inferior a um décimo do comprimento 
do passo p. Para determinar o fator de contração de A, usa-se interpolação linear 
ou quadrática, cujos detalhes são apresentados em [19]. Ajusta-se também o raio 
A quando o parâmetro de penalidade p, é reduzido, usando a regra de atualização 
A + =  max{5A, 1 }.
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Capítulo 3
Alterações para o Algoritm o de 
Pontos Interiores com Região de 
Confiança
Neste capítulo mostraremos Um problema no qual o método de pontos inte­
riores para programação não linear descrito no capítulo anterior tem um desempenho 
insatisfatório. Este fato nos levou a analisar alguns detalhes sobre o método. Pri­
meiramente, questionamos a região de confiança usada. Em seguida, sugerimos um 
novo critério de parada para o método. Finalmente, fazemos uma breve análise sobre 
a atualização das variáveis de folga.
3.1 Exemplo de Marazzi e Nocedal
O método PQS com região de confiança [3, 4] possui boas propriedades de 
convergência. No entanto, é possível encontrar exemplos para os quais o método tem 
um desempenho insatisfatório. Marazzi e Nocedal [16] exibem um tal exemplo:
E xem p lo  1 Considere o problema linear na reta:
min x
s.a x >  b (3.1)
x  € R,
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em que b é uma constante, digamos b =  500. Dado /z >  0, o problema de barreira é 
dado por
min x — filog(s)
s.a x — b — s =  0 (3.2)
s >  0
cuja solução ótima é (a;, s) =  (b +  /i, //).
Ilustramos na Figura (3.1) as primeiras iterações geradas pelo Algoritmo 4 
aplicado ao problema acima com fj, =  0 .1 , e ponto inicial x° =  1 e s° =  fi e considerando 
a região de confiança inativa nos problemas normal e tangencial.
S
Figura 3.1: Primeiras iterações do Algoritmo 4 para o problema (3.2)
Na resolução exata do passo normal (2.8), com região de confiança inativa, 
teríamos como solução v'. Entretanto, com a positividade da folga, obtemos t>° sem 
uma redução significativa da inviabilidade. Como no cálculo do passo tangencial a 
inviabilidade é fixada, obtemos um passo total i>° +  w° curto. O mesmo ocorre nas 
demais iterações, o que torna necessário um grande número de iterações para atingir 
viabilidade.
Este exemplo nos levou ao estudo de novas formas de região de confiança. 
Voltaremos a este exemplo adiante.
3.2 Formas para a Região de Confiança
Como a região de confiança restringe o tamanho do passo. A sua forma in­
fluencia o desempenho do método de pontos interiores para programação não linear
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(apresentado no capítulo anterior). A região apresentada a seguir (adotada por [3, 4]) 
vincula o tamanho do passo nas variáveis x às variáveis de folga s, e é altamente de­
pendente de escala nas variáveis x,  pois usa o elipsóide de Dikin apenas nas variáveis 
de folga. A Figura 3.2 exemplifica esta região para um problema em R2 com uma 
restrição.
0.5 >.
Figura 3.2: Região ||Cp®, S  V«)|| 5: A , com s =  |  e A =  0 .8 .
Como já mencionamos no capítulo anterior, gostaríamos de que a região de 
confiança para as variáveis x  fosse da forma ||px|| <  A x e para as variáveis s, da forma 
llS -p .ll <  A s. Como as restrições são lineares em relação a s, a região de confiança 
para essas variáveis pode ser grande. Com A s =  1 obtemos os elipsóides de Dikin 
totalmente contidos no primeiro octante. Em Rn+m, podemos fazer uma composição 
dessas regiões com
I ( f .  S - V )  I S i .  (3.3)
Em ambos os casos precisamos assegurar que existirá o passo tangencial, ou 
seja, precisamos incluir as restrições de p3 para que este não chegue muito próximo da 




Figura 3.3: Região | | ( ^ ,5  1ps) 11 <  1, com s =  | e A  =  0.8.
A Figura 3.3 representa um problema em R2 com uma restrição. Note que a 
região de [3, 4] está contida na região definida por (3.3). Adiante apresentaremos o 
desempenho destas regiões com alguns testes numéricos. Um grande motivo que nos 
levou a testar esta forma de região foi a resolução do exemplo de Marazzi e Nocedal
[16], como mostram as Figuras 3.4 e 3.5.
As Figuras 3.4 e 3.5 mostram os passos normais e tangenciais (representados 
pela linha na figura) e os pontos (representados por um * nas figuras) gerados pelo 
Algoritmo 4 aplicado ao problema (3.1).
x
Figura 3.4: Resolução do Exemplo 1 utilizando a região | |(p * , s _1p »)|| <  a
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A Figura 3.4 mostra os passos gerados usando a região de confiança definida 
por (2.6). Neste caso o método levou 107 iterações internas para chegar na solução.
x
Figura 3.5: Resolução do Exemplo 1 utilizando a região ||(^ ,5 _1ps)|| < i
Na Figura 3.5 temos os passos gerados usando a região de confiança definida 
por (3.3). Com esta região, o número de iterações internas é 11, o que leva a acreditar, 
numa primeira impressão, que a região (3.3) tenha um melhor desempenho.
Outras regiões possíveis seriam
Ibzll <  A  e ||S- 1ps|| <  1 ,
ou seja, bolas em x  e elipsóides de Dikin em s, assim desvinculando as variáveis x  e s. 
Outra alternativa é usax bola em x e caixa em s, fazendo
Ibxll <  A e ps >  - r s ,
dando total liberdade a s. E ainda transformar tudo em caixa, ou seja, o uso da 
norma infinito. Os testes não foram realizados para estas últimas propostas, devido às 
dificuldades de implementação.
3.3 Critério de Parada
Quando falamos em critério de parada, geralmente a primeira coisa que vem 
à mente é que os erros devem ser pequenos. Mas quão pequenos ? Teoricamente
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pensamos em erros de ordem 1 0 -5 , 1 0 ~7, entretanto na prática isto não é verdade. 
Imagine um problema com grandeza em bilhões, um erro aceitável seria na ordem de 
milhares (1 03).
O critério de parada adotado por [4] para cada problema penalizado e para o 
problema geral é baseado na função E(x, s, fx) definida em (2.11), a qual é dependente 
de escala. O critério para resolver o problema geral exige que as normas das condições 
de KKT fiquem menores que um etoi (nos teste etoi =  10-5), ou seja, exige que a 
otimalidade, complementaridade e a viabilidade sejam reduzidas até s toi.
A nossa proposta é, para cada problema penalizado, usar um critério de parada 
proporcional aos valores iniciais. Para isto definimos uma nova função erro
Ep(x, s, fj.) =  max j^oll V /0 (a;) +  Ar A||oo, 2H5A -  HI°o> ( | | / ^ y  +  l 0~|j i ) }  (3-4)
na qual, para cada problema penalizado, gostaríamos que Ep < fi. E para o problema 
geral paramos o algoritmo quando fi for pequeno (nos testes paramos quando // < 1 0 “5). 
Com isto estamos querendo que as normas das condições de KKT tenham uma redução 
da ordem de 1 0 -5 , exemplo usado nos testes numéricos.
Para analisar estes dois critérios imagine que começamos com um erro na 
viabilidade da ordem de 104. Com o critério de parada usado por [4] este erro teria 
que cair até 1 0 -5  (exemplo usado nos testes), ou seja, uma redução da ordem de 1 0 -9 . 
Com a nossa proposta, este erro teria que ter uma redução de 10-5 , ou seja, ele deveria 
ficar na ordem de 1 0 -1 .
3.4 Atualização das Folgas
Em [4], as folgas são atualizadas por
sk+1 =  sk + p s. (3.5)
Por outro lado, os autores de [3] propõem uma maneira diferente de atualizar as
folgas. Quando alguma restrição /* é viável em xk+1, ou seja, fi(xk+l) <  0 , temos mais
liberdade na escolha da variável de folga correspondente sk+1 e a forma de atualizá-la 
/e
sk+1 =  max{s£ +  pSi, ~ f i {xk+1)}  (3.6)
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o que garante que a folga sk+1 não seja desnecessariamente pequena.
Este procedimento é seguro pois este novo valor de s produzirá uma redução 
na função de mérito, o que garante que este ponto também seria aceito, ou seja
<j){xk+1, sk+1, v) <  (j)(xk+1, s k + P s ,v ) .
Vamos verificar este fato usando a função de mérito definida em (2.10). Como 
sk+ 1 >  s f + p Sj, temos que log((s* + p Si) / s f +1) < 0 e | | / fc+1 +  sfc+1|| <  | | / fc+1 + s k + p ,||, 
pois as componentes de f k+l +  sk+1 ou são iguais a zero ou são iguais às componentes 
dè f k+1 +  sk +  Ps.
Logo,
m k i
(j)(xk+1, s k+1,v )  -  (j)(xk+1, s k + p s,v) =  l i ^ 2 lQg S' k+iSt +
i= 1 Si
H \ \ fk+1Sk+1\ \ - \ \ f k+l +  Sk +Ps\\)
<  0 .
Nos testes numéricos comparamos as duas formas de atualização das variáveis 
de folga: (3.5) e (3.6).
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Capítulo 4
Implementação do Algoritmo de 
Pontos Interiores
Para implementação do algoritmo de pontos interiores para programação não 
linear, utilizamos o Matlab v6.0 R12. Implementamos o algoritmo com a característica 
primal-dual. Implementamos também duas rotinas importantes na resolução do pro­
blema, uma para resolução do problema normal (1.15) e outra para resolução do pro­
blema tangencial (1.18).
4.1 Resolução do Problema Normal
O problema normal (1.15) e (2.8) pode ser visto como um problema da forma: 
dado A >  0
rnin Qd (d) =  bTd +  ^dTHd  
s.a ||d|| <  CA.
Um método computacionalmente barato e eficiente para calcular a solução 
deste tipo de problema é o método dogleg [2 0 ], o qual apresentaremos a seguir.
Vamos analisar o comportamento da solução em função do raio da região de 
confiança A. Denotamos a solução do problema (4.1) por d* (A)  para enfatizar a sua 
dependência de A. Supomos que H  é definida positiva.
Se considerarmos o problema de minimizar uma quadrática sem restrições, a 
solução seria o passo completo dH =  —H~lb, pois H  é definida positiva. Assim, para 
A > \\dH\\, a solução do problema (4.1) será dH. Com isto temos:
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d*(A) =  dH , quando A > \\dH\\.
Quando A é pequeno, a restrição \\d\\ <  A faz com que o termo quadrático do 
problema (4.1) tenha pouca influência na solução, isto é, a solução estará próxima da 
direção de máximo declive. Assim temos
b
d* (A)  ~  — At^ttt , quando A é pequeno.
l|o||
Ao variarmos A teremos um trajetória de soluções ótimas como na Figura 4.1. 
O método dogleg faz uma aproximação desta trajetória por dois segmentos de reta. 
O primeiro liga a origem da região de confiança ao minimizador irrestrito ao longo da 
direção de maior declive (ponto de Cauchy) definido por
r  =  - w k b- <4-2>
O segundo segmento vai de du ao ponto do passo completo dH. Este caminho 
é chamado de trajetória dogleg (veja Figura 4.1). O método escolhe d ao longo desta 
trajetória sujeito à região de confiança para ser o minimizador aproximado do problema
(4.1). Esta escolha é o ponto de intersecção entre a trajetória dogleg e a fronteira da 









Figura 4.1: Trajetória Dogleg
Para achar o ponto de intersecção da trajetória dogleg com a fronteira da região 
de confiança, basta calcular um valor apropriado de u  para o qual ||d(w)|| =  A, onde
,o>du, 0 < uj <1
d{u) = ^
du + {u- l)(dH -du), 1 < lü <2
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Assim temos o seguinte algoritmo:
A lgoritm o 5 Dogleg____________________________________________________________
Calcule o passo completo dH =  —H~1b 
Se dH é viável en tão  
d =  dH 
senão
Calcule du por (4.2)
Se du não é viável então  
Ache u) G [0,1] tal que udu é viável 
d ~  uidu 
senão
Ache lü E [1, 2 ] tal que du +  (lü -  l) (dH -  du) é viável 
d =  du +  (w -  l ) (d H -  du)
O método dogleg pode ser adaptado para lidar com H  indefinida, mas não há 
razão para fazer isto porque o passo completo dH não é o minimizador irrestrito da 
quadrática neste caso.
Alguns autores ainda testam se este ponto da interseção é melhor do que o 
ponto da interseção da região com a direção de Newton, ficando com o melhor dos 
dois. Ou seja, calculam alguns pontos e fazem uma busca para achar o ponto de 
interseção com a região.
No algoritmo de pontos interiores para programação não linear, apresentado 
no Capítulo 2 , o problema normal (2 .8 ) apresenta uma restrição para que a folga não 
se torne negativa. Isto afeta o dogleg apenas na busca da interseção com a região. Ou 
seja, devemos fazer a busca nos preocupando com a região e a positividade das folgas.
4.2 Resolução do Problema Tangencial
Para o problema tangencial (1.18) usamos o método de gradientes conjugados 
de Steihaug [25] que, como o método de dogleg, minimiza uma quadrática numa região 
de confiança.
O método de Steihaug é baseado no algoritmo de gradientes conjugados, um 
algoritmo para resolver sistemas lineares com matriz de coeficientes simétrica definida 
positiva. A proposta de Steihaug [25] é de incluir três diferentes critérios de parada 
no método de gradientes conjugados (GC) padrão. Primeiramente, terminar quando 
se tem uma aproximação suficientemente boa do passo de Newton. O segundo critério 
consiste em terminar quando a norma da aproximação é muito grande. Neste caso
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tomamos uma combinação linear da iterada anterior e da corrente. O terceiro consiste 
em terminar ao encontrar uma direção de curvatura negativa quando nos movemos 
para a fronteira.
Considerando o problema (4.1), podemos escrever o algoritmo seguinte:
A lg o r itm o  6  GC-Steihaug 
D ados: e >  0
do =  0 , r0 =  b, ço - - r 0 
Se ||r0|| <  e en tão  
Retorne com d =  do 
P ara  i =  0 , 1 , 2 , . . .  faça  
Se q j H qi <  0  então  
Ache r  tal que d =  di +  rçj seja solução de (4.1) e satisfaça ||d|| =  A 
d =  di +  rqi, fim. 
rT r<&i =  7*r,1 q- HQi 
di+i — dí ~{~ o^ íÇí 
Se ||di+i|| >  A então  
Ache r >  0 tal que d =  di +  rqi satisfaz ||c?|| =  A 
d =  di +  rqi, fim.
Ti+ 1 =  +  OiiHqi 
Se ||ri+1|| <  e||r0|| então  
d =  di+1, fim.
O _  r . + l r '  +  l
Pi+ 1 -  - ^ 7 —
Qi+ 1 =  ^ i + i  +  P i+ iQ i  
fim
A inicialização de do em zero é importante para 0 algoritmo, pois após a 
primeira iteração (assumindo ||r0 H2 >  t), temos
, _  _  rfrp _  bTb u
1 a °qo q^Hqo90 bTHb ’
0 que é exatamente o ponto de Cauchy, que fornece uma condição necessária para 
convergência global.
Outra propriedade do método é que, em cada iteração, 0  passo di é maior, 
em norma, que seu predecessor, conseqüência da inicialização do — 0. Além disso, o 
algoritmo produz pontos di em algum caminho interpolado de d\ a d, um caminho que 
a cada passo aumenta a distância total ao ponto de partida. Quando H  é definida 
positiva, este caminho pode ser comparado com 0  caminho do método dogleg, porque 
ambos os métodos movem-se do passo de Cauchy ao passo completo dH, até a fronteira
32
da região de confiança intervir.
Como no problema normal, o problema tangencial para a programação não 
linear também inclui uma restrição para que a folga seja estritamente positiva. Em [4] 
eles resolvem este problema calculando o gradiente conjugado normalmente e verificam 
se o ponto encontrado satisfaz a positividade das folgas. Caso isso não ocorra, restau­
ram o último ponto viável (em relação às folgas) e a direção calculada a partir deste 
ponto. Então procuram o maior passo possível nesta direção tal que continue viável.
4.3 Testes Numéricos
O objetivo dos testes numéricos é analisar a influência, no desempenho do 
algoritmo, da atualização das folgas (3.6) e da forma da região de confiança. A análise 
será feita considerando os dois critérios de paradas discutidos na Seção 3.3. Para isto 
rodamos 8 programas para cada problema. Ou seja, para cada critério temos duas 
regiões e para cada região podemos ou não, atualizar a folga por (3.6).
Para os testes numéricos usamos um conjunto de 35 problemas da coleção 
CUTE [1], todos com apenas restrições de desigualdades, cujas características são des­
critas na Tabela 4.1. Inicialmente tínhamos selecionado 55 problemas, porém estamos 
listando apenas aqueles problemas que nunca atingiram o número máximo de iterações 
(1 0 0  nos testes) na resolução do problema penalizado (2 .2 ) e com número de restrições 
menor que 50.
Tabela 4.1: Conjunto de problemas
Problema #  variáveis #  restrições tipo das restrições objetivo
CB2 3 3 3 não lineares linear
CB3 3 3 3 não lineares linear
CHACONN1 3 3 3 não lineares linear
CHACONN2 3 3 3 não lineares linear
COSHFUN 10 3 3 não lineares linear
DEMYMALO 3 3 2 lineares 1 não linear linear
EXPFITA 5 22 22  lineares não linear
GIGOMEZ1 3 3 2 lineares 1 não linear linear
GOFFIN 51 50 50 lineares linear
HS10 2 1 1 não linear linear
HS12 2 1 1 não linear não linear
HS22 2 2 1 não linear 1 linear não linear
continua na próxima página
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Tabela 4.1: Conjunto de problemas (continuação)
Problema #  variáveis #  restrições tipo das restrições objetivo
HS29 3 1 1 não linear não linear
HS43 4 3 3 não linear não linear
HS268 5 5 5 lineares não linear
KIWCRESC 3 2 2 não lineares linear
MADSEN 3 6 6 1 não lineares linear
MIFFLIN1 3 2 1 linear 1 não linear linear
MIFFLIN2 3 2 2 não lineares linear
MINMAXRB 3 4 2 não lineares 2 lineares linear
OET1 3 6 6 lineares não linear
OET2 3 6 6 não lineares linear
OET3 4 6 6 lineares linear
OET4 4 6 6 não lineares linear
OET5 5 6 6  não lineares linear
POLAK1 3 2 2 não lineares linear
PT 2 3 3 lineares linear
ROSENMMX 5 4 4 não lineares linear
SIPOW1 2 20 20  lineares linear
SIPOW1M 2 20 20  lineares linear
SIPOW2M 2 20 20  lineares linear
TIF1 3 11 11 não lineares não linear
TIF2 3 11 11 lineares linear
TIF3 3 11 11 lineares não linear
WOMFLET 3 3 3 não lineares linear
O CUTE já vem com uma interface para o Matlab, entretanto foi necessária 
uma pequena modificação nesta. Em sua versão original, a interface não disponibilizava 
a ferramenta CIDH, a qual permitia o cálculo da Hessiana de apenas uma função, seja 
objetivo ou de uma restrição.
Um problema que encontramos em nossas implementações foi o fato de que 
em problemas com muitas restrições o algoritmo ficava bastante lento. Isto ocorre pelo 
fato de usarmos funções do Matlab para resolução de sistemas lineares e para encontrar 
matrizes de base do espaço nulo, sem explorar a esparsidade das matrizes.
Resolvemos estes problemas com os seguintes valores iniciais: /z =  0,1,  Ao =  1, 
£toi =  10~5, so =  [1,1, ■. •, 1]T € Rm. A seguir temos a Tabela 4.2 de resultados 
numéricos cujas colunas contêm:
1 . o critério de parada usado: BHN para o critério (2.11) propõsto em [4] e “Su­
gestão”, o critério (3.4) proposto neste trabalho,
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2 . a região de confiança,
3. se atualizamos a folga por (3.5) ou (3.6),
4. o valor atingido pela função objetivo,
5. o número total de iterações internas,
6 . o número total de iterações externas (número de vezes que reduzimos o fj),
7. o número de cálculos de funções (contando objetivo e cada urna das restrições),
8 . o número de cálculos de gradientes,
9. o número de cálculos de Hessianas.
Tabela 4.2: Resultados numéricos 
CB2
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Tabela 4.2: Resultados numéricos (continuação)
CHACONN2
Critério Região atual. S obj. # in t # e x t #funções # v # v *
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Critério Região atual. S obj. # in t # e x t #funções # v # v a
||(Px,S_1ps)|| < A (3.5) 0.001164 24 7 736 736 552
BHN (3.6) 0.001165 18 7 598 598 414















ll(px,S_1ps) | |< A (3.5) 0.001304 40 6 1081 943 782
Sugestão (3.6) 0.001304 17 6 552 552 391

















Tabela 4.2: Resultados numéricos (continuação)
GIGOMEZ1
Critério Região atual. S obj. # in t # e x t #funções # v # v *
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Tabela 4.2: Resultados numéricos (continuação)
HS22
Critério Região atual. S obj. # in t # e x t #funções # v # v a
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Tabela 4.2: Resultados numéricos (continuação)
KIWCRESC
Critério Região atual. S obj. # in t # e x t #funções # v # v a
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Critério Região atual. S obj. # in t # e x t #funções # v # v ‘2
ll(P«,S"lp.)|| < A (3.5) 0.6164 20 7 196 182 126
BHN (3.6) 0.6164 21 7 203 189 133













ll(Px,5_ ,ps)|| < A (3.5) 0.6165 16 6 161 154 105
















Critério Região atual. S obj. # in t # e x t #funções # v # v '2
BHN
ÜÍPic,S’-1 ps)ll < A (3-5)














































































































Tabela 4.2: Resultados numéricos (continuação)
MINMAXRB
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Tabela 4.2: Resultados numéricos (continuação)
OET4
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Tabela 4.2: Resultados numéricos (continuação)
ROSENMMX














































































II(Ç.s _ ,p.) I I < i
(3.5)
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Tabela 4.2: Resultados numéricos (continuação)
TFI1
Critério Região atual. S obj. # in t # e x t #funções # v # v ^
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Critério Região atual. S obj. # in t # e x t #funções # v # v a
ll(Px>5,-1pi )|| < A (3.5) 4.301 14 8 276 276 168










































































































4.4 Análise dos Resultados Numéricos
Para melhor análise destes dados, montamos duas tabelas: uma comparando 
a atualização da folga e outra comparando as regiões. As tabelas indicam o número de 
problemas em que o método teve o menor número de iterações internas ou externas, 
cálculo de funções, de gradientes e de Hessianas, em relação ao outro. E também indica 
quantas vezes os dois tiveram os mesmos números.
Tabela 4.3: Comparação da atualização da
P arada R egião A tual. S # in t # e x t # f # g r a d # h e s s
(3.5) 13 1 13 12 12
l l ( P i .S - 1 p a )|| <  A iguais 19 34 19 20 20
B H N
(3-6) 3 0 3 3 3
(3.5) 5 0 7 5 5
7>x i
I K ^ - . s  P í ) | | < i iguais 25 34 23 23 23
(3.6) 5 1 5 7 7
(3.5) 15 0 15 15 15
| | ( p x ,S - I p s )|| <  A iguais 16 35 16 16 16
Sugestão
(3.6) 4 0 4 4 4
(3.5) 11 0 11 12 12
11(^.5 ps)|| < 1 iguais 18 35 18 17 17
(3.6) 6 0 6 6 6
olga
Analisando a Tabela 4.3, a qual se refere a atualização (3.6) da variável de 
folga, percebemos que, geralmente, esta atualização não traz, praticamente, nenhuma 
melhora para o algoritmo, tanto para região proposta por [4] como para a região (3.3) 
proposta neste trabalho.
Na Tabela 4.4 verificamos que a região (3.3) também não traz melhoras quando 
atualizamos as folgas por (3.6). Entretanto para o critério de parada proposto em [4] 
as regiões são bastantes equilibradas quando possibilitamos o aumento da variável de 
folga por (3.6). A região proposta neste trabalho resolveu com muito sucesso o exemplo 
do Marazzi e Nocedal, entretanto este fenômeno não ocorreu nos testes numéricos.
Embora os testes mostrem que as alterações propostas no Capítulo 3 não são 
muito promissoras é bom lembrar que Byrd, Gilbert e Nocedal [3] e Byrd, Hribar e 
Nocedal [4] propõem os algoritmos para problemas de grande porte, enquanto nossos 
problemas testes são de pequeno porte. Acreditamos ainda que as demais regiões
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Tabela 4.4: Comparação entre as regiões
C ritério A tual. S R egião # in t # e x t # fu n c a o # g r a d # h e s s
IKpx. s  p«)II < A 20 1 19 20 20
(3.5) iguais 6 34 7 10 10
l l ( ^ r ’ 5 _ 1 P s ) H  -  1 9 0 9 5 5
B H N
II(P«,S *P.)II<A 13 1 12 12 12
(3.6) iguais 8 32 9 12 12
IkÇ . s ^ p.JIISI 14 2 14 11 11
||(Pz,S-1ps)|| < A 22 0 22 20 20
(3.5) iguais 7 35 . 7 9 9
ll(X ’5_1Ps)ll -  1 6 0 6 6 6
ll(P«.S ‘p .)ll< A 17 0 17 15 15
(3.6) iguais 9 35 9 '10 10
ll(Ç ,s" ‘p .) l l< i 9 0 9 10 10
propostas, as quais desvinculam o passo px do passo ps, sejam mais promissoras, mas 
requerem um estudo mais aprofundado.
Uma dificuldade encontrada foi quanto à implementação das duas rotinas, 
dogleg e gradientes conjugados. Embora estas rotinas estejam bem estudadas teorica­
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