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Abstract
The Kuramoto–Sakaguchi model is a modification of the well-known Kuramoto model that
adds a phase-lag paramater, or “frustration” to a network of phase-coupled oscillators. The
Kuramoto model is a flow of gradient type, but adding a phase-lag breaks the gradient structure,
significantly complicating the analysis of the model. We present several results determining the
stability of phase-locked configurations: the first of these gives a sufficient condition for stability,
and the second a sufficient condition for instability. (In fact, the instability criterion gives a
count, modulo 2, of the dimension of the unstable manifold to a fixed point and having an
odd count is a sufficient condition for instability of the fixed point.) We also present numerical
results for both small and large collections of Kuramoto–Sakaguchi oscillators.
Keywords coupled oscillators, Kuramoto model
AMS subject classifications. 34D06, 34D20, 37G35, 05C31
The Kuramoto-Sakaguchi model is a fundamental model for the study of phase-
locking phenomena of coupled oscillators where a natural frustration or de-tuning
parameter is inherent in the underlying system. Since its introduction in 1987, this
model has been used extensively to model, among other things, chemical oscilla-
tion, neural networks, and laser arrays. However the vast majority of the analysis
has been numerical. The reason for this is that the addition of a frustration pa-
rameter to a network of phase-coupled oscillators causes the system to lose much of
the natural symmetries associated with the standard Kuramoto model. Over the
last decade, mathematical results for the Kuramoto-Sakaguchi model mostly have
focused on the behavior of the system in the mean-field limit - i.e. the number of
oscillators goes to infinity. It is only very recently that people have returned to
rigourously analyzing finite network Kuramoto-Sakaguchi systems analytically. In
this current work we present two results, a sufficient condition for stability and a
method for counting the number of eigenvalues with positive real part modulo two,
which gives a sufficient condition for instability.
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1 Introduction
1.1 Problem Formulation
We consider the differential equation on Tn:
dθi
dt
= ωi + γ
n∑
j=1
(sin(θj − θi − α) + sin(α)) . (1.1)
where i = 1, . . . , n, and the parameters ωi, γ ∈ R and |α| < pi/2. This system was originally
analyzed in a series of papers [11–13] and is commonly known today1 as the Kuramoto–Sakaguchi
system [1,3,5,6,10]. This system is a generalization of the well-studied Kuramoto system, which
is obtained by setting α to zero in (1.1). (In what follows, we will often refer to the system
with α = 0 as the “standard Kuramoto” system.) The parameter α is alternatively called the
phase-lag, detuning, or frustration parameter, see [8] for physical justification of each of these
terms in the context of chemical oscillations.
This current work extends the spectral analysis performed upon the standard Kuramoto
model originally pioneered in [9] and reconsidered in [2]. From a mathematical point of view,
the addition of the nonzero α parameter leads to a significant increase in difficulty in the analysis
of (1.1) as compared to standard Kuramoto. In [2], when α = 0, the system (1.1) is a gradient
flow, and in particular the Jacobian at any fixed point is symmetric, simplifying the analysis
considerably.
The addition of α also adds a level of dynamical complexity to this model. In standard
Kuramoto, the center of mass of the system (1.1) rotates around the circle at a rate given by
the average of the ωi; for fixed ω any two solutions will precess at the same rate. In contrast,
the system (1.1) can support multiple configurations that precess at different rates for the same
ω. This is one feature that is in stark contrast to the standard Kuramoto model, and requires
a rethinking of many of the intuitions associated with that model.
1.2 Phase-locking and projections
Generally we will find it useful to denote the vector field f : Tn → Rn defined as
fi(θ, α) =
n∑
j=1
(sin(θj − θi − α) + sin(α)) , (1.2)
and we can write (1.1) compactly as
dθ
dt
= ω + γf(θ, α). (1.3)
It is clear from this formulation that scaling γ is equivalent to scaling ω, so in this paper we
choose the convention throughout that γ = 1.
We first note that our definition in (1.1) is slightly different than that commonly chosen
in most studies, where there is no sin(α) term. Of course, this only shifts the vector field
by a constant amount and has no effect on the Jacobian of the system, but it has the nice
normalization that θ = 0 is a fixed point for ω = 0 and any α. In particular, notice that the
function sin(· − α) + sinα has a fixed point at 0 with positive derivative whenever |α| < pi/2 —
this makes it “most like” standard Kuramoto. In particular, it follows directly that if we choose
1A rereading of the early literature suggests that a more fitting name for this system of equations would be the
Sakaguchi–Shinomono–Kuramoto (SSK) system of equations, but against the weight of a consensus in the literature
the gods themselves contend in vain.
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ω = 0 and any |α| < pi/2, then θ = 0 is an attracting fixed point. Moreover, if we consider the
family of functions sin(· − α) + sinα for −pi/2 < α < pi/2, then the effect is that the “stable”
point at zero remains fixed, while one of the unstable points moves toward the origin, and at
α = ±pi/2 there is a saddle-node bifurcation.
The fundamental question considered in this paper is whether (1.1) (or (1.3)) admits a
phase-locked solution and whether or not this solution is dynamically stable.
Definition 1.1. We say that a solution to (1.1) is phase-locked if θ(t) is a solution and if
θi(t) − θj(t) is constant for every i, j. Equivalently, θ(t) is a phase-locked solution if θ(t) =
θ0 + ct1; thus any phase-locked solution can thus either be a fixed configuration, or a rigidly
rotating configuration. In this case, we say the phase-locked solution rotates at velocity c. By
dynamically stable we mean that perturbations of a solution decay back to it, i.e. if θ(t) is
a dynamically stable configuration, then there is an  > 0 such that for all v with ‖v‖ < , if
θ(0) = θ̂(0) + v, then
lim
t→∞
∥∥∥proj1⊥(θ(t)− θ̂(t))∥∥∥ = 0,
where proj1⊥ denotes the orthogonal projection onto the orthogonal complement of the vector
1⊥. We say that “ω gives rise to a phase-locked solution” if there is a phase-locked solution
for (1.3) with that ω.
Note that f(·, α) has an U(1) symmetry:
f(θ0 + c1, α) = f(θ0, α),
which necessitates the proj1⊥ in the definition above. Given any θ0 ∈ Rn, we can choose ω
to make this a fixed point of our system, by choosing ω0 = −f(θ0). Then θ0 is a fixed point
for (1.3) with ω = ω0. Let θ(t) be a solution of (1.1) for some ω0. Choose η(t) = θ(t) + κt1.
η′(t) = θ′(t) + κ1
= ω0 + f(θ(t), α) + κ1
= (ω0 + κ1) + f(η(t), α),
where in the last line we exploited the U(1) symmetry of f . This means that shifting a solution
with a constant velocity is equivalent to shifting the frequencies by a constant, and vice versa.
From this it follows that if ω gives rise to a phase-locked solution, then ω+ c1 does as well.
Thus let us define:
Definition 1.2. For fixed α, we define the frequency {region, slice, projection} as the sets
R
(α)
ω , L
(α)
ω , P
(α)
ω where
R(α)ω = {ω : (1.3) has a phase-locked solution},
L(α)ω = {ω : (1.3) has a fixed point},
P (α)ω = orthogonal projection of R
(α)
ω onto 1⊥.
For standard Kuramoto, the distinction between frequency slice and projection is not impor-
tant as L
(0)
ω = P
(0)
ω . The fact that L
(α)
ω 6= P (α)ω for general α might be surprising to those used to
standard Kuramoto. For standard Kuramoto, fixed points, whether they be stable or unstable,
always precess according to their average frequency. Additionally, for any ω we can translate
via η(t) with κ = 1n
∑
ωi to shift to an equivalent system with the new ω lying in the mean
zero plane 1⊥. Then, for standard Kuramoto, f maps the mean zero plane in the configuration
space θ into the mean zero plane in the frequency space ω. However, this construction does not
work for general α.
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We demonstrate this for N = 3 oscillators in Figure 1 which depicts the sets L
(α)
ω and
R
(α)
ω for α = 0,
pi
12 ,
pi
6 ,
pi
3 . The coordinates are arranged as follows: the vector
(
1√
3
, 1√
3
, 1√
3
)t
is oriented in the zˆ direction, while the graphs are drawn over the (mean zero) configuration
space: θ := xˆ
(
1√
2
,− 1√
2
, 0
)
+ yˆ
(
1√
6
, 1√
6
,− 2√
6
)
. When α = 0 the set L
(α)
ω is two dimensional
and agrees with the set R
(α)
ω . (Note: for visual clarity the R
(α)
ω region has been shifted by one
unit in the negative zˆ direction. ) As α is increased L
(α)
ω becomes increasingly non-planar. Also
note the loss of symmetry: when α = 0 the region has symmetry group D6, but for α 6= 0 the
symmetry group is D3. When α = 0 the standard Kuramoto is invariant under permutations of
the oscillators along with θ 7→ −θ,ω 7→ −ω. This symmetry is lost for non-zero α.
Figure 1: N = 3, the regions L
(α)
ω and P
(α)
ω for α ∈ {0, pi12 , pi6 , pi3 }
The lifting of L
(α)
ω out of the mean zero plane has a very interesting impact on solutions.
For α 6= 0, there are choices of pairs θ,ω such that θ is a fixed point (and thus has average
velocity zero) while the ω has nonzero average! Again using an specific η–shift, we can also see
that this implies that there are cases with
∑
ωi = 0, but (1.1) supports precessing phase-locked
solutions. Continuing in this direction, the system (1.1) can support solutions that precess
at different velocities for even the same ω. We exhibit this in the case n = 3. Modding for
translations and reflections, for standard Kuramoto there are six fixed points (with zero angular
4
velocity):
(0, 0, 0), (2pi/3, 0, 4pi/3), (0, 2pi/3, 4pi/3), (0, pi, 0), (0, 0, pi), (pi, 0, 0).
(Note: for clarity, we have not projected these fixed-points into the mean zero plane.) For
Kuramoto–Sakaguchi with ω 6= 0, there are still six phase-locked solutions. However these
different phase-locked solutions rotate with different angular frequencies. To see this, first note
that f((0, 0, 0), α) = (0, 0, 0), so the solution with all angles the same is a fixed point for ω = 0.
If we next consider the twist state (0, 2pi/3, 4pi/3), we can compute f((0, 2pi/3, 4pi/3), α) =
3 sinα(1, 1, 1). Thus this solution rotates with angular velocity 3 sinα or (equivalently) is a
fixed point for ω = −3 sinα(1, 1, 1). Thus we see that ω = 0 supports both the fixed point
θ = 0 and the phase-locked equilateral configuration which rotates at velocity 3 sinα.
For the three fixed points that are permutations of a single pi, the situation is slightly more
complicated, in that the equilibrium configuration depends on the parameter α. For example,
to consider solutions near to (0, pi, 0), we write θ(α) = (0, pi + ϕ(α), 0). Then we see that
f(θ(α)) = (sin(α− ϕ(α)) + sin(α), 2(sin(ϕ(α) + α) + sin(α)), sin(α− ϕ(α)) + sin(α)).
If these components are all equal, we obtain a phase-locked solution. This condition is the
functional equation
0 = sin(α− ϕ(α))− sin(α)− 2 sin(α+ ϕ(α)), (1.4)
which is equivalent to
cos(ϕ(α)) sin(α) + 3 cos(α) sin(ϕ(α)) = − sin(α).
Applying some trigonometric identities this can be solved to find that
ϕ(α) = −2 arctan
(
sinα
3 cosα
)
.
As before, (0, pi + ϕ(α), 0) is a fixed point for the system with ω = −(sin(α) + sin(α −
ϕ(α)))(1, 1, 1). Equivalently, we see that ω = 0 support the solution θ(t) = (0, pi + ϕ(α), 0) −
(sin(α− ϕ(α)) + sin(α))(1, 1, 1), which rotates at velocity sin(α) + sin(α− ϕ(α)).
Proposition 1.3. The set R
(α)
ω can be generated by translation by either L
(α)
ω or P
(α)
ω , and we
can represent L
(α)
ω as a graph over P
(α)
ω , in the sense that there is a function z : P
(α)
ω → R such
that if y is any coordinate system in 1⊥, then P (α)ω = (y, 0), z ∈ P (α)ω and L(α)ω = (y, z(y)), z ∈
P
(α)
ω .
Proof. For generation: Since P
(α)
ω is the projection of R
(α)
ω this is clear. The claim about L
(α)
ω
will follow from the second claim.
To see the second claim, let ω ∈ L(α)ω . This means that there is a θ with F (θ) = −ω. Note
that for any c 6= 0, the system (1.3) has a phase-locked solution with velocity c, and therefore
ω is the unique intersection of L
(α)
ω with the line ω + c1.
1.3 Low rank analysis of the Jacobian
In the spirit of the work in [2], we begin by recasting the Jacobian of the forcing function of (1.1)
as a low-rank perturbation of a diagonal matrix.
Lemma 1.4. The linearized flow of (1.1) takes the form
dx
dt
= Jx
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where J is a non-symmetric Laplacian matrix. Moreover J can be decomposed in the form
J = D + A
where D is diagonal and A of rank at most 2.
Proof. A straightforward calculation gives the following expression for the Jacobian matrix
J := [Jij ] where Jij = [∂θj θ˙i] =
{ −∑i6=j cos (θj − θi − α), i = j
cos (θj − θi − α), i 6= j (1.5)
Equivalently,
Jij =
{ −∑j cos (θj − θi − α) + cos (θi − θi − α), i = j
cos (θj − θi − α), i 6= j
Then J can be decomposed as the sum of the diagonal matrix D,
D = [Dij ] where dij = −δij
∑
j
cos (θj − θi − α),
and the matrix A,
A = [aij ] where aij = cos (θj − θi − α). (1.6)
To show that A is at most rank two, we will show that it can be written as the sum of two
rank one matrices. Note that
aij = cos (θj − θi − α)
= cos (θj − α/2− (θi + α/2))
= cos (θj − α/2) cos (θi + α/2) + sin (θj − α/2) sin (θi + α/2).
Thus
A = [cos (θi + α/2) cos (θj − α/2)] + [sin (θi + α/2) sin (θj − α/2)].
Each row of the first matrix in the decomposition of A is a scalar multiple of the vector
[cos (θj − α/2)]t. Hence it is rank one. Similarly, each row in the second matrix is a scalar
multiple of the vector [sin (θj − α/2)]t. Thus, A is at most a rank two matrix.
The fact that the Jacobian matrix of the flow can be written as the sum of a diagonal piece
and a low-rank (rank two) piece will simplify the spectral analysis.
Observation 1.5. The matrix J can be written in the form
J = D + u⊗ v + w ⊗ z.
More specifically A = u⊗ v + w ⊗ z where
u = [cos (θi + α/2)]
t
v = [cos (θj − α/2)]t
w = [sin (θi + α/2)]
t
z = [sin (θj − α/2)]t
and D is diagonal with diagonal entries
Dii = −
∑
j
cos (θj − θi − α).
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Additionally, examining the original statement of J (1.5) we can easily see that for any θ all
the row sums of the matrix J are always zero. This leads to our second observation.
Observation 1.6. It is always true that J1 = 0, and thus zero is always an eigenvalue of J.
Thus any stable fixed point of (1.1) is only semi-stable, in that it has a “soft mode” that arises
from the translation invariance. In a different context, it was exactly this semi-stability quality
of any fixed point that required the use of the projection onto the mean-zero plane in defining
dynamically stable (Definition 1.1).
The function f : Tn → Rn is a natural map from the configuration space Tn to the frequency
space Rn. Since (1.1) is invariant under the one-parameter family of rotations θi → θi + s, we
can restrict our work in Tn to the mean-zero plane,
∑
θi = 0. In other words, we need only
consider θ an element of the reduced configuration space T := Tn⋂1⊥.
Definition 1.7. We define Sθ to be the set of configurations in T for which the Jacobian
J = ∂f/∂θ (1.5) is negative semi-definite with a one dimensional kernel. We define Sω to be
the set of frequencies in Rn given by image of Sθ under f . That is, Sω := f(Sθ).
As demonstrated in Figure 1, the range of the map f is not all of Rn. However, provided we
can show that the set Sθ is non-empty, then the image of the reduced configuration space will
be an n− 1 dimensional surface in Rn. It is clear that Sω is the important object for studying
synchronization: All questions about the probability of full synchrony are questions about the
size of Sω in some measure. One of the key ingredients in this is a good characterization of Sω.
In standard Kuramoto, it is common at this point to reduce the frequency space of ω to the
mean-zero plane as well, but this is not possible as discussed above. Nonetheless, f remains a
well-defined map for the Kuramoto-Sakaguchi model between Sθ and Sω. Colloquially, Sω can
be thought of as a graph over Sθ and in the orientation of Figure 1 we will see that Sω is the
bottom surface of the object.
Finally, note that f(0) = 0, the derivative of f is the Jacobian J, and the dimension of the
kernel of J is one at the origin, so at least in a neighborhood of the origin, Sω is a manifold of
the same dimension as Sθ.
2 Characterization of the Stable Set
Recall that for any θ, the Jacobian matrix J (1.5) has the property that the row sums are
always zero. Hence 0 is always an eigenvalue of J. Determining the stable and unstable regions
of Tn is a matter of determining the real part of the rest of the eigenvalues associated with J.
By Observation 1.5, we know that J can be decomposed into J = D + u ⊗ v + w ⊗ z where
the diagonal entries of D are of the form Dii = −
∑
j cos (θj − θi − α). In [2], the eigenvalue
analysis was accomplished using a homotopy argument in the spirit of the Birman–Schwinger
Principle. Consider the one parameter family of operators
J(s) := D + s(u⊗ v + w ⊗ z). (2.1)
Clearly J(0) = D and J(1) = J. For the standard Kuramoto model, the drift of the eigenvalues
was able to be accurately detected via changes in the size of the kernel of J(s) as s increased
from 0 to 1. The key component of that homotopy argument relied on the fact that, when α = 0,
A is a positive definite self-adjoint matrix. This fails for the Kuramoto-Sakaguchi model, since
the matrix A = u⊗ v + w ⊗ z is no longer self-adjoint in general.
In Section 2.1 we overcome the asymmetry of J by a different approach using Perron–
Frobenius. In Section 2.2, we return to the homotopy argument to derive an index theorem that
gives a more complete description of the eigenvalue drift for any θ in the reduced configuration
space T := Tn⋂1⊥. In the end, this yields a nice characterization for much of the unstable
region in T .
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2.1 A Stability Result
For any |α| < pi/2, there is a neighborhood of 0 such that all the diagonal entries Dii are
negative. Since J is not symmetric, as s increases from zero to one in (2.1), the eigenvalues
need not be monotone increasing. However, for a particular subset of T , we can control the top
eigenvalue. If we can then show that the top eigenvalue is 0, then we will necessarily have a θ
that must be in the set of Sθ. To do so, we need a couple of corollaries to the Perron–Frobenius
Theorem [7, Section 8.4]. For completeness, we will state the relevant portion of the theorem:
Theorem 2.1 (Perron–Frobenius). Let M be a matrix with positive entries. Then the spectral
radius ρ(M) is a simple eigenvalue of M . The left and right eigenvectors with eigenvalue ρ(M)
have components of the same sign and thus without loss of generality can be chosen to to have
positive entries. Moreover,
min
i
∑
j
mij ≤ ρ(M) ≤ max
i
∑
j
mij .
Although Perron–Frobenius is typically stated for a matrix with all positive entries, the
really important mechanism is the positivity of the off-diagonal entries. Specifically, we have:
Corollary 2.2. 1. Let M be a zero row sum matrix with positive off-diagonal entries. Then
zero is a simple eigenvalue of M , all other eigenvalues have negative real parts, and the
vectors in the left and right nullspace have all positive entries.
2. Let M be a matrix with positive off-diagonal entries and negative row sums. Then the
eigenvalue of M with largest real part is itself real, negative, and no larger than the largest
row sum. Its associated eigenvectors have all positive entries.
Proof. Let M be a matrix with positive off-diagonal entries. Define B = M+cI, where c chosen
large enough to make all of the entries of B positive. If M has zero row sums, then all of the
row sums of B are c, and therefore ρ(B) = c is a simple eigenvalue whose associate eigenvectors
can be chosen to have positive entries. Thus 0 is a simple eigenvalue of M , and the associated
eigenvectors can be chosen to have positive entries. Since M = B − cI, these eigenvectors are
also eigenvectors of M .
Similarly, if M has negative row sums, then all of the row sums of B are strictly less than c,
and therefore the top eigenvalue of M is negative.
In order to use these results on J(s), we will need to be slightly more careful about the region
in T that we use. Recall that A = [cos(θj − θi − α)] (1.6). To use the corollary, we need to
restrict θ further.
Definition 2.3. We define S†θ to be the set of configurations in T such that cos(θi−θj−α) > 0
for all i, j.
Note that for any element of S†θ , the diagonal of D will have all negative entries.
Theorem 2.4 (Sθ is non-empty). For any θ ∈ S†θ , the matrix J(s) is stable for all s ∈ [0, 1]
and unstable for s > 1. Thus S†θ ⊆ Sθ, the set of fully synchronous solutions to the Kuramoto-
Sakaguchi model. In particular, for |α| < pi/2, the set S†θ and thus Sθ is nonempty.
Proof. For each s ∈ [0, 1], the matrix D+ sA satisfies the assumptions of Corollary 2.2, and we
can write the left and right eigenvectors as y(s), x(s) (we always choose the normalization that
〈y(s), x(s)〉 = 1). Note that for s ∈ [0, 1), the row sums of A are strictly negative, and for s = 1
they are zero.
Let us denote λ1(s) as the top eigenvalue of D + sA, so we have
(D + sA)x(s) = λ1(s)x(s)
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and thus
〈y(s), (D + sA)x(s)〉 = λ1(s) 〈y(s), x(s)〉 = λ1(s).
Differentiating this equation gives
λ′1(s) = 〈y′(s), (D + sA)x(s)〉+ 〈y(s), Ax(s)〉+ 〈y(s), (D + sA)′x(s)〉
= λ1(s) 〈y′(s), x(s)〉+ 〈y(s), Ax(s)〉+ λ1(s) 〈y(s), x′(s)〉
= λ1(s)
d
ds
〈y(s), x(s)〉+ 〈y(s), Ax(s)〉
= 〈y(s), Ax(s)〉 .
In particular, notice that since the entries of x, y,A are all positive, then λ1(s) is increasing in
s. Thus λ1(1) = 0 and J(1) is negative semi-definite.
2.2 An Index Theorem – Instability
We recognize that S†θ is not necessarily a complete description of Sθ. In fact, there are likely
stationary solutions in T that are not stable, and thus not in Sθ. To further understanding
the stability properties of the stationary solutions, we return to the one-parameter family of
matrices J(s) = D + sA and we define the following index.
Definition 2.5. We define n+(J) to be the number of eigenvalues λi(J) in the open positive
half-plane Re(λ) > 0 (counted according to algebraic multiplicity).
Our goal is to detect eigenvalue crossings into the right-half plane as s increases from 0 to
1. A reasonably straightforward linear algebra calculation gives a nice representation of the
characteristic polynomial of J(s).
Lemma 2.6. Define PJ(s) = det(J(s)). Then we have that
1. PJ(s) is a quadratic polynomial in s given explicitly by
PJ(s) = 1 +
(〈v,D−1u〉+ 〈z,D−1w〉) s
+
(〈v,D−1u〉〈z,D−1w〉 − 〈z,D−1u〉〈v,D−1w〉) s2. (2.2)
2. s = 1 is a root of PJ(s), and thus both roots are real.
3. At each root of the polynomial PJ(s) the matrix J is singular, and λ = 0 is an eigenvalue
of J(s) with algebraic and geometric multiplicity 1 unless s = 1 is a double root.
Proof. We begin by computing PJ(s). Consider the eigenvalue problem (D + sA)x = λx. (For
notational convenience, we suppress the parametric dependence of J, x and λ on s throughout.)
Rather than computing directly, we take advantage of the structure of the adjacency matrix A.
So
(D + s(u⊗ v + w ⊗ z))x = λx.
Note that is is not possible that a right eigenvector of D is also orthogonal to both v and z.
Recall from Obs. 1.5 that v = [cos (θj − α/2)]t and z = [sin (θj − α/2)]t. Hence for any fixed
θ and α, it is impossible that 〈v,x〉 and 〈z,x〉 both vanish. Now choose a right eigenvector x
of J that is not also a right eigenvector of D. That is, Dx 6= λx. Then the eigenvalue problem
can be written
(D− λ)x = −s(u⊗ v + w ⊗ z)x
= −su〈v,x〉 − sw〈z,x〉
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Since x is not an eigenvector of D, we can construct a recursive representation of x of the
form
x = −s(D− λ)−1u〈v,x〉 − s(D− λ)−1w〈z,x〉
In turn, this equation can be used to find necessary conditions required upon λ in terms of
constraint equations in the inner products 〈v,x〉 and 〈z,x〉. Taking the left inner product with
respect to v yields the equation
〈v,x〉 = −s〈v, (D− λ)−1u〉〈v,x〉 − s〈v, (D− λ)−1w〉〈z,x〉.
Considering this equation as in the unknown scalars 〈v,x〉 and 〈z,x〉, it can be written
(1 + s〈v, (D− λ)−1u〉)〈v,x〉+ s〈v, (D− λ)−1w〉〈z,x〉 = 0.
Similarly, the left inner product with respect to z yields
s〈z, (D− λ)−1u〉〈v,x〉+ (1 + s〈z, (D− λ)−1w〉)〈z,x〉 = 0
and together we have a system of two equations in two unknowns. Again, for a eigenvector x,
〈v,x〉 and 〈z,x〉 can not both be zero. Thus, the coefficient matrix[
1 + s〈v, (D− λ)−1u〉 s〈v, (D− λ)−1w〉
s〈z, (D− λ)−1u〉 1 + s〈z, (D− λ)−1w〉
]
must be singular. In other words, if λ is an eigenvalue of J, then λ must satisfy the condition
det
([
1 + s〈v, (D− λ)−1u〉 s〈v, (D− λ)−1w〉
s〈z, (D− λ)−1u〉 1 + s〈z, (D− λ)−1w〉
])
= 0.
We define PJ(s) to be this determinant.
When s = 1, we are considering the original Jacobian matrix (1.5). Note that by the
definition of J, J always has a zero eigenvalue, with right eigenvector (1, 1, . . . , 1). Thus s = 1
is a root of PJ(s) and both roots of PJ(s) must be real.
While the non-self-adjoint nature of the operator makes it difficult to get results as sharp as
those in the standard Kurammoto model, we can establish a sufficient condition for instability.
The main observation here is that, since J(s) is real the eigenvalues occur in complex conjugate
pairs, and thus the index n+(J(s)) can change in the following ways
• n+(J(s)) can change by one when a real eigenvalue passes through the origin.
• n+(J(s)) can change by two when a complex conjugate pair of eigenvalues crosses the
imaginary axis.
The first of these possibilities is easy to detect, as it is signalled by the vanishing of PJ(s). The
second is not so easy to detect, thus motivating us to count modulo two.
Theorem 2.7. Assume D is non-singular and let n+(D) be the number of positive eigenvalues of
the diagonal matrix D where the diagonal entries are of the form Dii = −
∑
j cos (θj − θi − α).
Let nR be the number of roots of the quadratic PJ(s), equation (2.2), in the open interval (0, 1).
Let n+(D+A) be the number of eigenvalues of the linearized operator in the open right half-plane
Re(λ) > 0. Finally assume that s = 1 is a simple root of det(D + sA), and that λ0(s) is the
eigenvalue branch with λ0(1) = 0. Then we have the equality
(−1)n+(D+A)−n+(D)−nR = sign
(
dλ0
ds
∣∣∣∣
s=1
)
In particular we have the following sufficient conditions for instability
10
(i) nR = 0, n+(D) even and
dλ0
ds < 0;
(ii) nR = 0, n+(D) odd and
dλ0
ds > 0;
(iii) nR = 1, n+(D) even and
dλ0
ds > 0;
(iv) nR = 1, n+(D) odd and
dλ0
ds < 0.
Remark 2.8. The mod two nature of the count arises from the fact that we can have complex
conjugate pairs of eigenvalues crossing from the left half-plane to the right half-plane. In the
classical Kuramoto case we always have that dλ0ds > 0 and the count modulo two becomes an
actual count
n+(D +A) = nR + n+(D).
In particular the stability region for classical Kuramoto is defined by the curve where n+(D) = 0
and nR transitions from 0 to 1 – essentially the boundary of the set defined by condition (iii)
above. We will see later in the numerics section that it appears numerically that boundary of
the stable region is always defined by transition to one of the conditions listed above.
Proof. The proof here is simply a collection of prior results and comments. We return to J(s),
equation (2.1), the continuation in s from the diagonal matrix D to the true case of interest,
D + A. The basic observation is that the number of eigenvalues in the left half-plane changes
by one when a real eigenvalue passes through the origin and changes by two when a complex
conjugate pair of eigenvalues crosses through the axis. Since we can detect real crossings we can
easily get a count modulo two.
In Lemma 2.6, we derived equation (2.2) which showed that PJ(s) = det(D + sA) is a real
quadratic function of s and that both roots of det(D + A) = 0 are real. We have then that at
a root s0 of det(D + sA) the null-space is simple and the crossing transverse,
dλ0
ds 6= 0, unless
s = 1 is a double root. Thus, whenever
(−1)n+(D+A) = (−1)−n+(D)+nR sign
(
dλ0
ds
∣∣∣∣
s=1
)
< 0
the system must be unstable.
3 Numerical Results
3.1 Visualization of the small N oscillators model
We begin with a visualization of the three oscillator model, N = 3. For any α, the map f is
rotationally invariant in the configuration space θ. Thus the image of the reduced configuration
space T := T3⋂1⊥ under the map f will be a 2-dimensional surface in the 3-dimensional ω-
space. Figure 2 is the surface f(T ) associated with the fixed detuning parameter α = pi/6.
We are interested in the portion of this surface that corresponds to Sω := f(Sθ), the ω that
give rise to a phase-locked solutions. To see this, we return to the pre-image T . Again the
1⊥ plane is spanned by e1 = (1,−1, 0)/
√
2 and e2 = (1, 1,−2)/
√
6. In the local coordinates
defined by e1 and e2, the phase diagram for three oscillators (where α = pi/6) is summarized
in Figure 3. In this image, Sθ and Sω are paired side-by-side. The blue regions corresponds to
the stable region in local coordinates, where the Jacobian of f is negative semi-definite with a
one dimensional kernel. The gold and red regions correspond to when the Jacobian of f has one
or two unstable eigen-direction, respectively. For added clarity, we have the frequency space
de-constructed by index in Figure 4. We note that stable set here corresponds exactly to the
bottom of the α = pi/6 surface in the orientation of Figure 1 (when we discussed the frequency
region R
(α)
ω in Section 1.2).
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Figure 2: N = 3 with α = pi/6, two views of the image of the T under f
Determining the probability for a Kuramoto system to admit a phased locked solution when
ω is randomly assigned is directly related to understanding the size of the frequency space Sω.
For standard Kuramoto, Sθ is a convex set that is invariant under the actions of the dihedral
group of order N (see [2]). Moreover, these geometric properties are preserved under the map f
when α is zero. This is due to the fact that when α = 0, f is an odd function and the reflections
ω → −ω and θ → −θ admit another stable solution. In the end, excellent estimates exist for
the size of Sω for the standard model. This geometry does not hold for the Kuramoto-Sakaguchi
model. In Figure 5, we have the boundary of Sθ for values of α ranging from zero to 5pi/12.
The “hexagonal” red curve corresponds to standard Kuramoto. All other boundary curves loose
the extra geometric structure and possess only triangular symmetry. In fact, it is easy to see
the same behavior in the N = 4 model. In Figure 7, the corresponding pictures are all in local
coordinates as we are unable to embed Sω in its natural space. None the less, the symmetry
and reduction of dihedral order is easily prevalent. In keeping with earlier conventions, the blue
regions in Figure 6 correspond to the stable region Sθ in local coordinates for varying α. We
know that standard Kuramoto possesses octahedral symmetry, while we can see that all other
configuration spaces correspond to tetrahedral symmetry. Moreover, in Figure 7 this symmetry
is preserved (in local coordinates) under the mapping f .
As Sω no longer resides in the 1⊥ plane, we can’t use convexity to estimate its size. But at
the outset of our study, there was no reason to believe Sθ would not be so and we hoped to use
the size of Sθ to estimate the size of the stable region. For large α, the convexity of Sθ is lost.
In Figure 5, the fuchsia colored boundary curve corresponds to α = 7pi/24 and the associated
Sω is clearly no longer convex. The same loss of convexity can be seen in the four oscillator
model. In Figure 6,the configuration space corresponding to α = 2pi/7 is not convex. In the end
we were unable to develop a geometric approach to estimating the size of the stable region. In
Section 3.3, we appeal to a purely numeric approach to estimate the size.
stuff
3.2 Visualization of the Instability Index for Three Oscillators
For the three oscillator model, we give a sequence of numerical plots depicting the count, modulo
two, of the dimension of the unstable manifold. This is depicted in Figure (8). The graphs
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Figure 3: N = 3 with α = pi/6, 1⊥ and f(1⊥) colored by stability (blue is stable)
are given in (mean zero) configuration space: θ = x
(
1√
2
,− 1√
2
, 0
)
+ y
(
1√
6
, 1√
6
,− 2√
6
)
. The
configuration plane is colored white if the dimension of the unstable manifold is even (including
zero, the stable case) and is shaded if the configuration has an odd dimensional unstable manifold
(obviously always unstable). The four subgraphs represent different α values: α = 0, pi6 ,
pi
3 ,
2pi
5 .
What is interesting is that the count modulo two of the number of unstable eigenvalues appears
to always capture the most important transition, that from stability to instability. In each of
pictures the central white region is stable, and is surrounded by six regions where there are two
eigenvalues of positive real part. For most values of α these regions do not touch showing that
as one varies the configuration the transition from stability to instability occurs by a single real
eigenvalue crossing from the left to the right half-lines, a transition that is always detected by
our theorem. For a single value of α = pi3 the stable region touches the regions with two unstable
eigenvalues on a co-dimension two set (three isolated points), but the boundary of the stable
region is still defined by the curve representing a single real eigenvalue crossing. For all other
values of α the stable region appears to be the region containing the origin and bounded by the
curves where the instability index changes from even to odd. There is no obvious region why
a configuration could not go unstable by having a complex conjugate pair of eigenvalues cross
from the left half-plane to the right, but we have not observed this occurring.
3.3 Higher-dimensional numerics
It is difficult to visualize the shape of the stable region when N is large, but we can compute its
volume. In this section, we present a few figures showing how the volume of the stable region
varies with respect to N and α.
The basic method used in this section is of Monte Carlo type, but a direct Monte Carlo
simulation will not be useful here. When N is large, we expect the stable region to scale
exponentially with respect to some fixed volume; as an example, imagine that we can bound
the stable region in some ball in some `p norm. Unless the stable region is just lucky enough to
fill out most of this ball for large N (and this will only occur if the region is well-represented
in the “corners” of the ball), then the vast majority of our samples will be outside of the stable
region.
To fix this issue, we do a stratified sampling approach. More specifically, let us say that we’re
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Figure 4: N = 3 with α = pi/6, f(1⊥) deconstructed by index
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Figure 5: N = 3, the boundary of the stable region in 1⊥ for varying values of α
given the parameter numStrata and numSamples. We then define tk = (k/numStrata)pi, and
define the region Rk = [−tk, tk]N . We then choose numSamples/numStrata samples uniformly
in Rk\Rk−1, count the number inside the stable region (we can compute n+(J) for each sample),
and then weight these samples by vol(Rk \Rk−1).
In Figure 9 we plot the volume of the stable set as a function of N for two values of α:
α = 0 and α = 0.1. As we can see, the volume decays rapidly in N , i.e. the volume is ρN for
some ρ ∈ (0, 1). The numerics suggest that the decay gives a ρ value somewhere in the (0.4, 0.5)
range, which we have found by the best least-squares fit. This justifies the stratification method
mentioned above: for N = 50 the volume of the stable region is more than fifteen orders of
magnitude below unit volume, and to try and capture this volume by direct sampling would be
prohibitively expensive. In all of the numerics done here, we used 100 strata and sampled each
stratum 1000 times, giving a total of 105 samples for each set of parameters.
In Figure 10 we plot the volume of the stable region as a function of α and N : each curve
represents a fixed value of N , and moving to the right on the curve is an increase in α. Each
curve is rescaled so that the standard Kuramoto (α = 0) for a given N has unit area, and then
we plot the dependence on α. (Of course, if we did not rescale, then by the results in Figure 9,
the curves for large N would be orders of magnitude smaller and thus not visible on the same
plot. We see that each of the curves is monotone decreasing as a function of α, and goes to zero
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Figure 6: N = 4, The region of stability configurations Sθ for α ∈ {0, pi/6, pi/4, 2pi/7}
Figure 7: N = 4, The region of stability frequencies Sω = f(Sθ) for α ∈ {0, pi/6, pi/4, 2pi/7}
as α ↗ pi/2. Note that it falls off slightly more quickly for larger N , but the difference is not
that extreme.
We also note some related ideas appearing in [4], where the author has computed bounds on
the volume of the stably phase-locked region for other generalizations of the Kuramoto model
— the model studied there has similar issues to Kuramoto–Sakaguchi, as the linearization gives
a non-symmetric eigenvalue problem.
4 Conclusion
In this paper we study the stability of phase-locked solutions to the Kuramoto-Sakaguchi model.
We have proved two results, a sufficient condition for stability and a method for counting the
number of eigenvalues with positive real part modulo two, which gives a sufficient condition for
instability. Numerical evidence in the case of three oscillators suggests that this count modulo
two suffices to define the asymptotically stable region – that as the frequency vector is varied the
phase-locked solutions generically transition to instability via a single real eigenvalue crossing
from the left half-line to the right half-line, and not via a complex conjugate pair of eigenvalues
crossing into the right half-plane. We do not currently have a proof of this conjecture.
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Figure 8: This figure (color online) depicts the mod 2 instability count in configuration space for
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regions where the corresponding phase-locked solutions have an even dimensional unstable manifold,
while the shaded regions indicate an odd dimensional unstable manifold.
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