This article is concerned with the approximation of the distributional behaviour of linear, time-invariant (LTI) systems. First, we review the different types of approximations of distributions by smooth functions and explain their significance in characterising system properties. Second, we consider the problem of changing the state of controllable LTI differential systems in a very short time. Thus, we establish an interesting relation between the time and volatility parameters of the Gaussian function and its derivatives in the approximation of distributional solutions. An algorithm is then proposed for calculating the distributional input and its smooth approximation which minimises the distance to an arbitrary target state. The optimal choice of the volatility parameter for the state transition is also derived. Finally, some complementary distance problems are also considered. The main results of this article are illustrated by numerous examples.
Introduction
The use of distributions in the study of linear, timeinvariant (LTI) differential system problems is a wellestablished subject going back to Campbell (1980) , Cobb (1982 Cobb ( , 1983 , Estrada and Kanwal (2000) , Karcanias and Kouvaritakis (1979) , Verghese (1979) , Verghese and Kailath (1979) , Jaffe and Karcanias (1981) , Willems (1981 Willems ( , 1991 , Zemanian (1987) , Karcanias and Kalogeropoulos (1989) and Kanwal (2004) and the references therein. The work so far has dealt with the characterisation of basic system properties such as infinite poles and zeros (Verghese 1979; Verghese and Kailath 1979) for regular and singular (implicit) systems, as well as the study of fundamental control problems where the solution is expressed in terms of distributions. Typical problems are those dealing with the notions of almost (A, B)-invariance and almost controllability subspaces (Jaffe and Karcanias 1981; Willems 1981) .
Indeed, the study of distributional solutions plays a key role in many areas in systems and control such as:
(i) controllability, observability, (ii) infinite zero characteristic behaviour, (iii) almost invariant subspaces, almost controllability spaces, (iv) dynamics of singular systems, etc.
The distributional characterisation is also linked to the solution of a number of control problems. The solution of these problems has only theoretical significance, given that distributions cannot be constructed and only smooth functions can be implemented. The idea of approximating distributional inputs with smooth functions that achieve a similar control objective was first introduced by Gupta and Hasdorff Gupta and Hasdorff (1963) .
In this article, which actually extends and provides a rigorous reformulation of the early ideas presented in Gupta and Hasdorff (1963) , we consider the problem of approximating Dirac distributions with smooth functions of infinite support, and more specifically using the Gaussian distribution and its derivatives. Thus, a new methodology is proposed for approximating the distributional trajectory that transfers the state of an LTI differential system in (almost-) zero time by using an impulsive input. So, with the new approach, the following three distinct problems are addressed:
(i) First, we determine the (unique) impulsive input signal (and its smooth approximation) which transfers the state of the system from the origin to an arbitrary point in state space in (almost-) zero time, subject to appropriate controllability assumptions.
(ii) Then, we calculate the approximation error in the state trajectories of the system resulting from substituting impulsive input signals by smooth signals. Thus, for the very first time (according to the authors' knowledge), the optimal choice of two significant parameters of the Gaussian distribution and its derivatives, i.e. time t and volatility , characterising the family of all smooth approximating functions, is considered and eventually an elegance formula combining them is derived. (iii) Finally, we solve two state-space maximumdistance problems in the context of (almost) zero-time state transition. These correspond to two different types of constraints on the coefficients of the impulsive input signal and its smooth approximation, involving the Euclidian and infinity norms of the vector of coefficients. It is interesting to note that for further consideration we can prove that both problems are tractable and can be solved via an SVD and the solution of a quadratic programming problem with box constraints.
More specifically, in Section 2, we present the problem formulation for an LTI differential system. In Section 3, we provide a brief review of the different types of approximations of distributions by smooth functions and explain their significance in characterising system properties. In Section 4, we assume that the system is controllable, and under this assumption we establish an interesting connection between a timeparameter t and a volatility parameter of the Gaussian density function used in the approximation. It turns out that the fraction t= can be fixed (to a sufficiently large value) and in this case parameter t (or ) controls the state-transition time and the accuracy of the approximation (which can be interpreted probabilistically). A new algorithm is proposed for calculating the smooth input signal that approximates the distributional input which transfers the origin of the state space to an arbitrary target point (subject to a controllability assumption) and the distance (Euclidean norm) between the actual terminal state and the target state; this distance is subsequently minimised subject to magnitude constraints imposed on the coefficients of the control signal. Finally, in Section 5 we define the distance from the origin using the Euclidean norm. Moreover, we consider the problem of maximising the distance from the origin with constrained input. Section 6 concludes this article.
Problem definition
We consider the LTI system
where xðtÞ 2 C 1 ðF, Mðn Â 1; FÞÞ (smooth function over the field F ¼ R or C, whose elements belong to the algebra Mðn Â 1; FÞ), and u o ðtÞ 2 D 0 nÀ1 (where D 0 nÀ1 is the space of Dirac distribution having derivatives up to an order n À 1) are the state vector, and the impulsive input, respectively and A 2 Mðn Â n; RÞ, and b 2 Mðn Â 1; RÞ. Following also Gupta and Hasdorff (1963) , we assume that A is simple and expressed as
2Þ
This assumption can be further relaxed; see for more details Remark 4.1. It is assumed that the input to the LTI is a linear combination of Dirac -function and its first n À 1 derivatives, i.e.
where k ð Þ or d k dt k is the kth derivative of the Dirac -function, and a k for i 2 ñ o (ñ o :¼ f0, 1, . . . , n À 1g) are the magnitudes of the delta function and its derivatives. We shall denote the initial state of the system at time t ¼ 0 À as xð0 À Þ and the final state defined at time t ¼ 0 þ as xð0 þ Þ. It is assumed that xð0 À Þ ¼ ½ 0 0 Á Á Á 0 T and xð0 þ Þ ¼ ½x 1 x 2 ÁÁÁ x n T . Furthermore, it is assumed that the system is controllable and thus any xð0 þ Þ2R n can be achieved. In general, the existence of an input that transfers the state of the system (2.1) from xð0 À Þ ¼ 0 to xð0 þ Þ requires that the vector xð0 þ Þ belongs to the controllable subspace of the pair ðA,bÞ, i.e. xð0 þ Þ2fAjbg. In this case, the necessary and sufficient condition for transferring the state of the system (1) from xð0 À Þ ¼ 0 to xð0 þ Þ by the action of the control input defined in
where the coefficients k , k 2 ñ o , are the components of xð0 þ Þ along the directions fb,Ab,A 2 b, ...,A nÀ1 bg, respectively, defined according to some projections law.
In the following section, some background results as a brief review on the approximation of Dirac delta function are presented.
Approximations of Dirac delta function
The approximation of distributions by smooth functions is a problem which has been considered in the literature. In this section, we review the main results in this area and suggest a systematic and rigorous procedure for approximating distributions and their derivatives. If the standard approximating technique of the Dirac -function is followed, (see, e.g. Zemanian 1987; Cohen and Kirchner 1991; Estrada and Kanwal 2000; Kanwal 2004) , the change of the state in some minimum practical time depends mainly on the accuracy of the approximations that have been generated. The relation between the type of approximation used and the duration of the resulting state transition is one of the important issues considered in this section.
The Dirac -function can be viewed as the limit of a sequence of functions
where a ðtÞ 2 C 1 ðF, Mð1 Â 1; FÞÞ is referred to as a nascent delta function. The limit is in the sense that
These properties can be approximately enforced by using a smooth, finite approximation of the Dirac distribution. Such approximations have additional advantages. Approximating the Dirac distribution by a smooth function may actually be a better representation of the solution sought in a particular problem, especially if the effective width of the approximation function can be coupled to the physics of the problem. Following (Cohen and Kirchner 1991) , a suitable approximating function, which is convenient for computations, should satisfy the following properties everywhere on the domain under consideration:
(1) Its limit with some defining parameter is the Dirac distribution (see Equation (3.1)).
(2) It is positive, decreases monotonically from a finite maximum at a source point (for instance 0), and tends to zero at the domain's extremes. (3) Its derivative exists and is a continuous function. (4) It is symmetric about the source point, for instance 0 (see Equations (3.1) and (3.2)). (5) It can be represented by a reasonably simple Fourier integral (for infinite domains) or Fourier series (for finite domains).
Next, we discuss the approximation of the Dirac delta function by functions having infinite support.
Infinite time-support approximations
The choice of the 'best' nascent delta function depends on the particular application. Choices which have proved useful in applications are listed below and include the Gaussian and Cauchy distributions, the rectangular function, the derivative of the sigmoid (or Fermi-Dirac) function, the Airy function, etc., see for instance Estrada and Kanwal (2000) , Gupta and Hasdorff (1963) , Kanwal (2004) and Zemanian (1987) ; for approximations based on finite difference methods see Bowen (1994) , and Boykin (2003) :
. The Cauchy distribution:
. The rectangular function:
. The Airy function
The finite difference formulae may be easily converted into sequences that approximate the derivatives of the Dirac delta function in one dimension (Boykin 2003) . Recall the definition of the rectangular function
which approaches ðtÞ as a ! 0. An expression for the derivatives of ðtÞ is given by
the a j are appropriate constants defining the finite differences (Boykin 2003) , and
Expression (3.4) is exactly what we would obtain by making the substitution f ðtÞ ! a ðtÞ in the following finite difference approximation for the kth derivative of a smooth test function f evaluated at t o :
Note that a j and b j are suitably chosen constants and (3.5) becomes exact in the limit h ! 0. Note also that
:6Þ since f is sampled at discrete points. In our case the Gaussian distribution may be considered as a good approximation of the Dirac distribution on an infinite domain.
Input signal structure
Since our time domain is infinite, the Gaussian distribution, i.e.
ð3:7Þ
is considered. Hence, the approximate expression for the input signal (2.3) is given by
The impulsive response of the system is recovered in the limit:
9Þ
A natural question arising in the context of the zero-time state-transition problem considered in this work is why attention is restricted to impulsive control signals expressed as a sum of Dirac delta functions (and its derivatives). The answer to this question involves the idea of single-layer distributions (Zemanian 1987; Estrada and Kanwal 2000; Kanwal 2004 ) which is briefly introduced in the next few paragraphs:
Lemma 3.1 (Zemanian 1987) : If U is a bounded closed set in F and Y is a neighbourhood of U, then there exists a function such that n ¼ 1 on U, n ¼ 0 outside Y and 0 n 1 over F.
Definition 3.1: Let S be a piecewise regular curve in F and is a locally integrable function defined on S. The linear continuous functional S on the space D of infinitely differentiable complex-valued functions on F with compact support is defined as
Definition 3.2: Let S be a piecewise regular curve in F and S . The linear continuous functional Àd=dtð S Þ on the space D of infinitely differentiable complexvalued functions on F with bounded support is defined as
It can be shown that every distribution S ðxÞ that has compact support is of finite order, see (Zemanian 1987; Estrada and Kanwal 2000) . Thus, every distribution S ðxÞ whose support is the point x ¼ has the form P nÀ1 k¼0 c k k ð Þ ðt À Þ, i.e. it can be expressed as a linear combination of the Dirac -function and its first n À 1 derivatives. Thus, the zero-time state transfer problem considered on this work, involving the state transfer of system (2.1) from xð0 À Þ to xð0 þ Þ, corresponds to a single support point ¼ 0 and hence (2.3) is appropriate.
Design of approximate input signal
In this section, we attempt to answer the following question: 'What are the coefficients a k , k 2 ñ , and what is the optimal volatility parameter such that the input signal defined in Equation (2.3) transfers the state from xð0 À Þ to xð0 þ Þ?'. In attempting to answer this question the following standard result is significant.
Lemma 4.1: The solution of system (2.1) is given by
where u o ðÞ is defined in Equations (3.8) and (3.9).
Remark 4.1: Recall that for simplicity it is assumed that matrix A is diagonal with distinct eigenvalues; as Gupta and Hasdorff have also assumed in their work Gupta and Hasdorff (1963) . This reduces the complexity of various mathematical expressions and the number of technicalities involved, without introducing any real loss of generality. The general case can be tackled by defining an n Â n non-singular similarity transformation Q ¼ ½v 1 , v 2 , . . . , v n 2 Mðn Â n; FÞ that takes A into the Jordan canonical form.
The solution of system (2.1) to the input defined in Equations (3.8) and (3.9) is
or equivalently
2Þ
As ! 0, the energy of the input signal 'concentrates' around ¼ 0. Hence the zero-time state-transition problem involves setting t ¼ 0 þ and selecting the coefficients a k so that (an arbitrary) xð0 þ Þ 2 R n is reached (recall that controllability of the pair ðA, bÞ is assumed).
Remark 4.2:
To reduce the complexity of the solution (due to the large number of terms involved), see the following lemma and its discussion, we exploit the fact that
and its derivatives tend to zero very strongly with t= ! 1, see similar statements by Gupta and Hasdorff (1963) . Define t= ¼ D Kðt, Þ and assume that t is fixed to a positive value, so that Kðt, Þ ! 1 as ! 0. Then,
A suitable choice of Kðt, Þ depends on the choice of the transition time variable t and the volatility parameter . In practice, t can be fixed, since we can pre-define the duration of the (almost) zero transition between the initial and final (target) state of the system when solving the (almost-) zero-time statetransition problem (e.g., we can select t to be of the order of t / 10 À6 s, say). This is the approximate version of the exact problem and can be formulated as follows:
For a fixed value of the time parameter t ¼ t Ã and a fixed " 4 0 determine
where xðt Ã Þ is the target state andxðt Ã Þ is the actual terminal state resulting from the approximation of the input signal, see Equation (4.1). This is in the form of a distance-approximation problem. Roughly, for a fixed state-transition time duration, we seek the 'smoothest' input signal for which the error tolerance of the distance between the target and actual terminal state is kept within a predefined level ". Note that since this distance tends to zero as ! 0 and the only source of error arises from the approximation of the Dirac delta function and its derivatives, an alternative equivalent formulation of the problem is to determine (for a fixed value t ¼ t Ã ),
where the " k are suitable positive constants.
The following lemma is required for subsequent developments. The objective is to develop approximation bounds for the terminal state when the impulsive inputs in Equation (4.1) are substituted by their smooth approximations.
Lemma 4.2: Consider u ðtÞ defined in Equations (3.8).
Consider first the term corresponding to k ¼ 0,
Consider next the term corresponding to k ¼ 1.
Integration by parts and using the above equation
from which the result follows. oe
Combining expressions (4.2) and (4.4) then gives
for i ¼ 1, 2, . . . , n. The approximate almost zero-time state-transfer problem can now be defined as follows: suppose that parameters ð0 þ , Þ have been chosen so that È k ð Þ ð0 þ =Þ ¼ D È k ð Þ ðKð0 þ , ÞÞ % 0, k 2 ñ o . Then, given xð0 þ Þ 2 R n determine real scalars a k , k 2 ñ o such that (4.5) are satisfied with equality for all i 2 f1, 2, . . . , ng.
Note that the impulsive response is recovered as ! 0 in which case the approximation in the above equation becomes exact; in this case we also have that x i ð0 þ Þ !x i ð0 þ Þ, È À1 ðKð0 þ , Þ þ i Þ ! 1, and
so that
. . , n:
The following theorem now follows.
Theorem 4.1: 
wherê
Proof: Expression (4.4) can be re-written aŝ
Thus we can writexð0 þ Þ ¼Be AÁ0 þ Va or equivalently (4.6). Note that the indicated inverses V À1 and B À1 exist due the assumption that the eigenvalues of A are distinct, and the assumed controllability of ðA, bÞ, respectively. oe Ideally the parameters t Ã ¼ 0 þ and should be chosen so that the distance
is 'small'. Clearly the distance is zero provided that Kðt, Þ is selected so that
for all i which requires ! 0, in which case (4.8) implies that
In probability theory and statistics, the normal or Gaussian distribution ÈðxÞ is widely used. The graph of ÈðxÞ is bell-shaped and is known as the Gaussian function or bell curve. Actually, in this case we are interested in
which is the cumulative distribution function (cdf) of a random variable X $ Nð0, 1Þ evaluated at the upper limit of the integral Kðt, Þ, denoting the probability that X Kðt, Þ. In practice, if j i j ( 1 for all i, we can assume that Equation (4.8) is approximately satisfied if K 0 ¼ D Kðt, Þ ! 3:9 (in which case È À1 ðK 0 Þ 4 1 À 10 À4 ). Thus, a reasonable choice for the volatility parameter is Ã ¼ K À1 0 t Ã % 0:256t Ã . The results of this section are summarised in the following algorithm.
Algorithm Transfer In Almost Zero Time (TIAZT):
Step 1: Define the terminal (target) state of the transition xð0 þ Þ.
Step 2: Using the required transition time t Ã ð 0 þ Þ define the optimal volatility parameter Ã ¼ 0:256t Ã .
Step 3: Finally, the coefficients if the input signal a ¼ ½ a o a 1 Á Á Á a nÀ1 T defined in Equation (3.8) are obtained by (4.6), i.e. a ¼ V À1 e ÀAÁ0 þB À1x ð0 þ Þ where all variables are defined in Theorem 4.1.
Remark 4.3: From the control viewpoint it is important to choose appropriate time duration for the state transition. This ultimately depends on the type of application, e.g. due to control signal magnitude or 'slew-rate' limitations. It is clear from the imposed proportionality Ã ¼ K À1 0 t Ã that increasing the duration of the state transition results is 'smoother' input signals, which is often desirable. For example, if the system operates in a feedback loop (in which case the input signal is generated by a feedback controller), highly discontinuous signals typically correspond to system overdesign (e.g. excessive closed-loop bandwidth) and may have detrimental effects on the stability and performance characteristics, e.g. in terms of reduced robust stability margins and sensor noise amplification.
Example 4.1 (Gupta and Hasdorff 1963 ): Consider the system
where xðtÞ and u o ðtÞ are the state and the input signals, respectively. Suppose we wish to transfer the state of the system from xð0Þ ¼ ð 0 0Þ T to xð0 þ Þ ¼ ð 3 4Þ T at time 0 þ ¼ 1 ms. Application of the TIAZT algorithm gives
Step 1: Here the desired state is xð0 þ Þ ¼ ð 3 4Þ T .
Step 2: The transition duration has been predetermined as 0 þ ¼ 10 À6 s, so the optimal volatility parameter is Ã ¼ 2:56 Á 10 À7 (taking K 0 ¼ 3:9).
Step 3: Here,x 1 ð10 À6 Þ % x 1 ð10 À6 Þ ¼ 3 and x 2 ð10 À6 Þ % x 2 ð10 À6 Þ ¼ 4.
The inverse of the Vandermonde matrix is:
5. Distance problems 5.1 Distance from the origin in state space
In this section, we define the distance from the origin corresponding to a state transition of the system (2.1) from the zero (or ground) state, xð0 À Þ ¼ ½ 0 0 Á Á Á 0 T . Using the Euclidean norm this is defined as
( Figure 1) . The time interval of the transition has been defined in previous sections as 0 þ (t Ã ) and the target state isxð0 þ Þ. However, if the Dirac delta function and its derivatives are replaced by smooth signals (Gaussian distribution function and its derivatives), this target state will not be reached exactly, in general. The distance in terms of the target statexð0 þ Þ is defined aŝ
where (4.7) has been used. Note that fixing Kðt, Þ and taking ! 0, we getr ! r.
Example 5.1: Consider the system:
where xðtÞ 2 C 1 ðR, Mð2 Â 1; RÞÞ and u o ðtÞ are the state vector and the input, respectively. Let xð0 À Þ ¼ 0 and xð0 þ Þ ¼ ½ 3 4 T . Then As 1 , 2 ! 1,r ! r ¼ 5.
Maximum distance from the origin with constrained input
Here we assume that the system (2.1) starts from the zero state at time t ¼ 0 À and consider the problem of maximising the distance to the terminal state in an (almost) zero-time state transition. This problem of course makes sense if the input signal is constrained in some sense, see Gupta and Hasdorff (1963) . Thus, here we also impose constraints on the coefficient vector of the input signal a ¼ ½a 0 a 1 Á Á Á a nÀ1 T in terms of the Euclidian and the infinity norms (alternatively, you can consider bounded energy, instead of bounded gain). Again, our approach reformulates, extends and supports the preliminary ideas proposed by Gupta and Hasdorff (1963) , as we can prove that both problems are tractable and can be solved via an SVD and the solution of a quadratic programming problem with box constraints, respectively. Especially, the connection of our problem with the literature of quadratic programming is very fruitful for further future consideration.
Lemma 5.1: Let i 6 ¼ 0, i ¼ 1, 2, . . . , n. Then P n i¼1 i j j pÀ1 maxfn, P n i¼1 i j j nÀ1 g for all p ¼ 1, 2, . . . , n.
Proof: Define function f ðxÞ ¼ P n i¼1 i j j xÀ1 which can be written as f ðxÞ ¼ P n i¼1 e m i ðxÀ1Þ by setting m i ¼ ln j i j. Since f 00 ðxÞ ¼ P n i¼1 m 2 i e m i ðxÀ1Þ 4 0 for all x 2 R, function is convex for all x 2 R and specifically in the interval 1 x n. Thus f ðxÞ attains its maximum at an edge of the interval 1 x n, i.e.
Under this framework, the following Theorem can be characterised as a useful complementary result of Theorem 4.1, where an interesting upper bound is given for the maximum distance of the zero-time statetransition problem when we have imposed constraints on the coefficient vector of the input signal a.
Theorem 5.1: where the indicated matrix norm denotes the largest singular value (spectral norm) and ðAÞ denotes the spectral radius of A.
Proof: In the notation of Theorem 4.1 the terminal state of the transition isxð0 þ Þ ¼Be AÁ0 þ Va. Thus max kak¼1 kxð0 þ Þk ¼ kBe AÁ0 þ Vk, while the maximising coefficient vector a is the (normalised) singular vector ofBe AÁ0 þ V corresponding to the largest singular value. (If the largest singular value is repeated we can choose any linear combination of unit length of the singular vectors corresponding to the repeated largest singular value.) Note also that
see Lemma 5.1 and Gupta and Hasdorff (1963) , where k Á k 1 and k Á k 1 denote the induced 1 and 1-matrix norms, respectively. Equation (5.2) follows by combining (5.3) and (5.4). oe
Remark 5.1: Consider the almost zero-time statetransition problem in which Kðt þ , Þ ¼ t þ = has been fixed and has been chosen sufficiently small so that j i j ( 1 for all I and approximation Gautshi (1975) is valid. Then we have
where ðnÞ ¼ ffiffi ffi n p 2 2 max n, X n i¼1 i j j nÀ1 ( ) , while the maximising coefficient vector a is the (normalised) singular vector of ÀBe A0 þ V corresponding to the largest singular value.
Next, we impose magnitude constraints on the coefficients defining the distributional input signal. Again we assume thatxð0 À Þ ¼ xð0 À Þ ¼ 0 and seek to maximise kxð0 þ Þk using the impulsive input u 0 ðtÞ in Equation (3.9) (or kxð0 þ Þk using its smooth approximation u ðtÞ in (3.8)) subject to the constraint: a i j j c i , c i 4 0, for i 2 ñ ð5:5Þ
(see also Gupta and Hasdorff 1963) . Geometrically, we seek constants a i for i 2 ñ in the ranges defined by (5.5) such as the radiusr depicted in Figure 2 is maximised (starting fromxð0 À Þ ¼ 0) wherê
X n s¼1 jþsÀ2 i a jÀ1 a sÀ1 : ð5:6Þ
Again, if the smooth approximation signal u ðtÞ is applied, Equation (4.6) should be used; substitution into Equation (5.6) shows that in this case we seek to maximise:
Next note that Equation (4.5) gives:
and hencê
X n j¼1 X n s¼1 jþsÀ2 i a jÀ1 a sÀ1 , i 2 ñ : ð5:7Þ Figure 2 . n-ball with centre xð0 À Þ and radius r.
