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Abstract
Advanced optimization algorithms such as New-
ton method and AdaGrad benefit from second or-
der derivative or second order statistics to achieve
better descent directions and faster convergence
rates. At their heart, such algorithms need to
compute the inverse or inverse square root of a
matrix whose size is quadratic of the dimension-
ality of the search space. For high dimensional
search spaces, the matrix inversion or inversion
of square root becomes overwhelming which in
turn demands for approximate methods. In this
work, we propose a new matrix approximation
method which divides a matrix into blocks and
represents each block by one or two numbers.
The method allows efficient computation of ma-
trix inverse and inverse square root. We apply
our method to AdaGrad in training deep neural
networks. Experiments show encouraging results
compared to the diagonal approximation.
1. Introduction
Gradient-based optimization algorithms usually have the
following update form,
θ ← θ − ηG−1∇θf(θ) (1)
where θ ∈ Rd is the model parameters, η is a learning
rate, G is a d × d non-singular matrix and f(·) is the loss
function. If G is the identity matrix, (1) is the gradient
descent method.
In practice, gradient descent often converges slowly and its
performance depends critically on how f(θ) is parameter-
ized. That is, if one chooses θ = g(ξ), then the behavior of
θ ← θ − η∇θf(θ) can be significantly different from that
of ξ ← ξ − η∇ξf(g(ξ)). (see an example in § 2).
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To accelerate gradient descent and deal better with the pa-
rameterization issue, one can resort to second order opti-
mization methods, in which the second order derivative
(Hessian) of f(·) or second order statistics of gradients is
incorporated in G. In the Newton method, G is chosen as
the Hessian matrix of f(·) according to
Gij =
∂2f(θ)
∂θi∂θj
. (2)
The Newton method approximates the loss function locally
by a quadratic function, in which the Hessian matrix mea-
sures the curvature of the loss function. This in turn yields
better descent directions than the ones obtained by solely
considering the gradient directions. In fact, under mild con-
ditions, the Newton method converges to a local minimum
at a quadratic rate while gradient descent has a linear conver-
gence rate (Nocedal & Wright, 2006). Besides, the Newton
method is invariant to affine re-parameterization (see the
derivation in Appendix).
The concept of natural gradient (Amari, 1998) provides an-
other perspective by conditioning gradient step on the KL-
divergence variations induced by the model output distribu-
tion. That is, any given step in the natural gradient method
produces an equal amount of variation in terms of the KL-
divergence. It is shown that the method of natural gradient
is invariant to the parameterization of the model (Pascanu
& Bengio, 2014). Approximating the KL-divergence varia-
tions by its second order Taylor series, one arrives at a form
that looks like the Newton method, albeit with G becoming
the Fisher information matrix
G = Ex∼p(x|θ)
[
∂ log p(x|θ)
∂θ
∂ log p(x|θ)
∂θ
ᵀ]
(3)
where p(x|θ) is the probabilistic model we try to optimize.
It has been shown that the Fisher information matrix can
be viewed as an approximated Hessian matrix (Martens,
2014). Various studies suggest that natural gradient can
have a better convergence rate than that of the gradient
descent method (e.g., blind signal separation (Amari et al.,
1996), reinforcement learning (Peters & Schaal, 2008) and
variational inference (Honkela et al., 2010)).
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For stochastic optimization, the AdaGrad algorithm (Duchi
et al., 2011) incorporates the previously computed gradients
to guide its current descent direction. In AdaGrad, G is the
matrix square root of an outer product matrix of gradient
vectors
G =
(
t∑
τ=1
gτg
ᵀ
τ
) 1
2
(4)
where gτ = ∇θfτ (θτ ) is the gradient estimated from a
mini-batch of data at step τ and t is the current step. The re-
lationship between the matrix
∑t
τ=1 gτg
ᵀ
τ and the Hessian
matrix is discussed in (Hazan et al., 2007).
Despite their intriguing properties and fast convergence
rates, the aforementioned second order optimization meth-
ods become overwhelming for high-dimensional θ. This
is because construction and inversion of G have a time
complexity of O(d3). As such, various studies resort to ap-
proximation techniques when it comes to high-dimensional
problems.
A simple, yet effective approximation is the diagonal ap-
proximation, where one only keeps the diagonal elements
of G. A classic method is the Levenberg-Marquardt algo-
rithm (Levenberg, 1944; Marquardt, 1963) which uses the
diagonal approximation of the Hessian matrix. Its stochastic
version for training neural networks is proposed in (Becker
& LeCun, 1988). The diagonal approximation of Ada-
Grad and its variants such as AdaDelta (Zeiler, 2012), RM-
Sprop (Tieleman & Hinton, 2012) and Adam (Kingma &
Ba, 2015) have seen increasing popularity in training neural
networks recently.
The diagonal approximation of G amounts to setting an in-
dividual learning rate for each parameter. This balances the
scale of parameters and often accelerates the convergence.
Nevertheless, one wonders whether disregarding the correla-
tion between the parameters, as captured by the off-diagonal
elements of G, has negative effects on the convergence
speed. We will show that the answer to this question is a
firm yes. A simple example is given in §2. Experiments in
§7 also show the benefits of capturing off-diagonal elements
of G.
As such, in this paper we propose a new matrix approxi-
mation technique. The main idea is to split G into smaller
blocks and approximate each block by one or two numbers.
This, in return, will enable us to approximate the inverse
of G by inverting small matrices, drastically reducing the
time complexity while benefiting from the off-diagonal ele-
ments of G. We incorporate our method into AdaGrad for
training deep neural networks and empirically observe that
the resulting algorithm outperforms AdaGrad with diagonal
approximation in terms of the convergence speed.
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Figure 1. The effect of parametrization in convergence behavior of
gradient descent (with line search). (a) Gradient descent moves
in a zig-zag fashion as it approaches to the minimum. (b) By
reparameterization the same problem, gradient descent finds the
minimum in only one step (see the text for more details).
2. Parameter Dependency
To show how the dependency of parameters affects the speed
of gradient descent, consider a simple quadratic minimiza-
tion problem
min
θ
f(θ) =
1
2
θᵀQθ (5)
where
θ = [θ1, θ2]
ᵀ, Q =
[
1.0 −0.8
−0.8 1.0
]
. (6)
The eigenvalues of Q are λ1 = 1.8 and λ2 = 0.2. The
minimum is obtained at θ = 0. We note that the scale of θ1
equals that of θ2. However, the gradient of θ1 depends on
the value of θ2 and vice versa as
∇θf(θ) = Qθ . (7)
The gradient descent method, even with the optimal step
size for each iteration, converges with a rate of (λ1−λ2λ1+λ2 )
2
with such a parameterization. However, with eigende-
composition UΛUᵀ = Q and reparameterization with
ξ = [ξ1, ξ2]
ᵀ = Λ
1
2 Uθ, then the optimization problem
becomes
min
ξ
f(ξ) =
1
2
ξᵀξ . (8)
The gradient of ξ1 is not dependent on ξ2 anymore and vice
versa. As a result, gradient descent with the optimal step
size converges to the minimum solution in only one iteration
(see Figure 1 for an illustration).
The take home message from this textbook example is that
algorithms that exploit the dependency between the parame-
ters can prevail over the ones that totally ignore such infor-
mation.
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3. Block Mean Approximation
We need the following definitions before introducing our
proposed block mean approximation (BMA).
Notation. Mij denotes the (i, j)-th block of the matrix M.
Mijmn denotes the (m,n)-th element of the matrix M
ij .
Definition 1. For a diagonal matrix
Λ =

λ1 0 ... 0
0 λ2 ... 0
... ... ... ...
0 0 ... λL
 , (9)
its diagonal expansion matrix with partition vector s =
(s1, ..., sL) is
Λ¯ =

Λ¯11 0 ... 0
0 Λ¯22 ... 0
... ... ... ...
0 0 ... Λ¯LL
 (10)
where each Λ¯ii is a diagonal matrix of size si × si with
fixed diagonal elements of λi.
Definition 2. For a matrix
B =

b11 b12 ... b1L
b21 b22 ... b2L
... ... ... ...
bL1 bL2 ... bLL
 , (11)
its full expansion matrix with partition vector s =
(s1, ..., sL) is
B¯ =

B¯11 B¯12 ... B¯1L
B¯21 B¯22 ... B¯2L
... ... ... ...
B¯L1 B¯L2 ... B¯LL
 (12)
where each block B¯ij is a matrix of constant value bij and
has si number of rows.
The above definitions are illustrated in Figure 2.
(a) Λ (b) Λ¯ (c) B (d) B¯
Figure 2. Expansion matrices. (a) Diagonal matrix Λ. (b) Diagonal
expansion of Λ. (c) Full matrix B. (d) Full expansion of B. The
partition vector in both cases is s = (2, 5, 3).
(a) Original (b) Approximate
Figure 3. Block mean approximation of a matrix.
Definition 3. The block mean approximation of a matrix
M with the partition vector s is
M̂ = Λ¯ + B¯ ≈M (13)
where Λ¯ and B¯ are the diagonal and full expansion matrices
with partition vector s, respectively.
The block mean approximation, as illustrated in Figure 3,
allows one to efficiently store a big matrix as only Λ, B and
a partition vector s need to be kept. Given a square matrix,
its optimal block mean approximation under Frobenius norm
is given by the following.
Proposition 1. The optimal block mean approximation of
M with the partition vector s according to the Frobenius
norm
min
Λ¯,B¯
‖Λ¯ + B¯−M‖2F (14)
is given by
bij =

0, i = j, si = 1,∑
mn M
ii
mn−
∑
m M
ii
mm
si(si−1) , i = j, si 6= 1,∑
mn M
ij
mn
sisj
, i 6= j,
(15)
λi =
1
si
∑
m
Miimm − bii . (16)
Proposition 1 can be understood as follows. According to
(34) and (35), the non-diagonal block Mij is approximated
by M̂ij = Bij , whose value is the mean value of Mij ,
which minimizes the Frobenius form. The diagonal block
Mii is approximated by M̂ii = Λii + Bii, whose diagonal
values are equal to the mean diagonal values of Mii and
its off-diagonal values are equal to the mean off-diagonal
values of Mii, which again minimizes the Frobenius form.
The power of block mean approximation lies in the ease
of computing its inverse and inverse square root matrices,
as shown by the following theorems. All the proofs are
relegated to the Appendix.
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Theorem 1. For the positive definite matrix Λ¯ + B¯, where
Λ¯ and B¯ are the diagonal and full expansion of Λ and B
with respect to the partition vector s,
(Λ¯ + B¯)−1 = Λ¯−1 + D¯ (17)
where D¯ is the full expansion matrix with partition vector s
of
D = (ΛS + SBS)−1 − (ΛS)−1 (18)
where S = diag(s).
Theorem 2. For the positive definite matrix Λ¯ + B¯, where
Λ¯ and B¯ are the diagonal and full expansion of Λ and B
with respect to the partition vector s,
(Λ¯ + B¯)−
1
2 = Λ¯−
1
2 + D¯ (19)
where D¯ is the full expansion matrix with partition vector s
of
D = S−
1
2
[
(Λ + S
1
2 BS
1
2 )−
1
2 −Λ− 12
]
S−
1
2 (20)
where S = diag(s).
The importance of the above theorems can be understood by
noting that inverting G ∈ Rd×d by splitting it into L × L
blocks has a complexity of O(L3), which can be signifi-
cantly faster than O(d3) flops required to obtain G−1 or
G−
1
2 .
4. BMA for Neural Networks
As block mean approximation divides a matrix into L× L
blocks, a natural question to ask is how much prior knowl-
edge is needed to determine such a block structure? In
training neural networks, we recommend to group the pa-
rameters in each layer (or even each unit) into a block such
that G with block mean approximation represents the scale
and dependency between layers (or units). This comes natu-
rally as the output and gradient of each layer often depends
on one another.
There are several work that use heuristics to set an individual
learning rate for layers of a deep network (Singh et al., 2015;
You et al., 2017; Abu-El-Haija, 2017). Nevertheless, even
with such heuristics, the dependency between parameters is
ignored. In contrast, the BMA gives a principled way to set
learning rates per layers in a deep network while capturing
the dependency between layers.
In Figure 4, we compute the empirical Fisher information
matrix Ex∼pdata [
∂ log p(x|θ)
∂θ
∂ log p(x|θ)
∂θ
ᵀ
] for a convolutional
neural network (described in Table 1) and compare BMA
with different block partitions. Even for the finest approxi-
mation in Figure 4, only 45× 45 matrices need to be con-
structed and inverted.
(a) Original (b) 10× 10 blocks
(c) 27× 27 blocks (d) 45× 45 blocks
Figure 4. Block mean approximations of the empirical Fisher in-
formation matrix of a neural network model. The values are nor-
malized for better visualization. (a) The original matrix has a size
of 322× 322. (b) Each block represents weights or bias in a layer.
MSE (mean square error) = 0.1036. (c) Each block represents
weights or bias in a unit. MSE=0.1024. (d) Each block represents
a group of weights or bias in a unit. MSE=0.0998.
5. Related Work
There are several generic matrix approximation techniques
which have been applied to second order optimization meth-
ods. Aside from the diagonal approximation, block diag-
onal approximation has been applied to AdaGrad (Duchi
et al., 2011) and the Gauss-Newton method (Botev et al.,
2017). Low rank approximation has been applied to natural
gradient (Le Roux et al., 2008) and AdaGrad (Krummen-
acher et al., 2016). Kronecker approximation (Martens &
Grosse, 2015; Grosse & Martens, 2016), sparse approxima-
tion (Grosse & Salakhutdinov, 2015) and quasi-diagonal
approximation (Ollivier, 2015) have been applied to natural
gradient.
We stress that the block mean approximation takes into
account all the elements of G, while the diagonal and block
diagonal approximations neglect most of the elements of
G. Furthermore, the block mean approximation does not
force any low-rank assumption, which cannot be guaranteed
in general. For example, when G = σI for σ > 0, G has
the singular values all equal to σ and thus does not have a
low-rank structure. The other advantage of the BMA is its
ease of implementation. The approximate matrix Ĝ does
not need to be constructed explicitly in general. This is
shown in § 6.
Block Mean Approximation for Efficient Second Order Optimization
6. AdaGrad with BMA
For unconstrained stochastic optimization problems, the full
version of AdaGrad (Duchi et al., 2011) has the following
update rule,
θt+1 = θt − ηG−1t gt (21)
where Gt = H
1
2
t and Ht =
∑t
τ=1 gτg
ᵀ
τ .
We approximate the gradient outer product matrix in the
following form
Ĥt = ZtFtZt ≈ Ht (22)
where Zt = diag(zt) is a diagonal matrix and Ft is a posi-
tive definite matrix. As AdaGrad requires the computation
of H−
1
2
t , one needs to choose Ft such that F
− 12
t is easy to
obtain.
To derive the algorithm, we first define the following nota-
tions.
Notation. We divide vector g into L blocks such that g =
(g1, ...,gL). gi denotes the i-th block of vector g. gim
denotes the m-th element of vector gi. (gim)
2 denotes the
square value of gim. gt denote a vector at step t. g
i
t denote
the i-th block of gt. git,m denote the m-th element of g
i
t. g
2
denote elementwise square of g.
√
g denotes elementwise
square root of g. g + a denotes each element of g is added
by scalar a.
6.1. Diagonal Approximation
If we set zt with elements
zt,i =
√√√√ t∑
τ=1
(gτ,i)2 (23)
and Ft = I, Ĥt is reduced to diagonal approximation.
6.2. Block Mean Approximation
In order to capture the off-diagonal elements of H, we ap-
proximate Ft with the block mean approximation proposed
in §3. We set zt as in (23) and seek
Ft = Λ¯ + B¯ ≈ Z−1t (
t∑
τ=1
gτg
ᵀ
τ )Z
−1
t . (24)
With the block mean approximation, (22) can be interpreted
as follows: Zt gives an individual learning rate of each
parameter and Ft captures the dependency between the
groups of parameters.
To realize block mean approximation, we partition the pa-
rameters into L groups.
Algorithm 1 AdaGrad-BMA
1: Input: Objective function f(θ) with parameters θ
2: Input: A partition of parameters θ = {θ1, ...,θL}
3: Input: Partition vector s that si = size(θi)
4: Input: Hyperparameters η and 
5: Initialize U = 0, v = 0, r = 0, S = diag(s)
6: for t = 1 to T do
7: g← ∇θft(θt)
8: r← r + g2
9: z← √r + 
10: for i = 1 to L do
11: ui ←
∑
m g
i
m
12: vi ←
∑
m z
i
m
13: end for
14: U← U + uuᵀ
15: Compute D according to (27)
16: g← Z− 12 g
17: for i = 1 to L do
18: gi ← gi +∑j Dijuj
19: end for
20: g← Z− 12 g
21: θ ← θ − ηg
22: end for
Let gt = (g1t ,g
2
t , ...,g
L
t ). Define ut and vt with
ut,i =
∑
m
git,m, vt,i =
∑
m
zit,m, (25)
respectively. Let Ut =
∑t
τ=1 uτu
ᵀ
τ . To approximate
Z−1t (
∑t
τ=1 gτg
ᵀ
τ )Z
−1
t , we choose Λ¯ and B¯ to be the ex-
pansion matrices of Λ and B
Λ = I, B = S−
1
2
Ut − diag(Ut)
vtv
ᵀ
t
S−
1
2 (26)
where the division is elementwise. Based on Theorem 2,
the inverse square root is I + D¯ where D¯ is the expansion
matrix of
D = S−
1
2
[(
I +
Ut − diag(Ut)
vtv
ᵀ
t
)− 12
− I
]
S−
1
2 . (27)
The inverse square root in (27) can be computed as follows.
Let RVRᵀ be the eigendecomposition of a matrix, then
its inverse square root is RV−
1
2 Rᵀ. In case where the
eigenvalues are zeros or too small, we clamp the eigenvalues
to have a minimal value before computing V−
1
2 .
We call the above algorithm AdaGrad-BMA, which is sum-
marized in Algorithm 1. The eigendecomposition has time
complexity O(L3). Therefore, for parameters of dimension
d and partitioned into L blocks, AdaGrad-BMA has time
complexity O(L3 + d) per iteration.
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7. Experiments
We evaluate AdaGrad-BMA in training convolutional neural
networks, against the full version of AdaGrad (AdaGrad-
full) and AdaGrad with diagonal approximation (AdaGrad-
diag). For AdaGrad-BMA, we group the weights and the
bias parameters separately for each layer. For a model of l
convolution or fully connected layers, we partition G into
L× L blocks with BMA where L = 2l.
The experiments are done on two standard datasets MNIST
and CIFAR-10. We use two simple models: small and large,
as described in Table 1 and 2. We choose the architecture of
the small model to ensure that AdaGrad-full is applicable.
For the large model, AdaGrad-full is too computationally
expensive to use. Each convolution layer has kernel size
3× 3, stride 1 and zero-padding 1. Each convolution layer
is followed by a hyperbolic tangent activation function. The
number of parameters of each model is listed in Table 3. As
MNIST and CIFAR-10 have different input image size, the
fully connected layer in each model has different size of
inputs, therefore resulting in different number of parameters.
For each algorithm on each dataset, we tried learning rates
η ∈ {1, 10−1, 10−2, 10−3, 10−4} and report the best per-
formance achieved by the algorithm on the dataset.
The results are shown in Figure 5, from which we can see
AdaGrad-BMA outperforms AdaGrad-diag and achieves
similar speed of convergence to AdaGrad-full. The com-
parison of runtime of each iteration on MNIST is shown in
Table 4. Although AdaGrad-BMA has longer runtime than
AdaGrad-diag for each iteration, in practice one can update
G−1 for every several steps to amortize the cost.
The code for the experiments is included in the supplemen-
tary materials.
Table 1. Small model
Conv 3x3, 3
Max Pooling 2x2
Conv 3x3, 3
Max Pooling 2x2
Conv 3x3, 3
Max Pooling 2x2
Conv 3x3, 3
Max Pooling 2x2
Fully Connected, 10
Softmax, 10
Table 2. Large model
Conv 3x3, 32
Conv 3x3, 32
Conv 3x3, 32
Conv 3x3, 32
Max Pooling 2x2
Conv 3x3, 32
Conv 3x3, 32
Conv 3x3, 32
Conv 3x3, 32
Max Pooling 2x2
Conv 3x3, 32
Conv 3x3, 32
Conv 3x3, 32
Conv 3x3, 32
Max Pooling 2x2
Conv 3x3, 32
Conv 3x3, 32
Conv 3x3, 32
Conv 3x3, 32
Max Pooling 2x2
Fully Connected, 10
Softmax, 10
Table 3. Model parameters
MNIST CIFAR-10
Small model 322 466
Large model 139370 140906
Table 4. Runtime comparison (ms/iteration)
Small model Large model
AdaGrad-full 16.85 -
AdaGrad-diag 5.70 7.55
AdaGrad-BMA 10.07 19.12
10 20 30 40 50
Epochs
200
300
400
500
600
700
Train Loss
AdaGrad-diag
AdaGrad-BMA
AdaGrad-full
(a) MNIST, small model
10 20 30 40 50
Epochs
0.1
0.2
0.3
0.4
Test Error
AdaGrad-diag
AdaGrad-BMA
AdaGrad-full
(b) MNIST, small model
2 4 6 8 10
Epochs
50
100
150
200
250
Train Loss
AdaGrad-diag
AdaGrad-BMA
(c) MNIST, large model
2 4 6 8 10
Epochs
0
0.02
0.04
0.06
0.08
0.1
Test Error
AdaGrad-diag
AdaGrad-BMA
(d) MNIST, large model
10 20 30 40 50
Epochs
700
750
800
850
900
950
Train Loss
AdaGrad-diag
AdaGrad-BMA
AdaGrad-full
(e) CIFAR-10, small model
10 20 30 40 50
Epochs
0.55
0.6
0.65
0.7
Test Error
AdaGrad-diag
AdaGrad-BMA
AdaGrad-full
(f) CIFAR-10, small model
5 10 15 20 25 30
Epochs
400
600
800
1000
Train Loss
AdaGrad-diag
AdaGrad-BMA
(g) CIFAR-10, large model
5 10 15 20 25 30
Epochs
0.3
0.4
0.5
0.6
0.7
Test Error
AdaGrad-diag
AdaGrad-BMA
(h) CIFAR-10, large model
Figure 5. Performance of AdaGrad and its approximations on two
standard datasets.
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8. Discussions
In this paper, we propose a new matrix approximation
method which allows efficient storage and computation of
matrix inverse and inverse square root. The method is ap-
plied to AdaGrad and achieves promising results.
In the numerical linear algebra literature, there are two work
relevant but different from ours. (Chow & Saad, 1997) pro-
posed an approximate inverse technique which generates
sparse solutions for block partitioned matrices. However,
in our method the exact inverse of the block mean approx-
imation matrix can be computed, as proved in Theorem 1
and 2. Our method does not assume sparse solutions either.
(Guillaume et al., 2003) proposed an approximate inverse
technique which incorporates block constant structure in
the preconditioning matrix. This is different from ours as
in our method the block constant structure is incorporated
the approximated matrix and its inverse and the analytic
solution of the inverse is explicitly given.
Second order optimization methods for training neural net-
works have many theoretical appeals, as discussed in this
paper and reviewed in (Shepherd, 2012; Martens, 2016).
We hope our method makes one more step towards their
practical implementation.
Appendix
To show how Newton method is invariant of affine re-
parameterization, let ∇2 be the Hessian operator, ξ = Aθ
and g(θ) = f(Aθ) where A is an invertible square matrix.
θt+1 = θt − η(∇2θg(θ))−1∇θg(θt) (28)
= θt − η(Aᵀ∇2ξf(Aθt)A)−1Aᵀ∇ξf(Aθt) (29)
= θt − ηA−1(∇2ξf(Aθt))−1∇ξf(Aθt) (30)
we obtain
Aθt+1 = Aθt − η(∇2ξf(Aθt))−1∇ξf(Aθt) (31)
which is equivalent to
ξt+1 = ξt − η(∇2ξf(ξt))−1∇ξf(ξt). (32)
Proposition 1. The optimal block mean approximation of
M with the partition vector s according to the Frobenius
norm
min
Λ¯,B¯
‖Λ¯ + B¯−M‖2F (33)
is given by
bij =

0, i = j, si = 1,∑
mn M
ii
mn−
∑
m M
ii
mm
si(si−1) , i = j, si 6= 1,∑
mn M
ij
mn
sisj
, i 6= j,
(34)
λi =
1
si
∑
m
Miimm − bii . (35)
Proof. For i 6= j, Λ¯ij = 0 by construction. Hence, bij =∑
mn M
ij
mn
sisj
is the minimum solution for ‖B¯ij−Mij‖F . For
i = j, since bii =
∑
mn M
ii
mn−
∑
m M
ii
mm
si(si−1) , the off-diagonal
elements of Mii are minimized under the Frobenius norm.
And since λi + bii = 1si
∑
m M
ii
mm, the diagonal elements
of Mii are also minimized.
Theorem 1. For positive definite matrix Λ¯ + B¯, where Λ¯
is the diagonal expansion matrix of Λ and B¯ is the full ex-
pansion matrix of B, both of which have the same partition
vector s,
(Λ¯ + B¯)−1 = Λ¯−1 + D¯ (36)
where D¯ is the full expansion matrix with partition vector s
of
D = (ΛS + SBS)−1 − (ΛS)−1 (37)
where S = diag(s).
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Proof. First we prove (Λ¯ + B¯)(Λ¯−1 + D¯) = I.
D = (ΛS + SBS)−1 − (ΛS)−1 (38)
= (ΛS)−1
− (ΛS)−1S(I + BS(ΛS)−1S)−1BS(ΛS)−1
− (ΛS)−1 (39)
= −Λ−1(I + BΛ−1S)−1BΛ−1 (40)
= −(Λ + BS)−1BΛ−1 (41)
(39) follows from the Kailath variant of Woodbury identity.
(40) follows from ΛS = SΛ since S and Λ are both diag-
onal. Multiply both sides of (41) by Λ + BS, after some
manipulation, we have
BΛ−1 + ΛD + BSD = 0 (42)
Since Λ¯, B¯ and D¯ are the expansion matrices with partition
vector s of Λ, B and D, respectively, we have equivalently
B¯Λ¯−1 + Λ¯D¯ + B¯D¯ = 0 (43)
I + B¯Λ¯−1 + Λ¯D¯ + B¯D¯ = I (44)
(Λ¯ + B¯)(Λ¯−1 + D¯) = I (45)
Second, we prove (Λ¯−1 + D¯)(Λ¯ + B¯) = I.
D = (ΛS + SBS)−1 − (ΛS)−1 (46)
= (ΛS)−1 (47)
− (ΛS)−1SB(I + S(ΛS)−1SB)−1S(ΛS)−1 (48)
− (ΛS)−1 (49)
= −Λ−1B(I + Λ−1SB)−1Λ−1 (50)
= −Λ−1B(Λ + SB)−1 (51)
Therefore
Λ−1B + DΛ + DSB = 0 (52)
Λ¯−1B¯ + D¯Λ¯ + D¯B¯ = 0 (53)
I + Λ¯−1B¯ + D¯Λ¯ + D¯B¯ = I (54)
(Λ¯−1 + D¯)(Λ¯ + B¯) = I (55)
Lemma 1. For positive definite matrix Λ¯ + B¯, where Λ¯
is the diagonal expansion matrix of Λ and B¯ is the full ex-
pansion matrix of B, both of which have the same partition
vector s,
(Λ¯ + B¯)
1
2 = Λ¯
1
2 + D¯ (56)
where D¯ is the full expansion matrix with partition vector s
of
D = S−
1
2
[
(Λ + S
1
2 BS
1
2 )
1
2 −Λ 12
]
S−
1
2 (57)
where S = diag(s).
Proof.
D = S−
1
2
[
(Λ + S
1
2 BS
1
2 )
1
2 −Λ 12
]
S−
1
2 (58)
Left and right multiply both side by S
1
2 ,
S
1
2 DS
1
2 = (Λ + S
1
2 BS
1
2 )
1
2 −Λ 12 (59)
S
1
2 DS
1
2 + Λ
1
2 = (Λ + S
1
2 BS
1
2 )
1
2 (60)
(S
1
2 DS
1
2 + Λ
1
2 )2 = (Λ + S
1
2 BS
1
2 ) (61)
Expanding the square,
S
1
2 DSDS
1
2 + S
1
2 DS
1
2 Λ
1
2 + Λ
1
2 S
1
2 DS
1
2 + Λ (62)
= Λ + S
1
2 BS
1
2 (63)
Left and right multiply both side by S−
1
2 ,
DSD + DΛ
1
2 + Λ
1
2 D = B (64)
Since Λ¯, B¯ and D¯ are the expansion matrices with partition
vector s of Λ, B and D, respectively, we have equivalently
D¯D¯ + D¯Λ¯
1
2 + Λ¯
1
2 D¯ = B¯ (65)
Λ¯ + D¯D¯ + D¯Λ¯
1
2 + Λ¯
1
2 D¯ = Λ¯ + B¯ (66)
(Λ¯
1
2 + D¯)2 = Λ¯ + B¯ (67)
Λ¯
1
2 + D¯ = (Λ¯ + B¯)
1
2 (68)
Theorem 2. For positive definite matrix Λ¯ + B¯, where Λ¯
is the diagonal expansion matrix of Λ and B¯ is the full ex-
pansion matrix of B, both of which have the same partition
vector s,
(Λ¯ + B¯)−
1
2 = Λ¯−
1
2 + D¯ (69)
where D¯ is the full expansion matrix with partition vector s
of
D = S−
1
2
[
(Λ + S
1
2 BS
1
2 )−
1
2 −Λ− 12
]
S−
1
2 (70)
where S = diag(s).
Proof. The theorem can be proved by combining results of
Theorem 1 and Lemma 1. Substituting B in (57) with D in
(37) and substituting Λ in (57) with Λ−1, we get D
=S−
1
2 [(Λ + S
1
2 ((ΛS + SBS)−1 (71)
−(ΛS)−1)S 12 ) 12 −Λ− 12 ]S− 12 (72)
=S−
1
2 [S
1
2 (ΛS + SBS)−1S
1
2 )
1
2 −Λ− 12 ]S− 12 (73)
=S−
1
2 [S
1
2 S−
1
2 (Λ + S
1
2 BS
1
2 )−1S−
1
2 S
1
2 )
1
2 −Λ− 12 ]S− 12
(74)
=S−
1
2
[
(Λ + S
1
2 BS
1
2 )−
1
2 −Λ− 12
]
S−
1
2 (75)
Block Mean Approximation for Efficient Second Order Optimization
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