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Massless and quantized modes of kinks in the phase space of superconducting gaps
Takashi Yanagisawa, Izumi Hase and Yasumoto Tanaka
Electronics and Photonics Research Institute, National Institute of Advanced Industrial Science and Technology,
1-1-1 Umezono, Tsukuba, Ibaraki 305-8568, Japan
We investigated quantized modes of kinks in the phase space of superconducting gaps in a su-
perconductor with multiple gaps. The kink is described by the sine-Gordon model in a two-gap
superconductor and by the double sine-Gordon model in a three-gap superconductor. A fractional-
flux vortex exists at the edge of the kink, and a fractional-flux vortex will be stable in a three-gap
superconductor with time-reversal symmetry breaking. The kink and fractional-flux vortex exhibit
massless modes as a sliding motion. We show further that there are one zero-energy mode (mass-
less mode) and quantized excitation modes in kinks, which are characteristic features of multi-gap
superconductors. The equation of quantized modes for the double sine-Gordon model is solved
numerically. The correction to the ground-state energy is calculated based on the renormalization
theory.
I. INTRODUCTION
The study of multiband superconductors started from
old works by Moskalenko[1], Suhl et al.[2], Peretti[3] and
Kondo[4]. They were regarded as a generalization of the
Bardeen-Cooper-Schrieffer (BCS) theory[5] to a multi-
band superconductor[6]. They are, however, not only
a simple generalization but also contain many interest-
ing and fruitful properties. There appear many interest-
ing properties in multi-component (multi-band) super-
conductors which are not found in a single-band super-
conductor. They are, for example, time-reversal sym-
metry breaking (TRSB)[7–21], the existence of mass-
less modes[22–28], the existence of vortices with frac-
tionally quantized-flux[13, 31–39], unconventional iso-
tope effect[40–42], and a new type of superconductors
called the type-1.5 superconductivity[43–45]. The exis-
tence of fractional quantum-flux vortices has been exam-
ined theoretically and is now an interesting subject. It is
expected to be hard to observe fractional-flux vortices in
real superconductors and there have been several experi-
mental attempts to demonstrate them[46–50]. There are
theoretical and experimental proposals concerning the
stabilization of fractionally quantized flux in a two-band
superconductor[35, 51–53]. Recently, the experimental
observation of fractional vortices in a thin superconduct-
ing bi-layer was reported as a magnetic flux distribution
image taken by a scanning superconducting quantum in-
terference device (SQUID) microscope.[54]. It is impor-
tant to study physical phenomena concerning fractional-
flux vortices.
In a two-band superconductor, a solution of the half-
flux vortex exists. The dynamics of phase difference
ϕ between two gaps is described by the sine-Gordon
model[55–59]:
∇2ϕ− α sinϕ = 0, (1)
where α is a constant proportional to the Josephson cou-
pling constant. We adopt that the phase difference ϕ has
spatial dependence only in one direction x. We have a
kink solution for the boundary condition that ϕ → 0 as
x → −∞ and ϕ → 2pi as x → ∞. We assume that we
have two equivalent bands with the same intraband cou-
pling constants. A half-quantum flux vortex exists at the
edge of the kink[23]. This is shown in Fig.1, where the
phase variables θ1 and θ2 change across the kink from
0 to pi and 0 to −pi, respectively. A net-change of θ1
is 2pi by a counterclockwise encirclement of the vortex,
and that of θ2 vanishes. Here the magnetic field is per-
pendicular to the plane. The phase difference ϕ changes
from 0 to 2pi as going across the kink. The other end of
the kink is at the boundary of a superconductor. Two
half-flux vortices are connected by the kink solution of
the sine-Gordon equation. In a superconductor in three
dimensions, the kink forms a surface (two-dimensional
plane) between two fractional vortices.
Let us discuss a stability of fractional-flux vortices. We
need energy to form the kink between fractional vortices,
where the energy is proportional to the square root of
the Josephson coupling[13]. Since the energy of magnetic
field is proportional to the square of the flux, the total
energy of a pair of half-flux vortices is just half of that of a
vortex with the unit flux. However, in general, the energy
of the kink is larger than that, and thus the pair will be
glued to be a unit-flux vortex[60]. A pair of half-flux and
anti-half-flux vortices will vanish completely because of
the magnetic energy ∝ φ20.
Our discussion is based on the effective action de-
rived from the BCS theory for a multi-component
superconductor[61]. We focus on excitation modes con-
cerning kinks and fractional vortices since the Nambu-
Goldstone and Leggett modes have been studied by many
authors[23–30, 61]. The derived action contains the sec-
ond derivative with respect to time. In this paper we
do not introduce the dissipation term which is the first
derivative term with respect to time[62].
In this paper, we first consider a stability of fractional-
flux vortices in multi-component superconductors. We
argue that fractional-flux vortices indeed can be stabi-
lized in a three-band superconductor with time-reversal
symmetry breaking. Second, we examine excitation
modes of kinks in two- and three-gap superconductors,
and show that there are zero-energy mode and quantized
2excitation modes. Generally, there are zero-energy modes
when there are fractional vortices and kinks. The paper is
organized as follows. In Section II, we discuss a stability
of fractional-flux vortices on a kink in a superconductor
with time-reversal symmetry breaking. In Section III, we
investigate the quantization of a kink solution of the sine-
Gordon model for two- and three-gap superconductors.
We give a summary in the last Section.
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FIG. 1. Half-quantum flux vortex with a kink (line singu-
larity). The phase variables θ1 and θ2 change from (a) 0 to pi
and (b) 0 to −pi across the kink, respectively.
II. KINKS (DEFECTS) AND STATES OF
FRACTIONAL-FLUX VORTICES
In a two-component (two-gap) superconductor, there
may exist a kink that runs from one end of the boundary
to the other end as shown in Fig.2(a). We call this type
of kink the transverse kink in a superconductor. This is
also the case for superconductors with bands more than
two. We write the Josephson potential in the form
V =
∑
i>j
Γij cos(θi − θj), (2)
where θj is the phase of the gap function in the j-th gap
for j = 1, 2, · · · , N (N is the number of gaps) and Γij are
constants. We assume that Γij = Γji. When all the Γij
are negative, the ground state is at θi − θj = 0 mod2pi.
We have a kink that connects two states, for example,
(θ1, θ2, · · · ) = (0, 0, · · · , 0) and (pi,−pi, pi,−pi, · · · ). A
fractional-flux vortex can exist at the edge of the kink
as in the two-band case.
We assume that the kink surface is a plane and the
magnetic field is applied being parallel to the plane.
When the vortex with unit flux φ0 exists just at the plane
(Fig.2(b)), the flux φ0 is separated into two half-flux vor-
tices (Fig.2(c)). The kink will disappear to reduce the
energy of the kink.
Let us turn to examine the time reversal symmetry bro-
ken superconducting state. In a three-band superconduc-
tor, the time reversal symmetry (TRS) is broken when
Γ12Γ23Γ31 > 0. In this case, a fractional vortex has two
kinks because we have two phase-difference modes[13].
When three bands are equivalent, a fractional vortex with
the flux φ0/3 exists with two kinks. It is possible to have
a pair of fractional vortices which is the bound state of
fractional vortices that corresponds to the meson under
the duality transformation between charge and magnetic
flux[13]. The attractive interaction works between two
vortices because the energy of kink is proportional to the
distance between fractional vortices.
A fractional-vortex pair on the kink can be stable in
a superconductor with time reversal symmetry break-
ing. This is shown in Fig.3. Let us consider a three-
band superconductor with equivalent bands and thus the
Josephson potential V has |Γ12| = |Γ23| = |Γ31| with
Γ12Γ23Γ31 > 0. The ground state has a 2pi/3 structure
in this case. We adopt that there is a kink that con-
nects two states with (θ1, θ2, θ3) = (2pi/3, 0,−2pi/3) and
(θ1, θ2, θ3) = (−2pi/3, 0, 2pi/3). Now we put a vortex with
unit flux φ0 on the kink. This vortex will be separated
into two fractional vortices as shown in Fig.3(c) because
the flux energy proportional to (φ0/3)
2+(2φ0/3)
2 is less
that of the unit flux proportional to φ20. The energy of
the kink remains the same after the separation of vor-
tices. The phases of gaps are shown in Fig.3(c). Thus
a pair of vortices can be stabilized in a TRSB supercon-
ductor. This is because the kink structure is not trivial
in the TRSB case compared to that in the TRS case.
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FIG. 2. Kink and vortices on the plane perpendicular to the
magnetic field. (a) A kink from one end to another end in a
two-band superconductor. (b) A unit flux vortex approaching
the kink. (c) The unit flux on the kink is separated into a pair
of half-flux vortices and will disappear.
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FIG. 3. (a) A kink with in a three-band superconduc-
tor with equivalent bands. We assume that the time re-
versal symmetry is broken The phases of gap functions be-
low the kink is Φ1 ≡ (2pi/3, 0,−2pi/3) and above the kink is
Φ2 ≡ (−2pi/3, 0, 2pi/3). Two states with Φ1 and Φ2 are de-
generate with the same energy. (b) A vortex with the unit
flux approaching the kink in (a). (c) The unit-flux vortex
in (b) is separated into two fractional vortices on the kink.
We defined Φ3 ≡ (0,−2pi/3, 2pi/3), Φ4 ≡ (0, 2pi/3,−2pi/3)
and φ1/3 = (2pi/3, 2pi/3, 2pi/3). Note that Φ2 = Φ4 + 2φ1/3
mod2pi. The phases of gaps are shown in the figure.
III. QUANTIZATION OF KINKS
A. Multi-component effective model
We consider the Hamiltonian given by
H =
∑
nσ
∫
drψ†nσ(r)Kn(r)ψnσ(r)
−
∑
nm
gnm
∫
drψ†n↑(r)ψ
†
n↓(r)ψm↓(r)ψm↑(r), (3)
where n and m stands for band indices and Kn(r) in-
dicates Kn(r) = p
2/(2mn) − µ where µ is the chemical
potential and mn is the mass of electrons in the n-th
band.
For a two-band superconductor, the Lagrangian den-
sity concerning phase variables is given by[61]
L = ρ1
4
(∂tθ1)
2 +
ρ2
4
(∂tθ2)
2 − n1
8m1
(∇θ1)2 − n2
8m2
(∇θ2)2
−2γ12∆1∆2 cos(θ1 − θ2), (4)
where θi is the phase of the i-th gap ∆i, ρi is the density
of states in the i-th band, ni is the electron density and
mi indicates the mass of electrons in the i-th band. γ12 is
the Josephson coupling constant given by γ12 = (g
−1)12
for the BCS coupling constants g = (gij). We adopt that
γ12 < 0 and put Ki = ni/(2mi).
We define the phase difference ϕ and the total phase
φ as ϕ = θ1 − θ2 and φ = θ1 + aθ2 where a is a real
constant. We put v0 as
v20 =
K1 +K2
ρ1 + ρ2
. (5)
The Lagrangian is written as
L = K1 +K2
4(a+ 1)2
(
1
v20
(∂tφ)
2 − (∇φ)2
)
+
1
2(a+ 1)2
((aρ1 − ρ2)∂tφ∂tϕ− (aK1 −K2)∇φ∇ · ϕ)
+
1
4(a+ 1)2
(
(a2ρ1 + ρ2)(∂tϕ)
2 − (a2K1 +K2)(∇ϕ)2
)
−2γ12∆1∆2 cos(θ1 − θ2). (6)
Here we set aK1 = K2 and integrate out the field φ to
obtain the effective action Lϕ for ϕ. We have
Lϕ = ρ1ρ2
4(ρ1 + ρ2)
(∂tϕ)
2 − K1K2
4(K1 +K2)
(∇ϕ)2
−2γ12∆1∆2 cos(ϕ)
=
K1K2
4(K1 +K2)
(
1
v2
(∂tϕ)
2 − (∇ϕ)2
)
−2γ12∆1∆2 cos(ϕ)
= A
(
1
2v2
(∂tϕ)
2 − 1
2
(∇ϕ)2 + α cos(ϕ)
)
, (7)
where v is the velocity defined by
v2 =
ρ1 + ρ2
ρ1ρ2
K1K2
K1 +K2
=
(
1
ρ1
+
1
ρ2
)(
1
K1
+
1
K2
)−1
,
(8)
and we put
A =
K1K2
2(K1 +K2)
, (9)
α = −K1 +K2
K1K2
γ12∆1∆2. (10)
We assume that γ12 < 0. The coefficient α has the di-
mension of the inverse of square of the distance.
In the three-gap case, the Lagrangian for the phase
part is given as
L = 1
4
ρ1(∂tθ1)
2 +
1
4
ρ2(∂tθ2)
2 +
1
4
ρ3(∂tθ3)
2
− n1
8m1
(∇θ1)2 − n2
8m2
(∇θ2)2 − n3
8m3
(∇θ3)2
−2γ12∆1∆2 cos(θ1 − θ2)− 2γ23∆2∆3 cos(θ2 − θ3)
−2γ31∆3∆1 cos(θ3 − θ1), (11)
where we assume that γij = γji. We define the total
phase and phase differences as follows.
φ = θ1 + aθ2 + bθ3, (12)
ϕ1 = θ1 − θ2, (13)
ϕ2 = θ2 − θ3. (14)
4We choose a and b as a = K2/K1 and b = K3/K1. We
obtain the effective Lagrangian after integrating out the
total phase φ as
Lϕ = ρ1(ρ2 + ρ3)
4(ρ1 + ρ2 + ρ3)
(∂tϕ1)
2 +
ρ3(ρ1 + ρ2)
4(ρ1 + ρ2 + ρ3)
(∂tϕ2)
2
+
ρ1ρ3
2(ρ1 + ρ2 + ρ3)
∂tϕ1∂tϕ2
− K1(K2 +K3)
4(K1 +K2 +K3)
(∇ϕ1)2 − K3(K1 +K2)
4(K1 +K2 +K3)
(∇ϕ2)2
− K1K3
2(K1 +K2 +K3)
∇ϕ1 · ∇ϕ2
−2γ12∆1∆2 cos(ϕ1)− 2γ23∆2∆3 cos(ϕ2)
−2γ31∆3∆1 cos(ϕ1 + ϕ2). (15)
B. Moduli approximation and mass of a kink and a
monopole
Let us consider the static kink in a two-gap supercon-
ductor and examine the energy functional given by
E[ϕ] = A
∫
ddx
[
1
2
(∇ϕ)2 − α cos(ϕ)
]
. (16)
We consider a two-dimensional superconductor where
there is a one-dimensional kink with variable y being in-
dependent of the other space variable x. The kink satis-
fies the equation
∂2ϕ
∂y2
= α sinϕ. (17)
A one-kink solution is
ϕ = pi + 2 sin−1(tanh(
√
α(y − y0))), (18)
with the boundary condition ϕ → 0 as y → −∞ and
ϕ → 2pi as y → ∞. y0 indicates the position where
the kink exists and take any real value. A set {y0}y0∈R
represents a moduli space of one-kink solution. We here
regard y0 as a variable that depends on time t: y0 = y0(t).
We obtain(
∂ϕ
∂t
)2
= 4α
1
cosh2(
√
α(y − y0))
(
dy0
dt
)2
. (19)
Then the action for y0(t) is given by
Skink[y0] =
∫
dtdxA
1
2v2
(
∂ϕ
∂t
)2
=
∫
dt
4A
v2
√
α
(
dy0
dt
)2
.
(20)
This indicates that the kink motion exhibits a zero-
energy mode (massless mode) with the mass
Mα =
8A
v2
√
αLx =
4K1K2
v2(K1 +K2)
√
αLx, (21)
where Lx is the length of the kink in the x direction.
The kink would move with a constant velocity u: y0(t) =
y0(0) + ut. When two bands are equivalent in a simple
case with K1 = K2 = K = n/2m and ρ1 = ρ2 = ρF , Mα
is given by
Mα = 2ρF
√
αLx, (22)
with
α =
2d
pi2
|γ12|
ρF
1
ξ20
, (23)
where d is the spatial dimension and ξ0 is the coherence
length ξ0 = h¯vF /(pi∆). 1/
√
α indicates the spread of
kink that is proportional to ξ0. In two dimensions, Mα
is proportional to the electron mass m,
Mα =
m
pi
√
αLx. (24)
This massless mode is the sliding motion of kink[63].
A fractional-flux vortex is regarded as a monopole in
a superconductor where the fractional vortex exists at
the end of the kink, for instance, at (x, y) = (x0, 0) and
the other end is at the boundary of superconductor. The
phase of the second gap is represented as
θ2 =
1
2
Im log(x− x0 + iy), (25)
and that of the first gap is θ1 = −θ2+θ where θ is the ro-
tation angle about the point (x0, 0). The gauge field cor-
responding to this phase configuration has a singularity
and represents a monopole in the phase space[23]. The
phase difference is given by ϕ = 2θ1− θ ≡ 0 mod2pi. The
fractional vortex with flux φ0/2 exists at (x, y) = (x0, 0).
Let x0 be dependent on time t: x0 = x0(t). Then we
have (
∂θ1
∂t
)2
=
1
4
y2
((x − x0)2 + y2)2
(
dx0
dt
)2
. (26)
The action for ϕ is given as
Smpole[x0] =
∫
dxdy
A
2v2
(
∂ϕ
∂t
)2
=
1
2
Mmp
(
dx0
dt
)2
,
(27)
where the mass Mmp is given by
Mmp =
pi
2
log
(
Lx
a
)
· ρ1ρ2
ρ1 + ρ2
, (28)
where a is a cutoff. In two spatial dimensions, using
ρi = mi/(2pi), Mmp is proportional to the effective mass
of electron:
Mmp =
m∗
4
log
(
Lx
a
)
, (29)
with m∗ = m1m2/(m1 +m2). A fractional-flux vortex,
namely, the monopole exhibits a massless mode with the
mass proportional to logLx.
5C. Quantization of kink
Let us examine the excitation modes of kinks in two-
gap and three-gap superconductors. The kink solution
has a continuous parameter called a moduli which forms
a space of solution. Since the kink solution is a classical
solution of the equation of motion, there is a zero-energy
mode in the tangent space of the classical solution. We
write the solution of kink as ϕ = ϕ0 + ϕ
(1) where ϕ0
is the kink state given in eq.(18) and ϕ(1) represents a
fluctuation to the classical kink solution. ϕ(1) describes
excitation modes of kink in a two-gap superconductor.
We obtain the energy functional E[ϕ] up to the second
order of ϕ(1). ϕ(1)(x) satisfies the eigenvalue equation
given as (we use x as a variable)(
− ∂
2
∂x2
+ α cosϕ0
)
ϕ(1) = λϕ(1). (30)
Since the eigenvalue is zero or positive, we put λ = ω2
where ω (times A) indicates the excitation energy. The
eigenfunctions and eigenvalues are given by
ϕ
(1)
0 =
1
cosh(
√
αx)
, λ0 = 0, (31)
ϕ
(1)
1 = tanh(
√
αx), λ1 = α, (32)
ϕ(1)q = e
iqx
√
α(q + i tanh(
√
αx)), λq = (q
2 + 1)α,(33)
where we set x0 = 0 for simplicity and q in the third
equation is quantized according to the boundary condi-
tion. We adopt that the system is the box of length L and
we impose the periodic boundary condition at x = −L/2
and L/2:
qnL
√
α+ 2η(qn) = 2npi, (34)
where η(q) is the phase difference when x is large given by
tan η(q) = 1/q. The parameter q is quantized as q = qn
for n = 0, 1, · · · . ϕ(1)0 represents the zero energy mode,
and ϕ
(1)
1 and ϕ
(1)
q are quantized excitation modes.
Let us consider excitation modes of kink in the three-
gap case. We examine the case where two bands 1 and
3 are equivalent and we set γ12 = γ23[23], ∆1 = ∆3 and
K1 = K3. In this case we have ϕ1 = ϕ2 ≡ ϕ. The energy
functional is written as
E[ϕ] =
1
g
∫
ddx
[
1
2
(∇ϕ)2 − α
(
cosϕ+
u
2
cos(2ϕ)
)]
,
(35)
where u = γ13∆1/(γ12∆2) and g = A
−1 given as
1
g
=
K1(K1 + 2K2)
2K1 +K2
. (36)
The parameter α is
α = −4 2K1 +K2
K1(K1 + 2K2)
γ12∆1∆2. (37)
We assume that γ12 < 0 and u > −1/2. We consider a
one-dimensional kink with variable x as before and the
solution is given by
ϕkink = ϕ0 = cos
−1
(
2 sinh2(s(x − x0))
cosh2(s(x− x0)) + 2u
− 1
)
,
(38)
where we put s =
√
α(1 + 2u). When we regard the
parameter x0 as a time-dependent parameter, x0(t) rep-
resents a gapless mode with the mass
Mα = 2ρ
∗
F
√
α(1 + 2u)
(
1 +
1√
2u(1 + 2u)
cosh−1(
√
1 + 2u)
)
Lk,
(39)
where ρ∗F is the effective density of states and Lk is the
length of the kink.
The kink solution is written as ϕ = ϕ0+ϕ
(1) as before
where ϕ(1) represents a correction to the kink state. We
examine the following eigenvalue equation:(
− ∂
2
∂x2
+ α(cosϕ+ 2u cos(2ϕ))
)
ϕ(1)(x) = λϕ(1)(x).
(40)
We change the variable x to z = s(x − x0) to the eigen-
value equation as follows:(
− d
2
dz2
+ 1− 2 + 16u
cosh2 z + 2u
+
16u(1 + 2u)
(cosh2 z + 2u)2
)
ϕ(1)(z) = νϕ(1)(z),
(41)
where ν = λ/s2. The zero-energy mode is easily found
as
ϕ
(1)
0 (x) =
cosh(s(x − x0))
cosh2(s(x− x0)) + 2u
, (42)
with the eigenvalue ν0 = λ0 = 0. It is not easy to ob-
tain an exact expression for excited states with positive
eigenvalues. An approximate solution of the first excited
state for small u and large x is obtained as
ϕ
(1)
1 (z) ≃
sinh(z)
cosh(z)
− 4u sinh(z)
cosh3(z)
. (43)
The eigenvalue is ν1 ≃ 1, namely, λ1 ≃ s2. The third and
higher excited states have continuous spectra when the
system size L is very large. Under the same condition,
ϕ
(1)
q will be approximated as
ϕ(1)q (z) ≃ eiqsx(q + iϕ(1)1 (z)), (44)
with the eigenvalue νq ≃ q2 + 1.
We solve the eigen-equation in eq.(41) numerically by
reducing it to a tridiagonal matrix on a lattice. For u = 0
we have ν = 0, 1 and q2n+1 (n = 0, 1, · · · ), and for u > 0,
ν = 0, ν1 and qn(u)
2+1 (n = 0, 1, · · · ). We found ν1 ≤ 1
for u ≥ 0 and qn(u) is almost independent of u. We here
mention that λ1/α = ν1s
2/α = ν1(1 + 2u) ≥ 1 although
ν1 ≤ 1. We show the zero energy mode as a function of
6x in Fig.4 where ξkink = 1/s is the characteristic length
of kink and is the unit of length. This mode is localized
near x = x0 and its spreading width is about ξkink. The
excitation mode is a spread state. The first and second
excited states are shown in Fig.5 and Fig.6, respectively.
We show eigenvalues νn = λn/s
2 as a function of u in
Fig.7. The first excited state shows strong dependence
on u, and other states, however, are mostly independent
of u. The size dependence of eigenvalues is shown as
a function of 1/L in Fig.8. The eigenvalues of higher
excited modes constitute a continuous spectrum when L
is large.
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FIG. 4. Zero-energy mode as a function of x with x0 = 0 for
u = 0 and 0.5.
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FIG. 5. First excited mode as a function of x with x0 = 0
for u = 0 and 0.5.
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FIG. 6. Second excited mode as a function of x with x0 = 0
for u = 0 and 0.5. PBC and Open indicate the periodic
and open boundary condition, respectively. The second and
higher excited states depend on the boundary condition.
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FIG. 7. Eigenvalues νn = λn/s
2 as a function of u (n =
0, 1, · · · , 9 from the bottom) where ν0 = 0.
D. Energy of Kink
Here let us discuss the energy of kink. The energy of
the solution ϕ0 is given by
E[ϕ0] =
1
g
∫
dx
[
1
2
(
dϕ0
dx
)2
−α
(
cosϕ0 +
u
2
cos(2ϕ0)− 1− u
2
)]
,
(45)
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FIG. 8. Eigenvalues νn = λn/s
2 as a function of 1/L (n =
0, 1, · · · , 9 from the bottom) where ν0 = 0.
where a constant −(1 + u/2) is introduced to subtract
the divergence. This is evaluated as
E[ϕ0] =
1
g
4s
(
1 +
1√
2u(1 + 2u)
cosh−1(
√
1 + 2u)
)
.
(46)
The excitation modes are approximated as a set of har-
monic oscillators. The field ϕ is written as
ϕ = ϕ0(x− x0(t)) +
∑
n
cn(t)ϕ
(1)
n (x− x0(t)), (47)
where we adopt that x0 and the coefficients {cn} are time
dependent. x0(t) and c0(t) give the zero-energy mode.
The Lagrangian for cn with n 6= 0 is given by
L[cn] =
1
2gv2
∑
n
(
c˙2n − v2ω2nc2n
)
, (48)
where we set λn = ω
2
n. The excitation modes are de-
scribed by harmonic oscillators with frequencies vωn.
The corrections to the energy from quantized modes are
written as
Ekink = E[ϕ0] +
(
N1 +
1
2
)
vω1 +
∑
qn
(
Nqn +
1
2
)
vωqn ,
(49)
whereN1 andNqn are integers, and v
2 = (ρ1+ρ2)/(ρ1ρ2)·
K1K2/(K1 +K2) in the two-gap case (u = 0) and
v2 =
2ρ1 + ρ2
ρ1(ρ1 + 2ρ2)
K1(K1 + 2K2)
2K1 +K2
, (50)
in the three-gap case. We put ω1 =
√
λ1 = s
√
ν1 and
ωqn =
√
λqn = s
√
νqn . According to numerical calcula-
tions in Fig.7, νqn is mostly independent of u. Thus, we
use the formula for u = 0: νqn ≃ q2n+1 for n = 0, 1, 2, · · · .
qn is determined from the boundary condition given by
qnLs+ 2η(qn) = 2npi ≡ knL. (51)
Then, Ekink is approximated as
Ekink ≃ E[ϕ0]+
(
N1 +
1
2
)
vs
√
ν1+
∑
qn
(
Nqn +
1
2
)
vs
√
q2n + 1.
(52)
The ground state energy of kink is given as
Ekink,0 ≃ E[ϕ0] + 1
2
vs
√
ν1 +
1
2
∑
qn
vs
√
q2n + 1. (53)
Since the summation with respect to qn diverges, we sub-
tract
√
k2n + s
2 from s
√
q2n + 1. We obtain for large L
1
2
v
∑
kn
(√
(qns)2 + s2 −
√
k2n + s
2
)
=− L
4pi
v
2
L
∫ ∞
−∞
dk
k√
k2 + s2
η(k)
=−vs
pi
− vs
2pi
∫ ∞
−∞
dk
1√
k2 + s2
, (54)
where we used partial integration and η(k) ∼ s/k
for large |k|. The last integral diverges, which is re-
moved by the renormalization of α ∝ s2. In fact,
the same divergence appears from the interaction term
−(α/g) cosϕ. The one-loop contribution is given by[57–
59] (α/g)(〈ϕ2〉/2) cosϕ. This is estimated by using
〈ϕ2〉 =
∫
dωdk
(2pi)2
g
ω2/v2 + k2 + s2
=
gv
4pi
∫ ∞
−∞
dk
1√
k2 + s2
.
(55)
cosϕ is approximated as
〈cosϕ0 − 1〉 = −2
∫ ∞
−∞
dx
1
cosh2(sx)
= −4
s
, (56)
by subtracting 1 form cosϕ0 to regularize the integral.
This gives the same correction as in eq.(54) and is can-
celled by introducing the counter term. For the inter-
action −(α/g)[cosϕ+(u/2) cos(2ϕ)], the contribution to
the ground-state energy is given by evaluating
〈cos(ϕ0) + 2u cos(2ϕ0)− 1− 2u〉
=(1 + 2u)
∫ ∞
−∞
dx
[
− 2 + 16u
cosh2(sx) + 2u
+
16u(1 + 2u)
(cosh2(sx) + 2u)2
]
=
2
s
(1 + 2u)
[
− 4 + 2√
2u(1 + 2u)
cosh−1
√
1 + 2u
]
=−4
s
(1 + 2u) (1 +O(u)) . (57)
Then the ground-state energy of kink is
Ekink,0 ≃ E[ϕ0] +
(
1
2
√
ν1 − 1
pi
)
vs. (58)
8IV. SUMMARY
The observation of fractional-flux vortices in a
layered superconductor indicates that there are in-
deed kinks in the phase space of a multi-component
superconductor[54]. Thus, it is important to investigate
physical properties of kinks in superconductors.
We investigated quantized excitation modes of the kink
in a two-gap and a three-gap superconductor. There are
zero-energy mode (massless mode) and quantized exci-
tation modes with energy gaps proportional to s ∝ √α.
Second and higher excitation modes have almost contin-
uous spectra when the system size L is large. Since α
is proportional to the Josephson coupling, properties of
excitation modes are determined by the Josephson cou-
pling between different gap states. Although the energy
of kink has a divergence, it is regularized by the renor-
malization of coupling constants in the Lagrangian. The
zero-energy mode has a peak at the position of the kink,
which indicates a fluctuation of the amplitude of domain
wall at the position of the kink. We expect that this
mode can be observed by some experimental equipments
such as scanning tunneling spectroscopy.
There are two massless modes so far; one is the mass-
less mode of the kink and the other is that of sliding
motion of the kink. The former is a small oscillation
mode of the kink, which may be called the ripple mode.
A fractional vortex itself also exhibits a massless mode
as a motion of a monopole.
We also examined a stability of fractional-flux vortices
in a multiband superconductor. In a two-band supercon-
ductor, a fractional-flux vortex is unstable because of the
energy cost of kink. Two fractional vortices connected by
a kink are glued to be a vortex with the unit flux. In a real
superconductor, however, fractional-flux vortices may be
stabilized due to some vortex pinning effect and magnetic
interaction between vortices and external magnetic field
outside the superconductor. An interesting possibility of
stable fractional vortices was found in a three-gap super-
conductor with time-reversal symmetry breaking. It was
shown that fractional vortices can exist on the transverse
kink that connects two states with the same energy. The
unit flux is decomposed into two vortices with flux φ0/3
and 2φ0/3 along the transverse kink. This is a vortex
pinning by kinks. The vortex pinning by kinks indicates
a possibility of high critical current of a superconducting
wire.
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