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Abstract— The increasing awareness for a cleaner earth has 
created more interests in the electric vehicle (EV) technology. 
Electric vehicles (EVs) will not only cause a reduction in our 
current greenhouse gas emissions, but also stop or reverse the 
trend at which our natural resources are being depleted. 
However, the introduction of the EVs into our societies will still 
require energy usage in the form of electricity. Integration of 
charging infrastructures will eventually be required in the built 
environment for these vehicles. This will add to the current 
energy consumption in the built environment which will mean 
more emission of CO2, NO2 etc., in the electrical power 
generation process. Therefore, this research looks at reducing 
energy wastage as a way of saving energy for the future 
integration of EVs into the built environment. 
Keywords- Electric Vehicles, Power distibution, Time Domain 
Reflectometry, Non-Intrusive Load Monitoring, Neural Network. 
I. INTRODUCTION 
Transportation plays a very important role in our societies. 
It is the means by which we are able to overcome huge 
distances between us and points of interest on the globe. 
Industries and businesses depend heavily on transportation to 
send and receive products for processing and distribution to 
consumers. However, most current transportation technologies 
or systems are powered by non-renewable energy sources 
which have various adverse effects on environment. Some of 
these effects are greenhouse gas emissions, air and water 
bodies pollution, to mention a few. 
To solve the environmental problems from these non-
renewable energies, current transportation technologies are 
focusing on design and manufacture of electric vehicles (EVs).   
Introduction of EVs will reduce emission of greenhouse gases, 
air pollution, depletion of our natural resources etc. and will 
have a positive impact on our environment as a whole. But the 
introduction of EVs as an eco-friendly means for transportation 
in our societies will still require energy usage in the form of 
electricity. Integration of charging infrastructures will sooner or 
later be required in the built environment for these vehicles. 
This will in turn add to the current energy consumption in the 
built environment hence more emission of CO2, NO2 etc., in 
the electrical power generation process. 
The electric power sector is experiencing a major shift in its 
generation, transmission and distribution system, in an effort to 
reduce CO2 emissions, increase the use of renewable sources 
for a sustainable energy future and conserve precious resources 
by reducing energy consumption.  The distribution system 
particularly plays a role in the built environment as it is an 
enabling product, an intangible necessity used to power our 
systems.  The 2010 Annual Energy Outlook indicates a 14% 
increase in U.S. primary energy consumption from 2008 to 
2035, an average annual growth rate of 0.5%. Further, CO2 
emissions are projected to increase by 0.3% per year for the 
same time frame. This increase is mostly due to the electric 
power and transportation sectors.  According to United States 
Green Building Council (USGBC), the built environment in the 
United States accounts for 72% of electricity consumption, 
39% of energy use, 38% of all CO2 emissions, 40% of raw 
materials use, 30% of waste output (136 million tons annually), 
and 14% of potable water consumption [2].  To reduce 
electricity consumption, energy efficiency programs emphasize 
the use of energy-saving technologies and design practices, 
promoting the adage “Energy saved is energy earned.” A 
reduction of just five percent in global energy use would save 
the equivalent of more than 10 million barrels of oil per day 
and provide enough energy to power Australia, Mexico, and 
the United Kingdom [3]. 
Active research into energy conservation in the built 
environment is focusing on more efficient and sustainable 
systems and energy consumption awareness and behavior 
change.  This behavior change is more prominent in the 
residential sector with Advanced Metering Initiatives and 
Infrastructure (AMI) being developed to empower the user and 
to facilitate the future of the smart grid. Most research activities 
are addressing the energy consumption from a top approach, 
i.e. looking at total consumption to influence behavior.  A 2010 
study by American Council for an Energy-Efficient Economy 
(ACEEE) of 57 energy conservation projects from 1970-2010 
found that feedback devices alone are unlikely to maximize 
energy savings [4].  Hence, there is a need to focus on creative 
and promising methods to encourage energy efficient lifestyles.  
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For example, identification of specific load and location have 
recently emerged to develop smart home/building to conserve 
energy and provide for comfortable living and working 
environment.  
Toward a smart built environment, this research focuses on 
addressing energy needs using a bottom-up approach.  The 
focus will be on consumption and conservation at the electrical 
node, where an electrical node is a point on the electrical 
wiring system at which electrical current is taken to supply 
utilization equipment (load). Investigations are being done to 
develop non-intrusive and novel methods to identify the 
location of each node and the potential of energy saving of the 
connected loads. Information from these investigations will be 
used for modeling, simulation and analysis to enable 
innovations in building information modeling (BIM), energy 
consumption performance and conservation, energy recovery 
using impulse saving behavior at the residential level and 
demand side energy management at the commercial/utility 
level.  
Some emerging technologies [5][6][7], employ a lot of 
hardware additions to existing circuitry to achieve the intended 
goal of this research. The ultimate goal of this research is to be 
able to identify and locate energy consumption points with very 
minimal hardware additions to existing electrical circuitry in 
the built environment. Remote identification of load points or 
location is being investigated through Time Domain 
Reflectometry technology and fault detection threw energy 
prediction or the Model Kw 
Fig.1 shows a block diagram of the proposed addressable 
power distribution and energy management system.  
 
Figure 1: Block diagram of the Proposed Addressable and Energy 
Management System 
 
II.  LOAD LOCATION IDENTIFICATION 
The identification of load locations is being investigated 
through Time Domain Reflectometry (TDR) [9], Power Line 
Communication (PLC) [13], [14] and Energy Harvesting 
[8],[15] with focus on TDR. Time Domain Reflectometry 
(TDR) is used to locate faults in all types of metallic paired 
cables [8]. It is used to locate cabling problems such as sheath 
faults, broken conductors, water damage, loose connectors, 
shorted conductors, smashed cables, crimps, system 
components and a variety of cable faults.  
TDR technology is based on sending shaped pulse 
waveform along the electrical conductor (wire) [9], [10], [11], 
[12].  The wave propagates down the conductor and sends back 
a reflected signal to the TDR source (in the electrical panel) 
when it experiences an impedance change on the conductor. 
The distance from the point of reflection back to the TDR gives 
a unique temporal signature that can be used to determine the 
status of the conductor. This concept is being investigated to 
identify the location of each node along the electrical network 
by continuously sending a unique waveform onto the conductor 
linking all the nodes. Once a node’s characteristic is modified, 
i.e. a load is connected, the location will be identified using the 
corresponding reflected signal back to the TDR. The reflected 
signal will be predefined in a lookup table matching the 
distances of each node from the TDR source in the panel level. 
This method of load location identification will eliminate the 
modification of existing nodes (outlets) in existing homes.  
The propagation of the wave along the conductor depends 
on the Velocity of Propagation (VOP) or Velocity Factor of the 
conductor medium. Where velocity factor (VF) of the 
conductor is the speed at which a wave travels through the 
conductor, relative to the speed of light. In the event that 
reflection occurs, the difference in time measurement of when 
the pulse is sent and reflected back is recorded. This difference 
in time is used with the velocity factor (VF) of the cable to 
determine the distance at which the pulse was reflected back.   
The TDR display will show a rise in reflected signal amplitude 
when impedance change is higher than that of the TDR and 
will in drop signal amplitude when the impedance change is 
lower than that of the TDR.  Points of reflection along the 
conductor will potentially be the various electrical nodes or 
outlets with connected loads.  When an outlet is not in use, 
reflected pulse signal display on TDR apparatus will only show 
a continuous signal without any reflection on the conductor. In 
the event that a particular outlet is in use (change in 
impedance) at any time, the TDR will display the location of 
the node with a reflected signal corresponding to distance of 
the node to the TDR. The TDR technology used on live wires 
is Spread Spectrum Time Domain Reflectometry (SS TDR). 
Fig. 2 shows the proposed model of the addressable power 
distribution system. 
 
Figure 2,   Proposed Model of the Non-Intrusive Load Monitoring 
system. 
A. Time Domain Reflectometry Theory 
The principle of time domain reflectometer is illustrated in 
fig. 3. A pulse signal E଴୧  is sent into the conductor segment 
(Z1), part of the signal is reflected ( E଴୰) back at the boundary 0 
and a transmitted component ( E଴୲  ) propagates into the second 
segment (Z2). 
 
Figure 3, Transmission Line Analogue configuration for TDR. 
The transmission line configuration shown in fig. 3, [7] the 
incident E଴୧  , reflected ܧ଴௥ and transmitted  ܧ଴௧ electric signal at 
the boundary 0 are related by: 
ܧ଴௜ ൅ ܧ଴௥ ൌ ܧ଴௧                                   (1) 
 
                              ாబ
೔
௓భ ൅
ாబೝ
௓భ ൌ
ாబ೟
௓మ                                   (2) 
 
Where Z1, and Z2 are the characteristic impedance of the 
transmission lines 1 and 2 respectively. Combining equations 
(1), (2) and eliminating ܧ଴௧ , 
ܧ଴௥ ൌ ቀ௓మି௓భ௓మା௓భቁ ܧ଴
௜ ,        ܧ଴௥ ൌ Гܧ଴௜ ,                                (3a) 
Where Г is the reflection coefficient.   
  Г ൌ ாబೝாబ೔ ൌ ቀ
௓మି௓భ
௓మା௓భቁ                                (3b) 
Dividing through (1), by ܧ଴௜  
            1 ൅ ாబೝாబ೔ ൌ
ாబ೟
ாబ೔
,                                (4a) 
            1 ൅  Г ൌ ߬                                   (4b) 
Where ߬,  is the transmission coefficient; 
                      ߬=1+Г,     τ ൌ ଶZమZమାZభ                 (4c) 
 
Figure 4, TDR signal on a transmission line. 
Applying equations (3b) and (4b) to a TDR and a 
transmission line shown in fig. 4, where the voltage signal is 
generated by the TDR, 
          ߬଴ଵ ൌ 1 ൅ Гଵ଴                                   (5) 
          Гଵ଴ ൌ ௓భି௓బ௓భା௓బ,                                   (6) 
Where, 
߬଴ଵ  Is the transmitted signal from transmission line 0 to 1. 
Гଵ଴ Is the reflected signal from 1 to 0. 
Z0, Z1 are the characteristic impedance of the TDR and line 
1 respectively. 
Td is the travel time or delay for transmitted and reflected 
signal. Td is dependent on the velocity of propagation (VOP) of 
the conducting medium and is the same for transmission and 
reflection on the transmission line. 
 
Figure 5, TDR - transmission line segment configuration 
Consider the TDR - transmission line configuration shown in 
fig. 5;  
τ଴ଵ is the transmitted signal from point 0-1, travelling to point 
2 with a time delay,  Td =Td1 
τଵ଴ is the transmitted signal from line 1-0 back to TDR with Td 
=0 
Гଵ଴ is the reflected signal from 1 to 0 
Гଵଵ  is the reflected signal about  point 1 back to the 
transmission line 
Гଶ is the reflected signal at point 2, travelling  back to TDR 
with a time delay, Td =Td1 
Z0, Z1, Z2 are the impedance of TDR and the characteristic 
impedance per length at points 1 and 2 respectively. 
 
B. Preliminary Simulations and Results 
Fig. 6 shows a sample simulation setup for the TDR analysis. 
The conductor is a solid coated # 14 AWG of characteristic 
impedance 0.0104 ohm/m and a VOP of 0.84 [18],[19]. 
 
Figure 6, #14 AWG conductor with characteristic impedance of 0.0104 ohm/m 
and VOP of 0.84 (Not drawn to scale). 
Table 1, TDR – configuration data for the setup in fig. 6. 
Node 
Interconnecting 
conductor 
Length/m 
Cumulative 
Length from 
TDR/m 
Total Impedance/ 
Ω 
 
1 6 6 0.0104 x 6 + 20 
2 10 16 0.0104 x 10 + 40 
3 3 19 0.0104 x 3 + 20 
4 3 22 0.0104 x 3 + 10 
Durham School of Architectural Engineering- UNL 
Ω
Since the velocity of propagation is the same for each segment 
(uniform conductor) the ratio of propagation from segment to 
segment will be 1.  Therefore the propagation delay, Td is 
simply given by; 
Tୢ ൌ ଵଶ ൈ ሺlength of segementሻ ൈ
଴.଼ସ
଴.଼ସ                      (7) 
This delay will be measured by the TDR to calculate distance 
from nodes when there is a change in impedance at a node. 
 
Figure 7, Simulink Block diagram of TDR setup in figure 6. 
 
Figure 8, Simulated TDR display of nodes with connected loads. 
 
From the simulated results, it can be seen that, the TDR will 
display a rise in signal amplitude when the change in 
impedance from one segment to the other is high and drops 
when the change is low. The various node locations are shown 
on the graph (fig. 8) as 6, 16, 19 and 22 meters, respectively 
from the TDR location.  
III. LOAD PREDICTION 
Recently, more industry and academic research has been 
focused on controlling energy consumption and improving the 
energy efficiency of the built environment. In the past, different 
application-specific methods have been investigated to 
understand, among other things, how loads affect power 
consumption, power quality, efficiency, reactive power 
compensation, and system planning. The purpose of the load 
prediction aspect of this research is to understand the 
characteristic–load consumption. In this paper, a neural 
network (NN) methodology will be employed to predict 
electrical loads for typical commercial and residential 
applications. The neural network will provide a kilo watt (kW) 
Model. This model employs past trained data and serves as a 
baseline using past trained data to reflect an increase or 
decrease in energy use. The real-time monitored kW will be 
compared to the model kW (baseline). The difference between 
the two should reflect the potential energy savings.  In other 
words, the Model kW will make it easier for engineers to 
define acceptable performance thresholds. The following 
section will introduce NN for Electrical loads in order to enable 
researchers to estimate the energy consumption for a specific 
locale.  Non-intrusive load monitoring (NILM) is considered to 
be one of the earliest approaches to nonintrusive monitoring. 
Engineers could determine the operating schedule of electrical 
loads in the target system from measurements made at a 
centralized location. A similar approach is taken for Echo-
Resonance Load Monitoring (ERLM), Sign-Up Load 
Registration (SULR), and developing a library and taxonomy 
of load signatures [19-25]. The following steps are used to 
define the load state, load type and prediction process: 
• Data acquisition or preprocessing data 
• Data processing  
• Statistical analysis 
• Neural Network Design (Model kW Design) 
• Addressing energy exploitation using load location 
Identification and the created model.  
A. Defining the Load Prediction: 
A real-time power monitoring system was developed for 
data acquisition purposes. A Current and Voltage transducer 
was integrated with the Op amps and microcontroller and 
installed into the panel. Using this power sensor, current and 
voltage waveforms are sampled every 100 micro seconds, these 
samples (digital values) are sent to the computer via a serial 
port using the RS232 protocol. This process is used to measure 
and represent the load characteristics.  A signal processing 
technique and estimation algorithm will be created for signal 
filtering, signal disaggregation, and load recognition.   
Previously, different methods have been used to improve the 
energy efficiency of the system and reduce costs. This 
approach analyzes the energy consumption.  The concept of 
energy modeling for the purposes of this paper is based on load 
monitoring. kW model (Neural Network) will be trained and 
used as a baseline or a reference. The input for the neural 
network will be a historical energy data from an existing test 
home. The output will be estimation for the consumption data 
the following year. Load disaggregation is the next step in the 
prediction process. The next step in the load prediction process 
is load disaggregation. It involves the following: 
• Data acquisition:   
Data acquisition is also called pre-processing.  In this 
method, historical energy data and weather patterns will be 
captured at a fixed sample rate and stored for the next process. 
The energy demand (in kilowatts) will be sampled and stored 
for every fifteen minutes. The weather parameters will be 
generated from the local weather channel.  Readings of both 
data will be collected every minute. The outside air temperature 
(OAT) and outside air relative humidity (ORAH) are two 
parameters will be employed in training neural network model. 
Other forms of data will be hours of the day and holidays. 
Normalization will be applied for all of the previously stored 
parameters.  Table 2, shows a sample stored data. 
 
Table 2:  List of Neural Network Parameters. 
Minutes  Holidays-
Weekend 
OAT ORAH Load(kW) 
1395 1 37.6 72 4176 
1410 1 37.5 73 4185.6 
1425 1 37.8 73 4195.2 
0 0 37.6 73 4185.6 
---- ---- ---- ---- ---- 
---- ---- ---- ---- ---- 
1410 0 44.3 98 3993.6 
1425 0 44.5 98 3993.6 
 
• Data Processing Model:  Because of the massive 
amount of data and the changed characteristic curve 
for the loads, the signal data must be conditioned and 
re-sampled. In summary, a statistical analysis will be 
made and redundant data deleted. 
• Design Neural Network:  The artificial neural network 
(ANN) will be trained and tested using processed data 
from previous steps. This research will be using the 
Multi-layer-Feed forward [26] neural network in the 
design process.   
• Fault detection:  In future studies, the fault mechanism 
will be created along with algorithms that can detect 
the potential energy savings based on a comparison 
between the actual monitored kW and the Model kW. 
Measurements other than the Model kW will be used 
when the load number increases [27]. 
B. Design of the Neural Network 
 
This research focuses on the Multi-Layer Feed Forward 
Network commonly known as the Multi-Layer Perception 
(MLP) Network. It consists of one or more hidden layers with 
computational nodes that are correspondingly called hidden 
neurons. The purpose of the hidden neuron is to increase the 
computation between the input and output core layers in some 
useful manner. The input signal is applied to the neurons in the 
second layer while the output signal of the second layer is used 
as an input for the third layer, and so on for the rest of the 
network. Fig. 9 represents the MLP network topology. 
 
 
Figure 9: Topology of an MLP where R is the Number of Elements in the Input 
Vector, S is the Number of Neurons in the Layers, and Wij are the Weighting 
Factors between the Different Layers. 
The MLP operates in two steps:  Training and testing. Training 
functions minimize the difference between the MLP outputs 
and the desired values of the network.  At the completion of the 
training state the neural weights will be frozen and new input 
data used to create a suitable output [27]. 
 
1) Training  and Testing Patterns of the Neural Network  
 
Using the trial and error method, the training process achieved 
the optimal behavior of the network. The fastest training 
function is trainlm, which is also the default training function 
of the feed forward network. In future research, the 
investigators plan to test other methods such as the quasi-
Newton method and trainbfg. Finally, 2 hidden layers with 
feed forward activity and 20 neurns were chosen.  The basic 
traning data included a sample size of 3100. After achieving 
the optimal training, the network will be tested for load 
prediction accuracy. For the purpose of testing, a 15% or 20% 
deviation out of the load samples was applied to the data 
content (table 2) for a typical residence. The results from the 
calculation were compared with the Percent Relative Error 
(PRE): 
 
      ε୰ሺ%ሻ ൌ ൣ∑ ሺP୲୧ െ P୧ሻଶN୧ୀଵ ൧଴.ହ  (8) 
where N represents the number of samples,  Pti  is the load  
percentage calculated from the ANN model, and  Pi is the  
actual percentage of the load i. Fig. 10 is a graph that gives the 
best performance of the trained network. The mean square 
error is less than 5%, or an acceptable error.  
 
  
    Fig. 10 is a Graph of the Best Performance Validation 
 
 
2) Results of the Neural Network  
 
 The neural network or model will predict the amount of 
energy used in the future. Tests were conducted to determine 
the sizing possibilities for the Model. When combined, the data 
for the relative humidity, temperature, and holidays give better 
results and create a more reliable kW Model. Fig 12 below 
gives a comparison between the predicted and measured data. 
 
 
Figure 12  Deviation of Predicted and Measured Energy data 
 
C.  Addressing Energy Exploitation: 
In future studies, it is hoped that the proposed methods will 
lower energy spending by 15-25% spanning the lifecycle of 
most home electronics. The load location identification method 
can be combined with the kW Model to detect the energy 
saving potential and also locate the source of the savings.  This 
can be accomplished using only minimal additional hardware 
and software.  
 
IV. CONCLUSION 
In this paper, smart home technologies are being introduced 
to conserve energy in the built environment for Electrical 
Vehicles. The identification methods enabled by the TDR and 
Model technologies will reduce the need for hardware 
additions to the existing electrical circuitry in the built 
environment. 
 Preliminary findings from the simulations indicate that a 
sensor technology can be developed with the capacity to 
upgrade the existing electrical systems in the built 
environment. This technology will not only reduce the costs 
associated with upgrading, but will increase the energy 
efficiency in the built environment and eventually reducing 
greenhouse gas emissions CO2, NO2, etc. in the electrical 
power generation process.  
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