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Elliptic stable envelopes and 3d mirror symmetry
Iakov Kononov
In this thesis we discuss various classical problems in enumerative geometry. We
are focused on ideas and methods which can be used explicitly for practical computa-
tions. Our approach is based on studying the limits of elliptic stable envelopes with
shifted equivariant or Kähler variables from elliptic cohomology to K-theory.
We prove that for a variety X we can obtain K-theoretic stable envelopes for the
variety XG of the G-fixed points of X, where G is a cyclic group acting on X preserving
the symplectic form.
We formalize the notion of symplectic duality, also known as 3-dimensional mirror
symmetry. We obtain a factorization theorem about the limit of elliptic stable envelopes
to a wall, which generalizes the result [1]. This approach allows us to extend the action
of quantum groups, quantum Weyl groups [2], R-matrices etc., to actions on the K-
theory of the symplectic dual variety. In the case of X = Hilb(C2, n), our results imply
the conjectures of E.Gorsky and A.Negut from [3].
We propose a new approach to K-theoretic quantum difference equations.
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Geometric representation theory constructs representations of various quantum
groups using geometry. For a Nakajima quiver variety X there are three levels of
cohomology theories, and in each of them certain quantum groups act.
1. Rational level: Equivariant cohomology HT(X) has an action of a Yangian Y (g).
This level of theory has been brilliantly developed in [4], and explicitly for the
instanton moduli space in [5].
2. Trigonometric level: Equivariant K-theory KT(X) has an action of a quantum
group U~(g), see [6].
3. Elliptic level: Equivariant elliptic cohomology ET(X) has an action of an elliptic
quantum group.
The action of the quantum group in each case can be reconstructed from the R-
matrix by taking various matrix elements with respect to auxiliary spaces. The R-
matrix plays a crucial role in the inverse scattering method and the algebraic Bethe
ansatz discovered in [7], and developed in [8]. From geometric point of view, the
R-matrix is the transition matrix between different stable bases for the generalized
cohomology of X.
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Stable envelopes turn out to be useful in many problems. In enumerative geometry
one naturally considers different notions of curve counting such as Gromov-Witten-
theory, Donaldson-Thomas theory and others, see [9]. In the context of representation
theory some of the most interesting moduli spaces are the moduli spaces of quasimaps.
They are both rich enough to capture interesting objects and concrete enough so that
in practice the computations can be done in almost combinatorial terms.
One of the most important functions in enumerative geometry is the one-point
partition function with a nonsingular boundary condition, or the equivariant vertex. It
can be defined straightforwardly as a series in the Kähler parameters, whose coefficients
have an interesting combinatorial meaning. In the case of the Hilbert scheme X =
Hilb(C2), this series is related to the equivariant Donaldson-Thomas vertex, and in
general depends on "3 legs" as an element of KT(Hilb(C2))⊗3. It turns out that when
only 2 out of 3 legs are non-trivial, there is a beautiful closed formula for the vertex,
see [10].
Another, more powerful, approach is to describe the equivariant vertex completely
by identifying the difference equations it satisfies. There are two main types of K-
theoretic difference operators: those shifting equivariant and those shifting Kähler
variables. They both can be defined as certain two-point correlation functions. It
turns out that our results about elliptic stable envelopes can be used to give a geometric
construction of quantum difference equations, as we show in joint work with Andrey
Smirnov [11, 12].
The results proven in this dissertation are mathematical applications of 3d mirror
symmetry, which is an important feature of N = 4 three-dimensional supersymmetric
quantum field theories. The 3d mirror symmetry for a 3d theory assigns a "mirror"
theory which has the same correlation functions. One could say that the dual theories
are the two "languages" to describe the same physics.





Figure 1: The vertex function Vertex(λ1, λ2, λ3) can be computed by summation of
weights for 3-dimensional infinite Young diagrams with asymptotic boundary condi-
tions λ1, λ2, λ3
vacua, and mathematically is governed by moduli spaces of maps to certain singular
symplectic varieties. In this approximation, 3dmirror symmetry relates the correspond-
ing moduli spaces of vacua. We expect that the enumerative and topological invariants
of the 3d dual varieties are related in a nontrivial nonperturbative way. In chapter 2
we study consequences of this duality at the level of equivariant elliptic cohomology
and K-theory.
In chapter 3 we give an introduction to quantum difference equations and shift op-
erators, and outline how the results from chapter 2 can be used for the geometric con-
struction of quantum difference equations. These ideas were originated by A.Okounkov
in [13] and have continued to be developed by A.Smirnov and the author. We hope
they will be published soon.
In chapter 4 we give explicit examples of the computation of elliptic stable envelopes,
their factorization, quantum difference equations and shift operators.
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0.2 Notation on spaces and characters
For an algebraic torus T over C we will use the character and cocharacter lattices
cochar(T) = Hom(C×,T) ⊂ Lie R(T),
char(T) = Hom(T,C×) ⊂ Lie R(T)∨
We denote the canonical pairing between characters and cocharacters by 〈−,−〉:
Hom(C×,T)⊗ Hom(T,C×)→ Hom(C×,C×) ∼= Z.
Let V be a representation of some group G. The dual representation will be denoted





which is a G-representation with the character









Sometimes S• is called the plethystic exponential. It satisfies the relation
S•(V1 ⊕ V2) = S•V1 ⊗ S•V2,









We will also use a symmetrized version of the wedge power
â(V ) = (−1)dimV (detV )−1/2
∧•
V,

























for the classical odd theta-function ϑ(x). This notation should not be confused with
the value of the theta function at the point
∑
miwi, since we use only multiplicative
conventions on elliptic curves and theta-functions.
In the discussion of limits q → 0 of elliptic cohomology classes, we will get expres-





and a cocharacter w ∈ cochar(T) define






Symplectic resolutions can be viewed as "Lie algebras of the 21st century". A
symplectic resolution is a smooth algebraic symplectic variety (X, ω) such that the map
X→ X0 = SpecH0(OX)
is projective and birational. It is called equivariant if there is a torus T action on X that
scales the symplectic form ω with a character, which is denoted by ~, and contracts X0
to a point. Given X0, the resolution is controlled by a choice of a cohomology class
θ = [ω] ∈ H2(X,R).
Let A = ker ~ be the subtorus preserving the symplectic form. In enumerative geometry,
we usually count curves with respect to their topological class, i.e. degree in H2. It is
natural to consider the Kähler torus
K = Pic(X)⊗ C× = H2(X,C×).
For brevity, we refer to coordinates in A and K as equivariant and Kähler parameters
respectively. It is natural to think of θ as an element
θ ∈ Lie R(K).
A polarization of X is a choice of a virtual square root of the tangent bundle, that
is a K-theoretic class T 1/2X ∈ KT(X) such that






The opposite polarization is defined as
T 1/2oppX = TX− T 1/2X.
If the variety can be represented as X = T ∗M for some variety M , there is a natural
polarization by the base T 1/2X = TM directions.
For simplicity we will assume that the A-fixed points in X are isolated. The normal
weights to fixed points are called equivariant roots. They partition Lie R(A) into finitely
many equivariant chambers.
Choose a chamber C ⊂ Lie (A), and pick σ ∈ C. The attracting set of a point
p ∈ XA is defined as
Attrσ(p) = {x ∈ X : lim
t→∞
eσtx = p}.
Near p, the set Attrσ(p) is a smooth Lagrangian subvariety.
Let Attrfσ(p) be the full attracting set – the smallest closed subset of X containing
p and closed under taking Attrσ. It defines a partial ordering on fixed points by
p1 > p2 ⇐⇒ p2 ∈ Attrfσ(p1),
which depends only on the chamber C, and does not depend on the particular choice
of σ within it.
For a fixed point p ∈ XA define its index to be the positive part of the polarization




Each fixed point p defines a map
χp(−,−) : cochar(A)× cochar(K)→ Z.
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A cocharacter w of K corresponds to a line bundle Lw, which has some weight λ. The
pairing is defined via
χp(ν,w) = 〈ν, λ 〉.
We extend this pairing to real cocharacters and get a map
χp : Lie R(A)× Lie R(K)→ R.
0.4 K-theoretic stable envelopes
K-theoretic stable envelopes for X are improved versions of the classes of attracting
subvarieties Attrσ(p), motivated by Schubert cells for various Grassmannians and flag
varieties. They depend on a choice of an equivariant chamber C, a generic fractional
line bundle w ∈ Pic(X) ⊗ R (called the slope) and a polarization T 1/2. The stable
envelope is a correspondence
StabX,KC,w ∈ K(X
A × X)
Restricting the first argument to a class of a fixed point p ∈ XA, we obtain a class in
K(X) which is called the stable envelope of p and is denoted StabX,KC,w (p).
The stable envelope is characterized by the following properties:
1. supp Stab ⊂ Attrf , which means that the matrix of the correspondence is upper-
triangular with respect to the ordering defined by C.
2. Near the diagonal,












The prefactor here is included here for the following reason. After multiplication
by
√
detN−p we get a symmetrized product â(N−p ) instead of
∧•(N−p ), which





cluded to ensure Stab does not involve half-integral characters of A (but involves
√








3. For p2 < p1:
degA Stab
X,K
C,w (p1)|p2 + χp1(−,w) ⊂ degA Stab
X,K
C,w (p2)|×p2 + χp2(−,w)
The third condition means that the Newton polygon for the A-character of the off-
diagonal components of Stab should be contained in the corresponding diagonal com-
ponent after a certain shift by a fractional character given by the slope.
0.5 Equivariant elliptic cohomology
For a smooth algebraic variety X with an action of an algebraic torus T, let EllT(X)
be the T-equivariant elliptic cohomology scheme. It is a scheme over
EllT(pt) = T/q
cochar(T) ∼= EdimT,
where E = C×/qZ is an elliptic curve.
Elliptic cohomology classes are sections of various line bundles over EllT(X). The
elliptic case is slightly different from the ordinary equivariant cohomology and K-theory,
where we would have affine schemes, and thus the classes are functions on them.
There are several natural ways to obtain elliptic cohomology classes. A vector
9
bundle V over X produces a section of a line bundle
ϑ(V )→ EllT(X),
giving a homomorphism
ϑ : KT(X)→ Pic(EllT(X))
called the equivariant Thom class. Sometimes, where it can not cause confusion, we
will use the same notations for line bundles and their sections.
In order to introduce Kähler variables, and consier them on equal footing with
equivariant variables, we will use the extended elliptic cohomology scheme
ET(X) = EllT(X)× EPic(X),
where
EPic(X) = Pic(X)⊗ E
for the same family of elliptic curves E = C×/qZ.
0.5.1
There is a natural Poincaré bundle U over the extended elliptic cohomology scheme.
The Chern class is a map
c : PicT(X)→Maps(EllT(X)→ E).
which can be viewed as
c̃ : EllT(X)→ E∨PicT(X).
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The bundle U is the pullback of the tautological bundle (see 1.2.1) under the map





We will be focused on varieties with isolated fixed points. An elliptic cohomology
class is uniquely defined by its restrictions to fixed points which are sections of bundles
over the base variety ET(X). The equivariant coordinates we denote by a and the
Kähler coordinates by z for simplicity.
In simple English, if the coordinate zi corresponds to a line bundle Li, the fixed






where λi is the weight of the bundle Li at the fixed point.
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Chapter 1: Elliptic stable envelopes
1.1 Elliptic curves and theta-functions
Consider an elliptic curve
E = C×/qZ, q ∈ C×.
We will use a multiplicative coordinate x on C×. The classical odd Jacobi theta-function
is defined as








Because of the regularization, theta-function is not a function on E, but a holomorphic
section of a line bundle of degree 1, with a unique simple zero at x = 1. In other
words, the theta-function is a section of a trivial bundle over C× with automorphy
factors (quasiperiods) corresponding to the difference equation
ϑ(qx) = − 1√
qx
ϑ(x).
Iterating it, we get
ϑ(qnx) = (−1)nx−nq−n2/2ϑ(x).
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Note that, strictly speaking, ϑ(x) is a double-valued section, since
ϑ(e2πix) = −ϑ(x).











For example, consider the limit
lim
q→0
ϑ(xqw), w ∈ R.
In the expansion 1.1.1, for integer w, two terms with n = −w − 1 and n = −w will be




(−1)bwc+1qq(w)x−bwc−1/2, w 6∈ Z,

















δ(w − n) = 0.







z−bwc−1/2, w 6∈ Z
z−w−1/2 · 1−az
1−a , w ∈ Z.
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There is a wonderful book on theta-functions [14]. Up to some function of q, our
theta-function is equal to ϑ11(z|τ), where
z = e2πiz, q = e2πiτ .
1.2 Line bundles over abelian varieties
Fix an elliptic curve
E = C×/qZ
and consider line bundles over the abelian variety
A = Ea1 × ...× Ean .
In other words, we have an algebraic torus
A ∼= (C×)n
with multiplicative coordinates a1, ..., an and the abelian variety can be regarded as
A = A/qcochar(A)
The set Pic(A ) of line bundles over A is a disconnected algebraic variety, and let
Pic0(A ) be its connected component containing the trivial bundle O → A . There is
an exact sequence
0→ Pic0(A )→ Pic(A )→ NS(A )→ 0,
and NS(A ) is called the Néron-Severi group. We would like to describe elements of
NS(A ) explicitly.
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1.2.1 Tautological line bundle
The set Pic0(A ) is known to be the dual abelian variety to A . Let A∨ be the dual
torus with coordinates {zi} dual to {ai}. On the product
A ×A ∨ = A/qcochar(A) × A∨/qcochar(A∨)





such that points (z1, ..., zn) bijectively parametrize all line bundles in Pic0(A ).
1.2.2
On the set of sections there is a natural action of the group of cocharacters:
s(a1, ..., an)→ s(a1qw1 , ..., anqwn), wi ∈ Z.

















The exponent of q encodes the class of the bundle in NS(A ) and is called the degree.
It is a quadratic function on the cocharacter lattice:
deg s ∈ S2char(A) : cochar(A)→ Z,











over Ea × Ez. Its degree is
deg s = −(2a+ z)2 − a2 + (2a)2 + (a+ z)2 = −2az,
which is the same as for the Poincaré bundle
θ(az)
θ(a)θ(z)
The following proposition is straightforward from 1.2.1.





For integer w we can take α = −〈deg s,w ⊗ w 〉; for other w the expression is more
complicated involving floor functions.
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1.3 Limit from elliptic cohomology to K-theory
In the limit q → 0, the elliptic curve E = C×/qZ degenerates to C×, and sections
of line bundles over E to certain multi-valued functions on C×; for example
ϑ(x)→ â(x) = x1/2 − x−1/2.
Equivariant elliptic cohomology classes, which are sections of line bundles over EllT(X),
degenerate to sections of line bundles over KT(X), which are double-valued functions.
After restricting to fixed points, they become Laurent polynomials with, possibly, half-
integer exponents.
We will be focused on varieties with isolated fixed points, where the computations
can be done by localization. For each point we take the limit of the corresponding
restriction of an elliptic class.
1.4 Balanced sections
Recall the abelian variety is
A = A/qcochar(A).
We say that a section s(a) is balanced (in variables a) if for any fractional cocharacter
w ∈ cochar(A)⊗ R in the limit q → 0, the section s(aqw) has constant asymptotics:
s(aqw) ∼ O(q0).
A necessary condition for being balanced is that its degree is linear. However, it is
not sufficient, since it guarantees the constant asymptotics property only for integral
cocharacters. A section of degree 0 is called numerically balanced.
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Example 1.4.1 The section
ϑ(a1a2)
ϑ(a1)ϑ(a2)
is not balanced over Ea1 × Ea2, but for any fixed a2 it is balanced over Ea1, and vice
versa.










The graph of the function 4q(w) − q(2w) is shown on the picture. We see that for all
w
4q(w)− q(2w)
−2 −1 1 20
−1
2
Figure 1.1: The graph of the function 4q(w) − q(2w) showing the order if s(aqw) at
q → 0.
w 6∈ Z the limit is divergent. This is an example of a section which is numerically
balanced but not balanced.
There is a simple description of balanced sections.








The right hand side means an expression which can be written as a polynomial of
ϑ(aλc)
ϑ(aλc)
for all characters λ ∈ char(A) and c, c not depending on A.





We can assume it is the section of the smallest number of factors, which cannot be repre-
sented as in the proposition. It follows that there exists a cocharacter w ∈ cochar(A)⊗Q
so that the asymptotics for w ± ε are different. Indeed, let λ1 be the weight in 1.4.1
such that other integer multiples {nλ1 : n ∈ Z} are not present. Then there we can
choose w such that 〈λ1,w 〉 ∈ Z, and all others 〈λi,w 〉 6∈ Z. 
1.5 Limits
Now assume that we have two groups of variables, which means that the abelian
variety is
A = A/qcochar(A) × K/qcochar(K).
for tori A and K. Coordinates on A are denoted by a and they will later be equivariant
variables. Coordinates on K, denoted by z, will be Kähler variables later.
Automorphy factors of each section s(a, z) define a pairing
χ : cochar(A)× cochar(K)→ Z,
such that
s(aqw, z) = qFaFzχ(w,−)s(a, z)
19
and
z(a, zqv) = qFzFaχ(−,v)s(a, z)
for any (integer!) cocharacters w ∈ cochar(A), v ∈ cochar(K).
If the section s(a, z) is numerically balanced over Ea and Ez, we do not have mono-
mial factors with F.
The pairing χ(−,−) can be recovered from the cross-part of the degree:
deg s ⊂ S2 (char(A)⊕ char(K))→ char(A)⊗ char(K).
We are interested is the limit when q → 0 after a shift of a by a fractional cocharacter.
w ∈ cochar(A)⊗ R ∼= Lie R(A)
The following proposition is straightforward:








qαs(aqw, z) ∈ C(a1/2, z1/2).
Let us discuss the behavior of the limit as a function of z, when z goes to any
infinity of K. We have to restrict ourselves to the sections of a very special kind, which
will suffice for our applications.
Proposition 1.5.2 Let the section s(a, z) be balanced over Ea and over Ez, and sup-










for some characters λi ∈ char(A), µi ∈ char(K). Let w ∈ cochar(A) ⊗ R, v ∈










The limit z → 0 means that z goes to any infinity of the torus K.
Proof: Let us prove the statement about the z-limit. It is enough to prove the





For integral shifts w the statement is clear. For non-integer w, a simple computation
shows that




The twist by z−χ(w,−) is just multiplication by zw. The resulting function is bounded
for z → 0 and z →∞, since
−1
2


















Twisting each factor i-th by zµi〈λi,µi 〉, we reduce to the case already considered.

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Remark 1.5.3 The bounding of the z-degree in the proof is similar to the window
condition in the K-theoretic stable envelope. This observation will be developed in the
context of 3d mirror symmetry, where z plays a role of an equivariant parameter for
the dual variety.
Proposition 1.5.4 Let V be a representation of A, and V1, V2 be a two polarizations
of V , that is, subrepresentations such that
V1 ⊕ ~−1V ∨1 = V,





is balanced in A.
Proof: Consider the virtual character
W = V1 	 V2 ∈ KA(pt),
so that
W + ~−1W∨ = 0.









for some characters wi ∈ char(A). Then
ϑ(V1)
ϑ(V2)




which is balanced. 
1.6 Resonances
Let s(a, z) be a section balanced in a. A point w ∈ Lie R(A) is called a resonance
of the function s(a, z) if the following limit is a non-constant function of a:
lim
q→0
s(aqw, z) 6∈ C(z1/2).
For a collection of sections si(a, z) balanced in a we denote by Res ({si(a, z)}) the union
of resonances of all functions in the collection.
Let Λ∨ ⊂ char(A) ⊂ Lie R(A)∨ be the sublattice generated by A-characters appear-
ing in any si(a, z). It is a free lattice, and let Λ ⊂ cochar(A) ⊂ Lie R(A) be the dual
lattice.
The following proposition is clear.
Proposition 1.6.1 The set Res({si(a, z)} is a Λ-periodic arrangement of hyperplanes
in Lie R(A).
Explicitly, it is a subarrangement of the set
〈λ,w 〉 ∈ Z
for all characters λ ∈ char(A) appearing in {si(a, z)}.
In what follows, resonances with respect to equivariant variables will be called
resonances, and resonances with respect to Kähler variables will be called walls.
1.7 Elliptic stable envelopes
Elliptic stable envelopes were defined by A.Okounkov and M.Aganagic in [1]. They
can be viewed as analytic continuation of the K-theoretic stable envelopes for complex
23
slopes.
Elliptic stable envelopes StabXC,T 1/2 are defined using the same data as K-theoretic
stable envelopes, except the slope. They are maps of line bundles over the extended
elliptic cohomology scheme
Θ(T 1/2XA)⊗U ′ → Θ(T 1/2X)⊗U .
satisfying the following two conditions:
1. The support is triangular with respect to C.
2. Near the diagonal they "look like" the classes of the attracting subvarieties:
StabXC,T 1/2(p)|p = ϑ(N<0).
Here U is the universal bundle defined in 0.5.2 for X, and U ′ is the universal bundle
for XA with a shift of Kähler parameters. Since XA is the union of isolated fixed points,
it is just a shift of z by certain power of ~ at each point. The shift is uniquely fixed by





for a fixed point p.
The elliptic stable envelopes are always unique, but their existence is proven in [1]
only for Nakajima quiver varieties. However, later they have been constructed in a
very high generality, see [15, 16].
24
1.8 Infinitesimal slopes
The walls of X are defined in 1.11, and they partition Lie R(K) into Kähler chambers.
Certain chambers in Lie R(K) are very important from many perspectives: the quantum
difference equations, Bethe ansatz, abelianization techniques, shuffle algebras.
Let U0 ⊂ H2(X,R) be an infinitesimal neighborhood of 0, and Walls0(X) ⊂ Walls(X)




and we denote by D+(X),D−(X) the chambers of ample and anti-ample bundles re-
spectively. Let D be any chamber in U0 \Walls0(X).
1.9 G-fixed subvarieties
Let G = νw = 〈e2πiw〉 ⊂ A be a finite cyclic subgroup. The subvariety XG ⊂ X
of G-fixed points has the same set of A-fixed points as X. An equivariant chamber
C ⊂ Lie R(A) defines the equivariant chamber for XG, which we denote by the same
symbol.
We have a canonical map
Pic(X)→ Pic(XG),
and thus a Kähler chamber D for X defines a chamber for XG. Note that not any
chamber of XG can be obtained this way.
The polarization for XG is defined as the G-fixed part T 1/2,G of the polarization
T 1/2 of X.
It turns out that K-theoretic stable envelopes of infinitesimal slopes for XG can be
obtained from elliptic stable envelopes for X in a beautiful way. For this, we need to
discuss equivariant limits of elliptic stable envelopes.
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1.10 Equivariant limits of elliptic stable envelopes





is equal to the K-theoretic stable envelope for the slope w ∈ Pic(X)⊗ R. In this case,
the stable envelopes are balanced in z, so that the limit is well defined.
We need to consider limits with shifts of the equivariant parameters. The stable
envelopes are not balanced with respect to the equivariant parameters. However, if we









The formula for stab(p) is to be understood in the following sense: if we get a trivial
weight in the numerator or the denominator, we should remove the corresponding factor
(note that this does not change the quasiperiods).
Proposition 1.10.1 The classes stab(p) are balanced in equivariant variables.
Proof: From the definition of the stable envelopes, it is clear that stab(p) is a class of
degree 0. For hypertoric varieties, it follows from the explicit construction that stab(p)
is balanced. The stable envelopes for the Nakajima quiver varieties can be constructed
from the stable envelopes for the hypertoric varieties using the abelianization procedure
[1], and thus by uniqueness they are balanced. 
After we divided by ϑ(T 1/2), we no longer get an integral elliptic class. Luckily, the
denominator is very simple and can be controlled in the limit.
Theorem 1.10.2 Consider the following class:
S =
∧•
(T 1/2,G)∨ · stab(p)|a→aqw
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= ±~−bindp·wc−rk indp/2+rk indGp /2 · StabXG,C,T 1/2,G
Here the left hand side gives an element of KT(X), and the right hand side is an element
of KT(XG) which we identify using the restriction
KT(X)→ KT(XG).
The z-limit is taken for any infinitesimal Kähler chamber, and we get K-theoretic stable
envelopes for XG for the corresponding infinitesimal chamber.
Before we prove the theorem, let us figure out what we get near the diagonal. Let
us start with a limit without a shift. Diagonal components of elliptic stable envelopes
are
Stab(p)|p = ϑ(N−p )







































up to a monomial prefactor. Indeed, in the symptotics, the factors with integer shifts

























































â(~ · indGp )
â(indGp )


























So, we proved that on the diagonal we get the correct values.
Let us now proceed to the proof of Theorem 1.10.2.
Proof: (of Theorem 1.10.2)
We see that S is an integral K-theoretic class. The K-theoretic support condition
for XG follows from the support condition for X since, the ordering of the fixed points
is the same.
The last thing to check is the Newton polytope inclusion of the off-diagonal com-



















+ infinitesimal shift (1.10.2)
The infinitesimal shift is given by the chamber D. Originally, they were shifting z,
and then taking the limit in q, but for infinitesimal slopes w it is possible to take the
limit without a shift, and then take the limit with respect to z, since zqw is "slowly
changing" when q → 0.

For computational purposes, it is convenient to reformulate the theorem as follows.











be the matrix of K-theoretic stable envelopes of XG with the similar normalization.
Then the theorem 1.10.2 can be reformulated as:









Z−1 = HA(a, ~)H−1
where Z is the diagonal matrix
Z = diag(zχp(w,−))|p∈XA ,







mp(w) = 〈detT 1/2p ,w 〉 − bN−p · wc+
rk indp − rk indGp
2
.
1.11 Resonances of elliptic stable envelopes
As an application of 1.10.2, we get a simple geometric description of the resonances
of elliptic stable envelopes.
For an element w ∈ Lie R(A) consider the cyclic subgroup G = 〈e2πiw〉. For generic
w the G-fixed subvariety is equal to XA. Let us denote
Res(X) = {w ∈ Lie R(A) : XG 6= XA}.
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We call Res(X) ⊂ Lie R(A) resonances. Earlier we defined resonances of a collection of
functions. The connection between them is given by the following proposition.
Proposition 1.11.1 The following three hyperplane arrangements in Lie R(A) coin-
cide:
1. S1 = Res(X)
2. S2 = Res({T̃pr(a, z)}p,r∈XA)
3. S3 = {w ∈ Lie R(A) : 〈α,w 〉 ∈ Z, α ∈ charA(TpX), p ∈ XA)}.
Proof: See [11]. 






Unfortunately, the walls do not have such a simple description in terms of the geometry
of X, but they do have a description in terms of the symplectic dual variety X!, see 2.3.
1.12 Application: Hilbert scheme
For an introduction to Nakajima quiver varieties and the Hilbert scheme of n points
on C2, see chapter 4. Set-theoretically, the variety Hilb(C2, n) is the set of ideals
I ⊂ C[x, y] of codimension n. There is an action of two-dimensional torus T = (C×)2t1t2
via
x 7→ t−11 x, y 7→ t−12 y.
The torus T has a factorization
T = Aa × C×~ , t1 = a
√




The fixed points correspond to monomial ideals, and can be identified with Young
diagrams with n boxes as illustrated in Figure 1.2.





Figure 1.2: A fixed points of Hilb(C2). The diagram corresponds to the ideal generated
by x5, x3y, x2y2, xy4, y5.
Let us describe the equivariant roots of the Hilbert scheme. For a Young diagram













where a(), l() are the arm and leg lengths of the box, and the hook length is defined
as
hook() = a() + 1 + l().





Thus, if we identify Lie R(K) ∼= R the equivariant roots are
{a
b
∈ Q : |b| < n
}
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For these values for w, the limit lim
q→0
T̃λµ(aq
w, z) is nontrivial and is conjugate to the
stable envelopes for the νb-fixed subvariety for the cyclic subgroup
νb = {wk, k = 0, ..., b− 1} ⊂ A ∼= C×.
The νb-fixed subvariety of X corresponds to the cyclic quiver with b vertices shown
in Figure 1.3. Indeed: on the space associated with the vertex, there should be a









Figure 1.3: The cyclic quiver with b vertices of dimensions n0, ..., nb−1 and 1-dimensional
framing.
For the Hilbert scheme there are two infinitesimal slopes D+ and D−. The K-
theoretic stable envelopes for these slopes are the same (surprisingly, there is no transi-
tion at 0). The slopes D± correspond to two distinguished infinitesimal slopes for Xνb ,
and there is non-trivial transition between them. Let K±(a, ~) be the corresponding
K-theoretic stable envelopes for Xνb , normalized as in 1.10.3. Then our result 1.10.4
in this particular case implies the following theorem:
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Z−1 = HK̃−(a, ~)H−1,
where Z, H are certain diagonal matrices in z and ~, respectively (in the fixed point
bases).
However, there are more walls passing through 0 for Xνb .
According to [19], on the K-theory of the Hilbert scheme X = Hilb(C2), there is an
action of the quantum toroidal algebra U~(
̂̂
gl1), also known as the Ding-Iohara-Miki
algebra. On the K-theory of Xνb there is an action of the algebra U~(
̂̂
glb), and there
is a beautiful interplay between them for different b. The results of the next chapter
can be viewed as an attempt to understand this deep phenomenon in a more general
framework.
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Chapter 2: 3d Mirror Symmetry
2.1 Data of 3d mirror symmetry
Suppose we have two symplectic resolutions of singularities X and X!. The geometric




equivariant torus A A!
Kähler torus K K!
weight of the symplectic form ~ ~!
stability parameter θ θ!
polarization TX,1/2 TX!,1/2
Additional data:
Equivariant chamber σ σ!
Elliptic stable envelopes StabXσ Stab
X!
σ!
Quantum difference operators MX(a, z) MX!(a, z)
Shift operators SX(a, z) SX!(a, z)
Figure 2.1: Attributes of symplectic dual varieties X and X!.
After we choose this data, we do not have freedom to choose equivariant chambers.
They are canonically constructed from θ and θ!.
For simplicity, we assume that the sets of fixed points of both varieties are finite:
|XA|, |(X!)A!| <∞.
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2.2 Definition of 3d mirror symmetry
The varieties X and X! are said to be dual with respect to 3d mirror symmetry if
the following three conditions are satisfied.
1. There are isomorphisms
κ : A→ K!, K→ A!, C×~ → C
×
~! .
In other words, 3d mirror symmetry exchanges equivariant and Kähler parame-
ters.
Under these isomorphism, we can construct canonical elements in the equiv-
ariant Lie algebras, corresponding to stability parameters:
σ = (dκ)−1(θ!) ∈ Lie R(A), σ! = (dκ)(θ) ∈ Lie R(A!).
The cocharacters σ, σ! define decompositions of tangent spaces as fixed points into
attracting and repelling subspaces. As usual, we define attracting subsets and
orderings on the sets of fixed points for X, X!. At least, in the case of Nakajima




associated with (X, σ, TX,1/2) and (X!, σ!, TX!,1/2), but we expect that they can be
constructed in higher generality (for example, bow varieties [20]).
2. There is a bijection between the sets of fixed points
XA → (X!)A! , p→ p!,
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which reverses the partial ordering.
Before we formulate the third condition, let us introduce a different normalization














is the product of T !-characters of the tangent space of X! at p! which have negative








Note that each of StabX and StabX
!
requires knowing of geometry of both va-
rieties X and X!. This definition is motivated by the observation that is makes










= ϑ(N−p ) · ϑ(N−p! ).
The third condition for the 3d mirror symmetry is that the elliptic stable en-
velopes glue not only on the diagonal, but globally to an elliptic class on X× X!.
This next axiom is the most important and has been studied in [21, 22]›
3. There exists a bundle M over EllT×T!X× X! and a section m such that















and similarly T̃X!pr so that
T̃pp = 1, T̃
X!
pp = 1.





which means that elliptic stable envelopes for X and X! coincide after identification by
κ which exchanges equivariant and Kähler variables. Now it is clear why we require
that the bijection ·! reverses the orderings of fixed points: T̃Xpr can be nonzero only for
p > r, while T̃X!
r!p!
only for r! > p!.
Note that the matrix elements T̃Xpr are balanced over a as well as over z, which allows
us consider various limits with shifts of a and z on equal footing. From the definition
of elliptic stable envelopes, it follows that for any v ∈ cochar(K) and w ∈ cochar(A)
we have
T̃Xpr(a, zq
v) = aχp(−,v)−χr(−,v)TXpr(z, a)
T̃Xpr(aq
w, z) = zχp(w,−)−χr(w,−)TXpr(z, a)
In other words, shifting z by an integral cocharacter corresponds to a conjugation by a
diagonal matrix depending on a related to the classical multiplication by a line bundle.
Shift of a by an integral cocharacter corresponds to a conjugation by a diagonal matrix
depending on z, which is related to the classical multiplication for the dual variety.
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2.3 Duality of walls and resonances
For elliptic stable envelopes, non-trivial limits depending both on equivariant and
Kähler parameters appear if either the equivariant parameters are shifted by the ele-
ments on the resonant locus, or the Kähler parameters are shifted by the elements on
the walls. We have the following duality between them
Proposition 2.3.1 Under the isomorphism κ, 3d mirror symmetry switches the reso-
nances with the walls:
Res(X) = Walls(X!), Res(X!) = Walls(X).
Note that the limit of elliptic stable envelopes to a wall can be dependent on Kähler
parameters, however, the corresponding wall operator can be trivial. This is related
with the fact that the corresponding matrix has the same limits as z → 0,∞. The
simplest example of such phenomenon is the Hilbert scheme for which K-theoretic
stable envelopes do not change of the Kähler parameter crosses integer walls.
2.4 K-theoretic limits
The result [1] of M.Aganagic and A.Okounkov, which was already used in the proof
of 1.10.2, can be summarized as the following theorem:
Theorem 2.4.1 For w ∈ H2(X,R)
1. The limit lim
q→0
Tpr(zq








w, a) = A[w],Xpr ,




In other words, the space Lie R(K) is divided into chambers, and the limit is different
for each chamber. It is very natural to ask what the limits into walls are. It turns
out that such limits depend on the Kähler paramters as well, and this dependence
interpolates the transition between chambers: the limits at chambers can be obtained
as further limits of the wall limit.
The answer can be formulated elegantly if we compare a limit to a non-regular slope





Figure 2.2: The theorem relates the limits of the elliptic stable envelope to non-regular
slope w and regular slope w′: the transition between them is given by a matrix which
depends non-trivially on the Kähler parameters
Theorem 2.4.2 Let w ∈ H2(X,R) and w′ 6∈ Walls(X) be a regular slope in an infinites-
imal neighbourhood of w. Then the limit has a factorization
lim
q→0
T (zqw, a) = Z · A[w′],X
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Here Z is a matrix which depends significantly only on Kähler variables, namely
Z = LwZ
′(z, ~)L −1w ,
where Lw is the operator of classical multiplication by a fractional line bundle corre-
sponding to
w ∈ H2(X,R) ∼= Pic(X)⊗ R.
Proof: Consider the class StabX,Ell(p). The q → 0 limit of StabX,Ell(p) shifted by
z 7→ zqw is an integral (with respect to equivariant paramters) K-theoretic class
Γ(p) ∈ KT(X)⊗ Q(z).






















By [6] the correspondence inverse to the stable envelope is the stable envelope with the
opposite slope, polarization and equivariant chamber. It follows that Z ′′ is an integral
correspondence in
KT(X
A × XA)⊗ Q(z),
and thus its matrix elements are monomials in equivariant parameters.
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−σ (r)|l · Γ(p)|l∧•(TlX∨)
It follows that Z ′′pr must be monomial in equivariant parameters. The terms in the nu-
merator satisfy the window conditions that the off-diagonal components of K-theoretic
stable envelopes are contained in the diagonal ones after appropriate fractional shift
degA Γ(p)|l + χp(−,w) ⊂ degA Stabσ(l)|l + χl(−,w),
degA Stab
[−w′],X,K
−σ (r)|l − χr(−,w′) ⊂ Stab
[−w′],X,K
−σ (l)|l − χl(−,w′).
For generic w it is proved in [1], but the proof uses only quasiperiods of elliptic stable
envelopes and is valid for any w. Strictly speaking, the term Stabσ(l)|l is not defined
since the slope w is not generic, but it should be understood as the character prescribed












and it does not depend on the slope w. Then, since





we have cancellation of the determinants, and
Stabσ(l)|l · Stab−σ(l)|l =
∧•
(T∨l ).
Then it follows that
Z ′′pr · aχp(−,w)−χl(−,w)−χr(−,w
′)+χl(−,w′)
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is bounded at any infinity of the equivariant torus A. Since Z ′′pr is a monomial in
equivariant variables, and w′ is arbitrary perturbation of w, it follows that
Z ′′pr · aχp(−,w)−χr(−,w) ∈ Q(z, ~)
is a matrix independent of equivariant variables. 
Since the matrix coefficients of Z ′′pr should have integer exponents in equivariant
variables, we obtain a corollary:
Corollary 2.4.3 Let w be a slope on exactly one wall. Then
Z ′′pr 6= 0⇒ χp − χr = [C]⊗ v ∈ H2(X,Z)eff ⊗ A∧>0.
2.5 Identification of the matrix Z ′
For ample and anti-ample perturbations of a slope w, it is possible to describe the
Z ′-matrix in 2.4.2 explicitly in terms of the symplectic dual variety.
The slope w corresponds to a subvariety in X! constructed as follows. Under the
isomorphism κ, the slope w ∈ H2(X,R) corresponds to an element
κ(w) ∈ Lie R(A).
It generates some subgroup νκ(w) ⊂ A, and let Yw = (X!)νκ(w) ⊂ X! be the νκ(w)-fixed
subvariety.
Theorem 2.5.1 Let w ∈ Walls(X) and ε be an infinitesimal ample (or anti-ample)
slope for X, such that w′ = w + ε is a regular slope. Then Z ′ is conjugate to the
K-theoretic stable envelopes of Yw with infinitesimal ample (respectively, anti-ample)
slope:













and H is the same as in 1.10.4 but for X! instead of X.
Proof: Let us prove the theorem for ε ∈ D+(X). The idea is to express Z ′ as a certain
limit of T̃ . By the factorization theorem 2.4.2
L−w lim
q→0





Since the slope ε is ample, we have
χp(ε,C)− χr(ε,C) > 0





Then the Z-matrix for X can be recovered as









We will now define the wall-crossing operator for a slope w ∈ H2(X,R). For a
generic ample ε ∈ D+(X) the slopes w ± ε are regular, and thus define K-theoretic
44









The wall operators for w belonging to exactly one hyperplane play a fundamental role.
Other wall operators can be factorized into them. For example, the distinguished













Figure 2.3: Example of factorization R(0) = R(w1)R(w2)R(w3).
The wall matrices for symplectic dual varieties are related.
Theorem 2.6.1 Let w ∈ H2(X,R) and Yw ⊂ X! be the corresponding subvariety. Then
RXσ(w) and R
Yw
−σ!(0) are conjugate by a diagonal matrix.
Proof: Follows from two factorizations of a limit of the elliptic stable envelopes: to
ample and anti-ample slopes. 
Remark 2.6.2 Since they depend on equivariant parameters for dual varieties (which
are Kähler for each other), they must depend significantly only on the parameter ~.
Corollary 2.6.3 If p! and r! belong to different components of Ys, then
RXσ(w) = 0.
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These theorems factor a wall R-matrix RXσ(w) into a product of wall R-matrices
associated to Ys, which can be further factorized using 3d mirror dual to Ys. This leads
to a factorization into "elementary" blocks, which cannot be further factorized.
2.7 Application: Hilbert scheme
The Hilbert scheme of points X = Hilbn(C2) is known [23] to be self-dual:
X! ∼= X.
The Picard group is generated by the tautological bundle O(1). We identify Lie R(K) ∼=




∈ Q : |b| ≤ n
}
For a slope w = a/b, the subvariety Yw ⊂ X! is a Nakajima quiver variety for the
cyclic quiver with b vertices: the framing dimension vector is (1,0,...,0) and we take
the union over all dimensions of the vertices. Its K-theory is known to be the Fock
module for the quantum toroidal algebra U~(
̂̂
glb). The K-theoretic stable envelopes of
X with infinitesimal ample and anti-ample slopes correspond to the so-called standard
and co-standard bases of the Fock module. Then our result 2.5.1 implies
Theorem 2.7.1 The wall R-matrix R(w) for w = a
b
coincides with the transition ma-




This proves the main conjecture of E.Gorsky and A.Negut in [3].
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Chapter 3: Quantum difference equations and shift operators
This chapter is less formal than the others and is devoted to outlining main direc-
tions of current research.
The theory discussed in previous chapters sheds light on various fundamental ques-
tions of K-theoretic curve counting. The vortex partition function has been studied by
physicists and mathematically can be formulated using the quasimap moduli space
QM(X) = {stable maps f : P1 → X}/ ∼=
Note that the domain is parametrized, and we consider quasimaps equivariantly with
respect to automorphisms of the domain and of the target.
Quasimap moduli spaces are defined for the target being a GIT quotient, but they
have very simple meaning in case of Nakajima quiver varieties. In this case the framings
and the vector spaces associated with the vertices are replaced by vector bundles over
P1, and arrows are replaced by morphisms of bundles.
The moduli space of quasimaps has a perfect obstruction theory with the tangent
space
Tvir = H
• (R − (1 + ~−1)EndV ) ,
where R is the bundle associated with representations of a quiver (including the cotan-
gent part), and V is the bundle associated with vertices. The two terms we are sub-
tracting are related to the division by the gauge group and the moment map equations.
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The symmetrized structure sheaf is defined as





The presence of the virtual canonical sheaf Kvir results in the appearance of â(w)
instead of (1 − w−1) for the tangent weights w in the localization formula, and the
twist by the determinants of the polarization is needed to get rid of square roots.
We consider the 1-dimensional torus C×q acting on P1, so that the tangent spaces at 0
and∞ are q and q−1 respectively. This allows us to define K-theoretic integration over
non-proper spaces by localization. As was observed by M.Aganagic and A.Okounkov,
this q is the same q appearing in theta-functions for elliptic stable envelopes, which is
a fundamental geometric fact.
For a more fundamental introduction to K-theoretic computations in enumerative
geometry see [6].
3.1 Toy example
Let us start with an example where everything can be made as explicit as possible
and understood from different prospectives.
Consider the moduli space of quasimaps to X = T ∗P0 = T ∗C//C×. A quasimap to
X of degree d is a line bundle O(d) over P1 together with two maps
x : O → O(d), y : O(d)→ O
satisfying the moment map equation
µ = xy = 0.
It follows that either x or y should be 0, and that is why we have two stability condi-
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tions: x 6= 0 and y 6= 0. They correspond to two signs of characters of the gauge group
C× and will give expansions of the vertex functions at z = 0 and z =∞.
First, consider the case x 6= 0. It follows that the degree of the bundle should be
nonnegative: d ≥ 0. The off-shell tangent space is
T (x) = x+ ~−1x−1 − (1 + ~−1),
and the unique fixed point for X corresponds to x = 1, for which T = 0, as expected.
A unique fixed point for quasimaps of degree d corresponds to the bundle O(d)
with a linearization so that the fibers over 0 and∞ have weights qn and 1, respectively.
Nonsingularity of the quasimap at ∞ simply means that the weight over ∞ does not


























(x)d = (1− x)(1− qx)...(1− qd−1x).




































Figure 3.1: Symplectic dual variety X! ∼= C2 for the variety X = T ∗P0
.









Similarly, for the other stability condition we have bundles O(−d) with fibers over 0
and ∞ having weights ~−1q−n and ~−1. By localization, we obtain the vertex function






















The monodromy is equal to the elliptic R-matrix for the variety X! which is a 2-




~ . Here z is an equivariant parameter,
and ~ is the weight of the symplectic form.
The quantum difference equation can be recovered from the monodromy by taking

















which coincides with MX(a, z) up to a factor ~.
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The variety X! is contractible, so there are no nontrivial curve counts in nonzero
degree. In order to compute the shift operator for X! we should consider the bundle
O(1)⊕ O(−1)→ P1.
The tangent space to quasimaps is given by the cohomology:






Let the polarization be given by the z/
√
~ direction. Then, by localization the


























which is equivalent to MX(z) after certain change of variables and multiplication by a
monomial.
3.2 Elliptic R-matrix and monodromy
Let us call the variety with another choice of stability condition by Xflop. The
elliptic stable envelopes for Xflop can be obtained by restrictions of the same off-shell
stable envelopes to different fixed point set, and they have a different normalization.
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We will consider examples in chapter 4.















The corresponding elliptic correspondences in XA ×XA are balanced in equivariant and
in Kähler parameters (separately).
Proof: Exercise to the reader. 
3.3 Shift of the Kähler parameters and monodromy
We are interested in monodromies of difference equations. One could study dif-
ferential equations and obtain K-theoretic wall operators as their monodromies, see
[24].
Consider a quantum difference connection given by a rational operator M(z):
Ψ(zq) = M(z)Ψ(z).
For simplicity, let us assume that z is a single variable. It is natural to define its solution
as a gauge transformation of the equation, which can be done in a neighborhood of




The monodromy is defined to be a transformation
Mon(z) = Ψ−10 (z)Ψ∞(z).
It satisfies the difference equation
Mon(zq) = M(0)Mon(z)M(∞)−1,
and thus is a matrix of elliptic functions. In general, for any rational M(z) it is very
hard to compute the monodromy explicitly. However, for the equations coming from
enumerative geometry, their monodromy has a description in geometric terms.
Let us consider monodromies associated with the K-theoretic quantum difference
equation. The monodromy of the quantum difference equation is given by the elliptic
R-matrix:




Unlike the case of the shift operator, now Mon is an operator on KT(X).











with respect to the poles of the Kähler variables, as explained in the appendix. The
operators Bw are also called the wall-crossing operators, but they should not be confused
with the operators in the section 2.6, since they are not triangular. It turns out that
it is possible to reconstruct individual operators Bw from the monodromy.
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The following conjecture was proposed by A.Okounkov [13]:




Then the wall operator has the following description
Bw(zshifted) = Monw ·Mon−1w+ε
The next conjecture follows from the previous one using 2.5.1:
Conjecture 3.3.2 In the stable basis the operator Bw is conjugate to the R-matrix for
X!,νw ⊂ X.
The quantum difference equation can be viewed as a generalization of the quantum
Knizhnik-Zamolodchikov equation, since the operator of the equation is a product of
R-matrices corresponding to different varieties.
In the case when the Kähler torus is higher-dimensional, the situation is the same.
The solutions are expanded as series in Kähler variables whose exponents belong to
certain cone, determined by a stability condition. Monodromy is the transition between
different stability conditions. It was proved in [1] that such operators are equal to
the elliptic dynamical R-matrix for X!. The chambers for X! correspond to stability
conditions for X we are dealing with.
For an explicit example of such computation, see chapter 4.
3.4 Minuscule shift operators and qKZ
There are operators shifting equivariant variables. They commute with the quan-
tum difference equations, and are determined uniquely by this property together with
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the normalization condition. From some point of view they are easier to describe
geometrically, especially when the symplectic dual variety is not known.
The simplest case is the minuscule shift operator which corresponds to a shift by
a minuscule cocharacter. A cocharacter w is called minuscule if the algebra C[X0] is
generated by elements of w-degree 0,±1. For example, shifts of equivariant variables
corresponding to the framing torus are generated by minuscule shifts.
It was shown [6] that the minuscule shift operator has a simple description in the
basis of stable envelopes:
〈Stab−,T 1/2opp ,−L |Sw|Stab−,T 1/2,L 〉 = ±z
deg.
In other words, the shift operator is just the R-matrix times the classical multiplication
by a line bundle for X!. The corresponding difference equation can be identified with the
quantum Knizhnik-Zamolodchikov equation for certain quantum groups, introduced in
[26] based on pure representation-theoretic considerations. This result was proved in
[6] by a rigidity argument, given that in the stable basis such operator is holomorphic
in equivariant variables.
For more general shifts, there is a similar factorization to the wall-crossing operators
with respect to the poles in equivariant variables.
3.5 Shift by a general cocharacter
Consider a shift by arbitrary integral cocharacter w. The poles of the shift operators
in equivariant parameters are very easy to analyze.
It is known that C[X0] is a finitely generated algebra, so we have a surjective ho-
momorphism
C[ξ1, ..., ξn]→ C[X0]→ 0,
which corresponds to embedding X0 into a vector space X0 → V .
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We can always achieve that the generators ξi are homogeneous and have some
weights λi. Thus, we have a proper map
QM(X)→ QM(V ).
Quasimaps to V are very easy to describe: we have a section of O(〈λi,w 〉) for each
coordinate ξi. If the degree of the line is greater then 1, there are sections going to
infinity with fixed values at 0, ∞. The corresponding contribution is given by the
cohomology, and computing the character we obtain
Theorem 3.5.1 The operator Sw in the stable basis has no poles outside of
aλiqi, i = 1, ..., 〈λi,w 〉 − 1
with respect to the equivariant parameter.
Example 3.5.2 Consider the example of the Hilbert scheme of points in C2:
X = Hilb(C2, n).




2) for i+ j ≤ n.
The bundle corresponding to tr (X i1X
j






Let us consider small values of n:
1. For n = 1 the character is minuscule, and the shift operator is integral;
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2. For n = 2 the only pole is at t21q;



















For simplicity, assume that the equivariant torus is 1-dimensional. By the Wiener-
Hopf factorization theorem (see the appendix), there is a factorization of the shift





Mon(a) = StabXC · StabX−1−C .




where the limit is taken in the natural basis in K(XA).
The following conjectures were proposed by A.Okounkov [13].
Conjecture 3.5.3 The operator Sw in the stable basis is conjugate to
Monw ·Mon−1w+ε.
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The next conjecture follows from the previous one using 2.5.1:
Conjecture 3.5.4 In the stable basis the operator Sw is conjugate to the R-matrix for
Xνw ⊂ X.
The shift operator also takes the form of generalized qKZ equation.
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Chapter 4: Explicit examples
In this section we discuss how to perform computations explicitly for the simplest
Nakajima varieties.
4.1 Nakajima quiver varieties
One of the most important class of symplectic resolutions of singularities are Naka-
jima quiver varieties. There are many excellent papers and books [27, 28] about this
construction, and here we just give a brief down-to-earth overview.
Nakajima quiver varieties are encoded by graphs.
V1 V2 V3
Figure 4.1: Nakajima quiver variety T ∗(
⊕




For each vertex Vi we introduce the framing spaceWi. The Nakajima quiver variety
is defined as
X = T ∗Rep//
∏
GL(Vi).,








In other words, they are Hamiltonian reductions for products of general linear groups
of cotangent bundles to representations which are direct sums of defining representa-
tions and hom’s between defining representations. They also depend on the stability
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parameter which is a character
∏
GL(Vi)→ C×.
Some of the simplest and most fundamental examples of Nakajima quiver varieties
include Grassmannians and the Hilbert scheme of points in C2.
4.2 Grassmannian
Stable envelopes for the Grassmannian T ∗Gr(k, n) were constructed in [1] using
abelianization. The Grassmannian is a Nakajima quiver variety with a single vertex




Figure 4.2: Grassmannian: {A,B : AB = 0}//GL(n).
Then we have










act on W with the character
W = a1 + ...+ an,
and G = C×x1 × ...× C
×
xn act on V = C with the character x1 + ...+ xn.
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Let us choose the polarization given by the base directions
T 1/2 = WV − V V .
The character of the tangent bundle is











The sum corresponds to the representation of the quiver, and the subtraction corre-
sponds to factorization and the moment map equations.
Fixed points in X are the coordinate k-dimensional subspaces inW and are parametrized
by k-subsets α{1, ..., n}
Assume that the positive chamber is
ai = ξ
i, ξ →∞.


























The formula for the off-shell elliptic stable envelopes in [1] gives
Stab(α) = ϑ(T<0) ·
(
z, ~-refinement of T 1/2=0
)
.
Let us call the first factor Sh = ϑ(T<0) as Shenfeld factor, and the second factor Rt,
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which needs refinement, as the "root" factor (it was motivated by the examples f the
Hilbert scheme, considered later).
The refinement by Kähler parameters and ~ is uniquely fixed from the quasiperiods.
Example 4.2.1 For example, consider the case X = T ∗Gr(2, 4) and the point α =
{1, 3} ⊂ {1, 2, 3, 4}. At the fixed point, we have
x1 = a1, x2 = a3.
Then
Sh = ϑ(T<0) =
ϑ(x1/a2)ϑ(x1/a3)ϑ(x1/a4)ϑ(x2/a4)ϑ(a1/hx2)ϑ(a2/hx2)
ϑ(x1/x2)ϑ(x1/hx2)




· ϑ(x2/a2 · z
s3~s4)
ϑ(zs3~s4)
, s1, s2, s3, s4 ∈ Z.
The unknown numbers s1, s2, s3, s4 are uniquely fixed from the quasiperiods. Shift z →
zq should produce the factor of the determinant of the tautological bundle (x1x2)−1,
thus
s1 = −1, s3 = −1,
and the shifts xi → xiq should not produce ~ as automorphy factors, thus
s2 = −1, s4 = 0.
This numbers s1, s2, s3, s4 are the only exponents for which the class Sh · Rt has the
automorphy factors that are invariant under permutations x1 ↔ x2.
62
4.2.1 Factorization



















The limit to the wall w = 0 ∈ Lie R(K) has the factorization
lim
q→0













































The first factorization involves stable envelopes for the ample slope for X! and stable
envelopes for the slope +ε for X. The other involves the anti-ample slope for X! and
the slope −ε for X. It implies that the wall R-matrix for X is related to the transition
matrix between ample and anti-ample slopes for X!.
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4.2.2 Difference equations




∗Gr(k, n) is the representation ⊗iC2(ai) of the group U~(sl2). The
K-theory of T ∗Pn−1 is the subspace of the weight one below the highest weight. It
follows that the gluing operator for T ∗Pn−1 can be obtained from the part of degree 1
as






The degree-1 part of the gluing matrix can be computed directly:
Gluedegree 1 =





















Let S(z) be the shift operator corresponding to the cocharacter a2 → a2q. It is
defined uniquely up to a scalar by the commutativity with the quantum difference
equation:






















Let us now compute the same operators from the monodromy.
The matrix of elliptic stable envelopes in the basis of the fixed points is given by
Stab =















The monodromy in z is





We now compute its limit to a wall w = 0 ∈ H2(X,R):
Mon0 =























The operators Mon±ε on KT(X) are the R-matrices for the infinitesimal slopes, and if





























or, if we express it as an operator from the stable envelopes with slope −ε to the slope



































Mon = StabC · Stab−1C

















and this is the shift operator written in the stable basis for the dual variety. Untwisting
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bu the stable envelopes of X! for different slopes on both sides, we obtain the shift
operator, which is equal to the R-matrix:
S
Stab[−ε],X!→Stab[+ε],X! =














Figure 4.3: Hilbert scheme: {X1, X2, I, J : [X1, X2] + IJ = 0}//GL(n).





The tangent bundle as a function of Chern roots of the tautological bundle can be
written as
























To get fibers at a fixed point λ we should substitute contents of boxes instead of
variables xi. Let the content of i-th box in λ be ci ∈ Z.
4.3.1 K-theory
The abelianization technique developed by [29, 8] gives the following procedure
for construction of the off-shell K-theoretic stable envelopes Stab(λ): take the part of
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T (x1, ..., xn) which is reprelling after specialization to the diagram λ:



































T (x1, ..., xn).
Explicitly,












(1− t1 xixj )
∏
−1+ci−cj<0







(1− t1t2 xixj )
4.3.2 Elliptic cohomology
The polarization is given by













Let us start with n = 2 and the diagram λ = [2]. At this point, we have
x1 = 1, x2 = t
−1
1 .
Since we are interested in off-shell stable envelopes as functions of xi up to overall




















The Shenfeld factor is just
Sh = ϑ(T
1/2






However, the degree of this section is not invariant under permutations. The T 1/2=0 part
should be refined with parameters z and ~, and this refinement is uniquely fixed by










Consider now the diagram λ = [1, 1]. Analogously, we have



































Note that the x1-term was deformed by ~ since otherwise after shifting xi by q we
would obtain ~ as a quasiperiod.
For n ≥ 4 there are non single-hook Young diagrams, and the corresponding fixed
points in the abelianization of the Hilbert scheme are not isolated, and we need to use
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special tricks by introducing larger equivariant torus and deforming the cycles to make
them equivariant with respect to the larger torus, see [30].
4.3.3 Factorization
For n = 2 we get the following matrix of elliptic stable envelopes:
Stab =









0 ϑ (t2)ϑ (t2/t1)
 ,


















































The first factorization corresponds to the slope w = 1/2 + ε, the second to w =
1/2− ε.
4.3.4 Difference equations







The K-theoretic off-shell stable envelopes are (so-called off-shell Bethe vector) given by
StabK+ ([2]) = −
(x2 − 1) (t2 − 1)2 (t2x2 − x1)
(−x2 + x1) (t1t2x2 − x1)
− (x1 − 1) (t2 − 1)
2 (t2x1 − x2)
(x2 − x1) (t1t2x1 − x2)
StabK+ ([1, 1]) =
(t1t2 − x2) (t2 − 1)2 (t2x1 − x2)
(−x2 + x1) (t1t2x1 − x2)
+
(t1t2 − x1) (t2 − 1)2 (t2x2 − x1)
(x2 − x1) (t1t2x2 − x1)
StabK− ([2]) =
(−1 + t1)2 (t1x1 − x2) (t1t2 − x2)
(−x2 + x1) (t1t2x1 − x2)
+
(−1 + t1)2 (t1x2 − x1) (t1t2 − x1)
(x2 − x1) (t1t2x2 − x1)
StabK− ([1, 1]) = −
(x2 − 1) (−1 + t1)2 (t1x2 − x1)
(−x2 + x1) (t1t2x2 − x1)
− (x1 − 1) (−1 + t1)
2 (t1x1 − x2)
(x2 − x1) (t1t2x1 − x2)
.
Here we did not care about normalization and shift by integer slope.
Stable envelopes for the slope 0 < w < 1/2 can be obtained by restrictions of the

















As in the case of the projective space, the gluing matrix in degree 1 can be computed
directly by localization
Gluedegree1 =














however, it does not suffice for the full gluing operator.
We can compute the solution to the quantum difference equation (called capping)
before the diffence equation itself. Capping can be computed directly as a series in
z by using the approach in [8], which relates the relative boundary conditions with
71
insertions of the tautological classes of K-theoretic off-shell stable envelopes:
Ψ(z) =




















z + . . .

It satisfies the equation
Ψ(qz)O(1) = M(z)Ψ(z),
from which we can compute M(z). Unfortunately, the expression fot M(z) is too long
to be published here, but we will publish the wall operators in the stable basis. The























































































are the R-matrices for X! ∼= Hilb(C2, 2) and (X!)Z/2Z ∼= Hilb(T ∗P1, 1) respectively.
Now let us obtain the wall operators from the monodromy. The matrices of elliptic
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stable envelopes for X and Xflop are
Stab =
































⊂ R ∼= Pic(Hilb(C2, 2))⊗ R.
It is enough to compute the wall operators B0,B1/2, since
Bw+n = O(n)BwO(−n).













































−w√t1t2) = Monw ·Mon−1w+ε.
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Appendix A: Wiener-Hopf factorization of matrices with
rational entries
If a matrix has several singular points, we would like to factorize it to a product
of matrices each having a singularity at a single point. Let us start with the simplest
case of two singularities at 0 and ∞.
Lemma A.0.1 Suppose
M(z) ∈ End(Cn)⊗ C[z±1]
is a matrix, such that detM(z) 6= 0 for all z ∈ C×.
Then there exist matrices
A(z) ∈ End(Cn)⊗ C[z], B(z) ∈ End(cn)⊗ C[z−1]







with the following properties:
1. A(z) is nondegenerate:
det(A(z)) 6= 0,
including the point z = 0,
2. B(z) is nondegenerate:
detB(z) 6= 0,
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including the point z =∞,
3. They provide a factorization
M(z) = A(z) ·D(z) ·B(z).
Proof: The proof is beautiful, nonconstructive, and uses simple algebraic geometry.
Consider the projective line P1 over C and its Čech covering by affine charts
U1 = P
1 \ {∞}, U2 = P1 \ {0}, U1 ∩ U2 = C×.
Vector bundles over P1 are can be defined by a gluing function, in particular, the
function
M(z) : U1 ∩ U2 → GL(n,O)
defines a vector bundle V over P1.
By the theorem of Grothendieck, any vector bundle over P1 is isomorphic to a direct





The matrices A(z) and B(z) are the matrices of change of trivialization in U1 and
U2, and the diagonal matrix of monomials in z is the gluing function for the bundle⊕n
i=1 O(di). 
Note that the diagonal matrix is uniquely determined up to conjugation, and its
determinant is equal related to the characteristic class
detD = zc1(det V ).
The matrices A(z) and B(z) are determined up to conjugation by a constant matrix .
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The right hand side is a matrix with coefficients in C[z−1] which is nondegenerate for
all z 6= 0. But the left hand side is nondegenerate at z = 0, that is why the matrix
B1(z)B
−1
1 (z) must be constant.
For a more general rational matrix M(z) let us say that it is degenerate at z = z0
if the value M(z0) is not finite or
detM(z0) = 0.
Now we will use complex-analytic analogue of the same idea.
Lemma A.0.2 Suppose the points where M(z) is degenerate are z1, ..., zk and 0,∞,
and
|z1| < ... < |zk|.
Then there is a factorization
M(z) = A(z) ·D(z) ·B(z)
such that
1. A(z) has singularities only in {zk,∞},
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3. B(z) has singularities only in {0, z1, ..., zk−1}
Proof: Choose R ∈ R such that for all zi:
|zi| < R < |zk|.
Consider Čech covering of P1 by complex-analytic charts
U1 = P
1 \ {∞}, U2 = {z : |z| > R}.
As in the proof of the previous lemma, M(z) defines the transition matrix of a
vector bundle. By the same argument (which works in the complex-analytic setting),
we obtain a factorization
M(z) = A(z)D(z)B(z),
where A(z) and B(z) are analytic nondegenerate functions on U1 and U2 respectively,
and D(z) is a diagonal matrix of monomials in z.
We need to prove that A(z) and B(z) are rational matrices. For A(z) it is enough
to check that its matrix elements grow not faster than polynomially when z →∞ and
z → zk. In the neighborhood of infinity, A(z) can be approximated as
A(z) ∼M(z)B(∞)−1D(z)−1,
which proves the claim. For B(z) we need to check that it is meromorphic in neigh-
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borhoods of zi and 0. It follows from the same argument:
B(z) ∼ A(zi)−1D(z)−1M(z), z → zi.

The lemma allows us to separate a singularity at ∞ from other singularities. Ap-
plying this lemma by induction, we get the following factorization theorem
Proposition A.0.3 Suppose M(z) is a rational matrix with entries in C× with singu-
larities at z1, ..., zn such that
|z1| < ... < |zn|.
Then M(z) can be factorized as
M(z) = D(z)A1(z)A2(z)...An(z),
where Ai(z) is a matrix whose singularities are contained in {zi, 0,∞}, and D(z) having
singularities in {0,∞}
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