ABSTRACT This paper studies the transient behavior of the diffusion least-mean-square (LMS) algorithm over the single-task network for the non-stationary system using diverse types of cyclostationary white non-Gaussian inputs for an individual node. The analytical models of the recursive mean-weight-error vector and mean-square-deviation are derived for the system with random walk varying parameters and the white random process with periodically deterministic time-varying input variance. In addition, the approximated steady-state mean-square-deviation of the diffusion LMS is presented for the slow varying input variance. Monte Carlo simulations show excellent agreement with the theoretical prediction of mean-square-deviation validating the accuracy of derived analytical models and the tracking ability for non-stationary system and cyclostationary inputs simultaneously.
I. INTRODUCTION
Due to its simplicity and robustness, the least-mean-square (LMS) algorithm is widely applied to diverse fields including communications, radar, sonar, and seismology [1] , [2] . The classical analytical models of LMS-type algorithms are derived under the assumption of stationary Gaussian inputs due to the mathematical simplicity and convenience. However, some statistical parameters of the most man-made and natural signals are periodically time-varying, which can be modeled as cyclostationary, and often encountered in many real-world applications [3] - [5] . Therefore, the theoretical analyzes of LMS-type algorithms with cyclostationary white Gaussian inputs attracted substantial research interests as in [6] - [10] . More recently, the stochastic behaviors of the LMS and NLMS algorithms for cyclostationary white non-Gaussian input has been presented in [11] , [12] .
As an extension of LMS to the context of distributed learning, the diffusion LMS (DLMS) algorithm has been extensively studied in recent years [13] - [18] . Moreover, the studies on DLMS algorithm with various adaptive distributed strategies for single-task problems has been
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extended to multitask scenarios [19] - [21] . Nevertheless, the most of existing analytical models of DLMS are limited to under the stationary Gaussian assumption on the input distributions [19] , [22] - [24] . The cyclostationary input model shows its usefulness for non-cooperative LMS in practical applications. It is then important to extend the study and comprehensively investigate the significant impact caused by non-stationary system and inputs simultaneously for the distributed single-task case. We therefore derive the analytical model of transient behavior of DLMS for a common time-variant system characterized by random walk varying optimal weight vectors using diverse cyclostationary white non-Gaussian inputs for each node. When the different nodes employ the distinct types of cyclostationary white non-Gaussian inputs, we can achieve the investigation on the comprehensive convergence behavior of DLMS using the white non-Gaussian input within non-stationary environment. Additionally, the steady-state behavior model of DLMS is first presented under some necessary assumptions and approximations for slowly varying input variance. The theoretical findings indicate that the stability of DLMS is not affected except for increasing the mean-square-deviation (MSD) by time-variant optimum weights, whereas the transient and steady-state convergence performance depend on VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ not only the specific type of periodically varying input variance but also the type of white non-Gaussian input distribution through its kurtosis. Simulations illustrate the consistency between theoretical findings and simulated results using three types of white non-Gaussian input distributions with sinusoidal and pulsed models for the time-varying input variance. The rest of the paper is organized as follows. In Section II, we briefly review of the DLMS algorithm and introduce the cyclostationary input model. Then, the transient analytical models of DLMS in the mean and mean-square sense are derived with the diverse cyclostationary white non-Gaussian inputs in Section III. Section IV studies the approximated steady-state MSD for slow time-varying input variance. In Section V, two experiments are conducted to validate the accuracy of the derived analytical models and investigate the impact of diverse inputs for nodes on the convergence performance. Finally, the paper is concluded in Section VI.
Notation: Boldface small letters x denote column vectors. Boldface capital letters X denote matrices. The superscript (·) represents transpose of a matrix or a vector. Matrix trace is denoted by tr{·}, and expectation is denoted by E{·}. The notations ⊗ and denote Kronecker product and Hadamard product, respectively. Identity matrix of size N ×N is denoted by I N , and 1 N denotes an N × N matrix with all entries equal to one. The operator diag{·} formulates a diagonal matrix with its arguments, and vec{·} results in a column vector whose entries are the main-diagonal elements of the matrix. The operator col{·} stacks its vector arguments on the top of each other to generate a connected vector.
II. PROBLEM FORMULATION AND DLMS
We consider a connected network consisting of N nodes. The problem is to estimate the unknown time-variant system parameter vector w (n) ∈ R L for each node k at time instant n from collected measurement sequences, which are assumed to be related via the linear regression model:
where d k (n) is the output of system assumed to be zero-mean, and
is the input regression vector. The observation noise z k (n) is assumed to be zero-mean white Gaussian with variance σ 2 z,k . In nonstationary environment, the optimal parameter vector w (n) is modeled as a random walk process [2] , [12] :
where the random perturbation vector q(n) ∈ R L is a zero-mean white Gaussian vector with the covariance matrix E{q(n)q (n)} = σ 2 q I L . The drifting optimal vector defined by the (2) allows us to conduct the tracking analysis of the diffusion LMS algorithm within the context of the single-task environment where all nodes are interested in estimating a single same w (n).
A. DIFFUSION LMS ALGORITHM
To determine the time-variant parameter vector w (n), we consider the mean-square error (MSE) criterion at each node k defined as:
The goal of the distributed learning over adaptive network is to minimize the following global cost function [16] :
in a cooperative manner to improve the estimation accuracy. In order to solve the problem (4), the diffusion LMS-type algorithms with different strategies were proposed in [13] , [22] based on stochastic gradient decent iteration method. In this work, we only consider the adapt-thencombine (ATC) form of diffusion LMS without measurements exchange [13] , [22] :
where µ k is the positive step-size parameter at node k and w k (n) is the estimate of w (n) at node k and time instant n. In addition, ψ k (n + 1) is the intermediate estimate for w (n + 1) at node k and time instant n + 1, and N k denotes the set of neighbors of node k, including k itself. The set {a k } are the nonnegative convex combination coefficients, which satisfy
Meanwhile, the coefficient a k is the ( , k)-th entry of a left-stochastic matrix A.
B. CYCLOSTATIONARY INPUT MODEL
A wide sense cyclostationary random process s(n) is defined as [8] , [10] 
for all n and m, and with the period T . As shown useful in [12] , in this work the cyclostationary non-Gaussian input of node k at time instant n is modeled as
where σ 2 x,k (n) is a periodic sequence with period T , and u k (n) is a zero-mean unity variance i.i.d. random sequence. Note that this simple model provides an opportunity to study how the transient convergence performance of DLMS is affected by the cyclostationary non-Gaussian input which consists of a white random sequence and the periodically deterministic time-variant variance. Thus, the time-varying correlation matrix of input x k (n) is given by
The model (9) leads to a tractable analysis and allows the influence on stochastic behavior of DLMS through the second-order moment of input determined by a periodically deterministic variance. Moreover, two specific types of periodic sequences for σ 2 x,k (n) are considered to investigate the effect of periodic input, namely, the sinusoidal variation model [12] 
with amplitude β > 0, and the pulsed variation model [12] 
with positive integer i ∈ N + and 0 < α < 1, and V l and V h being the lowest and the highest amplitude values, respectively. Furthermore, the time variations of cyclostationary input variance are classified as slow, moderate and fast corresponding to L T , L ≈ T and L T . The type of periodic variance σ 2
x,k (n) and its period T could be distinct from node to node in the following analysis. This allows us to investigate the overall convergence performance of DLMS with the different types of input distribution for each node, which affect the estimated weight vectors w k (n) in combine step (6) with adapt step (5).
III. TRANSIENT BEHAVIOR MODEL OF DLMS
We shall now study the transient stochastic behavior of the DLMS algorithm for cyclostationary white non-Gaussian inputs. Let ψ k (n) = ψ k (n) − w (n) and w k (n) = w k (n) − w (n) be the intermediate weight error and the weight error vectors at node k and time instant n, respectively. The weight error vectors from across all nodes can be stacked on top of each other to get N ×1 block vectors, whose individual entries are of size L × 1 each:
Let us introduce the following N ×N block diagonal matrices with block of size L × L:
and the following vectors of length LN :
A. STATISTICAL ASSUMPTIONS
To make the theoretical analysis mathematically tractable, we introduce the following statistical assumptions.
Assumption 1:
The inputs x k (n) arise from a zero-mean white random cyclostationary process that is temporally and spatially independent. In addition, the inputs vectors are temporally and spatially independent of the weight vectors according to the typical Independence Theory (IT) [1] , [2] .
Assumption 2:
The noise z k (n) is temporally and spatially independent of any other signals.
Assumption 3: The random perturbation vector q(n) is assumed to be independent of x k (n) and z k (n).
B. MEAN WEIGHT ERROR BEHAVIOR ANALYSIS
We first focus on the mean weight behavior of DLMS. Subtracting w (n + 1) form both sides of (5) and (6), and using instantaneous estimation error e k (n)
, yields the update relations of weight error vectors
Defining A = A ⊗ I L and using (12)- (17), the weight error vector of (19) can be expressed in block-based form:
Taking the expectation on both sides of (20), and using the Assumption 1, the statistical properties of noise z k (n) and random perturbation vector q(n), we get the mean weight behavior of DLMS
with the expected value of R x (n)
Behavior model (21) implies that the mean weight error behavior of DLMS depend on the type of periodic input variance σ 2 x,k (n) and its period T instead of the random perturbation of optimal weight vector and the type of white non-Gaussian input distribution u k (n) [12] .
As shown in (21), the weight error vector w(n) across the network converges to zero if, and only if, the coefficient matrix A I LN − MR(n) is stable matrix [16] . Since A is left-stochastic matrix and I LN − MR(n) is block diagonal matrix, according to matrix theory the mean stability of DLMS is guaranteed by |1 − µ k λ max R x,k (n) | < 1, which implies that the step-size parameters µ k satisfy
for k = 1, . . . , N , where λ max R x,k (n) denotes the largest eigenvalue of the input correlation matrix of node k. Based on the input model (8) and condition (23) , in order to ensure the mean stability of DLMS using cyclostationary white non-Gaussian inputs the condition (23) is rewritten as
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for n = 1, . . . , T and k = 1, . . . , N . Using the sinusoidal variation model (10) and the pulsed variation model (11) for the periodically deterministic time-varying input variance, the sufficient conditions of step-size of DLMS are given by
for k = 1, . . . , N , respectively. Although the form of mean stability of DLMS for cyclostationary white non-Gaussian inputs is identical to that of DLMS for stationary Gaussian inputs, the step-size relies on the maximum value of variance σ 2 x,k (n) within a complete period T .
C. MEAN-SQUARE WEIGHT ERROR BEHAVIOR ANALYSIS
Post-multiplying (20) by its transpose, taking the expectation, and then using Assumptions 1 to 3 leads to the recursion of second-order moment matrix K(n) = E{ w(n) w (n)} as
where the matrices T (n), S(n) and Q are defined by
First, we focus on calculating the time-varying expected matrix T (n), which can be expressed as an LN × LN block diagonal matrix
The (i, j)-th element of T k (n) can be expressed as a multiple sum of the elements of six vectors on the right side of (32)
where
Consequently, (33) can be rewritten as
The evaluations of the elements of matrix T (n) are nontrivial to be calculated for cyclostationary white non-Gaussian inputs, where the Gaussian factoring moment theorem is unable to be applied. Based on (37), the calculation of [T k (n)] ij consists of two cases i = j and i = j as below. Case 1: When i = j, the main-diagonal entry of T k (n) is given by (38), as shown at the bottom of this page, with the
corresponding ( , p)-th element of the k-th entry of diagonal block matrix K(n)
and the kurtosis of white non-Gaussian input distribution for node k
where the deterministic property of σ 2 x,k (n) is invoked. In step (a), we employ the independence Assumption 1. In step (b), we use the definition in (39). Note that the second term in step (a) becomes zero using the statistical property of input x k (n) in step (b). We can find that the distinct type of input distribution u k (n) can affect the mean-square weight error behavior of DLMS with the corresponding kurtosis.
Case 2:
where in step (c) we make use of the IT Assumption and the statistical property of input x(n). Using (38), (42) and after some simple algebra manipulations, the block matrix T k (n) can be written in a compact form as
Therefore, the matrix T (n) can be expressed as
with the LN × LN block diagonal matrix
Then, the covariance matrix S(n) for P zx (n) is given by
with the noise variance matrix
Finally, the LN × LN diagonal matrix Q with perturbation variances is given by
Replacing T (n), S(n) and Q into (27), we eventually obtain the recursive analytical model for the stochastic behavior of K(n) expressed in form of (49), as shown at the bottom of this page. Equation (49) allows to evaluate the network MSD, defined by
with the MSD for each node ζ k (n) = tr K k (n) . It can be seen from (49) that the network MSD behavior depends on the four aspects listed as follows:
• Observation noise variance matrix Z: In general, the observation noise variances are assumed to be still as in the previous theoretical analyzes [12] , [19] .
• Cyclostationary white non-Gaussian input correlation matrix R(n): The type of periodically deterministic time-varying input variance σ 2 x,k (n) for node k can be selected as the sinusoidal variation model (10) or the pulsed variation model (11) with slow, moderate, or fast period T , resulting in the periodicity of network MSD.
• The kurtosis matrix φ of the white non-Gaussian input distribution: The type of white non-Gaussian input distribution u k (n) for node k determines its kurtosis φ k , which affected the value of network MSD.
• Random perturbation variance σ 2 q : Since the random perturbation variance σ 2 q is not scaled by the step-size parameter matrix M, but rather directly integrating, it has critical effect on the network MSD, particularly in the steady-state phase as described in the next section.
IV. STEADY-STATE BEHAVIOR FOR SLOWLY VARYING INPUT VARIANCE
In the previous section, the transient theoretical analysis of mean weight error and the mean-square weight error are derived for a common non-stationary system with random walk varying parameters and different white random processes with periodically deterministic time-varying input variances for each node.
In order to provide a further inspection of the steady-state network performance, we consider the slowly varying input variance for the network MSD of DLMS algorithm. In this case, the filter length L is small comparing with the period T of variation of input variance, thus we have the approximations
In addition, the types of time-varying input variance σ 2 x,k (n) and white non-Gaussian input distribution u k (n) are assumed to be identical for all the nodes. Without loss of generality, we need the assumptions for mathematical concise as follows:
for k = 1, . . . , N . The value of step-size µ is required to ensure the convergence stability for each node. In order to keep the calculations mathematically tractable, the leftstochastic matrix is assumed to be approximated by the constant matrix, namely, A = 
which is the trace consisting of the off-diagonal elements of K(n). In step (d) we use the property of trace, i.e., tr{ABC} = tr{BCA}, and in step (e) we apply the Kronecker product properties, i.e., (A ⊗ B) = A ⊗ B and (A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD). In the steady-state, i.e., ζ (n + 1) ≈ ζ (n), using (54) the steady-state MSD dominated by the deterministic time-variant input variance can be given as (56), as shown at the bottom of this page, which is the lowest steady-state network MSD of DLMS. Equation (56) implies that the slow variations of input variance result in ripples in the transient and steady-state MSD with the same period T , however, the ripples are significantly suppressed for the large scale network, the small step-size µ, and the stationary system, i.e., σ 2 q = 0. When the left-stochastic matrix A = I N corresponding to no diffusion for the estimated weight vectors among the distributed nodes, yields to
Then the steady-state MSD (56) reduces to that of non-cooperative LMS algorithm [12] , as a special case of our derived analytical models. When the kurtosis of white non-Gaussian input u k (n) is large compared with the product of filter length L and number of nodes N , and the variance of input is assumed to be fixed, i.e., σ 2 x (n) = σ 2 x , (54) can be rewritten as
with ν = µ 2 (LN +φ −1)σ 4 x −2µσ 2 x +1. Observed from (58), the steady-state network MSD of DLMS can be attained at the fastest convergence speed as ν equal to zero, yielding
From (59), it should be noted that the larger the kurtosis of white non-Gaussian input u k (n) is, the smaller the upper bound of convergence speed is. When the step-size is much less than the upper bound, i.e., µ ≤ µ , ν will be approximated by (1 − 2µσ 2 x ). Consequently, the impact of type of white non-Gaussian input u k (n), namely, the kurtosis on the convergence of MSD is substantially attenuated.
V. EXPERIMENT VALIDATION
In this section, we present the simulation results of two examples to validate the theoretical models with the non-cooperative LMS and DLMS algorithms. All the simulated learning curves were obtained by averaging over 200 runs, which give sufficiently smooth curves to check consistency with theoretical results. Some of the setting parameters are fixed in all simulations containing α = 0.5, β = 1, V l = 2 × 10 −4 , and V h = 2.
A. DYNAMIC VARYING INPUT ENVIRONMENT
In order to show the impact of diverse types of cyclostationary white non-Gaussian inputs for each node on the transient convergence performance of network MSD, consider a network of 15 nodes depicted in Fig. 1 within the dynamic varying input environment. As shown in Fig. 1 , the circular nodes and square nodes are based on the sinusoidal model (10) and the pulsed model (11) for cyclostationary input variance σ 2 x,k (n), respectively. The two-component Gaussian mixture sequence is modeled as [12] , [25] 
where both of v k (n) and τ k (n) are independent zero-mean white Gaussian noises with variances σ mixture sequence is given by
The parameters of three different representative types of white non-Gaussian input distributions and their marked colors are listed in Tab. 1. Note that the former is sub-Gaussian distribution, while the latter two are super-Gaussian distributions.
The node with different color represents using the corresponding type or kurtosis of input distribution u k (n). In addition, Figs. 1 (a) to (c) correspond to three different stages involving the dynamic changes of type of input distribution u k (n) and the variations of variance σ 2
x,k (n) with slow period T = 1024, moderate period T = 64, and fast period T = 4.
The measurement Gaussian noise variances σ 2 z,k are depicted in Fig. 2 . The entries a k of diffusion matrix A were set to |N k | −1 for ∈ N k . In the single-task framework, the entries of initial optimal parameter vectors of three stages w (0), w (1 × 10 4 ), and w (2 × 10 4 ) were L = 32 random numbers generated from the standard normal distribution for all the nodes. The step-sizes µ k and initial estimated weight vectors w k (0) were set to µ k = 1 × 10 −3 and zero parameter vector of 0 ∈ R L for all nodes.
In order to clearly show the evolution of MSD learning curves during three stages, the continuous simulation results are separated into three figures. Fig. 3 shows that the theoretical and the simulated transient MSD learning curves of DLMS are in excellent agreement for dynamic change of non-Gaussian input type, which validates the correctness of assumptions and the accuracy of theoretical derivation. As shown in Fig. 3(a) for slow variation of input variance, the MSD learning curves of DLMS with ATC diffusion strategy are not only lower than those of non-cooperative LMS of square node 4 and circular node 12 for non-stationary (σ 2 q = 1×10 −6 ) and stationary (σ 2 q = 0) systems, but also are the tradeoff between pulsed shape and sinusoidal shape. The amplitudes of MSD learning curves are significantly reduced with the perturbation variance σ 2 q being decreased, namely, the system nonstationarity reducing. Moreover, the ripples of MSD learning curves in transient phase with the same period of input variance are substantially attenuated for the stationary system, i.e., σ 2 q = 0. Although both of Fig. 3(b) and (c) are illustrated as almost identical, the smoothness of MSD learning curves for fast variation of input variance is much better than those for moderate variation of input variance. It should be noted that the estimated weight vectors of DLMS are the convex combination of the estimates of cooperative nodes with distinct cyclostationary white non-Gaussian inputs as in (6) . In the single-task where the nodes with the diverse type of input attempt to estimate the same optimum weight vector, the estimated weight vectors of DLMS are affected, whereas, the network MSD still converges to the steady-state value.
B. SLOWLY VARYING INPUT ENVIRONMENT
Consider another network of 15 nodes depicted in Fig. 4(a) for slowly varying input environment. Likewise, the coefficient entries a k of A were set to |N k | −1 for ∈ N k . The corresponding variances σ 2 z,k of measurement Gaussian noises are illustrated in Fig. 4(b) . The step-size µ was set to 1 × 10 −3 or 3 × 10 −3 to characterize the steady-state convergence performance. The initial optimal parameter vector w (0) and estimated weight vectors w k (0) were L = 32 random numbers generated from the standard normal distribution and the zero parameter vector of 0 ∈ R L for all the nodes, respectively. Two types of white non-Gaussian inputs are chosen as the Bernoulli and Gaussian mixture sequences, whose parameters were set according to the Tab. 1. In addition, two types of slow variations of input variance are chosen as the sinusoidal and pulsed models with the period T = 1024.
Figs. 5(a) and (b) show that the periodically fluctuated steady-state MSD learning curves obtained by (56) consistently match the simulated results for the slow sinusoidal and pulsed variations of Bernoulli inputs, respectively. Meanwhile, Figs. 6(a) and (b) show that the periodically fluctuated steady-state MSD learning curves obtained by (56) consistently match the simulated results for the slow sinusoidal and pulsed variations of Gaussian mixture inputs, respectively. It verified the rationality of the necessary approximations and assumptions and the accuracy of the derived steady-state MSD of DLMS with cyclostationary white non-Gaussian inputs. Since the step-size µ is sufficiently small in (56), one can notice that Fig. 5 and Fig. 6 seem to be almost coincident even for the Bernoulli and Gaussian mixture inputs with the different kurtosis. Furthermore, it can be observed that the ripples of MSD in the steady-state phase with the same period of input variance, and the dependence of steady-state MSD on the periodically varying input variance and kurtosis are also greatly reduced for the small step-size and the stationary system, i.e., σ 2 q = 0.
VI. CONCLUSION
In this paper, we derived the analytical models to characterize the stochastic behavior of DLMS over single-task network for the time-variant system with the diverse types of cyclostationary white non-Gaussian inputs. Moreover, the approximated analytical model of the steady-state MSD of DLMS for slowly varying input variance was also provided. Simulations VOLUME 7, 2019 illustrated the good consistency between the simulated MSD learning curves and the theoretical predictions of DLMS, as well as the accuracy of theoretical steady-state MSD of DLMS for slowly varying input variance. In the future work, the theoretical performance analysis of DLMS over multitask network with the diverse types of cyclostationary white non-Gaussian inputs will be studied.
