Cortical electrical stimulation (CES) techniques are practical tools in neurorehabilitation that are currently being used to test models of functional recovery after neurologic injury. However, the mechanisms by which CES has therapeutic effects, are not fully understood.
Background
Cortical electrical stimulation (CES) techniques are practical tools in neurorehabilitation that are currently being used to test models of functional recovery after neurologic injury. However, the mechanisms by which CES has therapeutic effects, are not fully understood.
Objective
In this study, we investigated the effects of CES on unit activity of different neuronal elements in layers of rat primary motor cortex after the offset of stimulation. We evaluated the effects of monopolar CES pulse polarity (anodic-first versus cathodic-first) using various stimulation frequencies and amplitudes on unit activity after stimulation.
Methods
A penetrating single shank silicon microelectrode array enabled us to span the entirety of six layer motor cortex allowing simultaneous electrophysiologic recordings from different depths after monopolar CES. Neural spiking activity before the onset and after the offset of CES was modeled using point processes fit to capture neural spiking dynamics as a function of extrinsic stimuli based on generalized linear model methods.
Results
We found that neurons in lower layers have a higher probability of being excited after anodic CES. Conversely, neurons located in upper cortical layers have a higher probability of being excited after cathodic stimulation. The opposing effects observed following anodic versus cathodic stimulation in upper and lower layers were frequency-and amplitude-dependent.
Conclusions
The data demonstrates that the poststimulus changes in neural activity after manipulation of CES parameters changes according to the location (depth) of the recorded units in rat primary motor cortex. The most effective pulse polarity for eliciting action potentials after stimulation in lower layers was not as effective in upper layers. Likewise, lower amplitudes and frequencies of CES were more effective than higher amplitudes and frequencies for eliciting action potentials. These results have important implications in the context of maximizing efficacy of CES for neurorehabilitation and neuroprosthetic applications. Ó 2011 Elsevier Inc. All rights reserved.
Keywords cortical electrical stimulation; anodic; cathodic; penetrating electrode array; rat primary motor cortex Cortical electrical stimulation (CES) has been used extensively in experimental neuroscience to modulate neuronal or behavioral activity that has led this technique to be considered in neurorehabilitation. In healthy volunteers, cortical stimulation techniques have been shown to affect a wide variety of cortical systems, enhancing the beneficial effects of motor training, 1,2 implicit motor learning, 3 skilled finger movements, 4 probabilistic classification learning, 5 working memory, 6 and sleep-dependent consolidation of declarative memories. 7 Cortical stimulation techniques for use as neuroprosthetics have shown evidence for enhanced recovery from stroke, 8 suppression of seizures in epilepsy, 9 amelioration of chronic neuropathic pain, 10 improved motor symptoms in Parkinson's disease, 11 and reduced depression. 12 The mechanisms by which cortical stimulation has therapeutic effects is not fully understood. Because the cortex and the surrounding anatomy have irregular geometries and inhomogeneous and anisotropic electrical properties, the distribution of electric field and current density generated during cortical stimulation cannot be easily predicted. It is also unclear how the distribution of the electric field and current affect the different neuronal elements in the cortex, because cortical neurons vary in shape, size, location, and orientation. 13, 14 Although there have been several modeling studies on current flow and neuronal polarization in the cortex, [14] [15] [16] [17] [18] there is little knowledge on the effects of CES in vivo. The therapeutic effects of CES may be improved when the stimulation parameters (polarity, frequency, and amplitude) can be optimized based on knowledge of the neuronal elements to be targeted.
Modeling studies have shown that although neuronal elements perpendicular to the electrode surface are preferentially excited by anodic stimulation, cathodic stimulation excites those with a direction component parallel to its surface. 14, 15 In this study, we investigated these effects after the offset of stimulation on unit activity of different neuronal elements in rat primary motor cortex by changing the stimulation pulse polarity in various frequencies and amplitudes. A penetrating single shank silicon microelectrode array enabled us to span the entirety of six layer cortex allowing simultaneous electrophysiologic recordings from different depths 19 after monopolar CES. Neural spiking activity before the onset and after the offset of CES was modeled using point processes fit to the neural spike trains based on generalized linear model methods. 20 The models characterized the differences in spiking propensity to capture temporal variations in neural spiking after the covariation of CES parameters. Our results agree with previous modeling studies and show an increase in unit activity after anodic stimulation and a decrease in unit activity after cathodic stimulation in lower layers (V and VI) units after the offset of stimulation. The opposite poststimulus effect was seen for the units in upper cortical layers (I and II). These opposing effects observed after anodic versus cathodic stimulation in upper and lower layers were frequency and amplitude dependent.
Materials and methods

Subjects
Six normal male rats (Charles River Laboratories, Wilmington, MA) were implanted with two bone screws used to deliver (source) monopolar CES to primary motor cortex as well as a much larger current return (sink). A microscale penetrating electrode array (NeuroNexus Technologies, Ann Arbor, MI) consisting of 16-electrodes spaced 100 mm apart ( Figure 1A ) was implanted to span the entirety of six-layer motor cortex. 19 This electrode array was implanted to record extracellular action potentials from the forelimb representation of primary motor cortex and was angled toward the cortical stimulation electrode such that extracellular action potentials had a higher probability of being affected by the cortical stimulation ( Figure 1B ).
Electrophysiologic recordings and stimulation protocol
Animals were placed in a faraday cage where all signals could be routed through a commutator to a wireless stimulation device (Northstar Neuroscience, Shoreline, WA) and multichannel neural signal amplifier (MNAP, Plexon Inc, Dallas, TX). For spike recordings, the signals were filtered with a passband of 150-8000 Hz, further amplified and sampled at 40 kHz. Unit spiking activity was sorted offline from each channel using Offline Sorter software (Plexon Inc).
Constant current CES was delivered in two configurations, cathodic first or anodic first consisting of pulse trains at frequencies of 25, 50, 100, 250, or 500 Hz. Pulses consisted of square leading phase (100 ms), followed by an exponentially decaying second phase to balance charge of length dependent on the amplitude of the leading phase ( Figure 1C) . Before starting the stimulation, a movement inducing current (MIC) was determined for each frequency. MICs were determined as the weakest current passed through the cortical electrode that caused a forced movement in 50% of test pulses. 8, 21 The average measured MIC for anodic first and cathodic first was 2.33 6 0.21 and 2.44 6 0.21 mA, respectively. Once MICs were determined, 25, 50, and 75% of MIC were calculated. Recording sessions proceeded as follows: an entire session consisted of either cathodic-first or anodic-first stimulation pulses. A random combination (without replacement) of stimulation frequency and percentage of MIC current was chosen to be presented to the animal in 25 repetitions of 1 second of stimulation, followed by 4 seconds of recording. It is important to point out that for each frequency of stimulation, there were different numbers of pulses in the 1 second duration of stimulation.
Microlesioning and histology
On completion of the experiment, electrolytic lesions were made, followed by histologic analysis to determine the electrode site locations within the different cortical layers. 22 In all cases, electrodes extracted from the brain were intact and were kept attached to the skull/headcap (Figure 2A and B). The 100-mm coronal slices were stained with a standard cresyl-violet (Nissl) staining method ( Figure 2C-E) . Exact stereotaxic positions of lesion marks and probe tracts were identified by coregistering histologic images to the estimated probe locations from the images of the intact electrode arrays. 22 Point process model A point process model was formulated to relate the spiking propensity of each unit to factors associated with the stimulation parameters (frequency and amplitude) in the time intervals before the onset and after the offset of stimulation. Point process models have been shown to be useful in characterizing neural spiking activity. 20, 23, 24 Conventional methods for analyzing the spiking activity of neurons are based on linear or nonlinear regression Figure 1 A, Horizontal schematic of the rat skull showing the locations of craniotomy, implanted CES screws and penetrating probe. The current sink was shorted to a much larger bone screw (depicted). Rostral is to the right. B, Conceptual cross-section in the saggital plane of the implanted probe enlarged from the gray box in (A) (rostral is to the right). The penetrating electrode was angled toward the cortical stimulation electrode such that recorded extracellular action potentials had a high probability of being affected by the cortical stimulation (electrodes are on the side of the silicon shank that faces the current source). C, Pulse shapes: Constant current CES was delivered in two configurations, cathodic-first or anodic-first consisting of pulse trains. Pulses consisted of square leading phase (100 ms), followed by an exponentially decaying second phase to balance charge. The pulse width of the leading phase was fixed at 100 ms and the length of the trailing phase varied according to leading phase current to balance the charge. D, Time intervals I i,a (t) or I i,f (t) for i51,2,3,4,5 with respect to stimulation time. Stimulation starts at time 0 and ends at 1000 milliseconds. i51 corresponds to 500 milliseconds before the onset of the stimulation and i5{2,3,4,5} correspond to the four 500-millisecond time intervals after the offset of the stimulation. methods. [25] [26] [27] Although these methods have played an important role in characterizing the spiking properties in many neural systems, they could not be used to fully address several issues. First, neural spike trains form a sequence of discrete events or point process time series. 20, 28 Standard linear or nonlinear regression methods are not designed for the analysis of discrete events and point process observations. To model spike trains with conventional regression methods, the data are usually smoothed or binned that alters the stochastic structure of the data and therefore the inferences made from their analysis. Second, model goodness-of-fit assessment method should also be appropriate for the discrete nature of neural spike trains. 20 To avoid the potential problems associated with these methods, we used a point process likelihood framework to analyze the spiking activity in our dataset. The point process framework provides a flexible, computationally efficient approach for maximum likelihood estimation, goodness-offit assessment, model selection, and neural coding. 20 A point process is a set of discrete events that occur in continuous time (eg, the number of neuronal spikes in a given time interval) and is characterized entirely by the conditional intensity function (CIF), which is a history-dependent generalization of the rate function for the Poisson process. It provides a canonical representation of the stochastic properties of a neural spike train. 20 In this study, the time interval (0,T) denotes the observation interval and 0 , t 1 , t 2 . , t n % T are a set of spike time measurements. If N(t) is the number of spikes in (0, t), then the conditional intensity function is defined for any t˛(0,T) as:
H t is the history of the spiking activity and that of any covariates up to time t. Consequently, equation (1) defines the probability of a spike in any small time interval (t, t 1 D) as follows: When D is small, equation (2) is roughly the spiking propensity at any time t. To analyze the spiking propensity of the neurons, we define the CIF as a function of stimulation frequency f˛{1,2,3,4,5} that corresponds to 25, 50, 100, 250, and 500 Hz and stimulation amplitude a{ 1,2,3,4} that corresponds to 25, 50, 75, and 100% MIC. Time was divided into five intervals of 500 milliseconds with variable i, where i 5 1 corresponds to the 500 milliseconds before the onset of stimulation and i 5 {2,3,4,5} correspond to (0-500), (500-1000), (1000-1500), and (1500-2000) millisecond time intervals after the offset of the stimulation ( Figure 1D ).
The following quantities are computed from data: I i,a (t) is equal to 1 for the time interval i and stimulation amplitude a and is equal to 0 otherwise. I i,f (t) is equal to 1 for the time interval i and stimulation frequency f and is equal to 0 otherwise ( Figure 1D ). Separate models were built for the anodic-first and cathodic-first stimulation sessions.
The model can be fit to the neural spike trains using general linear model (GLM) methods. 17 The GLM is an extension of the multiple linear regression model in which the variable being predicted, in this case spike times, need not be Gaussian. 20 GLM provides an efficient computational scheme for model parameter estimation and a likelihood framework for conducting statistical inferences based on the estimated model. 23, 24 The maximum-likelihood estimates and confidence intervals of q were computed for each neuron using the glmfit.m function in MATLAB.
The model parameter vector q 5 {a i,a , b i,f } was fitted to the data, where {a i,a } measured the spiking probability for different amplitudes and {b i,f } measured the spiking probability for different frequencies. The {a 1,a , b 1,f } parameters measured the spiking probability 500 milliseconds before the onset of stimulation and {a 2-5,a , b 2-5,f } parameters measured the effects of CES in (0-500), (500-1000), (1000-1500), and (1500-2000) millisecond time intervals after the offset of stimulation on the spiking probability, respectively. Therefore, the difference between {a 2-5,a , b 2-5,f } and {a 1,a , b 1,f } can capture the effects of different stimulation parameters on spiking probability at different time intervals after the offset of stimulation. To compare these effects across all units, the model parameters for anodic-first and cathodic-first stimulation models ({a i,a } and{b i,f }) were scaled to have values between 21 and 1 using the following equations:
and
The differences of these scaled parameters for all the four time intervals defined in the model were calculated: 
Statistical analysis
To estimate the effect of various parameters in different depths of motor cortex, the neuron populations were divided into three groups. Group 1 is defined as layers I and II (0-400 mm), group 2 as layers III and IV (400-750 mm), and group 3 as layers V and VI (750-1800 mm) below the cortical surface. The distribution of the units over depth for each group can be seen in Figure 2F . The depth of these layers in motor cortex is reported and verified through histology. 29 The effects of stimulation parameters were divided between amplitude (D j,a ) and frequency (D j,f ) model parameters. A 2 3 4 3 3 3 4 analysis of variance (ANOVA) was constructed in SPSS Statistics 18 (SPSS, Inc, Chicago, IL) for D j,a factors: pulse polarity (anodic-first versus cathodicfirst), percent MIC (25, 50, 75, 100%), depth (layers I, II, III, IV, V, and VI), and time intervals (0-500, 500-1000, 1000-1500, 1500-2000 milliseconds after the offset of the stimulation). Likewise, a 2 3 5 3 3 3 4 ANOVA was constructed for D j,f factors: pulse polarity (anodic-first versus cathodic-first), frequency (25, 50, 100, 250, 500 Hz), depth (layers I, II, III, IV, V, and VI), and time intervals (0-500, 500-1000, 1000-1500, 1500-2000 milliseconds after the offset of the stimulation). Based on significant interactions effects (P , .05, eg, pulse polarity 3 frequency 3 layer) further ANOVA were constructed given that there were only two pulse polarities (eg, 5 3 3 3 4 of factors frequency 3 depth 3 time for each pulse polarity) such that post hoc tests could be performed to determine the significance of each factor (eg, anodic pulse polarity in upper layers 3 frequency).
Results
We recorded from 110 units across six rats. For both anodic-first and cathodic-first stimulation data, 107 models passed the goodness-of-fit assessment based on the 95% confidence bounds (Supplementary Figure 1) .
The effects of CES parameters on the neuron firing rates over time were investigated in four 500-millisecond intervals after the offset of stimulation ( Figure 1D ). Within the first 500 milliseconds after CES, unit activity was significantly different from the following three 500-millisecond intervals (P , .01), which are described in the following sections:
CES pulse polarity
Our modeling results showed that anodic-first and cathodicfirst stimulation pulses had a significantly different poststimulus effect on neural spiking activity (P , .01). In Figure 3 , we show an example waveform, raster plots, poststimulus time histogram (PSTH) of a unit, the normalized PSTH of all units, the population average PSTH, and Figure 3 The effects of anodic-first versus cathodic-first stimulation regardless of stimulation frequency and amplitude. A, In each layer category an example waveform of a unit, raster plots and poststimulus time histogram (PSTH) of the represented unit for both anodic-first and cathodic-first stimulation are shown. Each dot in the raster represents a single spike event. Each row of the raster represents a separate trial. Vertical shaded bars represent the 1-second stimulus pulse train in which no unit activity was recorded. The PSTH is the average firing rate of the unit in spike events per second in 10 ms bins. Shaded area is standard error. These examples demonstrate the varying effects of stimulation polarity on unit activity in a range of cortical layers. B, In each layer category, the top plot shows the normalized PSTH of all units in false color. Each row represents a single unit. Each column is the unit firing rate in 10 ms bins normalized to the maximum firing rate of each unit (hot colors represent high firing rates, cold colors represent low firing rates). The middle plots show the population average PSTH as the normalized mean firing rate (shaded area is standard error). The bottom plots show the generalized linear model (GLM) results which is the mean estimate of the normalized change in unit activity by the model (mean of Dj,f: equation 7) regardless of stimulation frequency and amplitude. Data points are the mean of the normalized change of unit activity (increase, positive deviation; decrease, negative deviation) from baseline in 500-millisecond intervals after the offset of stimulation. C, Scatter plots of peak firing rate of units following anodic versus cathodic stimulation in five time intervals of 20.5-0, 1-1.5, 1.5-2, 2-2.5, and 2.5-3 seconds. The stimulation starts at time 0 and ends at 1 second. Three layer categories (I and II, III and IV, V and VI) are shown with red, green, and blue dots, respectively, each dot representing the normalized firing rate of a single unit. The data in this figure demonstrate an increase in unit activity after anodic stimulation and a decrease in unit activity after cathodic stimulation in lower layers (V and VI, blue) in the first 500 milliseconds after the offset of stimulation. The opposite effect can be seen for the upper layers (I and II, red).
generalized linear modeling results to compare them across anodic-first versus cathodic-first stimulation. Our results demonstrated that the units located in lower layers (V and VI) of rat motor cortex have a significantly higher probability of being excited after anodic stimulation with respect to cathodic stimulation (P , .01) in the first 500 milliseconds ( Figure 3A and B, lower panel) . However, in this interval, units located at the upper cortical layers (I and II) had a significantly higher probability of being excited after cathodic stimulation in comparison to anodic stimulation (P , .005) ( Figure 3A and B, upper panel) . After the offset of stimulation, an increase in unit activity after anodic stimulation and a decrease after cathodic stimulation was seen in lower layer (V and VI) units (P , .01) ( Figure 3A and B, lower panel) . The opposite effect was seen for the units in upper cortical layers (I and II) (P , .01) ( Figure 3A and B, upper panel) . Both anodic and cathodic stimulation caused an increase (P , .01) in activity of the units in layers III and IV ( Figure 3A and B, middle panel) after the offset of stimulation.
CES frequency
When varying the frequency of stimulation, our modeling results showed that the opposing poststimulus effects observed after anodic versus cathodic stimulation in upper and lower layers were frequency-dependent ( Figure 4 ) (P , .01). In addition, our results suggest that varying the stimulation frequency induces changes in the firing pattern of the units. The modeling response demonstrate that the probability of neurons firing increased (P , .05) after lowfrequency stimulation (,100 Hz) that decreased (P , .05) as we increased the stimulation frequency (. 100 Hz) ( Figure 4B ). Figure 4A , shows a raster plot and corresponding PSTH of a single unit for each layer category at frequencies of 50 Hz (,100 Hz) and 500 Hz (. 100 Hz) after anodic-first and cathodic-first stimulation. Comparing the poststimulus effects of these frequencies on Figure 4A , across upper and lower layer units, show the opposite effects of anodic versus cathodic stimulation as well as the effects of changing the frequency.
By increasing the frequency of CES in layers I and II, we see a decrease in firing rate after cathodic stimulation (P , .05). In contrast, the decrease in activity observed after anodic stimulation is the same for all frequencies of CES up to 250 Hz in these layers. Increasing the frequency from 250 to 500 Hz causes a further significant decrease from other frequencies (P , .01).
The probability of neuron firing increased after lowfrequency stimulation and decreased as we increased the stimulation frequency that we have seen in layers I and II also held true for neurons in layers V and VI (although with opposite pulse polarity) (P , .01). However, we do not see this trend in neurons located in layers III and IV, especially for the cathodic stimulation. Both anodic and cathodic stimulation cause an increase (P , .01) in activity in the units located in these layers (except for 500 Hz, anodic). As we increase the stimulation frequency, the increase in activity by these units remains consistent and we do not see a significant change affected by this parameter (P . .2).
CES amplitude
Opposing poststimulus effects on unit activity were observed after anodic versus cathodic stimulation in upper and lower layers that were also amplitude-dependent ( Figure 5 ) (P , .01). Varying the stimulation amplitude induces changes in the firing pattern of the units as can be seen in the GLM amplitude results (Mean of D j,a : equation 6) for each layer category after anodic-first and cathodic-first CES ( Figure 5 ). Our results demonstrate that increasing the amplitude of stimulation from 25 to 50% and 75% MIC, caused a significant reduction in the depressive poststimulus effects of anodic-first pulses (P , .01) and a significant increase in the excitatory poststimulus effects of cathodic-first pulses (P , .01) ( Figure 5B ). However, increasing the amplitude of stimulation from 50% and 75% MIC to 100% showed a decrease in both excitatory and inhibitory effects observed (P , .01) ( Figure 5B ).
Short-term temporal effects of CES
The effects of CES parameters on the neuron firing rates over the first 500 milliseconds after CES, was significantly different from the following three 500-millisecond intervals (P , .01), which were described in the previous sections. The effects observed in the 500-1000-millisecond and 1000-1500-millisecond time interval showed no significant differences (P 5 .299). We performed a t test of the null hypothesis that data in the 1500-2000 milliseconds after the offset of stimulation are a random sample from a normal distribution with mean 0 and unknown variance, against the alternative that the mean is not 0. The null hypothesis was rejected for cathodic-first stimulation (P , .001) and was accepted for anodic-first stimulation (P 5 .48). This indicates that the effects of cathodic-first CES on unit activity lasts at least 2 seconds after the offset of stimulation although the effects of anodic-first CES lasts up to 1.5 seconds after the offset of stimulation. To investigate the poststimulus effects of CES for cathodic stimulation after 2 seconds after the offset of stimulation, we have done further analysis. We have calculated the model parameters for 2000-2500-millisecond time interval after the offset of stimulation and performed the null hypothesis on them (see Supplementary materials). The results of our analysis revealed that the poststimulus effects of cathodic stimulation last up to 2 seconds after the offset of stimulation.
These excitatory effects observed after the stimulation in our results were always followed by a decrease in activity that was observed 500 to 1500 milliseconds after the stimulation (P , .01). In addition, our results demonstrated that the inhibitory effects observed in layers V and VI were followed by excitatory effects (P , .01).
Discussion
In this study, we have investigated the poststimulus effects of CES pulse polarity of various frequencies and Figure 4 Effects of the frequency of stimulation on unit activity in layered cortex regardless of stimulation amplitude. A, A raster plot (top) and corresponding PSTH (bottom) is shown for each layer category of a single unit for frequencies of 50 Hz (left column) and 500 Hz (right column) after anodic-first (light shading) and cathodic-first (dark shading) stimulation. Each row of the raster represents a single trial and each dot in the raster represents a single spike event. The PSTH is the mean spike rate across trials in 10 ms bins. Color-coding is the same as Figure 3 . B, GLM frequency results (Mean of Dj,f: equation 7) of units in each layer category after anodic-first and cathodic-first CES. Data points are the mean of the normalized change of unit activity (increase, positive deviation; decrease, negative deviation) from baseline in the first 500-millisecond interval after the offset of different frequencies of stimulation. The error bars indicate 95% confidence intervals. Lines are used only for clarity and do not indicate continuous processes. C, Comparison of the GLM results for each stimulation frequency after anodic-first and cathodic-first stimulation. Data points are the mean of the normalized change of unit activity from baseline in the first 500-millisecond interval after the offset of different frequencies of stimulation regardless of stimulation amplitude. The error bars indicate 95% confidence intervals. Lines are only used for clarity and do not indicate continuous processes. The opposing effects observed after anodic versus cathodic stimulation in upper and lower layers are frequency dependent. Stimulation pulses at lower frequencies caused an increase in activity compared with higher frequencies that caused a decrease in activity. amplitudes on neural activity. It is important to point out that in stimulation studies, recording is generally difficult for the duration of the stimulus pulse train because of the substantial stimulation artifacts that corrupt the data and/or saturate the recording electronics.
30-32 Therefore, we were only able to have a high-quality recording after the offset of stimulation and report the poststimulus effects observed. It has been shown that neuronal electrical stimulation results in two stages of conduction of the stimulation pulse. [33] [34] [35] [36] [37] These investigations have reported that effects observed directly after the stimulation are followed by a delayed series of stimulation-induced changes. Previous studies suggest that these indirect activities arise from retrograde, synaptic, or electrical transmission. [38] [39] [40] [41] [42] [43] Because the results presented in this paper are the poststimulus effects after the 1-second train of stimulation pulses, the effects we have reported could be due to both of the above mechanisms and we cannot distinguish the effects of each separately.
Pulse polarity
When an electrical stimulus is applied within the CNS, cells and fibers over an unknown volume of tissue are activated. 37 To make accurate inferences about anatomic structures or physiologic mechanisms involved in electrical stimulation, we must know which elements are stimulated. Our results showed a significantly different poststimulus effect on neural spiking activity across different cortical layers after anodic-first and cathodic-first stimulation pulses. Previous clinical, animal, and modeling studies have suggested that neural elements perpendicular to the electrode surface are preferentially excited by anodic stimulation, whereas cathodic stimulation excites those with a direction component parallel to its surface. 14, 15, 44 Previous studies on the effects of extracellular anodic and cathodic currents on cortical cells [45] [46] [47] [48] [49] have inferred that the differences obtained are, in part, due to the opposing membrane potential changes induced between oppositely directed poles (dendrite and axon) of vertically oriented cells. Accordingly, surface anodal current is believed to hyperpolarize the dendrites whereas depolarizing cell body and axonal portions of neurons. An opposite sequence of depolarizinghyperpolarizing events is believed to occur during surface cathodal current flow. 50 The neurons located in lower layers (V and VI) of rat motor cortex have elements that are primarily perpendicular to the stimulating electrode. The dendritic tree at the distal end of these neurons coalesces into the soma or cell body and the axon is at the proximal end. If an applied electric field is directed from the cortical surface inward, the dendrites are hyperpolarized, and the axon is depolarized, therefore this mode of stimulation is excitatory. In contrast, if the applied electric field is directed outward from the cortical surface, the dendrites are depolarized, and the axon is hyperpolarized, resulting in no excitation. 16, 51 In addition, it has been reported that the site of excitation is dependent on the polarity of the stimulus, with cathodic stimuli resulting in lower thresholds for electrode positions closer to the axon and anodic stimuli resulting in lower thresholds for electrode positions closer to the cell body and dendrites. 52 These previous findings and the configurations of the surface stimulation in our experiments, lead us to hypothesize that neurons in these lower layers have a higher probability of being excited after anodic stimulation originating at the cortical surface. This hypothesis is confirmed by the evidence presented in our analysis and corroborated by modeling studies. Our results showed an increase in unit activity after anodic stimulation and a decrease in unit activity after cathodic stimulation in lower layer (V and VI) units.
As mentioned before, previous modeling studies have suggested that cathodic stimulation excites the neural elements with a direction component parallel to the surface of stimulation. 14, 15 These studies have showed a positive activating function (an approximation of the effect of stimulation induced potential fields on the membrane voltage of a nerve fiber 14 ) as the result of surface cathodic stimulation in nerve fibers with a directional component parallel to the electrode surface. This positive activating function indicates membrane depolarization and possibly excitation induced by cathodic stimulation in these nerve fibers. 14, 15 Therefore, it is expected to see the excitatory effects on upper cortical layers after cathodic stimulation in which the neuronal structure is primarily parallel to CES surface. Our results of unit activity in the first 500 milliseconds after the offset of stimulation in upper cortical layers (I and II) agree with these hypotheses. In addition, it has been suggested that horizontally running axons in the outer layers of the cortex are likely inhibited transsynaptically as the result of anodic stimulation that polarizes the pyramidal cells. 47 This was also shown in our results in which a decrease in unit activity was observed in the upper cortical layers (I and II) after anodic stimulation.
Both anodic and cathodic stimulation caused an increase in activity of the units in layers III and IV. This may also be attributed to the direction of the neuronal elements in these layers with respect to the stimulating electrode and the high degree of neural connections and neural interactions that causes both pulse polarities to increase unit firing rates after the offset of stimulation. It is important to point out that here we are reporting the poststimulus effects and therefore cannot distinguish between direct and indirect activation of the recorded units.
CES frequency
The opposing poststimulus effects observed after anodic versus cathodic stimulation in upper and lower layers were frequency dependent; our results suggest that varying the stimulation frequency induces changes in the firing pattern of rat primary motor cortex neurons. Previous work has demonstrated frequency-dependent effects on brain activity after electrical stimulation. Studies have shown that within a large range of frequencies (at least up to 130 Hz), neuronal fibers can be recruited by the stimulation, depolarized, and hence, excited. [53] [54] [55] However, for highfrequency stimulation (.130 Hz), it was proposed that some synapses could not depolarize fast enough to follow the stimulus train, resulting in recurrent hyperpolarization that reduces the overall number of action potentials conveyed. [53] [54] [55] [56] Also, high-frequency stimulation induces a transient depression of excitatory synaptic currents in postsynaptic motor neurons. 56 Therefore, it is expected that by increasing the frequency of stimulation to high frequencies (.130 Hz), the probability of neurons firing an action potential decrease. Our results agree with these hypotheses such that the response observed from the recorded units after different frequencies of stimulation demonstrates that the probability of neurons firing after the offset of stimulation, increased after low-frequency stimulation (,100 Hz) that decreased as we increased the stimulation frequency (.100 Hz).
By increasing the frequency of CES, in layers I and II, we see a decrease in firing rate after cathodic stimulation. In contrast, the decrease in activity observed after anodic stimulation is the same for all frequencies of CES up to 250 Hz. Increasing the frequency from 250 to 500 Hz causes a further significant decrease from other frequencies. These poststimulus results are probably due to different mechanisms involved in the excitatory and inhibitory effects observed in motor cortex neurons after cortical stimulation. 57 The inhibitory effects have been attributed to intracortical 58 or corticospinal 59 inhibitory mechanisms. The combination of these inhibitory mechanisms in high frequencies of stimulation could cause greater recruitment of inhibition and therefore at really high frequencies (in our case 500 Hz), recurrent hyperpolarization.
The probability of neuron firing increased after lowfrequency stimulation and decreased as we increased the stimulation frequency that we have seen in layers I and II also held true for neurons in layers V and VI (although with opposite pulse polarity). However, we do not see this trend in neurons located in layers III and IV, especially for the cathodic stimulation. As shown previously, both anodic and cathodic stimulation cause an increase in activity in the units located in these layers, except for 500 Hz anodic. As we increase the stimulation frequency, the increase in activity by these units remains consistent and we do not see a significant change affected by this parameter. These results suggest that there is a clear high-frequency poststimulus effect of anodic stimulation in the units in these cortical layers that will need further investigation to understand the mechanisms involved.
CES amplitude
It has been shown that the probability for eliciting an action potential increases with increasing the amplitude of stimulation 60 because neuronal compartments polarize linearly with the amplitude of the applied electric field. 52, 61, 62 Although our results support this hypothesis, when we increase the amplitude of stimulation from 25 to 50% and 75% MIC, it does not agree for 100% MIC stimulation. Increasing the amplitude of stimulation from 50 and 75% MIC to 100% showed a decrease in both excitatory and inhibitory poststimulus effects observed. It is important to point out that the cortical architecture contains several excitatory and inhibitory cell types that are complexly interconnected locally as well as over longer distances. 63, 64 Also, it is hypothesized that the amplitude of stimulation influences the distribution of the electric field induced into the brain. 65 This hypothesis and the high interconnectivity of the cortex predict that changing the stimulation amplitude can cause different populations of cell types to become activated as a result of electrical stimulation. 66 Previous modeling studies show that the threshold stimuli amplitude is lower for fibers with larger diameters. 65 This suggests that for lower current amplitudes (25 and 50% MIC) it is more probable to stimulate the pyramidal cell fibers, whereas for higher amplitudes (75 and 100% MIC), neurons from inhibitory networks are being recruited. 37 Because inhibition can be transmitted by electrically (and synaptically) interconnected networks of interneurons, [66] [67] [68] it is probable that higher amplitudes in CES can activate these networks and cause an inhibitory effect on the activity.
Previous in vitro studies have shown that layer V and VI neuron action potential thresholds are lower than upper layer pyramidal neurons and interneurons. 69 This is also shown in our results when comparing the responses of neurons located in layers V and VI with the ones located in layers I and II for 25% MIC. Increasing the amplitude, as mentioned before will recruit other networks of neurons that causes changes in firing rate that do not support this hypothesis.
Short-term temporal effects of CES
A large body of work from intracellular and extracellular recordings in the neocortex (in vitro and in vivo) describe a close correlation of both excitatory and inhibitory effects after electrical stimulation. [38] [39] [40] [41] [42] Despite some variation across methods and preparations, the common finding was that excitation is evoked at short latencies and was always followed by an inhibitory response. 43 This poststimulus effect was also observed in our results in the cases when we observed excitatory effects after the stimulation. These poststimulus excitatory effects were always followed by a decrease in activity that was observed 500 to 1500 milliseconds after the stimulation. The reduction of excitation in the network could be driven by two different mechanisms. First, intrinsic membrane currents could be triggered by the first wave of excitation and lead to a depression of firing rate. 43 Prominent candidates for such a mechanism are long-lasting after hyperpolarizations in pyramidal neurons based on calcium or sodium-dependent currents. 70, 71 Second, a decrement of network excitability could be based on short-term depression of excitatory intracortical synapses. [72] [73] [74] [75] Both mechanisms would reduce excitatory drive from cortical neurons by suppressing firing rates in the population of postsynaptic neurons. 43 In addition, our results demonstrate that the poststimulus inhibitory effects observed in layers V and VI were followed by excitatory effects. This can also be described with the mechanisms previously described because the dominant population of neurons are pyramidal cells in these layers.
Implications for transcranial magnetic stimulation and transcranial direct current stimulation
Although the results of this study could be related to epidural and subdual motor cortex stimulation applications, there are important differences between our results relative to the use of conventional, noninvasive cortical stimulation methods. Transcranial magnetic stimulation (TMS) and transcranial direct current stimulation (tDCS) are two of the most important applications of cortical stimulation in neurorehabilitation given their non-invasiveness. 3, [5] [6] [7] 11, 12 There are important differences between electric and magnetic stimulation of the brain. First, during magnetic stimulation, the direction of the electric field is approximately tangential (parallel to the surface of the skull). However, during electric stimulation the electric field has both radial and tangential components. 51 Therefore, the distribution of the electric field as the result of electric and magnetic stimulation and consequently the excited elements are different. There are also latency differences in surface-recorded electromyographic responses after electric and magnetic stimulation of the brain. 76, 77 The response latency in the contracting muscle during magnetic stimulation was found to be longer than electrical stimulation. These findings suggest that magnetic stimulation activates neurons transsynaptically, whereas electric stimulation activates them directly. 51, 78 Because of these differences, we suggest that the results in this paper may not be related to TMS applications.
It is also important to point out that there are major differences between CES and tDCS. Although in tDCS the electrodes attached to the scalp can be used to activate neurons in the brain, the high resistance of the skull shunts most of the current through the scalp. 51 In addition, tDCS approaches have a low spatial specificity and induce a modulation in a large cortical area. 79 CES, in contrast, permits high spatial specificity to targeted neuronal populations. 80 Therefore, because of these differences between our study and tDCS, the spatial distribution of electric fields are likely significantly different.
Considerations
In this article, we used the rat model of CES because the rat's cortex is well defined 63 and often used in neuroprosthetics and neurorehabilitation research. 18, 21, 43, 73 Therefore, the rat's cortex will help us to begin to understand the effects of stimulation in vivo without the confounding factors of sulci and gyri. However, in interpreting and comparing the results of this study for human applications, it is important to keep in mind that after the fold of the gyrus, the orientation of the neurons with respect to the electrode changes. 14 Bending axons exhibit abrupt changes in the profile of membrane voltage along the axon at the sites of the bends 15, 18 and therefore the excitation conditions are altered. 14 One of the important choices in designing stimulation paradigms is the choice of the waveform and whether to use voltage or current controlled pulses. We used currentcontrolled pulses because the effects of current pulse stimulation are more tractable than the effects of voltage pulse stimulation, for which the (current-induced) electric field depends on the complex impedance of the stimulation electrode. 31 Another constraint was to use charge-balanced stimulation to avoid injection of net charge and prevent electrode and cell damage. 31 To be able to compare the effects of anodic versus cathodic stimulation on different neurons in the motor cortex, we used a monopolar stimulation configuration that used biphasic pulse trains consisting of a square leading phase and a decaying exponential phase to balance charge. A third constraint was the width of the leading phase of the stimulus pulses. In this study, the leading phase pulse width was fixed at 100 ms as this pulse width is typically used for neural stimulation. 8, 21, 43, 81 There have been several investigations to optimize the stimulus waveform to maximize the injected charge through the electrode interface while keeping the activation threshold at a minimum. [82] [83] [84] It has been shown that this optimization varies as a function of the stimulus waveform and stimulating electrode material. 82 Further investigation is needed to determine whether alternative waveforms can provide similar results with the same polarity, frequency, and amplitude of stimulation as used in this study.
Conclusion
The goal of this study was to design a set of experiments and test the influence of CES pulse polarity of various frequencies and amplitudes on the imposed volume of rat primary motor cortex. The results of this study suggested that neurons in lower layers have a higher probability of being excited after anodic stimulation. Similarly, neurons located in upper cortical layers have a higher probability of being excited after cathodic stimulation. The opposing effects observed after anodic versus cathodic stimulation in upper and lower layers were frequency and amplitude dependent. In addition, our results demonstrate that the changes in neural activity after manipulation of CES parameters are time dependent according to the location (depth) of the recorded units. It is clear that more quantitative data about intracortical distribution of projections and their target, as well as variation of electrical properties of cortical circuits, are needed before the specific effects observed in the current study can be fully understood, especially in the context of maximizing efficacy of CES for neurorehabilitation and neuroprosthetic applications.
