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Sistem pengawasan saat ini menggunakan teknologi kamera. Suatu kebutuhan yang 
berkembang untuk pengawasan video yang lebih cerdas dari ruang pribadi dan publik 
menggunakan sistem penglihatan cerdas yang dapat membedakan apa yang secara semantik 
penting dalam arah pengamat manusia sebagai perilaku panik dan perilaku normal. Maka 
dari itu dirancang sistem untuk mendeteksi gerakan kepanikan berdasarkan kecepatan 
langkah kaki manusia. Metode yang digunakan untuk proses pengolahan citra dalam sistem 
adalah Frame Difference. Keluaran dari sistem ini adalah memberikan notifikasi yang akan 
diterima di ponsel.  
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Abstract 
The current surveillance system uses camera technology. A growing need for smarter 
video surveillance from private and public spaces using intelligent vision systems that can 
distinguish what is semantically important in the direction of human observers as panic 
behavior and normal behavior. In this final project, a system is designed to detect panic 
movements based on human footsteps. The method used for image processing in the system is 
the Difference Frame. The output of this final project is to provide notifications that will be 
received on the cellphone. 
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1. Pendahuluan  
Pengawasan kamera Closed Circuit Televesion (CCTV) merupakan suatu aktivitas yang 
bertujuan untuk memantau atau mengamati sesuatu. Ada beberapa kendala dan keterbatasan dalam 
melakukan pengawasan terhadap objek yang hendak dipantau secara manual. Hal ini 
menyebabkan banyak waktu dan upaya yang terbuang hanya untuk melakukan proses pengawasan. 
Dengan meluasnya penggunaan kamera keamanan, upaya untuk mengekstrak informasi secara 
otomatis dari gambar yang diperoleh menjadi semakin penting. Biasanya melihat peningkatan 
kecepatan dalam situasi seperti berlari atau penurunan kecepatan. Suatu kebutuhan yang harus 
dimiliki saat ini untuk pengawasan video yang lebih cerdas dengan menggunakan sistem 
penglihatan seperti indra manusia sehingga dapat membedakan apa yang terjadi secara semantik 
sebagai perilaku normal atau perilaku tidak normal [2].  
Perilaku di area publik dapat dikategorikan menjadi perilaku kerumunan dan perilaku 
individu. Perilaku orang banyak diakui sebagai sekelompok perilaku individu yang berbagi 
koneksi gerak dan dampak tertentu. Misalnya, dalam situasi panik, kerumunan berusaha 
menghindari dari sesuatu yang berbahaya, sehingga arus pergerakan dominan keluar dari titik-titik 
tertentu dan membentuk bentuk lingkaran, atau bergegas dengan langkah kaki begitu cepat ke arah 
yang sama.  Perilaku kerumunan tidak normal dikaitkan seperti berkelahi sehingga menyebabkan 
jatuh atau panik. Dan perilaku seperti itu sering terjadi pada saat bersamaan [4]. Kecepatan 
berjalan manusia normal rata – rata 1,34 m/s dan kecepatan terendah jalan kaki 0,6 m/s [5].  
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Dari kendala dan masalah yang ada maka perlu dibangun sebuah sistem yang dapat 
mendeteksi objek manusia sedang panik ketika berada di ruangan. Menerapkan indra penglihatan 
manusia pada mesin yaitu sistem pengawasan berbasis gerak, sehingga dapat mendeteksi gerakan 
atau perubahan pada area yang diawasi. Metode yang digunakan adalah Frame Difference, sistem 
kerja utama pada metode ini adalah membandingkan frame-frame citra yang ditangkap sesuai 
dengan urutan waktu. Sistem yang dirancang akan menggunakan Kamera CCTV terhubung 
dengan komputer yang telah diterapkan metode Frame Difference. Saat kamera mendeteksi sebuah 
gerakan dengan ambang batas yang telah ditentukan, maka sistem akan mengirimkan notifikasi 
pada pemiliki ruangan untuk melihat tayangan video yang terjadi. 
 
2. Perancangan Sistem  
Sistem yang dibuat berlandaskan pada teori pengolahan citra menggunakan metode frame 
difference untuk melakukan deteksi pergerakan kepanikan pada manusia. Untuk mendapatkan 
pergerakan kepanikan secara umum sistem ini dibagi menjadi dua bagian utama, yaitu frame 
difference dan speed detection. Frame difference berfungsi untuk mendeteksi adanya pergerakan 
objek manusia dalam video. Sedangkan speed detection berfungsi untuk menentukan kecepatan 
objek dalam hal ini manusia yang ditangkap oleh kamera. 
 
USER SISTEM SERVER 
 
 








































Gambar 2.1 Gambaran Umum Sistem 
 
Pada gambar 1, dijelaskan alur sistem sebagai berikut : 
1. User melakukan edit resolusi video yang akan dideteksi menjadi 720*576 piksel. 
2. User melakukan proses input video yang akan dideteksi. 
3. Sistem akan menerima input video sehingga akan mendapatkan frame. 
4. Dilakukan proses pre-Processing dengan mengubah frame video RGB menjadi grayscale.  
5. Frame video yang telah hasil dari pre-Processing akan dilakukan proses eteksi gerakan 
menggunakan metode frame difference. Sehingga akan menghasilkan foreground (objek 
bergerak). Objek bergerakan dalam hal ini adalah manusia. Kemudian sistem akan 
melanjutkan pada proses analisis gerakan kepanikan berdasarkan kecepatan 
6. Selanjutnya dilakukan proses analisis pada frame tersebut. Proses untuk mendeteksi 
kepanikan menggunakan perhitungan kecepatan manusia berdasarkan gerakan di dalam 
frame video. Frame video foreground akan dicek apakah gerakan kecepatan objek 
tersebut melebihi ambang batas untuk manusia normal.  
7. Apabila gerakan manusia tersebut melebihi dari nilai threshold (ambang batas) yang telah 
ditentukan, maka sistem ini akan mengirimkan notifikasi bahwa objek tersebut dalam 
keadaan sedang panik ke RTSP Server. 
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2.1. Perancangan Image Processing 
Perancangan image processing dalam aplikasi ini adalah sebagai berikut: 
 
Gambar 2.2 Rancangan Sistem Image Processing 
 
2.1.1. Input Video 
Pada tahapan Input Video akan dilakukan proses penggambilan frame dari video. Frame 
video yang pertama (frame T-1) akan dijadikan sebagai frame penguji dan frame yang dimasukan 
pada waktu selanjutanya (frame T) akan dijadikan sebagai frame yang diuji. 
2.1.2. Preprocessing 
Preprocessing merupakan sebuah proses sebelum citra masuk ke tahap Frame Difference 
(Perbandingan Frame). Citra frame video yang diperoleh pada tahap input video dilakukan 
normalisasi R,G dan B. Normalisasi dilakukan untuk meningkatkan akurasi proses pengurangan 
frame. Salah satu teknik normalisasi citra frame video adalah dengan mengubah citra R,G dan B 
menjadi citra frame video grayscale. Pada tahapan ini citra frame video yang akan diuji masih 
bernilai RGB, untuk mempermudah proses perhitungan maka citra frame video akan diubah ke 
grayscale. Citra grayscale dengan 256 level artinya mempunyai skala abu dari 0 sampai 255 atau 
[0,255], yang dalam hal ini intensitas 0 menyatakan hitam, intensitas 255 menyatakan putih, dan 
nilai antara 0 sampai 255 menyatakan warna keabuan yang terletak antara hitam dan putih. 
2.1.3. Background Modeling 
Pada tahapan ini background modeling akan dilakukan proses frame difference. Metode 
frame difference dilakukan untuk membandingkan nilai pada piksel dari frame sekarang dan nilai 
piksel frame sebelumnya. Metode ini akan membedakan danmemisahkan antara latar belakang 
dengan objek yang bergerak. 
2.1.4. Foreground Detection 
Tahapan foreground detection dilakukan untuk memeriksa apakah piksel masukan sama 
dengan piksel background. Proses untuk mengidentifikasi foreground tersebut dilakukan dengan 
membadingkan nilai dari piksel yang ada pada citra frame video dengan nilai threshold. Hasil dari 
metode ini berupa citra biner. Objek yang bergerak akan berwarna putih sedangkan 
latarbelakangnya menjadi berwarna hitam. Sehingga persamaannya dapat dituliskan sebagai 
berikut. 
2.1.5. Bounding Box 
Objek yang bergerak selanjutnya akan diberikan kotak berwarna hijau. Sehingga akan objek 
yang diberikan kotak hijau akan dilakukan proses pelacakan pergerakan. Dalam hal ini manfaat 
bounding box digunakan untuk menetapkan objek box yang diindentifikasi agar lebih jelas. 
bawah, kiri, dan kanan disetiap frame menggunakan dimensi nilai kotak pembatas persegi panjang 
yang diplot dalam batas-batas nilai yang dihasilkan. Kekuranagn dari penggunaan bounding box, 
yaitu penggunaan pemakaian memori yang tidak sedikit. Pada Python OpenCV proses bounding 
box dengan memberikan sintaks cv2.rectangle(). 
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2.1.6. Panic Detection 
Untuk mendapatkan hasil kecepatan objek bergerak dapat dihitung dengan mencari total 
jarak yang ditempuh dari awal objek bergerak sampai akhir objek bergerak dibagi dengan waktu 
yang ditempuh dalam melakukan perpindahan, dapat diketahui dengan mengunakan persamaan 
berikut. 
 








V (velocity) = Kecepatan yang dicapai dalam melakukan perpindahan 
D (distance) = Jarak yang ditempuh 
T (time)  = Waktu yang ditempuh dalam melakukan perpindahan 
Selanjutnya berdasarkan persamaan kecepatan diatas, untuk mendapat hasil perhitungan 
kecepatan manusia dari hasil rekaman video, nilai jarak didapatkan berdasarkan jarak referensi 
yang ditempuh dari awal objek bergerak sampai akhir objek bergerak yang telah ditentukan dan 
untuk waktu diperoleh dari jumlah frame yang diperlukan saat objek melakukan perpindahan 
dengan nilai fps dari video tersebut. Maka dapat dilihat pada persamaan sebagai berikut. 
 
           
                              
 







Jarak Euclidean = Nilai perpindahan posisi objek dari setiap frame 
Jarak 1 piksel = Jarak Euclidean 1 piksel dalam meter 
N  = Total perpindahan frame dari koordinat awal hingga ke koordinat akhir 
Proses mencari objek bergerak dalam urutan frame yang dikenal sebagai pelacakan. 
Pelacakan ini dapat dilakukan dengan menggunakan deteksi objek atau benda bergerak diurutan 
frame. Dengan menggunakan nilai posisi objek disetiap frame kita dapat menghitung posisi dan 
kecepatan objek bergerak. Jarak yang ditempuh oleh objek ditentukan dengan menggunakan titik 
pusat dari bounding box tersebut. Jarak yang dihitung dengan menggunakan rumus jarak 
euclidean. Rumus jarak euclidean pada dua dimensi merupakan perpindahan sebuah simbol antara 
satu titik ke titik lainnya pada sumbu X dan sumbu Y [16]. 
Untuk mengetahui nilai perpindahan koordinat pixel dapat dilakukan dengan 
menggunakan rumus jarak euclidean. Untuk mengetahui jarak perpindahan kendaraan dalam 





D  : jarak yang ditempuh 
X1 : posisi titik 1 pada sumbu X 
X2 : posisi titik 2 pada sumbu X 
Y1 : posisi titik 1 pada sumbu Y 
Y2 : posisi titik 2 pada sumbu Y 
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3. Pengujian sistem 
































5 1.536 Panik 
Tidak 
Panik 













2 1.467 Panik Panik 
3 1.670 Panik Panik 
4 1.849 Panik Panik 
5 2.209 Panik 
Tidak 
Panik 









1 3.101 Panik Panik 
2 2.427 Panik Panik 
3 2.497 Panik Panik 
4 1.946 Panik Panik 
5 1.388 Panik 
Tidak 
Panik 









Tingkat Akurasi = 
                  
               
 * 100% 
1. Sudut Depresi 5o 
Tingkat Akurasi = 
 
 
 * 100% = 28.57% 
2. Sudut Depresi 15o 
Tingkat Akurasi = 
 
 
 * 100% = 57.14% 
3. Sudut Depresi 25o 
Tingkat Akurasi = 
 
 
 * 100% = 71.43% 
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Pada tabel 3.1 dari hasil pengujian dengan menggunakan 7 video di setiap sudut depresi 




Gambar 3.1 Grafik Analisis Lurus 100-250 Lux 
Berdasarkan gambar 3.1 maka dapat disimpulkan bahwa pola gerakan lurus dengan 
pencahayaan 100-250 Lux mengalami peningkatan pada setiap sudut depresi. Peningkatan itu 
terjadi akibat objek yang berada di dalam ruangan terdeteksi dengan baik dibandingkan pada saat 
kondisi pencahayaan 0-100 Lux. Diawali dengan sudut depresi 5o tingkat akurasi meningkat 
28.57% dan seterusnya. Pada sudut depresi 25o sistem ini berhasil mendapatkan nilai akurasi yang 
terbaik dengan angka 71.43%. Karena pada sudut depresi 25o dan pencahayaan 100 – 250 Lux 
kamera merekam seluruh gerakan objek manusia dengan baik dari titik awal bergerak hingga ke 
titik akhir langkah kaki. Sehingga sudut depresi kamera diatur dengan posisi 25o objek terdeteksi 
secara menyeluruh. Maka dari itu dapat ditarik kesimpulan bahwa penggunaan sudut dapat 
mempengaruhi sistem. 
4. Kesimpulan  
Dari hasil pengujian dan analisis yang telah dilakukan pada sistem, dapat diambil 
beberapa kesimpulan sebagai berikut: 
1. Sistem ini telah berhasil melakukan deteksi gerakan kepanikan berdasarkan kecepatan 
manusia menggunakan metode frame difference. 
2. Berdasarkan pengujian pada sudut depresi kamera dapat mempengaruhi tingkat akurasi 
perhitungan kecepatan. Sudut paling optimal untuk mendeteksi kepanikan berdasarkan 
kecepatan manusia adalah sebesar 25o. 
3. Akurasi pengujian berdasarkan intensitas cahaya, maka intensitas cahaya yang baik pada 
saat perekeman video adalah 100-250 Lux. 
4. Berdasarkan pengujian pola gerakan lurus dengan kondiis cahaya 100-250 Lux 
merupakan yang terbaik dengan akurasi 71.43%. 
5. Berdasarkan pengujian pola gerakan tidak lurus dengan kondiis cahaya 100-250 Lux 
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