Abstract: In the next generation sequencing (NGS) read alignment problem, millions of deoxyribonucleic acid (DNA) fragments, called reads, are mapped to a reference genome. Read alignment is typically carried out using traditional computing platforms, which have become a limiting factor in the speed of the process. The massive scale of the problem makes it an attractive target for acceleration. In this paper, we design a read alignment algorithm designed to run on a heterogeneous system composed of a graphics processing unity (GPU) and a multicore central processing unit (CPU). We introduce novel techniques for the alignment process and construct a computational pipeline of overlapped CPU and GPU stages. We compare our tool with the BWA-mem alignment tool, and the results show substantial speedups.
Introduction
Deoxyribonucleic acid (DNA) Sequencing is the process of determining the sequence of nucleotides (A, C, G, and T) that form the genome of a particular organism. DNA sequencing was first invented in 1977 with the introduction of Sanger sequencing (Sanger et al., 1977) , which was widely used for around 25 years. Sanger sequencing involved slow and expensive procedures that resulted in a low throughput. This technique was used to sequence the 3.2-billion base-pair human genome, and took about 13 years, at a cost of around 3 billion dollars (Venter et al., 2001) .
Next generation sequencing (NGS), on the other hand, was first introduced in the early 2000s. It uses massively parallel procedures to produce high throughputs (Schuster, 2007) . NGS reduced the cost of sequencing a human genome to around $1000 and reduced the genome sequencing time to under 3 days. This sparked a new era in genomics research.
In NGS, DNA sequences are broken down into small fragments which undergo wet-lab procedures to prepare them for sequencing. The sequencingready fragments are then inserted into a sequencing platform, which uses chemical and engineering methods to determine the nucleotide sequence of each fragment (Mardis, 2008) . The nucleotide sequence of a single fragment is called a read. NGS platforms typically produce millions of read sequences (of sizes ranging from 25 to 400 bp) per run. Some of the most popular NGS platforms are the Illumina Hi-Seq (http://www.illumina.com), 454 Sequencer (http://my454.com), SOLiD (http://www.appliedbiosystems.com/absite/us/en/home/applications-technologies/solidnext-generation-sequencing/next-generation-systems/solid-sequencing chemistry.html.), the Ion semiconductor sequencer (https://www.thermofisher.com/us/en/home/lifescience/sequencing/next-generation-sequencing/ion-torrentnext-generationsequencingtechnology.html), Pacbio (http://www.pacb.com), and NanoPore (https://nanoporetech.com/applications/dna-nanoporesequencing).
Read alignment is one of the first stages in the analysis of the sequenced reads. In read alignment, each read is aligned against the reference genome, in order to find its mapping location(s). Furthermore, the genomes of different individuals usually contain several variations. These variations arise primarily due to errors during the passing of DNA from the parents to the offspring. The variations are detected by comparing the sequences of the target specimen against a reference genome for that specimen's organism. The main types of variations are listed below (Schleif, 1993) :
• Single nucleotide polymorphisms (SNPs): SNPs are differences of one nucleotide base between the target and reference sequences, at a particular location. (e.g., Genome 1 has an A at position 1500 while genome 2 has a G at that same position). In some cases, a single SNP can cause Mendelian diseases such as sickle-cell anaemia.
Genome wide association studies (GWAS) have found that the presence of several SNPs could lead to the development of complex diseases (Xu and Taylor, 2009 ).
• Insertion/deletions (Indels): A small fragment of DNA is sometimes added or deleted at a certain position in the genome of the target organism. When present in the coding region, an indel could have severe effects on translation. An indel might cause a frame shift which yields significant changes in the amino-acid sequence. Due to these changes the resulting protein might lose its functionality, causing the development of the disease or even death.
The presence of these variations in the genome and the reads adds more complexity to the alignment process. There are two main algorithms in the literature to perform NGS read alignment. The first algorithm breaks down the genome into short sequences called k-mers and constructs a hash table with their mapping locations. To align a read, the algorithm breaks it down to its k-mers and applies the hashing function used for the genome to find the mapping location (Sedgewick and Wayne, 2007) . This strategy has been used by the early generation aligners such as BLAST (Altschul et al., 1990) , MAQ (Li et al., 2008a) , RMAP (Smith et al., 2008) , BFAST (Homer et al., 2009) , and GSNAP (Wu and Nacu, 2010) . The second algorithm is adopted by most of the recent alignment tools such as Bowtie (Langmead et al., 2009) , BWA (Langmead and Salzberg, 2012) , SOAP2 , and BWA (Li and Durbin, 2009; Li, 2013) . The algorithm relies on a suffix array representation of the genome based on burrows-wheeler transform (BWT), combining this with an indexing technique called FM-index (Ferragina and Manzini, 2000) . BWT was originally used as a text compression algorithm. This algorithm transforms regular strings into ones containing long stretches of the same character, in a lossless manner. Combined with FM-index, the algorithm is widely adopted by the genomics community to develop efficient alignment techniques. The major advantages of this approach include a low time complexity of O(n) to find an exact match where n is the length of the read. The performance of the algorithm is independent of the size of the reference genome. For that reason, we based our GPU-CPU alignment algorithm on BWT and FM-index.
Background
The BWT string is calculated through the transform's three steps: produce all rotations of the inputted string, sort according to the first column, and finally store the last column. In order to use FM-index to find a query string in a reference string, three tables are needed. The first table is the suffix array (SA) of the reference string. The second table represents the occurrence (Occ) table, which records how many instances of each character occur before every index of the BWT string. And the third table, the C table stores the location of the first occurrence of each character in the SA. The algorithm iterates while updating two values, T op and Bottom. These values specify the range where the query string is found in the SA. The algorithm terminates if the SA range becomes less than or equal to zero. The working of the BWT with FM-index is illustrated through an example in Figure 1 . In this example, the reference string is 'CAGAGA'. In a typical alignment application, this reference string would be the genome string of the targeted species. We chose such a simple and short reference to illustrate how the algorithm works. To find the BWT string for this reference, every rotation of the reference string is calculated as shown in Figure 1(a) . Then, these rotations are sorted alphabetically, with the string terminator '$' being the smallest lexicographically. Finally, the last character in each rotation is stored to produce the resulting BWT string: AGGC$AA.
From the BWT string, two tables are created. The C table will store the index of the first occurrence of each unique character in the sorted list of rotated strings (i.e., 0 for A, 4 for C, 5 for G, and 0 for $). The Occ table records how many instances of each unique character exist before every index in the BWT string as shown in Figure 1 (b) . Using the C and Occ tables, the algorithm finds a substring through the procedure defined and described in Figure 1(c) .
To handle mismatches and gaps, the BWT with FM-index algorithm generally uses two main methods. In the first method, if a mismatch is encountered, the algorithm tries substituting other bases in the mismatch location and then chooses the base that extends the searched string the farthest (Li and Durbin, 2009; Li et al., 2008b) . The major shortcoming of this method is that it fails to account for gaps. Due to this deficiency, most recent alignment tools have adopted a second method to account for variations (Langmead et al., 2009; ). The second method divides the alignment into two steps. In the first step, the algorithm finds all the un-gapped matches between parts of the read and the genome. The algorithm then groups colinear and close matches according to a score function which penalises the existence of a gap between the matches. Several variations of the second method exist in the literature. Our algorithm adopts a variation of this method. In our variation, the maximal exact matches of different parts of the read are found in a first step and then stitched together using dynamic programming in a second step. We selected this approach since it is most suited for GPU based alignment, as we will describe in the following section. Furthermore, an extended discussion on the NGS read alignment methods on both central processing unit (CPUs) and GPUs is provided in Al Kawam et al. (2016) .
A graphics processing unit (GPU) is a massively parallel processor composed of several streaming multiprocessors (SMs) capable of performing billions of independent calculations per second. Although GPUs have been designed as graphics accelerators, they are being increasingly used for high-performance general non-graphics applications due to their low cost and easy high performance. Another factor that has contributed to GPUs popularity is the existence of parallel computing platforms such as CUDA (Nickolls et al., 2008) , which have been adapted to the GPU's architecture.
CUDA is a parallel computing platform and application programming interface (API) model created by NVIDIA. The CUDA platform is a software layer that gives direct access to the GPU's virtual instruction set and parallel computational elements, for the execution of several compute kernels in parallel.
In this paper, we used NVidia's CUDA-capable Titan X graphics card, which is based on the Maxwell architecture. The advantages of using GPU platforms over CPUs stem from several factors including:
• Specificity: GPU platforms are tuned to perform a specific task with high efficiency as opposed to the CPU which is designed to be a general purpose processor.
• Parallelism: Breaking up complex sequential computations into independent parts and simultaneously running these parts on several processors on the GPU results in large speedups. GPU platforms exploit parallelism and often include a massive number of parallel processors.
• The GPUs use a single instruction multiple data (SIMD) computational model, in which the same instruction is performed on different threads. This gives tremendous speedups for tasks that require the same code to be run on multiple data objects. The read alignment task falls into this category.
• Low memory latency: GPU platforms are designed to minimise memory latency. This is achieved through enabling concurrent memory access from parallel processes. The following realistic example illustrates this: Consider a type of process that involves a memory load operation and then a computation. Also, consider that a memory load operation has a delay of a 100 cycles while a computation operation only takes 1 cycle. If two similar but independent processes A and B need to execute, the CPU would need a 100 cycles to load the data for A, one cycle to compute for A, spend another 100 cycles to load the data for B, and then compute B, thus spending 202 cycles in total. On the other hand, on a parallel processor with concurrent memory access, the data for A and B can be loaded simultaneously and the whole process would take 101 cycles to finish. The gains achieved by such a concurrent memory access model are significant when there are more than 2 independent processes.
Our implementation relies on CUDA to make use of the GPU's advantages and unique architecture.
Only a few GPU implementations of BWT are present in the literature. One of these implementations is SOAP3 (Liu et al., 2012a) which is the GPU implementation of the sequential alignment algorithm SOAP2. SOAP3 was compared to Bowtie and BWA running sequentially on one thread. The speedups ranged between 3x and 29x (compared with a simple core implementation) on different datasets. CUSHAW2-GPU (Liu and Schmidt, 2014) is the second version of the GPU-parallel CUSHAW (Liu et al., 2012b) alignment tool. This tool uses a strategy similar to BWA-SW which applies BWT with FM-index to find exact matches, called seeds, then uses the Smith-Waterman algorithm to allow for gaps. This implementation resulted in speedups ranging between 1.5x and 4x compared to software tools such as Bowtie2, BWA-SW, and GEM. Finally, BarraCUDA (Klus et al., 2012) implemented a BWT with FM-index strategy built on the foundation of BWA. The tool uses a Depth First Search algorithm to find alignments of sequences M mismatches away from the read sequence. This implementation was compared to BWA and the speedup achieved ranged between 2x and 6x for different configurations. The main distinction between our algorithm and the tools mentioned above is that they mimic the algorithmic strategies used in sequential tools. Although these strategies perform well on sequential platforms, they are generally not the best strategies for achieving the highest speedups on the GPU. Our algorithm implements an alignment strategy that leverages the GPU's large number of parallel threads and high memory access bandwidth, while taking into consideration the limited amount of memory per SM.
The read alignment process involves the alignment of tens of millions of reads. The scale of the problem and the limited space in memory dictates that the reads have to be loaded from the disk and their alignments have to be written back to the disk. Since disk access is generally slow, the read transfer operations become the primary bottleneck after accelerating the alignment process on the GPU. To work around this problem, our algorithm loads the reads in batches and uses OpenMP to overlap the load (via CPU), processing (substantially on GPU), and write (via CPU) stages of consecutive batches. OpenMP is an API for shared memory multiprocessing programming applications on the CPU.
In this paper, we introduce a concurrent GPU-CPU alignment algorithm to perform gapped-read alignment. Our algorithm uses the hardware properties of the CPU and GPU to resolve the main bottlenecks encountered in the alignment process. The algorithm implements a unique match detection phase based on BWT with FM-index. The match detection strategy is tailored to improve the throughput of the GPU. After that, the CPU and GPU work together to stitch the seeds, accounting for mismatches and gaps. As the alignment process is applied on a batch of reads at a time, the algorithm uses multiprocessing to concurrently load the reads of the next batch while writing the results of the previous batch. The implementation details of our algorithm are given below.
Our algorithm leverages the CPU and GPU capabilities to speed-up the alignment process using the following techniques:
• In the Exact-Match alignment process, our algorithm breaks up the read into several partitions and assigns a GPU thread to each partition, thus increasing the number of active GPU threads without increasing the per-read memory. Typical GPU alignment approaches assign one GPU thread per read, which reduces the number of active threads due to memory limitations.
• Implementing an advanced stitching technique to allow for gapped alignment. The stitching is performed on both the CPU and GPU such that computationally expensive operations are performed on the CPU, while the simple, and much more frequent, operations are performed on the GPU.
• Taking advantage of parallel IO to read and write to the file system while the CPU-GPU algorithm is computing the alignments.
The implementation details of these contributions are described in the next section.
Methods
Our algorithm utilises both CUDA and OpenMP to exploit parallelism on both the CPU and GPU platforms. Our algorithm first loads the BWT string into main memory, along with the precomputed suffix array and sampled occurrence table. The algorithm then transfers the BWT string and occurrence table to the GPU's global memory. After that, the alignment algorithm proceeds in a parallel pipeline composed of the three stages such that, once the pipeline is full, all three stages work concurrently. In the first stage, a batch of reads is loaded from the disk and transferred to the GPU memory in a single continuous block to minimise internal fragmentation. In the second stage, the reads are aligned to the genome in two phases whereas in the third stage the alignment results are transferred back to main memory and are written to the output file. The following section describes each of the steps performed in the pipeline.
GPU multi-read alignment
After a batch of reads is loaded into the GPU's global memory, the algorithm uses a parallel implementation of BWT with FM-index, to concurrently align the batch of reads. According to the BWT search algorithm, the match finding terminates when a mismatch is encountered. To get around this, most tools replace the mismatching nucleotide with another nucleotide with the aim of extending the alignment to cover as much of the read as possible. Although this technique works very well in sequential tools, it might not be suitable for GPU implementation due to the complicated control structures it needs. Due to their SIMD architecture, GPUs achieve their highest speedups when they perform a simple control operation on many independent instances. For that reason, our algorithm divides the alignment process into two phases:
• an exact match search phase, referred to as seeding
• a stitching phase.
Both phases are designed to have a simple control structure in order to utilise the GPU's SIMD architecture.
Exact match search
Once the reads are transferred into the GPU, the exact match search kernel is launched. The kernel threads are divided into blocks such that each block has its own shared memory. To achieve maximum parallelism, the algorithm has to launch the largest number of concurrent threads possible. On the other hand, this number is limited by the amount of resources that could be allocated to the threads, (shared memory in this case).
To achieve maximum speed and parallelism, the algorithm first copies the reads into the block's shared memory, which is about a hundred times faster than global memory. Second, the algorithm assigns multiple GPU threads to align a single read, each starting at different read locations as illustrated in Figure 2 . We refer to the read segment aligned by each GPU thread as a partition. The reasoning behind assigning several reads to the same read is as follows: Assigning one GPU thread to a single read would limit the maximum number of concurrent threads to the number of reads that could fit in shared memory. This number is usually much smaller than the number of GPU threads that could be launched. Therefore, increasing the number of GPU threads per read increases parallelism as long as the memory bandwidth doesn't become a limiting factor (which we insured). Another advantage of using this technique is that it offers an automatic way for detecting mismatches and indels. The exact match alignment at each partition terminates when a mismatch is encountered. Furthermore, each partition can have several exact matches in the genome. The exact matches of each partition are represented as a suffix array interval bounded by the Top and Bottom values calculated using the algorithm in Figure 1 . The suffix array intervals of all the reads are then transferred back to main memory. 
Stitching
The purpose of the stitching phase is to cluster and stitch together the exact matches produced in the first phase, to produce the final alignment as illustrated in Figure 3 . The algorithm loops through the exact matches of each partition and uses the suffix array to find their possible genomic mapping location. Concurrently, the algorithm divides the reads into two sets depending on the number of matches of their partitions. If a read contains a partition with a number of possible matches greater than a specified parameter, the read is labelled as Tough. The few Tough reads undergo stitching on the CPU, whereas the rest of the reads are concurrently aligned on the GPU. This technique preserves the simplicity of the control structures executed on the GPU and hides the stitching time of the Tough reads (on the CPU) by stitching them in parallel with the GPU reads. The stitching algorithm is a dynamic programming algorithm that calculates the alignment location of a read in the presence of mismatches and gaps. Given a set of possible alignment locations for each part of the read, the stitching algorithm produces a read mapping location that minimises the distances between the seeds. Furthermore, the stitching scoring function uses an affine gap penalty to account for indels in the read. The algorithm stitches the regular reads on the GPU using a separate thread for each read. The algorithm maximises stitching speed by copying the possible mapping locations of the reads and other frequently accessed variables into shared memory.The algorithm then copies back the alignment location of the GPU reads to main memory and merges them with the mapping locations of the tough reads which were processed on the CPU. 
Multi-batch alignment parallel pipeline
After resolving the alignment bottleneck, the algorithm faces another limiting factor for its throughput. The reads to be aligned are loaded from the disk and after alignment, they are written back to the disk. Since disk access is generally slow, the read transfer operations hinder the speedup achieved by accelerating the alignment phase on the GPU. To work around this problem, our algorithm separates the reads into batches and divides the alignment process into three stages of load (on the CPU), process (mostly on the GPU, as explained in Section 3.1), and write back of the results (on the CPU). The algorithm uses OpenMP to assign a unique thread to each stage of the pipeline. Furthermore, we leverage the independence of these threads by overlapping the three alignment stages. In other words, as the process stage is applied to a batch of reads, the algorithm concurrently loads the reads of the next batch while writing the results of the previous batch. Consequently, to achieve maximum throughput, the time taken by all three stages of the algorithm should be equal to one another. This is achieved mainly by manipulating the size of the batches to be loaded. An illustration of the pipeline, showing the overlapping stages, is shown in Figure 4 . It is worth mentioning that overlapping the disk read and write operations would only work on systems with a parallel or distributed file system that allows reading and writing to different files in parallel. On a typical desktop system with a local hard drive, the read and write operations will be serialised by the operating system and thus no speedup will be produced due to the overlapped IO feature. 
Results
To evaluate the performance of our algorithm, we implemented it in C++ and used the OpenMP and CUDA APIs to implement the CPU and GPU portions respectively. We ran the implemented algorithm on an Intel i7-4790 3.6GHz system with 32GB DDR3 memory, with a TITAN X GPU installed. The computer is connected to a parallel file system through a network. We compared our algorithm with BWA-mem v0.7.12 on several datasets as shown below. The BWA-mem tool ran in the same system described above. We chose BWA-mem as a reference for comparison due to its established reputation and wide adoption in the genomics community. Furthermore, it has been recently used in several popular genomic analysis workflows such as Genome Analysis Toolkits's WGS analysis best practices workflow (McKenna et al., 2010) .
To evaluate the algorithm's performance against other GPU-accelerated alignment algorithms, we compared it with SOAP3-dp which one of the most well-referenced GPU alignment tools. The results of the comparison are also reported in this section.
Alignment accuracy
The speedups produced by using our accelerated algorithm should not be at the expense of losing accuracy. Accuracy is a vital factor that could effect the downstream analysis of the genomic data. For that reason, we compared our algorithm's mapping accuracy with the widely used BWA-mem alignment tool. For that purpose, we produced 1 million single ended reads of 100bp from the Caenorhabditis Elegans genome (WS200.55, 102 million bp). The set of simulated reads have an average of three mismatches per read. We created two sets of gapped and un-gapped reads to evaluate the gapped-alignment capability of our algorithm. All reads in the gapped set contain a gap whose length is pulled from a normal distribution N(500,30). As shown in Table 1 , our algorithm had a similar mapping percentage to BWA-mem for both gapped and un-gapped datasets. The two algorithms had a similar percentage of correctly mapped reads from the un-gapped dataset. The distinction that arose between the two algorithms was in the percentage of correctly mapped reads for the gapped dataset. Our algorithm achieved an 87.98% accuracy compared to BWA-mem's 82.04%. This shows that our proposed algorithm not only preserves the alignment accuracy of BWA-mem, but also improves upon it. This improvement can be attributed to the nature of the algorithm. During the exact match search phase, several GPU threads are spread out across the read and independently attempt to align the read from their starting points. The stitching phase then finds the location where most matches align. With this strategy, increasing the number of GPU threads assigned to each read increases the chance of it being aligned correctly. To verify this claim, we produced six simulated sets of 1 million 100bp reads each containing 0-5 mismatches respectively. As expected, Figure 5 shows that increasing the number of GPU threads per read results in a high alignment accuracy of the algorithm, at the expense of a slight increase in alignment time (Table 2 ). Figure 5 Accuracy is sustained as the number of threads per read increases 
Speedup
For most alignment algorithm, their speed changes depending on the number of mismatches and gaps in the targeted reads. Consequently, to evaluate the speedup of our algorithm we produced several sets of both gapped and un-gapped reads containing a different number of mismatches. Again, we compared our results with BWA-mem and reported the results in Table 3 . As could be seen from the table, our algorithm achieved speedups reaching up to 22.3x compared to BWA-mem running on one thread and up to 4.84x compared to BWA-mem running on 8 threads.
In addition, the table shows two desirable patterns. First, the speedup of our algorithm increases as the number of mismatches increases for the reasons already discussed. The speedup over BWA-mem increases 10.08% when the number of mismatches increases by one. Secondly, the speedup for the gapped datasets was higher than that of the un-gapped datasets. The gapped speedup exhibits an average of 11.53% increase over the un-gapped speedup. This information shows that the strategy used in our algorithm resolves variations more efficiently than BWA-mem. 
Scalability
Finally, the scalability of the algorithm (as the number of reads increases) was assessed.
Since the complexity of the BWT with FM-index is O(n), the runtime of our algorithm is independent of the reference size. Furthermore, the read length of NGS reads is typically fixed with an average size of 100bp. Therefore, the primary scalability concern arises from the number of reads to be aligned which usually varies between a few million reads to several tens of millions of reads. For that purpose, we applied our algorithm to three sets of simulated reads with sizes 1, 10, and 100 million reads respectively. Figure 6 shows the speedup our algorithm achieved compared to BWA-mem running on 1 and 8 threads.
The results clearly show that our algorithm retains similar speedups on all three datasets portraying the algorithm's ability to scale elegantly as the number of reads increase. 
Comparison with SOAP3-dp
The main difference between our approach and SOAP3-dp is that our algorithm supports gapped alignment while SOAP3-dp doesn't. In addition, the results reported in Table 4 show that our approach produces a better performance than SOAP3. This could be attributed to multiple factors including the overlapped I/O, dividing each read to multiple partitions which are aligned in parallel, and finally, the parallel stitching procedure. Table 4 The time of the proposed algorithm compared to BWA-mem and SOAP3-dp as the number of mismatches increases on the 1M read dataset 
Conclusion
In this paper, we introduced a concurrent GPU-CPU alignment algorithm to perform read alignment based on BWT with FM-index. The algorithm uses the hardware properties of the CPU and GPU to resolve the main bottlenecks encountered in the alignment process. The proposed design exploits the GPU's massive parallelism to hide memory access latency by aligning hundreds of reads concurrently. Concurrent with GPU alignment, the algorithm uses the CPU's multiprocessing capability to load the next batch of reads and write the results of the previous batch. We compared our tool with the BWA mem alignment tool and achieved speedups reaching up to 28.12x. We demonstrated the algorithm's ability to handle gapped and un-gapped alignment efficiently for a varying number of mismatches. Finally, we demonstrated the algorithm's ability to scale as the number of reads increases. Based on the results, we are encouraged to embed this algorithm into a full-fledged alignment tool. Our future work also includes incorporating distributed computing into the algorithm, for added parallelism. We hope that this work would present an algorithmic model for the next generation of alignment algorithms.
