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In this paper we discuss rotational hypersurfaces in Rn and more speciﬁcally rotational
hypersurfaces with periodic mean curvature function. We show that, for a given real
analytic function H(s) on R, every rotational hypersurface M in Rn with mean curvature
H(s) can be extended inﬁnitely in the sense that all coordinate functions of the generating
curve of M are deﬁned on all of R as well. For rotational hypersurfaces with periodic
mean curvature we present a criterion characterizing the periodicity of such hypersurfaces
in terms of their mean curvature function. We also discuss a method to produce families
of periodic rotational hypersurfaces where each member of the family has the same mean
curvature function. In fact, given any closed planar curve with curvature κ , we prove that
there is a family of periodic rotational hypersurfaces such that the mean curvature of each
element of the family is explicitly determined by κ . Delaunay’s famous result for surfaces
of revolution with constant mean curvature is included here as the case where n = 3 and
κ is constant.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The theory of constant mean curvature surfaces (CMC-surfaces) in Euclidean three space R3 has made much progress in
the last twenty years [9]. In this theory, unduloids and nodoids, both surfaces of revolution with non-zero constant mean
curvature, provide us with non-trivial and concrete examples of such surfaces. In particular, unduloids play a very important
role as models of the ends of complete embedded CMC-surfaces [10].
Unduloids and nodoids are both periodic, which follows easily from their rolling construction found by Delaunay. Gener-
alized unduloids and nodoids were considered in Sa Earp and Toubiana [11]. In fact, they studied the periodicity of a class
of W-surfaces of Delaunay-type. In [8], one of the authors of this paper considered another generalization of unduloids and
nodoids. He studied surfaces of revolution in R3 with periodic mean curvature instead of constant mean curvature, and
found a necessary and suﬃcient condition in terms of the mean curvature for the surface to be periodic. Also, in the same
paper, he presented a method to produce general periodic surfaces of revolution including unduloids and nodoids as very
special cases.
On the other hand, Hsiang and Yu [6] generalized unduloids and nodoids to higher dimensions, that is, they classiﬁed
all rotational hypersurfaces in Euclidean n-space Rn with constant mean curvature by extending the rolling construction
technique of Delaunay. We shall note that we have a simple proof of this result by Hsiang and Yu [2]. After that, Hsiang
systematically studied such generalized rotational hypersurfaces of constant mean curvature in Rn , see, for instance, [3,4].
It is the goal of this paper to extend the results of [8] to higher dimensions. In fact, we generalize the result by Hsiang
and Yu [6] for the periodicity of rotational hypersurfaces of constant mean curvature to those of periodic mean curvature.
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rotation, periodic, if M is invariant under some translation in the direction of the x-axis. It is proved that this is equivalent
to the condition y(s + L) = y(s), (s ∈ R), for some L > 0, where L is called the period of M .
In Section 2, we ﬁx notation used here and review the results of [7] and [8], which are crucial for this paper. In The-
orem 2.4, we prove that M is periodic if and only if there exists a translation A in Rn such that M = M + A. Since a
rotational hypersurface in Rn is generated by a smooth plane curve which is called the generating curve, if we consider
the mean curvature as given, then these component functions of the generating curve satisfy a non-linear system of second
order ordinary differential equations and the rotational hypersurface is locally determined by the mean curvature and the
initial conditions of the ODE system. But, it is known that when n = 3, such a surface of revolution is globally determined
by the mean curvature [7], in the sense that the generating curve exists on the same interval as the mean curvature func-
tion H(s) does. When n > 3, Hsiang and Yu [6] proved that any constant mean curvature rotational hypersurface could be
extended inﬁnitely in the sense that all coordinate functions of the generating curve are deﬁned on R. In Section 3, we
extend this result of Hsiang and Yu to the case that the mean curvature function is real analytic rather than constant. That
is, for given real analytic function H(s) on R, there is a continuous generating curve of a rotational hypersurface deﬁned
on R.
In Section 4, we transform our ODE system and this transformed system is used to study the necessary conditions for
the periodicity of rotational hypersurfaces and prove that these conditions previously obtained for the two-dimensional case
in [8] also hold for dimensions greater than 2.
In Section 5, we consider another method to study the ODE system, which works only when n > 3. It is applied to
prove that there is a bijective correspondence between the set of parameterized rotational hypersurfaces in Rn and the
set of parameterized surfaces of revolution in R3. Using this result, we present a criterion characterizing the periodicity of
rotational hypersurfaces with periodic mean curvature, which is the main result of Section 6.
In Section 7, the ﬁnal section of this paper, we discuss a method to produce families of periodic rotational hypersurfaces
where each member of this family has the same mean curvature function. In fact, given any closed planar curve with
curvature κ , we prove that there is a family of periodic rotational hypersurfaces such that the mean curvature of each
element of the family is explicitly determined by κ . Delaunay’s result [1] is included here as the case where n = 3 and κ is
constant.
In Appendix A, we explain why some result of the two-dimensional case cannot be generalized to higher dimensions by
presenting a counter example.
2. Notation and review of known results
Let M ⊂Rn be a rotational hypersurface in Rn (n 3), where R= (1,0, . . . ,0) ⊂Rn is the axis of rotation. Let us denote
by (x(s), y(s)) ∈R2 the generating curve of M , parametrized by arc length s, which is a smooth curve in the totally geodesic
2-plane R2 of Rn , and by H(s) the mean curvature of M . Then we have, for s ∈ I ,
(A) (n − 1)H(s)y(s) − (n − 2)x′(s) − y(s)(x′′(s)y′(s) − x′(s)y′′(s))= 0, (2.1)
x′(s)2 + y′(s)2 = 1, y(s) > 0, (2.2)
where the interval I is the domain of deﬁnition of the curve (x(s), y(s)). We call the system consisting of Eqs. (2.1) and
(2.2) by (A).
First, we review the results of [7] and [8], which will be used in the discussion of the higher-dimensional case.
To state these theorems, we introduce three functions η(s), F (s) and G(s) deﬁned on I
η(s) = (n − 1)
s∫
0
H(u)du, (2.3)
F (s) =
s∫
0
sinη(u)du, G(s) =
s∫
0
cosη(u)du, s ∈ I. (2.4)
Theorem 2.1. (See [7].) Let n = 3. Then x(s) and y(s) in the system (2.1) and (2.2) can be expressed explicitly by the mean curvature
H(s) and two real constants c1, c2 modulo a translation of the x-axis of R3:
y(s) = {(F (s) − c1)2 + (G(s) + c2)2}1/2, (2.5)
x′(s) = (G(s) + c2)F
′(s) − (F (s) − c1)G ′(s)
{(F (s) − c1)2 + (G(s) + c2)2}1/2 , s ∈ I. (2.6)
Conversely, for any continuous function H(s), s ∈ I , we form the functions η, F , and G by (2.3) and (2.4) respectively. Then for any
two real numbers c1, c2 with c21 + c22 > 0, s ∈ I , there exists a continuous curve (x(s), y(s)), s ∈ I , deﬁned by (2.5) and (2.6), which
deﬁnes a surface of revolution M ⊂R3 with mean curvature H(s) where y(s) > 0.
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Deﬁnition 2.2. A rotational hypersurface M ⊂Rn is called periodic if M is invariant under some translation in the direction
of the x-axis.
Remark 2.3. For a periodic rotational hypersurface, also y′(s) and x′(s) are periodic. Hence we obtain, for x(s) = ∫ s0 x′(t)dt ,
the equation x(s+ L) = x(s)+ A where A = ∫ L0 x′(t)dt . Therefore the hypersurface is invariant under the translation by A in
the direction of the x-axis.
Conversely we prove
Theorem 2.4. A complete rotational hypersurface M in Rn is periodic if and only if there exists a translation A in Rn such that
M = M + A.
Proof. In view of the remark above we only need to prove the “only if” part. Let M be a complete rotational hypersurface
which is invariant under a translation A, i.e., satisﬁes M = M + A. Using that M is invariant under the group G of rotations
ﬁxing the x-axis, we also know WM = M for all W ∈ G . As a consequence, M is invariant under all translations W A,
W ∈ G , where A is considered as a ﬁxed vector in R3. From this we prove that A is a translation parallel to the x-axis:
Writing A = (a,u) ∈ Rn we claim u = 0. Assume u = 0. Then there exists some U ∈ G such that U A = (a,b,0), where
a,b ∈ R and b = 0. Thus we can assume A = (a,b,0). Next we choose p ∈ M such that the tangent space T pM of M
at p is not perpendicular to the vector (0,1,0). Then, choosing any curve p(t) ⊂ M and any curve W (t) ⊂ G satisfying
p(0) = p and W (0) = I we obtain W (t)A + p(t) ∈ M for all t , whence T A + T pM ⊂ T pM for all T ∈ LieG, where LieG
means the Lie algebra of G . Since K = {T A; T ∈ LieG} = {(a,0,q);q ∈ Rn−2} is perpendicular to (0,1,0), the dimension of
K + T pM is greater than the dimension of T pM . This contradiction shows b = 0 and also u = 0. Thus A is a translation
parallel to the x-axis. As a consequence, we obtain for every s ∈ R the relation (x(s) + a, y(s)w) = (x(s′), y(s′)w ′), where
w,w ′ ∈ Sn−2 = {v ∈Rn−1; ‖v‖ = 1}, s, s′ ∈ I . This is equivalent with x(s)+a = x(s′) and y(s) = ‖y(s)w‖ = ‖y(s′)w ′‖ = y(s′).
Hence also w = w ′ . As a consequence we obtain (x(s) + a, y(s)) = (x(s′), y(s′)). Then, we have s′ = fU (s), where fU is
a locally deﬁned smooth function of s ∈ U , where U is an open interval of R. In fact, since s is arc length, we have
dx/ds(s′) = 0 or dy/ds(s′) = 0. If dx/ds(s′) = 0, then x(s) has the local inverse x−1 in a neighborhood of s′ hence we
have s′ = x−1(x(s) + a), which is smooth at s. When dy/ds(s′) = 0, we also have the similar discussion. Differentiating the
formulas x(s) + a = x( fU (s)), y(s) = y( fU (s)), we obtain 1 = x′(s)2 + y′(s)2 = (x′( fU (s))2 + y′( fU (s))2) f ′U (s)2, hence we
have f ′U (s)2 = 1 for all s ∈ U . Since f ′U is continuous, we have f ′U (s) = 1 on U or f ′U (s) = −1 on U . We may assume w.l.g.
f ′U (s) = 1 on U , replacing s by −s if necessary. On every point s ∈R, there exists an open interval U (s) of R, on which we
have f ′U = 1. Therefore, fU is globally extended on R as f (s) = s + L for some L ∈R. Since we have assumed x(0) = 0, the
equation x(s) + a = x( f (s)) = x(s + L) implies a = x(L), which shows x(s + L) = x(s) + x(L) and y(s + L) = y(s), s ∈ R. This
ﬁnishes the proof. 
A rotational hypersurface in Rn with non-zero constant mean curvature is periodic due to Delaunay [1] when n = 3 and
Hsiang–Yu [6] when n > 3. For n = 3 the non-constant mean curvature case of periodic rotational surfaces has been studied
by Kenmotsu:
Theorem 2.5. (See [8].) Assume that n = 3. Let H(s) be a continuous function on R which is periodic with period L and η(L)/2π is
not an integer. The necessary and suﬃcient condition for H(s) to be the mean curvature function of a periodic surface of revolution in
R
3 with period L is
Case (1): F (L) = 0, G(L) = 0 and
F (L)
1− cosη(L) =
G(L)
sinη(L)
, (2.7)
when sinη(L) = 0. Note that in this case these denominators do not vanish.
Case (2): F (L) = 0, G(L) = 0, when sinη(L) = 0 and 1− cosη(L) = 0.
Remark 2.6. In Theorem 2.5, for both cases of (1) and (2), we have only one periodic surface of revolution. In fact, let the
real number c denote the common value of the two ratios in (2.7) for the case (1) and c = F (L)/2 for the case (2). Deﬁning
the constants c1 and c2 by c1 = |c| and c2 = 0 in (2.5) and (2.6), the resulting surface of revolution is periodic with period L.
For a reference see just below (11) of [8].
For the case of η(L) ∈ 2π Z which is equivalent with sinη(L) = 1 − cosη(L) = 0, we can prove the following result by
using (9) and (10) of [8]
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revolution in R3 with period L, satisfying (x(0, c), y(0, c)) = (0, c) and having the same mean curvature function H(s). Then H(s) is
periodic with period L and satisﬁes the following additional conditions:
η(L) ∈ 2π Z , (2.8)
F (L) = G(L) = 0. (2.9)
Moreover, when c tends to inﬁnity, the curves (x(s, c), y(s, c) − c) converge uniformly on I to a smooth, closed, plane curve Γ (∞)
whose curvature is −2H(s) and which satisﬁes Γ (∞)(s = 0) = (0,0) and Γ (∞)′(s = 0) = (1,0), i.e. Γ (∞) is “tangent to the x-axis
at the origin”.
Note, Theorem 2.7 provides necessary conditions for a periodic function H(s) to be the mean curvature of a special family
of periodic rotational surfaces in Euclidean three space. It turns out that the conditions (2.8) and (2.9) are also suﬃcient
when n = 3:
Theorem 2.8. (See [8].) Given a continuous periodic function H(s) with period L satisfying the two conditions (2.8) and (2.9) of
Theorem 2.7, there is a family of curves {Γ (c): c > 0} satisfying Γ (c)(s = 0) = (0, c), such that each Γ (c) generates a periodic
surface of revolution with mean curvature H(s).
In other words, given a periodic function H(s) satisfying (2.8) and (2.9), we consider the smooth, closed plane curve
Γ (∞) which is tangent to the x-axis at the origin and has the curvature −2H(s). Then Theorem 2.8 tells us that there is a
one-parameter family of plane curves Γ (c) such that
Γ (c)(s = 0) = (0, c) and Γ (c) − (0, c) −→ Γ (∞) (c → ∞),
and for each c > 0, Γ (c) generates a periodic surface of revolution with mean curvature H(s).
As a corollary of Theorem 2.8, we obtain a result of Delaunay [1].
Corollary 2.9.
(1) For every real number H = 0 there exists a surface of revolution with mean curvature H.
(2) Every surface of revolution with constant mean curvature H = 0 is periodic.
Proof. (1) Given any non-zero real number H , we consider the closed plane curve with curvature −2H , i.e. we take a circle
with radius 2|H| as Γ (∞), where the orientation depends on the sign of H . Now we apply Theorem 2.8 to this circle and
obtain a periodic surface of revolution.
(2) Assume now M is a surface of revolution of constant mean curvature H = 0. Set L = 2πk/(n − 1)H,k ∈ Z . Then
conditions (2.8) and (2.9) are satisﬁed. As a consequence, the surface is periodic by the last theorem. 
3. Global existence of rotational hypersurfaces
For given continuous function H(s) on the interval I , the usual existence theorem of the theory of ordinary differential
equations says that there is a generating curve (x(s), y(s)) deﬁned on a maximal subinterval I0(⊂ I) of existence of the
solution which generates a rotational hypersurface deﬁned on I0. When n = 3, we proved I0 = I in [8], which means the
generating curve exists on the whole interval I . Hsiang and Yu [6] prove that this also holds when n > 3 if the mean
curvature H(s) is constant. In this section, we will show that their result can be extended to the case of any (constant or
non-constant) analytic function H(s).
To do this, we start by considering a ﬁrst integral of the system (A). Multiplying (2.1) with yn−3 y′ and using the identity
x′x′′ + y′ y′′ = 0, we obtain(
yn−2(s)x′(s)
)′ = (n − 1)H(s)yn−2(s)y′(s). (3.1)
By integration this yields
yn−2(s)x′(s) = (n − 1)
s∫
0
H(t)yn−2(t)y′(t)dt + yn−2(0)x′(0), s ∈ I. (3.2)
This is a ﬁrst integral of the system (A). We will use it to analyze the system at singular points. We remark that, analogously,
we also get(
yn−2(s)y′(s)
)′ = −(n − 1)H(s)yn−2(s)x′(s) + (n − 2)yn−3(s), (3.3)
which is proved by multiplying (2.1) with yn−3x′ .
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be the angle between the x-axis and the tangent direction of the generating curve (x(s), y(s)). Then we have
y′ = sin θ, (3.4)
θ ′ = −(n − 1)H(s) + (n − 2) cos θ
y
, y(s) > 0, s ∈ I, (3.5)
where y is a positive function and θ is a real valued function, hence the above system is deﬁned on D = I × R+ × R. To
prove the global existence of the generating curve, we need to study the above system at y = 0.
Proposition 3.1. Let (β−, β+) ⊂ I = (I−, I+) be the maximal interval of existence of the solution (y(s), θ(s)) of the system (3.4)
and (3.5) with initial condition y(0) = y0 > 0 and θ(0) = θ0 ∈ R. If β+ < I+ , then lims↑β+ y(s) = 0 and if I− < β− , then
lims↓β− y(s) = 0.
Proof. Let’s choose some s0 ∈ I and denote by (y(s), θ(s)) the maximal solution of (3.4) and (3.5) satisfying the initial con-
dition y(s0) = y0 > 0 and θ(s0) = θ0 ∈R. The general theory of ordinary differential equations shows us that there is some
maximal interval (β−, β+) ⊂ I of existence of the solution. Moreover, if β+ < ∞, then either (s, y(s), θ(s)) is unbounded as
s → β+ or, in the limit, the distance of (s, y(s), θ(s)) and the boundary of D is zero. An analogous statement also holds
for β− .
Assume now β+ < I+ . From Eq. (3.4), we know y(s) − y(s0) =
∫ s
s0
y′(t)dt = ∫ ss0 sin(θ(t))dt . As a consequence, y(s) is
bounded on (s0, β+). Thus, (s, y(s)) is bounded on (s0, β+). Assuming y(s) is bounded away from 0 on (s0, β+), we obtain
from (3.5) that θ ′(s) is bounded from above on (s0, β+), since we assume β+ < I+ and H(s) is continuous on I . But, then
θ is bounded on (s0, β+) and our (s, y(s), θ(s)) is bounded on (s0, β+). As a consequence, there exists a sequence sn ↑ β+
such that y(sn) → 0. This gives a contradiction to the assumption that y is bounded away from 0 as s → β+ . This implies
that there exists a sequence sn ↑ β+ such that y(sn) → 0. Assume that y(s) does not tend to 0. Then, there is a sequence
s˜n ↑ β+ such that there is a positive number  such that for any number n0, there is a number n with n n0 which satisﬁes
the inequality |y(s˜n)|  . Since y is smooth on [s0, β+), there is a sequence s˜∗n ↑ β+ such that |y′(s˜∗n)| → ∞. This gives a
contradiction. As a consequence, we have y(s) → 0 as s ↑ β+ , and y(s) is extended as a continuous function to the interval
[s0, β+]. The argument for β− is analogous, proving Proposition 3.1. 
If [β+, I+) is non-empty, then we are forced to study some singular initial-value problem of the system (3.4) and (3.5).
Proposition 3.2. Assume that H(s) is a continuous function on a closed interval [a,b] and x(s) and y(s) are solutions of the system
(A) on [a,b) with lims→b− y(s) = 0. Then the limit of x′(s) exists as s → b− and satisﬁes lims→b− x′(s) = 0.
Proof. In the ﬁrst integral (3.2) of the system (A), since y′ is bounded on [a,b) and y is considered as a continuous function
on [a,b], the integral
b∫
0
H(t)yn−2(t)y′(t)dt
converges. Moreover, we have
(n − 1)
b∫
0
H(t)yn−2(t)y′(t)dt + yn−2(0)x′(0) = 0,
otherwise, lims→b− x′(s) = ∞, since y(s) → 0. This contradicts the boundedness of x′ .
We now compute the limit of x′(s) by using (3.2) and L’Hospital’s rule as follows:
lim
s→b
x′(s) = lim
s→b
(n − 1) ∫ s0 H(t)yn−2(t)y′(t)dt + yn−2(0)x′(0)
yn−2(s)
= lim
s→b
(n − 1)H(s)yn−2(s)y′(s)
(yn−2)′(s)
= n − 1
n − 2 H(b) lims→b y(s) = 0,
proving Proposition 3.2. 
This proposition means that the solution curve (x(s), y(s)) is perpendicular to the x-axis at each point where it intersects
the x-axis.
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value problem (3.4) and (3.5), satisfying the initial conditions y(0) = 0, and θ(0) = π/2.
Proof. First note that near s = 0 one can take y instead of s as independent variable. The idea is to use Proposition 1 of
Hsiang and Hsiang [5]. So, we deﬁne q by
q := dx
dy
= x
′
y′
.
Then, we obtain
dq
dy
= 1
y′3
(
(n − 1)H(s) − (n − 2) x
′
y
)
.
Since we have 1 = x′2 + y′2 = (1+ q2)y′2, it follows that
dx
dy
= q, (3.6)
y
dq
dy
= −(n − 2)q − (n − 2)q3 + (n − 1)H˜(y)y(1+ q2) 32 , (3.7)
where we put H˜(y) = H(s(y)), and s = s(y) is the inverse of y = y(s) near s = 0. By using real analyticity of H(s) and the
Taylor expansion formula of (1+ q2)3/2 about q = 0, the last equation above is written as
y
dq
dy
= −(n − 2)q + (n − 1)H˜(0)y + ψ(y,q), (3.8)
where ψ(y,q) has the form of
ψ =
∑
m+ν2
am,ν y
mqν .
Therefore, the system (3.6) and (3.7) satisﬁes all the assumptions of Proposition 1 of Hsiang and Hsiang [5]. (We remark
that Hsiang and Hsiang treat a system which has an additional parameter. We study only a single system, which can be
considered as a system as in [5] in which the additional parameter is set equal to 0.) Hence, there is a solution x = x(y)
deﬁned on an interval [0,a) with x(0) = 0 and dx/dy(0) = 0. This proves Proposition 3.3. 
We remark that in the above proposition, the mirror reﬂection of the curve x = x(y) along the x-axis is also a solution
of the system (3.4) and (3.5) satisfying the same initial condition if the mean curvature is symmetric with respect to the
x-axis.
We state our ﬁrst theorem for the existence and uniqueness of general rotational hypersurfaces
Theorem 3.4 (Global existence and uniqueness of rotational hypersurfaces). Let I = (a,b) denote any open interval. Let s0 ∈ I . For
any analytic function H(s) deﬁned on I , any positive number c > 0, and any two real numbers c′,d′ satisfying (c′)2 + (d′)2 = 1, there
exists a continuous generating curve (x(s), y(s)) deﬁned on the whole interval I passing through (0, c) at s = s0 , satisfying y′(s0) = c′ ,
x′(s0) = d′ and deﬁning a rotational hypersurface M ⊂Rn with mean curvature H(s) at all regular points of (x(s), y(s)).
Proof. Let us consider the solution curve (x(s), y(s)) of the system (A) with initial conditions as stated in Theorem 3.4 and
let (α1, β1) ⊂ I be the maximal interval of existence of the solution curve (x(s), y(s)). If (α1, β1) = I = (I−, I+), then the
claim holds. Let us assume now β1 < I+ . Then by Proposition 3.1, the limit of y(s) as s → β1 exists and is equal to zero.
In addition, by Proposition 3.2, the solution curve approaches the x-axis perpendicularly. Using Proposition 3.3 we obtain a
unique solution curve deﬁned on an interval [β1, β2), β1 < β2 of (3.6) and (3.7) passing through the point (x(β1), y(β1)).
More generally, consider the set I of pairs ( Jδ, γδ), where Jδ is an interval of the form Jδ = [s0, δ], and δ is less than or
equal I+ , on which there exists a generating curve γδ = (xδ, yδ) with yδ(δ) = 0. The set I is ordered by inclusion: ( Jδ, γδ)
less than or equal to ( Jσ ,γσ ) iff Jδ ⊂ Jσ and γσ | Jδ = γδ . By Zorn’s lemma, there exists a maximal element ( Jτ , γτ ) ∈ I . We
claim τ = I+ . Suppose this is wrong, then it holds τ < I+ . From the deﬁnition of I , we obtain a generating curve γτ , which
is deﬁned on [s0, τ ], satisfying yτ (τ ) = 0. Thus, since we assume Jτ < I+ , by Proposition 3.3, we can extend yτ beyond
τ . Therefore, ( Jτ , γτ ) was not maximal and τ = I+ follows. An analogous argument applies to solutions to the left of s0,
completing the proof. 
4. A transformation of the ODE system
In this section we extend Theorem 2.7 to arbitrary dimensions by considering a transformation of the system (A). To
obtain this transformation, we ﬁrst consider intermediary equations obtained from the system (A).
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y(s)y′(s)
)′ − (n − 3)x′(s)2 + (n − 1)H(s) · y(s)x′(s) − 1 = 0, (4.1)(
y(s)x′(s)
)′ + (n − 3)x′(s)y′(s) − (n − 1)H(s) · y(s)y′(s) = 0. (4.2)
Proof. Multiplying (2.1) by x′ , we have
(n − 1)H(s) · yx′ − (n − 2)x′2 − yy′ · x′x′′ + yy′′ · x′2 = 0.
Since x′x′′ = −y′ y′′ and x′2 = 1 − y′2 by (2.2), the above equation implies (4.1). Similarly (4.2) is veriﬁed, proving
Lemma 4.1. 
We note that Eqs. (4.1), (4.2) above turn into a linear system for yy′ and yx′ when n = 3 and this is used to prove all
results stated in Section 2. In order to generalize Theorem 2.7 to n > 3 it takes some effort to transform the system (A) into
a ﬁrst order linear system. For any positive number c = y(0)(> 0), we put
f (s) = 1
c
(
cosη(s) · y(s)y′(s) + sinη(s) · y(s)x′(s)), (4.3)
g(s) = 1
c
(− sinη(s) · y(s)y′(s) + cosη(s) · y(s)x′(s)), (4.4)
and consider the vector valued function
X(s) =
(
f (s)
g(s)
)
.
Then, by Lemma 4.1, we have the linear system
(B) X ′(s) = 1
c
B
(
s, X(s)
)
, (4.5)
where X(0) = (y′(0), x′(0))T and
B(s, X) =
(
(n − 2) cosη(s) − (n − 3) fX ·X (cosη(s) · f − sinη(s) · g)
−(n − 2) sinη(s) − (n − 3) gX ·X (cosη(s) · f − sinη(s) · g)
)
. (4.6)
Finally we are in a position to generalize Theorem 2.7 to arbitrary dimensions. Since in this situation we deal with periodic
functions y, we can normalize the initial conditions some more. Since y is periodic, y attains a maximum. At such a point
s0 we have y′(s0) = 0. We can thus assume w.l.g. that s0 = 0, y(0) = c > 0 and y′(0) = 0. Since we can always assume
x(0) = 0, only x′(0) remains to be considered. But since we assume the generating curve to be parametrized in arc length,
the normalized initial conditions above imply x′(0) = ±1. Replacing s by −s if necessary we can thus assume in addition
that x′(0) = 1 holds. In what follows we will denote the solutions to (2.1) and (2.2) satisfying the above initial conditions
by x(s, c) and y(s, c).
With these conventions we can prove
Theorem 4.2. Theorem 2.7 holds for any dimension n 3. More precisely, let {Γ (c): c > 0} be a family of curves generating periodic
rotational hypersurfaces in Rn such that
(1) the curve Γ (c) passes through (0, c) at s = 0,
(2) the curve Γ (c) is periodic with the same period L, and
(3) the periodic rotational hypersurfaces generated by the curves Γ (c) all have the same mean curvature H(s).
Then
(a) H(s) is periodic with period L,
(b) H(s) satisﬁes conditions (2.8) and (2.9) for the given (arbitrary) n 3, and
(c) In the limit c → ∞, the curves Γ (c)− (0, c) tend to the closed planar curve (x∞(s), y∞(s)) = (
∫ s
0 cosη(u)du,−
∫ s
0 sinη(u)du),
whose curvature is −(n − 1)H(s).
Proof. Since (a) follows from (2.1), only (b) and (c) remain to be proven. For this it is convenient to use the system (B).
From the discussion above it is easy to derive that for the system (B) we need to consider the initial conditions f (0) = 0
and g(0) = 1. Clearly, the system (B) depends analytically on the parameter  = 1/c. Therefore, X depends analytically on  .
Expanding X for  we obtain X(s, ) = X0(s)+ X1(s)+ · · · . Since for  = 0 we obtain the differential equation X ′ = 0 with
initial condition X(0,0) = e2, X0(s) = e2 for all s, where we put e2 = (0,1)T . Since X1 = ∂ X(s, )|=0, a differentiation
on both sides of the system (B) yields the differential equation X1′(s) = B(s, e2) = ((n − 2) cosη,− sinη)T . Since X1 is
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curve (x∞(s), y∞(s)) = (
∫ s
0 cosη(u)du,−
∫ s
0 sinη(u)du). We note that, by the deﬁnitions of f and g , y(s, c) = c‖X(s, c)‖
and x′(s, c) = c( f sinη(s) + g cosη(s))/y. Since c/y tends to ‖X(s,0)‖ = 1, x′(s, c) converges as c tends to ∞, equivalently
as  tends to 0. Moreover, using the expansion of X discussed above, the claim for x follows. For y(s, c) − c we obtain
y(s, c) − c = c(‖X‖ − 1) = c(X · X − 1)/(‖X‖ + 1). Since ‖X‖ tends to 1 as  tends to 0, the denominator tends to 2.
Expanding X · X we obtain up the order of 1/c2 the expression X · X − 1 = 2g1/c + O(1/c2), where the notation g1 means
the second component of X1(s). Therefore, y(s, c) − c tends to g1(s) as c tends to ∞. But we have seen already that this is
the function as claimed. This ﬁnishes the proof of Theorem 4.3. 
In Appendix A, we discuss the suﬃciency of the conditions (a), (b) and (c), showing by an example that there is no direct
generalization of Theorem 2.8.
5. Reduction of the dimension
In this section, we prove that all rotational hypersurfaces (of any dimension) correspond to surfaces of revolution in R3.
This and the results stated in Section 2 of this paper will be applied in the next section to show the existence of periodic
rotational hypersurfaces of higher dimensions.
For the system (A), consisting of (2.1) and (2.2), we consider the function
2H∗
(
s, y(s), x′(s)
)= (n − 1)H(s) − (n − 3) x′(s)
y(s)
. (5.1)
Then, (2.1) implies
2H∗
(
s, y(s), x′(s)
)
y(s) − x′(s) − y(s)(x′′(s)y′(s) − x′(s)y′′(s))= 0, s ∈ I, (5.2)
hence, by (2.1) for n = 3, (x(s), y(s)) deﬁnes a surface of revolution M∗ with mean curvature H∗(s, y(s), x′(s)) in the three-
dimensional Euclidean space R3. Therefore, we can apply Theorem 2.1 to this surface M∗ and obtain that x(s) and y(s)
can be expressed explicitly by H∗(s, y(s), x′(s)). Thus, every rotational hypersurface M ⊂ Rn with mean curvature H(s) and
generating curve (x(s), y(s)) induces a surface of revolution M∗ ⊂ R3 with mean curvature H∗ and same generating curve.
The initial conditions translate accordingly, as spelled out in Section 2.
We want to make this relation more precise. For this we need to consider not only the function H(s), but also the
initial conditions c, c′ , and d′ with c′2 + d′2 = 1 for y, y′ and x′ at s = 0 respectively. The dimension n is also a param-
eter. It is easy to see that the rotational hypersurfaces in Rn are parametrized by the tuples M = (H(s), c, c′,d′) with
c′2 + d′2 = 1. Moreover, the construction outlined above can be described in terms of these parameters by M → M∗ =
(H∗(s, y(s), x′(s)), c, c′,d′), where H∗(s, y(s), x′(s)) is given by (5.1). We list here n again as a parameter, since it is an
important ingredient in Eq. (5.1).
Conversely, let M∗ = (H∗(s), c, c′,d′) with c′2 + d′2 = 1 be associated with a surface of revolution in R3 with mean cur-
vature H∗(s). Denote the generating curve of M∗ by (x∗(s), y∗(s)). Then, by Theorem 2.1, x∗(s) and y∗(s) can be expressed
by H∗(s) and some constants c, c′,d′
y∗(s) = {(F ∗(s) − cd′)2 + (G∗(s) + cc′)2}1/2, (5.3)
x∗′(s) = (G
∗(s) + cc′)F ∗′ (s) − (F ∗(s) − cd′)G∗′ (s)
{(F ∗(s) − cd′)2 + (G∗(s) + cc′)2}1/2 , (5.4)
where we put
F ∗(s) =
s∫
0
sin
(
2
u∫
0
H∗(t)dt
)
du, (5.5)
G∗(s) =
s∫
0
cos
(
2
u∫
0
H∗(t)dt
)
du. (5.6)
Given M∗ , deﬁne a function H(s) = H(s; H∗(s), c, c′,d′) by
H
(
s; H∗(s), c, c′,d′)= 1
n − 1
(
2H∗(s) + (n − 3) (G
∗(s) + cc′)F ∗′ (s) − (F ∗(s) − cd′)G∗′ (s)
(F ∗(s) − cd′)2 + (G∗(s) + cc′)2
)
. (5.7)
Then, the curve (x∗(s), y∗(s)) satisﬁes the system of equations (2.1) and (2.2) for the function H(s), deﬁned in (5.7). Hence
we have a rotational hypersurface M in the n-dimensional Euclidean space Rn with mean curvature H(s). In this way, we
obtain an injective relation M∗ → M. Altogether we have shown
Theorem 5.1. There is a one–one correspondence Φ : M −→ M∗ from the set of parametrized rotational hypersurfaces in Rn onto
the set of parametrized surfaces of revolution in R3 such that the mean curvatures are related by Eq. (5.1).
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Assume that a rotational hypersurface M ⊂ Rn with generating curve (x(s), y(s)) is periodic with period L > 0. That is,
we have y(s + L) = y(s), s ∈R. Then for the initial conditions we can assume w.l.g. the conventions discussed in Section 4.
Moreover, in this case, x′(s) and H(s) are also periodic with period L, hence so is H∗(s, y(s), x′(s)), by (5.1). Therefore,
M∗ ⊂ R3 has periodic mean curvature H∗(s) = H∗(s, y(s), x′(s)) with period L. Since the generating curve (x(s), y(s)) of M
is also the generating curve of the surface of revolution M∗ ⊂ R3, M∗ is also periodic and hence by Theorems 2.5 and 2.7,
we have, putting η∗(s) = 2 ∫ s0 H∗(t, y(t), x′(t))dt ,
(1) if sinη∗(L) = 0, then 1− cosη∗(L) = 0, F ∗(L) = 0,G∗(L) = 0 and
F ∗(L)
1− cosη∗(L) =
G∗(L)
sinη∗(L)
= 0,
(2) if sinη∗(L) = 0 and 1− cosη∗(L) = 0, then
F ∗(L) = 0, G∗(L) = 0,
(3) if sinη∗(L) = 0 and 1− cosη∗(L) = 0, then F ∗(L) = G∗(L) = 0, where F ∗(s) and G∗(s) are deﬁned by (2.4) using η∗(s).
We note that since H∗(s, y(s), x′(s)) can be expressed in terms of H(s) and y(s) by (5.1) and (2.2), the formulas above show
that H(s) and y(s) satisfy a non-trivial relation for periodic rotational hypersurfaces in Rn .
Conversely, assume that a surface of revolution M∗ ⊂ R3 is periodic with period L. We deﬁne a function H(s) =
H(s, y∗(s), x∗′(s)) by
H(s) = 1
n − 1
(
2H∗(s) + (n − 3) x
∗′(s)
y∗(s)
)
, (6.1)
where (x∗(s), y∗(s)) is the generating curve of M∗ . Then the same curve (x∗(s), y∗(s)) also generates a rotational hyper-
surface M ⊂ Rn with mean curvature H(s) above. Moreover, the mean curvature H(s) of M is also periodic with period L,
because y∗(s) and x∗′(s) are periodic with period L by assumption. Summarizing the discussion above, we obtain
Theorem6.1. (1) Let M ⊂Rn be a periodic rotational hypersurfacewith generating curve (x(s), y(s)) andmean curvature H(s), s ∈R.
Then, M∗ is periodic with period L and the mean curvature H∗(s) of M∗ and y(s) are related by (5.2).
(2) The correspondence Φ in Theorem 5.1 is bijective when one restricts it to the subset of periodic rotational hypersurfaces.
7. Families of periodic rotational hypersurfaces and closed curves
In Theorem 4.2 we have seen that a family of periodic rotational hypersurfaces in Rn yields a closed curve Γ∞ ⊂R2. It is
natural to ask, whether the converse also holds or not. Let Γ∞ be a closed planar curve with curvature κ∞(s), which passes
through the origin of R2 for s = 0. Then, there exists a family of curves (x∗(s, c), y∗(s, c)), c > 0, such that each curve of
this family generates a periodic surface of revolution M∗c in R3 with y∗(0, c) = c and the mean curvature H∗(s) of M∗ is
given by H∗(s) = −κ∞(s)/2 by Theorem 2.7 for every c > 0.
By Theorem 6.1(2), there exists a family of periodic rotational hypersurfaces Mc in Rn such that, for each c > 0, the
generating curve is (x∗(s, c), y∗(s, c)) and the mean curvature H(s, c) is given by
H(s, c) = 1
n − 1
(
−k∞(s) + (n − 3) x
∗′(s, c)
y∗(s, c)
)
. (7.1)
Thus we proved
Theorem 7.1. Given a closed planar curve Γ∞ with curvature k∞(s), there exists a family of periodic rotational hypersurfaces in Rn,
parametrized by c > 0, such that the mean curvature H(s, c) of each element of the family is given by (7.1).
We are interested in producing families of periodic rotational hypersurfaces Mc , c > 0, in Rn , for which all Mc have the
same mean curvature H(s). That is to say, we want to characterize, when the mean curvature H(s, c) of these hypersurfaces
actually does not depend on c. Thus we need to start from some hypersurfaces of periodic mean curvatures which depend
on a parameter c. Let H∗(s, c) be the mean curvature satisfying (2.8) and (2.9) for each c > 0. Then Theorem 2.8 yields a
family of periodic surfaces of revolution in R3 with mean curvature H∗(s, c). By Section 6 we obtain from this a family
of periodic rotational hypersurfaces in Rn . To do this we need more detailed information on the dependence on c of the
generating curves. For this, we use (2.5) and (2.6) for H∗(s, c). Thus we know y(s, c) and x′(s, c) quite explicitly in terms of
H∗(s, c). As a consequence, for the mean curvature H(s, c) of the family of rotational hypersurfaces Mc ⊂Rn we obtain
H(s, c) = 1
(
2H∗(s, c) + (n − 3) x
′(s, c))
. (7.2)n − 1 y(s, c)
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Theorem 7.2. Let H(s, c) be a family of periodic functions, all of which have the same period L for each c > 0. Then H(s, c) generates
a family Mc, c > 0, of periodic rotational hypersurfaces in Rn if and only if there exists a family of periodic functions H∗(s, c), all of
which have the same period L, such that
η∗(L, c) ∈ 2π Z , (7.3)
L∫
0
cosη∗(s, c)ds =
L∫
0
sinη∗(s, c)ds = 0, (7.4)
and
H(s, c) = 1
n − 1
(
2H∗(s, c) + (n − 3) x
′(s, c)
y(s, c)
)
, (7.5)
where we put η∗(s, c) = 2 ∫ s0 H∗(t, c)dt and (x(s, c), y(s, c)) is the generating curve of Mc.
The relation described above can be rephrased in shorthand by H = F(H∗), i.e. H is a function of H∗ . It is actually
possible to invert this function F : Given H we can always solve the system (2.1) and (2.2). In this way, we construct
functions y and x, and we can assume that they satisfy the initial conditions we want. Next we compute H∗ from (7.5).
This yields F−1. It would be interesting to make this inverse map explicit.
Theorem 7.3. Let H(s) be a periodic function with period L. Then H(s) generates a family Mc, c > 0, of periodic rotational hypersur-
faces in Rn if and only if
η∗(L) ∈ 2π Z , (7.6)
L∫
0
cosη∗(s)ds =
L∫
0
sinη∗(s)ds = 0, (7.7)
and
2∂c H
∗(s, c) + (n − 3)∂c x
′(s, c)
y(s, c)
= 0, (7.8)
where H∗(s, c) is given by (7.5).
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Appendix A
In this appendix, we explain why the converse of Theorem 4.2 does not hold, in other words, why the conditions (2.8)
and (2.9) are not suﬃcient to extend Theorem 2.8 to higher dimensions. We have already pointed out that the right side of
system (B) of (4.5) depends analytically on  = 1/c. Therefore the solution X also depends analytically on  and we obtain:
X ′(s, ) = B(s, X(s, )). Therefore, expanding B(s, X) into a power series relative to X and expanding X into a power series
relative to  we obtain a sequence of equations for the coeﬃcient functions of X . In particular, writing again X = ( f , g)T ,
we set
f (s, ) =  f1(s) + 2 f2(s) + · · · + k fk(s) + · · · , (A.1)
g(s, ) = 1+ g1(s) + 2g2(s) + · · · + k gk(s) + · · · . (A.2)
We also compute the Taylor expansion of B(s, X) relative to X around X = (0,1). Setting B(s, X) = (B(s, X)1, B(s, X)2)T we
obtain
B(s, X)1 = (n − 2) cosη + (n − 3) f1 sinη + 2(n − 3)
(− f 21 cosη + g2 sinη − f1g1 sinη)
+ 3(n − 3)(−2 f1g2 cosη + 2 f 21 g1 cosη − f 31 sinη + f3 sinη
− f2g1 sinη + f1g21 sinη − f1g2 sinη
)+ · · · , (A.3)
B(s, X)2 = − sinη − (n − 3) f1 cosη + 2(n − 3)
(− f2 cosη + f1g1 cosη − f 21 sinη)
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+ f1g2 cosη − 2 f1 f2 sinη + 2 f 21 g1 cosη
)+ · · · . (A.4)
From these formulas, we derive, for the ﬁrst few coeﬃcients of f and g , that
f ′1(s) = (n − 2) cosη(s),
f ′2(s) = (n − 3) sinη(s) · f1(s),
f ′3(s) = (n − 3)
(− cosη(s) · f1(s)2 + sinη(s) · f2(s) − sinη(s) · f1(s)g1(s)),
g′1(s) = − sinη(s),
g′2(s) = −(n − 3) cosη(s) · f1(s),
g′3(s) = (n − 3)
(− cosη(s) · f2(s) − sinη(s) · f1(s)2 + cosη(s) · f1(s)g1(s)),
where we have used fk(0) = gk(0) = 0, k 1. Using the expansions above, one can determine the functions fk(s) and gk(s)
inductively: In fact, for k = 1, we have
f1(s) = (n − 2)
s∫
0
cosη(u)du, (A.5)
g1(s) = −
s∫
0
sinη(u)du. (A.6)
And for k = 2, we obtain
f2(s) = (n − 2)(n − 3)
s∫
0
(
sinη(u)
u∫
0
cosη(t)dt
)
du, (A.7)
g2(s) = −(n − 2)(n − 3)
s∫
0
(
cosη(u)
u∫
0
cosη(t)dt
)
du. (A.8)
It is not diﬃcult to see (via integration by parts) that g2(s) is a periodic function, but, f2(s) is not so, in general, when H(s)
satisﬁes conditions (2.8) and (2.9). In fact, the function η(s) = s gives such an example. In particular, the conditions (a), (b)
and (c) stated in Theorem 4.2 above are not suﬃcient for the associated rotational hypersurface to be periodic in the case n > 3.
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