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Abstract
In this paper, we present methods for solving a system of linear equations, AX = b, over
tropical semirings. To this end, if possible, we first reduce the order of the system through some
row-column analysis, and obtain a new system with fewer equations and variables. We then
use the pseudo-inverse of the system matrix to solve the system if solutions exist. Moreover, we
propose a new version of Cramer’s rule to determine the maximal solution of the system. Maple
procedures for computing the pseudo-inverse are included as well.
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1 Introduction
Solving systems of linear equations is an important aspect of linear algebra. Considering solution
techniques for systems of linear equations over rings and, as a special case, over fields, we intend
to develop systematic methods to understand the behavior of linear systems and extend some well-
known results over rings to tropical semirings. Systems of linear equations over tropical semirings
find applications in various areas of engineering, computer science, optimization theory, control
theory, etc (see [1], [2], [4], [5], [6] ).
Semirings are algebraic structures similar to rings, but subtraction and division can not necessar-
ily be defined for them. The notion of a semiring was first introduced by Vandiver [12] in 1934.
A semiring (S,+, ., 0, 1) is an algebraic structure in which (S,+) is a commutative monoid with an
identity element 0 and (S, .) is a monoid with an identity element 1, connected by ring-like distribu-
tivity. The additive identity 0 is multiplicatively absorbing, and 0 6= 1. Note that for convenience,
we mainly consider S = (R∪ {−∞},max,+,−∞, 0), which is a well-known tropical semiring called
“max−plus algebra”, in this work. Other examples of tropical semirings, which are isomorphic to
“max−plus algebra”, are “max−times algebra”, “min−times algebra ”and “min−plus algebra”.
Suppose S is a tropical semiring. We want to solve the system of linear equations AX = b, where
A ∈Mn(S), b ∈ Sn and X is an unknown vector. Sometimes, we can reduce the order of the system
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to obtain a new system with fewer equations, which is called a reduced system. Furthermore, we find
necessary and sufficient conditions based on the “pseudo-inverse”, A−, of matrix A with determinant
detε(A) ∈ U(S) to solve the system, where U(S) is the set of the unit elements of S. This method
is not limited to square matrices, and can be extended to arbitrary matrices of size m× n as well.
To this end, we must consider a square system of size min{m,n} corresponding to the non-square
system.
Cramer’s rule is one of the most useful methods for solving a linear system of equations over rings
and fields. As an extension of this method, we will establish a new version of Cramer’s rule to obtain
the “maximal” solution of a system of linear equations over tropical semirings. In [7], Cramer’s rule
over max-plus algebra has been fairly exhaustively studied. In this work, we propose an approach
that is more aligned with Cramer’s rule in classic linear algebra. We derive clear cut conditions
based on the entries of AA− on when the method is applicable and yields a solution. Additionally,
the solution that is found here is guaranteed to be the maximal solution of the system.
Through row-column analysis, we can remove linearly dependent rows and columns of the system
matrix. As such, the reduced system is obtained with fewer equations and unknowns and it is proved
that the existence of solutions of the primary system and the corresponding reduced system depend
on each other; see Section 3 for more details.
In Section 4, assuming that detε(A) ∈ U(S), we focus on methods for solving the square system
AX = b. Finding necessary and sufficient conditions on the entries of matrix AA−, we obtain the
maximal solution X∗ of the system AX = b using two methods: by computing the pseudo-inverse
of A, as A−b, and without computing the pseudo-inverse of A through Cramer’s rule. Additionally,
for solving the non-square system AX = b, we construct a corresponding square system. If there are
fewer equations than unknowns, then the solvability of the corresponding square system implies that
the system AX = b should be solvable, too. If, however, there are more equations than unknowns,
we can establish a square system simply by multiplying the transpose of the matrix A from left by
the non-square system AX = b. Note that in this case, the solution of the square system can not
necessarily be a solution of the system AX = b, unless it satisfies some conditions with regards to
the eigenvalues and eigenvectors of the associated square matrix.
In the appendix of this paper, we give some Maple procedures as follows. Table 1 is a subroutine
for finding the determinant of a square matrix. Table 2 gives a code for calculating matrix mul-
tiplications. Table 3 consists of a program for finding the pseudo-inverse of a square matrix and
computing the multiplication of the matrix by its pseudo-inverse. These procedures are all written
for max-plus algebra.
2 Definitions and preliminaries
In this section, we give some definitions and preliminaries. For convenience, we use N and n to
denote the set of all positive integers and the set {1, 2, · · · , n} for n ∈ N, respectively.
Definition 1. A semiring (S,+, ., 0, 1) is an algebraic system consisting of a nonempty set S with
two binary operations, addition and multiplication, such that the following conditions hold:
1. (S,+) is a commutative monoid with identity element 0;
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2. (S, ·) is a monoid with identity element 1;
3. Multiplication distributes over addition from either side, that is a(b+c) = ab+ac and (b+c)a =
ba+ ca for all a, b ∈ S;
4. The neutral element of S is an absorbing element, that is a · 0 = 0 = 0 · a for all a ∈ S;
5. 1 6= 0.
A semiring is called commutative if a · b = b · a for all a, b ∈ S.
Definition 2. A commutative semiring (S,+, ., 0, 1) is called a semifield if every nonzero element
of S is multiplicatively invetrible.
In this work our main focus is on tropical semiring (R∪{−∞},max,+,−∞, 0), denoted by Rmax,+,
that is called “max−plus algebra” whose additive and multiplicative identities are −∞ and 0,
respectively. Moreover, the notation a− b in “max−plus algebra” is equivalent to a+ (−b), where
“− ”, “ + ” and −b denote the usual real numbers subtraction, addition and the typical additively
inverse of the element b, respectively. Note further that “max−plus algebra” is a commutative
semifield.
Definition 3. (See [2]) Let S be a semiring. A left S-semimodule is a commutative monoid (M,+)
with identity element 0M for which we have a scalar multiplication function S×M −→M, denoted
by (s,m) 7→ sm, which satisfies the following conditions for all s, s′ ∈ S and m,m′ ∈ M:
1. (ss′)m = s(s′m) ;
2. s(m+m′) = sm+ sm′;
3. (s+ s′)m = sm+ s′m;
4. 1Sm = m;
5. s0M = 0M = 0Sm.
Right semimodules over S are defined in an analogous manner.
Definition 4. A nonempty subset N of a left S-semimodule M is a subsemimodule of M if N is
closed under addition and scalar multiplication. Note that this implies 0M ∈ N . Subsemimodules of
right semimodules are defined analogously.
Definition 5. Let M be a left S-semimodule and {Ni|i ∈ Ω} be a family of subsemimodules of M.
Then
⋂
i∈Ω
Ni is a subsemimodule ofM which, indeed, is the largest subsemimodule ofM contained in
each of the Ni. In particular, if A is a subset of a left S-semimodule M, then the intersection of all
subsemimodules of M containing A is a subsemimodule of M, called the subsemimodule generated
by A. This subsemimodule is denoted by
SA = Span(A) = {
n∑
i=1
siαi | si ∈ S, αi ∈ A, i ∈ n, n ∈ N}.
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If A generates all of the semimodule M , then A is a set of generators for M. Any set of generators
for M contains a minimal set of generators. A left S-semimodule having a finite set of generators
is finitely generated. Note that the expression
n∑
i=1
siαi is a linear combination of the elements of A.
Definition 6. (See [10]) Let M be a left S-semimodule. A nonempty subset, A, of M is called
linearly independent if α /∈ Span(A \ {α}) for any α ∈ A. If A is not linearly independent, then it
is called linearly dependent.
Definition 7. The rank of a left S-semimodule M is the smallest n for which there exists a set of
generators of M with cardinality n. It is clear that rank(M) exists for any finitely generated left
S-semimodule M.
This rank need not be the same as the cardinality of a minimal set of generators for M, as the
following example shows.
Example 1. Let S be a semiring and R = S×S be the Cartesian product of two copies of S. Then
{(1S, 1S)} and {(1S, 0S), (0S , 1S)} are both minimal sets of generators for R, considered as a left
semimodule over itself with componentwise addition and multiplication. Hence, rank(R) = 1.
Let S be a commutative semiring. We denote the set of allm×n matrices over S byMm×n(S). For
A ∈Mm×n(S), we denote by aij and AT the (i, j)-entry of A and the transpose of A, respectively.
For any A,B ∈Mm×n(S), C ∈Mn×l(S) and λ ∈ S, we define:
A+B = (aij + bij)m×n,
AC = (
n∑
k=1
aikbkj)m×l,
and
λA = (λaij)m×n.
Clearly, Mm×n(S) equipped with matrix addition and matrix scalar multiplication is a left S-
semimodule. It is easy to verify that Mn(S) := Mn×n(S) forms a semiring with respect to the
matrix addition and the matrix multiplication.
The above matrix operations over max−plus algebra can be considered as follows.
A+B = (max(aij , bij))m×n,
AC = (
n
max
k=1
(aik + bkj))m×l,
and
λA = (λ+ aij)m×n.
For convenience, we can denote the scalar multiplication λA by λ+A. Moreover, max−plus algebra
is a commutative semiring which implies λ+A = A+ λ.
Definition 8. Let A,B ∈Mn(S) such that A = (aij) and B = (bij). We say A ≤ B if and only if
aij ≤ bij for every i ∈ m and j ∈ n.
Let A ∈Mn(S), Sn be the symmetric group of degree n ≥ 2 , and An be the alternating group on
n such that
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An = {σ|σ ∈ Sn and σ is an even permutation}.
The positive determinant, |A|+, and negative determinant, |A|−, of A are
|A|+ =
∑
σ∈An
n∏
i=1
aiσ(i),
and
|A|− =
∑
σ∈Sn\An
n∏
i=1
aiσ(i).
Clearly, if S is a commutative ring, then |A| = |A|+ − |A|−.
Definition 9. Let S be a semiring. A bijection ε on S is called an ε-function of S if ε(ε(a)) = a,
ε(a+ b) = ε(a) + ε(b), and ε(ab) = ε(a)b = aε(b) for all a, b ∈ S. Consequently, ε(a)ε(b) = ab and
ε(0) = 0.
The identity mapping: a 7→ a is an ε-function of S that is called the identity ε-function.
Remark 1. Any semiring S has at least one ε-function since the identical mapping of S is an
ε-function of S. If S is a ring, then the mapping : a 7→ −a, (a ∈ S) is an ε-function of S.
Definition 10. Let S be a commutative semiring with an ε-function, ε, and A ∈ Mn(S). The
ε-determinant of A, denoted by detε(A), is defined by
detε(A) =
∑
σ∈Sn
ετ(σ)(a1σ(1)a2σ(2) · · · anσ(n))
where τ(σ) is the number of the inversions of the permutation σ, and ε(k) is defined by ε(0)(a) = a
and ε(k)(a) = εk−1(ε(a)) for all positive integers k. Since ε(2)(a) = a, detǫ(A) can be rewritten in
the form of
detǫ(A) = |A|+ + ε(|A|−).
In particular, for S = Rmax,+ with the identity ε-function, we have detε(A) = max(|A|+, |A|−).
Definition 11. Let S be a commutative semiring with ε-function, ε, and A ∈Mn(S). The ε-adjoint
matrix A, written as adjε(A), is defined as follows.
adjε(A) = ((ε
(i+j)detε(A(i|j)))n×n)T ,
where A(i|j) denotes the (n− 1)× (n− 1) submatrix of A obtained from A by removing the i-th row
and the j-th column. It is clear that if S is a commutative ring, ε is the mapping: a 7→ −a;(a ∈ S),
and A ∈Mn(S), then adjε(A) = adj(A).
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Theorem 1. (See [9]) Let A ∈Mn(S). We have
1. Aadjε(A) = (detε(Ar(i⇒ j)))n×n,
2. adjε(A)A = (detε(Ac(i⇒ j)))n×n,
where Ar(i⇒ j) (Ac(i⇒ j)) denotes the matrix obtained from A by replacing the j-th row (column)
of A by the i-th row (column) of A.
Definition 12. (See [13]) Let S be a semiring and A ∈ Mm×n(S). The column space of A is the
finitely generated right S-subsemimodule of Mm×1(S) generated by the columns of A:
Col(A) = {Av|v ∈Mn×1(S)}.
The column rank of A is the rank of its column subsemimodule, which is denoted by colrank(A).
Definition 13. (See[13]) Let S be a semiring and A ∈Mm×n(S). The row space of A is the finitely
generated left S-subsemimodule of M1×n(S) generated by the rows of A:
Row(A) = {uA|u ∈M1×m(S)}.
The row rank of A denoted by rowrank(A) is the rank of its row subsemimodule.
The next example shows that the column rank and the row rank of a matrix over an arbitrary
semiring are not necessarily equal. If these two value coincide, their common value is called the rank
of matrix A.
Example 2. Consider A ∈M3(S) where S = Rmax,+ as follows.
A =


3 6 5
−5 0 −2
4 1 6

 .
Clearly, rowrank(A) = 3, but colrank(A) = 2, since the third column of A is a linear combination
of its other columns:
C3 = max(C1 + 2, C2 + (−2)).
Next, we study and analyze the system of linear equations AX = b where A ∈Mm×n(S), b ∈ S
m
and X is an unknown column vector of size n over tropical semiring S = Rmax,+, whose i−th
equation is
max(ai1 + x1, ai2 + x2, · · · , ain + xn) = bi.
Sometimes, we can simplify the solution process of the system, AX = b, by turning that into a linear
system of equations with fewer equations and variables.
Definition 14. Let A ∈ Mm×n(S). A reduced matrix is obtained from matrix A by removing its
dependent rows and columns which we denote by A.
Definition 15. A solution X∗ of the system AX = b is called maximal if X ≤ X∗ for any solution
X.
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Definition 16. Let b ∈ Sm. Then b is called a regular vector if bi 6= −∞ for any i ∈ m.
Without loss of generality, we can assume that b is regular in the system AX = b. Otherwise, let
bi = −∞ for some i ∈ n. Then in the i−th equation of the system, we have aij + xj = −∞ for
any j ∈ n. As such, xj = −∞ if aij 6= −∞. Consequently, the i−th equation can be removed from
the system together with every column Aj where aij 6= −∞, and the corresponding xj can be set
to −∞.
Definition 17. Let A ∈Mn(S), λ ∈ S and x ∈ Sn be a regular vector such that
Ax = λx.
Then λ is called an eigenvalue of A and x an eigenvector of A associated with eigenvalue λ. Note
that this definition allows an eigenvalue to be −∞. Moreover, eigenvectors are allowed to contain
elements equal to −∞.
3 Row-Column analysis of the system AX = b
In this section, we reduce the order of the system AX = b, where A ∈ Mm×n(S), b ∈ Sm and X is
an unknown column vector of size n, through a row-column analysis to obtain a new system with
fewer equations and variables which is called a reduced system.
3.1 Column analysis of the system AX = b
Suppose that C1, C2, · · · , Cn are the columns of matrix A. Without loss of generality, we can assume
that C1, C2, · · · , Ck are linearly independent and the other columns are linearly dependent on them.
[
C1 C2 · · · Ck Ck+1 · · · Cn
]


x1
x2
...
xk
xk+1
...
xn


=


b1
b2
...
bm


.
We can rewrite the system as follows.
max(C1 + x1, C2 + x2, · · · , Ck + xk, Ck+1 + xk+1, · · · , Cn + xn) =


b1
b2
...
bm


. (3.1)
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There exist scalars ηij ∈ S for every 1 ≤ i ≤ k and k + 1 ≤ j ≤ n such that
Cj = max(C1 + η1j , C2 + η2j , · · · , Ck + ηkj). (3.2)
By replacing (3.2) in (3.1) we have:
max(C1 + x1, C2 + x2, · · · , Ck + xk,max(C1 + η1(k+1), C2 + η2(k+1), · · · , Ck + ηk(k+1)) +
xk+1, · · · ,max(C1 + η1n, C2 + η2n, · · · , Ck + ηkn) + xn) =


b1
b2
...
bm


.
Due to the distributivity of “ + ” over “max ”, the following equality is obtained:
max[C1 +max(x1, η1(k+1) + xk+1, · · · , η1n + xn), C2 +max(x2, η2(k+1) + xk+1, · · · , η2n +
xn), · · · , Ck +max(xk, ηk(k+1) + xk+1, · · · , ηkn + xn)] =


b1
b2
...
bm


.
Now, we can rewrite this system as
max(C1 + y1, C2 + y2, · · · , Ck + yk) =


b1
b2
...
bm


,
where
yi = max(xi, ηi(k+1) + xk+1, · · · , ηin + xn), (3.3)
for every 1 ≤ i ≤ k. As such, the number of variables decreases from n to k. Next, we show
that the existence of solutions of the system AX = b depends on the row rank of A. Assume that
Y ∗ = (y∗i )
k
i=1 is the maximal solution of the system:
[
C1 C2 · · · Ck
]


y∗1
y∗2
...
y∗k


=


b1
b2
...
bm


.
Hence, the equalities (3.3) imply the system AX = b should have solutions xj ≤ min(y∗1 − η1j , y
∗
2 −
η2j , · · · , y∗k − ηkj) for every k + 1 ≤ j ≤ n and xi = y
∗
i for every 1 ≤ i ≤ k.
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3.2 Row analysis of the system AX = b
Consider the system AX = b in the form of


R1
R2
...
Rh
Rh+1
...
Rm




x1
x2
...
xn


=


b1
b2
...
bh
bh+1
...
bm


, (3.4)
where Ri is the i-th row of the matrix A, for every 1 ≤ i ≤ m. Without loss of generality, we can
assume that R1, R2, · · · , Rh are linearly independent rows of A and the other rows Ri, h+1 ≤ i ≤ m
are linear combinations of them. Consequently, there exist scalars ξij ∈ S for every 1 ≤ j ≤ h and
h+ 1 ≤ i ≤ m such that:
Ri = max(R1 + ξi1, R2 + ξi2, · · · , Rh + ξih), (3.5)
for every h+ 1 ≤ i ≤ m. We can now rewrite the system of equations (3.4) as
Ri


x1
x2
...
xn


= bi, for any 1 ≤ i ≤ m,
which can become the h-equation system:
Rj


x1
x2
...
xn


= bj , for any 1 ≤ j ≤ h.
We now obtain the row-reduced system with h equations.
Note that in the process of reducing the system AX = b, it does not matter which of the row or
column analysis is first applied to the system.
This argument leads us to investigate the existence of solutions of the linear system AX = b.
Theorem 2. Let A ∈Mm×n(S). The system AX = b has solutions if and only if its reduced system,
AY = b, has solutions.
Proof. Let colrank(A) = k and rowrank(A) = h. By applying row-column analysis on the system
AX = b and replacing (3.5) in the m-equation system (3.4), we conclude that
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bi = Ri


x1
x2
...
xn


= max(b1 + ξi1, b2 + ξi2, · · · , bh + ξih), (3.6)
for every h + 1 ≤ i ≤ m. If the equalities (3.6) hold for every h + 1 ≤ i ≤ m, then we can reduce
the system AX = b to the system AY = b, where A is the reduced h× k matrix obtained from A,
Y is an unknown vector of size k, and b is the reduced vector obtained from b. Thus, the existence
of solution AX = b and AY = b depends on each other.
Remark 2. Note that if b is not a linear combination of any column of A, then the systems AX = b
and AY = b have no solutions.
4 Solution methods for a linear system
In this section, we present methods for solving a linear system of equations.
4.1 Solving a linear system of equations using the pseudo-inverse of the
system matrix
Definition 18. Let A ∈ Mn(S) and detε(A) ∈ U(S). The pseudo-inverse of A, denoted by A−, is
defined as
A− = detε(A)
−1adjε(A).
Especially, if S = Rmax,+, then A
− = (a−ij) where a
−
ij = (adjε(A))ij − detε(A).
Remark 3. Let A ∈ Mn(S). Then AA− = ((AA−)ij) is a square matrix of size n, such that by
Theorem 1,
(AA−)ij = detε(A)
−1Aadjε(A))ij
= detε(A)
−1detε(Ar(i⇒ j)).
In max-plus algebra, this becomes
(AA−)ij = (Aadjε(A))ij − detε(A)
= detε(Ar(i⇒ j))− detε(A).
The matrix A−A is defined similarly. Note further that the diagonal entries of the matrices AA−
and A−A are 0:
(AA−)ii = (Aadjε(A))ii − detε(A)
= detε(Ar(i⇒ i))− detε(A)
= detε(A)− detε(A)
= 0
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Theorem 3. Let A ∈ Mn(S) and b ∈ Sn be a regular vector. Then (AA−)ij ≤ bi − bj for any
i, j ∈ n if and only if the system AX = b has the maximal solution X∗ = A−b where X∗ = (x∗i )
n
i=1.
Proof. Suppose that (AA−)ij ≤ bi− bj for any i, j ∈ n. First, we show that the system AX = b has
the solution X∗ = A−b. Clearly, AX∗ = AA−b, so for any i ∈ n:
(AX∗)i = (AA
−b)i
=
n
max
j=1
((AA−)ij + bj)
= max((AA−)ii + bi,max
i6=j
((AA−)ij + bj)).
Since for any i, j ∈ n, (AA−)ij + bj ≤ bi, and (AA
−)ii + bi = bi, we have (AX
∗)i = bi. As such, X
∗
is a solution of the system AX = b.
Now, we prove X∗ is a maximal solution. AX∗ = b, so A−AX∗ = X∗. The k-th equation of the
system A−AX∗ = X∗ is
max((A−A)k1 + x
∗
1, · · · , x
∗
k, · · · , (A
−A)kn + x
∗
n) = x
∗
k,
that implies
(A−A)kl ≤ x
∗
k − x
∗
l . (4.1)
for any l 6= k. Now, suppose that Y = (yi)ni=1 is another solution of the system AX = b. This means
AY = b, and (A−A)Y = X∗. Without loss of generality, we can assume there exists only j ∈ n such
that yj 6= x∗j , i.e., yi = x
∗
i for any i 6= j. The j-th equation of the A
−AY = X∗ is
max((A−A)j1 + x
∗
1, · · · , (A
−A)jj + yj , · · · , (A−A)jn + x∗n) = x
∗
j .
This means (A−A)jj + yj ≤ x∗j which implies yj < x
∗
j . Moreover, if all inequalities (4.1) for k = j
are proper, then
max((A−A)j1 + x
∗
1, · · · , yj , · · · , (A
−A)jn + x
∗
n) < x
∗
j .
Hence, Y is not the solution of the system AX = b. That leads to a contradiction.
This happens if all inequalities in (4.1) are proper, so we can conclude that X∗ is a unique solution
of the system AX = b. Otherwise, if some of the inequalities are not proper, i.e., (A−A)jl = x
∗
j −x
∗
l
for some l 6= j, then Y is a solution of the system AX = b such that Y ≤ X∗. Consequently, X∗ is
a maximal solution.
Conversely, suppose that X∗ = A−b is a maximal solution of the system AX = b. Then AA−b = b.
That implies (AA−)ij ≤ bi − bj for any i, j ∈ n.
In the following example, we show that (AA−)ij ≤ bi − bj is a sufficient condition for the system
AX = b to have the maximal solution X∗ = A−b.
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Example 3. Let A ∈M4(S). Consider the following system AX = b:


1 −6 2 −5
4 5 1 −2
7 −1 3 0
−2 −9 −5 0




x1
x2
x3
x4

 =


2
7
3
−4

 ,
where detε(A) = 14. Due to Theorem 3, we must check the condition (AA
−)ij ≤ bi − bj for
any i, j ∈ {1, · · · , 4} where (AA−)ij = (Aadjε(A))ij − detε(A) = detε(Ar(i ⇒ j)) − detε(A) (see
Theorem 1 ). As such, AA− is 

0 −11 −6 −5
−1 0 −3 −2
1 −6 0 0
−7 −14 −9 0

 .
Indeed, it is easier to check (AA−)ij ≤ bi − bj ≤ −(AA−)ji for any 1 ≤ i ≤ j ≤ 4.
Since these inequalities hold, for instance (AA−)12 ≤ 2 − 7 ≤ −(AA−)21, the system AX = b has
the maximal solution X∗ = A−b:
X∗ =


−6 −13 −7 −7
−6 −5 −8 −7
−2 −13 −8 −7
−7 −14 −9 0




2
7
3
−4

 =


−4
2
0
−4

 .
The next example shows that the condition of Theorem 3 is necessary.
Example 4. Let A ∈M4(S). Consider the following system AX = b:


5 2 8 10
4 1 7 9
3 7 9 11
−1 0 2 4




x1
x2
x3
x4

 =


7
4
8
1

 .
Then the matrix AA− is as follows.
AA− =


0 1 −1 6
−1 0 −2 5
1 2 0 7
−6 −5 −7 0

 .
It can be checked that (AA−)ij ≤ bi − bj ≤ −(AA−)ji do not hold for i = 2 or j = 2. Therefore,
X∗ = A−b cannot be the solution of the system AX = b, where X∗ is
X∗ =


−5 −4 −6 1
−6 −5 −7 0
−8 −7 −9 −2
−10 −9 −11 −4




7
4
8
1

 =


2
1
−1
−3

 .
If X∗ is the solution of the system AX = b, then in the second equation of the system we encounter
a contradiction:
max(a21 + x
∗
1, a22 + x
∗
2, a23 + x
∗
3, a24 + x
∗
4) = 6 6= b2.
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4.1.1 Extension of the method to non-square linear systems
We are interested in studying the solution of a non-square linear system of equations as well. Let
A ∈ Mm×n(S) with m 6= n, and b ∈ Sm be a regular vector. For solving the non-square system
AX = b by Theorem 3, we must consider a square linear system of ordermin{m,n} corresponding to
it. Without loss of generality, we can assume A is a reduced matrix, i.e. the number of independent
rows(columns) is m(n), respectively. Since m 6= n, we have the following two cases:
1. If m < n, then we consider the square linear system of order m corresponding to the system
AX = b. Let X = ATY where Y is an unknown vector of size m. Then the square linear
system AATY = b is obtained from replacing X in AX = b. Suppose that the conditions
of Theorem 3 hold for the system AATY = b, so the system AATY = b has the maximal
solution Y ∗ = (AAT )−b. If so, the system AX = b has (at least) a solution in the form
of X = ATY ∗ = AT (AAT )−b, which is not necessarily maximal. The matrix AT (AAT )−,
denoted by A†, is called the semi-psuedo-inverse of matrix A. Hence, the system AX = b has
the solution X = A†b.
2. If n < m, then we consider the square linear system of size n corresponding to the system
AX = b. Clearly, we have the square linear system ATAX = AT b of size n. Assume that the
conditions of Theorem 3 hold for the system ATAX = AT b. If so, it has the maximal solution
X∗ = (ATA)−AT b. Note further that X∗ = (ATA)−AT b is not necessarily the solution of the
system AX = b unless b is an eigenvector of A(ATA)−AT corresponding to the eigenvalue 0,
i.e.; AX∗ = A(ATA)−AT b = b.
In the next examples, we try to solve some non-square linear systems if possible.
Example 5. Let A ∈M4×5(S). Consider the following system AX = b:


−4 7 12 −3 0
3 2 8 3 −1
−9 1 6 0 2
2 8 −5 1 −3




x1
x2
x3
x4
x5


=


14
10
8
11

 .
Due to the extension method, the non-square system AX = b can be converted into the following
square system AATY = b, cosidering X = ATY :


24 20 18 15
20 16 14 10
18 14 12 9
15 10 9 16




y1
y2
y3
y4

 =


14
10
8
11

 .
The conditions of Theorem 3 hold for the system AATY = b, that is ((AAT )(AAT )−)ij ≤ bi− bj for
any i, j ∈ {1, · · · , 4}, where (AAT )(AAT )− is the following matrix:


0 4 6 −1
−4 0 2 −5
−6 −2 0 −7
−9 −5 −3 0

 .
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As such, the system AATY = b has the maximal solution Y ∗ = (AAT )−b:
Y ∗ =


−24 −20 −18 −25
−20 −16 −14 −21
−18 −14 −12 −19
−25 −21 −19 −16




14
10
8
11

 =


−10
−6
−4
−5

 .
Hence, X = ATY ∗ is a solution of the non-square system AX = b:
X =


−3
3
2
−3
−2


,
which is not necessarily maximal solution.
Example 6. Let A ∈M4×3(S). Consider the following non-square system AX = b:


2 5 −2
1 4 3
7 8 1
0 1 4




x1
x2
x3

 =


8
3
5
2

 .
According to the second case of the extension method , the following square system ATAX = AT b is
obtained from the non-square system
AX = b: 

14 15 8
15 16 9
8 9 8




x1
x2
x3

 =


12
13
6

 .
Since the conditions ((ATA)(ATA)−)ij ≤ (AT b)i − (AT b)j hold for any i, j ∈ {1, 2, 3}, where
(ATA)(ATA)− is the following matrix:


0 −1 0
−1 0 −1
−6 −7 0

 ,
by Theorem 3, the system ATAX = AT b has the maximal solution X∗ = (ATA)−AT b:
X∗ =


−14 −15 −14
−15 −16 −15
−14 −15 −8




12
13
6

 =


−2
−3
−2

 ,
while X∗ is not a solution of the system AX = b:
AX∗ =


2 5 −2
1 4 3
7 8 1
0 1 4




−2
−3
−2

 =


2
−1
5
2

 6= b
In this manner, we actually solve the nearest square system corresponding to the system AX = b.
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4.2 Extended Cramer’s rule for solving a linear system of equations
In classic linear algebra, Cramer’s rule determines the unique solution of a linear system of equations,
AX = b, when A is an invertible matrix. Furthermore, Tan shows that an invertible matrix A over
a commutative semiring has the inverse A−1 = detε(A)
−1adjε(A) (see [11]).
In [8], Sararnrakskul proves a square matrix A over a semifield is invertible if and only if every
row and every column of A contains exactly one nonzero element. Moreover, in [11], Tan develops
Cramer’s rule for a system AX = b when A is an invertible matrix over a commutative semiring.
Consequently, using Cramer’s rule for solving a system of linear equations over semifields and, as a
special case, over tropical semirings, seems to be limited to matrices containing exactly one nonzero
element in every row and every column.
In the next theorem, we present an extended version of Cramer’s rule to determine the maximal
solution of the system AX = b by using the pseudo inverse of matrix A, where A is an arbitrary
square matrix.
Theorem 4. Let A ∈ Mn(S), b ∈ Sn be a regular vector, and detε(A) ∈ U(S). Then the system
AX = b has the maximal solution
X∗ = (d−1d1, d
−1d2, · · · , d
−1dn)
T
if and only if (AA−)ij ≤ bi − bj for every i, j ∈ n, where d = detε(A) and dj = detε(A[j]) for j ∈ n
and A[j] is the matrix formed by replacing the j-th column of A by the column vector b.
Proof. By theorem 3, the inequalities (AA−)ij ≤ bi− bj for every i, j ∈ n are equivalent to have the
maximal solution X∗ = A−b for the system AX = b, so
X∗ = A−b
= detε(A)
−1adjε(A)b
= detε(A)
−1


A11 · · · A1n
...
. . .
...
An1 · · · Ann




b1
...
bn


= detε(A)
−1


max(A11 + b1, · · · , A1n + bn)
...
max(An1 + b1, · · · , Ann + bn)

 ,
where Aij = (adjε(A))ij = detε(A(j|i)). The j-th component of X∗ is:
x∗j = detε(A)
−1max(Aj1 + b1, · · · , Ajn + bn)
= detε(A)
−1max(detε(A(1|j)) + b1, · · · , detε(A(n|j)) + bn)
= detε(A)
−1detε(


a11 · · · a1(j−1) b1 a1(j+1) · · · a1n
...
...
...
...
...
an1 · · · an(j−1) bn an(j+1) · · · ann

) (4.2)
= detε(A)
−1detε(A[j])
= d−1dj ,
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i.e., X∗ = (d−1d1, d
−1d2, · · · , d−1dn)T . Note that the equality (4.2) is obtained from Laplace’s
theorem for semirings (see Theorem 3.3 in [9]).
Remark 4. In classic linear algebra, the unique solution of the system AX = b, when det(A) 6= 0,
can be obtained from Cramer’s rule without calculating the inverse matrix of A. Similarly, in max-
plus linear algebra, we can use the extended Cramer’s rule to get the maximal solution of the system
AX = b, when (AA−)ij ≤ bi − bj for any i, j ∈ n, without computing A− (see Remark 3).
Example 7. Let A ∈M3(S). Consider the following system AX = b:


5 2 6
4 1 4
3 7 14




x1
x2
x3

 =


5
4
13

 .
Clearly, (AA−)ij ≤ bi − bj ≤ −(AA
−)ji hold for any 1 ≤ i ≤ j ≤ 3, where AA
− is the following
matrix: 

0 1 −8
−1 0 −9
5 6 0


Due to Theorem 4, the system AX = b has the maximal solution X∗ = (x∗i )
3
i=1 where:
x∗1 = detε(


5 2 6
4 1 4
13 7 14

)− detε(A) = 20− 20 = 0,
x∗2 = detε(


5 5 6
4 4 4
3 13 14

)− detε(A) = 23− 20 = 3,
x∗3 = detε(


5 2 5
4 1 4
3 7 13

)− detε(A) = 19− 20 = −1.
5 Concluding Remarks
In this paper, we studied the order reduction of systems of linear equations through a row-column
analysis technique over tropical semirings in order to simplify their solution process. Using the
pseduo-inverse of the matrix of a linear system of equations, we also presented necessary and sufficient
conditions for the system to have a maximal solution. We obtained this maximal solution through
a new version of Cramer’s rule as well.
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MaxPlusDet := proc (A::Matrix)
local i, j, s, n, detA, ind, K, V;
description "This program finds the determinant of a square matrix in max-plus.";
Use LinearAlgebra in
n := ColumnDimension(A);
V := Matrix(n);
ind := Vector(n);
if n = 1 then
V := A[1, 1];
detA := V;
ind[1] := 1
elif n = 2 then
V[1, 1] := A[1, 1]+ A[2, 2];
V[1, 2] := A[1, 2]+ A[2, 1];
V[2, 1] := A[1, 2]+ A[2, 1];
V[2, 2] := A[1, 1]+ A[2, 2];
detA := max(V);
for s to 2 do
K := V[s, 1 .. 2];
ind[s] := max[index](K)
end do;
else
for i to n do
for j to n do
V[i, j] := A[i, j]+ op(1, MaxPlusDet(A[[1 .. i-1, i+1 .. n], [1 .. j-1, j+1 .. n]]));
end do;
detA := max(V);
K := V[i, 1 .. n];
ind[i] := max[index](K);
end do;
end if;
end use:
[detA, ind, V]
end proc:
Table 1: Finding the determinant of a square matrix in max-plus
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Matmul := proc (A::Matrix, B::Matrix)
local i, j, m, n, p, q, C, L;
description "This program finds the multiplication of two matrices in max-plus.";\\
Use LinearAlgebra in
m := RowDimension(A);
n := ColumnDimension(A);
p := RowDimension(B);
q := ColumnDimension(B);
C := Matrix(m, q);
if n <> p then
print(’impossible’);
break
else
for i to m do
for j to q do
L := [seq(A[i, k]+B[k, j], k = 1 .. n)];
C[i, j] := max(L)
end do
end do
end if;
end use:
C
end proc:
Table 2: Calculation of matrix multiplication in max-plus
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Ainv := proc (A::Matrix)
local n, d, H, V, B, C, E, G, Z, i, j;
description "This program finds a pseudo-inverse of A in max-plus.";
use LinearAlgebra in
n := ColumnDimension(A);
d := op(1, MaxPlusDet(A));
H := Matrix(1 .. n, 1 .. n, d);
Z := Matrix(1 .. n, 1 .. n);
for i to n do
for j to n do
if A[i, j] = (-1)*Float(infinity) then
Z[i, j] := Float(infinity);
else
Z[i, j] := A[i, j];
end if:
end do:
end do:
V := op(3, MaxPlusDet(A));
B := V-H-Z;
G := Transpose(B);
C := Matmul(A, G);
E := Matmul(G, A);
end use:
G, C
end proc:
Table 3: Calculating the pseduo-inverse, A−, of a square matrix, A, as well as AA− in max-plus
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