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In this article, using DiPerna–Lions theory (DiPerna and Lions,
1989) [1], we investigate linear second order stochastic par-
tial differential equations with unbounded and degenerate non-
smooth coeﬃcients, and obtain several conditions for existence
and uniqueness. Moreover, we also prove the L1-integrability and
a general maximal principle for generalized solutions of SPDEs. As
applications, we study nonlinear ﬁltering problem and also obtain
the existence and uniqueness of generalized solutions for a degen-
erate nonlinear SPDE.
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1. Introduction
Consider the following second order linear stochastic partial differential equation (SPDE) in Rd:
dut = (Ltut + ft)dt +
(
M lt ut + glt
)
dBlt, u0(ω, x) = ϕ(ω, x), (1.1)
where {Blt , t  0}l∈N is a sequence of independent standard Brownian motions deﬁned on a ﬁltered
probability space (Ω,F , P ; (Ft)t0), and the random partial differential operators Lt(ω) and M lt (ω)
are given by
Lt(ω)u := ∂i
(
aijt (ω, x)∂ ju
)+ ∂i(bit(ω, x)u)+ ct(ω, x)u, (1.2)
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M lt (ω)u := σ ilt (ω, x)∂iu + hlt(x,ω)u. (1.3)
Throughout this paper, we use the following convention: when the indices i, j,k, l appear twice in a
product, it will be summed. Moreover, i, j,k runs from 1 to d and l runs from 1 to ∞. For instance,
∂i
(
aij∂ ju
) := d∑
i, j=1
∂i
(
aij∂ ju
)
, ∂ib
i :=
d∑
i=1
∂ib
i,
∣∣σ ilξi∣∣2 := ∞∑
l=1
∣∣∣∣∣
d∑
i=1
σ ilξi
∣∣∣∣∣
2
.
Important notice: if we write |ξi |2, without confusions, it always means that ∑i |ξi |2 as above.
Throughout the paper, the following parabolic condition is always imposed on a and σ : for all
(t,ω, x) ∈ [0, T ] ×Ω × Rd and ξ ∈ Rd ,
Aa,σ (ξ) := 2aijt (ω, x)ξiξ j −
∣∣σ ilt (ω, x)ξi∣∣2  κ(x)|ξi |2, (1.4)
where κ(x)  0 is a non-negative measurable function. If κ(x)  κ0 > 0, we say that the super-
parabolic condition holds.
Let M be the progressive σ -ﬁeld on [0, T ]×Ω . Let l2 be the usual Hilbert space of all sequences of
square summable real numbers. All the coeﬃcients are always assumed to be M×B(Rd)-measurable.
It is well known (cf. [9, p. 131, Theorem 1]) that under super-parabolic condition, if a,b,divb, c, σ ,h
are bounded and M × B(Rd)-measurable functions, and
f ∈ L2([0, T ] ×Ω,M;W−1,2(Rd)), g ∈ L2([0, T ] ×Ω,M; L2(Rd; l2)),
where Wm,p(Rd), m ∈ Z, p  1 denotes the usual Sobolev space, then for any ϕ ∈ L2(Ω,F0; L2(Rd)),
there exists a unique generalized solution to SPDE (1.1) in the class
X := L2(Ω;C([0, T ]; L2(Rd)))∩ L2([0, T ] ×Ω,M;W 1,2(Rd)).
On the other hand, in the case of κ(x) ≡ 0 (i.e., degenerate case), if a,b, c, σ ,h are bounded and have
bounded continuous derivatives up to second order, and
f ∈ L2([0, T ] ×Ω,M;W 1,2(Rd)), g ∈ L2([0, T ] ×Ω,M;W 2,2(Rd; l2)),
then for any ϕ ∈ L2(Ω,F0;W 1,2(Rd)), there exists a unique generalized solution to SPDE (1.1) in the
same class X (cf. [9, p. 155, Theorem 1]). Moreover, in the case of super-parabolic, an analytic Lp-
theory has been established by Krylov [3]. But, still the boundedness assumptions on the coeﬃcients
are required.
However, the assumptions of boundedness and non-degeneracy would become quite restrictive in
applications. For example, in nonlinear ﬁltering, one often meets some unbounded and degenerate
coeﬃcients. On the other hand, in the degenerate case, for solving SPDE (1.1), one usually needs to
assume that the coeﬃcients are at least twice continuously differentiable as said above. It is natural
to ask whether we can remove or weaken these restrictive assumptions. An obvious diﬃculty is that
when a is unbounded, it is not any more true that:
W 1,2
(
R
d)  u → ∂i(aij∂ ju) ∈ W−1,2(Rd).
Moreover, in the degenerate case, it is not expected to have any a priori estimate for the ﬁrst order
derivative of u with respect to the spatial variable if the coeﬃcients are not smooth.
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equations with degenerate and irregular coeﬃcients. Therein, the consideration of degeneracy is mo-
tivated by the pathwise uniqueness of SDEs with irregular coeﬃcients and some modeling equations
in polymeric ﬂuids. The main tool of their proofs is the DiPerna–Lions theory (cf. [1]) of renormalized
solutions to linear transport equations. The aim of the present paper is to relax the assumptions on
a,b, c by using the DiPerna–Lions theory (cf. [1]).
We mention that a general maximal principle for SPDEs has been obtained by Krylov [4] under
boundedness assumptions on coeﬃcients. A historical remark about the maximal principle of SPDEs
is also referred to [4]. Moreover, in [5], Krylov studied the unique solvability of SPDE (1.1) with un-
bounded b, c and bounded a, σ ,h under super-parabolic assumption. Some other well-known results
about SPDEs with unbounded coeﬃcients in weight spaces can be found in the references of [5].
This paper is organized as follows: In Section 2, we state our main results about the well-
posedness of SPDE (1.1) under different assumptions. In Section 3, under less conditions on the
coeﬃcients, we ﬁrst prove the existence of generalized solutions. In Section 4, we prove a general
maximum principle for the generalized solutions of SPDE (1.1) with gl ≡ 0, which in particular im-
plies the uniqueness of generalized solutions. Here, a commutation lemma of DiPerna–Lions about
the molliﬁers plays a crucial role. In Section 5, we study the L1-integrability and weak continuity of
generalized solutions constructed in Section 3. In Section 6, we apply our results to the linear ﬁltering
equations. In Section 7, we prove the existence and uniqueness of generalized solutions for a degen-
erate nonlinear SPDE. In Appendix A, the commutation lemma of DiPerna and Lions is proved for the
reader’s convenience.
2. Statements of main results
Let Wm,p(Rd) be the usual real valued Sobolev space, Wm,p(Rd; l2) the l2-valued Sobolev spaces.
Let Wm,ploc (R
d) and Wm,ploc (R
d; l2) be the corresponding local Sobolev space. We denote by C∞0 (Rd)
the set of all smooth functions over Rd with compact supports. For a Banach space (B,‖ · ‖B), by
Cw([0, T ];B) we denote the space of all B-valued bounded measurable functions on [0, T ] that are
weakly continuous with respect to the weak topology of B. We remark that Cw([0, T ];B) is still a
Banach space under the uniform norm.
Below, we ﬁrst give the notion of generalized solutions for SPDE (1.1). For this, we need to assume
that ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
aij, ∂ia
i j,bi, c ∈ L1(0, T ; L2(Ω; L2loc(Rd))),
σ i·, ∂iσ i·,h· ∈ L2
([0, T ] ×Ω; L2loc(Rd; l2)),
f ∈ L1([0, T ] ×Ω; L1loc(Rd)),
g ∈ L2([0, T ] ×Ω; L1loc(Rd; l2)).
(BasicA)
In what follows, these assumptions will be always made if there is no special declaration, and without
confusions, we shall drop the arguments (t,ω, x). For example, for a function u, we may write
t∫
0
∫
u :=
t∫
0
∫
us dxds :=
t∫
0
∫
Rd
us(ω, x)dxds.
Deﬁnition 2.1. Let u0 ∈ L2(Ω,F0; L2loc(Rd)). An M × B(Rd)-measurable process
u ∈ L∞(0, T ; L2(Ω; L2loc(Rd)))
is called a generalized (or distribution) solution of SPDE (1.1) if for all φ ∈ C∞0 (Rd), it holds that for
(dt × P )-almost all (t,ω) ∈ [0, T ] ×Ω ,
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utφ dx =
∫
u0φ dx+
t∫
0
∫
usL
∗
s φ dxds +
t∫
0
∫
f sφ dxds
+
t∫
0
∫
usM
l∗
s φ dxdB
l
s +
t∫
0
∫
glsφ dxdB
l
s, (2.1)
where L ∗t and M l∗t are their respective adjoint operators and given by
L ∗t (ω)φ := ∂i
(
aijt (ω, x)∂ jφ
)+ bit(ω, x)∂iφ + ct(ω, x)φ (2.2)
and
M l∗t (ω)φ := ∂i
(
σ ilt (ω, x)φ
)+ hlt(ω, x)φ. (2.3)
Remark 2.2. It is easy to see that both sides of (2.1) are well deﬁned under the above described basic
assumptions.
We now state our ﬁrst result under non-degenerate assumption, which is a direct conclusion of
Propositions 3.1, 4.6, 5.2, 5.4 and 5.5 below.
Theorem 2.3. Let parabolic conditionAa,σ (ξ) κ |ξ |2 be fulﬁlled with κ ∈ C1(Rd; (0,∞)), having continu-
ous ﬁrst order derivatives. Assume that the following conditions hold:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
|aij|
1+ |x|2 ,
|∂ jai j|
1+ |x| ∈ L
∞([0, T ] ×Ω × Rd);
|bi|
1+ |x| ,divb ∈ L
2(0, T ; L∞(Ω × Rd));
c ∈ L1(0, T ; L2(Ω; L2loc(Rd))), c+ ∈ L1(0, T ; L∞(Ω × Rd));
σ i·, ∂iσ i·,h, ∂kh ∈ L∞
([0, T ] ×Ω × Rd; l2),
where c+ = max(0, c). Then for any u0 ∈ L2(Ω,F0; L2(Rd)) and
f ∈ L2([0, T ] ×Ω ×Rd), g ∈ L2([0, T ] ×Ω;W 1,2(Rd; l2)),
there exists a unique generalized solution u ∈ L2(Ω;Cw ([0, T ]; L2(Rd))) to SPDE (1.1) in the class that
E
( T∫
0
∫
κ |∂iu|2
)
< +∞.
Moreover, in addition to the above assumptions on the coeﬃcients and u0, f ,
(I) if gl ≡ 0, u0 ∈ L1(Ω,F0; L1(Rd)) and f ∈ L1([0, T ] ×Ω × Rd), then
u ∈ L1(Ω;Cw([0, T ]; L1(Rd)))
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E
(
sup
t∈[0,T ]
∫
|ut |
)
 CE
∫
|u0| + CE
T∫
0
∫
| f |;
(II) if f  0, gl ≡ 0 and u0  0, then
ut(ω, x) 0, (dt × P × dx)-a.s.
In the degenerate case, we present three different results. The ﬁrst one is a consequence of Propo-
sitions 3.1, 4.7, 5.2, 5.4 and 5.5.
Theorem 2.4. Let a and σ be independent of x and (1.4) hold. Assume that the following conditions hold: for
some q > 1,
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
aij ∈ L1(0, T ; L∞(Ω)); σ i· ∈ L2q(0, T ; L∞(Ω; l2));
|bi|
1+ |x| ∈ L
1(0, T ; L2(Ω × Rd))∪ L1(0, T ; L∞(Ω × Rd));
∂kb
i, c ∈ L1(0, T ; L2(Ω; L2loc(Rd))); divb, c+ ∈ L1(0, T ; L∞(Ω × Rd));
h, ∂kh ∈ L2q
(
0, T ; L∞(Ω × Rd; l2)).
Then for any u0 ∈ L2(Ω,F0; L2(Rd)) and
f ∈ L2([0, T ] ×Ω × Rd), g ∈ L2([0, T ] ×Ω;W 1,2(Rd; l2)),
there exists a unique generalized solution u ∈ L2(Ω;Cw ([0, T ]; L2(Rd))) to SPDE (1.1). Moreover, the same
conclusions (I) and (II) in Theorem 2.3 still hold.
The following result is an extension of Krylov and Rozovskii’s result [6] (see [9, p. 155, Theorem 1]),
which is a consequence of Propositions 3.5, 4.6, 5.2, 5.4 and 5.5.
Theorem 2.5. Assume that (1.4) holds and for some C0 > 0 and q > 1,
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂k∂ka
i jξiξ j  C0|ξ |2; |a
ij|
1+ |x|2 ,
|∂kai j|
1+ |x| ,
|bi|
1+ |x| ,
∂kb, ∂k divb, c, ∂kc ∈ L1
(
0, T ; L∞(Ω ×Rd));
σ i·, ∂kσ i·, ∂k∂ jσ i·,h, ∂kh, ∂k∂ jh ∈ L2q
(
0, T ; L∞(Ω × Rd; l2)).
Then for any u0 ∈ L2(Ω,F0;W 1,2(Rd)) and
f ∈ L2([0, T ] ×Ω;W 1,2(Rd)), g ∈ L2([0, T ] ×Ω;W 2,2(Rd; l2)),
there exists a unique generalized solution u ∈ L2(Ω;Cw ([0, T ];W 1,2(Rd))) to SPDE (1.1). Moreover, the con-
clusions (I) and (II) in Theorem 2.3 still hold.
The following result is an easy consequence of Propositions 3.6, 4.8, 5.2, 5.4 and 5.5.
X. Zhang / J. Differential Equations 250 (2011) 1924–1966 1929Theorem 2.6. Let ai j be given as follows
aijt (ω, x) = σˆ ilt (ω, x)σˆ jlt (ω, x)
such that for some α > 1/2,
∣∣σˆ ilt ξi∣∣2  α · ∣∣σ ilt ξi∣∣2.
Assume that the following conditions hold: for some q > 1,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
σˆ i·
1+ |x| , ∂iσˆ
i· ∈ L2(0, T ; L∞(Ω × Rd; l2));
|bi|
1+ |x| ,divb, c
+ ∈ L1(0, T ; L∞(Ω × Rd));
∂kb
i, c ∈ L1(0, T ; L2(Ω; L2loc(Rd)));
σ i·, ∂iσ i·,h ∈ L2q
(
0, T ; L∞(Ω × Rd; l2)).
Then for any u0 ∈ L2(Ω,F0; L2(Rd)) and
f ∈ L2([0, T ] ×Ω × Rd), g ∈ L2([0, T ] ×Ω × Rd; l2),
there exists a unique generalized solution u ∈ L2(Ω;Cw ([0, T ]; L2(Rd))) to SPDE (1.1) satisfying
E
(
sup
s∈[0,T ]
∫
|us|2
)
+ E
( T∫
0
∫ (∣∣σˆ il∂iu∣∣2 + ∣∣σ il∂iu∣∣2)
)
 C
(
E
∫
|u0|2 + E
T∫
0
∫
| f |2 + E
T∫
0
∫
|g|2
)
, (2.4)
where C is independent of u0, f and g. Moreover, the conclusions (I) and (II) in Theorem 2.3 still hold.
3. Existence of generalized solutions
In the sequel, we shall use the following conventions: The letter C denotes a constant whose value
may change in different occasions, and t denotes an L1-integrable real function on [0, T ] which may
be different in different lines.
We now state our ﬁrst existence result.
Proposition 3.1. Assume that (1.4), (BasicA) and the following conditions hold: for some q > 1,
ai j ∈ L1(0, T ; L∞(Ω; L2loc(Rd))), (3.1)
divb, c+ ∈ L1(0, T ; L∞(Ω × Rd)), (3.2)
σ i·, ∂iσ i·,h, ∂kh ∈ L2q
(
0, T ; L∞(Ω ×Rd; l2)). (3.3)
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f ∈ L2([0, T ] ×Ω × Rd), g ∈ L2([0, T ] ×Ω;W 1,2(Rd; l2)),
there exists a generalized solution
u ∈ L2(Ω; L∞(0, T ; L2(Rd)))
to SPDE (1.1). Moreover, if κ ∈ C1(Rd; (0,∞)), then the above generalized solution also satisﬁes
E
( T∫
0
∫
κ |∂iu|2
)
< +∞. (3.4)
Remark 3.2. If κ(x) κ0 > 0, then the above assumptions can be weakened. Since there is a complete
theory in the super-parabolic case (cf. [9,3]), it is not pursued here.
For proving this proposition, we adopt the argument of mollifying the coeﬃcients. Let ρ ∈ C∞0 (Rd)
be a regularizing kernel function with
supp(ρ) ⊂ B¯, ρ > 0 on B1,
∫
ρ = 1,
where B1 := {x ∈ Rd: |x| < 1}. Let χ ∈ C∞0 (Rd) be a non-negative cutoff function with χ = 1 on the
unit ball and χ = 0 outside the ball of radius 2. Set for ε ∈ (0,1),
ρε(x) := ε−dρ
(
ε−1x
)
, χε(x) := χ(εx).
Deﬁne
{
aijt,ε :=
(
aijt ∗ ρε
)
χ2ε , σ
il
t,ε :=
(
σ ilt ∗ ρε
)
χε,
ct,ε :=
(
ct ∗ ρε
)
χε, h
l
t,ε := (hlt ∗ ρε)χε
(3.5)
and
ft,ε := ( ft ∗ ρε)χε, glt,ε :=
(
glt ∗ ρε
)
χε,
where the asterisk stands for the convolution in x. Moreover, we deﬁne
bit,ε :=
[(
bit ∧ (1/ε)
)∨ (−1/ε)] ∗ ρε. (3.6)
Remark 3.3. Here, for a vector ﬁeld b, we directly truncate b rather than multiplying a cutoff function
on Rd so that ‖divbt,ε‖∞  ‖divbt‖∞ . Otherwise, we need an extra assumption on b (see (3.8) and
(5.1) below).
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Lemma 3.4.
(i) Let parabolic conditionAa,σ (ξ) κ |ξ |2 hold. Set κε := κ ∗ ρε . Then,
Aaε,σε (ξ) κεχ2ε |ξi|2, ∀ξ ∈ Rd, (3.7)
whereAaε,bε is deﬁned by (1.4).
(ii) Assume that (3.2) and (3.3) hold. Then, for some t ∈ L1(0, T ),
sup
ε∈(0,1)
∥∥∣∣∂ibit,ε∣∣+ ∣∣c+t,ε∣∣∥∥L∞(Ω×Rd)  t (3.8)
and
sup
ε∈(0,1)
∥∥∣∣σ i·t,ε∣∣+ ∣∣∂iσ i·t,ε∣∣+ |ht,ε| + |∇ht,ε|∥∥2L∞(Ω×Rd;l2)  t . (3.9)
(iii) Let L ∗t,ε and M l∗t,ε be deﬁned in terms of at,ε,bt,ε, ct,ε and σt,ε,ht,ε as in (2.2) and (2.3). Then for any
φ ∈ C∞0 (Rd),
lim
ε→0
T∫
0
∥∥L ∗t,εφ −L ∗t φ∥∥L2(Ω×Rd) dt = 0 (3.10)
and
lim
ε→0
T∫
0
∥∥M l∗t,εφ −M l∗t φ∥∥2L2(Ω×Rd) dt = 0. (3.11)
Proof. (i) By virtue of
∫
ρε = 1, we have
∣∣σ ilt,εξi∣∣2 = ∣∣σ ilt ξi ∗ ρε∣∣2χ2ε  (∣∣σ ilt ξi∣∣2 ∗ ρε)χ2ε . (3.12)
Hence,
Aaε,σε (ξ) = 2aijt,εξiξ j −
∣∣σ ilt,εξi∣∣2

(
2aijt ξiξ j −
∣∣σ ilt ξi∣∣2) ∗ ρε · χ2ε

((
κ |ξi|2
) ∗ ρε)χ2ε
= κεχ2ε |ξi|2.
(ii) Estimate (3.8) is direct from deﬁnition (3.6) and (3.2). Estimate (3.9) follows from
∣∣∂iχε(x)∣∣ Cε1[1/ε,2/ε](|x|) (3.13)
and (3.3).
(iii) Limits (3.10) and (3.11) follow from the property of convolution mollifying. 
1932 X. Zhang / J. Differential Equations 250 (2011) 1924–1966Consider now the following approximation equation:
duε,t = (Lt,εuε,t + ft,ε)dt +
(
M lt,εuε,t + glt,ε
)
dBlt, (3.14)
subject to uε,0 := (u0 ∗ρε)χε , where Lt,ε and M lt,ε are deﬁned respectively in terms of at,ε,bt,ε, ct,ε
and σt,ε,ht,ε as in (1.2) and (1.3). Notice that all the coeﬃcients of (3.14) are smooth in x, and their
derivatives of all orders in x are uniformly bounded in (ω, x) for ﬁxed t . In fact, we may further
assume that all the coeﬃcients together with all of their derivatives in x are uniformly bounded in
(t,ω, x) if we also mollify the time variable and cut off it as done for x. We omit this tedious step
for the sake of simplicity. Moreover, if we let W∞(Rd) =⋂k∈N Wk,2(Rd), then fε, glε ∈ L2([0, T ]×Ω;
W∞(Rd)) and uε,0 ∈ L2(Ω,F0;W∞(Rd)). Thus, by [9, p. 155, Theorem 1], there exists a unique
smooth solution uε ∈ L2(Ω;C([0, T ];W∞(Rd))) to Eq. (3.14).
Below, for the simplicity, we sometimes drop the time variable t in at,ε,bt,ε , etc. By Itô’s formula
and the integration by parts formula, we have
d
∫
u2ε =
(
2
∫
uε(Lεuε + fε)+
∫ ∣∣M lεuε + glε∣∣2
)
dt + 2
(∫
uε
(
M lεuε + glε
))
dBlt
=
(
−
∫
Aaε,σε (∇uε)+ 2
∫
uε
(
∂i
(
biεuε
)+ cεuε + fε)
)
dt
+
(∫ (
2σ ilε ∂iuε
(
hlεuε + glε
)+ (hlεuε + glε)2)
)
dt
+
(∫ (
u2ε∂iσ
il
ε + 2uε
(
hlεuε + glε
)))
dBlt . (3.15)
Observing that
2
∫
uε∂i
(
biεuε
)= ∫ u2ε∂ibiε
and
2
∫
∂iuεσ
il
ε
(
hlεuε + glε
)= −∫ u2ε∂i(σ ilε hlε)− 2
∫
uε∂i
(
σ ilε g
l
ε
)
, (3.16)
by integrating both sides of (3.15) in time from 0 to t , we get
∫
u2ε,t =
∫
u2ε,0 −
t∫
0
∫
Aaε,σε (∇uε)+
t∫
0
∫
u2ε∂i
(
biε − σ ilε hlε
)
+
t∫
0
∫ (
2uε
(
cεuε + fε − ∂i
(
σ ilε g
l
ε
))+ (hlεuε + glε)2)
+
t∫ (∫ (
u2ε∂iσ
il
ε + 2uε
(
hlεuε + glε
)))
dBls. (3.17)0
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Proof of Proposition 3.1. By (3.17) and Lemma 3.4, we have
∫
|uε,t |2 
∫
|uε,0|2 −
t∫
0
∫
χ2ε κε|∂iuε|2 +
t∫
0
s
(
1+
∫
|uε|2
)
ds
+
t∫
0
(∫ (
u2ε∂iσ
il
ε + 2uε
(
hlεuε + glε
)))
dBls.
First taking supremum in time and then expectations, by Burkholder’s inequality, we get
E
(
sup
s∈[0,t]
∫
|uε,s|2
)
+ E
t∫
0
∫
χ2ε κε|∂iuε,s|2 
∫
|uε,0|2 +
t∫
0
s
(
1+ E
∫
|uε,s|2
)
ds
+ CE
( t∫
0
∣∣∣∣
∫ (
u2ε∂iσ
il
ε + 2uε
(
hlεuε + glε
))∣∣∣∣
2
ds
)1/2
.
Here and below, the constant C is independent of ε. The last term denoted by I can be controlled
as follows: by (3.9) and Young’s inequality
I  CE
( t∫
0
(∫
|uε,s|2
)(
s
∫
|uε,s|2 +
∫ ∣∣glε,s∣∣2
)
ds
)1/2
 CE
(
sup
s∈[0,t]
∫
|uε,s|2
t∫
0
(
s
∫
|uε,s|2 +
∫ ∣∣gls∣∣2
)
ds
)1/2
 1
2
E
(
sup
s∈[0,t]
∫
|uε,s|2
)
+ C
t∫
0
sE
(∫
|uε,s|2
)
ds + CE
T∫
0
∫ ∣∣gl∣∣2.
Combining the above calculations, we obtain
E
(
sup
s∈[0,t]
∫
|uε,s|2
)
+ E
t∫
0
∫
χ2ε κε|∂iuε,s|2  C + C
t∫
0
sE
(∫
|uε,s|2
)
ds
 C + C
t∫
0
sE
(
sup
r∈[0,s]
∫
|uε,r |2
)
ds.
By Gronwall’s inequality,
E
(
sup
s∈[0,T ]
∫
|uε,s|2
)
+ E
T∫ ∫
χ2ε κε|∂iuε,s|2  C . (3.18)0
1934 X. Zhang / J. Differential Equations 250 (2011) 1924–1966Consider now the Banach space B1 := L∞(0, T ; L2(Ω × Rd)) and the reﬂexive Banach space
B2 := L2p(0, T ; L2(Ω × Rd)), where p = qq−1 ∈ (1,∞). The sequence uε is then uniformly bounded
in B1 ⊂ B2. So, there exists a u ∈ B1 and a subsequence uεk such that uεk weakly * in B1 (weakly
in B2) converges to u. Let φ ∈ C∞0 (Rd) and  ∈ L∞([0, T ] ×Ω). Then by (3.14), we have
E
T∫
0
∫
uε,tφt dxdt = E
T∫
0
∫
uε,0φt dxdt + E
T∫
0
t
t∫
0
∫
uε,sL
∗
s,εφ dxdsdt
+ E
T∫
0
t
t∫
0
∫
f s,εφ dxdsdt
+ E
T∫
0
t
t∫
0
∫
uε,sM
l∗
s,εφ dxdB
l
s dt
+ E
T∫
0
t
t∫
0
∫
gls,εφ dxdB
l
s dt.
We want to take limits ε → 0 for both sides of the above equality. Let us ﬁrst prove that
E
T∫
0
t
t∫
0
∫
uε,sM
l∗
s,εφ dxdB
l
s dt
ε→0−→ E
T∫
0
t
t∫
0
∫
usM
l∗
s φ dxdB
l
s dt. (3.19)
By (3.11) and (3.18), it is easy to see that
E
∣∣∣∣∣
T∫
0
t
t∫
0
∫
uε,s
(
M l∗s,εφ −M l∗s φ
)
dxdBls dt
∣∣∣∣∣ ε→0−→ 0.
For u ∈ B2, we deﬁne
(Ru)t :=
t∫
0
∫
usM
l∗
s φ dxdB
l
s.
By Burkholder’s inequality and Hölder’s inequality, we have
E
T∫
0
∣∣(Ru)t ∣∣2 dt  T
T∫
0
E
∣∣∣∣
∫
usM
l∗
s φ dx
∣∣∣∣
2
ds
 T
( T∫ (
E
∫
|us|2
)p
ds
)1/p( T∫ (
E
∫ ∣∣M l∗s φ∣∣2
)q
ds
)1/q
0 0
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 CφT
( T∫
0
(
E
∫
|us|2
)p
ds
)1/p
= CφT‖u‖2B2 ,
which means that R : B2 → L2([0, T ] × Ω) is a strongly continuous operator. So, R is also weakly
continuous, and
E
T∫
0
t(Ruε)t dt ε→0−→ E
T∫
0
t(Ru)t dt.
Thus, (3.19) is proven. By Lemma 3.4 and passing to limits, as above, we ﬁnally obtain
E
T∫
0
∫
utφt dxdt = E
T∫
0
∫
u0φt dxdt + E
T∫
0
t
t∫
0
∫
usL
∗
s φ dxdsdt
+ E
T∫
0
t
t∫
0
∫
f sφ dxdsdt
+ E
T∫
0
t
t∫
0
∫
usM
l∗
s φ dxdB
l
s dt
+ E
T∫
0
t
t∫
0
∫
glsφ dxdB
l
s dt.
Equality (2.1) then follows by the arbitrariness of t ∈ L∞([0, T ] ×Ω).
We now prove u ∈ L2(Ω; L∞(0, T ; L2(Rd))). By Banach–Saks theorem (cf. [2]), there exists another
subsequence (still denoted by εk) such that its Cesàro mean u¯εn :=
∑n
k=1 uεk
n strongly converges to u
in B2. Thus, there exist a subsequence still denoted by εn and a null set A ⊂ [0, T ] ×Ω such that for
all (t,ω) /∈ A,
lim
n→∞
∥∥u¯εn,t(ω)− ut(ω)∥∥L2(Rd) = 0.
Let Sω := {t ∈ [0, T ]: (t,ω) ∈ Ac} be the section of Ac . By Fubini’s theorem, for P -almost all ω, Sω has
full Lebesgue measure. Thus,
sup
t∈Sω
∥∥ut(ω)∥∥L2(Rd)  lim
n→∞
sup
t∈Sω
∥∥u¯εn,t(ω)∥∥L2(Rd)  lim
n→∞
1
n
n∑
k=1
sup
t∈Sω
∥∥uεk,t(ω)∥∥L2(Rd),
which together with (3.18) yields
E
(
ess. sup
t∈[0,T ]
∫
|ut |2
)
< +∞. (3.20)
1936 X. Zhang / J. Differential Equations 250 (2011) 1924–1966Let D ⊂ C∞0 (Rd;Rd) be a countable and dense subset of L2(Rd;Rd). Noting that for ﬁxed φ ∈D
and for (dt × P )-almost all (t,ω) ∈ [0, T ] ×Ω ,
∫
ut(ω)∂i
(√
κφi
)= lim
n→∞
∫
u¯εn,t(ω)∂i
(√
κφi
)
= lim
n→∞
1
n
n∑
k=1
∫
uεk,t(ω)∂i
(
χεk
√
κεkφ
i),
we have for (dt × P )-almost all (t,ω) ∈ [0, T ] ×Ω ,
(∫
κ
∣∣∂iut(ω)∣∣2
)1/2
= sup
φ∈D
1
‖φ‖L2
∫
ut(ω)∂i
(√
κφi
)
 lim
n→∞
1
n
n∑
k=1
sup
φ∈D
1
‖φ‖L2
∫
uεk,t(ω)∂i
(
χεk
√
κεkφ
i)
= lim
n→∞
1
n
n∑
k=1
(∫
χ2εkκεk
∣∣∂iuεk,t(ω)∣∣2
)1/2
.
Thus, by (3.18), we get (3.4). The proof of Proposition 3.1 is complete. 
For proving the uniqueness, we need more regular solutions. Below, we give two such results in the
degenerate case. The ﬁrst one is an extension of Krylov and Rozovskii’s result [6] (see also [9, p. 155,
Theorem 1]). Therein, an Oleinik’s lemma (see [10, p. 44, Lemma 2.4.3] and [9, p. 161, Proposition 3])
plays a crucial role.
Proposition 3.5. Assume that (1.4), (BasicA) and the following conditions hold: for some q > 1,
∂k∂ka
i jξiξ j  C0|ξi |2, |a
ij|
1+ |x|2 ,
|∂kai j|
1+ |x| ∈ L
1(0, T ; L∞(Ω × Rd)), (3.21)
|bi|
1+ |x| , ∂kb, ∂k divb, c, ∂kc ∈ L
1(0, T ; L∞(Ω × Rd)), (3.22)
σ i·, ∂kσ i·, ∂k∂ jσ i·,h, ∂kh, ∂k∂ jh ∈ L2q
(
0, T ; L∞(Ω × Rd; l2)). (3.23)
Then the generalized solution constructed in Proposition 3.1 also satisﬁes
E
(
ess. sup
t∈[0,T ]
∫
|∂iut |2
)
< +∞. (3.24)
Proof. By differentiating SPDE (3.14) in the kth spatial coordinate xk , we obtain
d∂kuε =
(
Lε∂kuε + [∂k,Lε](uε)+ ∂k fε
)
dt
+ (M lε∂kuε + [∂k,M lε](uε)+ ∂k glε)dBlt, (3.25)
where
[∂k,Lε](u) = ∂k
(
Lε(u)
)−Lε(∂ku) = ∂i(∂kai jε ∂ ju)+ ∂i(∂kbiεu)+ (∂kcε)u
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∂k,M
l
ε
]
(u) = ∂k
(
M lε(u)
)−M lε(∂ku) = ∂kσ ilε ∂iu + (∂khlε)u.
Similar to (3.17), we have
∫
|∂kuε,t |2 =
∫
|∂kuε,0|2 −
t∫
0
∫ (
2aijε ∂i∂kuε∂ j∂kuε −
∣∣σ ilε ∂i∂kuε∣∣2)
+
t∫
0
∫ (|∂kuε|2(∂i(biε − σ ilε hlε)+ 2cε)+ 2∂kuε∂k fε)
+ 2
t∫
0
∫
∂kuε
([∂k,Lε](uε)− ∂i(σ ilε ([∂k,M l](uε)+ ∂k glε)))
+
t∫
0
∫ (
hlε∂kuε +
[
∂k,M
l
ε
]
(uε)+ ∂k glε
)2
+
t∫
0
(∫ (
(∂kuε)
2∂iσ
il
ε + 2∂kuε
([
∂k,M
l
ε
]
(uε)+ ∂k glε
)))
dBlt . (3.26)
We only need to treat the trouble terms∫
∂kuε∂i
(
∂ka
i j
ε ∂ juε
)
and
∫
∂kuε∂i
(
σ ilε ∂kσ
jl
ε ∂ juε
)
.
The ﬁrst one can be dealt with as follows:∫
∂kuε∂i
(
∂ka
i j
ε ∂ juε
)= −∫ ∂k∂iuε∂kai jε ∂ juε
=
∫
∂iuε∂k∂ka
i j
ε ∂ juε +
∫
∂iuε∂ka
i j
ε ∂k∂ juε. (3.27)
Thus, by the symmetry of aijε and (3.21), we have∫
∂kuε∂i
(
∂ka
i j
ε ∂ juε
)= 1
2
∫
∂iuε∂k∂ka
i j
ε ∂ juε  s
∫
|∂iuε|2, (3.28)
where we have used that ∂k∂ka
i j
s,εξiξ j  s|ξ |2 by (3.21).
For the second one, noticing that
∂i
(
σ ilε ∂kσ
jl
ε ∂ juε
)= ∂iσ ilε ∂kσ jlε ∂ juε + σ ilε ∂i∂kσ jlε ∂ juε + σ ilε ∂kσ jlε ∂i∂ juε
and
σ ilε ∂kσ
jl
ε ∂i∂ juε = 1∂k
(
σ ilε σ
jl
ε
)
∂i∂ juε,2
1938 X. Zhang / J. Differential Equations 250 (2011) 1924–1966as in (3.27) and by (3.23), we have
∫
∂kuε∂i
(
σ ilε ∂kσ
jl
ε ∂ juε
)
 s
∫
|∂iuε|2 + 12
∫
∂kuε∂k
(
σ ilε σ
jl
ε
)
∂i∂ juε
 s
∫
|∂iuε|2 + 14
∫
∂iuε∂
2
k
(
σ ilε σ
jl
ε
)
∂ juε
 s
∫
|∂iuε|2. (3.29)
By (3.26), (3.28), (3.29), (3.22) and (3.23), we ﬁnd that
∫
|∂kuε,t |2 
∫
|∂kuε,0|2 + C +
t∫
0
s
∫
|∂iuε|2
+
t∫
0
(∫ (
(∂kuε)
2∂iσ
il
ε + 2∂kuε
([
∂k,M
l
ε
]
(uε)+ ∂k glε
)))
dBls.
Using the same method as proving (3.18), we may prove the following uniform estimate:
E
(
sup
t∈[0,T ]
∫
|∂iuε,t |2
)
 C,
which then produces (3.24). 
In Proposition 3.5, certain conditions on second order derivatives of a and b are required. Below,
we follow the idea of LeBris and Lions [8] to consider a special degenerate case so that we can weaken
the assumptions on a and b (see (3.30) below). But, we need a stronger assumption than the parabolic
condition (see (3.31) below).
Proposition 3.6. Let ai j be given as follows
aijt (ω, x) = σˆ ilt (ω, x)σˆ jlt (ω, x) (3.30)
such that for some α > 1/2,
∣∣σˆ ilt ξi∣∣2  α∣∣σ ilt ξi∣∣2, ∀ξ ∈ Rd. (3.31)
Assume also that the following conditions hold: for some q > 1,
σˆ i·, ∂iσˆ i· ∈ L2
(
0, T ; L∞(Ω; L4loc(Rd; l2))), (3.32)
divb, c ∈ L1(0, T ; L∞(Ω × Rd)), (3.33)
σ i·, ∂iσ i·,h ∈ L2q
(
0, T ; L∞(Ω ×Rd; l2)). (3.34)
Then for any u0 ∈ L2(Ω,F0; L2(Rd)) and
f ∈ L2([0, T ] ×Ω × Rd), g ∈ L2([0, T ] ×Ω × Rd; l2),
X. Zhang / J. Differential Equations 250 (2011) 1924–1966 1939there exists a generalized solution u of SPDE (1.1) such that
E
(
ess. sup
s∈[0,T ]
∫
|us|2
)
+ E
( T∫
0
∫ (∣∣σˆ il∂iu∣∣2 + ∣∣σ il∂iu∣∣2)
)
 C
(
E
∫
|u0|2 + E
T∫
0
∫
| f |2 + E
T∫
0
∫
|g|2
)
, (3.35)
where C is independent of u0, f and g.
Proof. Let aijε and σ ilε be deﬁned by (3.5). Let σˆ
il
ε := (σˆ il ∗ ρε)χε . As (3.12) and (3.7), we have for all
ξ ∈ Rd ,
aijε ξiξ j 
∣∣σˆ ilε ξi∣∣2, aijε ξiξ j  α∣∣σ ilε ξi∣∣2,
which implies that
Aaε,σε (ξ) = 2aijε ξiξ j −
∣∣σ ilε ξi∣∣2
 2α − 1
1+ α
(
aijε ξiξ j +
∣∣σ ilε ξi∣∣2)
 2α − 1
1+ α
(∣∣σˆ ilε ξi∣∣2 + ∣∣σ ilε ξi∣∣2). (3.36)
In (3.17), using the left hand side of (3.16), by (3.36), (3.33), (3.34) and Young’s inequality, we have
∫
|uε,t |2 
∫
|uε,0|2 − 2α − 1
1+ α
t∫
0
∫ (∣∣σˆ ilε ∂iuε∣∣2 + ∣∣σ ilε ∂iuε∣∣2)
+
t∫
0
(
s
∫
|uε|2 + C
∫
| fε|2 + C
∫
|gε|2
)
ds
+
t∫
0
(∫ (|uε|2∂iσ ilε + 2uε(hlεuε + glε))
)
dBls. (3.37)
Thus, as in proving (3.18), we can prove that
E
(
sup
s∈[0,T ]
∫
|uε,s|2
)
+ E
( T∫
0
∫ (∣∣σˆ ilε ∂iuε∣∣2 + ∣∣σ ilε ∂iuε∣∣2)
)
 C
(
E
∫
|u0|2 + E
T∫ ∫
| f |2 + E
T∫ ∫
|g|2
)
,0 0
1940 X. Zhang / J. Differential Equations 250 (2011) 1924–1966where C is independent of ε,u0, f , g . The existence of generalized solution now follows by using
weakly convergence method as in the proof of Proposition 3.1. Estimate (3.35) now follows as in
proving (3.20) and (3.4). 
Remark 3.7. If σ i·, ∂iσ i· ∈ L2q(0, T ; L∞(Ω ×Rd; l2)) are replaced by
σ i·, ∂iσ i· ∈ L2q
(
0, T ; L2(Ω; L2loc(Rd; l2))),
then we still have the existence of generalized solutions. In fact, we just need to take expectations for
(3.37). Thus, we only have
sup
t∈[0,T ]
E
∫
|ut |2 + E
( T∫
0
∫ (∣∣σˆ il∂iu∣∣2 + ∣∣σ il∂iu∣∣2)
)
 C
(
E
∫
|u0|2 + E
T∫
0
∫
| f |2 + E
T∫
0
∫
|g|2
)
.
4. Maximal principle and uniqueness for SPDE
In this section, we prove a maximal principle for SPDEs, which automatically produces the unique-
ness of generalized solutions.
Consider the following SPDE:
du = (L u + f )dt +M lu dBlt , u0 = ϕ. (4.1)
Let u ∈ L∞(0, T ; L2(Ω ×Rd)) be a generalized solution of (4.1) in the sense of Deﬁnition 2.1. We ﬁrst
make convolutions for (4.1) with ρε and obtain
d(ρε ∗ u) =
[
ρε ∗ (L u + f )
]
dt + [ρε ∗ (M lu)]dBlt .
Set
uε := ρε ∗ u, fε := ρε ∗ f .
Let β ∈ C2(R) be a convex function satisfying that
β ′(r), rβ ′(r)− β(r),β ′′(r), r2β ′′(r) are bounded. (4.2)
By Itô’s formula, we have
dβ(uε) = β ′(uε)
(
ρε ∗ (L u)+ fε
)
dt + β ′(uε)
(
ρε ∗
(
M lu
))
dBlt
+ 1
2
β ′′(uε)
∣∣ρε ∗ (M lu)∣∣2 dt.
Multiplying both sides by a non-negative smooth function φ ∈ C∞0 (Rd) and integrating over Rd , we
get
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∫
β(uε)φ =
(∫
β ′(uε)φ
(
ρε ∗ (L u)+ fε
))
dt + 1
2
(∫
β ′′(uε)φ
∣∣ρε ∗ (M lu)∣∣2
)
dt
+
(∫
β ′(uε)φρε ∗
(
M lu
))
dBlt
=
(∫
β ′(uε)φ
(
L uε + [ρε,L ](u)+ fε
))
dt
+ 1
2
(∫
β ′′(uε)φ
∣∣M luε + [ρε,M l](u)∣∣2
)
dt
+
(∫
β ′(uε)φ
(
M luε +
[
ρε,M
l](u)))dBlt, (4.3)
where we have used the following notation: for a differential operator D ,
[ρε,D](u) := ρε ∗ (Du)−D(ρε ∗ u).
Remark 4.1. The following two commutation relations can be veriﬁed immediately and will be used
below: for real functions a,b,u,
∂[ρε,a](u) = [ρε, ∂a](u)+ [ρε,a∂](u), (4.4)
[ρε,ab](u) = a[ρε,b∂](u)+ [ρε,a](b∂u). (4.5)
Integrating both sides of (4.3) in time from 0 to t and using the integration by parts formula, as in
(3.17) we further have
∫
β(ut,ε)φ =
∫
β(u0,ε)φ +
8∑
i=1
Jεi (t), (4.6)
where
Jε1(t) :=
t∫
0
∫ (
−β ′′(uε)φAa,σ (∇uε)
2
+ β ′(uε)φ fε
)
,
Jε2(t) :=
t∫
0
∫
β ′(uε)φ[ρε,L ](u),
Jε3(t) :=
t∫
0
∫
β(uε)
[
∂ j
(
∂iφa
ij)− ∂iφbi + cφ],
Jε4(t) :=
t∫
0
∫ (
uεβ
′(uε)− β(uε)
)[
φ∂ib
i + cφ],
Jε5(t) :=
t∫ ∫
β ′′(uε)φσ il∂iuε
[
ρε,M
l](u),
0
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t∫
0
∫
β ′′(uε)φσ il∂iuεhluε,
Jε7(t) :=
1
2
t∫
0
∫
β ′′(uε)φ
(
hluε +
[
ρε,M
l](u))2,
Jε8(t) :=
t∫
0
(∫
β ′(uε)φ
(
M luε +
[
ρε,M
l](u)))dBls.
We want to take limits ε ↓ 0. For this aim, we need the following key commutation lemma of
DiPerna–Lions [1]. For the reader’s convenience, a detailed proof is provided in Appendix A.
Lemma 4.2. For j = 1,2,3, let p j ∈ [1,∞] and q j  p jp j−1 . We are given
u ∈ Lp1(0, T ; Lp2(Ω; Lp3loc(Rd))), c ∈ Lq1(0, T ; Lq2(Ω; Lq3loc(Rd)))
and for i = 1, . . . ,d,
bi ∈ Lq1(0, T ; Lq2(Ω;W 1,q3loc (Rd))).
Let r j ∈ [1,∞) be given by 1r j = 1p j + 1q j , j = 1,2,3. Then,
[
ρε,b
i∂i
]
(u)
ε→0−→ 0 in Lr1(0, T ; Lr2(Ω; Lr3loc(Rd))) (4.7)
and
[ρε, c](u) ε→0−→ 0 in Lr1
(
0, T ; Lr2(Ω, Lr3loc(Rd))). (4.8)
Moreover, if
u ∈ Lp1(0, T ; Lp2(Ω;W 1,p3loc (Rd))), bi ∈ Lq1(0, T ; Lq2(Ω; Lq3loc(Rd))),
then (4.7) still holds.
We ﬁrst treat the terms Jε2 , J
ε
3 , J
ε
4 .
Lemma 4.3. Let u ∈ L2([0, T ] ×Ω;W 1,2loc (Rd))∩ L∞(0, T ; L2(Ω; L2loc(Rd))) and assume that
ai j ∈ L∞([0, T ] ×Ω; L∞loc(Rd))∪ L2(0, T ; L∞(Ω;W 1,∞loc (Rd))) (4.9)
and
bi ∈ L2(0, T ; L2(Ω; L2loc(Rd))), divb, c ∈ L1(0, T ; L2(Ω; L2loc(Rd))) (4.10)
or
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hold. Then, we have
lim
ε→0E
∣∣ Jε2(t)∣∣= 0 (4.12)
and in L1(Ω),
Jε3(t)
ε→0−→
t∫
0
∫
β(u)
[
∂ j
(
∂iφa
ij)− ∂iφbi + cφ], (4.13)
Jε4(t)
ε→0−→
t∫
0
∫ (
uβ ′(u)− β(u))[φ∂ibi + cφ], (4.14)
where for (4.13), we also need the assumption ∂ jai j ∈ L1(0, T ; L2(Ω; L2loc(Rd))).
Proof. By (4.4), we have
[ρε,L ](u) = ∂i
[
ρε,a
ij∂ j
]
(u)+ [ρε, ∂ibi](u)+ [ρε,bi∂i](u)+ [ρε, c](u).
Thus, we may write
Jε2(t) = −
t∫
0
∫
β ′′(uε)∂iuεφ
[
ρε,a
ij∂ j
]
(u)
−
t∫
0
∫
β ′(uε)∂iφ
[
ρε,a
ij∂ j
]
(u)+
t∫
0
∫
β ′(uε)φ
[
ρε, ∂ib
i](u)
+
t∫
0
∫
β ′(uε)φ
[
ρε,b
i∂i
]
(u)+
t∫
0
∫
β ′(uε)φ[ρε, c](u)
=: Jε21(t)+ Jε22(t)+ Jε23(t)+ Jε24(t)+ Jε25(t). (4.15)
Let Q := supp(φ). By Hölder’s inequality, we have
E
∣∣ Jε21(t)∣∣ C
(
E
t∫
0
∫
Q
|∂iuε|2
)1/2(
E
t∫
0
∫
Q
∣∣[ρε,aij∂ j](u)∣∣2
)1/2
, (4.16)
which converges to zero as ε → 0 by (4.9) and (4.7) or the second conclusion of Lemma 4.2. Similarly,
E
∣∣ Jε22(t)∣∣ ε→0−→ 0.
Moreover, by Lemma 4.2, (4.2) and (4.10) or (4.11), we also have
E
∣∣ Jε23(t)∣∣+ E∣∣ Jε24(t)∣∣+ E∣∣ Jε25(t)∣∣ ε→0−→ 0. (4.17)
1944 X. Zhang / J. Differential Equations 250 (2011) 1924–1966Limit (4.12) now follows. Limits (4.13) and (4.14) are easy by (4.2) and the dominated convergence
theorem. 
Next, we look at the term J ε5 .
Lemma 4.4. Let u ∈ L2([0, T ] ×Ω;W 1,2loc (Rd))∩ L∞(0, T ; L2(Ω; L2loc(Rd))) and assume that
σ i· ∈ L∞([0, T ] ×Ω; L∞loc(Rd; l2)), h ∈ L2(0, T ; L∞(Ω; L∞loc(Rd; l2))) (4.18)
hold. Then, we have
lim
ε→0E
∣∣ Jε5(t)∣∣= 0. (4.19)
Proof. In view of
[
ρε,M
l](u) = [ρε,σ il∂i](u)+ [ρε,hl](u),
by (4.7), (4.8) and (4.18), one sees that
[
ρε,M
l](u) ε→0−→ 0 in L2(0, T ; L2(Ω; L2loc(Rd))). (4.20)
Limit (4.19) now follows by (4.18) and u ∈ L2([0, T ] ×Ω;W 1,2loc (Rd)). 
Remark 4.5. In Lemmas 4.3 and 4.4, if we assume
∂iu ∈ L∞
(
0, T ; L2(Ω; L2loc(Rd))),
then the conditions on a and σ in (4.9) and (4.18) can be replaced by
aij ∈ L1(0, T ; L∞(Ω; L∞loc(Rd))), σ i· ∈ L2(0, T ; L∞(Ω; L∞loc(Rd; l2))).
We ﬁrst prove:
Proposition 4.6. Assume that (4.9), (4.10), (4.18) and the following conditions hold:
c+ ∈ L1(0, T ; L∞(Ω ×Rd)), (4.21)
∂iσ
i·, ∂kh ∈ L2
(
0, T ; L∞(Ω; L2loc(Rd; l2))). (4.22)
Let u ∈ L∞(0, T ; L2(Ω × Rd)) be a generalized solution of (4.1) satisfying
∂iu ∈ L2
([0, T ] ×Ω; L2loc(Rd)). (4.23)
(I) If f  0 and u0  0 and one of the following conditions holds
|aij|
2
,
|∂ jai j|
,
|bi| ∈ L1(0, T ; L2(Ω ×Rd)), (4.24)
1+ |x| 1+ |x| 1+ |x|
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1+ |x|2 ,
|∂ jai j|
1+ |x| ,
|bi|
1+ |x| ∈ L
1(0, T ; L∞(Ω × Rd)), (4.25)
then for (dt × P × dx)-almost all (t,ω, x) ∈ [0, T ] ×Ω × Rd,
ut(ω, x) 0.
(II) If u0 ∈ L1(Ω,F0; L1(Rd)), f ∈ L1([0, T ] × Ω × Rd) and (4.24) together with the following condition
holds:
‖σ i·‖l2
1+ |x| ∈ L
2(0, T ; L∞(Ω; L2(Rd))), ∂iσ i·,h ∈ L2(0, T ; L∞(Ω × Rd; l2)), (4.26)
then
E
(
ess. sup
t∈[0,T ]
∫
|ut |
)
 CE
∫
|u0| + CE
T∫
0
∫
| f |, (4.27)
where the constant C only depends on ‖∂iσ i·‖L2(0,T ;L∞(Ω×Rd;l2)) , ‖h‖L2(0,T ;L∞(Ω×Rd;l2)) and
‖c+‖L1(0,T ;L∞(Ω×Rd)) .
Proof. Using the integration by parts formula and by (4.18), (4.22) and the dominated convergence
theorem, we have
Jε6(t) =
t∫
0
∫ (
β(uε)− uεβ ′(uε)
)
∂i
(
φσ ilhl
)
ε→0−→
t∫
0
∫ (
β(u)− uβ ′(u))∂i(φσ ilhl) in L1(Ω), (4.28)
and by (4.20),
Jε7(t)
ε→0−→
t∫
0
∫
β ′′(u)φ
(
hlu
)2
in L1(Ω). (4.29)
Moreover, we also have
Jε8(t) =
t∫
0
(∫ (−β(uε)∂i(σ ilφ)+ β ′(uε)φ(hluε + [ρε,M l](u)))
)
dBls
ε→0−→
t∫
0
(∫ (−β(u)∂i(σ ilφ)+ β ′(u)φhlu)
)
dBls in L
2(Ω),
where the above stochastic integral is a continuous L2-martingale.
1946 X. Zhang / J. Differential Equations 250 (2011) 1924–1966Now taking limits ε → 0 for (4.6) and summarizing the above limits, we arrive at
∫
β(ut)φ 
∫
β(u0)φ +
t∫
0
∫ (
uβ ′(u)− β(u))(φ∂ibi − ∂i(φσ ilhl)+ cφ)
+
t∫
0
∫
β(u)
(
∂ j
(
∂iφa
ij)− ∂iφbi + cφ)
+
t∫
0
∫
β ′(u)φ f + 1
2
t∫
0
∫
β ′′(u)φ
(
hlu
)2
+
t∫
0
(∫ (−β(u)∂i(σ ilφ)+ β ′(u)φhlu)
)
dBls. (4.30)
(I) Let β(r) = βδ(r) =
√
r2+δ−r
2 in (4.30). By simple calculations, we have
lim
δ↓0 βδ(r) = −(0∧ r) := r
−, β ′δ(r) 0,
and
∣∣rβ ′δ(r)− βδ(r)∣∣
√
δ
2
,
∣∣r2β ′′δ (r)∣∣
√
δ
2
.
Taking expectations for (4.30) and letting δ → 0, by (4.18), (4.21), (4.22) and f  0, u0  0, we get
E
∫
u−t φ  E
t∫
0
∫ (
∂ j
(
∂iφa
ij)− ∂iφbi)u−s +
t∫
0
sE
∫
φu−s ,
which yields by Gronwall’s inequality,
E
∫
u−t φ  CE
t∫
0
∫ (
∂ j
(
∂iφa
ij)− ∂iφbi)u−s . (4.31)
Case (4.24). Let χn(x) = χ(x/n) be a cutoff function with the same χ as in Section 3. We choose in
(4.31)
φ(x) = χn(x).
Noting that
∣∣∂iχn(x)∣∣ C1n|x|2n  C1|x|n
n 1+ |x|
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∣∣∂i∂ jχn(x)∣∣ C1n|x|2n
n2
 C1|x|n
1+ |x|2 ,
we have
E
∫
u−t χn  CE
t∫
0
∫
|x|n
( |a··|
1+ |x|2 +
|∂ ja· j|
1+ |x| +
|b|
1+ |x|
)
u−s
 C
t∫
0
(
E
∫
|x|n
( |a··|
1+ |x|2 +
|∂ ja· j|
1+ |x| +
|b|
1+ |x|
)2)1/2
. (4.32)
Letting n → ∞ and by Fatou’s lemma and (4.24), we obtain
E
∫
u−t = 0.
Case (4.25). Let λ(x) := (1+ |x|2)−d be a weight function and choose in (4.31)
φ(x) = φn(x) = λ(x)χn(x).
Noting that
∣∣∂iφn(x)∣∣ λ(x)C1|x|n1+ |x| + Cφn(x)1+ |x|
and
∣∣∂i∂ jφn(x)∣∣ λ(x) C1|x|n1+ |x|2 + Cφn(x)1+ |x|2 ,
we have
E
∫
u−t φn  C
t∫
0
E
∫
|x|n
( |a··|
1+ |x|2 +
|∂ ja· j|
1+ |x| +
|b|
1+ |x|
)
u−s λ
+ C
t∫
0
E
∫ ( |a··|
1+ |x|2 +
|∂ ja· j|
1+ |x| +
|b|
1+ |x|
)
u−s φn
 C
t∫
0
sE
∫
|x|n
u−s λ+
t∫
0
sE
∫
u−s φn.
By Gronwall’s inequality and letting n → ∞, we get
E
∫
u−t λ C limn→∞
t∫
0
sE
∫
|x|n
u−s λ = 0.
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√
r2 + δ in (4.30). By elementary calculations, we know
lim
δ↓0 βδ(r) = |r|,
∣∣β ′δ(r)∣∣ 1,
and
∣∣rβ ′δ(r)− βδ(r)∣∣√δ, ∣∣r2β ′′δ (r)∣∣√δ.
Letting δ → 0, as above we ﬁnd that
∫
|ut |φ 
∫
|u0|φ +
t∫
0
∫
|u|(∂ j(∂iφaij)− ∂iφbi + cφ)
+
t∫
0
∫
φ| f | +
t∫
0
(∫
|u|(φhl − ∂i(σ ilφ))
)
dBls, (4.33)
where we have used that
t∫
0
(∫ (−βδ(u)∂i(σ ilφ)+ uβ ′δ(u)hlφ)
)
dBls →
t∫
0
(∫
|u|(φhl − ∂i(σ ilφ))
)
dBls
in L2(Ω) as δ → 0.
Set
Φt := ess. sup
s∈[0,t]
∫
|us|φ.
Now taking the essential supremum for both sides of (4.33) in time t and by Burkholder’s inequality,
we have
EΦt  E
∫
|u0|φ + E
t∫
0
∫
|u|(∣∣∂ j(∂iφaij)− ∂iφbi∣∣+ c+φ)
+ E
t∫
0
∫
φ| f | + CE
( t∫
0
∣∣∣∣
∫
|u|(∣∣∂i(σ ilφ)∣∣+ φ∣∣hl∣∣)
∣∣∣∣
2
ds
)1/2
.
The last term denoted by I is controlled as follows: by (4.18), (4.22) and Young’s inequality,
I  CE
( t∫
0
∣∣∣∣
∫
|u|∣∣σ il∂iφ∣∣
∣∣∣∣
2
ds
)1/2
+ E
( t∫
0
s
(∫
|us|φ
)2
ds
)1/2
 CE
( t∫ ∣∣∣∣
∫
|u|∣∣σ il∂iφ∣∣
∣∣∣∣
2
ds
)1/2
+ 1
2
EΦt +
t∫
sEΦs ds.0 0
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EΦt  E
∫
|u0|φ + E
T∫
0
∫
|u|(∣∣∂ j(∂iφaij)∣∣+ ∣∣∂iφbi∣∣)+
t∫
0
sEΦs
+ E
T∫
0
∫
| f |φ + 1
2
EΦt + CE
( T∫
0
∣∣∣∣
∫
|u|∣∣σ il∂iφ∣∣
∣∣∣∣
2
ds
)1/2
,
which yields by Gronwall’s inequality,
EΦT  CE
∫
|u0|φ + CE
T∫
0
∫
|u|(∣∣∂ j(∂iφaij)∣∣+ ∣∣∂iφbi∣∣)
+ CE
T∫
0
∫
| f |φ + CE
( t∫
0
∣∣∣∣
∫
|u|∣∣σ il∂iφ∣∣
∣∣∣∣
2
ds
)1/2
. (4.34)
Choosing φ = χn and letting n → ∞, as (4.32), we get by (4.24), (4.26) and the dominated conver-
gence theorem,
E
(
ess. sup
s∈[0,T ]
∫
|us|
)
 CE
∫
|u0| + CE
T∫
0
∫
| f |.
If we check the above proof, we ﬁnd that the constant C only depends on the following three quan-
tities: ∥∥∂iσ i·∥∥L2(0,T ;L∞(Ω×Rd;l2)),‖h‖L2(0,T ;L∞(Ω×Rd;l2)),∥∥c+∥∥L1(0,T ;L∞(Ω×Rd)).
The proof is complete. 
In the case of a and σ independent of x, we have the following simple result.
Proposition 4.7. Let a, σ be independent of x. Assume that the following conditions hold:
aij ∈ L1(0, T ; L∞(Ω)), σ i· ∈ L2(0, T ; L∞(Ω; l2)),
bi ∈ L1(0, T ; L2(Ω;W 1,2loc (Rd))),
c ∈ L1(0, T ; L2(Ω; L2loc(Rd))), c+ ∈ L1(0, T ; L∞(Ω × Rd)),
h, ∂kh ∈ L2
(
0, T ; L∞(Ω; L∞loc(Rd; l2))).
Let u ∈ L∞(0, T ; L2(Ω × Rd)) be a generalized solution of (4.1).
(I) If f  0, u0  0 and the following condition holds
|bi| ∈ L1(0, T ; L2(Ω × Rd))∪ L1(0, T ; L∞(Ω × Rd)),
1+ |x|
1950 X. Zhang / J. Differential Equations 250 (2011) 1924–1966then for (dt × P × dx)-almost all (t,ω, x) ∈ [0, T ] ×Ω × Rd,
ut(ω, x) 0.
(II) If u0 ∈ L1(Ω,F0; L1(Rd)), f ∈ L1([0, T ] ×Ω × Rd) and the following condition holds
|bi|
1+ |x| ∈ L
1(0, T ; L2(Ω × Rd)),
then
E
(
ess. sup
t∈[0,T ]
∫
|ut |
)
 CE
∫
|u0| + CE
T∫
0
∫
| f |.
Proof. Noticing that in this case
[ρε,L ](u) =
[
ρε, ∂ib
i](u)+ [ρε,bi∂i](u)+ [ρε, c](u)
and
[
ρε,M
l](u) = [ρε,hl](u).
we can repeat the proof given in Proposition 4.6 to conclude the result. We omit the details. 
Proposition 4.8. Let ai j be given as follows
aijt (ω, x) = σˆ ilt (ω, x)σˆ jlt (ω, x)
such that for some α > 1/2,
∣∣σˆ ilξi∣∣2  α∣∣σ ilξi∣∣2. (4.35)
Assume that the following conditions hold:
σˆ i·, ∂iσˆ i·,σ i·, ∂iσ i· ∈ L2
(
0, T ; L∞(Ω; L∞loc(Rd; l2))), (4.36)
bi ∈ L1(0, T ; L2(Ω;W 1,2loc (Rd))), (4.37)
c ∈ L1(0, T ; L2(Ω; L2loc(Rd))), c+ ∈ L1(0, T ; L∞(Ω ×Rd)), (4.38)
h ∈ L2(0, T ; L∞(Ω; L∞loc(Rd; l2))). (4.39)
Let u ∈ L∞(0, T ; L2(Ω × Rd)) be a generalized solution of (1.1) satisfying
σˆ i·∂iu,σ i·∂iu ∈ L2
([0, T ] ×Ω; L2loc(Rd; l2)). (4.40)
Then, the same conclusions (I) and (II) of Proposition 4.6 hold.
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∫
β(ut,ε)φ 
∫
β(u0,ε)φ − 2α − 1
α + 1
t∫
0
∫
β ′′(uε)φ
(∣∣σˆ il∂iuε∣∣2 + ∣∣σ il∂iuε∣∣2)
+
t∫
0
∫
β ′(uε)φ fε +
8∑
i=2
∣∣ Jεi (t)∣∣, (4.41)
where Jεi (t) are the same as in (4.6). Checking the proof of Lemma 4.3, we need to give different
treatments for Jε21 and J
ε
22 in (4.15). By (4.4), (4.5) and Young’s inequality, we have for any δ > 0,
Jε21(t) = −
t∫
0
∫
β ′′(uε)φσˆ il∂iuε
[
ρε, σˆ
jl∂ j
]
(u)−
t∫
0
∫
β ′′(uε)φ∂iuε
[
ρε, σˆ
il](σˆ jl∂ ju)
 δ
t∫
0
∫
β ′′(uε)φ
∣∣σˆ il∂iuε∣∣2 + Cδ
t∫
0
∫
β ′′(uε)φ
∣∣[ρε, σˆ jl∂ j](u)∣∣2
+
t∫
0
∫
β ′(uε)∂iφ
[
ρε, σˆ
il](σˆ jl∂ ju)
+
t∫
0
∫
β ′(uε)φ
[
ρε, ∂iσˆ
il](σˆ jl∂ ju)
+
t∫
0
∫
β ′(uε)φ
[
ρε, σˆ
il∂i
](
σˆ jl∂ ju
)
. (4.42)
By (4.40), (4.36) and Lemma 4.2, except for the ﬁrst term, the other terms tend to zero in L1(Ω) as
ε → 0. As for Jε22 in (4.15), we can treat it in the same way as above, and have
lim
ε→0E
∣∣ Jε22(t)∣∣= 0.
For Jε5 and J
ε
6 , by Young’s inequality, we have for any δ > 0,
Jε5(t)+ Jε6(t) δ
t∫
0
∫
β ′′(uε)φ
∣∣σ il∂iuε∣∣2 + Cδ
t∫
0
∫
β ′′(uε)φ
∣∣hluε∣∣2
+ Cδ
t∫
0
∫
β ′′(uε)φ
∣∣[ρε,M l](u)∣∣2. (4.43)
By (4.36), (4.39) and Lemma 4.3, the last term goes to zero as ε → 0. Substituting (4.42) and (4.43)
into (4.41), taking δ small enough and letting ε → 0, we obtain
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β(ut)φ 
∫
β(u0)φ +
t∫
0
∫ (
uβ ′(u)− β(u))(φ∂ibi + cφ)
+
t∫
0
∫
β(u)
(
∂ j
(
∂iφa
ij)− ∂iφbi + cφ)
+
t∫
0
∫
β ′(u)φ f + Cδ
t∫
0
∫
β ′′(u)φ
(
hlu
)2
+
t∫
0
(∫ (−β(u)∂i(σ ilφ)+ β ′(u)φhlu)
)
dBls.
Thus, we can repeat the proof of Proposition 4.6. The details are omitted. 
5. L1-integrability and weak continuity of generalized solutions
Although we have already proved the L1-integrability of generalized solutions in the previous sec-
tion under (4.24) and (4.26), we still hope to get the L1-integrability under (4.25). We now return to
the construction of generalized solutions and use estimate (4.27) to prove the L1-integrability of the
constructed solutions in Section 3. Moreover, we shall also study the weak continuity of generalized
solutions in L2(Rd) and L1(Rd).
As in Section 3, we start from approximation equation (3.14). Instead of there, we use the following
approximation for b as used in (3.5):
bit,ε :=
(
bit ∗ ρε
)
χε.
Lemma 5.1. Assume that
|b|
1+ |x| , ∂ib
i ∈ L1(0, T ; L∞(Ω × Rd)).
Then for some t ∈ L1(0, T ),
sup
ε∈(0,1)
∥∥∂ibit,ε∥∥L∞(Ω×Rd)  t . (5.1)
Proof. Note that
∂ib
i
t,ε = ∂i
(
bit ∗ ρε
)
χε +
(
bit ∗ ρε
)
∂iχε.
It is clear that ∥∥∂i(bit ∗ ρε)χε∥∥L∞(Ω×Rd)  C∥∥∂ibit∥∥L∞(Ω×Rd).
Observing (3.13) and
supp(ρε) ⊂
{
x ∈ Rd: |x| ε},
we have for ε ∈ (0,1),
X. Zhang / J. Differential Equations 250 (2011) 1924–1966 1953∣∣(bit ∗ ρε)(x)∂iχε(x)∣∣ Cε1[1/ε,2/ε](|x|)
∫ ∣∣bt(y)∣∣ρε(x− y)dy
 Cε
∫
1/ε−1|y|2/ε+1
∣∣bt(y)∣∣ρε(x− y)dy
 C sup
y
|bt(y)|
1+ |y|
∫
1/ε−1|y|2/ε+1
ε
(
1+ |y|)ρε(x− y)dy
 C sup
y
|bt(y)|
1+ |y| .
Hence,
∥∥(bit ∗ ρε)∂iχε∥∥L∞(Ω×Rd)  C
∥∥∥∥ |bt |1+ |x|
∥∥∥∥
L∞(Ω×Rd)
.
The desired estimate follows. 
We have:
Proposition 5.2. Keep the same assumptions as in Proposition 3.1 and assume
|b|
1+ |x| ∈ L
1(0, T ; L∞(Ω × Rd)).
If gl ≡ 0, u0 ∈ L1(Ω,F0; L1(Rd)) and f ∈ L1([0, T ] × Ω × Rd), then the generalized solution in Proposi-
tion 3.1 satisﬁes
E
(
ess. sup
t∈[0,T ]
∫
|ut |
)
 CE
∫
|u0| + CE
T∫
0
∫
| f |. (5.2)
Proof. Consider approximation equation (3.14). Since all the coeﬃcients have supports contained in
the ball of radius 1/ε, all of the conditions in Proposition 4.6 are satisﬁed. Thus, by (4.27), we have
the following uniform estimate:
E
(
ess. sup
s∈[0,T ]
∫
|uε,s|
)
 CE
∫
|u0| + CE
T∫
0
∫
| f |, (5.3)
where C is independent of ε. Now, following the proof of Proposition 3.1, let D ⊂ C∞0 (Rd) be a
countable and dense subset of L2(Rd). Then
sup
t∈Sω
∥∥ut(ω)∥∥L1 = sup
t∈Sω
∥∥√∣∣ut(ω)∣∣∥∥2L2
= sup
t∈S
(
sup
φ∈D
1
‖φ‖ 2
∫ √∣∣ut(ω)∣∣φ
)2
ω L
1954 X. Zhang / J. Differential Equations 250 (2011) 1924–1966= sup
t∈Sω
(
sup
φ∈D
1
‖φ‖L2
lim
n→∞
∫ √∣∣u¯εn,t(ω)∣∣φ
)2
 lim
n→∞
(
sup
t∈Sω
sup
φ∈D
1
‖φ‖L2
∫ √∣∣u¯εn,t(ω)∣∣φ
)2
= lim
n→∞
sup
t∈Sω
∥∥u¯εn,t(ω)∥∥L1
 lim
n→∞
1
n
n∑
k=1
sup
t∈Sω
∥∥uεk,t(ω)∥∥L1 ,
which implies (5.2) by (5.3). 
Next, we study the weak continuity of generalized solutions. We need the following technical
lemma.
Lemma 5.3. Let v ∈ Cw([0, T ]; L2(Rd)) (resp. v ∈ C([0, T ]; L2(Rd))). If for some RN → ∞,
lim
N→∞ess. supt∈[0,T ]
∫
|x|RN
|vt | = 0, (5.4)
then v ∈ Cw([0, T ]; L1(Rd)) (resp. v ∈ C([0, T ]; L1(Rd))).
Proof. We ﬁrst prove that
ess. sup
t∈[0,T ]
∫
|x|RN
|vt | = sup
t∈[0,T ]
∫
|x|RN
|vt |. (5.5)
Let S ⊂ [0, T ] with full measure such that
sup
t∈S
∫
|x|RN
|vt | = ess. sup
t∈[0,T ]
∫
|x|RN
|vt |.
For t /∈ S , let {tk,k ∈ N} ⊂ S converge to t . Since vtk weakly converges to vt in L2(Rd), by Banach–
Saks theorem (cf. [2]), there exists a subsequence still denoted by tk such that its Cesàro mean v¯tn :=
1
n
∑n
i=1 vtk strongly converges to vt in L2(Rd). Thus, by Fatou’s lemma,
∫
|x|RN
|vt | lim
n→∞
∫
|x|RN
|v¯tn | sup
t∈S
∫
|x|RN
|vt |,
which then leads to (5.5).
Let v ∈ Cw([0, T ]; L2(Rd)) and φ ∈ L∞(Rd). For tn → t , we write
∫
(vtn − vt)φ =
∫
|x|R
(vtn − vt)φ +
∫
|x|>R
(vtn − vt)φ.N N
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For ﬁxed N , the ﬁrst term goes to zero as n → ∞. The desired continuity then follows. If v ∈
C([0, T ]; L2(Rd)) and tn → t , then∫
|vtn − vt | =
∫
|x|RN
|vtn − vt | +
∫
|x|>RN
|vtn − vt |.
As above, we have v ∈ C([0, T ]; L1(Rd)). 
Using this lemma, we can prove the following result about the weak continuity of generalized
solutions. Our proof is adapted from [9, p. 206, Theorem 3].
Proposition 5.4. Let u ∈ L2(Ω; L∞(0, T ; L2(Rd))) be a generalized solution of SPDE (1.1). Then there exists
a version u˜ ∈ L2(Ω;Cw ([0, T ]; L2(Rd))) so that ut(ω, x) = u˜t(ω, x) (dt × P × dx)-a.s. Moreover, if u also
satisﬁes
lim
R→∞E
(
ess. sup
t∈[0,T ]
∫
|x|R
|ut |
)
= 0, (5.6)
then u˜ also belongs to L1(Ω;Cw ([0, T ]; L1(Rd))).
Proof. Let D = {φ1, . . . , φn, . . .} ⊂ C∞0 (Rd) be a countable and dense subset of L2(Rd). For each φ ∈D ,
we write the right hand side of (2.1) as Φt(φ). Then t → Φt(φ) is a continuous process and for
(dt × P )-almost all (t,ω) ∈ [0, T ] ×Ω ,
Φt(φ)(ω) =
∫
ut(ω)φ.
Let {r1, r2, . . . , rn} be n rational numbers. Then
∣∣riΦt(φi)(ω)∣∣ ∥∥ut(ω)∥∥L2‖riφi‖L2  ess. sup
t∈[0,T ]
∥∥ut(ω)∥∥L2‖riφi‖L2 . (5.7)
Let R be the collection of all ﬁnite many rational numbers Q = {r1, r2, . . . , rn}. By the countability of
D and R as well as the continuity of the left hand side, there is a common null set N such that for
all ω /∈ N and all t ∈ [0, T ], φ ∈D , Q ∈R, inequality (5.7) holds true.
Below, we ﬁx such an ω /∈ N . Let L(D) be the linear space spanned by D . By the continuous
dependence of both sides of (5.7) in Q ∈R, one can deﬁne a linear functional Φˆt on L(D) such that
Φˆt(φ)(ω) = Φt(φ)(ω), ∀φ ∈D
and ∣∣Φˆt(φ)(ω)∣∣ ess. sup
t∈[0,T ]
∥∥ut(ω)∥∥L2‖φ‖L2 , ∀φ ∈ L(D).
By Hahn–Banach theorem (cf. [2]), there exists a linear functional Φ˜t such that
Φ˜t(φ)(ω) = Φˆt(φ)(ω), ∀φ ∈ L(D)
and
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t∈[0,T ]
∥∥ut(ω)∥∥L2‖φ‖L2 , ∀φ ∈ L2(Rd). (5.8)
By Riesz theorem, there exists a unique u˜t ∈ L2(Rd) such that
Φ˜t(φ)(ω) =
∫
u˜t(ω)φ and ‖u˜t‖L2  ess. sup
t∈[0,T ]
∥∥ut(ω)∥∥L2 .
Since for any φ ∈ D , t → ∫ u˜t(ω)φ = Φ˜t(φ)(ω) = Φt(φ)(ω) is continuous, by (5.8), we also have for
any φ ∈ L2(Rd),
t →
∫
u˜t(ω)φ is continuous.
The ﬁrst conclusion is then proven. The second conclusion follows from Lemma 5.3. 
Below, we give suﬃcient conditions for (5.6).
Proposition 5.5. In anyone situation of Propositions 4.6, 4.7 and 4.8, we also assume that u0 ∈ L1(Ω,F0;
L1(Rd)), f ∈ L1([0, T ] ×Ω × Rd) and one of (4.24) and (4.25) hold. If
u ∈ L2(Ω; L∞(0, T ; L2(Rd)))∩ L1(Ω; L∞(0, T ; L1(Rd)))
is a generalized solution of SPDE (1.1), then (5.6) holds.
Proof. We only consider the situation of Proposition 4.6. Let λR(x) = λ(x/R), where λ is a non-
negative smooth function on Rd with λ(x) = 1 for |x| 2 and λ(x) = 0 for |x| 1. Let χn(x) = χ(x/n)
be a cutoff function. Following the proof of (II) in Proposition 4.6, we choose φ = φRn = λR · χn
in (4.34). Then
E
(
ess. sup
s∈[0,t]
∫
|us|φRn
)
 CE
∫
|u0|φRn + CE
T∫
0
∫
| f |φRn
+ CE
T∫
0
∫
|u|(∣∣∂ j(∂iφRn aij)∣∣+ ∣∣∂iφRn bi∣∣)
+ CE
( T∫
0
∣∣∣∣
∫
|u|∣∣σ il∂iφRn ∣∣
∣∣∣∣
2
)1/2
.
Notice that
∣∣∂iφRn ∣∣ Cχn1|x|R1+ |x| + CλR1|x|n1+ |x|
and
∣∣∂i∂ jφRn ∣∣ Cχn1|x|R2 + CλR1|x|n2 + C1|x|n1|x|R2 .1+ |x| 1+ |x| 1+ |x|
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lim
R→∞E
(
ess. sup
s∈[0,t]
∫
|x|2R
|us|
)
 lim
R→∞ limn→∞E
(
ess. sup
s∈[0,t]
∫
|us|φRn
)
= 0.
The proof is complete. 
Remark 5.6. Using Lemma 5.3 and Propositions 5.2, 5.4 and 5.5, we can improve [9, p. 204,
Corollary 1] so that u ∈ L1(Ω;C([0, T ]; L1(Rd))) since all the coeﬃcients therein are bounded and
u ∈ L2(Ω;C([0, T ]; L2(Rd))).
6. Application to nonlinear ﬁltering
Let (Bˆt)t∈[0,T ] and (B˜t)t∈[0,T ] be two independent d- and d1-dimensional standard Brownian mo-
tions on a standard ﬁltered probability space (Ω,F , P ; (Ft)t∈[0,T ]). Let xt denote the d-dimensional
unobservable signal and yt the d1-dimensional observable signal. We assume that zt = (xt , yt) obeys
the following Itô SDE:
d
(
xt
yt
)
=
(
bˆt(zt)
b˜t(zt)
)
dt +
(
σˆt(zt) 0
0 σ˜t(yt)
)
d
(
Bˆt
B˜t
)
,
where z0 = (x0, y0) is an F0-measurable random variable and the coeﬃcients satisfy the following
conditions:
(H1) The regular conditional distribution of x0 with respect to the σ -algebra generated by y0 is
absolutely continuous with respect to the Lebesgue measure on Rd and the density π0 ∈
L2(Ω; L2(Rd)).
(H2) The functions bˆ, σˆ , b˜, σ˜ satisfy the Lipschitz conditions with respect to z with constant K . More-
over, σˆt(x, y) is continuously differentiable with respect to x (not z) and its ﬁrst derivatives with
respect to xi satisfy the Lipschitz condition with respect to x (not z) with constant K indepen-
dent of y.
(H3) σ˜ is non-singular and σˆ , bˆ(0, ·), σ˜ , σ˜−1, b˜ are bounded by K .
These assumptions will be forced throughout this section.
Let F yt be the P -complete σ -algebra generated by {ys, s  t}, which represents the observation
information. We want to get the conditional distribution of xt under F yt , i.e., to calculate
Πt(ω,Γ ) := P
(
xt ∈ Γ
∣∣F yt ),
which is called the problem of ﬁltering.
Let
aijt (ω, x) := σˆ ikt
(
x, yt(ω)
)
σˆ
jk
t
(
x, yt(ω)
)
/2,
ht(ω, x) := σ˜−1t
(
yt(ω)
)
b˜t
(
x, yt(ω)
)
.
We introduce the differential operators Lt(ω, x) and Mt(ω, x) by
Lt(ω, x)u := ∂i∂ j
(
aijt (ω, x)u
)− ∂i(bˆit(x, yt(ω))u)
= ∂i
(
aijt (ω, x)∂ ju
)− ∂i(bit(ω, x)u),
1958 X. Zhang / J. Differential Equations 250 (2011) 1924–1966where bit(ω, x) := bˆit(x, yt(ω))− ∂ jai jt (ω, x), and
Mt(ω, x)u := ht(ω, x)u.
Deﬁne
ρt := exp
{ t∫
0
hks(xs)dB˜
k
s +
1
2
t∫
0
∣∣hks(xs)∣∣2 ds
}
and
B¯kt := B˜kt +
t∫
0
hks(xs)ds.
By Girsanov’s theorem, under the new probability measure
P¯ (dω) := ρ−1t (ω)P (dω),
B¯t is still a d1-dimensional standard Brownian motion and independent of Bˆt . Moreover,
d
(
xt
yt
)
=
(
bˆt(zt)
0
)
dt +
(
σˆt(zt) 0
0 σ˜t(yt)
)
d
(
Bˆt
B¯t
)
.
The following lemma is taken from [9, p. 228, Lemma 1.4].
Lemma 6.1. Let F¯t be the σ -algebra generated by {B¯s, s t}. Then
F yt = F¯t ∨ F y0 .
From this lemma, we know that B¯t is a d1-dimensional standard Brownian motion on ﬁltered
probability space (Ω,F , P¯ ; (F yt )t∈[0,T ]). Moreover, it is clear that the coeﬃcients in L and M are
measurable and F yt -adapted. Consider the following SPDE:
dut =Ltut dt +M kt ut dB¯kt , u0 = π0.
Under (H1)–(H3), by Theorem 2.6, there exists a unique non-negative generalized solution in the class
that
u ∈ L2(Ω;Cw([0, T ]; L2(Rd)))∩ L1(Ω;Cw([0, T ]; L1(Rd)))
and
E
( T∫
0
∫ ∣∣σˆ il∂iu∣∣2
)
< +∞.
We now give a representation for ut .
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∫
utφ = E P¯
(
φ(xt)ρt
∣∣F yt ), P-a.s. (6.1)
Proof. By suitable approximation, we only need to prove (6.1) for φ ∈ C∞0 (Rd). We sketch the proof.
As in Section 3, we deﬁne
σˆ ikt,ε(ω, ·) :=
(
σ ikt
(·, yt(ω)) ∗ ρε)χε, hlε := (hl ∗ ρε)χε
and
bˆit,ε(ω, ·) :=
[(
bˆit
(·, yt(ω))∧ (1/ε))∨ (−1/ε)] ∗ ρε,
and consider the corresponding approximation equation:
duε,t =Lt,εuε,t dt +M kt,εuε,t dB¯kt , uε,0 = π0. (6.2)
By [9, p. 203, Theorem 1] (see also [7]), the unique solution of Eq. (6.2) can be represented by
∫
uε,tφ = E P¯
(
φ(xε,t)ρε,t
∣∣F yt ), (6.3)
where xε,t solves the following SDE:
xε,t = x0 +
t∫
0
bˆs,ε(xε,s)ds +
t∫
0
σˆs,ε(xε,s)dBˆs
and
ρε,t = 1+
t∫
0
ρε,sh
k
s,ε(xε,s)dB¯
k
s ,
i.e.,
ρε,t = exp
{ t∫
0
hks,ε(xε,s)dB¯
k
s −
1
2
t∫
0
∣∣hks,ε(xε,s)∣∣2 ds
}
.
It is now standard to prove that
sup
ε∈(0,1)
E
(
sup
s∈[0,T ]
|xε,s|2
)
< +∞.
Using this estimate, we can prove that for any δ > 0,
lim
ε→0 P
(
sup
t∈[0,T ]
|xε,t − xt | δ
)
= 0
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lim
ε→0 P
(
sup
t∈[0,T ]
|ρε,t − ρt | δ
)
= 0,
where we have used that
ρt = exp
{ t∫
0
hs(xs)dB¯s − 1
2
t∫
0
∣∣hls(xs)∣∣2 ds
}
.
On the other hand, as in the proof of Proposition 3.1, one knows that
uε,t
ε→0−→ ut weakly in L2
([0, T ] ×Ω × Rd).
Now taking weak limits for (6.3), we obtain∫
utφ = E P¯
(
φ(xt)ρt
∣∣F yt ), (dt × P )-a.s.
Since the left hand side is continuous and the right hand side also admits a continuous version (cf.
[9, p. 206, Theorem 3]), representation (6.1) now follows. 
Our main result in this section is:
Theorem 6.3. Under (H1)–(H3), the conditional distribution Πt(ω,Γ ) has a density πt(ω, ·) ∈
Cw([0, T ]; L1(Rd)) with respect to the Lebesgue measure almost surely. It is given by
πt(ω, x) = ut(ω, x)∫
ut(ω, x)dx
. (6.4)
Moreover, for any φ ∈ C∞0 (Rd), πt(φ) =
∫
φπt satisﬁes the following nonlinear SPDE:
πt(φ) = π0(φ)+
t∫
0
πs
(
L ∗s φ
)
ds +
t∫
0
[
πs
(
M k∗s φ
)−πs(hks)πs(φ)]dBˇks , (6.5)
where dBˇkt = dB¯kt −πt(hkt )dt andL ∗s andM k∗s are their respective adjoint operators.
Proof. By (6.1) and Bayes’ formula about the conditional expectations (cf. [9, p. 224, Theorem 1]), we
have
E
P (φ(xt)∣∣F yt )= E P¯ (φ(xt)ρt |F yt )
E P¯ (ρt |F yt )
=
(∫
ut
)−1 ∫
utφ.
Formula (6.4) follows.
Observe that
ρt = 1+
t∫
hks(xs)ρs dB¯
k
s .0
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E
P¯ (ρt∣∣F yt )= 1+ E P¯
( t∫
0
hks(xs)ρs dB¯
k
s
∣∣∣F yt
)
= 1+
t∫
0
E
P¯ (hks(xs)ρs∣∣F ys )dB¯ks
= 1+
t∫
0
E
P (hks(xs)∣∣F ys )E P¯ (ρs∣∣F ys )dB¯ks ,
where the second equality is due to the property of stochastic integrals and the third equality is due
to the Bayes’ formula.
In view of hks (xs) = σ˜−1s (ys)b˜s(xs, ys), by certain approximation, we have
E
P (hks(xs)∣∣F ys )= πs(hks).
Hence,
E
P¯ (ρt∣∣F yt )= exp
{ t∫
0
πs
(
hks
)
dB¯ks −
1
2
t∫
0
∣∣πs(hks)∣∣2 ds
}
.
Since
∫
ut = E P¯ (ρt |F yt ), Eq. (6.5) now follows by Itô’s formula. 
Remark 6.4. We can also consider the ﬁltering problem in the cases of Theorems 2.3, 2.4 and 2.5. In
particular, in the case of Theorem 2.4, we can even allow some singularity of bˆ in x.
7. A degenerate nonlinear SPDE
Let aij be given by
aijt (ω, x) = σˆ ilt (ω, x)σˆ jlt (ω, x)
and
Lt(ω)u := ∂i
(
aijt (ω, x)∂ ju
)+ ∂i(bit(ω, x)u), M lt (ω)u := σ ilt (ω, x)∂iu.
In this section, we consider the following SPDE
dut =
(
Ltut + ft(ut)
)
dt + (M lt ut + glt(ut))dBlt, u0(ω, x) = ϕ(ω, x), (7.1)
where
f : [0, T ] ×Ω ×Rd × R → R, g : [0, T ] ×Ω × Rd × R → l2
are M × B(Rd × R)-measurable functions.
1962 X. Zhang / J. Differential Equations 250 (2011) 1924–1966Our main result in this section is:
Theorem 7.1. Assume that for some α > 1/2,
∣∣σˆ ilt ξi∣∣2  α∣∣σ ilt ξi∣∣2
and the following conditions hold: for some q > 1,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
σˆ i·
1+ |x| , ∂iσˆ
i· ∈ L2(0, T ; L∞(Ω × Rd; l2)),
|bi|
1+ |x| ,divb ∈ L
1(0, T ; L∞(Ω × Rd)),
∂kb
i ∈ L1(0, T ; L2(Ω; L2loc(Rd))),
σ i·, ∂iσ i· ∈ L2q
(
0, T ; L∞(Ω × Rd; l2)),
and for some K > 0 and γ ∈ L2([0, T ] ×Ω × Rd),
∣∣ ft(ω, x, z) − ft(ω, x, z′)∣∣+ ∥∥gt(ω, x, z) − gt(ω, x, z′)∥∥l2  K ∣∣z − z′∣∣, (7.2)∣∣ ft(ω, x, z)∣∣+ ∥∥gt(ω, x, z)∥∥l2  K |z| + γt(ω, x). (7.3)
Then for any u0 ∈ L2(Ω,F0; L2(Rd)), there exists a unique generalized solution with
u ∈ L2(Ω;Cw([0, T ]; L2(Rd))) (7.4)
and
σˆ i·∂iu,σ i·∂iu ∈ L2
([0, T ] ×Ω; L2(Rd; l2)). (7.5)
Proof. (Uniqueness): The uniqueness is a conclusion of the maximum principle. In fact, let u and u˜
be two generalized solutions of nonlinear SPDE (7.1) with the same initial values and satisfy (7.4) and
(7.5). It is easy to see that
v := u − u˜
satisﬁes the following linear equation:
dvt = (Lt vt + ct vt)dt +
(
M lt vt + hlt vt
)
dBlt, v0(ω, x) = 0,
where
ct(ω, x) =
1∫
0
(∂z ft)
(
ω, x, θ(u − u˜)+ u˜)dθ
and
hlt(ω, x) =
1∫ (
∂z g
l
t
)(
ω, x, θ(u − u˜)+ u˜)dθ.0
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c ∈ L∞([0, T ] ×Ω × Rd), h ∈ L∞([0, T ] ×Ω × Rd; l2).
Hence, by Proposition 4.8, we have v ≡ 0. The uniqueness then follows.
(Existence): We use the Picard iteration method and a priori estimate (3.35). Let u0t (ω, x) = ϕ(ω, x).
Consider the following approximation equation:
dunt =
(
Ltu
n
t + ft
(
un−1t
))
dt + (M lt unt + glt(un−1t ))dBlt , un0(ω, x) = ϕ(ω, x). (7.6)
By (2.4) and (7.3) we have
E
(
sup
s∈[0,t]
∫ ∣∣uns ∣∣2
)
+ E
( t∫
0
∫ (∣∣σˆ il∂iun∣∣2 + ∣∣σ il∂iun∣∣2)
)
 CE
∫
|u0|2 + CE
T∫
0
∫ ∣∣ f s(un−1s )∣∣2 + CE
T∫
0
∫ ∣∣gls(un−1s )∣∣2
 CE
∫
|u0|2 + C
T∫
0
s ds + CE
t∫
0
∫ ∣∣un−1s ∣∣2.
By Gronwall’s inequality, we get the following uniform estimates:
E
(
sup
s∈[0,T ]
∫ ∣∣uns ∣∣2
)
+ E
( T∫
0
∫ (∣∣σˆ il∂iun∣∣2 + ∣∣σ il∂iun∣∣2)
)
 C, (7.7)
where C is independent of n.
Set now
vn,m := un − um.
Then, by (2.4) again, we have
E
(
ess. sup
s∈[0,t]
∫ ∣∣vn,ms ∣∣2
)
 CE
t∫
0
∫ ∣∣ f s(un−1s )− f s(um−1s )∣∣2 + CE
t∫
0
∫ ∣∣gls(un−1s )− gls(um−1s )∣∣2.
 C
t∫
0
E
∫ ∣∣vn−1,m−1s ∣∣2.
Set
Φt := lim
n,m→∞E
(
ess. sup
s∈[0,t]
∫ ∣∣vn,ms ∣∣2
)
.
1964 X. Zhang / J. Differential Equations 250 (2011) 1924–1966Then by (7.7) and Fatou’s lemma, we have
Φt  C
t∫
0
Φs ds,
which implies that
lim
n,m→∞E
(
ess. sup
s∈[0,T ]
∫ ∣∣vn,ms ∣∣2
)
= ΦT = 0.
So, there is a u ∈ L2(Ω; L∞(0, T ; L2(Rd))) such that
lim
n→∞E
(
ess. sup
s∈[0,T ]
∫ ∣∣uns − us∣∣2
)
= 0.
By passing to the limits for (7.6), we obtain that u is a generalized solution. (7.4) is due to Proposi-
tion 5.4. Estimate (7.5) follows from (7.7). 
Remark 7.2. If gt(ω, x,0) = 0, f ·(·, ·,0) ∈ L1([0, T ] × Ω × Rd) and u0 ∈ L1(Ω × Rd), then the unique
solution in Theorem 7.1 also belongs to L1(Ω;Cw ([0, T ]; L1(Rd))).
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Appendix A. Proof of Lemma 4.2
We only prove (4.7). For R > 0, let BR := {x ∈ Rd: |x| R}. Below, we simply write
‖ f ‖Lr1 (0,T ;Lr2 (Ω,Lr3 (BR ))) =: ‖ f ‖r1,r2,r3;R
and
S1 := Lq1
(
0, T ; Lq2(Ω,W 1,q3loc (Rd))),
S2 := Lp1
(
0, T ; Lp2(Ω, Lp3loc(Rd))),
S3 := Lr1
(
0, T ; Lr2(Ω, Lr3loc(Rd))).
Notice that
[
ρε,b
i∂i
]
(u) =
∫ (
bi(y)− bi(x))u(y)∂iρε(x− y)dy −
∫
divb(y)u(y)ρε(x− y)dy.
If b and u are smooth in x, then it is easy to see that for every x ∈ Rd ,
∫ (
bi(y)− bi(x))u(y)∂iρε(x− y)dy ε→0−→ divb(x)u(x),
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lim
ε→0
∥∥[ρε,bi∂i](u)∥∥r1,r2,r3;R = 0.
Case. p1,q1, p2,q2, p3,q3 < +∞.
It is enough to show that
S1 × S2  (b,u) →
[
ρε,b
i∂i
]
(u) ∈ S3 (A.1)
is uniformly continuous with respect to ε. First of all, by Hölder’s inequality, we have for any R > 0,
∥∥∥∥
∫
divb(y)u(y)ρε(x− y)dy
∥∥∥∥
r1,r2,r3;R
 ‖divb‖q1,q2,q3;R+1‖u‖p1,p2,p3;R+1. (A.2)
Observing that
∣∣bi(y)− bi(x)∣∣ |y − x|
1∫
0
∣∣∇bi∣∣(y + θ(x− y))dθ
and
ε|∇ρε|(x) Cρ2ε(x),
where C is independent of ε, we have
γε(x) :=
∣∣∣∣
∫ (
bi(y)− bi(x))u(y)∂iρε(x− y)dy
∣∣∣∣
 C
∫ ∣∣u(y)∣∣
1∫
0
|∇b|(y + θ(x− y))dθ ρ2ε(x− y)dy
= C
∫ ∣∣u(x− y)∣∣
1∫
0
|∇b|(x− y + θ y)dθ ρ2ε(y)dy.
Hence, by Hölder’s inequality again,
‖γε‖r1,r2,r3;R  C‖u‖p1,p2,p3;R+1‖∇b‖q1,q2,q3;R+1,
which together with (A.2) yields (A.1).
Case. Any of p1,q1, p2,q2, p3,q3 = +∞.
Without loss of generality, we assume p1 = p2 = p3 = +∞ and q1,q2,q3 < +∞. In this case, let
uδ := u ∗ ρδ . It is enough to prove that
lim
δ→0 supε∈(0,1)
∣∣[ρε,bi∂i](u − uδ)∣∣= 0.
1966 X. Zhang / J. Differential Equations 250 (2011) 1924–1966Since ‖uδ‖L∞(BR )  ‖u‖L∞(BR+1) , and for almost all x ∈ Rd ,
uδ(x)
δ→0−→ u(x),
by the dominated convergence theorem, one can see that
lim
δ→0 supε
∥∥∥∥
∫
divb(y)
(
u(y)− uδ(y)
)
ρε(x− y)dy
∥∥∥∥
r1,r2,r3;R
= 0.
Similarly,
lim
δ→0 supε
∥∥∥∥
∫ (
bi(y)− bi(x))(u(y)− uδ(y))∂iρε(x− y)dy
∥∥∥∥
r1,r2,r3;R
 C lim
δ→0 supε
∥∥∥∥∥
∫
|u − uδ|(x− y)
1∫
0
|∇b|(x− y + θ y)dθ ρ2ε(y)dy
∥∥∥∥∥
r1,r2,r3;R
= 0.
The proof of Lemma 4.2 is thus complete.
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