ABSTRACT In a typical mobile environment, the varying speeds of transmit-receive pairs make traditional channel estimation methods inefficient due to continuously altering requirement of high density reference symbols. It has been largely instrumental in driving efforts to formulate innovative solutions, which are appropriate for such situations. Previously, with high computational cost, autoregressive moving average (ARMA) models of the stochastic wireless channels though appeared to be effective but could not efficiently incorporate the true nonlinearities observed in a practical situation. Therefore, nonlinear ARMA models based on artificial neural networks gained popularity. Yet certain challenges continue to exist, which are related to approximating all aspects of a real time situation, encompassing the non-linearities observed in a stochastic wireless channel, reducing training latency, enhancing processing capability, and deriving appropriate neuro-computational topologies. Modified functional link neural network with linearized activation function (FLNNLA) with nonlinear functional expansion is found to be more suitable for modeling stochastic wireless channels and removing the above-mentioned shortcomings. The proposed FLNNLA models the nonlinear tap gain process efficiently, reduces computational complexity, and enhances receiver performance with less learning cycles, better spectral efficiency and emerges as a strong candidate for being a part of upcoming receiver designs.
I. INTRODUCTION
Multipath fading in wireless communication channel causes inter symbol interference (ISI) for which equalization is necessary. The complexities of ISI and the related design of equalizers increase further with rise in data rates of a system. For proper design of equalization schemes, appropriate understanding of the fading mechanism is essential. This involves formulation of certain mathematical models approximating the phenomenon. The tapped delay line (TDL) model is a common and popular approach to estimate the coefficients of the wireless channel but is a data driven scheme like most conventional techniques. These contribute towards lowering of spectral efficiency of an already overcrowded medium. Further, these schemes require reference symbols to be transmitted more frequently with rise in fading. In case of a mobile propagation environment, the channel becomes time varying and needs to be estimated once within a coherence time interval [1] . Channel coherence time becomes smaller in a highly mobile environment around 2 GHz. To cope up with such channel conditions, more and more reference symbols are required to be transmitted. This high density of reference symbols significantly reduces the overall throughput of the system and lowers channel capacity. Though blind channel estimation techniques work without reference symbols, these can only track slowly varying channels, fails at high speed scenarios and demonstrate greater computational complexity. Further, the TDL model of a channel is based on assumption that the distortion caused by the dispersive channel is linear in nature. But in most of the practical situations, the received symbol, at each instant, is a non-linear function of few transmitted blocks from the past as well as that resulting out of the convolution between the transmitted signals and channel coefficients. Because of such aspects, the performance of the TDL model based equalizer is limited and constrained to a narrow spectrum of the mobile state [2] . Further, the overall system performance and link reliability suffers due to over simplification of the channel model achieved by discarding the non-linear terms from the computation. In a highly mobile environment, the TDL in the most optimum form, contributes very little towards enhancing the quality of service (QoS) and in the effort to achieve an acceptable level of reception performance chokes the bandwidth considerably. In such a situation, the importance of better approximation and modeling of the channel behavior becomes a predominating factor.
Over the years, for modeling the Rayleigh fading envelope the Jake's tap gain process has been accepted to be a reliable choice. Autoregressive (AR) [4] and Autoregressive Moving Average (ARMA) [5] models have attempted to capture the Rayleigh variates of a mobile channel. Similarly, the Jake's tap gain process approximated by an ARMA model [6] , AR model of order >100 matching actual conditions [4] , ARMA (7, 7) closely approximating optimal bit error rate (BER) performance [5] and fitting of ARMA into experimental data have already been validated [7] . Lower order models result in reduction of accuracy [5] and traditional linear representations fail to properly track the variations of an actual channel. Therefore, the non-linear stochastic behavior of the wireless channel are approximated by certain analytical and empirical models [8] and Volterra-Wiener (VW) analysis [9] . But nonlinear ARMA (NARMA) are found to be better suited for the purpose [9] . As such, there is always a necessity to formulate appropriate methods to model non-linearities observed in the stochastic wireless channel approximated by the NARMA representation.
Artificial Neural Networks (ANN) are suitable options in such a situation because of their inherent ability to deal with non-linearity, capability to learn from the surroundings, retain the learning and use it subsequently. This aspect has already received attention. Previously, the equivalence of ANN to ARMA and NARMA processes has been explored and reported in [9] . In this context, several dimensions of the ANN have been taken into account. Parameter estimation of ARMA and NARMA models using ANN with polynomial activation function is reported in [9] and several other works including [10] - [15] . One common factor in all the above cases has been the fact that ANN is a popular choice for pattern classification due to its ability to discriminate nonlinear decision regions. Its proficiency in realizing nonlinear input-output models has established it to be an effective tool for system identification [16] , [17] . The efficiency of ANNs in modeling nonlinear dynamic systems has been proven by estimating Volterra kernels through simulation [18] . Different complex RNN structures for MIMO channel modeling is described in [19] . Use of Focused Time Delay Neural Network (FTDNN) for prediction of channel gain is shown in [20] . But the shortcomings observed in the traditional methods of channel estimation due to over simplification and discarding of non-linearities observed during propagation have not yet been extensively modeled using ANN based structures with near real time processing capability.
Further, very few works have attempted to perform channel modeling using ANN and its modified topologies covering all aspects of a real time situation especially encompassing the non-linear components, reducing training latency, enhancing spectral efficiency and providing insights into hardware implementation.
This paper proposes a specially configured ANN based approach to model the non-linear tap gain process observed in the stochastic wireless channel. It is motivated by the fact that a specially configured ANN with non-linear transfer functions learn any type of process or model free data presented to it. The work further addresses the limitations observed in the TDL model by configuring a modified Functional Link Neural Network with Linearized Activation Function (FLNNLA) framework specifically designed for the purpose. This is a derivative of the traditional Functional Link Neural Network (FLNN) which have earlier been used in a host of areas including non-linear attributes like noise related to a communication channel [21] - [28] . Another notable contribution of the work has been the derivation of a mathematical model of the wireless channel accurately approximated by NARMA-FLNNLA combination and verified experimentally. The combination provides long term prediction of the path gains which is necessary in a mobile environment rather than estimating the data symbols. It generates true tracking of the time varying channel coefficients which is much more relevant for a real time situation unlike a pattern recognition problem for which most ANN based designs are configured including a few based on FLNN units [2] . Further, a hardware arrangement confirms the effectiveness of the FLNNLA in a reconfigurable form to optimally adapt to the changing conditions of the mobile communication environment as part of a real-time channel sounder set-up. Additionally the work demonstrates the advantage of using memory elements only in the input section and not in the expansion part unlike other works [29] . The FLNNLA is provided with non-linear processing (restricted to second order) at the front-end of the mechanism which simplifies the learning stage with linear connectionist links within the subsequent layers. The advantages are shorter but efficient learning of the nonlinear process of which sampled data are presented during a limited scale training. Other advantages are outlined as follows. First, the FLNNLA based approach removes all the complex non linearity from the layers of the network without any performance degradation and shows that a simple non linear functional expansion unit restricted upto second order terms with a delayed input feed mechanism is sufficient to capture the dynamics of the mobile wireless environment. The term complex non-linearity encompasses the complexities arising out of the use of traditional expansion units like sine/cosine [27] , exponential [26] , Chebyshev [23] , polynomial [9] etc functions in terms of computational complexity, number representation and hardware implementation. Secondly, no recurrent segments are used which reduces the computational complexity. Instead delayed inputs in combination with the functional expansion layer facilitates the VOLUME 5, 2017 online tracking of the channel behavior. Finally, a on the go type training is executed using a mixture sequence containing innovation noise and past channel gains represented as a time series. The outcome is that the combination enables fast and efficient estimation of the linear and non-linear parameters essential for prediction of the stochastic wireless channel coefficients. The work described here focuses on the application of a modified FLNNLA for learning the channel state information (CSI) in NARMA form and modeling non-linear stochastic behavior of wireless channels. It describes a real time approach of approximating NARMA behavior using a fast FLNNLA architecture, the training latency of which is reduced due to its inherent dependence on delayed inputs facilitating contextual processing, a functional layer without any complex activation restricted to second order terms and absence of recurrent structures. Further, a related design has been implemented experimentally using a specialized digital signal processing (DSP) hardware setup and the training latency lowered to near real time limits. The experimental results show that the proposed approach is better suited for nonlinear stochastic wireless channels in highly mobile environments at 2 GHz. It no longer requires the pilot carriers to be transmitted continuously which contributes towards spectral efficiency and increases channel capacity. From experimental details (as described in Section IV) it is observed that the proposed approach provides around 33 to 44% saving in computation compared to the traditional FLNN, about 50% less processing than that required by FLNN networks with feedback, reconfigurable architecture enabling adaptation as per changing channel conditions, at least 11% reduction per iteration for each addition and multiplication compared to FANN (poly) [9] , much higher stable learning cycles compared to a RNN based method, at least 200 epoch reduction compared to least mean square (LMS) adaptation to attain certain error cost functional, minimum 76% bandwidth conservation per cycle compared to data aided channel estimation techniques and near real time computational latency during training with specialized DSP hardware in case of a related topology making it an efficient option for adaptive receiver design.
Certain related areas of application of the proposed approach include the following: load and location management, occurrence and location of congestion, base station placement (traffic density, hot spots, quality of channels, interference scenarios, number of base stations, and other network parameters), channel assignment (lowering of connection set up time, raising the number of simultaneous communication sessions, adaptive load distribution, lowering of computation and communication overheads for channel selection), reducing packet loss and call drop etc.
The rest of the paper is organized as follows. In Section II, parameters of NAR and NARMA models and feasibility study for using specified models are discussed. Section III elaborates the parameter extraction procedure developed in this work. Section IV includes some results. The work finally concludes with Section V.
II. TRADITIONAL NONLINEAR MODELS
In this section, we briefly discuss about the two traditional non-linear models considered for the work. Further, as the order of the models are decisive elements of the work, we perform certain Partial Autocorrelation Function (PACF) plot analysis which is discussed in Section II-C.
A. PREVIOUS WORKS REPORTED
Attempts to approximate non-linear behaviour of the mobile channel using ANN and similar learning based systems have already been reported. In [10] , authors use a ANN based approach for NARMA modeling subcutaneous tissue glucose time series. In [11] , authors discuss the use of gradient radial basis function networks which are a type of ANN for prediction of nonlinear and nonstationary time series. Prediction of AR parameters using a feedback ANN is reported in [12] . Application of Recurrent Neural Network (RNN) which is a type of ANN with feedback to predict the parameters of a NARMA process is described in [13] . In [14] , authors provide a comparative analysis of determination of ARMA parameters using ANN with other methods. Complex-valued parametric model coefficients are determined using ANN in [15] .
In [21] , authors reported the use of simple piecewiselinear expansions and FLNN for nonlinear active noise control. In [22] , authors have described the use of FLNN for design of an equalizer for non-linear communication channel. In [23] , the author demonstrates the use of a learning scheme for Chebyshev FLNN. Application of FLNN filters to nonlinear active noise control is reported in [24] . Adaptive recursive FLNN for non-linear noise control have been described in [25] . In [26] , the use of FLNN filter for Gaussian noise is reported. In [27] , authors have reported the use of adaptive FLNN for fetal ECG extraction. In [28] , authors report the use of a functional link adaptive filter for online nonlinear modeling using multiple adaptive filter blocks. In all the above works, the focus has been to explore the domain of applications of the FLNN including non-linear modeling and certain aspects of a communication channel using architectural, component and learning level variations with very little focus on design modifications to make such a tool suitable for hardware implementation and subsequent expansions. The present work not only expands the applications domain of the FLNN by configuring it specially for the non-linear propagation conditions as observed in mobile communication with emphasis on real time processing but also focuses on establishing the equivalence of NARMA approximated channel states using certain mathematical analysis and the proposed FLNNLA topology with emphasis on hardware implementation including its use in a reconfigurable form as part of a 1 GHz channel sounder. The key aspect of the present work has been to configure a FLNNLA to provide long term prediction of the stochastic mobile wireless channel coefficients using NARMA approximated dynamic patterns and simple linear expansion units restricted to second order terms. With such a combination, the proposed FLNNLA emerges suitable for hardware implementation unlike other popular configures of FLNN based on sine/cosine [27] , exponential [26] , Chebyshev [23] , polynomial [9] etc functions.
FLNN based adaptive channel equalization has been shown to be effective in case of nonlinear channels in [2] . This work has mainly focused on some idealized non-linear channel without memory much unlike what is observed practically. But all physical HPA shows memory effect due to thermal hysteresis. Hence, the method fails to work with HPA with memory. Again the said method renders the channel estimation problem as a pattern classification case and does not work with a time varying channel. Further, the authors had not suggested any method to find the channel model from the trained network. So the works reported in [2] and [9] though appears philosophically similar to the proposed approach, the methods and the conditions considered make them completely different. The proposed work attempts to model true nonlinear channel behavior using FLNNLA trained in an online mode to deal with time varying conditions with reduced computational complexity implemented in a reconfigurable form for efficient hardware design and enhanced performance much in contrast to the designs reported in [2] and [9] and other similar works and approaches.
B. RAYLEIGH FADING, NAR AND NARMA MODELS
The Rayleigh fading envelope is uniquely characterized by its autocorrelation function given as [3] 
where J 0 (.) is the Bessel function of the first kind and f m is the maximum Doppler frequency. The nonlinear discretetime dynamics of the tap gain process is represented by the NAR model as
where q represents the order of AR terms, b(i), b(i, j) are the linear and nonlinear AR terms, h(k) is the channel gain at instant k and w(n) is the Gaussian noise process. The NARMA model is expressed as
where p and q respectively are the orders of the MA and the AR terms for both linear and nonlinear terms. Also, a(i), a(i, j), b(i) and b(i, j) are linear and nonlinear MA and AR terms respectively. Further, c(i, j) are the nonlinear cross terms. The model can be reduced to ARMA by considering only the first two terms. The order relevant for these two models are determined using PACF described in the next section.
C. PACF PLOT ANALYSIS
PACF plots are commonly used tools for identifying the order of an AR model. To find the proper model order, we investigate the PACF plots for Rayleigh distributed channel gains generated with summation of sinusoids method [3] and AR method for non isotropic scattering environment [4] . The non isotropic scattering method generates more realistic channel conditions [4] . Figure 1 shows the PACF for AR model of order 100 along with 95% confidence level. It is evident from Figure 1 that the required AR model order to capture the dynamics of the model is high (>100) as the PACF approaches zero only after a large number of samples (lags). Also as suggested in [2] , to cope up with nonlinear channel, which is a more general case, nonlinear modeling is required. Such an aspect is the primary focus of this work. Nonlinearities observed in the wireless channel approximated by NARMA model are implemented using a FLNNLA topology. In Section III, the details regarding the use of ANN in feed forward (FF) form and as a FLNNLA to extract linear or nonlinear terms from AR/NAR and NARMA models respectively are described.
III. PROPOSED FLNNLA-NARMA BASED PARAMETER EXTRACTION
As already discussed, without properly accounting for the non-linearities present in a wireless channel using tools suitable for long range prediction with minimum latency and computational complexity and higher overall throughput, QoS during data recovery cannot be enhanced in high data rate systems. Therefore, the primary focus of the work described in this section is to model the non-linearities observed in a wireless channel using NAR/NARMA and FLNNLA combination. Further, as already mentioned, an experimental set-up of a 1 GHz channel sounder has been formulated which using a switching based on a comparison of actual energy levels of a signal during fading compared to a threshold, constitutes a reconfigurable FLNNLA architecture. The arrangement adapts to five different Doppler conditions representing pedestrian to high velocity mobile communication states and configures an optimal network topology for efficient channel estimation in real time. As part of the work, a range of channel conditions including multi input multi output (MIMO) configurations, transmissions through a range of channel states like Rayleigh, ITU pedestrian and vehicular and other non linear behavior are considered.
Since our work focuses on modeling the channel from input output data, the method described in [9] has not been found to be suitable for an actual scenario as it requires Gaussian noise as the known excitation which is not available in a practical case. The strength of the technique in [9] over our proposed technique is that it can calculate the nonlinear cross terms but with added computational complexity as elaborated in the results section below. But as the nonlinear terms in a communication channel can be attributed to the nonlinearity of the high power amplifiers (HPA) at the RF front end and mainly contains the linear and non linear self terms [31] , it is redundant to have the cross terms. Instead, our proposed FLNNLA based approach effectively removes the nonlinear cross terms with reduced complexity. It actually enhances the QoS. Further, the proposed work doesn't require the Gaussian noise as a source of excitation and also demonstrates indifference to nonlinearities seen in HPA. Additionally, the proposed form demonstrates much lower computational complexity and enhanced BER performance under a host of conditions as shown by the results in the subsequent sections.
A. NAR AND NARMA PARAMETER EXTRACTION USING FLNNLA
The FLNNLA is a modified form of the FLNN which is a class of Higher order Neural Networks (HONNs) that operates with an expanded single layer, applies a higher combination of its inputs and feed forward (FF) architecture that achieves Multi Layer Perceptron (MLP) like non linear discrimination [32] . FLNN is characterized by its functional expansion module that supplies the output to its single layer processing unit. FLNN with nonlinear function expansion module identify nonlinear systems [2] . The FLNN has no hidden layer hence computationally is much efficient.
Since FLNN traditionally is a single layer network with nonlinear activation function [2] , [9] , and [32] , it is difficult to find a proper functional expansion unit for a problem of channel modeling. Again, the presence of nonlinear activation function restricts its use to simulation only as hardware implementation of such functions is not very efficient. All the referred works have used FLNN with non-linear activations, therefore, are not suitable for hardware implementation and online learning of the NARMA behavior observed in a mobile channel. Here, we have used a two layer network with all the layers being linear which makes it suitable for hardware implementation and near real time learning. The data to the network is fed through tapped delay lines to compensate for the lack of memory element or recurrent connection in the network itself. This again helps to capture the dynamics of the time varying channel. In our FLNN model, the memory is at the input of the network and not in the expansion. FLNN is a non-recurrent structure and hence computationally is far less complex than recurrent structures. We have also established the equivalence of the trained FLNNLA network to NARMA. NARMA models are difficult to identify using traditional adaptive signal processing but have been identified using offline ANN based approaches [13] , [15] .
Contrary to these reported works, the proposed approach demonstrates the designing of a special configuration of the ANN which captures all the useful dynamics and nonlinearities observed in a wireless channel with near real time learning capability and reduced complexity while avoiding recurrent connections and complicated nonlinear functions. The modified FLNNLA structure with functional expansion is shown in Figure 2 and an equivalent form used for ARMA/NARMA model fitting is depicted in Figure 3 . The structural modification incorporated in that FLNNLA is in terms of the configuration. The conventional FLNN contains only one layer of processing unit but the proposed FLNNLA has two. This modification significantly improves the performance of the network in learning complex problems such as modeling channel which has been explained in Section IV. The input sequence presented to the functional expansion is derived from the network's front end. Here, we have used a tapped delay line based feed of the inputs at the front end of the structure. The role of the memory elements is significant in ensuring proper tracking of the channel variations. Though that part have not been shown in the diagram in Figure 3 , but all inputs are shown in delayed forms to that of the previous one, hence it clearly depicts the use of the memory elements in the input of system essential for generating a contextual processing. It accelerates the learning of the network.
Memory affects the system nonlinearly in a channel model with identical behavior. The RNN is well suited for such problem but is computationally complex (explained in Section IV, paragraph 13) as compared to feed-forward structures. Suitable nonlinear expansion along with memory at the input of an FLNN can produce all the nonlinear terms with and without memory without loss of generality. This can be seen in the derived NARMA expression (eqn. 23). Irrespective of the input sequence length, the computational complexity of a non-recurrent FLNN without having memory in the expansion layer (as proposed in this work) is far less than RNN or FLNN structures with recurrent connections (as shown in Table 4 ). The selection of the functional units is based on a number of trials performed using sunspot data (incorporating cosine, sine, tan-sigmoid, log-sigmoid, linear first and second order and one to tenth order Tchebychev functional units) and the requirements of hardware implementation.
The input-output relation of functional expansion unit can be written as
Thus, the unit takes care of only up to second order nonlinearity. The total number of neurons in the hidden unit is 2 * (p + q + 1), with all having linear activation function. Using (4), f (h) will yield
and f (u) will yield
To find the NARMA coefficients, we split the output of the functional expansion unit as
The final sequence is given as
The weight matrix W in this case can be given as
We split the weight matrix into four parts as
Also the output h(n) which is an estimate of the channel coefficients is expressed as
The learning continues to minimize error
such that the NAR and NARMA coefficients are extracted with acceptable precision to provide required QoS levels. From (12), the NARMA coefficients can be obtained as (by comparing (2) and (12))
Thus, all the NARMA coefficients are obtained from the trained FLNNLA, which can subsequently be used for prediction of the future states from given past CSI. The higher order terms of the non-linear channel are obtained from the subsequent combinations of the path gains obtained using (4) VOLUME 5, 2017 and (5). Though the terms are limited to second order, the iteration generates CSI states with higher order terms using non-linear expansion of channel coefficients obtained from the linearized output layer of the FLNNLA. This is in contrast to all previous works using FLNN where non-linear activation functions have been used to deal with channel variations. As already discussed, the non-linear activation functions at the output of the FLNN contributes significantly to the computational cost of the system and is also not suitable for hardware implementation. The linearized output layer of the proposed FLNNLA reduces the computational load significantly and is also suitable for physical design. These are some of the benefits of the proposed system.
B. CHANNEL SOUNDER AND RECONFIGURABLE FLNNLA
A significant component of the proposed work is its experimental validation using a set-up as shown in Figure 4 . It involves the use of a 1 GHz channel sounder designed using a pair of Universal Software Radio Peripheral (USRP) transmitter (Tx)-receiver (Rx), an adaptive neuro fuzzy inference system (ANFIS), a mechanism to compare power spectral density (PSD) values of current and known faded signal states and a threshold based switch for reconfiguring the proposed FLNNLA topology to achieve optimal processing. Modulated data bits are transmitted from a static Tx, a few mobile Txs, a number of scatters and a mobile Rx on a vehicle at different speeds recovers the data. The raw data is fed to a spectrum analyzer (upto 6 GHz) and certain signal processing steps as outlined in Figure 4 . The data sets are applied to the ANFIS which is formed with five bell membership functions and trained using manually labeled data for five Doppler states (as outlined in Table 2 ) with ±5 Hz deviation. The ANFIS generates five threshold decisions states which are used to switch the FLNNLA configuration changing the functional layer between 9 to 16 neurons which necessitates 7 to 13 epochs. It accelerates the learning and makes the FLNNLA topology reconfigurable. The ANFIS decision is also aided by another set of threshold states generated from the power spectral density (PSD) of the incoming signal which is restricted to 1 GHz by a band pass filter. Nearby interferences are canceled and the PSD profile enables the calculation of fading states related to the specified Doppler frequencies. Calculated fade margins are compared with known values and a decision regarding the threshold cases taken. Such a two-prong arrangement helps in formulating the appropriate FLNNLA topology for subsequent processes.
IV. EXPERIMENTAL DETAILS AND RESULTS
A detailed analysis of the theoretical aspect of the work linked to the neuro-computational model of the non-linear stochastic wireless channel has already been discussed (Section III) using explanations and mathematical expressions from (4) through (17) . In this section, we provide the results and include relevant discussion. First, we discuss about the results which have been the basis of selection of the functional blocks of the FLNNLA. The selection of the expansion units are based on a series of experiments performed using the FLNNLA using sunspot data of three weeks available in leading databases. The presently used [x x 2 ] expansion gives the best results in terms of accuracy though it takes marginally more iterations and time compared to the tan units. First, we discuss about the results which have been the basis of selection of the functional blocks of the FLNNLA. The selection of the expansion units are based on a series of experiments performed using the FLNNLA using sunspot data of three weeks available in leading databases. As shown in Table 1 , the presently used [x x 2 ] (sl. no. 6 in Table 1 ) expansion gives the best results in terms of accuracy though it takes marginally more iterations and time compared to the tan units (sl. no. 3 in Table 1 ). Another important aspect of the work is the design of the re-configurable FLNNLA as part of a channel sounder arrangement. Table 2 summarizes the outcome of a set of trials using a vehicle mounted USRP receiver and a static transmitter in 1 GHz and the varying functional layer size of the FLNNLA implying its re-configurability. The ANFIS based switching arrangement helps to accelerate the training and requires less number of neurons to reach the desired goal. The FLNNLA in different Doppler conditions with vehicular speeds between 13.5 kmph to 108 kmph (stopping criteria MSE goal of 10 −3 ) generates accuracy (similarity between expected and actual output) in the range 93-94 % with minimum 7 to 13 epochs while the functional layer neurons vary between 9 and 16 neurons. Such an arrangement provides advantages in terms of saving computational cycles during lower fading states while providing higher processing resources when the vehicular speeds are higher which is in tune to long term evolution (LTE) and/or LTE-Advance (LTE-A) specifications [36] . Experimental results show that lower order NARMA models can replace higher order AR models without any performance degradation [5] , [6] . Here, we focus on the extraction of NAR and NARMA coefficients using the proposed FLNNLA based approach. The FLNNLA is trained by a sequence containing innovation noise and past channel gains approximated by non-linear expressions (eqs 2 and 3) and provides NARMA coefficients which are used to predict the future states of the channel from given past channel states. The training considers data blocks of varying sizes passed through multiple channel configurations with signal to noise (SNR) variations between ±10dB for each of the channels considered. It makes the conditions extensive and the training robust enabling the ANN based blocks to learn the patterns extensively. The fading conditions considered are imparted as per the channel types considered to see the effectiveness of the proposed approach. A set of MIMO transmission involving ITU pedestrian channel. It includes propagation paths between transmit-receive pairs of a 2 × 2 MIMO setup with delay between 100 to 500 ns and average power distributed between 0 to -20dB at varying time intervals. As described already, an extensive data set is used to train the framework to ensure that it provides close approximations to the CSI states during testing despite not having exact channel parameters without noise. Under all circumstances the system must be robust for which such a rigorous training regime is adopted. It becomes useful for validating the prototype model based on the proposed structures. Another approach used is more relevant for a practical scenario. Immediately after the training is over, the performance is validated. A data set formed from the training samples with ±10% variation is used for the purpose. At the end of the validation stage, the FLNNLA synthesizes the tap gain process and performs and channel estimation. Out of the total data, about 30% are used for training, 15% for validation and rest for testing. The estimated model parameters are used to synthesize the tap gain process. We compare autocorrelation sequence of the synthesized process (using the proposed NARMA model) with that of the higher order AR model [4] . The autocorrelation plots for maximum lag of 512 are shown in Figure 5 . A proper matching of the autocorrelation sequences for the two processes demonstrates the effectiveness of the proposed approach in non linear channel situations ( Figure 5 ). Here, autocorrelation is found to provide relevant description than probability density function (pdf) or cumulative distribution function (cdf) and is more appropriate for a time dependent case as in the present work. Figure 6 shows the histogram of the error signal for an NAR model of order 60 when the VOLUME 5, 2017 model is used for one step ahead prediction of the tap gain process (with the objective to minimize the error as defined in eq. 13). The Gaussian distribution of the error signal establishes the appropriate fitting of the higher order NAR model between the actual (present) output and the desired (from the pilot carriers) signal. This model is used to yield the noise sequence required for ARMA and NARMA model generation using FANN and FLNNLA. Some related experiments are reported in [37] and [38] .
Linear and nonlinear MA and AR coefficients are obtained from the proposed FLNNLA structure shown in Figure 3 using (14), (15), (16) and (17) respectively. The parameters are tabulated in Table 3 .
From Figure 8 , it can be inferred that the FLNNLA requires consistently less numbers of iteration as compared to Least Mean Square (LMS) and other learning aided based parameter estimation. The LMS algorithm is a benchmark adaptive mechanism used with data aided equalizers in stochastic wireless channels. One of the primary motivations of the present work is to reduce the data dependence attributes of traditional channel estimators and equalizers (which use LMS), hence the MSE convergence is shown in comparison to LMS algorithm ( Figure 7 ). Till upto 300 iterations, the FLNNLA shows much faster convergence than the LMS and attains the goal consistently around 100 iterations which is a major advantage. It consistently demonstrates such performance for a range of channel conditions and the plot shown in Figure 8 There is no standard matric to find the algorithmic complexity. Number of variable parameters gives an approximate estimate of the memory requirement but not the complexity. Hence, we take a heuristic approach to find the number of arithmetic operations in a single iteration. The total number of additions and multiplications for an FANN with polynomial activation function as in [9] , FLNN with non-linear complex activation function as in [2] and the proposed FLNNLA based technique are tabulated in Table 4 . From the results it is evident that the computational complexity is less in case of FLNNLA as compared to that in FANN with polynomial and conventional FLNN with non-linear complex activation function (less by 33% in case of addition and 44% for multiplication). The savings in the arithmetic operations build up with the number of iteration to train the networks. For one iteration there is at least 11% saving for both addition and multiplication compared to the FANN (poly) which falls significantly with rise in iterations. It further establishes the advantage of the proposed approach. With the incorporation of a feedback in the FLNNLA structure, the computational complexity increases considerably (more than double (iv) of Table 4 ) with insignificant increase in reception performance which makes it less suitable for practical designs. Subsequently, a stability analysis of the proposed model is also performed. This is useful for practical design and preventing extreme behavior while testing with a range of signal samples. The results show few poles outside the unit circle making the system become unstable at times. We can ensure stability by replacing such a pole at z = p by a stable one at z = 1/p . The above experiments are also repeated with RNN structures. The stability factor is a detrimental issue and generates a problem called short term memory effect [33] , [34] . This effect is more pronounced while learning long sequences as is the case with the proposed approach fed with time varying patterns. The effective number of layers increases while training a RNN topology using back propagation due to the constrained extension of the layer weights and biases in time. The consequence is that the network grows into a huge one. Another problem called exploding and vanishing gradient also makes RNN training inefficient. Although activation functions are used to limit the output of any artificial neuron, the derivative of the activation function becomes linear with the line placed at the tangent to the forward nonlinear curve. With error propagating backward, the gradient tends to reach saturation or vanish while the learning cycle passes [35] . Because of these issues, RNN takes longer to train properly and proves inefficient while dealing with long time varying sequences. As a result the RNN based structure is unable to complete the whole learning cycle within a stipulated time limit hence has been found to be unsuitable for the purpose. Table 5 shows summary results outlining the advantage of FLNNLA based approach in terms of % symbols required at three different SNRs and at 100 Hz Doppler frequency for achieving BER performance close to the theoretical limit. It is seen that FLNNFB achieves better performance in terms of requiring marginally less % of symbols making if spectrally more efficient though requires greater computational cycles (Table 4) . But the proposed FLNNLA based approach shows nearly similar spectral conservation with lesser computational requirements which makes it more suitable for real time situations. Figure 9 shows the BER at various signal to noise ratio (SNR) values for different training symbol densities with Least Square (LS) equalization and Binary Phase Shift Keying (BPSK) modulation. BER is shown for fully known CSI and for the predicted CSI using the proposed model. One of the significant attributes of the proposed system in contrast to traditional methods, is the fact that its ability to learn from the surroundings contributes towards bandwidth preservation. It is evident from the BER plot shown in Figure 9 . The SNR vs BER curve is plotted for 0.6%, 12% and 24% training symbols (pilot carrier) compared to the total transmitted symbols while using the FLNNLA based NARMA model for prediction. It is observed that with 24% training symbols, the FLNNLA based NARMA model gives performance equivalent to fully known CSI. It corresponds to 76% improvement in throughput for an uncoded system. The throughput increase implies increased spectrum efficiency which can further be proved by pass band simulation. However, optimum spectral efficiency shall depend upon number of issues related to the passband, protocol and actual devices constituting the physical layer. The system provides optimum performance with only 24% training symbols. Further, despite having no information regarding the CSI, the proposed system is capable of recovering the message segments with efficiency comparable to system that have full knowledge of the CSI. This is verified experimentally (Figure 9 ). The considerations are only for a single cycle, hence with subsequent transmit receive rounds, the bandwidth saving shall be significant despite considering all relevant constrains. It is due to the use of the modified output layer obtained using linear activation functions. This modification not only adds to the drastic lowering of the computational cycles but also helps in hardware implementation.
Comparison with LS and minimum mean square error (MMSE) based approaches do not fit into the present work because these methods are used for linearized approximations of the CSI. The present work deals with non-linear stochastic behavior of channels, hence comparison with LS and MMSE shall not be relevant. Therefore, the comparison is restricted to FANN, FLNNLA and Yule-Walker equation. For providing a holistic comparison scenario, performance differences in terms of BER and known CSI states have already been shown in Figure 9 . Figure 10 shows a comparative depiction of tracking performance of a focused time delay neural network (FTDNN) [20] , feed forward ANN (FANN)-decision feedback equalizer (DFE) (FANN-DFE) [30] and the proposed FLNNLA based approach. It clearly indicates that the proposed approach tracks the channel variation with much enhanced precision. The FLNNLA achieves this tracking with only about 24% of pilot carriers during the first cycle of data recovery. It clearly indicates the advantage of the proposed method. The use of ANN in communication system is limited by the training latency and computational complexity. Hence, we use a DSP based framework to reduce the convergence time during training [30] . A FANN equalizer optimized to track variations of a non-linear channel [30] is implemented in a TMS320C6713 DSP based framework for identification and prediction of time varying mobile radio channels in offline mode. The ANN is trained for one step ahead prediction of the complex channel tap gain. A few past complex tap gains are assumed to be available at the receiver side. The ANN is trained to predict the fifth sample of the tap gain process from past four samples of the same process. Implementation is carried out in TMS320C6713 and MATLAB running on a conventional CPU. Significant reduction in training and estimation time is observed during implementation in DSP compared to that obtained using conventional CPU. The results are summarized in Table 6 . These are shown as indications of latency reduction that can be achieved using specialized hardware in case of an offline technique which for an online approach (as proposed in this work) shall show further performance improvement. Compared to the results obtained using Matlab on a Core i3 processor at 2.8 GHz, the DSP processor with 225 MHz clock cycle generates between 1.34 to 24.4 times reduced processing speed which contributes significantly towards lowering the training latency. Further, FLNNLA being faster than FFANN, the DSP based framework helps in generating significant processing gains and reduce training training latency considerably which makes the method relevant for practical receiver designs. The configuration of the networks used to find the parameter is shown in Table 7 . Thus, FLNNLA being faster than FFANN, with specialized hardware, the training latency in FLNNLA based modeling of NARMA channels can be significantly lowered.
From the above, we see that the proposed approach provides around 33 to 44% saving in computation compared to the traditional FLNN, at least 11% reduction per iteration for each addition and multiplication compared to FANN (poly) [9] , much higher stable learning cycles compared to a RNN based method, at least 200 epoch reduction compared to least mean square (LMS) adaptation to attain certain error cost functional, minimum 76% bandwidth conservation per cycle compared to data aided channel estimation techniques and nearly real time computational latency during training with specialized DSP hardware in case of a related topology making it an efficient option for adaptive receiver design.
V. CONCLUSION
Here, we explored how ARMA, NAR and NARMA models can be implemented using trained ANNs including a few configured in the FF forms and specially the proposed FLNNLA. NAR/NARMA model parameters obtained from an FLNNLA with linear and nonlinear activation restricted to second order terms are used for making long term predictions as aids to better channel estimation. The performance has been evaluated in terms of the autocorrelation sequence comparison and a host of other factors including BER, channel tracking, computational cycles etc. The required NARMA model parameters obtained using the proposed FLNNLA structure provide enhanced performance and is computationally efficient as compared to FANN, FTDNN, conventional FLNN and FLNNFB with nonlinear activation functions.The method enables computation of non-linear terms using NARMA model which closely approximates the actual values. These coefficients provide the non-linear channel path gains which approximate the real state closely. The benefit of this method is the fact that the FLNNLA can use its previous knowledge about the nonlinearities present in the channel to provide long term prediction of the CSI variations with greater precision with near real time processing speeds enhancing the system throughput and spectral efficiency. The training latency observed is reduced for a related topology using specialized DSP-based hardware which demonstrates an approach for application of the proposed approach as part of adaptive receivers. The FLNNLA has also been experimented with in a reconfigurable form as part of a channel sounder. The experimental results show that the proposed approach provides insights towards design of knowledge aided systems for high data rate systems.
