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Abstract
In recent years, an increasing use of composite materials in
aerospace and aeronautical applications has taken place. Fi-
bre reinforced composites materials (FRCs) present high spe-
cific strength and stiffness ratios, which can be considered
as remarkable advantages with respect to metallic materials.
One of the main problems associated with the internal ar-
rangement of fibre reinforced materials regards the numer-
ous and complex failure mechanisms that can occur at dif-
ferent scales of observations. Stemming from these reasons,
at present, the analysis and study of fracture in fibre com-
posites constitutes a relevant and recurrent area of research
due to the actual needs for the achievement of a higher level
of understanding of such fracture phenomena. Within this
context, this dissertation presents a new model to simulate
fracture in FRCs with the aim of designing safe and durable
aircraft structures, for instance: shells, plates or thin film-
substrate structures. The fundamental computational model
used in the present thesis was proposed in (14), devising a
seminal combination of the Phase Field approach for brit-
tle fracture and a Cohesive Zone Model for interface failure.
In the current research, this computational framework is ex-
amined and validated through the numerical simulations of
different applications at the micro- and macro-scales: (i) the
micro-mechanical inter-fiber failure of composites, the subse-
quent propagation of failure through the thickness of the lam-
inates arising a macro-crack and (ii) several macro-mechanical
applications concerning advanced composite structures (shells,
thin film-substrates and Functionally Graded Materials). De-
rived from the current predictions, it is possible to argue that
the current numerical methodology is very suitable for the
simulation of fracture in composites at different length scales
and allows the preclusion of intricate remeshing techniques
or crack tracking algorithms in conjunction with minimizing
the mesh-dependent pathology due to its non-local character.
xviii
Chapter 1
Introduction
1.1 Introduction to composite materials
Composite structural systems and materials are present in a wide range
of applications such as sporting or marine goods, automotive, bio-medics
and aerospace, among many others. The widespread use of such com-
ponents strives for the achievement of very specific structural and me-
chanical performance that are generally subjected to current practical de-
mands.
With regard to the development of composite materials in engineer-
ing practice, these materials emerge from the combination of two or more
materials obeying different internal arrangements, i.e. displaying long
and short fibers within a domain or spherical-like inclusions, among
many others. The objective is to obtain a new material with improved
mechanical properties than those corresponding to its constituents. The
advent of new composites is promoting the replacement of traditionally
employed metals with the aim of achieving superior performances, for
instance in terms of weight-to-strength and -stiffness, fatigue resistance,
preclusion of corrosion, to quote a few of the main current targets.
From a mechanical perspective, reinforcements provide the stiffness
and strength to the new material, whereas the matrix, generally pro-
tects the reinforcements and gives shape to the structure keeping its con-
sistency in terms of the position and orientation of the reinforcements.
Therefore, reinforcements can be understood as the main load-carrying
phase, while the matrix transmits the loads between them. Usual ar-
1
rangements that comply with the previous description are the so-called
long- and short-fiber reinforced polymeric composites, LFRPCs and SFR-
PCs respectively, whose reinforcements can be performed using carbon
(denominated as CFRPs), glass (called as GFRPs) and polyamide mate-
rials, among many others. Normally, composite structures and coupons
are made by the superposition of several layers of reinforcements and
matrix with different orientations (See Figure 1) which is called laminate.
0.5
50
Figure 1: Micro-graphs of a carbon fiber/epoxy laminate (cross-section)
made from 13 plies of Hexcel T800S/M21 prepreg with the following stack-
ing sequence: [+45◦/90◦/− 45◦/+ 45◦/− 45◦/0◦/90◦/0◦/− 45◦/+ 45◦/−
45◦/90◦/+ 45◦]. Taken from (1).
A different conception of composites can be understood by the com-
bination of several components made from different materials, as can be
the case of thin film-substrate systems (see Figure 2) and functionally
graded materials (see Figure 3).
Although composite materials are used in several applications, these
materials have been extensively incorporated into the aerospace and aero-
nautical industries. Formerly, they were principally used in small com-
ponents with low level of load-carrying responsibility, but nowadays,
structural components of primary level of responsibility are made from
composite materials. In this setting, Figure 4 depicts the increasing use
of composites in aircraft constructions over the last years.
However, due to the intricate nature of composite materials and struc-
tures, their damage behaviors significantly differ from alternative ma-
terials and systems, generally more complicated, and dependent upon
several factors including: the properties of the constituent materials, the
fiber-nature orientation and arrangement, the stacking sequence, loading
2
a) b)
Figure 2: Schematic cross-sections and pictures of thin films-substrate sys-
tems. a) coatings or films with different width (Al203 area wider than
NiCrAlY area). b) coatings or films with the same width. Taken from (2)
with permission.
a)
Ceramic phase
Metallic phase
Metallic matrix 
with ceramic 
inclusions
Transition phase
Ceramic matrix 
with metallic 
inclusions
b) c)
Figure 3: Scheme of a graded ceramic-metallic micro-structure. a) smoothly
graded micro-structure. b) enlarged view. c) ceramic-metallic FGM. Taken
from (3) with permission.
conditions, to mention just a few.
Correspondingly, within the context of current demands, the achieve-
3
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Figure 4: Aircraft composite content: military aircraft in green. Adapted
from (4).
ment of a more profound understanding of failure in composite materials
and structures constitutes a crucial challenge in order to prevent cracks
and preserve the integrity of different systems in practice. In this setting,
it is worth noting that unsolved issues still endow the accurate predic-
tion of onset and propagation of failure events that can occur at different
scales of observation. In this regard, this work is devoted to the analysis
of failure events of rate-independent materials at the micro- and macro-
scales with a continuum-based representation.
In the forthcoming section, a brief review of the most prominent fail-
ure modes of composite materials (LFRPs) at different scales is outlined.
1.2 Fracture of composite materials
Composite materials are affected by numerous failure modes which are
very difficult to understand. The reason of this intricacy relies on the
presence of different phases at different length scales, in other words,
the inherent heterogeneity of these materials, which leads to a significant
complexity in the failure progression.
From a macro-scopic perspective, failure modes in LFRPs comprise:
(i) intra-laminar breakage (i.e. within the lamina) and (ii) inter-laminar
fracture, along the interfaces between the individual plies. Intra-laminar
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failures usually encompass fiber and matrix dominated fracture events.
Usually, matrix dominated damage mechanisms occur at lower loading
levels in comparison to fiber breakages (see Figure 5) which only take
place at the last failure stages and in most of the times result to a catas-
trophic failure. Thus, transverse cracking through the thickness of the
ply (see Figure 6) due to matrix cracking can be followed by delamina-
tion event (see Figure 7) which can be induced by the transverse cracks
or starting at the free edges. It is worth mentioning that, matrix cracking,
is the result of the coalesce of micro-cracks. These micro-cracks normally
arise due to an initial fiber-matrix decohesion, known as debonding, fol-
lowed by the propagation of the crack through the interface until a cer-
tain point where penetrates or kinks into the matrix (see Figure 8).
Figure 5: Micro-graphs of the fiber breaking in a [0◦/90◦]15 carbon/epoxy
laminate. 1. Matrix cracking. 2. Fiber breaking. 3. Kink band. Adapted
from (5) with permission.
1.3 Review on computational fracture mechan-
ics for composites
This section presents a brief overview of the state of the art of computa-
tional techniques for modelling fracture events in composite materials.
Moreover, it is noting that some portions of the present contents are ex-
tracted from (15; 16).
Fiber reinforced composite materials (GFRP and CFRP) are widely
used in aeronautical and aerospace applications with demanding require-
ments of high specific stiffness and strength ratios. However, as was
previously mentioned, these materials present several failure modes that
5
Figure 6: Transverse crack in a laminate with [0◦/90◦/0◦] stacking sequence.
Taken from (6) with permission.
Figure 7: Delamination in a curved laminate. Taken from (7) with permis-
sion.
are very complex and therefore, difficult to characterize and understand.
For this reason, it is very important to know better the fracture process
of composites in order to optimise their load bearing capabilities.
For this purpose, computational fracture mechanics (CFM) has been
used over the years due to its accurate predictions of damage onset and
conditions leading to crack growth. To point out that, CFM can be con-
ceived as a potential alternative to experimental tests due to its versatil-
ity for applying different loading conditions and using complex or huge
geometries. Moreover, numerical predictions also incur into important
cost savings in conjunction with allowing the efficient identification of
the different stages of damage upon loading application.
In order to understand fracture in composite materials, micro-mechan-
ical models are widely used. Some of the reasons for the increasing
6
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Figure 8: Micro-mechanical inter-fiber failure. (a) Debonding. (b) Debond-
ing and kinking into the matrix. Adapted from (8) with permission.
interest on micro-mechanical models are the following: the nature of
failure in composites is strongly affected by damage at the micro-scale
and micro-mechanical models provide a profound understanding of the
physical phenomena. The key concept of the micro-scale simulations is
the definition of the RVE domain (statistically representative volume el-
ement) which can be generated by digital images analysis (12), using sta-
tistical methods (12; 17; 18), deterministic models (19) or a combined
experimental-numerical method (20). To highlight that, the RVE is the
minimum volume of the material whose properties are representative of
the complete material. From experimental observations we can argue
that, fiber-matrix decohesion (also known as inter-fiber failure) is the
most common way of failure initiation at the micro-scale. It generates
an interface crack, which growths in a stable mode, until a certain point
where migrates into the matrix. Therefore, micro-cracks arise and their
coalesce provokes the appearance of macro-scopic inter-fiber cracks. For
that reason, debonding between fibers and matrix has been studied in
the last two decades using several numerical strategies (finite element
method (FEM), boundary element method (BEM) or extended finite el-
ement method (XFEM)), models (finite fracture mechanics (FFM), linear
elastic fracture mechanics (LEFM), cohesive zone model (CZM) or phase
field (PF)) and problems (single-fiber problem, two fibers problem, uni-
directional (UD) laminates or cross ply laminates).
The single-fiber problem is considered by many authors as a bench-
mark for the prediction of the sequence of stages of failure initiation in
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the micro-scale. Within the context of linear elastic fracture mechanics
(LEFM), this problem has been solved under transverse tension (21), bi-
axial tension (22) and transverse compression (23) using the boundary
element method (BEM) to estimate the energy release rate (ERR) of fiber-
matrix debonding cracks. Moreover, the effect of the inclusion of a sec-
ondary fiber has been analyzed in (24) while in (25) a higher number of
fibers are considered. However, with LEFM, the crack onset cannot be
predicted, it is necessary the existence of an initial crack. Therefore, an
initial debonding angle around to 10◦ is assumed. Also, the crack propa-
gation trough the matrix cannot be captured. It is worth mentioning that
an analytical procedure to evaluate the debonding angle was conducted
in (26; 27) but in different applications.
The coupled stress-energy criterion, also known as finite fracture me-
chanics (FFM), has been used to study the mono-fiber problem under
tension (28) within the BEM framework. It can predict the crack onset
but cannot capture the migration of the crack into the matrix.
About the simulation of the interfaces between fibers and matrix, lin-
ear elastic interfaces (also known as weak interfaces) and cohesive zone
models (CZM) are used within the BEM (29; 30) and FEM (31; 32; 33)
framework. This two methods eliminate the assumption of the stress
singularity at the crack tip supposed by LEFM. Therefore, they can pre-
dict the crack onset. The first method considers a continuous distribu-
tion of linear-elastic springs between both sides of the interface. When
the surfaces of an interface separate, traction increases until a maximum
resulting a complete separation. However, the novelty of CZM is the
consideration of the fracture process zone. This is a zone ahead of the
actual crack tip where there are cohesive tractions. In other words, when
the surfaces of an interface separate, traction increases until a maximum
and then, progressively, reduces to zero (softening) resulting a complete
separation.
To capture the propagation of the crack through the matrix, pressure
dependant elasto-plastic models are used to describe the behavior of the
matrix (18; 34). These models consider that plastic strain localization
causes fracture events. It is worth mentioning that, plastic strain local-
ization areas are known as shear bands and they determine the crack
paths. Some of these elasto-plastic models use the Mohr-Coulomb yield
criterion (35) and others the Ducker-Pagger yield criterion (36). Finally,
some authors coupled elasto-plastic models with smeared local damage
models (33; 37; 38) which are known as elasto-plastic damage models.
In (33; 37) the yield criterion used is paraboloidal. Therefore, the non-
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linear behaviour of polymers under compression can be properly cap-
tured (39). However, in (38) the yield criterion is a modification of the
Drucker–Prager yield function and no hardening effect is considered. It
is important to highlight two aspects. Firstly, all the previous elasto-
plastic and elasto-plastic damage models are solved with FEM. Secondly
and finally, the smeared local damage models are rooted on continuum
damage mechanics (CDM) which means that, instead of having a strong
discontinuity as in the models based on fracture mechanics (LEFM, FFM,
CZM), there is a smeared crack. In other words, damage is not consider
as a discontinuous phenomenon because there is progressive degrada-
tion of the material properties.
Another smeared damage model used to simulate the mono-fiber
problem within the FEM framework is the phase field (PF) (40). This
model is hybrid because is rooted on fracture mechanics but within the
framework of smeared crack models. The advantages of this model are
the following: it can capture the onset of damage (there is no need of as-
suming an initial crack) and the crack growth through the matrix. More-
over, there is no mesh dependency due to its non-local character.
After the investigation of the single-fiber problem, the following step
is the analysis of fracture in laminates. In particular, transverse cracking
of cross ply laminates have been widely investigated because it is one
of the most controversial failure in composites. The seminal work con-
ducted by (41) on [0/90]s laminates showed that the reduction of the 90◦
layer thickness provokes an increase in the critical strain for transverse
cracking initiation. Therefore, for sufficiently thin 90◦ layers, the actual
strength response of the laminate would be that associated with the 0◦
supporting layers, being this scenario of crucial importance for the in-
corporation of thin and ultra-thin plies in composite structures. This be-
haviour is denominated as in-situ strength response in fiber reinforced
composites.
The incorporation of such effect in macro-scale models of compos-
ite laminates can be accounted for using the analytical procedure pro-
posed by Camanho et al. (42; 43), recalling the fundamental concepts
on fracture mechanics proposed by Dvorak, through the affection of the
strength values associated with: (i) in-plane transverse tensile Y isT and
compression Y isC effects, and (ii) in-plane shear S
is
L and transverse shear
SisT effects. To say that, where the analytical solutions cannot be devel-
oped, the FEM is used to solve numerically these problems (44; 45). An
alternative methodology is that relying on finite fracture mechanics de-
veloped by García et al. (46; 47) whereby a semi-analytical expression
9
for the prediction of the critical strain originating the first crack onset is
derived in conjunction with a rigorous size effect law depending upon
the central 90◦ layer thickness. In (46) the results of a 2D model within
the BEM are shown and in (47) a 3D model is simulated using the FEM
with remeshing techniques. Apart from these valuable results, García
et al. (46) performed a careful overview with regard to the main mod-
els existing in the related literature addressing the in-situ strength ef-
fect. These models can be categorized as: Incremental energy models
(48; 49; 50), Dvorak-based formulations (42; 51; 52) and statistical-based
models (53; 54). To point out that, models rooted on fracture mechan-
ics (LEFM, FFM or CZM) present problems on tracking the crack path.
Therefore, to solve these problems smeared crack models (PF or CDM
discussed previously), remeshing techniques or Extended Finite Element
Models (XFEM) (55; 56; 57) are used.
At present, as a consequence of the advent of new numerical ca-
pabilities, a different perspective for the analysis of in-situ strength ef-
fects in thin-ply composite laminates concerns the exploitation of micro-
mechanical models. The principal aim of the use of micro-mechanics is
to provide a potential explanation via the reproduction of fracture pat-
terns in terms of initiation and propagation of crack events at lower
scales that can shed light to the experimental observations presented
in (11). Specifically, Saito and coauthors (11) identified the reduction
of the corresponding energy release rate as the main cause for trans-
verse crack suppression effect and highlighted the higher crack density
for thinner plies. Interestingly, Sebay et al. (58) idealized an experi-
mental procedure enabling the transverse cracking detection via opti-
cal means with relevant results on the matter. Within this context, from
a numerical standpoint, previous works analyzed via numerical tech-
niques the appearance of matrix cracking and fiber-matrix decohesion
at the micro-scale (22; 28; 59) as we have discussed previously in this
section. Comprising, high-fidelity micro-structures of fiber reinforced
composites, Arteiro et al. (60) developed a finite element (FE)-based
framework including pressure-dependent plasticity models and cohe-
sive zone formulations for triggering matrix and fiber-matrix decohe-
sion failure, respectively, showing completely different failure patterns
for cross-ply laminates with standard thickness and thin-ply 90◦ layers
in good agreement with experimental results and identifying such in-situ
effect in transverse compression and pinpointing the assumable reliabil-
ity of simple analytical models proposed in (42). Following a similar ap-
proach, Herráez et al. (61) estimated via computational micro-mechanics
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that the transverse ply strength was independent of the 90◦ layer thick-
ness. In this direction, París et al. (62) addressed the investigation of
the initial phases of damage of 90◦ plies based on linear elastic fracture
mechanics concepts and precluding the potential coalescence of interface
cracks throughout the polymeric matrix, where boundary element (BE)-
based models with fracture mechanics capabilities were generated for
this purpose. These authors claimed that, at these initial phases along
the cracking stage, such in-situ effect was not captured due to the fact
that evolution of the energy release rate of a debonding crack (Gc) was
not affected by the neighboring 0◦ layer.
In contrast, Kohler et al. (63) carried out an experimental and nu-
merical study (using an embedded multi-scale approach), whose main
results showed a good experimental-numerical agreement pinpointing
the occurrence of the in-situ strength effect.
Despite the importance in practical applications and the great deal of
research that has been devoted to this topic, there exits a clear lack of
apparent consensus with regard to the possible causes generating in-situ
strength effects.
1.4 Advanced composites in aeronautical and
aerospace applications
Nowadays, thin-walled structures (shells and plates) are extensively used
in the construction of aircrafts (64; 65; 66). They can be stiffened with
stringers and frames, as we can see in Figure 9, to prevent buckling un-
der compressive loads. Another modern structure used is the sandwich
panel (67; 68; 69) due to its high bending strength and stiffness. This
structure presents two stiff outer skins, also known as thin films or coat-
ings, over a thick, compliant and lightweight core or substrate (see Figure
10).
One of the main advantages of composites is the possibility of being
tailored differently depending on their applications. Following this idea,
a new composite material known as functionally graded material (FGM)
arises. This composite material is made of several phases where the vol-
ume fractions of its constituents vary smoothly and continuously within
the specimen domain, especially along the thickness direction in the case
of shells. Commonly, FGMs are made of ceramic and metallic phases
(70), but alternative combinations can be found in the related literature,
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Figure 9: Thin-walled panel. Taken from (9).
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Core
Figure 10: Sandwich panel. Taken from (10).
see (71; 72) and the references given therein. Due to the combination of
different materials and also to the smooth variation of their composition,
FGMs have very important advantages with respect to conventional ma-
terials. For example, in interfaces between conventional layer-based ma-
terials, the existing elastic mismatch on the material properties generally
leads to notable interfacial stresses that can provoke structural failure.
However, using FGMs, this problem is overcome because the discon-
tinuity on the material properties is highly reduced. Moreover, FGMs
present good mechanical and thermal properties because they can be tai-
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lored depending on their applications.
In aerospace applications, thermal barrier coatings (TBC) play a very
important role. These coatings have to protect the substrate from very
high temperatures, bigger than the substrate admissible temperature.
TBC can be obtained using the advanced composite materials seen be-
fore, FGMs (73; 74), or using thin film-substrate systems (75; 76).
To conclude, shells, thin film-substrate systems (TBC or sandwich
panels) and FGMs are very important concepts in aeronautical and aero-
space applications because they are widely used in modern aerostruc-
tures. For that reason, applications involving them are going to be anal-
ysed in this dissertation.
1.5 Motivation, state of the art and objectives
The present PhD thesis is aimed at analyzing fracture phenomena in
composites (heterogeneous materials) because, as it has been said before,
to increase the durability, efficiency and applicability of aerostructures, it
is necessary to predict their failure. In particular, the original combina-
tion of the phase field method and cohesive-like interface crack methods
has been used in this dissertation to accurately predict failure in micro
and macro-mechanical applications. Concretely, 3 different applications
have been explored: fracture of long-fiber reinforced composites, frac-
ture of thin films on compliant substrates and fracture of functionally
graded power based shells. Finally, to mention that this section is based
on (15; 16; 77; 78).
1.5.1 Fracture of long-fiber reinforced composites
The state of the art of this section has been extensively discussed pre-
viously. In this thesis, the inter-fiber failure and the so-called in-situ
strength effects have been investigated in order to know and understand
better the fracture process of composites. To do that, the phase field
model combined with a compatible cohesive zone model has been used
(14). The reason of that are the numerous advantages of this technique
with respect to other alternatives given in the literature. Some of these
advantages are: there is no mesh dependency due to its non-local char-
acter, there are no problems tracking the crack path, there is no need of
using remeshing techniques, is based on physically sound parameters,
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gives very good results with brittle matrices and captures the crack on-
set and the subsequent crack propagation through the matrix.
1.5.2 Fracture of thin films on compliant substrates
Coatings or thin films supported on compliant substrates are used in a
wide range of applications: electronic packages, coatings for thermal bar-
riers, chemical or abrasion protection, among many others (79; 80). How-
ever, thin film-substrate systems can experience different fracture events,
which can limit the performance and mechanical integrity of the corre-
sponding engineering systems. An overview of the failure modes of thin
film-substrate systems under tension and under compression is given in
(81) and (73), respectively.
In order to achieve a deep understanding of thin film-substrate de-
signs, numerous studies have been carried out in the last three decades
through analytical, experimental and numerical methods (mostly using
the nonlinear finite element method, FEM). The complexity of these sys-
tems provokes the appearance of multiple fracture patterns as a conse-
quence of the notable elastic mismatch of the constituents. Within the
framework of linear elastic fracture mechanics (LEFM), Hutchinson and
coauthors (82; 83) provided an overall picture with regard to the energy
release rate associated with penetration-deflection scenarios for general
layered materials, whose fundamental results have been later recalled
in (84; 85; 86) and the references given therein. Numerically, many re-
cent investigations prolifically dealt with the use of cohesive zone mod-
els (87; 88) for triggering delamination events in thin layer-substrate sys-
tems, whereby inelastic processes due to fracture have been mostly con-
fined to the interface between the composing parts (73; 89).
However, in the present thesis, the phase field model combined with
a compatible cohesive zone model has been used (14). This new tech-
nique is able to capture bulk damage and deflection or penetration at
the interfaces in a robust and reliable manner. Moreover, it is capable
of predicting several complex crack paths such coalescence and branch-
ing and enables overcoming some of the most remarkable limitations of
discontinuity-based methods (90; 91). Therefore, in this work we analyze
crack events in thin film-substrate systems subjected to tensile stresses,
with the aim of gaining a more profound understanding of the failure
mechanisms that interplay in their designs.
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1.5.3 Fracture of functionally graded power based shells
Functionally graded materials (FGMs) are used in a wide range of high
tech applications such as bio-medics (92; 93), thermal barrier coatings
(94), or sensors (95), among many others. One of the most prominent
forms for the practical use of FGMs is their incorporation as thin-walled
structures which have been concurrently exploited in many engineering
applications such as energy absorbing components (96; 97), structural
components in aeronautics (64; 98; 99), or photovoltaic panels (100).
Therefore, research activities on structural theories, encompassing
beams, plates and shells, have attracted the attention of numerous re-
searchers. In this setting, with special focus on shell-based structures, an
impressive range of models for shells have been proposed so far. A pos-
sible categorization of the existing shell models can differentiate between
classical and novel/advanced shell formulations. Thus, well-established
models, known as classical shell theories (CST), encompass the popular
Kirchhoff-Love (3-parameter) and Reissner-Mindlin (5-parameter) theo-
ries (101; 102). Both of such CST make some mechanical assumptions
across the thickness advocating the dimensional reduction concept that al-
lows referring the magnitudes to the shell mid-surface. However, Kirch-
hoff-Love (3-parameter) and Reissner-Mindlin (5-parameter) theories in-
herently imply the adoption of relevant hypotheses regarding the out-of-
plane response of the shell body, which directly embody the simplifica-
tion of the constitutive tensor via a plane stress formulation. Note that in
both CST formulations, the assumption concerning the inextensibility of
the shell director vector is put forward, which means that the strains in
the thickness direction are not taken into consideration. To overcome this
limitation, higher order theories (HOT) have been developed in the last
two decades. Within this context, Carrera proposed the so-called unified
formulation (CUF) (103). In brief, the CUF is an axiomatic model that
is postulated via the consistent expansion of the displacement field (ui)
complying with the following scheme:
ui = u0i + z
juji with i = x, y, z and j = 1, ..., N (1.1)
being N the order of expansion and u0i the displacement of the mid-
reference surface in the i-th direction. This formulation is able to cover
the equivalent single layer (ESL) and the layer-wise (LW) approaches
(104; 105) in an amenable and robust manner.
Alternative to CUF-based models, continuum-based shell elements
have been extensively exploited in the last years, with special attention
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to the so-called solid shell kinematic model and the corresponding fi-
nite element discretization schemes, see (44; 106; 107) and the references
therein given. Despite the appealing aspect of such solid shell formula-
tions, including the avoidance of using rotational degrees of freedom and
the fully 3D constitutive description of the shell body, their correspond-
ing discrete models using low-order (namely first-order) displacements
interpolation are prone to suffer from locking. These locking patholo-
gies provide artificially stiffer solutions, and to overcome such issues nu-
merical techniques such as the enhanced assumed strain method (EAS),
the assumed natural strain method (ANS) and the reduced integration
formulations (108; 109; 110; 111; 112; 113) are invoked. For specialized
previous shell models for FGMs, the reader is referred to fundamental
references, see (114; 115; 116; 117; 118).
Furthermore, the technical importance of shells in many industrial
sectors motivates the development of predictive modelling methods for
the accurate prediction of fracture events in such components. Nonethe-
less, this is a very challenging task due to the imbrication of curved ge-
ometries, potential geometrical nonlinear effects, among other aspects.
In this concern, different fracture formulations have been formulated in
the related literature during the last years such as the Extended-FEM (X-
FEM) (119; 120), cohesive zone models (CZM) (88; 121; 122; 123; 124) to
quote a few of them. Particularly, both X-FEM and CZM techniques fall
into the category of strong discontinuous crack methods, which present no-
table difficulties in tracking the crack path and require the adoption of
ad-hoc criteria for crack initiation and propagation criteria.
In contrast to the previous cracking methodologies, smeared crack tech-
niques can be conceived as potential modelling tools for triggering frac-
ture phenomena in solids. Specifically, the so-called phase field (PF)
approach of fracture is characterized by the introduction of a damage-
like field within the formulation, regularizing the variational formalism
associated with the fracture theory of Griffith. PF methods permit the
simulation of complex fracture phenomena in very elegant and consis-
tent manner with the only use of physically sound material parameters
(40; 125; 126; 127).
Despite the notable development of PF in the last years, the applica-
tion of such numerical methodology to shells has received a limited at-
tention. Similarly to PF for solids, the variational formalism for cracking
shells encompasses the contribution to the total energy functional of the
elastic and the fracture counterparts. In this concern, Amiri et al. (128)
derived a PF model for thin shells via the adoption of the Kirchoff–Love
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(3-parameter) kinematics via the local maximum entropy mesh-free meth-
od, whereas alternative PF formulations for shells can be found in (117;
129). However, to the best knowledge of the author, the PF shell mod-
els aforementioned are not locking-free. In order to remedy this aspect,
Reinoso et al. (106) proposed a new modelling framework for solid shell
model equipped with PF capabilities, which endowed the combined use
of the EAS and the ANS for locking issues, and exhibited very promising
results and robustness for large and small strain applications (130; 131).
Stemming from the previous arguments, in this work, we propose a
new formulation to simulate fracture of functionally graded (FG) power-
based shells. In the model herein proposed, the phase field approach to
brittle fracture is employed in combination with a 6-parameter shell kine-
matic description for the structural model. Moreover, as recalled above,
the present model integrates two methods to alleviate locking patholo-
gies: the Enhanced Assumed Strain (EAS) method and the Assumed
Natural Strain (ANS) method (116), rendering a locking-free finite ele-
ment formulation. Finally, the proposed approach also accounts for the
spatial variation along the thickness direction of the elastic and fracture
properties as well as the phase field length scale (132).
1.6 Outline
In this section an outline of each chapter is provided. The current disser-
tation is organized into nine chapters as follows:
Chapter 2 outlines the basic concepts of continuum mechanics. In
Section 2.1 the basic kinematic parameters are explained. In Section 2.2
the elements transformations from the reference to the current configu-
ration are detailed. Moreover, in Section 2.3 and 2.4, the formulation of
several strain and stress tensors are presented while in Section 2.5, the
balance principles of continuum thermo-mechanics are exposed. Finally,
the initial boundary value problem is analysed in Section 2.6 while the
finite element method is explained in Section 2.7.
Chapter 3 addresses the fundamental aspects of fracture mechanics.
In Section 3.1 the crack opening modes are exposed. After that, a review
on fracture mechanics is done. Particularly, in Section 3.2 the assump-
tions, models and basic concepts of classical fracture mechanics are ex-
plained. However, in Section 3.3 the recent and advanced methods for
fracture mechanics are summarized.
In Chapter 4, the phase field approach for brittle fracture is presented.
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The fundamental concepts of phase field are explained in Section 4.1
while the formulation and implementation of this model in solids and
shells is addressed in Section 4.2 and 4.3, respectively. Finally, in Sec-
tion 4.4, the extension of the phase field to functionally graded shells is
described.
In Chapter 5, the cohesive zone models used in this work are de-
scribed. In Section 5.1, a new cohesive zone model (tension cut-off law)
compatible with phase field is presented while in Section 5.2 we can find
other cohesive zone model (bi-linear traction-separation law) which is
uncoupled with phase field.
Chapter 6 addresses the simulation of fracture events in long-fiber re-
inforced composites. In particular, in Section 6.1, we can find some pre-
liminary experimental results. After that, in Section 6.2, the single-fiber
problem is investigated. Finally, in Section 6.3, simulations of fracture in
cross ply laminates are exposed.
In Chapter 7, several simulations to understand and predict fracture
in thin films on compliant substrates are carried out. In Section 7.1, 2D
numerical simulations are presented while in Section 7.2, we find the 3D
simulations results.
Chapter 8 presents the numerical simulations of functionally graded
power-based shells performed. Particularly, in Section 8.1 a plate under
tension is simulated while in Section 8.2 and 8.3, a cylindrical shell under
different loads is solved.
Finally, the conclusions of this investigation and the future develop-
ments are addressed in Chapter 9.
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Chapter 2
Fundamentals of
continuum mechanics
This chapter contains a short introduction to continuum mechanics (CM)
(133; 134; 135; 136; 137). It is worth mentioning that, CM is the part of
mechanics devoted to the deformation and stress analysis of materials
and structures which is characterized by the consideration of a particular
body as a continuous system. In Section 2.1 the different mathematical
aspects used by continuum mechanics to describe the motion of a ma-
terial point are exposed. Moreover, the basic kinematic parameters and
concepts are explained. In Section 2.2 the transformations of different
elements from the reference to the current configuration are addressed.
After that, the strain and stress tensors are formulated in Section 2.3 and
2.4, respectively. The conservation laws of thermo-mechanical problems
are addressed in Section 2.5. Finally, the formulation of the initial bound-
ary value problem and its weak form are presented in Section 2.6 while
the finite element method is explained in Section 2.7.
2.1 Kinematics
Lets consider a material body whose initial configuration is denoted by
B0 ≡ χt0 (B) ⊂ R3 and whose material points are identified by vectors
X := χt0 (P ) ∈ B0. This reference configuration is assumed to be undis-
torted and stress-free. This material body, after the deformation process
19
at an arbitrary time t, occupies a new position Bt ≡ χtt (B) ⊂ R3, see
Figure 11.
The reference and the current configurations are related using the
nonlinear deformation map ϕ : B0 × [0, t] → R3, where [0, t] refers to
the time interval elapsed in such that X ∈ B0 are mapped onto the cur-
rent material points x ∈ Bt, i.e. x = ϕ(X, t). Moreover, the absolute
temperature ϑ : B0 × [0, t] → R+ is assumed to be a smooth function of
(X, t) ∈ B0 × [0, t].
Accordingly, one defines the standard displacement vector as:
u := x−X.
The displacement of the material point P (p in the current configura-
tion) is defined as:
u(X, t) := x(X, t)− X (2.1)
1
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Figure 11: Reference and current configuration of a material body.
In order to determine the motion of a material point, two different
mathematical descriptions are used: the Lagrangian or Material descrip-
tion and the Eulerian or Spatial description. While in the Lagrangian
description all the magnitudes are referred to the initial configuration X,
in the Eulerian formulation they are referred to the current configuration
x.
To measure deformation in continuum mechanics, the so-called De-
formation Gradient tensor F is defined. It relates quantities before and
after the deformation and its definition is given by the following equa-
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tion:
F := ∇Xϕ = ∂ϕ(X, t)
∂X
=
∂x(X, t)
∂X
→ dx = FdX (2.2)
where ∇X (·) is the gradient of (·). Note that as given above, the de-
formation gradient can be seen as a linear map of the referential material
element dX onto the spatial counterpart. In addition, taking into account
Equation 2.1, we can arrive at an alternative expression:
F =
∂(u + X)
∂X
= I +
∂u
∂X
= I +∇X(u) (2.3)
being∇X the gradient with respect to the material configuration.
The Deformation Gradient tensor admits the so-called polar decom-
position, which is given by:
F = RU = VR (2.4)
where R is the rotation tensor, U is the right stretch tensor and V is the
left stretch tensor. This is known as polar decomposition theorem. To
highlight that, U is defined in the reference configuration while V is de-
fined in the current configuration.
2.2 Transformation of elements of line, area and
volume
In order to transform elements from the reference to the current config-
uration and vice versa, the Deformation Gradient tensor F is herewith
exploited. The transformation of line elements obeys the following ex-
pressions:
dx = FdX→ Push–forward of dX (2.5)
dX = F−1dx→ Pull–back of dx (2.6)
The transformation of elements of area, between the reference and
current configurations renders:
dA := dX1 × dX2 da := dx1 × dx2 (2.7)
The cofactor of the deformation gradient tensor, cof [F], is used:
da = FdX1 × FdX2 = cof [F] dA (2.8)
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Finally, the transformation of volume elements is expressed as in Equa-
tion 2.9, whereby the Jacobian of the motion J is exploited:
dV := [dX1 × dX2] · dX3 dv := [dx1 × dx2] · dx3 (2.9)
dv = det [F] dV = JdV. (2.10)
Note that the Jacobian of the transformation complies with:
J(X, t) := det [F] > 0. Accordingly, we denote ρ0 = Jρ and ρ as the
density in the reference and current configurations, respectively.
2.3 Strain tensor definitions
In this section, different strain tensors are presented. To do so, let’s con-
sider two material particles (P and Q) being dX the distance between
them in the reference configuration. However, due to the deformation
process, the separation distance in the current configuration is given by
dx. See Figure 12 for clarification.
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Figure 12: Transformation of line elements.
The Right Cauchy-Green tensor C is defined as follows:
ds2 = dx · dx = FdX · FdX = dX[FTF]dX = dX [C] dX (2.11)
Considering the polar decomposition theorem exposed previously,
the expression of C stays as follows:
C =
[
FTF
]
= [RU]T RU = UU (2.12)
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However, if such scalar product is done in the reference configura-
tion, we obtain the Left Cauchy-Green tensor b:
dS2 = dX · dX = F1dx · F−1dx = dx [F−TF−1]dx = dx [b−1]dx (2.13)
b =
[
FFT
]
= VR [VR]T = VV (2.14)
Considering the difference of the squares of line elements in both con-
figurations, see Equation 2.15, the corresponding stain tensors are de-
fined via the computation of the following expression:
ds2 − dS2 = dx · dx− dX · dX (2.15)
Thus, in the reference configuration, we can obtain the definition of
the Green-Lagrange Strain tensor E:
ds2−dS2 = dX ·C ·dX−dX ·dX = dX · [C− I] ·dX = 2dX ·E ·dX (2.16)
where:
E =
1
2
[C− I] (2.17)
However, if we operate in the same way but using the Left Cauchy-
Green tensor b (see Equation 2.18), the new strain tensor given in Equa-
tion 2.19 is referred to the current configuration:
ds2−dS2 = dx ·dx−dx·b−1 ·dx = dx·
[
I− b−1
]
·dx = 2dx·da·dx (2.18)
a =
1
2
[
I− b−1
]
(2.19)
being a the so-called Almansi Strain tensor.
2.4 Stress tensor definitions
In this section, several stress tensors defined with respect to different con-
figurations are presented. Let’s consider a cut off C0 ⊂ B0 in the reference
configuration and other cut off Ct ⊂ Bt in the current configuration. The
boundaries of the previous cut offs are, respectively, ∂C0 and ∂Ct as we
can see in Figure 13.
The interaction traction vector t at any material point on this arbitrary
internal cut, also known as traction vector, acts on the area element da
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and represent the force df=tda on Ct. The form of this traction vector is
given by the Cauchy Lemma:
tda = (σn) da = σda→ t := σn (2.20)
being σ the Cauchy stress tensor or the so-called true stress because it
relates the actual force with the actual deformed area, in other words, it
is related to the current configuration.
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Figure 13: Definition of the stress tensor.
Taking into account that the differential of area can be expressed as
follows:
da = det [F] F−TdA (2.21)
we arrive at a new expression:
σda = σdet [F] F−TdA = PdA (2.22)
being P, the first Piola-kirchhoff stress tensor which is is a two field tensor
with one basis expressed in the reference configuration and the other one
in the current configuration.
However, in order to obtain a stress tensor expressed in the reference
configuration, it is necessary to apply the pull-back technique through
the deformation gradient tensor F as follows:
S = F−1 P (2.23)
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where S is the Second Piola-Kirchhoff Stress tensor and is defined in the
reference configuration.
Finally, similarly to Cauchy Lemma, the Stokes heat flux takes the
form:
qn = q · n (2.24)
being qn and q the scalar and vector heat flux on the current configu-
ration (Cauchy), respectively. However, taking into account that the heat
flux has to be the same in both configurations (see Equation 2.25), we
arrive to the expression of the reference (first Piola-kirchhoff) heat flux
vector Q given by Equation 2.26.
q · nda = Q ·NdA (2.25)
Q = JF−1 · q (2.26)
2.5 Conservation or balance laws
In this section, the conservation laws or balance principles of continuum
thermo-mechanics, are presented. They have to be satisfied all the time
in any particular material.
2.5.1 Conservation of mass
The mass of a continuum body cannot be modified by a deformation pro-
cess for any arbitrary closed system. In other words, the mass of a con-
tinuum body remains constant before and after the deformation process.
The conservation of mass, in the Lagrangian and Eulerian configurations,
can be respectively written as:
ρ0 = Jρ; ρ˙+ ρdiv [v] = 0, (2.27)
where div [•] denotes the divergence with respect to the current set-
ting and v is the spatial velocity.
2.5.2 Conservation of linear momentum
The change of linear momentum in time is equal to the sum of all the
applied external forces acting on the continuum body. Therefore, the La-
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grangian and Eulerian forms of this balance equation, respectively, read:
ρ0V˙ = DIV [P] + Fv = 0; ρv˙ = div [σ] + fv = 0, (2.28)
with DIV [•] denoting the divergence with respect to the reference
setting. V˙ and v˙ being, respectively, the material and spatial acceleration
while Fv and fv denote the body forces per unit of reference and current
volume.
2.5.3 The conservation of energy
This conservation law governs the energy transformation in thermody-
namic processes and it is also known as the first law of thermodynamics.
Every continuum body interacts with its surroundings taking place an
exchange of heat and work between them in a way that, the total en-
ergy of the body remains constant. The conservation of energy, in the
Lagrangian and Eulerian configurations, takes the form:
ρ0e˙ = S : E˙ +R−DIV [Q] ; ρe˙ = σ : d + r − div [q] , (2.29)
being e the specific internal energy, E˙ the material rate of E and d the
deformation rate. Finally, R and r are the internal heat source per unit
reference and current volume, respectively.
2.5.4 Entropy inequality
The first law of thermodynamics does not determine the direction of
energy transfer. To solve this limitation, the second law of thermody-
namics is introduced. It establishes that the total entropy of an isolated
system is always positive. The Lagrangian and Eulerian expressions of
this inequality, respectively, take the following form:
ρ0η˙ ≥ R
ϑ
− 1
ϑ
DIV [Q]+
1
ϑ2
Q·∇Xϑ; ρη˙ ≥ r
ϑ
− 1
ϑ
div [q]+
1
ϑ2
q·∇xϑ, (2.30)
where η is the specific entropy and∇x (·) the spatial gradient of (·).
Alternative expressions for the second law of thermodynamics in the
reference and current configurations are given in Equation 2.31 thanks to
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the introduction of Helmholtz free energy function ψ through the Legen-
dre transformation: ψ = e− ϑη.
S : E˙−ρ0
(
ψ˙ + ϑ˙η
)
− 1
ϑ
Q ·∇Xϑ ≥ 0; σ : d−ρ
(
ψ˙ + ϑ˙η
)
− 1
ϑ
q ·∇xϑ ≥ 0.
(2.31)
Note that based on empirical evidences − 1ϑQ · ∇Xϑ ≥ 0 and − 1ϑq ·∇xϑ ≥ 0, indicate the direction of heat flow. Therefore, the Equation 2.31
takes a new form:
Dint := S : E˙− ρ0(ψ˙ + ϑ˙η) ≥ 0; Dint := σ : d− ρ(ψ˙ + ϑ˙η) ≥ 0 (2.32)
where Dint is the internal dissipation and has to be always positive.
Finally introducing Dint into Equation (2.29), the balance equations
read:
ρ0ϑη˙ = Dint +R−DIV [Q] ; ρϑη˙ = Dint + r − div [q] . (2.33)
2.6 Initial boundary value problem (IBVP)
This section introduces the formulation of the IBVP for coupled thermo-
mechanical problems (see Figure 14) and its weak formulation.
2.6.1 Formulation of the IBVP
The balance equation of linear momentum in terms of the reference
coordinates X ∈ B0 given in Equation (2.28) renders:
DIV [P] + Fv = 0 in B0. (2.34)
While, the energy balance in the Lagrangian description given in Equa-
tion 2.29 reads:
ρ0e˙ = S : E˙ +R−DIV [Q] in B0. (2.35)
Introducing the second law of the thermodynamics given in Equation
(2.33):
ρ0ϑη˙e = D
mech
int −DIV [Q] +R, (2.36)
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Figure 14: Thermo-mechanical problem of an arbitrary body.
and defining ρ0ϑη˙e = cpϑ˙+H, the Equation (2.36) can be change to:
cpϑ˙ = D
mech
int −DIV [Q] +R−H, (2.37)
being cp the specific heat capacity at constant deformation, H the struc-
tural heating or cooling and Dmechint the mechanical counterpart of the in-
ternal dissipation Dint.
2.6.2 Weak formulation
In this section, the weak form of the coupled thermo-mechanical IBVP
is presented. It is worth mentioning that, the construction of the weak
form, is used to perform the corresponding numerical approximation
based on FEM.
Let’s consider an arbitrary body B0 in the reference configuration
whose boundary ∂B0 is subdivided into several disjointed parts corre-
sponding to different sub-problems (mechanical and thermal) as we can
see in Figure 14: ∂B0,u ⊂ ∂B0 and ∂B0,t ⊂ ∂B0, with ∂B0 = ∂B0,u ∪ ∂B0,t
and ∂B0,u ∩ ∂B0,t = ∅ corresponding to the mechanical sub-problem,
and ∂B0,ϑ ⊂ ∂B0 and ∂B0,q ⊂ ∂B0, with ∂B0 = ∂B0,ϑ ∪ ∂B0,q and
∂B0,ϑ ∩ ∂B0,q = ∅ corresponding to the thermal sub-problem.
The weak form of the linear momentum balance Equation (2.34) ob-
tained through the standard Galerkin procedure, reads:
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Gu (u, ϑ, δu) =
∫
B0
P : ∇XδudV −
∫
∂B0
δu · (P ·N) dA−
∫
B0
Fv · δudV,
(2.38)
being δu the virtual displacement. Following the same procedure as be-
fore, but for the energy balance equation given in (2.37), the result is the
following :
Gϑ (u, ϑ, δϑ) =
∫
B0
(
Dmechint −DIV [Q] +R−H− cpϑ˙
)
δϑdV = 0, (2.39)
where δϑ is the virtual temperature. Introducing the Divergence Theo-
rem: ∫
B0
DIV [Q] δϑdV =
∫
∂B0
Q ·NδϑdA−
∫
B0
Q · ∇XδϑdV. (2.40)
we arrive to a new expression for the weak form of the energy balance:
Gϑ (u, ϑ, δϑ) =
∫
B0
Dmechint δϑdV +
∫
B0
RδϑdV −
∫
B0
HδϑdV −
∫
B0
cpϑ˙δϑdV
+
∫
B0
Jq · ∇xδϑdV −
∫
∂B0
QnδϑdA = 0, (2.41)
To highlight that, Qn represents the scalar reference surface heat flux
and is defined as: Qn = Q ·N.
2.7 The finite element method
In this section, the numerical method known as finite element method
(FEM) is outlined. This numerical method is used to solve the initial
boundary value problem (IBVP) previously introduced. For more infor-
mation about the FEM, the reader is referred to (138; 139).
2.7.1 Weak formulation and linearization of the equilib-
rium equations
The weak form of the equilibrium equations in the current configuration
adopts the form:
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G (u,v) =
∫
Ω
σ : gradv dV −
∫
∂Ω
t · v dA−
∫
Ω
Fv · v dV (2.42)
where u is the solution or real displacement and v is the virtual dis-
placement. It can be noticed the nonlinear character of the previous equa-
tion. Therefore, the linearization of the weak formulation through the
Taylor series expansion is performed as follows:
G (u + w,v) = G (u,v) +
dG (u + w, v)
d
∣∣∣∣
=0
·w + Rn (2.43)
being:
dG (u + w, v)
d
∣∣∣∣
=0
= δG (u,v,w)
= lim
→0
G (u + w,v)−G (u,v)

=
dG (u + w)
d
∣∣∣∣
=0
=
∫
Ω
dσ (u + w)
d
∣∣∣∣
=0
: ε(w) dV
=
∫
Ω
dF(ε (u + w))
d
∣∣∣∣
=0
: ε(v) dV
=
∫
Ω
∂F(ε (u + w))
∂ε (u + w)
∣∣∣∣
=0
dε (u + w)
d
∣∣∣∣
=0
: ε(v) dV
=
∫
Ω
C(u) : ε(w) : ε(v) dV
(2.44)
where F(.) stands for the Gateaux differentiable of the corresponding
variable and C(u) is the tangential material stiffness tensor.
2.7.2 Spatial discretization
For the numerical solution of the previous PDE, the FEM is used. There-
fore, the domain of a continuous body Ω is decomposed into small sub-
regions Ωe known as finite elements (see Figure 15), allowing an approx-
imation of the continuous body by a discretized domain Ωh as follows:
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Ω ≈ Ωh =
ne⋃
i=1
Ωe (2.45)
where ne is the number of subregions or finite elements.
Nodes
Figure 15: Discretization of a continuous body Ω by finite elements Ωe.
The geometry and displacement of each finite element is interpolated
between discrete points within the finite element called nodes. The in-
terpolations are made by the shape functions NI . It is worth mentioning
that, due to the isoparametric concept, the interpolation functions used
for the displacements and the geometry, see Equations 2.46 and 2.47, are
identical.
uh(x) =
n∑
I=1
NI(x)uI ∀ x in Ωe (2.46)
xh =
n∑
I=1
NIxI ∀ x in Ωe (2.47)
Neglecting the body forces Fv and taking into account that the dis-
cretized form of the integrals over the domain are given by the following
expression: ∫
Ω
(·) dV ≈
∫
Ωh
(·) dV =
ne⋃
i=1
∫
Ωe
(·) dV (2.48)
The continuous and discretized forms of the equilibrium equation in-
troduced in 2.42, stay as follows:
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G (u,v) =
∫
Ω
σ : δεdV −
∫
∂Ωt
t · v dA = 0
≈
ne⋃
i=1
n∑
I=1
vTI
∫
Ωe
BTI σ dV −
ne⋃
i=1
n∑
I=1
vTI
∫
∂Ωt
tNI dA
=
ne⋃
i=1
n∑
I=1
vTI RI −
ne⋃
i=1
n∑
I=1
vTI PI
= vTR− vTP
(2.49)
being BI the matrix containing the derivatives of the shape functions
(NI ), RI and PI the internal and external nodal forces, respectively and
finally R and P, the global internal and external force vectors.
The discretized strain variables are given by:
ε(∆u) = ∆ε(u) =
n∑
I=1
BI∆uI , ε(v) =
n∑
I=1
BIvI (2.50)
Therefore, the discrete linearized formulation of the equilibrium equa-
tions takes the following form:
δG(u,v,∆u) =
∫
Ω
C(u)∆ε(u)ε(v) dV ∆u
≈
ne⋃
i=1
n∑
I=1
n∑
J=1
vTI
∫
Ωe
BTI CBJ dV ∆uJ
=
ne⋃
i=1
n∑
I=1
n∑
J=1
vTI K
e
IJ ∆uJ
(2.51)
Where KeIJ is the element stiffness matrix which connects the nodes I
and J of a finite element and ∆u is an incremental increase of the solution
u. Finally, it should be mention that the global stiffness K is obtained
assembling the element stiffness matrices as follows:
K =
ne⋃
i=1
Ke (2.52)
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Chapter 3
Fundamentals of fracture
mechanics
Fracture mechanics (FM) is the field of mechanics concerned with the
study of the onset and growth of cracks in materials. This discipline has
attracted a huge interest in many industrial sectors over the last decades
involving bio-mechanics, aerospace, automotive, electronics, etc.
This chapter is devoted to present the fundamental aspects and con-
cepts of fracture mechanics. The organization of the present chapter is
as follows. In Section 3.1, the conceptual identification of the fracture
modes are explained, whereas in Section 3.2 the classical fracture me-
chanics models are exposed. Finally, in Section 3.3 more recent and ad-
vanced models are addressed.
3.1 Fracture modes
A crack opening or the relative displacement between crack edges can be
described as the combination of 3 failure modes (See Figure 16):
Mode I or opening mode: it is due to a normal stress to the fracture plane.
Mode II or sliding mode: it arises when there is a shear stress in the frac-
ture plane.
Mode III or tearing mode: it happens when there is a shear stress in a
plane different to the fracture plane.
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Mode I Mode II Mode III
Figure 16: Fracture modes.
3.2 Classical fracture mechanics
Fracture mechanics is usually divided into linear elastic fracture me-
chanics (LEFM) and nonlinear fracture mechanics (NLFM). The first one
uses linear elasticity and is appropriated for brittle fracture. In contrast,
NLFM is used in fracture processes which are dominated by inelastic ma-
terial behaviour. In other words, when the material presents an elasto-
plastic behaviour. For that reason, NLFM is commonly known as elasto-
plastic fracture mechanics (EPFM).
3.2.1 Linear elastic fracture mechanics
The first investigation was made by Inglis (140). In his seminal studies,
this author analyzed an infinite plane with an elliptical hole subjected
to a constant remote stress (Figure 17). The stress around the crack tip,
location A, is given by the expression:
σA = σ
(
1 +
2a
b
)
(3.1)
which means that, in the case of a sharp crack ( b→ 0 ) the stress diverges
(σ →∞). Therefore, it was no possible to establish a stress criterion for
crack propagation.
After that, Griffith introduced the basis of modern fracture mechanics
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A2a
2b
Figure 17: Infinite plane with a central elliptical hole under tension.
with an energetic vision, who established an energy balance criterion for
crack propagation (141):
Ut = Ui − Ua − Uw + Uγ (3.2)
being Ut the total elastic energy of the cracked body, Ui the initial strain
energy of the uncracked body, Ua the elastic energy release due to the
introduction of the crack, Uw the work made by external loadings and
Uγ the increase of the surface energy as a consequence of the new crack
creation. Therefore, a crack will propagate if the energy released upon
crack growth is sufficient to provide the energy necessary for creating
new free surfaces.
Subsequently, Irwin was able to compute the stress field around the
crack tip (142), who considered that fracture is presented in a small area
near the crack tip (plastic zone) instead of considering it concentrated in a
single point (crack tip). Therefore, a stress criterion for crack propagation
and the concept of stress intensity factor K were introduced.
Finally, to mention the limitations of LEFM: it is necessary the exis-
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tence of a pre-existing defect and only applies to brittle materials.
3.2.2 Elasto-plastic fracture mechanics
Elasto-plastic fracture mechanics (EPFM) is an extension of LEFM. It is
used when the material develops a significant plasticity near the crack
tip arising the plastic zone. To remark that, although the plastic zone
concept was introduced previously by Irwin (142), the plastic zone was
sufficiently small compared to the specimen dimensions, which means
that it could be considered as negligible.
The dimension and shape (143) of this plastic zone depends on the
material properties, the geometry of the problem, the loading conditions
and also on the crack length. One of the first estimations of the plastic
zone length under Mode I and plane stress conditions was:
de =
1
2pi
(
KI
σyy
)2
(3.3)
where KI is the stress intensity factor in Mode I and σyy the yield stress.
This calculation was made considering a perfect plastic behaviour and it
was based on an elastic crack-tip solution. For that reason, some authors
as Irwin (144) or Dugdale (145) introduced corrections of the plastic zone
length.
Among the potential fracture criteria used in EPFM, the main ones
are: crack tip opening displacement (CTOD) (146) and J-integral (147).
Although these models are widely used, they cannot predict the crack
onset.
3.3 Advanced methods for fracture mechanics
Apart from the models mentioned in the previous sections, finite fracture
mechanics (FFM) and cohesive zone models (CZMs) are widely used and
both of them can predict the crack onset.
FFM was proposed by Leguillon (148). This author used a coupled
stress-energy criterion which means that, both criteria (stress and energy
criterion), have to be fulfilled simultaneously for the onset and growth of
the crack. Owing to its solid theoretical roots, FFM can predict the crack
onset, in other words, does not need the existence of an initial crack,
because an instantaneous formation of cracks of finite size is assumed.
This tool have been widely used in the literature, See (31; 149; 150).
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Alternative methodologies for the prediction of fracture events in solids
and interfaces are CZMs, which have been extensively exploited in the
last decades (151; 152; 153). These models consider two crack tips: one
Process zone
Real crack tip
Fictitious 
crack tip
Figure 18: CZM.
fictitious and other real, being the distance between them known as pro-
cess zone. In CZM when the surfaces of an interface separate, traction in-
creases until a maximum σc (fictitious crack tip) and then progressively
reduces to zero (real crack tip) resulting a complete separation as we can
see in Figure 18. A detailed description of CZMs and its combination
with phase field methods is given in Chapter 5.
Note that, all these models based on fracture mechanics have prob-
lems representing the crack opening and predicting the crack propaga-
tion. Therefore, remeshing techniques, the extended finite element meth-
ods (XFEM) (154), the enhanced finite element method (EFEM) (155) and
algorithms to track the crack path are needed. However, these techniques
still present problems in 3D applications. To solve this situation, smeared
crack models emerged. It is worth mentioning that, the XFEM is an ex-
tension of the traditional finite element method based on the concept of
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the partition of unity. It enriches the degrees of freedom using special
displacement functions in order to allow discontinuities in an element.
In other words, a crack within an element can be described. Conversely,
the EFEM is very similar to XFEM but in that case the enrichment is ac-
complished in the strain space by adding a set of incompatible modes
which allows crack representation.
Finally, with regard to the smeared crack models, one of the most
prominent methods is the so-called phase field (PF) approach of brit-
tle fracture (40; 156; 157), which is rooted on the Griffith theory. The
PF model considers that the damage does not depend on a single point
(discrete crack), depends on the stress field near to the point considered
(diffusive crack). Therefore, although PF methods exploit fracture me-
chanics concepts, damage is envisaged in a diffusive fashion instead of
using strong discontinuous formulations. This fact allows the preclusion
of tracking the crack path or to remeshing techniques as the crack prop-
agates. Moreover, it is a non-local damage model so pathological mesh
dependency is reduced.
Due to all the previous advantages in conjunction with its capacity of
capturing very complex crack paths and also to its inherent versatility,
the phase field model has been widely developed over the last decade
and will be a matter of use in this dissertation in high-tech components
(long-fiber reinforced composites, FGMs, shells and thin film-substrate
structures) and on different length scales. Consequently, a more compre-
hensive description of this method is outlined in the forthcoming chap-
ter.
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Chapter 4
Phase field model for brittle
fracture
In this chapter, the basic concepts of the phase field (PF) approach of
fracture (156) are presented in Section 4.1. Moreover, the formulation and
implementation of this model in different elements, such as solids and
shells, has been exposed in Section 4.2 and 4.3, respectively. Finally, in
Section 4.4, the extension of the phase field model to functionally graded
materials is discussed. Contents of the present chapter are based on the
research papers (15; 16; 77; 78).
4.1 Theoretical concepts of the phase field model
In order to introduce the basic aspects of the PF approach of fracture
in a multi-dimensional (2D or 3D) framework, we refer to an arbitrary
solid in the Euclidean space Rn, which is identified by B ⊂ Rn, where
n is the dimension of the analysis. A material point within the domain
in the Cartesian setting is given by the position vector x. Body actions
are denoted by the vector fv : B −→ Rn. The boundary of the solid B
is identified by ∂B ⊂ Rn−1, which is split into the boundary portions
whereby the kinematic and static actions are prescribed, namely the re-
gions ∂Bu and ∂Bt, respectively, which are characterized by the corre-
sponding fields u and t. These parts of the body boundary fulfill the
standard conditions: ∂Bt ∪ ∂Bu = ∂B and ∂Bt ∩ ∂Bu = ∅. Therefore,
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these prescribed actions can be expressed as:
u = u on ∂Bu and t = σ · n on ∂Bt (4.1)
where n stands for the outer normal vector to the body.
The kinematics of the solid is characterized by the displacement field
u : B → Rn. The Cauchy stress and the infinitesimal strain tensor fields
are introduced as: σ : B → Rn×n and ε : B → Rn×n. In the infinitesimal
deformation setting, the strain field is defined as the symmetric part of
the displacement gradient: ε := ∇sxu.
Rooted on the Griffith theory of fracture (141), the central aspect of the
PF technique envisages a regularized crack representation of the sharp
crack topology within a diffusive crack zone of width l, being l known as
phase field length and given by the following equation (125; 126):
l =
27E′GC
256σ2c
(4.2)
This regularization is characterized through the introduction of a
damage-like scalar variable d : B x [0, t] −→ [0, 1] (126), which triggers the
progressive stiffness degradation upon fracture evolution. This regular-
ization is schematically depicted in Figure 19 for a 1D problem (127; 156),
and it is characterized by the length l which controls the transition be-
tween fully intact (d = 0) and broken (d = 1) states.
Crack regularization region
Figure 19: Diffusive crack at regularization. 1D problem at x = 0 depending
on the length scale parameter l.
According to (156), the equations associated with the phase field prob-
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lem in the bulk take the form:
d− l2∆d = 0 in B and ∇xd · n = 0 in ∂B (4.3)
whereby ∆d is the Laplacian of the variable d, and ∇xd stands for its
spatial gradient.
The crack surface density functional γ(d,∇xd) accounting for the reg-
ularized crack topology is defined as:
Γc(d) :=
∫
B
γ(d,∇xd) dΩ (4.4)
This functional endows the condition that Equation (4.4) converges to
the sharp crack surface Γc for the limit l → 0 in the spirit of the Γ-
convergence concept. The particular form of γ(d,∇xd) herewith adopted
is in line with that previously defined in (156):
γ(d,∇xd) = 1
2l
d2 +
l
2
|∇xd|2 (4.5)
Moreover, by the virtue of the introduction of the previous functional,
the crack-related integral in the original Griffith formulation can be ap-
proximated by the volume integral as follows:∫
Γc
Gc d∂Ω ≈
∫
B
Gcγ(d,∇xd) dΩ (4.6)
Accordingly, the total energy functional of the solid reads (Figure 20):
Π(u, d) =
∫
B
ψ(ε, d) dΩ +
∫
B
Gcγ(d,∇xd) dΩ + Πext(u) (4.7)
where the first term represents the elastic energy that is affected by
the degradation variable, and the second term stands for the dissipated
energy due to the crack evolution characterized by the fracture tough-
ness Gc (both terms are arranged into the internal functional Πint (u, d);
finally Πext (u) accounts for the contribution of the external actions. Note
that in the previous derivations, in a 2D setting, body and boundary in-
tegrals are associated with surface and line integrals, respectively. The
corresponding extension to 3D analyses encompasses the evaluation of
such terms over volume domains and crack-surface regions, respectively.
One key aspect of this numerical technique is the fact that crack propa-
gation results from the direct competition between the bulk and crack
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a) b)
Figure 20: Phase field method for diffusive crack modeling for bulk frac-
ture: representation for arbitrary bodies. a) identifies an arbitrary cracked
body accounting for a discrete crack. b) identifies the regularized crack rep-
resentation using the phase field approach of fracture
energy terms. The displacement and phase field are then determined
by minimizing the energy functional given in Equation (4.7), which can
be performed following either fully monolithic or a staggered solution
schemes (127; 156). In order to prevent cracking in regions under com-
pression states, the elastic energy term of the solid (ψ(ε, d)) admits the
use of the spectral decomposition to split the traction and compression
counterparts as follows (156):
ψ(ε, d) = g(d)ψe+(ε) + ψ
e
−(ε), (4.8a)
ψe+(ε) =
λ
2
(〈tr[ε]〉+)2 + µtr[ε2+], (4.8b)
ψe−(ε) =
λ
2
(〈tr[ε]〉−)2 + µtr[ε2−], (4.8c)
ε± =
ndim∑
i=1
2−n = 〈εi〉±niε ⊗ niε (4.8d)
being λ y µ the Lamé constants; ε+ and ε− respectively stand for the pos-
itive and negative parts of the infinitesimal strain tensor. The symbol tr[•]
identifies the trace operator, whereas 〈•〉± denotes the Macaulay bracket:
〈•〉± = (•± | • |)/2. The symbols εi and niε are, respectively, the eigenval-
ues and eigenvectors of the strain tensor. Note that alternative schemes
such as the isochoric-volumetric decomposition can be also adopted in
a straightforward manner. It is worth to clarify that, this decomposition
into positive and negative parts is done because a crack cannot nucle-
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ate or propagate under compressive loads. However, during the load
history, material interpenetration can happen. Although the interpene-
tration problem is out of the scope of the present work, it should be very
interesting to analyse in the future the preclusion of this phenomenon. A
possible way can be the method proposed in (158).
The degradation function g(d) used in the present thesis reads:
g(d) = (1− d)2 +K (4.9)
where K is a residual stiffness parameter to avoid computational insta-
bilities.
Following standard thermodynamic arguments, the Cauchy stress
tensor for the PF formulation can be expressed as:
σ :=
∂ψˆ
∂ε
= g(d)σ+ + σ−; with σ± = λ (〈tr[ε]〉±) 1 + 2µε± (4.10)
being 1 the second order identify matrix, and σ± denoting the positive
and negative parts of σ. Note that, alternative positive-negative decom-
position schemes such as that proposed in (159) and (160) can be adopted
in the current modeling framework in a simple manner. However, the
discussion of the performance of such alternative decomposition meth-
ods are beyond the scope of the present study. In addition to the pre-
vious considerations, in the current formulation, we account for the irre-
versible character of fracture processes via an history dependent variable
in line with (156). In order to perform a careful analysis regarding possi-
ble effects of the proposed model to ensure such irreversibility, the pro-
cedure proposed in (161) is a plausible way to overcome some potential
drawbacks preserving the accuracy of the method.
4.2 2D finite element formulation of the phase
field model in solids
In this section, the main aspects of the numerical implementation of the
PF model for brittle fracture are described within the framework of the
finite element method (FEM). First of all, the weak form of the PF model
is obtained by the virtual variation of the functional given in Equation
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(4.7):
δΠ(u, δu, d, δd) =
∫
Ω
σ : δεdΩ−
∫
Ω
2(1− d)δdψe+(ε) dΩ+∫
Ω
Gcl
[
1
l2
dδd+∇xd.∇x(δd)
]
dΩ + δΠext(u, δu)
∀δu ∈ Du, δD ∈ Dd
(4.11)
where:
Du = δu | u = u¯ on δΩu,u ∈ H1
Dd = δd | d = d¯ on δΓu, d ∈ H0
δΠext(u, δu) =
∫
δΩ
t¯ · δu dδΩ + ∫
Ω
fv · δu dΩ
being δu and δd the virtual variation of the displacement vector and of
the PF variable, respectively.
Secondly, we introduce the finite element (FE) discretization. To men-
tion that, the isoparametric element is the bi-unit square domain centered
in the origin of the vector space ξ = (ξ1, ξ2). As we can see in Equation
(4.12) and (4.13), the position (x), the displacement field (u), its varia-
tion (δu) and its linearization (∆u), are interpolated using the Lagrangian
shape functions N I (ξ):
x ∼=
n∑
I=1
N I x¯I = Nx¯, u ∼=
n∑
I=1
N IdI = Nd (4.12)
δu ∼=
n∑
I=1
N IδdI = Nδd, ∆u ∼=
n∑
I=1
N I∆dI = Nδd (4.13)
being n the number of nodes per element, x¯I and dI the nodal coordi-
nates and displacement values of the node I, x¯ and d the vectors con-
taining the nodal coordinates and nodal displacements of the element
and N the operator collecting the interpolation functions at the element
level. However, to interpolate the strain field (ε), its variation (δε) and
its linearization (∆ε), the displacement-strain operatorBd is used as fol-
lows:
ε ∼= Bdd, δε ∼= Bdδd, ∆ε ∼= Bd∆d (4.14)
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Finally, to interpolate the parameters associated with the damage vari-
able, we need to use two operators Bd and N . In particular, N is used
for the interpolation of the PF variable (d), its variation (δd) and its lin-
earization (∆d):
d ∼=
n∑
I=1
N I d¯I = N d¯, δd ∼=
n∑
I=1
N Iδd¯I = Nδd¯, ∆d ∼=
n∑
I=1
N I∆d¯I = Nδd¯
(4.15)
while Bd is used to interpolate the gradient of the PF variable (∇xd), its
variation (∇xδd) and its linearization (∇x∆d):
∇xd ∼= Bdd¯, ∇x(δd) ∼= Bdδd¯, ∇x(∆d) ∼= Bd∆d¯ (4.16)
Following the same idea as in Equation (4.12), d¯I and d¯ are, respec-
tively, the values of the PF variable at the node level and the vector con-
taining the nodal PF variable at the element level. After the previous
discussion of the interpolation scheme, we can conclude that, the dis-
cretized form of Equation (4.11) at the element level is the following:
δΠ¯el(d, δd, d¯, δd¯) =δdT
[∫
Ωel
[(
(1− d)2 + k)BdTσ+ +BdTσ−] dΩ
−
∫
∂Ωel
NT t¯d∂Ω−
∫
Ωel
NTfv dΩ
]
+ δd¯T
[∫
Ωel
−2(1− d)NTψe+(ε) dΩ
+
∫
Ωel
Gcl
(
BTd∇xd+
1
l2
NT d
)
dΩ
]
= δdTfd + δd¯
Tfd
(4.17)
where:
fd = fd, ext − fd, int =
∫
Ωel
[(
(1− d)2 + k)BdTσ+ +BdTσ−] dΩ
−
∫
∂Ωel
NT t¯d∂Ω−
∫
Ωel
NTfv dΩ
(4.18)
fd =
∫
Ωel
−2(1−d)NTψe+(ε) dΩ+
∫
Ωel
Gcl
(
BTd∇xd+
1
l2
NT d
)
dΩ (4.19)
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being fd the residual vector associated to the displacement field and fd
the residual vector associated to the PF variable.
The linearization of the previous residual vector yields to the follow-
ing coupled system:[
Kdd Kdd
Kdd Kdd
] [
∆d
∆d
]
=
[
fd,ext
0
]
−
[
fd,int
fd
]
(4.20)
To solve the linearized system, a Jacobi-type solution scheme in line with
(156) is used. For further information about the stiffness matrices Kdd,
Kdd,Kdd andKdd, the reader is referred to (162).
4.3 3D finite element formulation of the phase
field model in solid shells
This section summarizes the extension of the PF modeling approach for
3D applications incorporating a nonlinear enhanced assumed solid shell
model into the formulation. This shell model is especially suitable for
triggering fracture events in thin walled structures, displaying a locking
free performance from the numerical standpoint (106; 113).
1
3
2
Reference configuration
Current configuration
Shell midsurface
Figure 21: Description of the solid shell element.
For nonlinear shell analysis undergoing large deformations, we de-
note B0 ⊂ R3 as the reference placement and Bt ⊂ R3 its correspond-
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ing current placement. The position vectors at the reference and cur-
rent configurations are denoted by X and x, respectively. The nonlinear
deformation mapping is defined as: ϕ(X, t) : B0 × [0, t] → R3, where
[0, t] stands for the time step interval mapping the reference material
points (X ∈ B0) onto the current material points (x ∈ Bt), such that
x = ϕ(X, t). The definition of the displacement-derived deformation
renders: Fu := ∂Xϕ(X, t), where Ju = det[Fu] is the corresponding Ja-
cobian of the transformation and ∂X is the partial derivative with respect
to the reference frame.
The parametric space identified for the current shell model is denoted
as: A := {ξ = (ξ1, ξ2, ξ3) ∈ R3 | − 1 ≤ ξi ≤ +1; i = 1, 2, 3}, where (ξ1, ξ2)
are in-plane directions, ξ3 stands for the thickness direction and H is the
initial shell thickness. The solid shell formulation, also denominated as
6-parameter shell model, envisages the parametrization of an arbitrary
material point X(ξ) through the linear interpolation of the position of the
top Xt(ξ1, ξ2) and bottom Xb(ξ1, ξ2) vectors:
X(ξ) =
1
2
(
1 + ξ3
)
Xt(ξ1, ξ2) +
1
2
(
1− ξ3)Xb(ξ1, ξ2) (4.21)
This interpolation scheme also holds for the current configuration:
x(ξ) =
1
2
(
1 + ξ3
)
xt(ξ1, ξ2) +
1
2
(
1− ξ3) xb(ξ1, ξ2) (4.22)
The kinematic field, u(ξ) yields:
u(ξ) := x(ξ)−X(ξ) = v(ξ1, ξ2) + ξ3w(ξ1, ξ2) (4.23)
where v(ξ1, ξ2) and w(ξ1, ξ2) stand for the displacement of the shell mid-
surface and the displacement vector that accounts for the difference be-
tween the shell director vector in the current and in the reference con-
figuration, respectively. The co-variant basis in the reference (Gi) and
current (gi) configurations render:
Gi(ξ) :=
∂X(ξ)
∂ξi
, gi(ξ) :=
∂x(ξ)
∂ξi
(4.24)
whereas in the curvilinear setting the displacement derived deformation
gradient, Fu, takes the form:
Fu := gi ⊗Gi (4.25)
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The previous parametrization is also assumed for the phase field vari-
able, identifying the phase field variables corresponding to the top and
bottom surfaces of the shell, dt and db, respectively (130):
d(ξ) =
1
2
(
1 + ξ3
)
dt(ξ
1, ξ2) +
1
2
(
1− ξ3) db(ξ1, ξ2). (4.26)
With regard to the variational formalism, in the current solid shell for-
mulation, the enhanced assumed strain (EAS) technology is advocated to
alleviate locking pathologies. In particular, the EAS method is adopted
through the additive decomposition of the Green-Lagrange strain tensor
E = Eu + E˜, where Eu and E˜ denote the compatible and the incompati-
ble counterparts of the strain (109; 163), respectively. In this concern, the
formulation is defined through the Hu-Washizu functional, whereby the
displacements u, the incompatible strains E˜, the second Piola-Kirchhoff
stress tensor S and the crack phase field variable d, constitute the inde-
pendent fields of the formulation.
Considering a generic shell with cracks as shown in Figure 21, the
Hu-Washizu functional takes the following form:
Π(u, E˜,S, d) =
∫
B0\Γ
g(d)Ψ(E) dΩ−
∫
B0
S : E˜ dΩ +
∫
B0
Gbcγ(d,∇Xd) dΩ︸ ︷︷ ︸
Πfr
+ Πext
(4.27)
where Πfr is the dissipative contribution due to fracture events and Πext
is the external potential.
Taking into account the orthogonality condition for the stress field S
and the enhanced strain field E˜ (164), the weak form of Equation (4.27)
leads to the following residual equations:
Ru(u, δu, E˜, d) =Ruint −Ruext =∫
B0
g(d)
∂Ψ
∂E
: δEu dΩ + δΠext = 0
(4.28)
RE˜(u, E˜, δE˜, d) =
∫
B0
g(d)
∂Ψ
∂E
: δE˜ dΩ = 0 (4.29)
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Rd(u, E˜, d, δd) =
∫
B0
−2(1− d)δdΨ(E) dΩ
+
∫
B0
Gcl
[
1
l2
dδd+∇xd · ∇x(δd)
]
dΩ = 0
(4.30)
To solve the previous nonlinear equations, Newton-Raphson method
is used. Therefore, it is necessary to linearize the previous equations as
follows:
L˜[Ru(u, δu, E˜, d)] · [∆u,∆E˜,∆d] =∫
B0
g(d)
[
δEu :
∂2Ψ
∂E2
: ∆Eu +
∂Ψ
∂E
: ∆δEu
]
dΩ
+
∫
B0
g(d)
[
δEu :
∂2Ψ
∂E2
: ∆E˜
]
dΩ
+
∫
B0
δEu :
∂Ψ
∂E
∂g(d)
∂d
∆ddΩ
(4.31)
L˜[RE˜(u, E˜, δE˜, d)] · [∆u,∆E˜,∆d] =∫
B0
g(d)
[
δE˜ :
∂2Ψ
∂E2
: ∆Eu + δE˜ :
∂2Ψ
∂E2
: ∆E˜
]
dΩ+∫
B0
δE˜ :
∂Ψ
∂E
∂g(d)
∂d
∆ddΩ
(4.32)
L˜[Rd(u, E˜, δE˜, d)] · [∆u,∆E˜,∆d] =
∫
B0
−2(1− d)δd∂Ψ
∂E
: ∆Eu dΩ
+
∫
B0
−2(1− d)δd∂Ψ
∂E
: ∆E˜ dΩ +
∫
B0
2δdΨ(E)∆ddΩ
+
∫
B0
Gcl
[
1
l2
δd∆d+∇x∆d · ∇x(δd)
]
dΩ
(4.33)
About the FE discretization. To interpolate the position vector in the
current and in the reference configuration, standard tri-linear shape func-
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tionsN(ξ) are used:
X ∼=
n∑
I=1
N I(ξ)XI = N(ξ)X˜ (4.34)
x ∼=
n∑
I=1
N I(ξ)xI = N(ξ)x˜ (4.35)
being XI and xI the coordinates values of the node I in the reference and
current configurations, respectively; X˜ and x˜ vectors containing the nodal
coordinates of the element in the reference and current configuration and
n the number of nodes.
For the interpolation of the displacement field (u) and the phase field
variable (∆d), their respective variations (δu, ∆d) and their increments
(∆u, ∆d ), theN(ξ) operator is again used:
u ∼= N(ξ)d, δu ∼= N(ξ)δd, ∆u ∼= N(ξ)∆d (4.36)
d ∼= N(ξ)d˜, δd ∼= N(ξ)δd˜, ∆d ∼= N(ξ)∆d˜ (4.37)
where d is the nodal displacement vector at the element level and d˜ is the
nodal phase field vector at the element level.
To interpolate the material gradient of the phase field (∇x(d)), its vari-
ation (∇x(δd)) and its increment (∇x(∆d)), a new operator, Bd, is needed:
∇x(d) ∼= Bd(ξ)d˜, ∇x(δd) ∼= Bd(ξ)δd˜, ∇x(∆d) ∼= Bd(ξ)∆d˜ (4.38)
However, to interpolate the compatible strain field (Eu), its variation
(δEu) and its increment (∆Eu), the displacement-strain operator B(d) is
employed:
Eu ∼= B(d)d, δEu ∼= B(d)δd, ∆Eu ∼= B(d)∆d (4.39)
While for the interpolation of the enhanced strain (E˜), its variation
(δE˜) and its increment (∆E˜), the enhancing interpolation matrixM(ξ) is
used:
E˜ ∼= M(ξ)ζ, δE˜ ∼= M(ξ)δζ, ∆E˜ ∼= M(ξ)∆ζ (4.40)
where ζ is the vector of the discretized incompatible strains, in other
words, it contains the EAS parameters. To say that M , is expressed in
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the global setting. For that reason, it is necessary a transformation map-
ping between the parametric (M˜ ) and the global spaces (M ), see (106).
Finally, the form of the operator M˜(ξ) used in this work is defined as
follows (107; 110):
M˜ξ =

ξ1 0 0 0 0 0 0
0 ξ2 0 0 0 0 0
0 0 ξ3 ξ1ξ3 ξ2ξ3 0 0
0 0 0 0 0 ξ1 ξ2
0 0 0 0 0 0 0
0 0 0 0 0 0 0
 (4.41)
After the insertion of the discretized operators into the corresponding
residual forms, the current formulation preserves the computational
efficiency of standard shell models, setting the displacement degrees of
freedom as the exclusive nodal unknowns via static condensation proce-
dures.
Furthermore, in the current solid shell model, transverse shear and
trapezoidal locking are alleviated with the assumed natural strain (ANS)
method. To do so, the interpolation of the transverse shear (E13, E23)
and normal strain (E33) components are evaluated at some collocation
points, which are given in Figure 22.
Shell midsurface Shell midsurface
ANS for transverse shear locking ANS for trapezoidal locking
Figure 22: ANS method: definition of the collocation points in the element
parametric space.
Therefore, the assumed interpolation of the transverse shear and nor-
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mal strain components can be computed as:
EANS13 =
2∑
n=1
(1 + ξ2Aiξ
2)E13(ξA) (4.42a)
EANS23 =
2∑
n=1
(1 + ξ1Biξ
1)E23(ξB) (4.42b)
EANS33 =
4∑
n=1
(1 + ξ1Ciξ
1)(1 + ξ2Ciξ
2)E33(ξC) (4.42c)
The insertion of the previous discretization scheme into the residual
forms, Equations (4.28)-(4.30), and the linearized systems given in Equa-
tions (4.31)-(4.33), leads to the following coupled system: Kdd Kdd KdζKdd Kdd Kdζ
Kζd Kζd Kζζ
 ∆d∆d˜
∆ζ
 =
 Rd,ext0
0
−
 Rd,intRd
Rζ
 (4.43)
It is worth mentioning that, this system is reduced due to the static
condensation of the incompatible strains at the element level (106). There-
fore, the coupled system to solve reads:
[
K∗dd K
∗
dd
K∗dd K
∗
dd
] [
∆d
∆d˜
]
=
[
Rd,ext
0
]
−
[
R∗d,int
R∗d
]
(4.44)
being the modified residuals and tangent matrices the following:
K∗dd = Kdd −KdζK−1ζζ Kζd, K∗dd = Kdd −KdζK−1ζζ Kζd (4.45)
K∗dd = Kdd −KdζK−1ζζ Kζd, K∗dd = Kdd −KdζK−1ζζ Kζd (4.46)
R∗d,int = Rd,int −KdζK−1ζζ Rζ , R∗d = Rd −KdζK−1ζζ Rζ (4.47)
Finally, the solution scheme used is a Jacobi-type (156) as in Section
4.2.
4.4 Extension of the phase field model to func-
tionally graded shells
The functionally graded shells considered in the present dissertation are
composed by two phases (metallic and ceramic) whose volume fractions
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vary smoothly along the thickness direction. In this section, we want to
apply the phase field model to functionally graded (FG) shells. To do so,
we only need to define the material properties as functions of the spatial
variation as follows (163):
p(ξ3) = pm ∗ fm + pc ∗ fc (4.48)
where the subscriptsm and c identify the metallic and ceramic constituents,
f is the volume fraction of the corresponding phase and p is a generic
material property. The volume fractions are represented by the follow-
ing equations:
fc =
[
ξ3
H
+
1
2
]n
(4.49)
fm = 1− fc (4.50)
where n is the volume fraction exponent (n ≥ 0) and H is the initial
thickness of the shell. Therefore, when n = 0 a fully ceramic material is
represented. However, when n approaches infinity, we are considering a
fully metallic structure.
Through the use of the previous expression regarding the spatial vari-
ation of the material properties, it is noticing that they are dependent on
the volume fraction, i.e. in the present case on the thickness coordinate
ξ3. This rule of mixture affects: Young modulus (E), fracture energy (Gc)
and phase field length scale (l). Note that the variation of l with respect
to ξ3 implies a novel aspect with respect to alternative PF formulations
for FGMs (132).
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Chapter 5
Cohesive zone model
As it is well known, cohesive zone models (CZMs) are widely used to
model fracture of interfaces. In the present thesis, two different cohesive
models have been used: a new tension cut-off model coupled with phase
field (Section 5.1) and a bi-linear traction-separation cohesive model un-
coupled with phase field (Section 5.2). Contents of this chapter are par-
tially extracted from (15; 16; 78).
5.1 Cohesive zone model compatible with phase
field
In the present section, the new CZM compatible with PF proposed in (14)
is exposed. This section includes the basic concepts of this new model
and also, its finite element formulation in 2D and 3D interface elements.
To make clear that, in the sequel , the combination of the PF model and
the new CZM coupled with it is denominated as PF-CZM.
5.1.1 Theoretical concepts
In order to capture complex delamination paths in heterogeneous media,
Paggi and Reinoso proposed a numerical technique in (14), which con-
sistently combines the PF approach in the bulk with interface elements
complying with the cohesive zone concept. The basic hypothesis of such
a technique relies on the consideration of a system which contains a crack
Γb and a prescribed discontinuity Γi (characterizing the presence of an
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interface). The material points of the bulk are identified by the position
vectors x, whereas a generic point of the interface is denoted by the po-
sition vector xc, see Figure 23.
Sharp crack Diffusive crack
1
3
2
1
3
2
a) b)
Figure 23: PF-CZ method for diffusive crack modeling for heterogeneous
media. The dashed line corresponds to the placement of prescribed inter-
faces in the system. a) and b) plots identify the sharp and smeared crack
representations in the bulk.
Accordingly, the dissipative phenomena in the system can potentially
arise from two different sources: (i) the crack propagation within the
bulk, and (ii) the delamination events along the existing interfaces.
Assuming this scenario, the total potential energy given in Equation
(4.7) is herewith recalled. In particular, the current methodology assumes
that the dissipative term in Equation (4.7) can be additively decomposed
into: (i) the energy dissipated in the bulk, which is triggered following
the standard PF approach and (ii) the energy dissipated via delamination
along the existing interfaces, complying with a cohesive-like representa-
tion. This split is envisaged via the consideration of the bulk and the
interface fracture energies, which are denoted by Gbc and Gi, respectively.
In line with this assumption, the internal body functional renders:
Πint(u,Γb,Γi) = ΠB + ΠΓb + ΠΓi =
∫
B\Γ
ψe(ε) dΩ +
∫
Γb
Gbc(u, d) dΓ+
+
∫
Γi
Gi (g, h, d) dΓ
(5.1)
being g the continuous displacement between the two flanks of the in-
terface, whilst h and d denote an history variable associated with the
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interface degradation upon failure (165) and phase field variable in the
bulk, respectively.
Without loss of generality, a tension cut-off interface behavior is hence-
forth adopted. The coupling with the phase field in the bulk is accom-
plished by modifying the critical displacement gap for each fracture mode
through the following relationship (14): gc(d) = (1− d)gc,0 + dgc,1, where
gc,0 = gc(d = 0) and gc,1 = gc(d = 1). Therefore, as the phase field
variable increases, the critical gap also increases. Note however that the
current formulation preserves the critical fracture energy, which causes
the reduction of the stiffness and the critical stress.
The corresponding traction-displacement gap law for fracture modes
I and II are given by (Figure 24):
σ =
 kn
gn
gnc
, if 0 <
gn
gnc
< 1;
0, if
gn
gnc
≥ 1,
(5.2)
τ =
 kt
gt
gtc
, if 0 <
gt
gtc
< 1;
0, if
gt
gtc
≥ 1.
(5.3)
where σ and τ identify the interface tractions associated with fracture
modes I and II, respectively, whereas gn and gt denote the normal and
tangential gaps.
Figure 24: Schematic representation of the traction-separation law of the
CZM which accounts for the PF variable. Left: mode I CZM traction σ vs.
gn. Right: mode II CZM traction τ vs. gt.
Then, recalling the assumption of the critical fracture energy preser-
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vation, the apparent interface stiffness in both modes, kn and kt, is given
by:
kn = kn,0
(
gnc,0
gnc
)2
; kt = kt,0
(
gtc,0
gtc
)2
(5.4)
where kn,0 y kt,0 indicate the initial normal and tangential stiffness for in-
tact surrounding bulk, respectively, and gnc,0 and gtc,0 their correspond-
ing critical gaps.
Interface failure is triggered using a standard quadratic fracture cri-
terion: ( GiI
GiIC
)2
+
( GiII
GiIIC
)2
= 1 (5.5)
being GiI and GiII the energy release rates associated with the fracture
modes I and II. If we consider the Equation 5.4 and also the coupling
function, the energy release rates are expressed as follows:
GiI(d) =
1
2
kn,0g
2
n
g2nc,0
[(1− d)gnc,0 + dgnc,1]2
,
GiII(d) =
1
2
kt,0g
2
t
g2tc,0
[(1− d)gtc,0 + dgtc,1]2
(5.6)
As it has been said previously, the critical fracture energies (GiIC and
GiIIC) are constant independently of the value of the phase field damage
variable. Therefore, they can be computed as follows:
GiIC =
1
2
g2nc,0kn,0; GiIIC =
1
2
g2tc,0kt,0 (5.7)
Finally, to mention that this coupling between the phase field and the
stiffness of the interface has sense when damage is initiated in the bulk
and arrives to an interface (131). For other cases, a classical tension cut-
off law is considered by assuming a coupling factor (gc,1/gc,0) equal to
1.
5.1.2 2D finite element formulation of the new cohesive
zone model compatible with the phase field approach
of brittle fracture
This subsection presents the formulation and implementation of the CZM
compatible with PF in a 4 node isoparametric interface finite element
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(Figure 25). Therefore, the variational formulation regarding the inter-
face contribution to the total functional of the system given in Equation
(5.1), is presented. Complying with a standard Galerkin procedure, the
weak form of the interface contribution reads:
δΠΓi(u, δu, d, δd) =
∫
Γi
(
∂Gi(u, d)
∂u
δu+ +
∂Gi(u, d)
∂d
δd
)
dΓ (5.8)
In Equation (5.8), δu denotes the admissible kinematic field vector
function (Vu =
{
δu |u = u on ∂Bu,u ∈ H1
}
), whereas δd identifies the
approximation functions of the phase field variable (Vd = {δd | δd = 0 on
Γb , d ∈ H0}).
The discretization of the previous variational form can be carried out
within the context of the FEM through the use of standard isoparametric
elements. Without loss of generality, we adopt a first-order interpolation
scheme for the kinematic and the phase field variables. Thus, d repre-
sents the nodal-based displacement field and d¯ denotes the nodal-based
phase field, both vectors being defined at the element level for the corre-
sponding numerical implementation.
Figure 25: 2D interface element: local setting.
Accordingly, the discrete form of Equation (5.8) at the element level
Γeli (Γi ∼
⋃
Γeli ) adopts the form:
δΠ˜elΓi(d, δd, d¯, δd¯) =
∫
Γeli
(
∂Gi(d, d¯)
∂d
δd+
∂Gi(d, d¯)
∂d¯
δd¯
)
dΓ (5.9)
where Gi = GiI + GiII :
The displacement vector between the crack flanks along the interface
is characterized by the gap vector, g. The discrete form of the gap vector
for each point of Γeli can be computed as the difference between the dis-
placements of opposite points along the interface, which can be obtained
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from the nodal displacements d multiplied by the average matrix L and
the interpolation matrix N:
g = NLd = Bˆdd (5.10)
identifying Bˆd = NL as the interface compatibility operator. The con-
stitutive law at the interface requires the consideration of a local setting,
which is defined by the normal and tangential unit vectors (124). Corre-
spondingly, the gap vector in the global setting (Equation (5.10)) is mul-
tiplied by the rotation matrix R in order to obtain the gap vector in the
local setting gloc:
gloc
∼= Rg = RBˆbd (5.11)
In a similar manner, the discrete average phase field variable d at the
interface (Γeli ) can be computed at the element level as follows:
d ∼= NdMdd¯ = Bˆdd¯ (5.12)
where Md is a matrix for determining the average value of the phase
field variable between the interface flanks, and Bˆd = NdMd identifies
the compatibility operator for the phase field. The particular form of
such matrices are derived in (14; 88), being omitted here for the sake of
brevity. Then, the discrete variational form renders:
δΠ˜elΓi(d, δd, d¯, δd¯) = δd
T
∫
Γeli
(
∂Gi(d, d¯)
∂d
)T
dΓ
+ δd¯T
∫
Γeli
(
∂Gi(d, d¯)
∂d¯
)T
dΓ
= δdT
∫
Γeli
BˆTdR
T
(
∂Gi(d, d¯)
∂gloc
)T
dΓ
+ δd¯T
∫
Γeli
Bˆ
T
d
(
∂Gi(d, d¯)
∂d¯
)T
dΓ
(5.13)
leading to the residual vectors:
f id =
∫
Γeli
BˆTdR
T
(
∂Gi(d, d¯)
∂gloc
)T
dΓ (5.14a)
f id =
∫
Γeli
Bˆ
T
d
(
∂Gi(d, d¯)
∂d
)T
dΓ (5.14b)
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Finally, the consistent linearization of the previous residual vectors
allows the computation of the element tangents of the proposed interface
formulation:
Kidd =
∂fd
∂d
=
∫
Γeli
BˆTdR
TCiddRBˆddΓ (5.15a)
Kidd =
∂fd
∂d
=
∫
Γeli
BˆTdR
TCiddBˆddΓ (5.15b)
Kidd =
∂fd
∂d
=
∫
Γeli
Bˆ
T
dCiddRBˆddΓ (5.15c)
Kidd =
∂fd
∂d
=
∫
Γeli
Bˆ
T
dCiddBˆddΓ (5.15d)
where the interface operators are given by:
Cidd =
[
αˆkn 0
0 βˆkt
]
(5.16a)
Cidd =
[
gnkn
∂αˆ
∂d
, gtkt
∂βˆ
∂d
]
(5.16b)
Cidd =
 gnkn ∂αˆ∂d
gtkt
∂βˆ
∂d
 (5.16c)
Cidd =
1
2
g2nkn
∂2αˆ
∂d2
+
1
2
g2t kt
∂2βˆ
∂d2
(5.16d)
In the previous expressions αˆ y βˆ are particularized as follows:
αˆ =
g2nc,0
[(1− d)gnc,0 + dgnc,1]2
(5.17a)
βˆ =
g2tc,0
[(1− d)gtc,0 + dgtc,1]2
(5.17b)
In line with Equation 4.20 and 4.43, the final derivation endows a
coupled system of equations which is solved in a monolithic manner via
a Newton-Raphson scheme.
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5.1.3 3D finite element formulation of the new cohesive
zone model compatible with the phase field approach
of brittle fracture
Differing from the previous 2D small strain formulation, it is notable to
remark that the extension to 3D cases requires the introduction of the
fracture mode III within the proposed framework and the computation
of the linearization of the rotation operator with respect to the displace-
ment field as was detailed in (88). Then, the constitutive response for a
generic fracture mode reads:
Sm =

km
gm
gm,c
, if 0 <
gm
gm,c
< 1; with m = n, t1, t2
0, if
gm
gm,c
≥ 1. (5.18)
where Sm identifies the Piola stress of the interface, Sm,c its correspond-
ing critical value, gm and gm,c the displacement gap and its critical value
in the local reference system of the interface (Figure 26) and km the in-
terface stiffness. To highlight that n identifies the fracture mode I, t1 the
mode II and t2 the mode III. Finally, to say that the previous cohesive
law is further equipped by a penalty formulation in compression with
the aim of precluding the material interpenetration at the interface.
Figure 26: 3D interface element: local setting.
Relying on the previous considerations, the fracture energies for a
generic fracture mode are:
Gim,c =
1
2
Smgm,c =
1
2
kmg
2
m,c with m = n, t1, t2 (5.19)
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Similarly to the 2D case, the critical relative displacements triggering
interface failure have a linear dependence on d. On the contrary, the crit-
ical energy release rate for each fracture mode is always constant. Then,
imposing the independence of the fracture energies for each mode and
the crack phase field value, the following expressions for the energy re-
lease rates are derived:
Gim(d) =
1
2
km,0g
2
m
g2m,c,0
[(1− d)gm,c,0 + dgm,c,1]2
with m = n, t1, t2
(5.20)
Without loss of generality, a standard quadratic criterion to trigger the
interface failure under mixed mode fracture conditions is again adopted
as in 2D and it reads:(
Gin
Gin,C
)2
+
(
Git1
Git1,C
)2
+
(
Git2
Git2,C
)2
= 1 (5.21)
Finally, the following tangent constitutive operators at the interface
are derived for the subsequent numerical treatment via nonlinear FEM:
∂2Gic
∂g2loc
=
 αˆkn 0 00 βˆkt1 0
0 0 γˆkt2
 (5.22a)
∂2Gic
∂gloc∂dˆ
=
[
gnkn
∂αˆ
∂dˆ
gt1kt1
∂βˆ
∂dˆ
gt2kt2
∂γˆ
∂dˆ
]
(5.22b)
∂2Gic
∂dˆ∂gloc
=

gnkn
∂αˆ
∂dˆ
gt1kt1
∂βˆ
∂dˆ
gt2kt2
∂γˆ
∂dˆ
 (5.22c)
∂2Gic
∂δdˆ2
=
1
2
g2nkn
∂2αˆ
∂dˆ2
+
1
2
g2t1kt1
∂2βˆ
∂dˆ2
+
1
2
g2t2kt2
∂2γˆ
∂dˆ2
(5.22d)
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where the terms αˆ, βˆ and γˆ are given by:
αˆ =
g2nc,0
[(1− d)gnc,0 + dgnc,1]2
(5.23a)
βˆ =
g2t1c,0
[(1− d)gt1c,0 + dgt1c,1]2
(5.23b)
γˆ =
g2t2c,0
[(1− d)gt2c,0 + dgt2c,1]2
(5.23c)
5.2 Cohesive zone model uncoupled with phase
field
In this section, a cohesive zone model uncoupled with phase field is ex-
posed. This cohesive model obeys a bi-linear traction-separation law
(TSL) which relates the displacement jump across the interface (identi-
fied by the normal gn and shear gt components) with the corresponding
components of the traction vector acting on it, i.e σ and τ , respectively,
see Figure 27 for fracture modes I and II. This particular decohesion law
follows two different phases:
• An initial linear elastic stage (from point 0 to point 1) prior dam-
age occurrence at the interface. It is characterized by a high initial
stiffness k.
• Once the combination of interfacial tractions fulfills the damage
initiation criterion, point 1, the interface stiffness is gradually de-
graded up to via points 2 and 3.
As was comprehensively derived in (166), this is equipped with an
internal damage variable d ∈ [0, 1] (d = 0 intact interface, d = 1 fully
debonded interface), which ensures the irreversible character of the de-
cohesion process and tracks the progressive stiffness degradation.
Accordingly, the corresponding TSL in 2D is given by:
σ = (1− d)kgn if gn ≥ 0; τ = (1− d)kgt if gt ≥ 0. (5.24)
To predict the damage propagation under mixed-mode the classical
quadratic criterion is used:(
GI
GIC
)2
+
(
GII
GIIC
)2
= 1. (5.25)
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Figure 27: Bi-linear traction-separation law (TSL). Left: mode I. Right: mode
II.
Finally, it is worth noting that this model is implemented in the finite
element program ABAQUS (built-in implementation).
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Chapter 6
Fracture simulation in
long-fiber reinforced
composites
In this chapter, the combination of the phase field approach for fracture
and the cohesive zone model is exploited to demonstrate its capability
and accuracy for the study of failure initiation at the micro-scale in long-
fiber reinforced composites and the subsequent propagation of damage
into the meso-scale. The onset of failure at the micro-scale is studied by
means of the mono-fiber problem. However, the transition to meso-scale
crack events is analysed through cross ply composites simulations. This
chapter is organized as follows. In Section 6.1, there are some experimen-
tal results of CFRP composites under uni-axial transverse tension. Af-
ter that, in Section 6.2, the single fiber-matrix decohesion problem have
been simulated. In particular, this problem is simulated under transverse
tension, under transverse bi-axial tension and finally, the influence of a
neighbouring fiber on the system response is analyzed. In Section 6.3
the simulation of the fracture phenomena in cross ply laminates is ad-
dressed. Finally, to say that the present chapter is based on (15; 16) and
to highlight the introduction of two length scales into the model: l (as-
sociated with the PF model) and lCZM (related to the CZM). After the
computation of both length parameters (124; 126) through the material
properties under consideration, it has been noticed that they are of sim-
ilar order of magnitude (see Equations 6.1 and 6.2). Therefore, once the
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interface failure arises, a competition between both damage mechanisms
might take place.
l =
27E′GC
256σ2c
= 9×10−4 and 1×10−3 mm (Section 6.2 and 6.3, respectively).
(6.1)
lCZM =
piEGCI
2(1− ν2)σ2CI
= 1.7× 10−3 mm (both Sections). (6.2)
6.1 Preliminary in-situ experimental results
To illustrate the problem of inter-fiber (matrix) failure at the micro-scopic
scale, several preliminary experimental tests have been conducted to
analyze the response of CFRP composites subjected to uni-axial tensile
loading transverse to the fiber direction. Figure 28 shows a schematic
representation of the experiments, which were carried out using a tensile
stage (DEBEN 5000S) inside a scanning electron microscope (Zeiss EVO
MA-15). This experimental setup allows the in-situ characterization of
the specimen response and fracture.
Figure 28: Schematic of the experiments carried out.
As a result of the applied loading, in line with previous investiga-
tions (23; 32; 167), inter-fiber failure is characterized by two main differ-
ent stages at the micro-scale. In Stage 1, the specimen response features
a linear elastic evolution load-displacement curve up to the appearance
of small debonds at fiber-matrix interfaces (usually aligned with the pre-
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scribed loading) which grow unstably under mixed mode fracture con-
ditions till reaching a critical debonding angle. Subsequently, in Stage 2,
some of such interface cracks kink out into the matrix promoting their co-
alescence and leading to transverse macro-cracks in the ply which even-
tually can lead to catastrophic failure. This description is coincident with
the experimental evidences obtained in our preliminary tests, as can be
observed in Figure 29 (a) (a careful description of those tests is beyond
the scope of the present work). Moreover, performing a postmortem in-
spection using SEM imaging, it is even possible to observe some fibers
totally separated from the main specimen, see Figure 29 (b). These obser-
vations remark the need for a consistent approach to model the progres-
sion of cracks between the fiber-matrix interface and the matrix.
(a) Mag=1000×, WD=5.0mm, Chamber
pressure =69Pa.
(b) Mag=747×, WD=6mm, Chamber
pressure=70Pa.
Figure 29: SEM images of fracture of a unidirectional laminate of carbon-
epoxy subjected to transverse loading. EHT=28.00kV, Signal=NTS BSD.
This preliminary study clearly shows the high complexity of the micro-
scopic failure modes in long-fiber reinforced composites. Consequently,
with the aim of exploiting their load bearing capacities, it is important
to provide a deeper insight into the failure characteristics of such mate-
rials. This target can be achieved through the use of high fidelity micro-
mechanical numerical models (mostly based on FE methods), which ro-
bustly capture the interface failure-matrix debonding and the subsequent
kinking into the matrix and coalescence. The importance of capturing
such inelastic effects at the micro-scale stems from the fact that macro-
scopic fracture in fiber reinforced materials is generally the result of the
evolution of localized micro-scopic cracks.
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6.2 Fracture in single-fiber problems
The starting point for the prediction of the sequence of stages of failure
initiation in the micro-scale (observed in the previous experiments) is
the simulation of the mono-fiber problem. In this section, the single fiber
problem is simulated under transverse tension (6.2.1) and under trans-
verse bi-axial tension (6.2.2). After that, the effect of a secondary fiber
is analysed (6.2.3). It is worth mentioning that, all the simulations are
performed with the finite element program FEAP (168) and under dis-
placement control.
6.2.1 Numerical simulations of the single fiber-matrix de-
cohesion problem under transverse tension
The system under analysis, given in Figure 30, is defined by: (i) a single
fiber with circular transverse section with radius R = 0.0125 mm, (ii) a
surrounding squared-matrix domain with side length equal to L = 0.2
mm, and (iii) an interface that is located between the previous entities. In
line with (31), both matrix and fiber are taken as linear elastic materials,
and initially the fiber-matrix interface is assumed as perfectly bonded.
Note that L is large enough relatively to R in order to neglect the edge
effects.
The fracture properties of the interface and the material properties
corresponding to the fiber and matrix are collected in Table 1, see (12; 23).
According to the tension cut-off interface behavior previously detailed
in Chapter 5, the apparent stiffness properties of the interface, i.e. kn0
and kt0 prior damage initiation, can be computed in a straightforward
manner. Through the exploitation of the symmetry of the system, only
one quarter of the domain is initially considered.
Material E [GPa] ν GC [N/mm] l [mm]
Fiber 201 0.22 16 0.39
Matrix 2.8 0.33 0.016 0.0009
Interface Property σC [MPa] GC [N/mm]
Fracture Mode I 75 0.002
Fracture Mode II 90 0.008
Table 1: Mechanical properties of fiber, matrix and interface.
For the application of the PF-CZM approach, the domain is discretized
using first-order isoparametric elements. The mesh characteristics are:
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matrix
fiber
cohesive elements
phase field
elements
Figure 30: Micro-mechanics of fiber reinforced composite materials under
transverse tensile loading conditions: geometry and boundary conditions.
30274 elements for the matrix, 1200 elements for the interface and 19095
for the fiber.
The simulations are conducted under displacement control at the lat-
eral edges of the system (Figure 30), δx denoting the external displace-
ment from which the imposed apparent strain can be computed as ε˜x =
δx/(L/2). The average stress is computed by adding all the nodal reac-
tion forces on the right edge and dividing by the edge length. At upper
and lower edges free-stress boundary conditions are prescribed.
Figure 31 depicts the load-displacement evolution curve of the cur-
rent analysis. The response of the system is characterized by four differ-
ent stages:
• The first stage of the response shows a linear elastic evolution. In
this stage the non-linearities introduced by (i) the initiation of the
cohesive separation between fiber and matrix along the interface
and (ii) the phase field at fiber and matrix do not play any role in
the global mechanical behavior of the system. This stage concludes
69
010
20
30
40
50
60
Homogenized strain:
nu
cl
ea
tio
n 
of
 in
iti
al
in
te
rf
ac
e 
de
co
he
si
on
In
te
rf
ac
e 
de
co
he
si
on
 g
ro
w
th
K
in
ki
ng
 o
ut
 t
he
 in
te
rf
ac
e 
an
d 
gr
ow
th
 t
hr
ou
gh
 t
he
 m
at
ri
x
0.000 0.005 0.010 0.015 0.020 0.025 0.030
A
B C
snap-back associated to 
abrupt interface decohesion
H
om
og
en
iz
ed
 r
em
ot
e 
st
re
ss
:
(a)
A B C
(b)
Figure 31: Micro-mechanics of fiber reinforced composite materials under
transverse tensile loading conditions: (a) stress-strain evolution curve and
damage pattern at different stages of the simulation. (b) Debonding and
kinking angles.
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with the sudden decohesion of a finite part of the fiber-matrix in-
terface. This sudden decohesion is reflected in a drop of the stress-
strain curve, see Figure 31. This failure is abrupt due to the fact
that the interface crack is initiated at a non-singular point, generat-
ing a snap-back instability. Actually, to follow the unstable branch
of the equilibrium path caused by snap-back, a different solution
scheme should be used, as the arc-length control. However, the be-
havior observed here is what typically is obtained using a Newton-
Raphson scheme if a snap-back instability occurs in the system.
The influence of the element size and time step on the observed
instability was studied and the equilibrium path tends to be fully
reproducible and confirmed for element size and time size small
enough.
• The second stage is characterized by the onset of damage being in
agreement with (13; 30; 31). This failure is an abrupt decohesion
of the fiber-matrix interface with a debonding angle approximately
equal to 56◦. As was mentioned above, this stage is unstable so
that the interface crack onset is triggered between two consecutive
pseudo-time steps in the simulations. The current predictions con-
trast with those given in (40), whereby the lack of the interface con-
sideration leads to the prediction of matrix failure very close to the
interface.
• A further increase in the applied displacement leads to the third
stage of the system evolution, which features further interface de-
cohesion followed by kinking of the crack into the matrix. This is a
typical response in the fracture between dissimilar materials, when
an existing interface crack tends to kink out into (preferentially)
the compliant material (in this case the matrix) due to the higher
crack growth resistance along the interface. In this particular case
this tendency is promoted by the fact that the fracture mixity of the
interface crack grows with the decohesion angle. These results gen-
erate an increase of the fracture toughness at the crack tip for de-
cohesion, making energetically more favourable crack growth into
the matrix. In the present simulations, interface progression fail-
ure is estimated to progress from 56◦ to 60◦. After this, the crack
kinks out and penetrates into the matrix. These predictions are in
excellent agreement with the observations in (23). From a qualita-
tive point of view, this stage exhibits a continuous increasing stress-
strain evolution along the loading path upon complete failure.
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(a) Damage variable
1.350.00 0.45 0.90 1.80 1.410.00 0.47 0.94 1.88 1.460.00 0.49 0.97 1.94 1.940.00 0.64 1.29 2.58
(b) Horizontal displacement ux (µm)
Figure 32: Micro-mechanics of fiber reinforced composite materials under
transverse tensile loading conditions: (a) Damage pattern. (b) Contour plot
of the horizontal displacement field.
• Finally, the crack progresses along the matrix, which is reflected
by a decrease in the load carrying capacity in the averaged stress-
strain curve. In this case (single fiber) the crack progresses without
any restriction up to reaching the domain boundary. For interact-
ing fibers, the behavior will be more complex and it will be exam-
ined in Section 6.2.3.
It can be noticed that the four stages previously described are in agree-
ment with those identified in (23; 169). To illustrate such a crack evolu-
tion, the damage pattern and the horizontal displacement field at the
different stages during the simulations are shown in Figure 32. The dis-
continuity in the displacement field identifies the separation associated
with the crack and the progress of failure. In this graph, both micro-
mechanical failure modes, i.e. interface decohesion and matrix cracking,
can be clearly identified.
Finally, during the first and the second stage it is remarkable to note
that no damage is found in the matrix, see the first two columns in Figure
32. At these stages, damage is localized in the interface decohesion pro-
cess. Once the abrupt decohesion is produced, a crack begins to nucleate
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in the matrix around the interface crack tip. This fact is clearly observ-
able in the third column of Figure 32. This point of nucleation will be
the origin of the crack progressing into the matrix, see fourth column of
Figure 32.
Symmetry in the crack pattern
The initial geometry and loading conditions of the problem (Figure 30)
present two axes of symmetry. According to that, it could be argued that
the failure progression should be symmetric with respect to these two
axes. In view of the numerical results presented in the previous section,
the symmetric solution in this problem corresponds to the onset of two
separated decohesion zones at the fiber-matrix interface, symmetric with
respect to the y-axis. However, this is not in line with the experimental
evidences as discussed in (28) that corresponded to a single (asymmet-
ric) fiber-matrix interface debonding. The reason for that emerges from
the condition stating that it is the set of solutions which should fulfill the
symmetry conditions and not necessarily each of them. In those prob-
lems where only one solution is possible, the direct consequence is that
this unique solution is symmetric, e.g. the problems of the linear theory
of elasticity. However, in this case the solution is not necessarily unique
and the symmetric set of solutions is composed by three different op-
tions:
• An asymmetric decohesion on the right side of the fiber-matrix in-
terface.
• An asymmetric decohesion on the left side of the fiber-matrix inter-
face.
• A symmetric decohesion on the right and left side of the fiber-
matrix interface.
According to (28), the coupled criterion of finite fracture mechanics
(FFM) predicts an asymmetric debond, as observed in the experiments.
In that investigation, the authors rigorously analyzed the set of the so-
lutions mentioned above in a separate manner, obtaining that the asym-
metric solutions are preferential over the symmetric option. The physi-
cal justification for this behavior is attributed to the fact that a symmet-
ric solution with two interface cracks would produce a shielding effect
between the two cracks, and as a consequence, a decreasing ability of re-
leasing elastic energy per unit of newly formed cracked area. Thus, from
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an energetic point of view, the asymmetric solution is prevailing over the
symmetric case.
The comparison between the current PF-CZ methodology and the
coupled criterion is herein carried out by studying the different failure
scenarios aforementioned and obtaining the corresponding critical load-
ings. This is possible because the coupled criterion requires the prescrip-
tion of a geometry for the situation after the occurrence of the damage
event. However, the numerical strategy herewith envisaged does not
require any assumption associated with the qualitative form of the so-
lution. In such a case, if instead of a quarter of the cell (previously per-
formed) a half of the domain (upper one) is simulated, the symmetric
solution with two interface cracks is obtained. The reason is that this
is the equilibrium solution detected by the solution algorithm used. In
order to promote the asymmetric solution for the comparison purposes,
a higher fracture toughness is prescribed in one side of the fiber-matrix
interface, acting as perturbation of the symmetric problem.
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Figure 33: Micro-mechanics of fiber reinforced composite materials under
transverse tensile loading conditions: one or two debonds.
Figure 33 shows the comparison of the stress-strain curves for the
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asymmetric and symmetric solutions along with the damage patterns
through the proposed technique. It should be expected a bigger differ-
ence between both critical stresses knowing that the asymmetric case has
bigger interface fracture toughness. The justification for this discrepancy
is the shielding effect between the two cracks in the symmetric case.
The physical justification for this behavior is attributed to the fact that
a symmetric solution with two interface cracks would produce a shield-
ing effect between the two cracks, and as a consequence, a decreasing
ability of releasing elastic energy per unit of newly formed cracked area.
Thus, from an energetic point of view, the asymmetric solution is pre-
vailing over the symmetric case.
An additional discrepancy between the symmetric and asymmetric
solutions is the fact that both solutions lead to different predictions re-
garding the debonding and kinking angles as we can see in Table 2.
In this case, the current method predicts higher kinking angles for the
asymmetric case with respect to that corresponding to the two-debonds
scenario. As the kinking angle decreases, the extension of the crack prop-
agation into the matrix increases, because the crack is more far apart from
the less resistant ligament. However, the snap-back in the evolution re-
sponse is predicted to occur at the same stress and strain levels in both
cases. In light of this discussion, it can be concluded that for the predic-
tion of limit loads, the symmetric solution (and the study of a quarter of
the domain) can be considered as a solution with an acceptable level of
accuracy.
debonds number θd [◦] θk [◦]
1 58 74
2 56 60
Table 2: Asymmetric and symmetric case: debonding and kinking angles.
Size effect of the fiber radius
Size effect is a phenomenon inherently associated with fracture and dam-
age mechanics, see (170). The PF approach for bulk fracture has shown
to be able to predict the size effect accordingly to experimental observa-
tions, see (130). For this problem, a size effect of the fiber radius has been
reported (31). In order to evaluate the suitability of the present model
to simulate the micro-mechanics of failure in composites, the ability to
predict accurately the well-known size effect is herewith examined.
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In this concern, the size effect is evaluated here by scaling the whole
domain and fiber radius by using the same scaling factor in order to keep
the volumetric fraction unchanged. The value of the final imposed dis-
placement is also multiplied by the same factor. Finally the results are
compared in terms of homogenized (average) stress-strain curves, so the
differences are only attributable to the presence of size effect.
Figure 34 presents the stress-strain curves for several values of the
fiber radius. The more remarkable difference is that smaller fibers have
significantly higher critical stress. Moreover, this difference is even higher
if the maximum stress is compared. For larger fibers, the stress-strain
curves seem to tend to the same stress-strain curve. The explanation for
this different size effect is that the failure behavior for larger fibers is
governed by stress considerations, whereas for small fibers the failure
behavior is controlled by energy considerations. Since the stress distri-
bution is independent of the scale, the size effect is inhibited for large
fibers, see (31) for a detailed discussion.
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Figure 34: Micro-mechanics of fiber reinforced composite materials under
transverse tensile loading conditions: fiber size effect.
Another clear difference is that the behavior is much more brittle
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when the fibers have a larger radius. This is reflected in the stress-strain
curves after the peak corresponding to the onset of debonding. It can
be observed a significant increase in the difference between the stress of
debond onset and the maximum stress for small fibers. Furthermore, the
energy dissipation is much higher for small fibers, which show a tougher
situation. In addition, failure of small fibers is observed for higher strain
values. Thus, small fibers correspond to scenarios whereby larger energy
dissipation is required.
Figure 35 shows the comparison of the size effect predicted by the
present model with the predictions of the coupled criterion of the finite
fracture mechanics (FFM). This criterion assumes that a crack onset oc-
curs (a decohesion in this problem) when the next two conditions are
fulfilled simultaneously: i) the stresses along the potential crack path ex-
ceed the strength and ii) the crack onset is energetically admissible. The
FFM model used here for the sake of comparison is similar to the FEM
model shown in Figure 30: a circular inclusion surrounded by a very
large square of matrix subjected to a uni-axial tension. The stress lead-
ing to the debond onset is represented along with the stress for which
the crack kinks out the interface. The critical stress for the debond onset
predicted by the finite fracture mechanics is also plotted. In this graph, a
good agreement can be observed between the current PF-CZM and FFM
from both qualitative and quantitative points of view. In particular, from
a qualitative perspective, a clear change of tendency is observed around
R = 10 µm, going from a strong size effect for smaller fibers to a total
independence for larger fibers. Finally, at quantitative level, the predic-
tions of the two models are very similar to each other.
6.2.2 Numerical simulations of the single fiber-matrix de-
cohesion problem under transverse bi-axial tension
The analysis of the current inter-fiber failure problem for the single fiber
domain is also extended by adding secondary transverse loading. The
presence of the secondary stress can notably affect the failure onset and
evolution of the present problem. For this purpose, the external loading
conditions applied to the system are accordingly modified including a
secondary stress σy , see Figure 36. The nomenclature henceforth adopted
follows the scheme: δy = nδx, then for instance the case n = 1 (δx =
δy) yields to a bi-axial tensile state along both perpendicular directions.
Note that any plain remote stress state can be reduced to a pair of normal
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Figure 35: Micro-mechanics of fiber reinforced composite materials under
transverse tensile loading conditions: fiber size effect and comparison be-
tween the present PF-CZM predictions and those provided by finite fracture
mechanics.
stresses along two perpendicular directions, so the results obtained here
cover any remote stress state, even including shear stresses.
The corresponding stress-strain evolution curves for the x-direction
associated with the current representative scenarios are depicted in Fig-
ure 37. From this plot, it can be observed that the load level required for
the initiation of growth is greater for larger values of σy . The reason is
that a secondary tensile stress generates a compression at the interface
points where decohesion takes place as a consequence of the different
contraction due to Poisson effect of fiber and matrix. Thus, since matrix
is more compliant than the fiber, the matrix tends to contract more in the
x-direction due to the tensile stress state along the y-direction, producing
a compression at the interface points. This compression counteracts the
tensile state produced by the main transverse load, making more difficult
the onset of decohesion. On the other hand, a secondary compression has
the contrary effect, it makes easier the onset of debonding.
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Figure 36: Micro-mechanics of fiber reinforced composite materials under
bi-axial tensile loading conditions: geometry and boundary conditions.
In addition, it can be observed in Figure 37 that the presence of a
secondary stress also modifies qualitatively the behavior. A secondary
tensile stress produces a much more brittle behavior. In fact, in the limit
for a bi-axial tensile state (n = 1), the failure is totally brittle: an abrupt
debond onset occurs spanning the whole fiber-matrix interface. After
the total decohesion of the interface, the stresses increase at the matrix,
producing the instantaneous failure of the whole matrix domain. In con-
trast, a much more pseudo-ductile and tough behavior is found when the
compression is relatively significant. For example, for n = −1, the stress-
strain curve shows a wide range of strain where the debond is slowly
growing along the fiber-matrix interface, the critical strain at failure be-
ing almost ten times larger than for n = 1.
Figure 38 represents the critical remote stresses (σx, σy) predicted for
the onset of debonding and crack kinking out of the interface. This plot
clearly illustrates the effect of the secondary transverse load. This pre-
diction is in agreement with other previous models (171; 172).
With regard to failure initiation, the location of the interface debond-
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Figure 37: Micro-mechanics of fiber reinforced composite materials under
bi-axial transverse tensile loading conditions: homogenized stress-strain
curves.
ing coincides with that corresponding to the uni-axial tensile case for
low values of the secondary transverse load. As for the unstable fiber-
matrix debonding, current simulations estimate lower angles θd as the
secondary loading increases, being this result in line with (22). When
the secondary load becomes more significant, the debond location moves
through the interface points more loaded, see Figure 38.
6.2.3 Numerical simulations of the two fiber-matrix deco-
hesion problem under transverse tension
In this section, the importance of the presence of neighbouring fibers
with regard to the micro-mechanical failure characteristics in composites
is examined. This effect provides a more profound understanding of the
fracture processes in fibrous composite materials. The present analysis is
restricted to the uni-axial tensile loading as depicted in Figure 39. How-
ever, additional cases can be assessed without remarkable limitations.
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Figure 38: Micro-mechanics of fiber reinforced composite materials under
bi-axial transverse tensile loading conditions: critical remote stresses for in-
terface decohesion or for crack kinking out of the interface.
The model comprises a main fiber and a secondary fiber, whose posi-
tion is modified in order to explore different cases. In the current study,
complying with standard fiber volume fraction for hexagonal packing,
the initial distance between both fibers is set equal to the following val-
ues: df = [2.116R, 2.6R, 3R], where R=0.0125 mm stands for the fiber
radius. Initially, the angle between the fibers αf is equal to 45◦.
The stress-strain evolution curve of the system is depicted in Figure
40 for different values of the distance between the fibers but keeping un-
changed the relative angle between them. This graph evidences that a
quasi-identical initial linear elastic phase of the response can be observed
for the chosen distance values. Furthermore, the evolution curves dis-
play a first sudden drop which is associated with the unstable debond-
ing event of the secondary fiber. Note that this point is slightly affected
by the inter-fiber distance, obtaining higher values as df increases.
81
matrix (phase field elements)
cohesive elements
main 
fiber
second 
fiber
Figure 39: Two-fibers model: geometry and boundary conditions.
After that, the second stage of the evolution is characterized by the
stable fiber-matrix debonding of the secondary fiber. This second stage
concludes when the unstable interface decohesion in the main fiber oc-
curs, being characterized in the stress-strain evolution by a second drop.
Again, this second debonding takes place at higher load levels for in-
creasing df values.
Progressing on the loading path, the third phase comprises the stable
interface failure of the main fiber till this crack tends to kink out towards
the matrix. During the simulations, it is observed that this kinking pro-
gresses till reaching the secondary fiber interface crack. After this, subse-
quent kinks of interface cracks at the main and secondary fibers towards
the matrix take place. The final phase of the present response features
a notable stiffness degradation for each of the cases under consideration
upon complete failure, whereby the larger df is set, the higher maximum
load value is obtained. Moreover, to point out that, the debonding and
kinking angles increase as the distance between fibers increases, see Ta-
ble 40.
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Figure 40: Micro-mechanics of two fibers reinforced composite materials
under transverse tensile loading conditions: influence of the distance be-
tween fibers on the stress-strain evolution curve.
df [mm] θd,SF [◦] θd,MF [◦] θk [◦]
2.116R 90 39 118
2.6R 102 47 142
3R 112 51 151
Table 3: Two fibers problem: influence of the distance between fibers on the
debonding and kinking angles.
It is worth mentioning that differing from alternative approaches (173),
the current methodology endows a robust and reliable competition of the
different failure mechanisms throughout the simulation and without the
user intervention.
The effect of the position of the secondary fiber with respect to the
main one is also studied. Fixing the distance between the fibers equal to
df =2.116R, the following secondary fiber angles αf = [30◦, 45◦, 60◦] are
studied. The obtained predictions are displayed in Figure 41. From this
graph, it can be observed that, there exist two drops on the stress-strain
evolution curve in the case of 45◦. Conversely, for the remaining cases,
only one drop along the evolution which corresponds with the unstable
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Figure 41: Micro-mechanics of two fibers reinforced composite materials
under transverse tensile loading conditions: influence of the angle between
fibers on the stress-strain evolution curve.
debonding of the main fiber is predicted. From the quantitative perspec-
tive, it can be also deduced that for configurations with an individual
instability in the evolution, the interface crack onset requires higher load
levels as the angle decreases. However, in the case of configurations with
two instabilities, the highest snap-back load is found.
αf [◦] θd,SF [◦] θd,MF [◦] θk [◦]
30 NO 51 113
45 90 39 118
60 NO 76 135
Table 4: Two fibers problem: influence of the angle between fibers on the
debonding and kinking angles.
It can be observed that the debonding and kinking angles are pre-
dicted to increase for higher angles between fibers, see Table 4. The only
exception is the debonding angle of the main fiber for the 45◦ case, be-
cause is the smallest one due to the presence of a previous instability.
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6.3 Fracture in cross ply laminates
In this section, to provide a further insight on the micro-mechanical re-
sponse of composites, a significant attention is devoted to the analysis of
the transition between micro-cracking events, which have been deeply
analyse in Section 6.2, to meso-scale damage. With this aim, a new nu-
merical model based on the phase field and on the cohesive zone model
has been proposed for the simulation of fracture in cross ply laminates.
The section is organized as follows: the construction of the numerical
model is detailed in Section 6.3.1, whereas the results and discussions
of the simulations carried out are presented in Section 6.3.2. It is worth
noting that, all the simulations are performed with the finite element pro-
gram ABAQUS and under displacement control.
6.3.1 Computational model
This section describes the generation of the micro-mechanical model un-
der analysis. Particular details with regard to the geometry, its discretiza-
tion, the loading conditions and the constitutive laws and crack model-
ing techniques employed for each entity, are detailed and justified in the
forthcoming paragraphs.
Current FE models are generated through the adoption of a high-
fidelity multi-scale embedded approach similar to that employed in (33;
60; 61; 63), with the aim at replicating the experimental configurations
described in (11). Schematic description of the domains are depicted on
the top of Figure 42, where the central region of interest is highlighted.
As is described in detail below, the tensile loading conditions along the
longitudinal directions of the specimens at the experiments are trans-
ferred to the central area via prescribed displacement conditions (de-
noted by δx in Figure 42). Excluding grip tabs, the specimens correspond
to standard cross ply laminates, which are composed by three layers: two
outer layers (0◦ layers) with fibers orientated along the loading direction,
and a central layer with fibers perpendicular to the loading direction (90◦
layer). Note that the present simulations comprise a sufficiently long sec-
tion for each specimen using a plane strain formulation, see Figure 42,
and whose respective dimensions are reported in Table 5. As can be ob-
served in this graph, three different models are generated according to
the three types of specimens tested in (11). The difference between these
three models relies on the thickness of the central 90◦ layer, ranging from
0.04 mm to 0.16 mm. In contrast, the thickness of each individual 0◦ layer
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Figure 42: Details of the computational models generated to simulate the
(11) experiments.
86
is equal to 0.24 mm. Thus, the stacking sequences of the current models
correspond to: [0◦2/90◦n/0◦2] being n = 1, 2 and 4.
Material E [GPa] ν GC [N/mm] l [mm]
Fiber 13 0.2 - -
Matrix 2.79 0.33 0.02 0.00105
Material E11 [GPa] E22 [GPa] E33 [GPa] ν12 ν13 ν23
Homogeneous 0◦ ply 113.5 8.31 8.31 0.3 0.3 0.45
Interface Property σC [MPa] GC [N/mm]
Fracture Mode I 75 0.002
Fracture Mode II 100 0.04
Geometrical parameters [0◦2/90
◦/0◦2] [0
◦
2/90
◦
2/0
◦
2] [0
◦
2/90
◦
4/0
◦
2]
Laminate length [mm] (L) 0.4 0.8 1.6
90◦ layer thickness [mm] (t90) 0.04 0.08 0.16
0◦ layer thickness [mm] (t0) 0.48 0.48 0.48
Table 5: Material properties (11; 12; 13) and geometrical parameters of the
[0◦2/90
◦
n/0
◦
2] (n = 1, 2 and 4) laminates.
Focusing on the central parts of Figure 42, for each configuration, the
geometry is composed by three entities (regions), representing the three
layers. The outer 0◦ layers are modelled as homogeneous solids, whereas
for the 90◦ layers, the actual micro-structure is specifically taken into ac-
count. This is performed by modeling such domains as heterogeneous
regions with two different phases (i.e. fibers and matrix) and the cor-
responding interfaces. These micro-structures are identified by means
of an in-house Python script that allows the rapid transfer of the ge-
ometrical information for the subsequent operations in the modelling
process to be performed. Nevertheless, note that due to the fact that a
reduced region of the micro-scopic fiber distribution is available in (11)
for each configuration, the corresponding representative region of the
micro-structure is defined and reproduced throughout the 90◦ plies in
order to preclude undesirable edge effects upon loading.
Regarding mesh details, at the micro-mechanical level, very finely
discretized 90◦ plies are generated (Figure 42). These dense meshes are
constructed in order to fulfill with the requirements of the different con-
stitutive laws applied to each part of the geometry. In particular, the
mesh is fine enough in the Observed area, in order to adequately model
the process of crack events which occurs at this zone.
With reference to the simulation capabilities, different modeling tech-
niques are defined within the models, which are selected in terms of sev-
eral arguments: (i) the nature of the region itself, (ii) the typical failure
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behavior, and (iii) the level of interest of the region:
• The 0◦ layers are modelled as homogeneous orthotropic linear elas-
tic solids with the material properties detailed in Table 5. No dam-
age is expected to occur in these layers during the first stages of
the failure mechanism herewith studied. Thus, a linear elastic con-
stitutive law is considered to adequately represent the mechanical
performance of this region of the models.
• Interface behaviors between 0◦ and 90◦ layers are simulated as a
perfect interface. It is well known that the failure mechanism stud-
ied here leads to subsequent delaminations between such layers
(174). However, this mechanism is out of the scope of the present
study.
• Fibers in the 90◦ layer are modelled to follow an homogeneous
isotropic linear elastic response. Fibers actually obey a transversely
isotropic response. However, within the current plane strain for-
mulation, their mechanical performances are assumed to comply
with the corresponding equivalent plane strain properties, see Ta-
ble 5. Similarly to the 0◦ layers, no damage is expected to occur
inside the fibers during the first phases of the failure mechanism
studied in the present study. Actually, some micro-graphs show
rarely transverse breaks of fibers, but the relevance of this phe-
nomenon is not common enough to be of remarkable significance
in the failure process. In fact, no fiber breakage was reported in
(11).
• Matrix within the 90◦ layers is modelled as homogeneous and lin-
ear elastic isotropic entities. During the failure processes, damage
and cracks are expected to progress within the matrix, so it is re-
quired to reproduce such cracking phenomena with a proper level
of reliability. In this direction, it is worth mentioning that mod-
elling of crack events at the micro-scale level is very challenging
and complex because such cracks progress from very short cracks,
whose failure is governed by a stress criterion, to large cracks, whose
failure is mainly governed by the classical Griffith energy crite-
rion (LEFM). Thus, in our vision, modelling matrix crack events
either using LEFM (which it is not able to accurately predict the be-
havior of small cracks at this scale) or a stress-based criterion, via
e.g. a combination of damage-yielding model, (that it is not able
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to predict well the behavior of large cracks) might present signifi-
cant limitations. In order to overcome these issues, the adoption of
robust numerical frameworks that enable predicting both behav-
iors is a matter of enormous importance. In this concern, cohesive
zones models (CZMs), finite fracture mechanics (FFM), or phase
field (PF) can be understood as suitable modeling tools for crack
events which fulfill with the previous requirements. In particu-
lar, these three approaches have been assessed for recovering both
extreme scenarios (stress- and energy-dominated crack phenom-
ena) and the transition between them with excellent results, see
(126; 175). Thus, for the matrix cracking, since the crack paths are a
priori unknown, the phase field (PF) strategy is herewith exploited
due to its extraordinary capabilities in terms of reproducing very
complex crack paths without the use of arduous re-meshing and
crack tracking methodologies in the corresponding FE implemen-
tation. This fracture model (PF) is implemented as user-defined
element UEL into the general purpose package ABAQUS. As it is
widely known, user element data cannot be visualized in ABAQUS.
For that reason, we combined the UEL with an UMAT transfer-
ring the output variables of the UEL to the state variables of the
UMAT by a common block. This UMAT is assigned to additional
standard elements (dummy elements) which have the same nodes
and connectivity as the user element layer but different numbering.
Thanks to this coupling, the user element data is visualized by the
state variables of the dummy elements.
• In addition to matrix-dominated cracks, based on experimental ob-
servations, failure mechanisms in the current specimens presented
significant fiber-matrix debonding events (11). In order to model
such phenomena, fiber-matrix interfaces within the 90◦ layers are
modelled using CZMs as described in Section 5.2, obeying a bi-
linear TSL. Note that, similarly to the matrix, in this case, the av-
erage fiber-matrix crack size is small enough to be comparable to
the fracture process zone. Thus, a predictive approach based ex-
clusively on a LEFM analysis would present some limitations for
the accurate estimation of the crack growth along the fiber-matrix
interface. Interfacial cohesive properties are detailed in Table 5 and
the interface initial stiffness K is set equal to 1× 108 [MPa/mm] for
fracture modes I and II (12).
Regarding the prescribed boundary conditions, in line with the previ-
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ous description, the external solicitation corresponds to prescribed hor-
izontal displacements δx at the left and right extremes of the models. A
fixed loading increment is prescribed, which is directly proportional to
the individual model length L, in order to keep constant the correspond-
ing strain increment for each model. In addition, a point is fixed at the
left bottom corner in order to avoid rigid motions.
Finally, due to the fabrication procedure of the actual specimens, it
is expected to find a certain level of residual thermal stresses within the
domain at the layer scale. Thus, the strain levels advocated in the present
results are computed in such a way that the consideration of the residual
thermal stress are already incorporated. These thermal effects are calcu-
lated according to the procedure described in (176).
6.3.2 Results and discussion
This section presents the results obtained from the computational models
corresponding to the micro-mechanical response of the cross ply lam-
inates described above. Furthermore, the present section addresses a
comprehensive discussion in terms of the reliability and capabilities of
the current numerical methodology.
The objective is to investigate the process of initiation of a crack from
the very first form of damage to a crack spanning the whole 90◦ layer,
which can be already considered a meso-mechanical crack. The influ-
ence of the 90◦ layer thickness on this process is also analysed through
the comparison of the present estimations for the three specimens with
different thickness values and with respect to the available experimen-
tal data (11). Furthermore, it is of remarkable interest the way through
which cracking events evolve at the micro-scale of the current models,
since they provide a very valuable information in terms of the nature of
damage progression. The careful analysis of the simulation data herein
conducted can lead to a plausible understanding of the causes of the in-
situ strength effect.
The forthcoming discussion is articulated in three individual stages
based on the sequence of damage events identified throughout the simu-
lations. First, the process of cracking initiation is analysed for each speci-
men, focusing on the different phases at the micro-mechanical level. Sec-
ond, the computational results are correlated with the experiments re-
ported by Saito et al. (11). Finally, the results are discussed in a global
context, specifically, paying special attention to the comparison with re-
spect to different models already proposed in the related literature.
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Process of crack initiation at the layer scale from a micro-mechanical
analysis: from micro-mechanical cracking to meso-scopic damage
The detailed analysis of the progress of damage and cracks within the
current micro-mechanical models clearly reveals the different phases of
failure processes (Figures 43-46). Specifically, failure maps correspond-
ing to the interface damage variable and phase field-crack at the matrix
are shown in Figures 43, 45 and 46, pinpointing the different cracking
sequences (identified by numbers) which are represented by the dam-
age variables for fiber-matrix delamination and matrix failure. As ex-
pected and in line with the experimental observations (11), cracks prin-
cipally evolve along the direction transverse to the external loading. The
comprehensive description and discussion with regard to the different
phases of the crack events for the three specimens under analysis is out-
lined as follows:
• First, according to the computational results, the first damage event
corresponds to the onset of a debond at the fiber-matrix interface
(labelled as phase 1 of the crack evolution in Figures 43, 45 and
46). The position of this debond occurs at the zone of the inter-
face where the normal stresses achieve the corresponding highest
levels, which is generally identified at narrow portions of the ma-
trix between fibers (12; 60). Advocating previous studies regard-
ing the stress solution for a circular inclusion in a infinite domain
under remote tensile stress (177), the critical point for such deco-
hesion corresponds to one of the poles leading to a non-symmetric
post-failure configuration. This event is accurately captured by the
current simulations since this initial debond is predicted to occur at
one of the two critical locations (phase 1) (28). Moreover, it has been
extensively reported that the very first initial debonding process
is an unstable phenomenon but it becomes stable in subsequent
stages (15; 28; 172). This development (unstable-stable) is a direct
consequence of several factors comprising the transition from frac-
ture mode I to II along the interface, the mismatch between the
mechanical properties of the fiber and the matrix, among others.
• The second fracture stage identified in computational results is the
appearance of several debonds at different fiber-matrix interfaces
(phases 2 and 3 in Figures 43, 45 and 46). These interface cracks can
take place relatively far from the first debond, but depending upon
on the particular fiber positions. The reason for this event is at-
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Figure 43: Sequence of damage events observed in the computational re-
sults for [0◦2/90◦/0◦2] laminate.
tributed to the fact that the stress state around an intact fiber-matrix
interface is very similar for most of the fibers (for the prescribed
tensile loading), but with slight modifications due to geometrical
aspects associated with the micro-structural arrangement, e.g. rel-
ative position of the neighbouring fibers (178; 179). Thus, several
fibers with similar situations in terms of stresses, can be found in a
micro-structural system. Correspondingly, for a certain strain level,
it is expected to observe several isolated debonds. It is also noting
that such debonds are prone to occur at the fibers with a preferen-
tial neighbouring situation, which promote the occurrence of such
failure. Moreover, in all the cases here analyzed, the fiber-matrix
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damage progresses at different locations up to their corresponding
critical conditions prior to kinking towards the matrix, this effect
being in good agreement with experimental observations.
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Figure 44: Detail of evolution of debonds at the first stages of damage ini-
tiation for [0◦2/90◦2/0◦2] laminate. Values showed in labels correspond to the
strain level.
• The third phase observed in the present simulations can be already
considered as an initial stage of damage which can have a notice-
able relevance at the meso-scale (phases 4 and 5 in Figures 43, 45
and 46). The presence of fiber-matrix debonds notably alter the
stress state at such locations, leading to two possible alternative
scenarios upon fracture progression: (i) the further promotion of
the fiber-matrix debonding in neighbouring fibers, or (ii) the pro-
tection of nearby fiber-matrix interfaces. This idea is illustrated in
Figure 44, whose main conclusions are summarized:
– In situations where a first exemplary debond is initiated at
a particular location (1), in posterior loading stages, a sec-
ond debond can take place at a different fiber (2), which is
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relatively far from the first one (complying with the second
scenario aforementioned). The reason for which these first
two debonds take place at these particular locations is directly
attributed to the particular arrangement of fibers. Notwith-
standing, in the case of numerical studies based on statistical
distributions of fibers positions, the particular location of the
first debond would be also affected by this scatter.
– Continuing the analysis and evidencing the concomitant oc-
currence between the promoting and protective interface fail-
ure mechanisms, which depends on the status of surrounding
fibers, it is observable that: whereas the fiber-matrix interface
failure at fiber (1) evolves in a larger damaged zone with other
neighbouring debonds aligned with the main loading direc-
tion, the debond at fiber (2) does not promote any further
interface cracks at its surrounding area. In fact, subsequent
debonds, as that identified by (3) in this graph, contribute
to the progression of additional interface failure phenomena.
Note that the connection between such debonding failure at
the micro-scale may produce a meso-scale crack event.
Once the damaged regions (formed by aligned debonds) have been
clearly developed, the progress of such phenomena is diverse. At
this phase, several fiber-matrix debondings can further propagate
in a stable manner up to the attainment of the next energetic barri-
ers, which can correspond to the relative positions of the fibers, the
presence of resin-rich regions, among others. Note that these ener-
getic barriers are statistically distributed within the domain based
on its own internal arrangement. The delay in posterior damage
propagation leads to an accumulation of energy within the system,
so that such energetic barriers can be overcome leading to unstable
(sudden) damage evolution.
• The next stage here identified comprises the fact that fiber-matrix
interface failures generally span the whole thickness of the 90◦ layer.
This happens prior the occurrence of any crack kinking phenomenon
towards the matrix in the whole thickness of the 90◦ layer as is
shown in Figures 43, 45 and 46, and subsequently in Figures 47,
48 and 49. This behavior strongly depends on the corresponding
matrix and fiber-matrix fracture properties.
• Upon loading progression, significant damage matrix events are
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Figure 45: Sequence of damage events observed in the computational re-
sults for [0◦2/90◦2/0◦2] laminate.
predicted at the micro-scale, which, as expected, take place in the
neighbourhood of several fiber-matrix debond tips (see phase 6 in
Figures 43, 45 and 46). This is the previous step to the appearance
of a matrix crack promoted by the fiber-matrix debonds. Since the
size of the process zone in this problem is of the order of the fiber
radius, it is expected to have a significantly large damaged zone
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Figure 46: Sequence of damage events observed in the computational re-
sults for [0◦2/90◦4/0◦2] laminate.
before the corresponding kinking phenomenon.
• The posterior stage concerns the nucleation of a matrix crack in the
damaged zone near a debond tip (see phases 7 and 8 in Figures
43, 45 and 46). This matrix crack connects two debonds of neigh-
bouring fibers. The preferential path is mainly perpendicular to the
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loading direction, in consonance with the experimental evidences
(11) and alternative numerical studies (60; 61). However, the spe-
cific direction is mostly governed by the connection between the
debonds already existing at the fibers.
• Once the first matrix crack appears connecting two debonds, this
crack progresses up to spanning almost the whole thickness of the
90◦ layer (stage 9 in Figures 43, 45 and 46). This crack can be al-
ready considered a damage event at the meso-scale. Thus, this
phase can be considered as the final transition between micro-scale
cracking and meso-scale damage. The stability of this progression
is mainly ruled by the presence of energetic barriers which inter-
rupt further progressions. Current computational results predict
that this process is generally unstable with some differences de-
pending on the 90◦ layer thickness. It is also interesting to observe
the final geometry of the fully transverse crack. Thus, in the case of
the 90◦ layer would have been studied as an equivalent homoge-
neous solid, the preferential crack geometry would correspond to
a straight crack perpendicular to the loading direction. However,
this is not exactly what it is observed in the computational results
presented here. At the micro-mechanical level, the actual hetero-
geneity of the specimen, in particular when some damage events
have occurred, e.g. the distribution of debonds, promotes alterna-
tive crack paths with more chaotic topology. This is particularly
significant for the thickest laminate here analyzed, see Figure 46.
Comparison with experimental results
This section outlines the comparison between the experimental results in
(11) and the predictions obtained from the current computational mod-
els. The main target is to assess the influence of the 90◦ layer thickness
on the onset and propagation of through thickness cracking events in
line with (12; 60; 61). The current correlation relies on performing a com-
parison between the three states reported by Saito et al. (11) for each
model (corresponding to three strain levels) with respect to similar dam-
age extents in the current computations. Correspondingly, it is possible
to compare the strain levels for which the computational models pre-
dict "similar" damage levels to those reported in the experimental study.
Note that this comparison is focused on the analysis of the micro-graphs
given in (11). Moreover, it is worth mentioning that the 2D simulations
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here presented cannot take into account "tunneling effects", and therefore
deviations with respect to the experimental data are expected in terms of
characteristic strain values and cracking topology. These deviations are
also affected by the deterministic character of the study.
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Figure 47: Saito (11) [0◦2/90◦/0◦2] laminate results: Saito results, strains (ε),
damage patterns, debondings and contour plot of the horizontal displace-
ment field.
Figure 47 presents the comparison for the thinnest laminate with 0.04
mm in thickness of the 90◦ layer. As discussed in the previous section,
damage started by the fiber-matrix interface debondings, which subse-
quently progressed in neighbour fibers and finally kinked towards the
matrix forming a through the thickness crack. This sequence of cracking
events is correctly reproduced by the present simulations. Thus, the first
column of this graph corresponds to the appearance of the first debond-
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ing event at the fiber-matrix interface, which was identified in the exper-
iment at a strain level of ε = 0.4%, whereas the current computational
model predicts the first debond at ε = 0.7%. As the applied strain in-
creases, subsequent damage states evolve. Thus, the second column is
referred to the first cracking state formed by several aligned debonds.
According to the experiments, this occurred for ε = 0.8% whereas a
strain level equal to ε = 1.07% is identified for the predictions of the
computational model. Finally, the third column identifies a crack span-
ning almost the whole thickness of the 90◦ layer, this taking place for
ε = 1.5% in the experiments whereas the similar status is achieved at
ε = 2.30% according to the computational model.
Note that the position of the damage and cracking events notably di-
verges from the experimental observations to the computational estima-
tions. As was amply discussed in previous studies, this result is expected
because this is the classical problem of multi-site nucleation for damage,
where many very similar points with critical conditions there exist, such
locations being of potential damage initiation. In this case, these points
correspond to the fiber-matrix interfaces with a very similar situation be-
tween them at the beginning of the failure mechanism. Therefore, the
point at which the damage is finally nucleated at first is determined by
very slight differences in geometry, elastic and fracture properties. The
geometry is the only source of such diversity in the current computa-
tional model and not completely, due to the fact that small differences in
the distributions of fibers at alternative placements of the laminates can
affect the occurrence of this phenomenon.
As for the strain level, the comparison shows a relatively good agree-
ment between the experiments and the computational model. The differ-
ence can be associated to the influence of the 3D effects, i.e. crack tunnel-
ing aspects. In particular, these effects can be very relevant for the first
debonds occurring at the free edge locations. The problem in this initial
stage is therefore highly 3D due to a high stress concentration which re-
sults from the different properties of fiber and matrix and the presence
of a free edge.
Figure 48 depicts the comparison for the intermediate in thickness
laminate, i.e. 0.8 mm in thickness. With respect to the damage pattern,
the first column shows the very first debond, which occurred at a strain
level of ε = 0.4%, whereas the computational model predicts this event
at ε = 0.81%. In the second column, the first damage formed by several
aligned debonds can be observed. According to the experiments, this
took place for ε = 1.2%, whereas the computations predict this event at
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Figure 48: Saito (11) [0◦2/90◦2/0◦2] laminate results: Saito results, strains (ε),
damage patterns, debondings and contour plot of the horizontal displace-
ment field.
ε = 1.83%. Finally, the third column correspond to a crack spanning al-
most the whole thickness of the 90◦ layer, this happening for ε = 1.3% in
the experiments and ε = 1.88% according to the computational model.
Note that the criterion about the prediction of the situation for damage
and crack initiation also holds for this model. In this configuration, ex-
perimental and computational model results present notable deviations.
These discrepancies are mainly attributed to the specific damage identi-
fication criterion herewith adopted.
Figure 49 presents the comparison for the thickest laminate, comply-
ing with 0.16 mm in thickness of the 90◦ layer. In line with the previ-
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Figure 49: [0◦2/90◦4/0◦2] laminate results: Saito results, strains (ε), damage
patterns, debondings and contour plot of the horizontal displacement field.
ous results, the first column of this graph corresponds to the appearance
of the first debond, which occurred at a strain level of ε = 0.7% in the
experimental study (11), whereas the computational model predicts the
first debond at ε = 0.82%. The second column stands for a state with
the presence of transverse crack identified by the presence of multiple
fiber-matrix debondings. According to the experiments, this occurred
for an applied strain equal to ε = 1.0%, whilst this situation is achieved
in the current computations for ε = 1.32%. The third column identifies
a crack spanning almost the whole thickness of the 90◦ layer, this hap-
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pening for ε = 1.4% in the experiments and ε = 1.58% according to the
computational model. For this model the agreement between the com-
putational model and the experiments is better than the previous ones.
This could be connected with the idea of that failure for thin laminates is
more governed by 3D phenomena (not taken into account here) than for
thick laminates, as claimed by some works (180).
Once the current results have been described and contrasted with re-
spect to available experimental data from a quantitative standpoint, it is
interesting to perform a qualitative discussion of the predictions. In this
context, it is noting that the in-situ observations reported in (11) identi-
fied that, for thicker 90◦ layers, the formation of a transverse crack experi-
ences a rapid propagation through the thickness. This contrasts with the
case of the thinnest specimen, whose simulations exhibit a more stable
through the thickness crack propagation with increasing values of the ap-
plied strain, leading to higher values of the final failure strain. This trend
is well captured in the present predictions, with the capacity to simulate
damage events of different signatures and extent with physically-sound
fracture models.
Size effect of the 90◦ layer. Comparison with the main theoretical mod-
els
This section analyses the role of the 90◦ layer thickness on the differ-
ent steps of the failure mechanism, from the first fiber-matrix debonding
event to the full transverse crack. Therefore, the current discussion al-
lows the assessment of the in-situ strength behavior in conjunction with
tracking the transition between micro-cracking to meso-scale damage
scenarios.
Figure 50 reports the strain level at which the main characteristic
phases of the failure mechanisms are identified in the computational re-
sults as a function of the 90◦ layer thickness.
For the first step, which corresponds to the initial fiber-matrix debond-
ing failure, it can be observed that the strain level is almost independent
of the 90◦ layer thickness. The reason for this is clear, this event is mostly
sensitive to the elastic properties of fiber and matrix, fracture properties
of the interface and fibers radius, see e.g. (13). Since these parameters
are very similar to each other for the three models herein presented, it is
expected to obtain a similar strain level for this first event. Note how-
ever that, in a lower level of influence, the situation of the neighbouring
fibers can also play minor influence. Thus, the presence of more pref-
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erential situations in some models or slight micro-mechanisms of stress
concentrations as fiber clustering is the main source of the slight differ-
ences between the current computations.
For the second event, which stands for the first debond kinking out
towards the matrix, presents an interesting size effect: the lowest value
of the strain is found for the thinnest laminates, whilst the highest strain
for the intermediate in thickness laminates. Note that current simula-
tions predict nonuniform evolution since this phenomenon has a notable
influence of the specific internal arrangement of the material, i.e. fiber
locations, matrix-rich regions, among other aspects.
Interestingly, for the transverse crack a monotonic size effect can be
identified, from the thinnest laminate to the thickest one, the size effect
complies with the classical size effect reported by Parvizi (41) and sub-
sequent experiments (181; 182; 183). This trend exhibits a decreasing
evolution of the critical strain leading to a first through the thickness
transverse crack as the 90◦ layer thickness increases. The reason for this
size effect can be understood by comparing the evolution of the three
stages plotted in Figure 50. Whereas first and second stages are very
dependent on scattering on fibers arrangements, the third stage is signif-
icantly affected by the energy available to be released in a potential crack
propagation. Thus, the key point is the nature of the damage evolution
from the very first crack kinking out the fiber-matrix interface towards
the matrix up to the full transverse crack. Once the first kink out occurs,
the nature of this damage evolution is going to depend on the elastic en-
ergy available to propagate this crack up to span the whole thickness.
For thinnest laminates, even if the first kink occurs prematurely, the elas-
tic energy available to be released is low and the progression requires a
significant increase of strain. In contrast, for the other laminates the in-
crease in strain from second to third stage is significantly lower, showing
a behavior much more unstable. In fact, for the thinnest laminate, it is
not expected that this stable evolution can be detected by acoustic emis-
sion, which is the classical method used to detect transverse cracks in
experiments. This crack would be likely detected in a subsequent stage
of propagation as tunneling crack, which would be unstable in the last
stage.
Beside the previous discussion, it is interesting to analyze the results
summarized in Figure 50 advocating previous theoretical models in or-
der to explain the size effect observed in classical experiments, see the
review outlined in (183).
One of the most accepted model in the related literature is the so-
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Figure 50: Effect of the 90◦ layer thickness on the strain for which the differ-
ent steps of the process of crack initiation are observed in the computational
model.
called Dvorak’s formulation (180), which is based on assuming that a
damage zone grows stably up to a certain critical length where it com-
mences to progress unstably. Under such conditions, the critical length
is assumed to be a material property. Very succinctly, the relation be-
tween this critical length and the 90◦ layer thickness promotes the size
effect and differences on the crack growth direction (which can evolve ei-
ther as a tunneling crack or as a transverse through the thickness crack),
see (180) for a detailed justification. The weak point of this model relies
on the hypothesis of the existence of a “material critical length” govern-
ing the transition from stable to unstable crack growth. It is interesting
to observe that the transition has been identified here, see discussion in
Section 6.3.2. In addition, it is worth noting the nature of crack growth
between the first kink and the first transverse through the thickness crack
in Figure 50. The evolution is much slower for the thinnest laminate than
for the other two laminates, experiencing a clear crack propagation de-
lay. This could be related with the consequence of the Dvorak theoretical
model, which claims that: (i) the growth in the thinnest laminates is al-
ways stably along the thickness direction, and (2) unstably crack growths
mostly occur as a tunneling crack along the width of the specimen.
Note however that two alternative theoretical models, incremental
energy criterion (50) and finite fracture mechanics (46; 148), explain the
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size effect assuming an abrupt onset of a crack with a finite length. The
justification for this abrupt onset is the micro-mechanical transition from
damage to crack. Some evidences can be observed here in the transition
between a damage zone which span the whole thickness and after the
first kink with a fast growth of the crack (particularly for [0◦2/90◦2/0◦2] and
[0◦2/90
◦
4/0
◦
2]). The comprehensive study of this phenomenon, i.e. how
abrupt is this crack growth, would require a robust dynamic analysis
which falls beyond the scope of the present study.
Finally, within this context, it is worth mentioning the existence of a
different theoretical model which relies on the Weibull statistical theory
in order to provide a plausible argument to this in-situ strength effect, see
(53). This model bases the explanation of the size effect on the presence of
flaws of a size statistically distributed per unit of volume. Basically, since
thicker layers are characterized by larger volumes, they possess a higher
probability for the presence of larger flaws. Note however that since the
analysis presented here is purely deterministic and no dispersion on the
material properties have been introduced, this model cannot be properly
evaluated and discussed within the context of the present study.
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Chapter 7
Fracture simulation in thin
films on compliant
substrates
In this chapter, the combination of the phase field approach for brittle
fracture and the cohesive zone model (PF-CZM) is used to simulate dam-
age in heterogeneous media with the presence of interfaces in thin layer-
substrate systems. The main target is providing a characterization of
the different damage patterns that can evolve based on the mechanical
properties of the system. For this purpose, we present a comprehensive
mechanical study endowing the simulation of several examples with dif-
ferent geometries, cracking paths and types of failure.
In Section 7.1, we simulate a 2D film-substrate system with a single-
edge notched under different loading conditions and its respective me-
chanical properties between the constituents. Additionally, we vary the
interface properties and after that, we introduce a secondary notch to
evaluate its influence on the corresponding damage pattern. These ac-
tions are performed in order to study the influence of different system
parameters on the propagation path and therefore, on the type of failure.
Finally, recalling the information of the simulations herein under consid-
eration, we construct a failure map of single-edge notched problem, to be
able to predict the type of failure knowing the properties of our system.
Subsequently, Section 7.2 exemplary addresses the capabilities of the
current numerical methodology to simulate 3D problems involving thin
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layer-substrate systems under the three fracture modes.
All the simulations are conducted under displacement control and
using the finite element software FEAP (168). This chapter is based on
(78). Also, it must be mentioned that, the current numerical method in-
troduces the role of two length scales into the model, l (associated with
the PF model) and lCZM (related to the CZM). After the computation of
both length parameters (124; 126) for the corresponding material prop-
erties, we noticed that both length scales are of the similar order of mag-
nitude, leading to a real competition between the corresponding failure
modes. Finally, to clarify that the CZM used to simulate the interface fail-
ure is the classical tension cut off law previously described in Section 5.1.
Therefore, no coupling is assumed between the phase field variable and
the stiffness of the interface due to the fact that where damage is initiated
is not known a priori.
7.1 2D film-substrate systems
In this section, we first analyse the failure and crack propagation of the
system shown in Figure 51. The geometry and material parameters are
collected in Tables 6 and 7.
Figure 51: 2D film-substrate under tension: geometry.
L/t 2000 Specimen length/Interface thickness
h/t 25 Coating thickness/Interface thickness
H/t 250 Substrate thickness/Interface thickness
lc/t 5 Notch length/Interface thickness
Table 6: 2D film-substrate under tension: geometrical parameters.
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Ea/Ga 1×107 Substrate Young modulus/Substrate Fracture energy
Eb/Ga 5×108 Coating Young modulus/Substrate Fracture energy
νa/Ga 111 Substrate Poisson ratio/Substrate Fracture energy
νb/Ga 111 Coating Poisson ratio/Substrate Fracture energy
Gb/Ga 10 Coating Fracture energy/Substrate Fracture energy
l/Ga 83.33 Phase field length scale parameter/Substrate Fracture energy
GI/Ga 0.67 Interface Fracture energy for Mode I/Substrate Fracture energy
GII/Ga 2.67 Interface Fracture energy for Mode II/Substrate Fracture energy
σI/Ga 25×103 Interface Maximum traction for Mode I/Substrate Fracture energy
σII/Ga 30×103 Interface Maximum traction for Mode II/Substrate Fracture energy
α 0.96 Dundurs’ parameter α
β 0.24 Dundurs’ parameter β
Table 7: 2D film-substrate under tension: mechanical properties.
In order to determine the influence of the interface properties on the
failure of our system, the interface fracture energy for mode I, GI , is var-
ied with respect to the baseline value in Table 7. This leads to three dif-
ferent configurations of the system: weak interface (GI ), intermediate in-
terface (GI×10) and strong interface (GI× 100). From Figure 52, it can
be noticed that for a weak interface, the predominant failure mode is
due to pure delamination. However, for the strongest interface case, the
interface represents a high energetic barrier that is very difficult to de-
laminate. For that reason, the crack penetrates into the substrate instead
upon the complete system collapse. Finally, we analyze an intermedi-
ate situation, where there is delamination on the interface until a certain
position following a symmetric pattern, and subsequently these damage
events penetrate into the substrate instead of continuing the delamina-
tion path along the interface. These results illustrate the capabilities of
the formulation in rather complex damage situations, verifying the cur-
rent methodology.
It is also worth mentioning that from a quantitative point of view,
the dissipated energy is different in each of the previous cases, according
to the stress-strain evolution curves depicted in Figure 52. For instance,
although in the delamination and penetration cases there is only one dis-
sipation mechanism, the overall dissipated energy in the delamination
case is smaller with respect to the strongest interface configuration. This
is due to the difference between their corresponding fracture energies
being much smaller the fracture energy of the interface than the one as-
sociated to the penetration failure (film and substrate).
Finally, for the intermediate case, there are two dissipation mecha-
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nisms (delamination and penetration) which means that, in this case, the
value of the dissipated energy corresponds to the highest one. This latter
effect can be seen from the secondary branch of the corresponding re-
sponse after the first drop of the evolution, featuring the system a modi-
fied stiffness (governed by the substrate) upon complete failure (second
drop in the response).
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Figure 52: 2D film-substrate under tension problem: influence of GI on the
stress-strain evolution curve (stress of the system/stress-layer).
It is important to remark that current results represent a largely novel
contribution to the state of the art regarding the analysis of the char-
acteristic failure mechanisms in thin layer-substrate systems, which are
principally confined to fracture aspects around the common interface.
Differing from this, the current approach enables capturing a complete
range of damage patterns upon complete system failure.
7.1.1 2D film-substrate system: secondary notch
Now, we introduce a secondary notch in our problem, close to the previ-
ous notch at the center of the system. The distance from the main notch
to the secondary one is hc: hc/t=25. We aim at illustrating the influence
of a secondary notch on the damage patterns and also the role of the in-
terface fracture toughness GI , as was performed in the previous section.
For this purpose, we simulate two problems, each of them corresponding
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to different values of the secondary notch length: lc/2 and lc. The geome-
tries of the problems are given in Figure 53 and the results are shown in
Figure 54 and 55.
(a)
(b)
Figure 53: (a) Secondary notch of length equal to lc/2. (b) Secondary notch
of length equal to lc.
Analyzing the results here obtained from a qualitative standpoint, we
can argue that the influence of the secondary notch on the problem re-
sponse depends on its length. Thus, it can be observed that when the
secondary notch length is equal to lc/2, the results are the same as the re-
sults of the one notch problem, i.e. with no interactions between notches.
However, when the second notch is of the same length as the main one,
the results are different because there is a clear interaction between the
cracks that appear in both notches.
Summarizing current results, the following differences between sin-
gle and double notched configurations can be identified where there ex-
ists interaction between the two notches:
• In the case of weak interfaces, if a secondary flaw is considered, the
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result is the same as in the single notch problem (delamination).
This means that the interface failure is not affected by the presence
of a second notch.
• For intermediate tough interfaces and two interacting notches, cur-
rent simulations only predict delamination events for longer sec-
ondary notches. Moreover, the dissipated energy decreases and
the failure happens under smaller strain levels in comparison with
the single notch specimen. Therefore, it can be stated that the pres-
ence of the secondary notch causes a different type of failure (de-
lamination instead of delamination followed by penetration) as a
consequence of the shielding effect between the two notches which
makes more difficult the release of energy through the film than
through the interface.
• Finally, for very tough interfaces, the predicted type of failure does
not change between the single and the double notched systems
(penetration) regardless the length of the secondary notch. How-
ever, the maximum stress shows a slight increase in comparison
with the single notch configuration. Therefore, it can be concluded
that there is a shielding effect as well as in the intermediate inter-
face case.
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Figure 54: Secondary notch of length equal to lc/2: influence of GI on the
stress-strain evolution curve.
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7.1.2 2D film-substrate system under bending
In the previous problems, the failure corresponded to pure fracture mode
I. In this section, we aim at extending our study analyzing the systems
responses under mixed fracture modes (mode I and II), which can be in-
troduced by adding a vertical displacement leading to in-plane bending
(See Figure 56).
Figure 56: 2D film-substrate under bending: geometry.
Two problems have been examined: (a) a external solicitation for
which the vertical and horizontal imposed displacements are of the same
magnitude, and (b) the magnitude of the vertical imposed displacement
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Figure 57: 2D film-substrate system under bending (a): uy = −0.05 and
ux = 0.05 mm. Influence of GI on the stress-strain evolution curve.
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Figure 58: 2D film-substrate system under bending (b): uy = −0.05 mm
and ux = 0.1 mm. Influence of GI on the stress-strain evolution curve.
is the half with respect to that corresponding to the horizontal one.
The corresponding simulation results to the solicitations (a) and (b)
are shown in Figure 57 and 58. In these graphs it can be seen that in the
case of a weak or an intermediate interface, the governing failure is due
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to thin layer-substrate delamination. However, the dissipated energies
are different due to the difference on the order of the interfaces fracture
energies. In the case of a strong interface, there is propagation through
the substrate. Finally, qualitatively, it can be stated that in all the inter-
face cases herein considered, as the horizontal displacement decreases,
the stiffness of the system decreases and the deformation of failure in-
creases.
7.1.3 2D film-substrate system: failure map.
Through the exploitation of the current numerical approach, in this sec-
tion, we aim at constructing an overall failure map of the 2D film-substrate
system, which is given in Figure 51 for different values of the Dundurs’
parameter α and also, different values of GI . In that way, knowing the
properties of our system, we can determine easily the type of failure
that arises. This failure map is shown in Figure 59, where we can see
that there are three types of failure: delamination (0.1≤GI/Gb≤0.25), de-
lamination+penetration (0.75≤GI/Gb≤1) and penetration (5≤GI/Gb≤43).
From this failure map we can state that as α decreases, the damage in
the substrate increases for all the types of failure and for the delamina-
tion+penetration case the delamination is reduced. The reason of that
is the reduction of the elastic mismatch between the constituents as α
decreases.
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Figure 59: Failure map of the 2D film-substrate system under tension: Dun-
durs’ parameter α vs GI/Gb.
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7.2 3D film-substrate system
In this section, we focus our attention on examining the capability of the
proposed method to model 3D applications of thin layer-substrate sys-
tems. To do that, we simulate the 3D problem given in Figure 60. The
geometry and material parameters are listed in Table 8 and 9. As can be
observed in Figure 60, the geometry is subjected to several loading con-
ditions, so we are simultaneously considering different fracture Modes,
i.e. Mode I, II and III in an individual case.
Figure 60: 3D film-substrate system: geometry.
The results of this problem are shown in Figure 61, whereby different
failure mechanisms can be identified. Analyzing in detail these results,
it can be appreciated that in the weak and intermediate interface cases,
the failure is due to delamination. Moreover, for the intermediate inter-
face case, it is observable that the corresponding failure pattern shows
the concomitant development of delamination and bulk damage, which
is characterized by a notable secondary plateau evolution prior the col-
lapsing point. Differing from this, as can be expected, in the weak inter-
face case, the corresponding failure mode of the system corresponds to
the exclusive development of delamination with a single plateau evolu-
tion and a subsequent sudden drop. These two failure patterns contrast
with that corresponding to the tough interface case, in which the strong
energetic barrier of the interface provokes the breakage of the coating
and precluding the initiation and evolution of deflection or penetration
events along the prescribed interface.
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L/t 2020 Specimen length/Interface thickness
La/t 1500 Substrate length/Interface thickness
W/t 1000 Specimen width/Interface thickness
h/t 50 Coating thickness/Interface thickness
H/t 500 Substrate thickness/Interface thickness
lc/t 12 Notch length/Interface thickness
Table 8: 3D film-substrate system: geometrical parameters.
Ea/Ga 3.79×104 Substrate Young modulus/ Substrate Fracture energy
Eb/Ga 3.79×105 Coating Young modulus/Substrate Fracture energy
νa/Ga 11.71 Coating Poisson ratio/Substrate Fracture energy
νb/Ga 11.71 Substrate Poisson ratio/Substrate Fracture energy
Gb/Ga 2 Coating Fracture energy ratio/Substrate Fracture energy
l/Ga 3.82×10−2 Phase field length scale parameter/Substrate Fracture energy
GI/Ga 0.17 Interface Fracture energy for all Modes/Substrate Fracture energy
σI/Ga 2.58×104 Interface Maximum traction for all Modes/Substrate Fracture energy
α 0.82 Dundurs’ parameter α
β 0.16 Dundurs’ parameter β
Table 9: 3D film-substrate system: mechanical properties.
1
0.2
0
0.4
0.6
0.8
Beginning of delamination
Delamination failure
Film failure
Damage Damage
Damage
Figure 61: 3D film-substrate system: stress-strain evolution curve and dam-
age pattern.
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Chapter 8
Fracture simulation in
functionally graded
power-based shell
structures
In this chapter, the simulation capabilities of a new model for fracture
of functionally graded power-based shell structures are examined by
means of several numerical examples solved with the finite element pro-
gram FEAP (168) under displacement control. This new model consists
on the phase field (127) combined with the 6-parameter shell formulation
(106). Moreover, to obtain a locking-free finite element formulation, two
methods are integrated: the enhanced assumed strain (EAS) method and
the assumed natural strain (ANS) method. It is worthy to note that this
new model has been previously described in Section 4.3 and 4.4. All the
examples are made of metallic and ceramic phases whose corresponding
properties are listed in Table 10 (126; 163).
Material E [GPa] ν GC [N/mm] l [mm]
Metallic 0.7 0 4.39 ×10−1 6.45 ×10−3
Ceramic 1.51 0 7.12 ×10−2 1.90 ×10−2
Table 10: Materials properties.
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The variation of the Young modulus (E), the fracture energy (Gc) and
the phase field length scale (l) with respect to the thickness direction (ξ3)
are given in Figures 62, 63 and 64, for different values of the volume frac-
tion exponent (n). These figures have been obtained taking into account
the rule of mixture given in Section 4.4.
Figure 62: Variation of the young modulus (E) through the thickness (ξ3)
for different values of the volume fraction exponent (n).
Figure 63: Variation of the critical fracture energy (GC ) through the thick-
ness (ξ3) for different values of the volume fraction exponent (n).
The present chapter is based on (77) and organized as follows. In
Section 8.1, a functionally graded power based square shell under in-
plane loads is simulated. However, in Sections 8.2 and 8.3, a functionally
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Figure 64: Variation of the phase field length (l) through the thickness (ξ3)
for different values of the volume fraction exponent (n).
graded power-based cylindrical shell is solved under in-plane and out-
of-plane loading conditions, respectively. Moreover, the influence of the
volume fraction exponent (n) on the applications response is analysed.
Also, a comparison between the results obtained with the implementa-
tion proposed in this thesis and the solutions for the homogeneous solid
shell formulation (106) (fully ceramic and fully metallic materials) is pre-
sented for verification purposes.
8.1 Plate under tension
The first problem under consideration is the classical square plate of unit
size (L = 1 mm) given in Figure 65. The thickness of the plate, denoted by
t, is set equal to 0.0125 mm. This configuration includes an initial sharp
notch of length L/2 = 0.5 mm at the centre of the specimen. Regarding
the prescribed conditions, a vertical displacement (δy) is imposed on the
upper side of the plate while the lower side is restrained towards the ver-
tical direction. Regarding the mesh refinement, we employ concentrated
discretization scheme around the notch width using 15100 elements.
This problem is simulated for different values of the volume fraction
exponent (n) and also for two homogeneous (metallic and ceramic) solid
shells. In Figure 66, the stress-strain evolution curves and the contour
plot of the phase field variable of the current simulations are given.
Firstly, it can be noticed that, depending on the value of the volume
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Figure 65: Plate under tension: geometry and boundary conditions.
fraction exponent (n), the behaviour of the system is changing from those
of a fully ceramic (n=0) to a fully metallic one (n ≥ 50). The limit cases
of the proposed model (n = 0 and n ≥ 50) are established by taking into
account the variation of the material properties given in Figures 62, 63
and 64. Moreover, in Figure 66, it is possible to see that these limit cases
agree with the homogeneous solid shell (SS) elements predictions, which
are included for validation purposes.
With reference to the intermediate cases for intermediate values of n,
we can see that, as n increases: the dissipated energy, or in other words
the area under the stress-strain curve, increases (GC increases), the stiff-
ness decreases (E decreases) and the apparent strength increases. This
is because larger values of n means larger values of the metallic volume
fraction (See Equations 4.48, 4.49 and 4.50). Therefore, the material prop-
erties consistently change with the variation of the constituents in terms
of volume fractions via the corresponding gradation law, as depicted in
Figures 62, 63 and 64.
The evolution of the maximum stress when n changes is not deter-
mined in a straightforward manner due to the fact that it is an indirect
measure in PF models. However, recalling Equation 4.2 and knowing
that l decreases when n increases, it can be expected to obtain higher
strengths associated to larger values of the n parameter.
It is worth mentioning that, in all the cases herein simulated (homoge-
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neous shells and power-based shells with different values of n) the crack
path follows an identical pattern and the stress-strain evolution curves
present two different stages. The first stage exhibits an increasing stress-
strain evolution until a maximum stress is reached. In this stage different
events take place: a linear elastic evolution previous damage initiation,
the onset of damage and the stable growth of the crack. However, in the
second stage, the unstable growth of the crack happens until the com-
plete failure of the system.
Finally, it is worth to point out that the damage pattern given in Fig-
ure 66 replicates that corresponding to the homogeneous case because
the material properties in the current formulation are exclusively chang-
ing in the thickness direction (ξ3) instead of within the x − y plane. The
extension for FGM formulation including both gradation scheme is be-
yond the matter of the present investigation but of high interest in future
activities completing current formulation (132).
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Figure 66: Plate under tension: stress-strain evolution curve and damage
pattern (stress of the system/maximum stress, being σmax = 37.45 N/mm2).
8.2 Cylindrical shell under tension
In this section, we aim at assessing the capabilities of the modelling frame-
work in capturing fracture events in curved structures which are here
benchmarked. For this purpose, we consider a quarter of a cylindrical
shell with an initial sharp notch at the centre of the specimen (See Fig-
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Figure 67: Cylinder under tension: geometry and boundary conditions.
ure 67). The geometrical parameters are: length L = 340.8 mm, internal
radius ri = 100.1 mm, external radius re = 103.1 mm, notch length h = 6
mm and notch width w = 3 mm. Regarding the boundary conditions and
complying with the symmetry of the system, the x = 0 side is restrained
towards the horizontal direction, while the vertical displacements are re-
strained at the y = 0. In addition to this, the shell is fully clamped to the z
= 0 side, while a uniform displacement (δz) is imposed on the z = L side.
The geometry is discretized using 9920 elements.
In line with the previous application, the curved shell given in Fig-
ure 67 is used to simulate functionally graded power-based shells with
different values of the volume fraction exponent (n) and also, two homo-
geneous (metallic and ceramic) solid shells. The stress-strain evolution
curves and the contour plot of the phase field variable of the simulations
carried out in the present section, are given in Figure 68. It can be ob-
served that the limit cases of the proposed formulation (n = 0 and n ≥
50) are in agreement with the fully ceramic solid shell element and fully
metallic solid shell element response, respectively, again pinpointing the
robustness of the current methodology. Moreover, for the intermediate
cases, the increase of n, which means an increase of the metallic con-
stituent, causes the increase of the maximum stress and the dissipated
energy (GC increases). However, this provokes the reduction of the stiff-
ness of our system (E decreases). As in the previous application, the
explanation of the maximum stress increase is due to the reduction of l
with the increase of n and to the relation given in Equation 4.2.
Moreover, the response of the system in all the cases considered (Fig-
ure 68) shows the same crack path and two different stages in the stress-
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Figure 68: Cylinder under tension: stress-strain evolution curve and dam-
age pattern (stress of the system/maximum stress, being σmax = 171.90
N/mm2).
strain evolution curve. The first stage shows an increasing stress-strain
evolution where three different phases are identified: linear elastic evo-
lution before damage, onset of damage and stable growth of the crack.
Finally, in the second stage, the stress-strain evolution curve decreases
along the loading path due to the unstable growth of the crack.
8.3 Cylindrical shell under tension and bend-
ing
Finally, after proving the applicability of the proposed model to the clas-
sical square plate and to a curved shell, we benchmark the current ap-
proach for tension-bending problems. To do so, we simulate the cylinder
described in the previous section, but adding a vertical displacement (δy)
at the top of the notch as we can see in Figure 69.
Again, as in the previous simulations, the results given in Figure 70
show that the response of the system changes from fully ceramic (n = 0)
to fully metallic (n≥ 50) behaviour depending on the value of n. It can be
noticed the agreement between the limit cases of the proposed model (n
= 0 and n≥ 50) and the homogeneous solid shell (SS) element responses.
Moreover, as expected, when the volume fraction of the metallic phase
increases, in other words when n raises, the maximum stress and the dis-
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Figure 69: Cylinder under tension and flexion: geometry and boundary
conditions.
sipated energy (GC) increases. However, the stiffness of the system (E)
decreases. The explanation of the evolution of the maximum stress with
the variation of n is the same as in the previous applications.
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Figure 70: Cylinder under tension and flexion: stress-strain evolution curve
and damage pattern (stress of the system/maximum stress, being σmax =
158.86 N/mm2).
In Figure 70, again, the different stages of the stress-strain evolution
curves detected in the previous simulations are also identifiable: an in-
creasing evolution were three different events happen (linear elastic evo-
lution before damage, onset of damage and stable growth of the crack)
and a decreasing evolution due to the unstable crack growth.
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To conclude, comparing the results of the cylinder under tension with
the current simulations, we can state that, although the damage pattern
and the stiffness of the system is not notably affected by the inclusion
of the vertical displacement δy , the maximum stress and the dissipated
energy are significantly lower when the vertical displacement δy is intro-
duced.
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Chapter 9
Conclusions and future
developments
9.1 Summary and conclusions
The research work conducted in this thesis deals with the development
and assessment of a numerical framework that combined the phase field
approach for brittle fracture and the interface-like crack method (denom-
inated PF-CZM method).
The main motivation of this dissertation is focused on the analysis
of fracture events in heterogeneous materials at different scales of ob-
servations, i.e macro- and micro-scale analysis. In particular, heteroge-
neous materials used in high-tech industries encompassing principally in
this work aerospace and aeronautical applications (long-fiber reinforced
composites, thin film-substrate structures, shells and FGMs).
This new approach presents several advantages with respect to alter-
native computational models used in the literature (strong discontinuous
crack methods and continuum damage models) due to its hybrid char-
acter. One of the most prominent aspects is the fact that the proposed
methodology allows overcoming important problems of crack tracking
path and mesh dependency problems. Moreover, it has been evidenced
several appealing capabilities of the proposed model to predict fracture
in different macro and micro applications with and without the presence
of interfaces. Therefore, the enormous versatility of the present model
has been proved. Consequently, the denominated PF-CZM would con-
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tribute in the achievement of a more profound understanding of complex
fracture events in heterogeneous materials and the potential generation
of new design and production scenarios for composite materials mainly
in aerospace and aeronautical applications.
Results and discussions throughout the text have demonstrated that
the scientific targets were successfully met. In the sequel, a more careful
description of the main conclusions of the work is provided for a better
comprehension.
Firstly, in Chapter 6, we have proved the capability of the proposed
model to study failure initiation in long-fiber reinforced composites at
the micro-scale and also, the subsequent propagation of damage into the
meso-scale. To understand the huge complexity of failure modes in long-
fiber reinforced composites, some experimental tests of CFRP composites
under uni-axial transverse tension have been conducted in Section 6.1.
In Section 6.2, the failure initiation in composites at the micro-scale by
means of the single-fiber problem was thoroughly studied. The approach
presented in this thesis (PF-CZM) enabled predicting all the stages of
the failure process and its versatility allowed the effect of the problem
parameters on the failure process to be characterized. The predictions
obtained agreed with the most accepted results presented in the related
literature during the last few decades, being the advantage that all the
current results were obtained in the present setting by a single robust
computational approach without requiring semi-analytical solutions or
approximations on the initial stress states.
Continuing with the discussion of the goals regarding the problem
of fiber-matrix debonding at the micro-scale, the stages of the process of
failure initiation in composites under transverse load were detailed in
Section 6.2.1, obtaining an excellent agreement with experiments. This
process is characterized by an initial decohesion event that nucleates
at the most loaded region of the fiber-matrix interface. After that, this
crack in the fiber-matrix interface grows along the interface and subse-
quently, kinks out the interface through the matrix. Finally, the crack
grows through the matrix. In contrast to precedent predictive numeri-
cal tools, as those relying on classical fracture mechanics models which
assumed an initial debonding angle whose value is around 10◦, the cur-
rent enabled capturing the damage onset which means that it is not nec-
essary to assume an initial debonding angle. Moreover, the proposed
model (PF-CZM) predicted a strong size effect of the fiber radius, al-
ready reported in previous works and especially in the studies based on
finite fracture mechanics. Thus, for small fibers, the critical stress for the
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abrupt onset increases. In addition, the failure behavior is much tougher
and more ductile for small fibers than for the larger ones.
To complement this study of single-fiber decohesion failure, the ef-
fect of a secondary transverse load has also been studied in Section 6.2.2,
finding that the presence of a secondary transverse load modified the be-
haviour of the system. Thus, in scenarios with a tensile secondary load-
ing, the behaviour of the system was much more brittle although the load
level required for the onset of decohesion was higher. However, for com-
pression secondary loading, the effect was the contrary. It is important to
say that these results agree with other results presented in the literature.
Finally, in Section 6.2.3, the influence of a second neighbouring fiber on
the failure initiation has been investigated. The results showed the abil-
ity of the proposed model to predict the coalescence of damage initiated
at two different locations, opening perspectives for the study of complex
multi-fiber interaction problems involving shielding and amplification
effects.
After the study of failure initiation in long-fiber reinforced compos-
ites it was necessary to analyse the propagation of the previous dam-
age in the meso-scale. With this aim, transverse cracking of cross ply
laminates was investigated in Section 6.3. To do so, a micro-mechanical
analysis of fracture events in cross ply laminates under in-plane mono-
tonic loading has been conducted. The main focus has been the inves-
tigation of scale effects in such specimens using high-fidelity compu-
tational micro-mechanics. Multi-scale embedded models were gener-
ated via the reproduction of the fiber internal arrangements of the spec-
imens reported in (11). Differing from alternative studies, the current
numerical strategies encompassed the combined use of the CZM and
the PF approach of fracture for respectively, triggering failure events
at fiber-matrix and within the matrix. The adaption of such numerical
tools ensured the simultaneously accounting for critical elastic energy re-
lease rate and critical stress. A detailed description of the computational
model used was given in Section 6.3.1. The emphasis of the analysis
has been devoted to the careful identification of the different phases of
failure events within the specimens in conjunction with the study of the
analysis of the 90◦ layer thickness on the onset of progression of through
the thickness crack, which has a strong connection to the so-called in-
situ strength effect in fibrous composite materials. The predictions car-
ried out in Section 6.3.2 exhibited a closed qualitative agreement with
respect to the experimental data available in the related literature, see
(41; 46; 63). The proposed numerical technique enables the consistent
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capturing of the sequence of damage events in laminates of the fam-
ily [0◦2/90◦n/0◦2], with n=1, 2 and 4. In particular, it has been identified
that the first damage mechanisms correspond to fiber-matrix decohesion
events. Upon loading progression such phenomena coalesced leading
to the generation of transverse through the thickness cracks within the
matrix. Actual crack paths strongly depend on the particular fiber dis-
tributions, leading to possible branching and coalescence scenarios es-
pecially in thick laminates. This was in good agreement with respect
to the experimental data. Nevertheless, our predictions presented de-
viations with respect to the strain levels at which these phenomena oc-
curred. These differences are mainly attributed to possible 3D effects
that have not been taken into consideration in the present 2D modeling
framework. Moreover, another reason can be the deterministic charac-
ter of the proposed computational model. With respect to the analysis
of the in-situ strength effect in these specimens, it was found that the
current numerical technique was in good agreement with the trend in-
troduced by Dvorak’s (51; 180; 184) in terms of through the thickness
fracture propagation based on the thickness of the central 90◦ layer. An-
alyzing the current numerical data, we observed a clear cracking propa-
gation delay within the matrix for the thinnest specimen, which caused
the increase in the apparent critical strain for the development of through
the thickness damage in comparison with the other two configurations.
Nevertheless, note that the current numerical technique was unable to
predict such size effect in terms of damage initiation at fiber-matrix in-
terfaces. This inability was again ascribed to the fact that we simpli-
fied the problem to a 2D case. However, the results given in Section
6.3 evidenced the strong potential of the proposed numerical framework
comprising: (i) the use of physically-based fracture modeling capabilities
that properly accounted for capturing size effects in engineering, which
cannot be retrieved using Griffith-based theories, linear elastic fracture
mechanics and stress-based damage capabilities, among others, (i) its in-
herent versatility for triggering very complex fracture phenomena with
reduced mesh-dependent pathology and without remarkable limitations
in terms of geometry and constitutive laws at the material level.
Concerning macro-scale applications, in Chapter 7, the applicabil-
ity of the proposed model (PF-CZM) to simulate and analyse fracture
events in thin film-substrate structures with the presence of interfaces
has been proved. The coupling of the PF and the CZM allows the simul-
taneous simulation of interface delamination and film or substrate dam-
age. Therefore, the proposed model is capable of predicting several com-
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plex crack paths and overcomes some of the limitations of discontinuity-
based methods discussed previously. In particular, we simulated 2D
(Section 7.1) and 3D (Section 7.2) problems, and captured different crack
paths depending on the material and fracture properties of the system.
Concretely, it has been analysed the influence of the interface fracture en-
ergy on the type of failure. For instance, in the 2D film-substrate system,
we illustrate the different failure mechanisms that can experience the sys-
tem based on the interface definition (weak, intermediate or strong) for
a given bulk properties. Exploiting the versatility and robustness of the
proposed numerical method, simulations enabled the construction of an
overall failure map of such systems depending on the fracture proper-
ties and the Dundurs’ parameter α, yielding to very valuable informa-
tion regarding the different failure patterns that govern the system re-
sponse. This is a novel contribution in the field, since this methodology
provides a complete failure map, not only analysing the system response
around the pre-existing notches and interfaces, but also gives additional
information for subsequent propagation into the adjacent substrate upon
complete failure.
Finally, in Chapter 8, a novel computational method for the analy-
sis of fracture events in advanced shell structures (functionally graded
power-based shells) was used. This method combined the PF approach
with the 6-parameter shell formulation. Therefore, conversely to former
PF methods for shells, the current model is based on a solid shell kine-
matic model, which was equipped with the EAS and ANS methods in
order to obtain a locking-free element formulation. Then, this develop-
ment was pioneering in terms of combining: locking-free shells, FGMs
and phase field. In addition, it is remarkable to highlight that the pro-
posed model allowed the inclusion of the young modulus, the fracture
toughness and the phase field length scale as functions of the thickness
coordinate. The attributes of the model comprised: (i) the efficient frac-
ture initiation and propagation and (ii) the potential use for complex ge-
ometries and loading conditions. The applicability of this new model
was demonstrated by means of several numerical applications. In Sec-
tion 8.1 a functionally graded power-based plate under in-plane loading
conditions was simulated. However, in Sections 8.2 and 8.3 a function-
ally graded power-based cylindrical shell under different loading condi-
tions was solved. Moreover, the results of these simulations have been
verified with the solutions for the homogeneous solid shell formulation
(106)(fully ceramic and fully metallic materials). Finally, the influence
of the volume fraction exponent (n) on the systems response has been
130
analysed.
9.2 Future developments
Stemming from the work carried out in this thesis, several research lines
can be identified for further developments, which are described in the
sequel.
The PF model used in the present thesis, gives very good results with
brittle materials. However, there are many applications where plasticity
has a very important role. For example, in long-fiber reinforced compos-
ites, fibers are elastic but matrices can present important plastic strains.
Therefore, a future extension of the present formulation is the inclusion
of plasticity, which is currently under development. The main idea can
comprise the introduction of two different damage variables. One as-
sociated to brittle fracture, as we already have, to model the fiber and
other phase field damage variable associated to an elasto-plastic fracture
criterion to model the matrix behaviour. It is worth mentioning that the
PF model proposed in the present dissertation ensures the irreversible
character of the damage process through the introduction of an history
variable as in (156). This procedure to ensure damage irreversibility po-
tentially cause some drawbacks reducing the accuracy of the method.
In (161) and (185) different procedures to overcome such problems are
presented. Therefore, the adoption of these alternatives and a compar-
ison with the current model should be done in the future with the aim
of increasing the accuracy of the PF model. Also, taking into account
that the proposed PF model does not preclude interpenetration, a future
research to avoid this phenomenon should be carried out. A possible
way to avoid interpenetration is given in (158). Other future extension
paths of the present model will regard the enhancement of this modeling
framework for dynamic fracture processes and the impact effect.
Moreover, within the context of the CZM combined with the PF, three
different future improvements can be performed. On the one hand, it is
assumed a brittle tension cut-off law to describe the behaviour of the in-
terface. For that reason, a possible future approach can be the inclusion
of a different cohesive law in order to be able to take into account a pro-
gressive degradation. This degradation can be linear, quadratic or any
other type of degradation law. On the other hand, we have assumed that
the coupling between the PF and the CZM is accomplished by modifying
the critical displacement and maintaining constant the energy released.
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Other assumptions or considerations about the coupling strategy can be
introduced. Finally, it can be very useful to consider the roughness of the
interface in our formulation. In the micro-scale, surface related phenom-
ena become notable, in other words, waviness, roughness or other sur-
faces imperfections affect the heat or stress transfer, among many other
types of interactions. A possible procedure to include the roughness of
the interface can be obtained following the idea given in (186).
Taking into account that some of the applications simulated in the
present dissertation concern Thermal Barrier Coatings (FGMs and thin
film-substrate systems), it can be very useful to compute thermal and
mechanical strains. Then, a future extension of the proposed formula-
tion to thermo-mechanical problems should be carried out.
Moreover, it can be very interesting to complement this work with
experimental tests to achieve a quantitative-qualitative correlation with
respect to experimental data.
Concerning the study of fracture in cross ply laminates, a future ac-
tivity can be the inclusion of interface elements, modelled with the CZMs
proposed in this work, between 0◦ - 90◦ plies. In that way, we will be able
to detect if the transverse matrix crack delaminates or penetrates into the
0◦ plies. Moreover, the micro-mechanical model proposed in this disser-
tation to simulate fracture in cross ply laminates has a deterministic char-
acter. This can be a possible source of the deviations between our results
and the experimental ones. Therefore, in the future, we should consider
the random character of the material properties taking into account their
medium values and typical deviations or a Weibull distribution.
About thin film-substrate systems, to complement the present work,
future research activities regarding further analysis on 3D curved geome-
tries could be done. Moreover, the analysis of wrinkle and buckling in-
stabilities can be very interesting. To address this aim, simulations under
compression loading are worth to be investigated. In this direction, it
should be pointed out the importance of the adhesive between the film
and the substrate although it is out of the scope of the present disserta-
tion. To determine the adhesive properties, peeling tests are needed. In
these experiments, it has been observed that the fracture of the adhesive
is a complex phenomenon. Therefore, the use of the PF-CZM approach
herein proposed for the fracture simulation of an adhesive joint can be
very useful. Doing so, we could capture the onset of damage, the kink-
ing through the adherents, delaminations and also the possible propa-
gation through the adherents. For that reason, numerical simulations of
peeling tests using the PF-CZM approach are currently under develop-
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ment. Also, taking into account that structural adhesives typically have a
nonlinear behaviour, the introduction of hyperelasticity in the PF model
herein proposed will be the next future development.
In the context of FG power-based shells, can be very interesting to
consider the material properties as functions of several directions, not
only of the thickness direction (ξ3).
Other research activity currently under development is the inclusion
of a hydrogen-dependent fracture energy degradation, as proposed in
(187) , on the PF-CZM formulation here proposed. In that way, we will
be able to take into account the problem of hydrogen assisted cracking
due to corrosion.
Concerning the study of the free-boundary value problem, it would
be very interesting to find a way to solve it using the phase field model.
Finally, one of the main problems of the proposed model is the com-
putational capability because the PF model requires a very small element
size. Therefore, with medium or large problem sizes, the number of un-
knowns is so high that the resolution of the problem is very slow or can-
not be possible without super computers. To solve this situation, we
need to conduct robust numerical schemes for the parallelization of the
code. In other words, we have to move from our implicit formulation to
an explicit one in order to obtain an uncoupled system of equations. Do-
ing that, we will be able to simulate bigger problems and therefore, 3D
laminates. The main objective of simulating 3D laminates is to be able to
capture "tunneling effects" and consequently, the in-situ effect in terms of
damage initiation that we could not capture in the present work.
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