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Abstract
A deformation of the algebra of diffeomorphisms is constructed for canonically
deformed spaces with constant deformation parameter θ. The algebraic relations
remain the same, whereas the comultiplication rule (Leibniz rule) is different from
the undeformed one. Based on this deformed algebra a covariant tensor calculus is
constructed and all the concepts like metric, covariant derivatives, curvature and
torsion can be defined on the deformed space as well. The construction of these
geometric quantities is presented in detail. This leads to an action invariant un-
der the deformed diffeomorphism algebra and can be interpreted as a θ-deformed
Einstein-Hilbert action. The metric or the vierbein field will be the dynamical vari-
able as they are in the undeformed theory. The action and all relevant quantities
are expanded up to second order in θ.
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1 Introduction
Several arguments are presently used to motivate a deviation from the flat-space con-
cept at very short distances [1, 2]. Among the new concepts are quantum spaces
[3, 4, 5, 6]. They have the advantage that their mathematical structure is well de-
fined and that, based on this structure, questions on the physical behaviour of these
systems can be asked. One of the questions is if physics on quantum spaces can be
formulated by field equations, how they deviate from the usual field equations, and to
what changes they lead in their physical interpretation.
Quantum spaces depend on parameters such that for a particular value of these
parameters they become the usual flat space. Thus, we call them deformed spaces. In
the same sense we expect a deformation of the field equations and finally a deformation
of their physical predictions [7, 8, 9, 10, 11].
Several of these deformations have been studied [12, 13]. They are all based on
nontrivial commutation relations of the coordinates. This algebraic deformation leads
to a star product formulation as it is used for deformation quantisation [14, 15, 16].
In this paper we start from the star product deformation and consider the algebraic
relations as consequences. We might not have started from the most general realiza-
tion of the deformed algebra, but certainly from one that is very useful for physical
interpretation. This way deformed gauge theories have been constructed by the use of
the Seiberg-Witten map [17, 18, 19, 20, 21, 22, 23, 24]. Their field content is the same
as in the undeformed theory, the deformation parameters enter in the deformed field
equations as coupling constants.
The question was still open if the gravity theories can be treated the same way
and has been investigated by several authors [25, 26, 27, 28, 29, 30, 31, 32, 33, 34,
35, 36, 37, 38, 39]. We present here a positive answer to this question based on a
deformed algebra of diffeomorphisms and this way avoiding the concept of general
coordinate transformations. In this presentation we restrict ourselves to the discussion
of the canonical quantum space with θµν constant. The construction is now not based
on Seiberg-Witten maps. In a forthcoming paper we shall show how this can be
generalized to x-dependent θµν .
By outlining the content of the individual sections we will show the strategy by
which a deformed gravity theory can be constructed.
In section 2 we give a short introduction to the θ-deformed quantum algebra defined
by the Moyal-Weyl product. Emphasis is on those concepts that shall be used in the
rest of the paper. More detailed features of this algebra can be found in the literature
and we give some relevant references.
In section 3 the concept of derivatives is introduced. It turns out that there is
a natural way to define a derivative on the quantum algebra. We investigate these
derivatives as elements of a Hopf algebra and find that the usual derivatives and the
derivatives on the quantum space represent the same Hopf algebra.
We also generalize the derivatives to higher order differential operators and define
algebras of higher order differential operators both acting on differential manifolds and
acting on the deformed space. A map from the algebra of functions on the differential
1
manifold to the algebra of functions on the deformed space is constructed. This map
will be the basis for the representation of the diffeomorphism algebra by an algebra of
higher order differential operators acting on the deformed space.
In section 4 we study the algebra generated by vector fields and exhibit its Hopf
algebra structure. It is the algebra of diffeomorphisms derived from general coordinate
transformations. Scalar, vector, and tensor fields are representations of this algebra.
In section 5 we construct a morphism between the classical algebra of diffeomor-
phisms and an algebra acting on the deformed space. At first, this is an algebra
morphism but not a Hopf algebra morphism. To find a comultiplication rule we derive
the Leibniz rule for the deformed algebra and show that it can be obtained from an ab-
stract comultiplication which we construct explicitly to all orders in θ. Thus, we have
constructed a new Hopf algebra of diffeomorphisms as a deformation of the classical
one. A deformed gravity theory will now be investigated as a theory covariant under
this deformed Hopf algebra.
In section 6 we restrict the formalism developed so far to vector fields linear in
the coordinates. They form a subalgebra. The Lorentz algebra can be obtained in
that way and we find a representation of the Lorentz algebra by differential operators
that act on the deformed space. The comultiplication rule follows from the general
formalism and shows that the derivatives have to be part of the algebra. This way we
have found a representation of the Poincare´ algebra with nontrivial comultiplication
rule. A tensor calculus of fields is developed for this algebra and invariant actions are
constructed. All the operations in the definition of the Lagrangian — derivatives and
multiplication — are in the deformed algebra. Field equations can be obtained that
are Lorentz covariant. This by itself is an interesting result but it also serves as a
guideline for the construction of a general theory on the deformed space.
In section 7 we show that all the concepts of differential geometry like tensor fields,
covariant derivatives, connection and curvature can be obtained by a map from the
usual commutative space to the deformed space. The relevant formulas are calculated
explicitly.
In section 8 and 9 we turn to a metric space. We define the metric as a symmetric
and real tensor that coincides with gµν in the limit θ → 0. All other geometrical
quantities are constructed in terms of this metric. Finally, we use the curvature scalar
expressed in terms of gµν to construct a Lagrangian for a deformed gravity theory.
In section 10 we expand all these quantities up to second order in θ. The action
obtained this way can be used to calculate some effects of the deformation. The
deformation parameter θ enters as a coupling constant as it is familiar from gauge
theory.
This way it is possible to study deviations from the undeformed classical gravity
due to space-time noncommutativity. The strategy developed here can be generalized
to other ⋆-products which then lead to other algebraic structures of space-time.
2
2 θ-deformed coordinate algebra
A simple example of a noncommutative coordinate algebra is the θ-deformed or canon-
ical quantum algebra Aθ. It is based on the relations [40, 41]
[xˆµ, xˆν ] = iθµν , (2.1)
with θµν constant and real.
This algebra can be realized on the linear space F of complex functions f(x) of
commuting variables: The elements of the algebra Aθ are represented by functions
of the commuting variables f(x), their product by the Moyal-Weyl star-product (⋆-
product) [42, 14]
f ⋆ g (x) = e
i
2
∂
∂xρ
θρσ ∂
∂yσ f(x)g(y)
∣∣∣
y→x
. (2.2)
This ⋆-product of two functions is a function again. The ⋆-product defines the as-
sociative but noncommutative algebra Aθ. By taking the usual pointwise product of
two functions we obtain the usual algebra of functions. This algebra is associative and
commutative. We shall call it Af . Note that we write f(x) for elements of Af as well
as for elements of Aθ.
As far as complex conjugation is concerned we observe that the ⋆-product of two
real functions is not real again. Denoting the complex conjugate of f by f¯ we find
from definition (2.2)
f ⋆ g = g¯ ⋆ f¯ . (2.3)
From definition (2.2) it also follows that
xµ ⋆ xν − xν ⋆ xµ = iθµν . (2.4)
These are the defining relations for the generators of the algebra Aθ. Any element of
the space of ordinary functions represents an element of Aθ; there is an invertible map
φ [43]
φ : F → Aθ. (2.5)
If we know the elements that are represented by the functions f and g we can ask
how the pointwise product of two functions f · g is represented in Aθ by ⋆-products of
f and g and their derivatives. First an example
xµ · xν = xµ ⋆ xν −
i
2
θµν. (2.6)
This follows from (2.2). The pointwise product xµ · xν as an element of Aθ represents
the sum of two elements of Aθ modulo the relations (2.4). In general f ·g will represent
a sum of ⋆-products of f , g and their derivatives
f · g =
∞∑
n=0
(
−
i
2
)n 1
n!
θρ1σ1 . . . θρnσn
(
∂ρ1 . . . ∂ρnf
)
⋆
(
∂σ1 . . . ∂σng
)
. (2.7)
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This is a well defined formula because the derivatives of functions are functions again
and we know how to ⋆-multiply them. Applied to xµxν the equation (2.7) reproduces
(2.6). The operations on the right hand side of (2.7) are all in Aθ. To prove (2.7) we
use the ⋆-product in the form that makes use of the tensor product of the vector spaces
F
f ⋆ g = µ{e
i
2
θρσ∂ρ⊗∂σf ⊗ g}. (2.8)
The bilinear map µ maps the tensor product to the space of functions
µ : F ⊗ F → F
µ{f ⊗ g} 7→ f · g. (2.9)
We now use the obvious equation
f · g = µ{e
i
2
θρσ∂ρ⊗∂σe−
i
2
θρσ∂ρ⊗∂σf ⊗ g}. (2.10)
The first exponent will produce ⋆-products, the second one the sum of terms in (2.7).
On the other hand, equation (2.2) expresses the ⋆-product f ⋆ g in terms of pointwise
products of f and g and their derivatives. All these operations are in Af .
3 Derivatives on Aθ
Derivatives on quantum spaces were constructed in [44, 45]. There is, however, a
natural way to introduce derivatives on Aθ based on the ⋆-product formulation. We
know that the derivative of a function f ∈ F is a function again. This function can be
mapped to Aθ, the image we call the ⋆-derivative of f ∈ Aθ
f ∈ F f ∈ Aθ
(∂µf) ∈ F (∂
⋆
µ ⊲ f) ∈ Aθ

//
φ
_

∂µ
_

∂⋆µ

//
φ
(3.1)
This defines ∂⋆µ acting on f ∈ Aθ
∂⋆µ ⊲ f := (∂µf). (3.2)
Now we discuss a few properties of the ⋆-derivatives. From the definition (3.2)
follows
∂⋆µ ⊲ x
ρ = δρµ, (3.3)
a property that we demand for a reasonable definition of a derivative. As the ⋆-product
of two functions is a function again we can use the definition (3.2) to differentiate f ⋆g
∂⋆µ ⊲ (f ⋆ g) = (∂µ(f ⋆ g)) . (3.4)
4
For the ⋆-product with x-independent θ it follows from (2.2) that
(∂µ(f ⋆ g)) = (∂µf) ⋆ g + f ⋆ (∂µg). (3.5)
Using (3.2) we obtain
∂⋆µ ⊲ (f ⋆ g) = (∂
⋆
µ ⊲ f) ⋆ g + f ⋆ (∂
⋆
µ ⊲ g). (3.6)
In this equation all operations, derivative and product, are within Aθ. We have ex-
pressed the ⋆-derivative acting on a ⋆-product by the ⋆-product of ⋆-derivatives.
Applying this rule to (2.4) we find
∂⋆µ ⊲
(
[xρ ⋆, xσ]− iθρσ
)
= 0. (3.7)
This confirms that the derivative (3.2) is a well defined map on Aθ. Moreover, from
(3.2) follows
∂⋆µ ⊲ (∂
⋆
ν ⊲ f) = (∂µ∂νf) (3.8)
and therefore
∂⋆µ ⊲ (∂
⋆
ν ⊲ f) = ∂
⋆
ν ⊲ (∂
⋆
µ ⊲ f). (3.9)
The action of ⋆-derivatives on a function is commutative.
Derivatives were defined by their action on functions but they can be seen as
differential operators as well because equation (3.6) holds for any function g. Thus, it
gives rise to the operator equation
∂⋆µ ⋆ f = (∂
⋆
µ ⊲ f) + f ⋆ ∂
⋆
µ. (3.10)
We use the ⋆ when the derivative is meant to be an operator. As for ordinary deriva-
tives, we can also use the bracket notation if the derivatives act on a function. To
emphasize that the action is meant we also use the triangle notation
(∂⋆µ ⋆ f) ≡ ∂
⋆
µ ⊲ f. (3.11)
Taking for f the coordinate xρ we obtain from (3.10)
[∂⋆µ
⋆, xρ] = δρµ. (3.12)
Analogously to equation (3.7) we get
∂⋆µ ⋆
(
[xρ ⋆, xσ]− iθρσ
)
=
(
[xρ ⋆, xσ]− iθρσ
)
⋆ ∂⋆µ. (3.13)
Equation (3.9), valid for any function g, leads to the commutativity of ⋆-derivative
operators
[∂⋆µ
⋆, ∂⋆ν ] = 0. (3.14)
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The derivatives, as maps on the algebra Aθ have a Hopf algebra structure [46, 47,
48]. This implies the following properties: The derivatives generate an algebra with
defining relation (3.14). The coproduct is defined as follows
∆(∂⋆µ) = ∂
⋆
µ ⊗ 1 + 1⊗ ∂
⋆
µ. (3.15)
It is compatible with the algebra
[∆(∂⋆µ)
⋆, ∆(∂⋆ν)] = 0. (3.16)
The coassociativity
(∆⊗ id) ◦∆ = (id ⊗∆) ◦∆ (3.17)
can be verified explicitly. When we apply (3.17) to ∂⋆µ we obtain(
(∆⊗ id) ◦∆
)
(∂⋆µ) = (∆⊗ id)(∂
⋆
µ ⊗ 1 + 1⊗ ∂
⋆
µ)
= (∂⋆µ ⊗ 1 + 1⊗ ∂
⋆
µ)⊗ id + id⊗ id⊗ ∂
⋆
µ. (3.18)
That (id ⊗∆) ◦∆ gives the same result can be easily seen. To define a Hopf algebra
we still need a counit and an antipode. They are given by
ε(∂⋆µ) = 0, S(∂
⋆
µ) = −∂
⋆
µ. (3.19)
The Leibniz rule (3.6) can be obtained by applying the bilinear map µ⋆{f ⊗ g} = f ⋆ g
to the coproduct
µ⋆{∆(∂
⋆
µ) ⊲ f ⊗ g} = µ⋆{(∂
⋆
µ ⋆ f)⊗ g + f ⊗ (∂
⋆
µ ⋆ g)}
= (∂⋆µ ⊲ f) ⋆ g + f ⋆ (∂
⋆
µ ⊲ g) (3.20)
The usual derivatives ∂µ and ⋆-derivatives ∂
⋆
µ are representations of the same Hopf
algebra.
We are going to discuss the algebra of higher order differential operators. Acting
on Af , elements of this algebra are
D =
∑
r
dµ1...µr(x)∂µ1 . . . ∂µr . (3.21)
Acting on Aθ, the elements are
D⋆ =
∑
r
dµ1...µr(x)∂⋆µ1 . . . ∂
⋆
µr (3.22)
where the coefficient function dµ1...µr(x) has to be considered as an element of Aθ. The
multiplication of the operators D is standard. The multiplication of ⋆-operators can be
defined if we consider the algebra Aθ extended by the derivatives. It is always possible
to write such a product in the form as in (3.22) with all derivatives on the right by
using the operator equation following from the Leibniz rule. This multiplication can
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essentially be obtained by replacing the product of the coefficient functions by the
⋆-product.
The operator D can be mapped to operators acting on Aθ. To construct such a
map we reexamine the pointwise product of two functions (2.7) in the light of higher
order differential operators
f · g = X⋆f ⊲ g = (X
⋆
f ⋆ g), (3.23)
where
X⋆f =
∞∑
n=0
1
n!
(
−
i
2
)n
θρ1σ1 . . . θρnσn(∂ρ1 . . . ∂ρnf) ⋆ ∂
⋆
σ1
. . . ∂⋆σn . (3.24)
This can easily be generalized to the action of differential operators on g
(Dg) = X⋆D ⊲ g, (3.25)
where
X⋆D =
∞∑
n=0
1
n!
(
−
i
2
)n
θρ1σ1 . . . θρnσn(∂ρ1 . . . ∂ρnd
µ1...µr(x))⋆∂⋆σ1 . . . ∂
⋆
σn∂
⋆
µ1
. . . ∂⋆µr . (3.26)
Now we define a map
f 7→ X⋆f
D 7→ X⋆D. (3.27)
This map is actually an algebra map if the multiplications of differential operators are
defined as above after (3.22). From (3.25) follows
(D ·D′g) = (X⋆D ⋆ X
⋆
D′) ⊲ g. (3.28)
This is true for any function g and thus the map (3.27) can be interpreted as a morphism
of algebras.
4 Diffeomorphisms
We will develop a formalism by which the algebra of diffeomorphisms acting on Af
can be mapped to an algebra of ⋆-differential operators acting on Aθ.
Let us first recall the concept of diffeomorphisms as a Hopf algebra. They are
generated by vector fields acting on a differential manifold. The vector fields are
defined as follows
ξ = ξµ(x)
∂
∂xµ
. (4.1)
The commutator of two vector fields ξ, η is again a vector field:
[ξ, η] = ξ × η, (4.2)
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where the vector field ξ × η is given by
ξ × η =
(
ηµ(∂µξ
ρ)− ξµ(∂µη
ρ)
) ∂
∂xρ
. (4.3)
From the Leibniz rule for derivatives follows the Leibniz rule for vector fields
(ξ(f · g)) = (ξf) · g + f · (ξg). (4.4)
This Leibniz rule follows from an abstract comultiplication rule that defines the action
of a vector field on a tensor product
∆(ξ) = ξ ⊗ 1 + 1⊗ ξ. (4.5)
It can be verified with (4.2) that the comultiplication (4.5) and the algebraic relation
are compatible without making use of ξ represented as a differential operator
[∆(ξ),∆(η)] = ∆(ξ × η). (4.6)
This defines a bialgebra. With the counit and the antipode
ε(ξ) = 0, S(ξ) = −ξ (4.7)
it becomes a Hopf algebra. Here ξ and η need to be treated as abstract objects. Their
product ξη is to be viewed as an abstract product modulo the relation ξη−ηξ = ξ×η1.
Diffeomorphisms are intimately connected with general coordinate transformations
defined as follows
xµ → x′µ = xµ + ξµ(x) (4.8)
with infinitesimal ξµ(x).
A scalar field is defined to transform under general coordinate transformations as
follows
φ′(x′) = φ(x).
For infinitesimal transformations (4.8) this becomes
δξφ(x) = φ
′(x)− φ(x) = −ξµ(∂µφ(x)) = −(ξφ(x)). (4.9)
Similarly we define covariant vector fields
δξVµ = −ξ
ρ(∂ρVµ)− (∂µξ
ρ)Vρ (4.10)
and contravariant vector fields
δξV
µ = −ξρ(∂ρV
µ) + (∂ρξ
µ)V ρ. (4.11)
1In other words, we are considering the universal enveloping algebra freely generated by elements
ξ, η modulo the relation ξη − ηξ = ξ × η.
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This can be easily generalized to tensor fields with an arbitrary number of covariant
and contravariant indices.
These transformations represent the algebra of diffeomorphisms (4.2)
[δξ, δη ] = δξ×η, (4.12)
with the coproduct
∆δξ = δξ ⊗ 1 + 1⊗ δξ. (4.13)
As a consequence of (4.13) the product of two vector fields transforms like a tensor
field of second rank
δξ(VµVν) = µ{∆(δξ)Vµ ⊗ Vν} = µ{(δξVµ)⊗ Vν + Vµ ⊗ (δξVν)} (4.14)
= −ξρ∂ρ(VµVν)− (∂µξ
ρ)(VρVν)− (∂νξ
ρ)(VµVρ).
This can easily be extended to the product of arbitrary tensor fields.
We summarize the Hopf algebra structure of general coordinate transformations
[δξ , δη ] = δξ×η, ε(δξ) = 0, S(δξ) = −δξ,
∆δξ = δξ ⊗ 1 + 1⊗ δξ, [∆(δξ),∆(δη)] = ∆(δξ×η). (4.15)
This is true for any realization of δξ on arbitrary tensor fields. It is a property of the
abstract Hopf algebra and not of a particular representation as differential operator.
5 Diffeomorphism algebra on Aθ
We know how to map the algebra of higher order classical differential operators acting
on Af into the corresponding algebra acting on Aθ. The relevant formulas are (3.24)
and (3.26).
In the same way, the action of a vector field
ξ = ξµ∂µ (5.1)
can be mapped to a higher order differential operator acting on Aθ
(ξ · f) = X⋆ξ ⊲ f. (5.2)
From (3.28) then follows
[X⋆ξ
⋆, X⋆η ] = X
⋆
ξ×η. (5.3)
The operators X⋆ξ represent the algebra of vector fields. To obtain a Leibniz rule on
Aθ we apply the operator X
⋆
ξ to the ⋆-product of two functions
X⋆ξ ⊲ (f ⋆ g) = (ξ(f ⋆ g)) . (5.4)
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To get a better understanding we calculate the right hand side of (5.4) to first order
in θ explicitly
(ξ(f ⋆ g)) =
(
ξ(fg +
i
2
θρσ(∂ρf)(∂σg))
)
= (ξf)g + f(ξg) +
i
2
θρσ
(
(ξ∂ρf)(∂σg) + (∂ρf)(ξ∂σg)
)
+ . . . . (5.5)
We have to express the right hand side entirely in terms of operations on Aθ
(ξ(f ⋆ g)) = (ξf) ⋆ g + f ⋆ (ξg)
−
i
2
θρσ
(
(∂ρ(ξ
µ∂µf))(∂σg) + (∂ρf)(∂σ(ξ
µ∂µg))
)
+
i
2
θρσ
(
(ξµ(∂µ∂ρf))(∂σg) + (∂ρf)(ξ
µ(∂µ∂σg))
)
+ . . . . (5.6)
Up to first order in θ this is identical to [49]
X⋆ξ ⊲ (f ⋆ g) = (X
⋆
ξ ⋆ f) ⋆ g + f ⋆ (X
⋆
ξ ⋆ g)
−
i
2
θρσ
(
[∂ρ, ξ
µ](∂µf)(∂σg) + (∂ρf)[∂σ, ξ
µ](∂µg)
)
= (X⋆ξ ⋆ f) ⋆ g + f ⋆ (X
⋆
ξ ⋆ g) (5.7)
−
i
2
θρσ
(
([∂⋆ρ
⋆, X⋆ξ ] ⋆ f) ⋆ (∂
⋆
σ ⋆ g) + (∂
⋆
ρ ⋆ f) ⋆ ([∂
⋆
σ
⋆, X⋆ξ ] ⋆ g)
)
.
This Leibniz rule follows from an abstract comultiplication rule which reads up to first
order in θ
∆(X⋆ξ )(f ⊗ g) = (X
⋆
ξ ⋆ f)⊗ g + f ⋆ (X
⋆
ξ ⊗ g)
−
i
2
θρσ
(
(X⋆[∂⋆ρ⋆,ξ]
⋆ f)⊗ (∂⋆σ ⋆ g) + (∂
⋆
ρ ⋆ f)⊗ (X
⋆
[∂⋆σ
⋆,ξ] ⋆ g)
)
. (5.8)
This comultiplication rule differs from the one we obtained for the classical diffeomor-
phisms. These two Hopf algebras are different although they are the same on the
algebra level.
The Leibniz rule (5.7) can be calculated to all orders in θ, the result is
X⋆ξ ⊲ (f ⋆ g) = µ⋆{e
−
i
2
θρσ∂⋆ρ⊗∂
⋆
σ
(
X⋆ξ ⊗ 1 + 1⊗X
⋆
ξ
)
e
i
2
θρσ∂⋆ρ⊗∂
⋆
σ ⊲ (f ⊗ g)}. (5.9)
The map µ⋆ was defined in (3.20). Expanding (5.9) to first order in θ we obtain (5.7). In
(5.9) appear ⋆-commutators of ⋆-derivatives and the operator X⋆ξ . A short calculation
using the explicit expression for X⋆ξ given in (3.26) yields the following equation:
[∂⋆ρ ⊗ ∂
⋆
σ
⋆, X⋆ξ ⊗ 1] = [∂
⋆
ρ
⋆, X⋆ξ ]⊗ ∂
⋆
σ = X
⋆
(∂ρξ)
⊗ ∂⋆σ. (5.10)
Applying this equation inductively we find an expression where the exponential
functions in (5.9) are expanded to all orders
X⋆ξ ⊲ (f ⋆ g) = (X
⋆
ξ ⊲ f) ⋆ g + f ⋆ (X
⋆
ξ ⊲ g)
+
∞∑
n=1
1
n!
(−
i
2
)nθρ1σ1 · · · θρnσn
(
(X⋆(∂ρ1 ···∂ρnξ)
⊲ f) ⋆ (∂σ1 · · · ∂σng)
+(∂ρ1 · · · ∂ρnf) ⋆ (X
⋆
(∂σ1 ···∂σnξ)
⊲ g)
)
. (5.11)
Note that (∂ρξ) and all higher order derivatives of ξ are vector fields again.
We outline the calculation leading to (5.9) and start from (5.4)
(ξ(f ⋆ g)) = ξµ{e
i
2
θρσ∂ρ⊗∂σf ⊗ g}. (5.12)
To commute ξ with µ we use
ξµ = µ{ξ ⊗ 1 + 1⊗ ξ}, (5.13)
which can be verified directly by applying it to the tensor product of two functions.
We obtain from (5.12)
(ξ(f ⋆ g)) = µ{(ξ ⊗ 1 + 1⊗ ξ)∑
n
1
n!
(
−
i
2
)n
θρ1σ1 . . . θρnσn(∂ρ1 . . . ∂ρnf)⊗ (∂σ1 . . . ∂σng)}. (5.14)
Next we use the fact that ξ applied to derivatives of a function can be mapped to Aθ
as in (5.2) because derivatives of functions are functions again. This way we express
everything in terms of operators defined on Aθ. Now we follow the step outlined in
(5.7) and obtain the result (5.9).
Let us summarize the Hopf algebra structure of the diffeomorphism algebra on Aθ:
For an element f of Aθ we define the transformation
δξf = −X
⋆
ξ ⊲ f ≡ δˆξf. (5.15)
This can be used to define δˆξ as an abstract element of an algebra independent of its
representation as a differential operator. From (5.3) the defining relation of the algebra
follows
[δˆξ, δˆη ] = δˆ[ξ,η] = δˆξ×η, (5.16)
where ξ and η are vector fields and [ξ, η] their commutator. The comultiplication from
which the Leibniz rule (5.9) follows is2
∆(δˆξ) = e
−
i
2
θρσ∂⋆ρ⊗∂
⋆
σ
(
δˆξ ⊗ 1 + 1⊗ δˆξ
)
e
i
2
θρσ∂⋆ρ⊗∂
⋆
σ . (5.17)
2The derivative ∂⋆ρ can be considered as a variation δˆ∂ρ = −∂
⋆
ρ in the direction of ∂ρ.
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Here the ⋆-commutator of a ⋆-derivative and δˆξ is given by
[∂⋆ρ
⋆, δˆξ] = δˆ(∂ρξ). (5.18)
This is the abstract version of (5.10). We show that the above comultiplication is
compatible with the algebra
[∆(δˆξ),∆(δˆη)] = [e
−
i
2
θρσ∂⋆ρ⊗∂
⋆
σ(δˆξ ⊗ 1 + 1⊗ δˆξ), (δˆη ⊗ 1 + 1⊗ δˆη)e
i
2
θρσ∂⋆ρ⊗∂
⋆
σ ]
= e−
i
2
θρσ∂⋆ρ⊗∂
⋆
σ
(
δˆξ×η ⊗ 1 + 1⊗ δˆξ×η
)
e
i
2
θρσ∂⋆ρ⊗∂
⋆
σ = ∆(δˆ[ξ,η]). (5.19)
Coassociativity can be shown as well, counit and antipode can be defined.
Thus, we have obtained a Hopf algebra with the same algebraic relations as for the
ordinary diffeomorphism algebra, but the comultiplication is different.
For later use we expand the comultiplication (5.17) to first order in θ
∆(δˆξ) = δˆξ ⊗ 1 + 1⊗ δˆξ −
i
2
θρσ
(
[∂⋆ρ , δˆξ ]⊗ ∂
⋆
σ + ∂
⋆
ρ ⊗ [∂
⋆
σ , δˆξ]
)
= δˆξ ⊗ 1 + 1⊗ δˆξ −
i
2
θρσ
(
δˆ(∂ρξ) ⊗ ∂
⋆
σ + ∂
⋆
ρ ⊗ δˆ(∂σξ)
)
. (5.20)
6 Poincare´ algebra
The classical vector fields (5.1), when linear in x, form a subalgebra of the algebra of
diffeomorphisms
ξω = x
µω νµ ∂ν ,
[ξω, ξω′ ] = ξ[ω,ω′], (6.1)
where [ω, ω′] is the commutator of the matrices ω. The corresponding operators X⋆ω
are
X⋆ω = x
µω νµ ∂
⋆
ν −
i
2
θρσω νρ ∂
⋆
ν∂
⋆
σ. (6.2)
Since ξω is linear in x this is already the exact expression to all orders in θ. The higher
order differential operators X⋆ω satisfy the same algebra as the vector fields ξω:
[X⋆ω
⋆, X⋆ω′ ] = X
⋆
[ω,ω′]. (6.3)
The transformation defined in (5.15) becomes
δˆωf = −X
⋆
ω ⊲ f = −(ξω · f). (6.4)
These transformations together with the derivatives form a Hopf algebra, the relevant
algebraic relations follow from (5.16) and (5.17) and the respective formulas for the
derivatives.
Algebra:
[∂⋆µ, ∂
⋆
ν ] = 0,
[δˆω, δˆω′ ] = δˆ[ω,ω′],
[δˆω, ∂
⋆
ρ ] = ω
µ
ρ ∂
⋆
µ, (6.5)
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Comultiplication:
∆∂⋆µ = ∂
⋆
µ ⊗ 1 + 1⊗ ∂
⋆
µ,
∆δˆω = δˆω ⊗ 1 + 1⊗ δˆω −
i
2
θρσ
(
[∂⋆ρ , δˆω]⊗ ∂
⋆
σ + ∂
⋆
ρ ⊗ [∂
⋆
σ , δˆω]
)
. (6.6)
This comultiplication mixes the δˆω transformations and the derivatives. The transfor-
mations (6.4) do not form a Hopf algebra by themselves.
We can choose matrices ω that represent the Lorentz algebra
[Mρσ,Mκλ] = ηρλMσκ + ησκMρλ − ηρκMσλ − ησλMρκ. (6.7)
With derivatives representing the translations we have obtained a Hopf algebra version
of the Poincare´ algebra [50, 51, 52, 53, 54, 55]. The comultiplication is nontrivially
deformed.
The algebra (6.5) and (6.6) can also be represented by tensor or spinor fields. Let
ψA be a representation of the Lorentz algebra
δˆωψA = ω
µ
ρ (M
ρ
µ )
B
A ψB , (6.8)
where (M ρµ ) BA as a matrix with indices A, B represents the Lorentz algebra (6.7). The
transformation δˆω can be defined by the ”field transformations”
δˆωψA = −X
⋆
ω ⊲ ψA + ω
µ
ρ (M
ρ
µ )
B
A ψB . (6.9)
With (6.9) we have established a Poincare´ covariant tensor calculus on Aθ. The
new comultiplication guarantees that the ⋆-product of tensor fields transforms as a
tensor.
Now we can construct Poincare´ covariant Lagrangians. As an example we discuss
a scalar field. Let φ be a classical scalar field
δωφ = −(ξωφ). (6.10)
The transformation law can be mapped to Aθ and we can consider φ as an element
(field) in Aθ with the transformation law
δˆωφ = −X
⋆
ω ⊲ φ. (6.11)
The ⋆-derivative of a scalar field will transform like a vector field
δˆω(∂
⋆
ρ ⊲ φ) = −X
⋆
ω ⊲ (∂
⋆
ρ ⊲ φ)−X
⋆
(∂ρξµ)
⊲ (∂⋆µ ⊲ φ). (6.12)
Thus, the Lagrangian
L =
1
2
(∂⋆µφ) ⋆ (∂
⋆µφ)−
m2
2
φ ⋆ φ− λφ ⋆ φ ⋆ φ (6.13)
is covariant
δˆωL = −X
⋆
ξω
⊲ L = −ξλω(∂λL). (6.14)
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It can be expanded in θ and to second order we obtain
L =
1
2
(∂µφ)(∂
µφ)−
m2
2
φφ− λφ3 −
1
16
θρσθαβ(∂ρ∂α∂µφ)(∂σ∂β∂
µφ)
+
m2
16
θρσθαβ(∂ρ∂αφ)(∂σ∂βφ) +
3
8
λθρσθαβφ(∂ρ∂αφ)(∂σ∂βφ). (6.15)
Note that a classical transformation of the fields in (6.15) will only reproduce (6.14)
if θ is transformed as well. Due to the comultiplication rule (6.6) we don’t have to
transform θ to obtain an invariant action.
To construct an invariant action we define the integration on Aθ as the usual
integration. This integral has the cyclic property∫
dnx φ ⋆ χ =
∫
dnx χ ⋆ φ =
∫
dnx φχ, (6.16)
which follows by partial integration. The action
S =
∫
dnx L
is invariant if L transforms like (6.14).
To derive the equations of motion we vary the action with respect to the field φ. We
use the undeformed Leibniz rule for this functional variation and we can use property
(6.16) to cycle the varied field to the very right (or left) of the integrand. For the
Lagrangian (6.13) we obtain
δφS = δφ
(∫
dnx
(
−
1
2
φ ⋆ (∂⋆µ∂⋆µφ)−
m2
2
φ ⋆ φ− λφ ⋆ φ ⋆ φ
))
=
∫
dnx δφφ(x) ⋆
(
− 2
1
2
(∂⋆µ∂⋆µφ)− 2
m2
2
φ− 3λφ ⋆ φ
)
. (6.17)
This leads to the field equations
(∂⋆µ∂⋆µφ) +m
2φ+ 3λφ ⋆ φ = 0. (6.18)
If we expand (6.18) in θ we obtain to second order in θ the same field equation as from
the variation of the action corresponding to the Lagrangian (6.15)
S =
∫
dnx
(1
2
(∂µφ)(∂
µφ)−
m2
2
φφ− λφ3 +
3
8
λθρσθαβφ(∂ρ∂αφ)(∂σ∂βφ)
)
. (6.19)
Some partial integration is necessary. This example will guide us by the construction
of a gravity action.
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7 Differential geometry on Aθ
Gravity theories in general rely on general coordinate transformations which are hard
to generalize to noncommutative spaces. The important concept however, on which
the gravity theories are based, is the algebra of diffeomorphisms. General relativity
can be seen as a theory covariant under diffeomorphisms. We have learned how to
deform the diffeomorphism algebra, thus we can construct a deformed gravity theory
as a theory covariant under deformed diffeomorphisms.
In section 5 we realized the algebra of vector fields on Af on the noncommutative
space Aθ. We now develop a tensor calculus for the deformed algebra in analogy to
the tensor calculus of the deformed Poincare´ algebra.
We define the transformation law of a scalar field
δˆξφ = −X
⋆
ξ ⊲ φ, (7.1)
of a covariant vector field
δˆξVµ = −X
⋆
ξ ⊲ Vµ −X
⋆
(∂µξρ)
⊲ Vρ, (7.2)
of a contravariant vector field
δˆξV
µ = −X⋆ξ ⊲ V
µ +X⋆(∂ρξµ) ⊲ V
ρ, (7.3)
and of a general tensor field
δˆξT
ν1...νr
µ1...µp
= −X⋆ξ ⊲ T
ν1...νr
µ1...µp
−X⋆(∂µ1 ξρ)
⊲ T ν1...νrρ...µp − . . .−X
⋆
(∂µpξ
ρ) ⊲ T
ν1...νr
µ1...ρ
+X⋆(∂ρξν1) ⊲ T
ρ...νr
µ1...µp
+ . . . +X⋆(∂ρξνr ) ⊲ T
ν1...ρ
µ1...µp
. (7.4)
The operators X⋆ξ and X
⋆
(∂µξλ)
follow from (3.26)
X⋆ξ =
∞∑
n=0
1
n!
(
−
i
2
)n
θρ1σ1 . . . θρnσn(∂ρ1 . . . ∂ρnξ) ⋆ ∂
⋆
σ1
. . . ∂⋆σn
=
∞∑
n=0
1
n!
(
−
i
2
)n
θρ1σ1 . . . θρnσn(∂ρ1 . . . ∂ρnξ
λ) ⋆ ∂⋆σ1 . . . ∂
⋆
σn∂
⋆
λ, (7.5)
X⋆(∂µξλ) =
∞∑
n=0
1
n!
(
−
i
2
)n
θρ1σ1 . . . θρnσn(∂ρ1 . . . ∂ρn∂µξ
λ) ⋆ ∂⋆σ1 . . . ∂
⋆
σn
. (7.6)
The Leibniz rule that follows from (5.17) can be defined for the action of δˆξ on the
⋆-product of any of these fields
δˆξ(T
ν1...νr
µ1...µp
⋆ T β1...βtα1...αs)
= µ⋆{e
−
i
2
θρσ∂⋆ρ⊗∂
⋆
σ
(
δˆξ ⊗ 1 + 1⊗ δˆξ
)
e
i
2
θρσ∂⋆ρ⊗∂
⋆
σ ⊲ (T ν1...νrµ1...µp ⊗ T
β1...βt
α1...αs
)}. (7.7)
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This definition of the comultiplication ensures that the ⋆-product T ν1...νrµ1...µp ⋆ T
β1...βt
α1...αs
transforms like the tensor field T ν1...νrβ1...βtµ1...µpα1...αs .
Examples:
The ⋆-product of two scalar fields is a scalar field again
δˆξ(φ ⋆ ψ) = µ⋆{e
−
i
2
θγδ∂⋆γ⊗∂
⋆
δ (δˆξ ⊗ 1 + 1⊗ δˆξ)e
i
2
θρσ∂⋆ρ⊗∂
⋆
σ ⊲ (φ⊗ ψ)}
= −X⋆ξ ⊲ (φ ⋆ ψ). (7.8)
The proof is the same as for the equation (5.9).
Repeating the same calculation one finds that the ⋆-product of a scalar field and a
vector field is a vector field
δˆξ(φ ⋆ Vµ) = −X
⋆
ξ ⊲ (φ ⋆ Vµ)−X
⋆
(∂µξρ)
⊲ (φ ⋆ Vρ), (7.9)
and the ⋆-product of two vector fields is a tensor field
δˆξ(Vµ ⋆ Vν) = −X
⋆
ξ ⊲ (Vµ ⋆ Vν)−X
⋆
(∂µξρ)
⊲ (Vρ ⋆ Vν)−X
⋆
(∂νξρ)
⊲ (Vµ ⋆ Vρ). (7.10)
The contraction of two indices is respected by the transformation law as well:
δˆξ(Vµ ⋆ V
µ) = µ⋆{e
−
i
2
θρσ∂ρ⊗∂σ(δˆξ ⊗ 1 + 1⊗ δˆξ)e
i
2
θγδ∂γ⊗∂δ(Vµ ⊗ V
µ)}
= −X⋆ξ ⊲ (Vµ ⋆ V
µ). (7.11)
Similar statements are true for the ⋆-product of arbitrary tensors. This is the basic
concept of a covariant tensor calculus. Only the derivatives have to be generalized to
covariant derivatives by demanding that the covariant derivative itself transforms like
a covariant vector
δˆξDµVν = −X
⋆
ξ ⊲ (DµVν)−X
⋆
(∂µξρ)
⊲ (DρVν)−X
⋆
(∂νξρ)
⊲ (DµVρ). (7.12)
This can be achieved by introducing a connection Γαµν and defining the covariant deriva-
tive as
DµVν := ∂
⋆
µ ⊲ Vν − Γ
α
µν ⋆ Vα. (7.13)
The transformation law of the connection follows from (7.12) if we use the comultipli-
cation (5.17)
δˆξΓ
α
µν = −X
⋆
ξ ⊲ Γ
α
µν −X
⋆
(∂µξρ)
⊲ Γαρν −X
⋆
(∂νξρ)
⊲ Γαµρ +X
⋆
(∂ρξα)
⊲ Γρµν − ∂µ∂νξ
α. (7.14)
The covariant derivative of a tensor field can be obtained by the same procedure as in
the undeformed case, too
DλT
ν1...νr
µ1...µp
= ∂⋆λ ⊲ T
ν1...νr
µ1...µp
− Γαλµ1 ⋆ T
ν1...νr
α...µp − . . . − Γ
α
λµp
⋆ T ν1...νrµ1...α
+Γν1λα ⋆ T
α...νr
µ1...µp
+ . . .+ Γνrλα ⋆ T
ν1...α
µ1...µp
. (7.15)
Curvature and torsion are obtained in a complete analogy to the undeformed formalism
[Dµ ⋆, Dν ] ⋆ Vρ = Rµνρ
σ ⋆ Vσ + Tµν
α ⋆ DαVρ. (7.16)
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Using (7.13) one finds
Rµνρ
σ = ∂⋆ν ⊲ Γ
σ
µρ − ∂
⋆
µ ⊲ Γ
σ
νρ + Γ
β
νρ ⋆ Γ
σ
µβ − Γ
β
µρ ⋆ Γ
σ
νβ, (7.17)
Tµν
α = Γανµ − Γ
α
µν . (7.18)
For a connection symmetric in µ and ν the torsion vanishes.
8 Metric and Christoffel symbols
Classically, the metric is a symmetric tensor of rank two
δξgµν = −ξ
ρ(∂ρgµν)− (∂µξ
ρ)gρν − (∂νξ
ρ)gµρ. (8.1)
This can be mapped to Aθ by defining Gµν as a symmetric tensor of rank two in Aθ
δˆξGµν = −X
⋆
ξ ⊲ Gµν −X
⋆
(∂µξρ)
⊲ Gρν −X
⋆
(∂νξρ)
⊲ Gµρ, (8.2)
with the condition that
Gµν
∣∣∣
θ=0
= gµν . (8.3)
A natural choice for Gµν would be gµν itself. It has the right transformation properties
and is θ-independent.
We can also start from four vector fields E aµ where µ is the vector index and a
numbers the four vector fields. These vector fields can be chosen to be real. The metric
can be defined as follows
Gµν =
1
2
(
E aµ ⋆ E
b
ν +E
a
ν ⋆ E
b
µ
)
ηab, (8.4)
where ηab is the x-independent symetric metric of flat Minkowski space. With the
appropriate comultiplication Gµν is a tensor of second rank. It is symetric by con-
struction and real since E aµ are real vector fields. To meet condition (8.3) we take
the classical vierbein eµ
a for E aµ . Now Gµν is θ-dependent. The metric Gµν and its
inverse can be used to raise and lower indices.
In Aθ we have to construct the ⋆-inverse of Gµν which we denote by G
µν⋆
Gµν ⋆ G
νρ⋆ = δρµ. (8.5)
The inverse metric Gµν⋆ is supposed to be a tensor but not a differential operator. To
show how such a tensor can be found we first invert a function f ∈ Aθ. As an element
of Af , f is supposed to have an inverse f
−1
f · f−1 = 1. (8.6)
We want to find an inverse of f in Aθ, we denote it by f
−1⋆
f ⋆ f−1⋆ = 1. (8.7)
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Obviously f−1⋆ will be different from f−1. For its construction we use the geometric
series. We first invert the element
f ⋆ f−1 = 1 +O(θ), (8.8)
(
f ⋆ f−1
)−1⋆
=
(
1 + f ⋆ f−1 − 1
)−1⋆
=
∞∑
n=0
(
1− f ⋆ f−1
)n⋆
. (8.9)
The ⋆ on the n-th power of 1− f ⋆ f−1 indicates that all the products are ⋆-products
and therefore (8.9) is an expansion in Aθ. Because of (8.8) it is also an expansion in θ(
1− f ⋆ f−1
)n
= O(θn). (8.10)
From
(f ⋆ f−1) ⋆ (f ⋆ f−1)−1⋆ = 1 (8.11)
and the associativity of the ⋆-product follows
f−1⋆ = f−1 ⋆ (f ⋆ f−1)−1⋆. (8.12)
The ⋆-inverse of f ⋆ f−1 has already been calculated as a power series in (8.9). Ex-
panding the series (8.9) we obtain the following equality which holds up to first order
in θ
f−1⋆ = f−1 + f−1 ⋆ (1− f ⋆ f−1)
= 2f−1 − f−1 ⋆ f ⋆ f−1, (8.13)
respectively
f−1⋆ = 3f−1 − 3f−1 ⋆ f ⋆ f−1 + f−1 ⋆ f ⋆ f−1 ⋆ f ⋆ f−1, (8.14)
which is valid up to second order in θ. If f transforms classicaly as a scalar field, f−1
will transform as a scalar field as well. With the proper comultiplication f−1⋆ will also
be a scalar field.
The same method can be used to find Gµν⋆
Gµν ⋆ G
νρ⋆ = δρµ. (8.15)
We first invert the matrix
Gµν ⋆ G
νρ = (G ⋆ G−1) ρµ = δ
ρ
µ +O(θ)
(G ⋆ G−1)−1⋆ =
∞∑
n=0
(
1−G ⋆ G−1
)n⋆
. (8.16)
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Here we introduced Gνρ as the inverse of Gµν in Af ,
Gµν ·G
νρ = δρµ.
For Gµν = gµν , G
µν will be gµν . For Gµν θ-dependent G
µν can be computed by a
θ-expansion, starting from gµν as the θ-independent part. In analogy to (8.12) we
obtain
Gµν⋆ = Gµρ ⋆ (G ⋆ G−1)−1⋆
ν
ρ . (8.17)
When we expand the series θ we get
Gµν⋆ = 2Gµν −Gµα ⋆ Gαβ ⋆ G
βν , (8.18)
which holds up to first order in θ. Note that Gµν⋆ is not a symmetric tensor.
Using the proper coproduct and the fact that Gµν transforms like a contravariant
tensor of second rank we conclude that Gµν⋆ is a tensor of second rank as well
δˆξG
µν⋆ = −X⋆ξ ⊲ G
µν⋆ +X⋆(∂ρξµ) ⊲ G
ρν⋆ +X⋆(∂ρξν) ⊲ G
µρ⋆. (8.19)
If we demand that the covariant derivative of the metric vanishes, we can express
the symmetric part of the connection entirely in terms of the metric and its derivatives.
This is also true in the θ-deformed case.
We shall now assume that the connection is symmetric
Γρµν = Γ
ρ
νµ, (8.20)
and when expressed in terms of Gµν we shall call it Christoffel symbol.
We demand that the covariant derivative of Gµν vanishes
DαGβγ = ∂
⋆
α ⊲ Gβγ − Γ
ρ
αβ ⋆ Gργ − Γ
ρ
αγ ⋆ Gβρ = 0. (8.21)
From there we proceed as in the classical case. We permute the indices in (8.21)
assuming from the very beginning that Gµν is symmetric and add the corresponding
equations to obtain
2Γραβ ⋆ Gργ = ∂
⋆
α ⊲ Gβγ + ∂
⋆
β ⊲ Gαγ − ∂
⋆
γ ⊲ Gαβ . (8.22)
We can ⋆-invert Gργ and get the unique result
Γσαβ =
1
2
(
∂⋆α ⊲ Gβγ + ∂
⋆
β ⊲ Gαγ − ∂
⋆
γ ⊲ Gαβ
)
⋆ Gγσ⋆. (8.23)
By a direct calculation we can convince ourselves that Γσαβ has the right transforma-
tion property (7.14) if Gαβ and G
γσ⋆ transform like tensors. All we have used is the
symmetry of Gµν and its tensor properties.
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9 Curvature, Ricci tensor and curvature scalar
To define the curvature tensor we follow the standard procedure. We compute the com-
mutator of two covariant derivatives acting on a vector field. The covariant derivative
of a vector field was defined in (7.13)
DµVν = ∂
⋆
µ ⊲ Vν − Γ
α
µν ⋆ Vα. (9.1)
In (8.23) we have found a connection Γαµν symmetric in µ and ν that can be expressed
entirely in terms of the metric. From (7.16) follows the curvature tensor, because the
torsion vanishes for symmetric Γαµν .
[Dµ ⋆, Dν ] ⊲ Vρ = Rµνρ
σ ⋆ Vσ. (9.2)
Then the curvature tensor in terms of the Christoffel symbols is given by (7.17):
Rµνρ
σ = ∂⋆ν ⊲ Γ
σ
µρ − ∂
⋆
µ ⊲ Γ
σ
νρ + Γ
β
νρ ⋆ Γ
σ
µβ − Γ
β
µρ ⋆ Γ
σ
νβ. (9.3)
The curvature tensor is antisymmetric in the indices µ and ν. That the curvature
tensor Rµνρ
σ transform like a tensor if Γσµρ has the transformation property (7.14)
can be checked explicitly. Finally, we express the Christoffel symbols in terms of the
metric and we obtain the desired form of the curvature tensor in terms of the metric.
Its tensor properties then follow from the tensor property of Gµν .
From the curvature tensor we obtain the Ricci tensor
Rµν = Rµσν
σ. (9.4)
A summation over the third index would not vanish as in the undeformed case, but it
would not reproduce the Ricci tensor in the limit θ → 0 either. The curvature scalar
can be defined by contracting the two indices of the Ricci tensor with Gµν⋆
R = Gµν⋆ ⋆ Rνµ. (9.5)
By construction, R transforms as a scalar
δˆξR = −X
⋆
ξ ⊲ R = −ξ
µ(∂µR). (9.6)
It will however not be real, as can be seen from (2.3). For the Lagrangian to be
constructed in the following, we will just add the complex conjugate.
To obtain a covariant action from a scalar that transforms like (9.6) we have to
find a measure E that transforms as
δξE = −(∂µ(ξ
µE)) = −(∂µξ
µ)E − ξµ(∂µE). (9.7)
This has to be mapped to Aθ
δˆξE
⋆ = −X⋆ξ ⊲ E
⋆ −X⋆(∂µξµ) ⊲ E
⋆. (9.8)
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Such an object we call a scalar ⋆-density.
Using the comultiplication rule (5.17) we can then verify that
δˆξ(E
⋆ ⋆ R) = −(∂µξ
µ)(E⋆ ⋆ R)− ξµ(∂µ(E
⋆ ⋆ R))
= −∂µ(ξ
µ(E⋆ ⋆ R)), (9.9)
or in the language of Aθ
δˆξ(E
⋆ ⋆ R) = −∂⋆µ ⊲
(
X⋆ξµ ⊲ (E
⋆ ⋆ R)
)
. (9.10)
The action
S =
∫
dnx E⋆ ⋆ R (9.11)
will be invariant
δˆξ
(∫
dnx E⋆ ⋆ R
)
= 0. (9.12)
In Af the square root of the determinant of the metric will have the transformation
properties of a scalar density. It is however complicated to map the concept of a square
root to Aθ. It is easier to express the metric in terms of the vierbein as we have done
in (8.4) and then define the ⋆-determinant.
The ⋆-determinant can be defined as
E⋆ = det⋆E
a
µ =
1
4!
εµ1...µ4εa1...a4E
a1
µ1
⋆ . . . ⋆ E a4µ4 . (9.13)
Here we have assumed that our space is four dimensional. The generalization to n
dimensions is obvious.
With this definition E⋆ has the right properties of a scalar ⋆-density. To verify
this we have to use the transformation properties of covariant vector fields and the
comultiplication rule (5.17). This reproduces (9.8). From the definition also follows
that E⋆ is real if the vierbeins are real.
An invariant action on Aθ will be
SEH =
1
2
∫
d4x
(
E⋆ ⋆ R+ c.c.
)
. (9.14)
Using the reality of E⋆ and using property (6.16) of the integral we obtain for the
action (9.14)
SEH =
1
2
∫
d4x E⋆ ⋆ (R+ R¯) =
1
2
∫
d4x E⋆(R + R¯). (9.15)
This is the Einstein-Hilbert action on the θ-deformed coordinate space. The field
equations can be obtained from this action in analogy to (6.17) by moving the field
to be varied to the left (or the right) and then varying it, or we could expand the
⋆-products in (9.15) and vary the field e aµ .
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10 Expansion in θ
To get a better insight into the developed formalism it is useful to study a θ-expansion.
Already for the gauge theories we used such an expansion for the action and considered
θ as coupling constant. Let us therefore list the θ-expansions of all relevant quantities.
In zeroth order we obtain the classical expressions. We denote them with the index
(0).
The basic quantity is the vierbein
E aµ = e
a
µ (10.1)
to all orders in θ.
For the metric we obtain
Gµν =
1
2
(
E aµ ⋆ E
b
ν + E
a
ν ⋆ E
b
µ
)
ηab,
G(0)µν = eµ
aeν
bηab = gµν (10.2)
and up to second order
Gµν = gµν −
1
8
θα1β1θα2β2(∂α1∂α2e
a
µ )(∂β1∂β2e
b
ν )ηab + . . . . (10.3)
There is no contribution in the first order of θ. The reason is that θ enters through
the ⋆-product only. By definition Gµν is real but the first order in the ⋆-product of
two real functions is purely imaginary. Therefore the first order has to vanish and the
same will be true for all odd orders in θ.
For Gµν⋆ we obtain
Gµν⋆ = gµν −
i
2
θαβ(∂αg
µγ)(∂βgγδ)g
δν
+
1
8
θα1β1θα2β2
(
(∂α1∂α2g
µγ)(∂β1∂β2gγη) + g
µγ(∂α1∂α2eγ
a)(∂β1∂β2eη
b)ηab
−2∂α1
(
(∂α2g
µγ)(∂β2gγδ)g
δǫ
)
(∂β1gǫη)
)
gην . (10.4)
As constructed, Gµν⋆ is neither symmetric nor real. There is no reason for the term
of first order in θ to drop out. The same is true for the Christoffel symbol and the
curvature tensor. For the Christoffel symbol we get the following expressions up to
second order in θ: The zeroths order reads
Γ(0)ρµν =
1
2
(∂µgνγ + ∂νgµγ − ∂γgµν)g
γρ, (10.5)
the first order
Γ(1)µν
ρ =
i
2
θαβ(∂αΓ
(0)σ
µν )gστ (∂βg
τρ) (10.6)
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and the second order
Γ(2)µν
ρ = = −
1
8
θα1β1θα2β2
(
(∂α1∂α2Γ
(0)
µνσ)(∂β1∂β2g
σρ)− 2(∂α1Γ
(0)
µνσ)∂β1((∂α2g
στ )(∂β2gτξ)g
ξρ)
− Γ(0)µνσ
(
(∂α1∂α2g
στ )(∂β1∂β2gτξ) + g
στ (∂α1∂α2eτ
a)(∂β1∂β2eξ
b)ηab
− 2∂α1((∂α2g
στ )(∂β2gτλ)g
λκ)(∂β1gκξ)
)
gξρ +
1
2
(
∂µ((∂α1∂α2e
a
ν )(∂β1∂β2e
b
σ ))
+ ∂ν((∂α1∂α2e
a
σ )(∂β1∂β2e
b
µ ))− ∂σ((∂α1∂α2e
a
µ )(∂β1∂β2e
b
ν ))
)
ηabg
σρ
)
, (10.7)
where
Γ(0)µνσ = Γ
(0)ρ
µν gρσ. (10.8)
For the curvature tensor we also list the first and second order individually. The zeroth
order is just the classical tensor expressed in the metric or the vierbein
R(1)µνρ
σ = −
i
2
θκλ
(
(∂κR
(0)
µνρ
τ )(∂λgτγ)g
γσ − (∂κΓ
(0)
νρ
β)
(
Γ
(0)
µβ
τ (∂λgτγ)g
γσ
−Γ(0)µτ
σ(∂λgβγ)g
γτ + ∂µ((∂λgβγ)g
γσ) + (∂λΓ
(0)
µβ
σ)
)
+(∂κΓ
(0)
µρ
β)
(
Γ
(0)
νβ
τ (∂λgτγ)g
γσ − Γ(0)ντ
σ(∂λgβγ)g
γτ
+∂ν((∂λgβγ)g
γσ) + (∂λΓ
(0)
νβ
σ)
))
(10.9)
R(2)µνρ
σ = ∂νΓ
(2)
µρ
σ + Γ(2)νρ
γΓ(0)µγ
σ + Γ(0)νρ
γΓ(2)µγ
σ
+
i
2
θαβ
(
(∂αΓ
(1)
νρ
γ)(∂βΓ
(0)
µγ
σ) + (∂αΓ
(0)
νρ
γ)(∂βΓ
(1)
µγ
σ)
)
−
1
8
θα1β1θα2β2(∂α1∂α2Γ
(0)
νρ
γ)(∂β1∂β2Γ
(0)
µγ
σ) − (µ↔ ν). (10.10)
From the curvature tensor we obtain the Ricci tensor and the curvature scalar as
outlined in the previous section.
The curvature scalar is given by
R = R(0) +R(1) +R(2), (10.11)
where R(0) is the classical curvature scalar and
R(1) = +
i
2
θκλ
(
(∂κg
µν)(∂λR
(0)
µν )− g
µν
(
(∂κR
(0)
µαν
τ )(∂λgτγ)g
γα
−(∂κΓ
(0)
αν
β)(Γ
(0)
µβ
τ (∂λgτγ)g
γα − Γ(0)µτ
α(∂λgβγ)g
γτ + ∂µ((∂λgβγ)g
γα)
+(∂λΓ
(0)
µβ
σ)) + (∂κΓ
(0)
µν
β)(Γ
(0)
αβ
τ (∂λgτγ)g
γα − Γ(0)ντ
α(∂λgβγ)g
γτ
+∂α((∂λgβγ)g
γα) + (∂λΓ
(0)
νβ
α))
))
, (10.12)
R(2) = G(2)µν⋆R(0)νµ + g
µνR(2)νµ +G
(1)µν⋆R(1)νµ
+
i
2
θαβ(∂αg
µν)(∂βR
(1)
µν )−
1
8
θα1β1θα2β2(∂α1∂α2g
µν)(∂β1∂β2R
(0)
µν ). (10.13)
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For the action we still need the scalar ⋆-density E⋆
E⋆ = det(e aµ )−
1
8
1
4!
θα1β1θα2β2εµ1...µ4εa1...a4(
(∂α1∂α2eµ1
a1)(∂β1∂β2eµ2
a2)eµ3
a3eµ4
a4
+ ∂α1∂α2(eµ1
a1eµ2
a2)(∂β1∂β2eµ3
a3)eµ4
a4
+ ∂α1∂α2(eµ1
a1eµ2
a2eµ3
a3)(∂β1∂β2eµ4
a4)
)
. (10.14)
The Einstein-Hilbert action was defined in (9.14). It is real by definition. Since θ
enters only via the ⋆-product we expect that all terms corresponding to odd orders in
θ vanish. Up to second order we therefore get
SEH = S
(0)
EH +
∫
d4x
(
det(e aµ )R
(2) + E⋆(2)R(0)
)
. (10.15)
In this action the even order expansion terms in θ do not vanish. Equation (10.14)
allows us to study the deviation from gravity theory on a differential manifold.
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