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ABSTRACT 
Despite the major recent activity in parallel processing, few effective new 
algorithms designed exclusively for multiprocessors have been put forth. One such is 
the multisplitting iterative algorithm suggested by O’Leary and White. Although they 
have given some sufficient conditions for convergence, a general convergence theory 
has not been developed even for the classical situation where the coefficient matrix A 
is an M-matrix or is symmetric positive definite. In this paper we study the M-matrix 
case in detail. The multisplitting process for A E R”, n is recast as an ordinary iterative 
process for a certain block matrix LX? E Rk”, kn, where k is the number of processors, 
and standard convergence results are used to develop a convergence theory for 
multisplitting iterative methods where A is an M-matrix. Comparison results between 
multisplitting methods are established in terms of monotonic norms and, for the case 
where A is irreducible, in terms of the asymptotic convergence rate. A key observa- 
tion here is that in certain cases the rate of global convergence of these parallel 
iterative methods is inherent in the splitting of A and is independent of the manner in 
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which the work is distributed among the processors. Thus in general one can 
distribute the work for load balancing purposes without affecting the convergence 
rate. 
1. INTRODUCTION 
In this paper we establish a framework for analyzing the convergence 
properties of parallel multisplitting iterative techniques for solving large scale 
systems of linear equations 
Ax=b. 0.1) 
The method of multisplitting has been recently suggested by O’Leary and 
White [S] and has been further applied by White [13-151 to linear iterative 
processes for solving nonlinear problems. In addition, Hayes [2] and McBryan 
and Van de Velde [3] have considered overlapping block iterative methods 
for solving (1.1) which can also be considered in the context of multisplitting 
methods. 
As described in [5], multiple splittings of the coefficient matrix into 
A=Mi-Ni, det(M,)#O, i=l,...,k, (1.2) 
are constructed, resulting in k iterative sequences 
Mi”j+l = Nixi + b. 0.3) 
The idea is to introduce “masking” or “scaling” nonnegative diagonal 
matrices Ei such that 
and to form the global iteration 
k 
yj+l= C E,Mi’Niyj+ i EiM,‘b* 
i=l i=l 
(1.4) 
This can be accomplished in parallel using k processors in the following 
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manner: the ith processor receives the approximation 
vector 
E,M,:‘N,y, + E,M;‘b. 
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yj and computes the 
(1.5) 
An essential observation is that the i th processor needs only to compute those 
entries of the above vector for which the corresponding diagonal entries of Ei 
are nonzero. 
In practice the masking matrices Ei can arise in a natural way from the 
application. For example suppose that A in (1.1) has the block partitioning 
into 
(A,, A,, .*. AM\ 
A,, A, .*. A2k 
A=. . :, 
A;, A;, -‘- A’,, I 
where the diagonal blocks are all square and nonsingular. We can now 
implement the block Jacobi iteration method associated with A as follows: 
Choose 
Mi - Ni = 
- 
A kk J 
Q -A12 . 
-41 Q 
-A,, . . 
- Alk 
-A k-lk 
-A kk-1 0 
and Ei = diag(O,. . . , 0, I, 0.. . 0), where I occurs in the i th diagonal block and 
is the identity matrix whose dimensions are in conformity with the dimen- 
sions of A ii. In the above partitioning of A no overlap occurs between the 
blocks. However the masking matrices Ei can be readily altered to accom- 
modate overlap between the blocks. We mention that block Jacobi schemes 
which allow for overlapping blocks were recently studied by Hayes [2] and 
were first introduced by Ostrowski [7] (see also [8]). Ostrowski shows that for 
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symmetric positive definite systems (1.1) the rate of convergence of the 
block Jacobi method increases as the degree of the overlap between the 
variables increases. We shall establish in Section 2 a heuristic principle that 
indicates that the rate of convergence of the multisplitting method depends 
on the splittings and not on the way in which the load is distributed among 
the processors. 
We next introduce some of the notation and terminology which will be 
used in this paper. An n X n real matrix A = (ai .) is a nonsingular M-matrix 
if a i j < 0 for all i f j and A-’ >, 0 (see [ 11). Thus the class of nonsingular 
M-matrices is a subclass of the so-called monotone matrices, which are the 
nonsingular matrices possessing a nonnegative inverse. Let A be an n x n 
matrix. The splitting of A into 
A=M-N, det(M)#O, (1.6) 
is called regular if N >, 0 and if M is a monotone matrix. It is called weak 
regular if M is monotone and M-‘N 2 0. In Varga [12] it is shown that for a 
regular splitting the spectral radius M- ‘N is smaller than 1 if, and only if, A 
is a monotone matrix. The same conclusion is true for weak regular splittings, 
as shown by Ortega and Rheinboldt [6]. Finally, Schneider [lo] defines (1.6) 
to be an M-splitting if M is an M-matrix and N >, 0. We comment that most 
finite difference schemes when applied to parabolic or elliptic partial dif- 
ferential equations lead to linear systems of the form (1.1) with A and 
M-matrix, as is the case when finite element methods with linear shape 
functions are used. For more detailed background on M-matrices, iterative 
methods, and related topics see [I, Chapters 5-71 and [12]. 
The main purpose of this paper is to recast the multisplitting iterative 
process in R” as an ordinary iterative process in Rk” and to use standard 
convergence results to develop a convergence theory for multisplitting. This 
is done in Section 2. This alternative setting allows us to establish comparison 
results between multisplitting methods in terms of monotonic norms and, for 
the case where A in (1.1) is an irreducible nonsingular M-matrix, in terms of 
the asymptotic rate of convergence. We define a certain monotonic vector 
norm as follows: Let x be a positive vector (X x== 0). Then the functional 
Ilyl(.=inf{a>OI-ax~y~(yX}, YER”, 0.7) 
defines a norm on R” such that if two vectors u, w E R” satisfy the 
componentwise absolute value inequality I u ) < I w (, then 11 u (Ix < I I w I( %. Thus 
Il.JJX is a monotonic norm. For an n X n matrix B, ]]B]], will denote the 
matrix norm of B induced by the vector norm 1). JJT. It is shown in Rheinboldt 
and Vandergraft [9] that ]]B]], = ]]Bx]],. 
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In Section 3 we shall apply the general comparison theorem (Theorem 
2.1) obtained in Section 2 to develop a convergence theory for generalizations 
of the classical Jacobi, Gauss-Seidel, and symmetric Gauss-Seidel splittings of 
a nonsingular M-matrix. 
2. A FRAMEWORK FOR MULTISPLITTINGS 
Consider the iteration matrix 
H:= 5 EiM,‘Ni (2.1) 
i=l 
which arises in the course of implementing the multisplitting iterative method 
discussed in the previous section. The difficulty in analyzing the spectral 
properties of H derive from the fact that H is a convex combination of the 
individual iteration matrices induced by the splittings in (1.2). For example, it 
does not appear that in general one can find an n X n matrix and a splitting 
which induce H as their associated iteration matrix. Moreover, even if the 
spectral radii of ML 'Nl,. . . , M; 'Nk were at our disposal, the problem of 
determining efficient bounds on a convex combination, via nonnegative 
diagonal matrices, of the M; ‘Nj ‘s is not trivial. 
To circumvent some of the difficulties mentioned above, we now intro- 
duce an iteration scheme in Rk” whose convergence is necessary and 
sufficient for the convergence of (1.4): 
‘i+l = 
E,M;'N, se- E,M,'N, 
E,M,'N, -.- E,M,'N, 
/ 
EkMklNk 
\ 
E,M,'N, -.. 
z=B~i=~l( ilEiML1b)y 
k 
zi+ e3 
j=l 
2 E,M;'b 
i=l i 
(2.2) 
where for an n-vector y, @ ,“= ry denotes the kn-vector obtained by taking the 
direct sum of k copies of the vector y. 
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Consider the iteration matrix B in (2.2). Since 
I E,M; ‘N, . . . E,M;‘N,\ 
B= EIM;lNl ... EkMklNk 
,E,M;‘N, ... E,M,‘N, 
’ M,‘N, 0 
M; ‘N, 
. . 
0 M; ‘Nk 
‘E, ... E,\ 
E, ... E, 
= . 
\il .I. E, 
then disregarding multiplicities, B has the same set of eigenvalues as the 
matrix 
’ M,‘N, 0 \ /El E, ... E,’ 
g= 
M; ‘N, E, E, ... E, 
. . . . (2.3) . . . . 
0 M;lN, ,E, E, “’ E, 
Furthermore, it is readily observed that fi is induced by the splitting a 
kn x kn matrix ~2: 
= 
Mk 
\ 
\ 
i 
Nl 
N, - 
E, E, ... E, 
E, E, ... E, 
. . 
\ Nk) 
. . 
El Ii, . . . E, *I 
Ml - Wl -N,E, ... - NlE, \ 
- NzEl M,-N,E, ... - N2Ek 
(2.4) 
- NkEl -NkEz ... Mk - NkEk 1 
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Hence in certain circumstances we can expect to obtain convergence results 
for the multisplitting algorithm given in (1.4) by studying the splitting (2.4) 
and the associated iteratation matrix given in (2.3). For that purpose we first 
make the following observations: 
LEMMA 2.1. For the block matrix s.4 and the splitting in (2.4) the 
following hold: 
(i) Zf the splittings A = Mi - Ni, i = 1,. . . , k, are (weak) regular split- 
tings, then (2.4) is a (weak) regular splitting. 
(ii) Zf x is an n-vector for which Ax > 0, then A( @F= ix) > 0. 
(iii) ZfAisamonotonemutrixandforeachi=1,...,k, A=Mi-Niisa 
weak regular splitting, then d is a monotone matrix. 
(iv) Zf A is a nonsingular M-matrix and for each i = 1,. . . , k, the splitting 
A = Mi - Ni is an M-splitting, then SC’ is a nonsingular M-matrix. 
Proof. Properties (i) and (ii) are immediate, so we first prove (iii). By (i), 
(2.4) is a weak regular splitting. Next, as A is monotone, there exits a positive 
vector x [e.g. x = A-‘(1 . . . l)r] such that Ax is positive. But then, by (ii) 
and (2,4), SZ’( @,!_ ix) z+ 0. That XZ’ is a monotone matrix now follows by 
Vandergraft [ 11, Theorem 5.21. 
(iv): We observe first that because A is a nonsingular M-matrix and 
A=Mi-Ni, i=l,..., k, is an M-splitting, .QZ has nonpositive off-diagonal 
entries. But then, by (iii), ST@-’ > 0 because A-’ > 0, showing that _YZ? is a 
nonsingular M-matrix. n 
In contrast to some of our findings in the above lemma, we mention that 
just the nonsingularity of A is insufficient to imply the nonsingularity of _s?, 
as the following example illustrates: Let 
A=( -l), M,=(l), N,=(2), 
M,=( -l), N,=(O), E,=E,=(+). 
Then 
In order to prove the main result of this paper we require the following 
lemma. We use p(B) to denote the spectral radius of a matrix B E R”*“. If 
B 2 0, then by the Perron-Frobenius theory (see for example [l]), p(B) is an 
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eigenvahre of B, and corresponding to p(B), B has a nonnegative eigenvec- 
tor, which we refer to as a Perron vector of B. 
LEMMA 2.2. Suppose that A, = M, - Nl and A, = M, - N, are weak 
regular splittings of the monotone matrices A, and A,, respectively, such 
that M, ’ > M; ‘. If there exists a positive vector x such that 
0 Q A,x < Asx, (2.5) 
then for the monotonic norm associated with x, 
(2.6) 
In particular, if M; ‘N, has a positive Perron vector, then 
P(M,‘N,) Q P(M,‘~~). (2.7) 
Moreover, if x is a Perron vector of M;‘N, and strict inequality holds in 
(2.6), then strict inequality holds in (2.7). 
Proof. Since MT’ > M; ’ we have, by (2.5) that 
(I - M,‘N,)x = M,‘A,x 
> M;‘A,x = (I - M;lN,)x 
so that M,‘N,x < M;‘N,x. The results in (2.6) and (2.7) now follow by 
Rheinboldt and Vandergraft [9, pp. 140-1411. n 
We are now ready to prove the main result of this section. For that 
purpose we adopt the following notation. Let A = Mi - Ni, i = 1,. . . , k, be a 
fixed multisplitting with nonnegative diagonal matrices Ei, CfCIEi = 1. We 
set 
H = ; EiM,:‘Ni (2.8) 
i=l 
A=diag(M,,..., Mk), (2.9) 
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./V= a-. Ek), 
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(2.10) 
so that, by (2.4), 
.%?=_A?--N. 
THEOREM 2.1. Let A be a monotone matrix. Suppose there exist weak 
regular splittings A = Mi - Ni = Ri - i’?i such that I$:’ > M; ’ for all i = 
1 ,. .., k. Then for any choice of nonnegative diagonal matrices E,, Z?i with 
Cf=,E, = C:=,Z?i = Z and for any choice of a vector x >> 0 such that Ax 2 0, 
/ 
M,lN,x \ 
k 
; $ x. (2.11) 
i=l 
M; ‘Nkx 
i=l 
In particular, if, in addition, $FC1x is a Perron vector of A-‘&“, then 
p(.kV) Q p(d-l~j (2.12) 
and consequently 
P(fi) Q PW). (2.13) 
Proof. By Lemma 2.1, the splittings JZZ = & - JV and d = 2 - k 
are both weak regular splittings. Moreover since A is monotone, then, once 
again using Lemma 2.1, we have that S’ and d are monotone matrices and 
it readily follows from the display in (2.4) and the equalities CfEIE, = X:=lZ?i 
= Z that 
2-q @x)=.d( @x). 
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n n ,. 
Thus the splittings z? = ./4 - X and .s4 = & - X satisfy all the require- 
ments of Lemma 2.2, and so (2.11) is valid. Moreover, if @X is a Perron 
vector of .K’M, then also (2.12) is valid. In this case we note that since 
p(Ar?N) = p 
(’ 
, 
\\ 
I 
= P 
I 
=P 
\ 
M;‘N,E, 
M; ‘NkEl 
M,‘N, 0 
. . M; ‘N,E, \ \ 
. . M;‘NkEk,, 
. . . 0’ (El 
0 * . 
. . . 0 j) 
E, ‘*’ Ek\ ‘M,‘N, 0 
0 . . . 0 . . 
0 . . . 0, \WNk 0 
= P(H) 
and since, similarly, p(&l~P) = p(A), the inequality 
mediate consequence of (2.12). 
We remark that this theorem strongly suggests that 
in (2.13) is an im- 
w 
the rate of conver- 
gence of a multisplitting parallel iteration is inherent in the splitting alone 
and is independent of the manner in which the work is distributed between 
the processors and which, in turn, is determined by the Ei. Thus, given fixed 
splittings A=M,-Ni, i=l,..., k, one should choose the Ei’s in order to 
balance the load among the processors, thus minimizing the computation 
time per iteration. 
. . . Ek 
. . . 0 
. . . i 
. . . 0 
. . . 0 
\\ 
I , 
\’ 
/ 
3. MULTISPLITTINGS FOR CLASSICAL METHODS 
In this section we turn our attention to the important cases where the 
multisplittings are based upon the classical splittings: Jacobi, Gauss-Seidel, 
and the symmetric Gauss-Seidel splittings. These methods are most prevalent 
in solving large sparse systems of linear equations in conjunction with 
overrelaxation or in conjunction with preconditioning processes which arise 
in the numerical solution of partial differential equations. 
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It is well known that in the spectral analyses of the above methods for 
conventional iteration there is no loss of generality if we assume that the 
diagonal entries of the coefficient matrix A are all unity. It is simple to 
ascertain that this is also the situation in the spectral analysis for the 
multisplitting methods. Thus let 
A=Z-L-U 
be a nonsingular M-matrix, where L and U are strictly upper and strictly 
lower triangular matrices, respectively. Then each of the splittings 
A=Z-(L+U), (3.1) 
A=(Z-L)-U, (3.2) 
A=(Z-L)(Z-U)-LU (3.3) 
is a regular splitting of A. Here (3.1) is the Jacobi splitting of A leading to 
the Jacobi iteration matrix 
J=L+u; (3.4) 
(3.2) is the Gauss-Seidel splitting of A leading to the Gauss-Seidel iteration 
matrix 
9=(z-L)pu; (3.5) 
and (3.3) is symmetric Gauss-Seidel splitting of A leading to the iteration 
matrix 
Y=(Z-u)-'L(Z-L)-'u. (3.6) 
We now specialize our comparison theorem of Section 2 to multisplittings 
associated with the above three classical methods. 
THEOREM 3.1. Let A = I - L - U be an n x n nonsingular M-matrix, 
and consider the multisplittings 
A=(Z-Li-q)-(U+L-~i-q), i=l ,..., k, (3.7) 
A=(Z-Li)-(U+L-L,), i=l ,..., k, (3.8) 
A=(Z-L,)(Z-CJ)-(U+L+L,U,-L~-U~), i=l ,. .., k, (3.9) 
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and 
O<L,dL, i=l k >*.-, > (3.10) 
0 < ui < u, i=l >.a., k. (3.11) 
Then for any choice of nonnegative diagonal matrices Ei such that Q’= lEi = I 
and any vector x B 0 such that Ax > 0, 
II=% Q 
and 
‘(I-LJ’(UfL-L,)x 
(Z-L,) -‘(u+ L - L,)r 
,(l-L,)-‘(u+L-L,)x 
\ 
& x G II.& 
i=l 
(3.12) 
(3.13) 
I 
(z-uJ’(z-L1)-‘(U+L+L,u~-L,-u~)x’ 
IIW, G 
(I-UJ’(I-L,)-‘(U+L+L,U,-L,-U,)x 
\(I-c;)-‘(I-L,)~l(J+L+L~u~-L,-u,)*, & 
‘(I- L,)_‘(u+ L- L,)x 
~ (I - L,) -‘(u-t L - L,)x 
\(I-L,)-‘(b+L-L,)x 
i=l 
(3.14) 
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In particulur, if A is (also) irreducible, then 
;E,(Z-L,-U,)-'(U+L-L,-U,) <<p(J), (3.15) 
i=l 
p ; Ei(z-Li)-l(U+L-Li) Q p(J), (3.16) 
i=l 
p i Ei(Z-~)-‘(Z-Li)-l(U+L+LiU,-Li-Ui) 
i=l 
Proof. Since A is a nonsingular M-matrix, each of the splittings given in 
(3.7)-(3.9) is a regular splitting. Moreover, since I - Li, I - U,, and I - Li - 
Vi, i = l,..., k, are nonsingular M-matrices such that, by (2.10) 
(z-Li-ui)<z and I-LgZ-L,<I, 
we have that 
zg(z-Li)-l<(z- L)_‘, 
(3.18) 
(3.19) 
and 
z<(z-Li)-ld(l-ui)-l(z-Li)-l. (3.20) 
The inequality in (3.12) now follows by (3.1), (3.4), (3.7), (3.18), and 
Theorem 2.1. The inequality in (3.13) follows by (3.1) (3.2), (3.8), (3.19), and 
Theorem 2.1, while the inequality in (3.14) follows by (3.1)-(3.3), (3.8), (3.9), 
(3.20), and Theorem 2.1. 
Suppose next that A is (also) irreducible. Then, by (3.1) and (3.4) J is a 
nonnegative and irreducible matrix and so J has a positive Perron vector say 
x. Moreover, Ax x=- 0. Now put Mi = I and Ni = L + U, i = l,..., k. Then 
from the definition of A, JV, .& and the resulting -&‘JV preceding 
Theorem 2.1, it readily follows that CB,%~X is a Perron vector of _C’_,V, from 
which the inequalities (3.15)-(3.17) follow. n 
We conclude with some observations. First, the upper bounds on the 
right-hand sides of (3.12)-(3.14) in a sense extend to a larger class of 
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multisplittings a monotone norm inequality given in White [13, Theorem 21, 
where it was shown that there exists some monotone norm II.11 such that 
II ~~lEi(D-Li)-l(U+L-L,) GIlIll* I; 
However, we observe that (3.13) and (3.14) now provide also a lower bound 
involving monotonic norms on multisplitting methods which are related to 
both the Gauss-Seidel and the symmetric Gauss-Seidel methods. Furthermore, 
since in many applications A is a nonsingular and irreducible M-matrix, 
(3.16) firmly establishes that the multisplitting related to the Gauss-Seidel 
method has a favorable rate of convergence compared to that of the Jacobi 
method, thus in a sense extending the Stein-Rosenberg criterion (e.g. [12]), 
whereas (3.17) shows that the rate of convergence of the multisplitting 
method related to the symmetric Gauss-Seidel method has a favorable rate of 
convergence compared to the rate of convergence of multisplittings methods 
related to the Gauss-Seidel method, thus in a sense extending a result due to 
Neumann [4]. Finally, we remark that we do not know yet whether p(Z) 
and p(y) can serve as lower bounds in (3.16) and (3.17), respectively. 
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