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Abstract 
The assembly of components coming from manufacturing process characterized by high dimensional variation could be difficult if 
their cumulative variation is in the order of magnitude of the allowed tolerance. The problem was approached by managing 
dynamically the specifications and the allocation of tolerances. By means of simulating the production of multi-component 
assemblies different scenarios were defined to demonstrate the advantages of the Statistical Dynamic Specifications Method 
(SDSM). Simulation results showed an average increment of 46% in the tolerance of the intervened component. With this, the 
corresponding potential capability index cp varied from 1.29 to 1.85. Thus, it was shown that SDSM is a useful tool to deal with the 
high variation problem without focusing directly on the variation sources. 
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1. Introductiona 
Since the fabrication of micro-components requires 
sophisticated equipment and high-qualified labor due to 
their complicated geometries and features, in many 
cases, replacing broken parts by new ones might be a 
better alternative than attempting to repair them. This 
fact offers an interesting opportunity to explore 
innovative production models that could be more 
suitable for those processes whose final products are not 
meant to be repairable.  
 
Manufacturing processes are constantly under the 
influence of different sources of variation that affects the 
ability to produce items that meet the desired 
dimensional specifications. The situation becomes more 
complex when the assembly of several components is 
necessary to create the final product. In this case, the 
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individual variations will contribute to the variation of 
the resulting assembly.  
 
In classical approaches the assembly of components 
presenting high variation could be a serious obstacle if it 
cannot be reduced easily and could even require re-
engineering the process. Instead, the approach proposed 
here focuses on adjusting the dimensions of the inner 
components rather than trying to reduce the impact of 
the sources of variation.  
 
The implementation of the Statistical Dynamic 
Specifications Method (SDSM) under different scenarios 
was made by means of simulating the production of lots 
of assemblies made of two components whose 
dimensions present high variation. The scenarios were 
defined by incrementing stepwise the number of 
observations per lot and the percentage in which the 
tolerance was adjusted. The numbers corresponding to 
the dimensions of the inner components were generated 
using Monte Carlo Method. The corresponding 
manufacturing processes were assumed to be non-
capable in order to have a significant and detectable 
fluctuation in the dimensions. 
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An observation point was introduced in the middle of 
the assembly line to retrieve the measured values of the 
first component that were used then to manage 
dynamically the nominal specification and the tolerance 
of the remaining component.  
 
The results of the proposed model were measured in 
terms of the tolerance extension and the capability 
improvement of the process corresponding to the 
intervened component as well as in terms of the 
reduction of both the mean’s shift and the standard 
deviation of the dimensional values of the resulting 
assemblies. The results obtained demonstrate that, 
without any process re-engineering, it was possible to 
control the variation of the final assembly and to end-up 
with a capable process (cp>1.33) even if the internal sub-
processes were non-capable.  
 
Several assumptions about the length of the 
component items were made this work:  normality, no 
correlation between component lots, the presence of a 
long time scale component in the variation and finally, 
the stability of the intervened sub-processes to admit 
adjustments and still behave in a predictable way. 
Although this research was limited to a one dimensional 
analysis a similar reasoning can be applied to a multi-
dimensional problem. 
2. Statistical Dynamic Specifications Method (SDSM) 
SDSM comprises a set of steps to help managing 
specifications and to optimize the allocation of 
tolerances so that extended ones can be allocated for 
those components whose dimensions present higher 
variation in a way that the capability indexes of the 
corresponding production processes are significantly 
improved without re-engineering them [1, 2].  
 
Let Lassy and tassy be the target and tolerance of a given 
assembly whose two components’ specifications have 
been set to Lj + tj and let the variation of the length of the 
items of Component 1 be composed by a random and a 
long term component as it is shown in Fig.1. 
21 LLLassy +=  (1) 
2
2
2
1 tttassy +=
 (2) 
If a small subset i of items of Component 1 produced 
consecutively during a short-time were considered, the 
variation found there would be probably lower than that 
one of the whole lot (Fig.1). Since the long term 
component of the variation, the drift, needs time to 
develop itself, its influence on this reduced set would 
have been only partial. Furthermore, probably the length 
values found in this set do not cover completely the 
nominal tolerance band 2t1. Instead, they are most likely 
spread in a narrower band centered at μ1,sub(i).  
 
It is reasonable to think that, at least for this subset, 
the tolerance t1 has not been fully used and that part of it 
could have been spared to complement the tolerance t2 
of a matching subset i of items of Component 2. In fact, 
it would have been enough to have a tolerance t1,sub(i) 
equal to three times the standard deviation of the subset, 
σ1,sub(i), to guarantee that 99.97% of the units were 
covered. Consequently, it would be possible to define a 
different tolerance t2,adj,sub(i) according to Eq. 2. Thus, if 
σ1,sub(i) were lower than σ1 then the adjusted tolerance 
t2,adj,sub(i) could be made larger than the nominal t2. 
)(,1)(,1 3 isubisubt σ=  (3) 
2
)(,1
2
)(,,2 isubassyisubadj ttt −=  (4) 
 
 
Fig. 1 Mean and standard deviation of a reduced set. 
 
 
On the other hand, if the mean of the length values 
found in the subset i, μ1,sub(i) , were known, then it would 
be possible to define an adjusted target L2,adj,sub(i) for a 
matching subset i of units of Component 2 to help 
meeting the desired target Lassy. 
)(,1)(,,2 isubassyisubadj LL μ−=  (5) 
In the example above, knowing μ1,sub(i) and σ1,sub(i) 
would be sufficient to determine the values of L2,adj,sub(i)  
and t2,adj,sub(i). The same steps can be applied to the 
following subset (i+1) of units of Component 1 to 
determine the adjusted target and the tolerance of a 
corresponding matching subset (i+1) of units of 
Component 2. 
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The repeated application of these steps over a process 
that presents a detectable drift, along with the random 
variation, might lead to a significant reduction in the 
variation of the length values of the resulting assemblies. 
 
An extended tolerance for Component 2 can be also 
interpreted as an improvement in the potential capability 
index. Therefore, SDSM can be considered as a 
powerful tool to adjust nominal specifications 
dynamically. However, its benefits have to be paid for 
by the additional measurement effort that is required to 
determine μ1,sub(i) and σ1,sub(i).  
 
3. Statistical Feed-Forward Control Model (SFFCM) 
SFFCM is a control model resulting from the iterative 
application of SDSM. It requires the separation of the 
system under observation into a feeding Subsystem A 
and a controlled Subsystem B. These subsystems have to 
be identified and defined in a way that an additional 
measurement step can be introduced between them to 
retrieve data about the actual length values (Fig. 2). 
 
 
Fig. 2 Statistical Feed-Forward Control Model 
 
The implementation of SFFCM does not imply the 
measurement of a 100% of the output of the feeding sub-
system A but it can be reduced to several observations as 
it will be shown. SFFCM based on samples is somehow 
related to the established SPC [6, 7]. In contrast to SPC, 
however, a feed-forward control was implemented 
instead of a feedback loop. 
3.1. Subset Size 
The long term component of the variation or drift can 
only be revealed by observing it during a certain interval 
of time. In SFFCM, the subset size defines the number 
of consecutive items coming out of the feeding 
Subsystem A that are considered at once to draw the 
sample that will be used to determine the adjustments to 
the parameters of the controlled Subsystem B.  
3.2. Sampling Strategy  
The sampling strategy comprises two aspects. The 
first one is the number of observations per subset, which 
is defined by the sample size. The second aspect is the 
way in which the items will be selected, either by means 
of simple or systematic random sampling [3, 4, 5].  
 
4. Practical Realization 
Determining proper estimates for μ1,sub(i) and σ1,sub(i) 
from the limited data obtained after making only a few 
observations is not a simple task. In fact, there is not a 
simple way to guarantee that the bunch of units 
inspected will cover completely the spectrum of possible 
values. Thus, there is no reason to expect that either the 
sample mean, )(,1 isubx , and the sample standard deviation, 
s1,sub(i), will be identical to the actual values of μ1,sub(i) and 
σ1,sub(i). This will depend on the sample size and the 
quality of the sample (Fig. 3). 
 
 
Fig. 3 Sample mean and sample standard deviation 
Since SDSM relies on that 99.97% of the length 
values in the subset are in the band μ1,sub(i) + 3σ1,sub(i) the 
use of )(,1 isubx  and s1,sub(i) could leave some of the units 
out of any consideration. Let Δt1 be the difference 
between the nominal tolerance t1 and 3σ1,sub(i) (Fig. 4).  
 
)(,111 3 isubtt σ−=Δ  (6) 
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Fig. 4 Difference between t1 and 3σ1,sub(i) 
Since the difference between s1,sub(i) and the actual 
σ1,sub(i) is unknown, a new extended estimator for σ1,sub(i) 
will be defined as s1,sub(i) plus certain percentage of Δt1 . 
1)(,1),(,1 %33 tXss isubextisub Δ+=  (7) 
               )3%(3 )(,11)(,1 isubisub stXs −+=  (8) 
Thus, Eq. (4) can be re-written as follows: 
( )2),(,12)(,,2 3 extisubassyisubadj stt −=  (9) 
Whereas the most aggressive scenario, X=0%, leaves 
s1,sub(i),ext identical to s1,sub(i), the most conservative 
approach sets s1,sub(i),ext equal to a third of t1. A smaller 
s1,sub(i),ext would allow to have a larger t2,sub(i),adj.  
 
It is of interest to determine the X percentage that 
maximizes the benefit of managing tolerances under 
SDFM. For instance, an excessively small s1,sub(i),ext 
could make more outliers in the subset of Component 1 
but it would give rise to an overextended t2,sub(i),adj that 
will make new inliers in the tolerance zone of  
Component 2. Hence, there is a chance to mate an item 
of Component 1 whose length was originally within the 
nominal band 2t1 but actually out of the band 6s1,sub(i),ext 
with an item of Component 2 whose length was 
originally out of the nominal tolerance band 2t2 but 
actually within the extended band 2t2,sub(i),adj to produce 
an assembly whose length is out of the nominal band 
2tassy. A situation like this may happen whenever 
s1,sub(i),ext is far lower than σ1,sub(i) and an excessively large  
t2,sub(i),adj  is allocated (Fig. 5). 
 
To estimate de target adjustments, the sample mean 
)(,1 isubx will be used  
)(,1)(,,2 isubassyisubadj xLL −=  (10) 
 
 
Fig. 5 Assembling new outliners with new inliners. 
 
5. Simulation 
The results presented here were obtained after 
simulating the production of a lot of one thousand 
assemblies made of two components whose dimensions 
where generated using Monte Carlo Method.  
 
To be consistent with the proposed model, the 
production of Component 1 was meant to represent the 
feeding Subsystem A and Component 2, the controlled 
Subsystem B.  
 
With the subset size fixed at one hundred, samples of 
items of Component 1 were drawn to determine )(,1 isubx  
and s1,sub(i). Table 1 summarizes the nominal 
specifications of the assembly and the internal 
components, and the characteristics of their 
corresponding manufacturing processes. In the case of 
the components, both target and tolerance are supposed 
to be the result of the design phase and depend on the 
specifications of the assembly.  
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Table 1. Nominal specifications, process characteristics and capability 
index 
 
Target 
[mm] 
Tolerance 
[mm] 
Mean  
[mm] 
St.Dev. 
[mm] cp 
Assembly 30.00 1.00 29.55 0.29 1.14 
Comp. 1 20.00 0.82 19.60 0.25 1.09 
Comp. 2 10.00 0.58 9.95 0.15 1.29 
 
During the simulations, the following assumptions 
were considered:  
• Normality. The length values in the component lots 
are normally distributed. 
• No correlation. The length values of the component 
lots are not correlated.  
• Process variation. The variation can be separated into 
a not controllable short term noise and a potentially 
controllable long time variation.  
• Process stability. The sub-processes under control are 
stable and respond predictably to the adjustments. 
 
Table 2 summarizes the results obtained after varying 
the sample size per subset. These data were used to 
determine )(,1 isubx  and s1,sub(i) .  
Table 2. Component 1. Values of )(,1 isubx and s1,sub(i)  
Subset 
Sample Size – Subset 100 
10 30 50 
1x  s1 1x  s1 1x  s1 
1 19.41 0.19 19.45 0.19 19.41 0.19 
2 19.40 0.19 19.39 0.19 19.37 0.19 
3 19.39 0.18 19.41 0.19 19.37 0.19 
4 19.54 0.19 19.47 0.19 19.50 0.19 
5 19.59 0.18 19.60 0.19 19.55 0.19 
6 19.69 0.18 19.71 0.19 19.70 0.19 
7 19.80 0.19 19.78 0.19 19.78 0.19 
8 19.80 0.18 19.79 0.19 19.83 0.19 
9 19.83 0.19 19.78 0.18 19.84 0.19 
10 19.71 0.18 19.73 0.19 19.67 0.19 
 
Table 3 presents the values obtained for the adjusted 
tolerance t2,adj,sub(i). In this case, 10 observations per 
subset were made to determine )(,1 isubx  and s1,sub(i).  The 
latter was used then to calculate s1,sub(i),ext by means of 
increasing stepwise the X percentage from 0% to 100%. 
 
 
 
Table 3. Component 2.  Tolerance t2,sub(i),adj  – Sampling rate 10% 
 Adjusted Tolerance ( )2),(,12)(,,2 3 extisubassyisubadj stt −=  
 X % 
Set 0% 20% 40% 60% 80% 100% 
1 0.82 0.78 0.74 0.69 0.64 0.57 
2 0.82 0.78 0.74 0.69 0.64 0.57 
3 0.84 0.80 0.76 0.71 0.65 0.57 
4 0.82 0.78 0.74 0.69 0.64 0.57 
5 0.84 0.80 0.76 0.71 0.65 0.57 
6 0.84 0.80 0.76 0.71 0.65 0.57 
7 0.82 0.78 0.74 0.69 0.64 0.57 
8 0.84 0.80 0.76 0.71 0.65 0.57 
9 0.82 0.78 0.74 0.69 0.64 0.57 
10 0.84 0.80 0.76 0.71 0.65 0.57 
 
Table 4 shows how the dynamic adjustment of 
specifications and tolerance allocation were exerted over 
the items of Component 2 throughout the production 
cycle. To obtain these numbers the sampling rate was set 
to 10% and X to 0%. 
Table 4. Specification adjustments – Sampling rate 10% 
Subset 
1x  s1 3σ1,ext L2,adj t2,adj cp,2,adj 
1 19.41 0.19 0.57 10.59 0.82 1.83 
2 19.40 0.19 0.57 10.60 0.82 1.83 
3 19.39 0.18 0.54 10.61 0.84 1.87 
4 19.54 0.19 0.57 10.46 0.82 1.83 
5 19.59 0.18 0.54 10.41 0.84 1.87 
6 19.69 0.18 0.54 10.31 0.84 1.87 
7 19.80 0.19 0.57 10.20 0.82 1.83 
8 19.80 0.18 0.54 10.20 0.84 1.87 
9 19.83 0.19 0.57 10.17 0.82 1.83 
10 19.71 0.18 0.54 10.29 0.84 1.87 
 
The numbers above shows an average increment of 
46% in the tolerance allocated for the subsets of 
Component 2, from a nominal value of 0.58 to an 
average value of 0.83. Thereby, the corresponding 
potential capability index increased from 1.29 to an 
average value of 1.85. 
 
 
The way in which the statistical feed-forward 
controller works is reflected in the adjustments made to 
the target of Component 2 over time.  In practice, the 
controller counters the presence of the drift detected in 
the sampled units of Component 1 (Fig. 6). 
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Fig. 6 Long term variation of length values of Component 1. 
 
It has been explained that the risk of defining a small 
s1,sub(i),ext to achieve an extended t2,sub(i),adj strives in the 
probability of mating new outliers of Component 1 with 
new inliers of Component 2 to end up with an assembly 
out of tolerance. Table 5 summarizes the average 
number of items of Component 1 that would be out the 
band 6σ1,sub(i),ext  and the average number of units of the 
Component 2 that originally were out of the nominal 
band 2t2  but now would be in the extended band 
2t2,sub(i),adj. These numbers were obtained after replicating 
the simulation 500 times, keeping the sampling rate 
fixed at 10% and increasing stepwise the X% from 0% to 
100%. 
 
Table 5. Average number of new outliers and new inliers 
 Component 1 Component 2 
X% New Outliers New Inliers 
0 % 291.8 26.6 
10 % 259.7 28.3 
20 % 224.7 33.0 
30 % 196.4 35.3 
40 % 163.8 43.3 
50 % 137.0 50.4 
60 % 112.3 60.9 
70 % 90.6 74.1 
80 % 72.8 97.0 
90 % 57.0 125.9 
100 % 44.9 164.7 
 
Besides the improvement achieved in the case of 
Component 2, it is important to have a look at the impact 
on the output of the complete process. In this case, the 
mean shift of the resulting assemblies’ length was 
reduced by 97% in average, from an initial μassy equal to 
29.55 to 29.97. The standard deviation was reduced by 
14%, from an initial σassy equal to 0.29 to 0.25. Finally, 
the potential capability index increased from 1.14 to 
1.35.  
 
6. Conclusions 
• It was shown that SDSM is powerful tool to help 
adjusting specifications and allocating extended 
tolerances for components showing high dimensional 
variation. Thus, SDSM helps improve the potential 
capability index of the corresponding process.  
• The application SFFCM showed a way to deal with 
manufacturing processes characterized by high 
dimensional variation. However, this is only possible 
when a long time scale drift can be detected in the 
variation.  
• The proposed approach based on the observation of 
subset of units produced consecutively ins a short-
time interval showed a way to end up with capable 
assembling processes even if subprocesses have 
potential capability indexes less than 1.33. 
• Since there is no practical way to know the 
parameters μ1,sub(i) and σ1,sub(i), defining the right 
sample size and a proper sampling strategy are crucial 
to determine the correct adjustments for the process.  
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