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Background. In this paper we propose a method and discuss its computational implementation as an integrated tool for the analysis of viral genetic diversity on data generated by high-throughput sequencing. The main motivation for this work is to better understand the genetic diversity of viruses with high rates of nucleotide substitution, as HIV-1 and Influenza. Most methods for viral diversity estimation proposed so far are intended to take benefit of the longer reads produced by some NGS platforms in order to estimate a population of haplotypes which represent the diversity of the original population. Our goal here is to take advantage of distinct virtues of a certain NGS platform -the platform SOLiD TM (Life Technologies) -that has not received much attention due to the short length of its reads, which renders haplotype estimation very difficult. However, the platform SOLiD TM has a very low error rate and extremely deep coverage per site and our method is designed to take advantage of these characteristics.
Results. We propose to measure the populational genetic diversity through a family of multinomial probability distributions indexed by the sites of the virus genome, each one representing the populational distribution of the diversity per site. Moreover, the implementation of the method focuses on two main optimization strategies: a read mapping/alignment procedure that aims at the recovery of the maximum possible number of short-reads; the estimation of the multinomial parameters through a Bayesian approach based on Dirichlet distributions inspired by word count in text modeling. The Bayesian approach, unlike simple frequency counting, allows one to take into account the prior information of the control population within the inference of a posterior experimental condition and provides a natural way to separate signal from noise, since it automatically furnishes Bayesian confidence intervals.
Conclusions.
The methods described in this paper have been implemented as an integrated tool called Tanden (Tool for Analysis of Diversity in Viral Populations) and tested on samples obtained from HIV-1 strain NL4-3 (group M, subtype B) cultivations on primary human cell cultures in many distinct viral propagation conditions. Tanden is written in C# (Microsoft), runs on the Windows operating system, and can be downloaded from: http://tanden.url.ph/ Background Viral biology is surprisingly diversified, and viruses with RNA genomes are recognized to generate particularly mutant-rich populations called quasi-species. The genetic heterogeneity characteristic of viral quasi-species is largely due to high mutational rates combined with an elevated populational size [1] . Human
Immunodeficiency virus 1 (HIV-1), as an example, has a mean substitution rate of order 10 -5 per nucleotide position [2] ; that is by far higher than those of cellular organisms [3, 4] and assures a constant viral mutant production.
Next-Generation Sequencing (NGS) platforms have been used mainly for the de novo sequencing of viruses. However, more recently, new interest arose in resequencing known virus genomes using NGS to study the diversity of viral populations.
All NGS platforms produce short segments of DNA, called reads, which provide only imperfect and incomplete information about the structure of the viral population.
Sequencing errors and length of reads are factors that must be taken into account in the analysis of data obtained from NGS viral quasi-species. In addition, reverse transcription and PCR amplification are procedures prone to errors. The impact of these errors on studies of viral diversity could be huge (see below), therefore one wants to separate true genetic variation from methodological noise and if both are of the same order of magnitude the task becomes virtually impossible.
Regarding the development of tools to estimate genetic diversity of viral populations, the most commonly used NGS platforms are the 454 TM (Life Sciences/Roche), mainly due to their capacity to produce long reads but now in disuse, and the Illumina TM (Solexa). The ability to produce relatively long sequences favors the development of methods aiming at the haplotype reconstruction of the representative particles in population [5, 6] . However, the propagation of sequencing errors is a serious problem in these methods, requiring the development of procedures for error correction, which my introduce unwanted biases. In general, the fraction of wrong reads increases with the error rate and the average length. The expected proportion of reads with at least one sequencing error as a function of the error rate per base ε and the average length L of reads is given by 1-(1-ε) L [7] . As the estimated error rate of 454 TM is about 0.1% -0.5% and Illumina TM error rates are in the range of 0.1% -1% [8] , with an average length of reads from 400 bp up to 1000 bp, the proportion of reads with at least one error is in the range 35% -90%. The platform SOLiD TM (Life Technologies), for instance, is at the other end of the spectrum. With reads of short length, of at most 50 bases (the main limitation for the construction of haplotypes) and estimated error rate of 0.06% [8] , the proportion of reads with at least one error is around 2%. Recently, a different solution to the problem of sequencing errors has been proposed [9] , based on the development of high-fidelity sequencing protocols [10] .
A more serious challenge concerns the NP-hardness of combinatorial optimization problem associated with the assembly of all possible haplotypes [11] . In fact, some approximate solution must be employed and a crucial hindering factor is the rate between the size of the reads and the size of the genomic region being reconstructed. For instance, it has been reported [9] that short read lengths (less than 100 base pairs) dramatically inhibit reconstruction of genomes of length 3400 base pairs, evidenced by the failing to produce any complete genome.
As mentioned before, the ability of the other NGS platforms to produce relatively long sequences have been a great stimulus to the development of methods for building haplotype representatives of the particles in population and the vast majority of softwares for viral diversity estimation that have been proposed until very recently adopt this perspective [5] . The aim of this work is to propose a different approach to genetic diversity evaluation that takes advantage of the low error rate and the high depth of coverage per site inherent to the SOLiD TM platform and therefore we shall considerably depart from the developments towards haplotype recosntruction.
Indeed, although the short length of the reads produced by the SOLiD TM platform essentially hinders haplotype reconstruction, it is possible to measure the populational genetic diversity through probability distributions along the genome (one per site) and this approach is enhanced by the highly deep coverage provided by the SOLiD TM platform.
A recent study [12] comparatively assessed the performance of some NGS platforms (including 454   TM   and Illumina   TM   ) and reported an average (range) coverage of 23000 reads (5000-47000) for the Illumina TM and ~7000 reads (2000-22000) for the 454 TM . We were able to achieve an average (range) coverage of ~50000 reads (10000-150000), for instance, see Figure 1 . In addition, the low error rate of 0.06 % provided by the SOLiD TM platform virtually eliminates the necessity of any error correction procedure. Instead, we use the estimated probability distributions to separate signal from noise.
The first step in nucleotide sequence analysis is read mapping/alignment. This is important for many bioinformatics applications, as exemplified by nucleic acid conformational structure prediction and phylogeny studies [13, 14] [17] , BWA (Burrows-Wheeler Alignment Tool) [18] , BFAST (Blat-like Fast Accurate Search Tool) [19] , Bowtie [20] and MOSAIK [21] are examples of such alternatives. Those tools allow the fast mapping and alignment of reads belonging to genomes ranging from 10 6 to 10 9 bp in length. A common point between these tools is the use of scaffolding reference sequences [18, 22, 23] .
After the read mapping is finished, the following step consists in the choice of a strategy for statistical inference. There is a wide variety of methods depending on the scope and the goals of the analysis: (i) consensus generation, (ii) single nucleotide variant (SNV), also called single position diversity estimation, (iii) local diversity estimation and (iv) read graph-based haplotype reconstruction, also known as global diversity estimation, see [7, 24] for a thoroughly explanation of these concepts. Existing tools for genetic diversity evaluation of viral NGS sequences, intended for 454 TM and Illumina TM platforms [7, [24] [25] [26] [27] [28] [29] [30] [31] , are based on several techniques aiming at haplotype reconstruction [28, [32] [33] [34] [35] [36] [37] .
In order to estimate the populational diversity without resorting to haplotype reconstruction, we propose to measure the populational genetic diversity through a family of multinomial probability distributions indexed by the sites of the virus genome, each one representing the populational distribution of the diversity per site. Moreover, the estimation of the multinomial parameters is made through a Bayesian approach based on Dirichlet distributions inspired by word count in text modeling. The choice of a Bayesian estimation is crucial for our method, because it allows one to take into account the prior information of the control population within the inference of a posterior experimental condition by means of Bayes theorem and thus relates two temporally connected events. It also provides a natural way to separate signal from noise, since it automatically furnishes credible (or Bayesian confidence) intervals. On the other hand, simple frequency counting, as one could suggest, is neither appropriate nor sufficient for the implementation of the method. First, because it is not possible to include prior knowledge into the estimation (for example, we know in advance the genome of the control) and second, it does not provide a natural way to obtain confidence values for the estimate.
In summary, we sought to build an analysis platform suitable to address the problem of estimation of the populational diversity of RNA viruses. Due to high mutational rates and accelerated populational turnover RNA viruses constitute ensembles of variants. These ensembles known as quasi-species behave as a single and coherent organism and host pressures are thought to act on the ensemble of variants rather than on individual particles [38] . Based on the above assumptions and the fact that the SOLiD TM platform generates an extremely high number of reads allowing for a deep and extensive coverage of the data with very low error rate, we propose a simple approach -based on very few elementary assumptions -to the estimation of genetic diversity of viral populations.
Unfortunately, we could not find any other method or software in the literature, which uses a similar form to represent the viral population diversity as a family of distributions index by the genome -all other proposals are aimed at haplotype reconstruction and need longer reads (more than 100 bases). Any attempt to make comparison between such different aproaches would be misleading, therefore it is not our aim here to make the point if the method presented here is an improvement over (non-)existing similar ones. In fact, we believe that the approach proposed here should not be considered alternative or rival, but complementary, to haplotype reconstruction.
The technical analysis and conclusions about the experiments reported in this paper and used as test cases, are not necessary to the description of the methods introduced here and will be the subject of another publication [39] .
Implementation
Here we describe the main steps of our method. There are two stages, the first is the read mapping/alignment and the second is the nucleotide inference. The method presented here works, in principle, for data generated in any NGS machine, as long as the data is stored in the FASTA file format, even several outputs from different platforms (with distinct read lengths) may be combined and analyzed simultaneously.
Experimental procedure and preparation
The computational tool developed here assumes that there is one, or even several, experimental condition(s), representing different viral propagation situations, all of which, having the same viral population as the infecting source. After a determined number of replicative cycles an extracted sample from each experimental condition may be sequenced. A sample from the initial population prior to the infections must also be sequenced and will be referred as the control experiment. Raw data from the sequencing must be treated according to the standard procedures of the specific NGS platform [40] up to the generation of FASTA files, which are the standard type of input file adopted in our implementation. See Table 1 for a summary of data analyzed.
Read Mapping/Alignment
The main goal of this step is the mapping of reads with 50 nucleotides or more originating from the NGS platform to a database of reference sequences. The database may contain several sequences, which must be aligned amongst themselves The read mapping is performed using a local executable of BLAST [41] with the default options.
The criteria for retaining the reads are the following: (i) it must align at least 45 nucleotides and (ii) have the lowest e-value score. A first alignment attempt is made with sequences from reads in the forward sense; in case of no match, a second attempt with the reverse complementary sequence is performed. Moreover, since we are using several references, the output can, in principle, display the same number of matches as there is reference sequences. The criteria for the selection of the most suitable alignment option are the following (in this order): (i) the lowest e-value score and (ii) the lowest Hamming distance from the consensus sequence obtained from of the control.
The alignment strategy described above is set as default, but some of its parameters can be changed according to some specific purposes or simply for increasing processing speed. Finally, it is possible to create suitable reference databases according to a specific research purposes.
Nucleotide Estimation
The probability distributions of the possible nucleotides (A,T,C,G) at each position of the genome are estimated from the aligned data. In this respect, our approach may be classified as a diversity estimation in single positions. The idea is that at each position in the genome the probability distribution is given by a multinomial distribution, determined by four probabilities (p A , p T , p C , p G ) satisfying p A +p T +p C +p G =1.
These probabilities represent the fraction of the population that has each of the four associated nucleotides at the corresponding site. Thus, one has a family of multinomial distributions indexed by the sites of the genome. In this sense one can view the nucleic acid sequences of a population as a collection of text documents and the task is to estimate the frequency of each character in each document.
The Bayesian approach provides an adequate framework [42, 43] for the inference of categorical data without the shortcomings of a simple frequency counting procedure. In this framework, the first step consists in using the experimental control as the input for estimation of a initial distribution. Then, in the second step, one considers this distribution as the prior distribution together with the sequenced data form the experimental conditions one uses Bayes formula to compute the posterior distribution.
In the case of categorical data there is a canonical procedure based on the conjugate prior distribution associated with the multinomial distribution, called Dirichlet distribution.
A n-dimensional Dirichlet distribution is defined in by a smooth probability density function on the set Δ of n-dimensional multinomial distributions, which is parametrized as Δ n = {(p 1 ,…,p n−1 ) : p 1 +…+p n−1 ≤ 1}, here n is the number of distinct categories (states) that can observed and p k is the probability of observing the k-th category, for k = 1,…,n with p n = 1−p 1 +…+p n−1 . The Dirichlet probability density function is given by
where B(α) is a normalizing factor defined in terms of the gamma function Γ as
for a vector α =(α 1 ,…,α n ). Note that the choice (α 1 ,…,α n ) = (1,…,1) gives the uniform distribution (the flat or uninformative prior) on Δ n with mass equal to the volume of Δ n : B(1,…,1) = 1/Γ(n) = 1/(n−1)!. Thus a member in the family of Dirichlet distributions is characterized by a n-tuple of positive numbers α =(α 1 ,…,α n ) called hyper-parametershowever, unlike the multinomial parameters that must sum to one, the hyperparameters are unconstrained. In our case, the Dirichlet distribution of each site is parametrized by the quadruple (α A , α T , α C , α G ). The hyper-parameters corresponding to each site of the genome must be estimated from the data.
The Dirichlet hyper-parameters associated to the control experiment can be obtained by maximum likelihood estimation (MLE) through the Newton-Raphson method. The log-likelihood function g of the Dirichlet distribution is given by g = N log L and log L(α 1 ,…,α n |p 1 
where N is the sample size and log p k = 1/N ∑ j log p jk (j=1,…,N, k=1,…,n) is called the sufficient statistics associated to a sample of n-categorical vector observations {p 1 ,…,p N } of sample size N. Thus each vector p j =(p j1 ,…,p jn ) has n components, each component p jk is the frequency of the k-th category at the j-th sample.
The Newton-Raphson method for this log-likelihood function g amounts to the iteration of the following fixed-point scheme [42] : 
where Ψ' is the trigamma function (k,l=1,…,n). Several suggestions for the initialization step of the iteration scheme described above have appeared in the literature [43] [44] [45] .
The proposal of Ronning [45] is the most suitable for the modified iteration scheme adopted here.
Since we are dealing with a sparse estimation problem in the sense that one of the categories occur with much higher frequency that the other three, we shall employ the smoothed sufficient statistics defined by introducing a small parameter η and setting p jk = M jk / M, where M jk is the number of occurrences of the k-th category at the j-th sample, M is total number of observations at the j-th sample and p jk = η if there is no occurrence of the k-th category at the j-th sample. The smoothing parameter η acts as "background noise" representing sequencing and PCR errors that can not be removed.
However it can be suitably tuned in order to account for the true variability of the data.
When this procedure is applied to the control (a "clonal" population) one would expect no diversity at all. However, that is not completely true and, in fact, even the control should display some variability (mainly due to sequencing errors). Since the expected error rate ε is around 6×10 The sufficient statistics is computed by a simple re-sampling procedure [46, 47] in order to generate sequences of categorical observations from the raw sequenced data, by randomly sampling nucleotides form each aligned position. Here, the imperfect clonality of the control is useful, since it ensure that the re-sampled ensemble has some variability, which is consistent with having a small non-zero smoothing parameter. The re-sampling procedure has one parameter that can be adjusted by the user: the relative size of observations given as a fraction 0 < z < 1 of the whole set of nucleotides C covering the given site. If the number of bases covering the given site is C then M=zC is the number of observations used to compute one sample vector p j =(p j1 ,…,p jn ) and the corresponding sample size N is given by (the integer part of) the logarithm of the total number of all possible sample vectors:
Stirling's formula gives the following approximation in terms of C:
For instance, for the default value of z, which is 80%, one has a sample of size N ≈ 0.7C, each sample vector computed from 0.8M nucleotides. On the other hand, the value z = 50% gives a sample of size N ≈ C, each sample vector computed from 0.5M nucleotides Once the hyper-parameters of the prior distribution are estimated, they must be used together with the sequenced data of the other experimental conditions in order to compute the hyper-parameters of the posterior distributions by Bayes formula, which in the case of Dirichlet distributions can be computed explicitly (since it is a conjugate prior): if (α 1 ,…,α n ) is a vector of hyper-parameters of a Dirichlet prior distribution and the counts of each of the k categories in an experiment are (c 1 ,…,c n ) then the posterior distribution is also a Dirichlet distribution with hyper-parameters (α 1 +c 1 ,…,α n +c n ). As a result, one obtains a family of Dirichlet probability distributions for every experimental condition, including the control experiment.
In order to obtain point estimates of categorical probabilities per site for each experimental condition (p A , p T , p C , p G ), one may use a central tendency measure of the corresponding Dirichlet distribution (see [42] ). Let X = (X 1 ,…,X n ) be a random vector distributed according to a Dirichlet distribution with corresponding hyper-parameters (α 1 ,…,α n ) then the number s = α 1 +…+α n is called the concentration parameter of the corresponding Dirichlet distribution. It provides a measure of the "quality" of the inference: the greater the value of s the better is the "precision" of the inference (see [42] ). The expectation value of X is
Confidence values associated to the point estimates may be defined in terms of a dispersion measure of the corresponding Dirichlet distribution. The variance of X is given by
Since the marginal distribution of each X k is a one-dimensional Dirichlet distribution, also known as Beta distribution, the standard deviation of the mean σ(X)=√Var(X) may be used to construct Bayesian credible intervals about the expectation value.
The maximum a posteriori (MAP) estimate, which is given by the mode of X, has become a very popular method of point estimation [9] . Moreover, the coordinates x k of the mode of X may be directly calculated in terms of the hyper-parameters when α k > 1 (k = 1,…,n):
This is much simpler than the contrived expectation-maximization (EM) approximate schemes usually employed to obtain the MAP estimate from a log-likelihood function, in which case approximations are unavoidable, since this function is non-convex.
The the standard deviation of the mean σ(X k ) may be used to define credible intervals about the mode as well. Since the Beta distribution is unimodal, when all α k > 1 (k = 1,…,n), and has finite variance, a 3-sigma interval around the mean or the mode would provide about 95% of confidence in the prediction (this is a general consequence of the Gauss-Vysochanskij-Petunin inequality, see [48] ).
Finally, we should note that the inference procedure explained above is clearly not restricted to the case of four nucleotides (A,T,C,G). It is trivial to modify it in order to account for insertions and deletions, or to work with codons and amino-acids.
Selection Criteria and Error Filtering
Once the inference has been completed it is desirable to filter the errors and extract some subset of the data -for instance, most conserved sites, most variable sites, etc. In order to do so we have implemented two selection criteria based on simple quantities: (i) complementary probability per site and (ii) variational distance per site.
The complementary probability per site is defined as p comp = 1−max{p A , p T , p C , p G } and it depends only on the probability distribution of each site. It provides a measure of how much the distribution is concentrated in one state. For instance, if the complementary probability at a site is high it means that there was variation in the site prior to the experiment.
The variational distance per site is a positive number between 0 and 2 defined
is the probability distribution per site in the control data and (p' A , p' T , p' C , p' G ) is the probability distribution of the corresponding site in the experimental condition. It is a measure of the relative variation per site from the control to the experimental procedure data. If it is very low at a site it means that the site did not undergo significant changes in relation to the control.
The complementary probabilities and the variational distance can work as filters and the user must specify the thresholds for them. By using these two criteria in combination one may easily obtain some qualitative information about the behavior at a site.
Results and Discussion
The method presented here was tested on samples obtained after the HIV-1 strain NL4-3 (group M, subtype B) cultivation on primary human cell cultures. Different viral propagation conditions were used -varying the cellular activation status, the coreceptor usage and the target cells. The pseudo-typed viruses produced in these experiments were able to perform exactly one round of the replicative cycle. As a whole, there were 7 experimental conditions in addition to the control experiment (Table 1 ).
Experimental procedure and preparation
The experimental procedure was performed in accordance with the standard procedures of the NGS platform SOLiD TM [40] , up to the generation of FASTA files, which are the input data of our computational tool. Standard Life Technologies guidelines were used during sample preparation and sequencing while using the SOLiD 
Read Mapping/Alignment
The use of BLAST to perform the read mapping has two reasons: first the multiple reference sequences allowed by BLAST makes it advantageous for analysis of viral populations classically described as quasi-species, since we can include several variant genomes belonging to the same phylogenetic branch. Second, is the speed and the readiness of parallelization, since, for each experimental condition, we need to align about 10 Even though BLAST is capable of identifying alignments in both the forward and the reverse complementary senses, we have found that manually doing this significantly increases the retrieval of reads. Indeed, we have achieved an increase of 15% in the retrieval of reads. Since the procedure have been parallelized into multiple threads it has a minor effect on the performance when using a multi-core processor.
We were able to map around 90% of the reads, since the estimated fraction of reads with at least one error is around 2%, we have achieved an almost optimal retrieval of reads. For instance, Figure 1 shows the result of the alignment of the control experiment and the corresponding site coverage. The average site coverage is around 50000 reads with some peaks going beyond 150000 reads. The running-time on each experimental condition was around 30 hours on a Intel i7 (12 cores, clock of 3.30 GHz) with 32 GB of RAM memory and 2 TB of disk space. It is worthwhile mentioning that the program uses at most 3 cores and requires 2.8 GB of RAM memory to handle files with 700 MB, thus it is conceivable that the program could run on any computer matching this minimal configuration.
Inference
An important difficulty that should be overcome in order to implement the inference procedure for Dirichlet hyper-parameters in the context of nucleotides is due to the sparsity. Even with the high mutation rate displayed by viruses, there is a fair amount of nucleotide conservation. From a populational point of view, most of individuals will present the same nucleotide at a specific genomic position, and only the less representative subgroups, if any, will present one of the three remaining possibilities.
The standard Bayesian method outlined in most textbooks, where one usually chooses an uninformative (uniform) prior distribution is appropriate for the general task of multinomial estimation [49] , but generally provides poor results when used for sparse multinomial distributions. This is primarily a consequence of the erroneous assumption that all categories should be considered as equally possible values for each site. Indeed, sparse multinomial distributions are characterized by the fact that only a few symbols actually occur (site conservation). In such cases, applying the standard method will give too much weight to symbols that never occur and consequently give a poor estimate of the true distribution. This issue becomes critical in our case when treating data obtained from the control experiment, which, in principle, is a clonal population, where one expects a uniquely well-defined nucleotide at each site and thus the Dirichlet likelihood function would be identically zero.
The sparsity problem is usually solved in the literature of text modeling by introducing a smoothing parameter η and modifying the Newton-Raphson method in such a way that the sufficient statistics does not have any zero entry. In practice, this may result in an over-smoothed distribution, but one can choose a small enough value for η in such a way that all the rare events do not have the same probability of appearing in all states [50] .
Validation
The method described here contains some heuristic decisions that should be justified and properly validated. We have performed validation procedures at both stages of the method (alignment and inference), attaining very good concordance with the expected results.
In order to assess the reliability of the read mapping procedure and validate this stage, the quality values (QV) of the reads have been used as a proxy. The SOLiD TM platform outputs two files after primary analysis [43, 44] : a sequence file in color-space and a quality file containing the corresponding quality values. The QV of a read is a positive integer ranging from 0 to 50 and is given by the logarithm of the inverse probability of the color call being inaccurate, i.e. the higher the QV the higher the confidence in the color call's accuracy. By computing the distribution of quality values of the reads in each experimental condition and the control, prior and after the alignment, and comparing them, it is observed that they are almost identical (see Figure 2) . This shows that the alignment procedure does not introduces any bias towards higher or lower quality values. The reliability of the read mapping procedure is guaranteed by the stringency of the criteria for retaining the reads.
The validation of the read mapping procedure was done by computing the distributions of all quality values of each condition prior and after the alignment (see Figure 2 ). The mean value of the QV distributions remained unchanged after alignment.
Likewise, at both steps of the process more than 80% of reads had QV comprised between 20 and 32, assuring that the quality of the retrieved sequences was preserved and no bias was introduced.
The validation of the nucleotide inference step is performed at two points. The re-sampling procedure has been validated by comparing, at each site, the nucleotide frequencies obtained from all the reads that cover the site with the nucleotide frequencies obtained from the sampled reads that cover the site. It is observed that both frequencies agree with high precision (up to order 10 -4 ). This ensures that the sufficient statistics obtained is the correct one. The validation of the implementation of the Newton-Raphson scheme for the Dirichlet maximum likelihood is performed by computing the MLE for a standard data-set, which is not sparse. The data set for pollen counts analyzed in Mosiman is often used for testing Dirichlet maximum likelihood implementations (see [42] ). Since our implementation has a smoothing parameter, it is expected that the obtained values converge to the known values when the parameter approaches zero. It is indeed observed that this convergence occurs, with perfect agreement occurring above the order of magnitude of the smoothing parameter.
We have included in the software the appropriate options for the user to perform these validation procedures. In particular, it is possible to run the Dirichlet MLE on any data set (with 4 categories, in the present version) given as a list of multinomial observations.
Error filtering
The concentration parameter s of the control is a measure of the quality of the inference: when s > 1 the inference may be considered meaningful. Sites with s ≤ 1 may be excluded from further analysis. Sites with low value of s may happen due poor coverage and total conservation (all reads with the same nucleotide at that position).
The complementary probability of an ideal clonal population would be identically zero. However, in the smoothed inferential scheme proposed here it is expected that p comp ≈ η. Furthermore, due to sequencing and PCR errors (and other events which may have occurred prior to cloning the initial genome), p comp may, in fact, display a broad distribution over the genome (see Figure 3) . In any case, the complementary probability of the control may be considered as an average error rate per site and its distribution over the genome may be used to set a cut off value for separating the signal from the noise (everything below this value should be considered noise). It is expected that MODE(p comp ) ≈ η, that is, the majority of sites will behave as in a clonal population and this indeed is the case (see Table 2 ). However, due to sequencing errors it expected to have a concentration of p comp near the error rate ε = 6×10 -4 . Since the distribution of p comp is extremely skewed with a long tail, the median is a better measure of centrality than the mean value. In fact, we have found that MEDIAN(p comp ) ≈ ε as expected (see Table 2 ).
The expectation MEAN(p comp ), which is very sensitive to the long tail, is a reasonable choice of a cut off value for noise filtering, a more conservative choice would be MEAN(p comp )+SD-MEAN(p comp ). The cut off value for p comp can be used to obtain a cut off value for the variational distance as CUT-OFF(vd) =2×CUT-OFF(p comp ), since vd is a piece-wise linear function of the probabilities.
After the nucleotide probability distributions of the control was computed we have found 40 genomic positions with concentration parameter s less or equal than 1.
These genomic positions correspond to portions of the genome where the coverage dropped substantially in comparison with the mean coverage (~10 2 reads). These sites were excluded from the remaining analysis. The expectation is MEAN(p comp ) = 0.002 (that is, probabilities are considered significantly distinct if they differ by more than 0.02%). The conservative choice of cut off value is given by MEAN+SD-MEAN = 0.002+0.018 = 0.02 (see Table 2 ). The complementary probability may also be used to make sure that the variability observed in the experimental conditions is not a feature that has been transferred from the control to the experimental condition. The distribution of the complementary probabilities of the control shows that 98.5% of genomic positions have p comp < 0.02 (this means less than 2% of nucleotide variation).
The remaining 1.5% genomic positions correspond to sites were the population acquired its variation prior to exposition to the experimental condition (see Figure 5 ).
The posterior probability distributions of all 7 experimental conditions were computed. Figure 5 presents the values of the variational distance between the control and one of the experimental conditions and its distribution is shown in Figure 5 , lower panel. Considering the same conservative cut off value of 0.04 for the variational distance ( Figure 5 , upper panel), one has that 98% of the genomic positions felt under this threshold, these are sites that did not display nucleotide variation after exposition to the experimental condition. The remaining 2% genomic positions contains all the populational variation acquired after exactly one round of the replicative cycle. Further analysis of these results and their implications for the study of HIV will be subject of another publication [39] .
Conclusions
High throughput sequencing technologies are constantly evolving and new platforms and refinements in the chemistry and base calling algorithms are constantly improving. Recently the PacBio TM sequencer has been gaining space as it produces long reads, but with a large number of randomly generated sequencing errors [51] . New approaches to sequencing using known technologies have been proposed, such as circle sequencing for Illumina [52] . We expect that the proposed approach, with slight modifications can be adopted for other technologies such as Ion Torrent 
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