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We introduce and characterize triple-sum-sets which are a natural generalization of partial 
difference sets. The perfect 3-error-correcting Golay code and uniformly packed 2-error- 
correcting codes are then related to triple-sum-sets and a construction is used to obtain 'large' 
coset leaders of the first order Reed-Muller codes. 
1. Introduction 
Partial difference sets have already been considered by Chakravarti- 
Suryanarayana [4], Wolfmann [13] and Camion [2]. In [13] (see also [2]) a deep 
connection between binary uniformly packed codes, two-weight codes and partial 
difference sets is established. In particular Theorem 5.5 of [13] characterizes 
strongly uniformly packed 1-error correcting codes in terms of difference sets. On 
the other hand characteristic functions of difference sets in ~:k, k = 2t, t I>2, are 
bent functions [7, 12] which implies that the covering radius of the first-order 
Reed-Muller code of length 2 2' is the cardinality of a difference set. 
In this paper, we introduce and characterize triple-sum-sets which are a natural 
generalization of partial difference sets. We then obtain a characterization f the 
perfect 3-error-correcting Golay Code and of strongly uniformly packed linear 
2-error correcting binary codes in terms of triple-sum-sets. The transposed codes 
of a given projective code are also defined and the possible weights of these codes 
are given with some applications. Finally, a construction of a triple-sum-set is
given in the binary case and used to prove that there exists a triple-sum-set whose 
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characteristic function is a coset leader of the first order Reed-Muller code 
R(1, k) of length 2 k and whose cardinality attains the lower bound given in [9] for 
the covering radius of R(1, k). 
1.1. Def in i t ions  
Let IF--GF(q) be the q elements Galois field, q a power of a prime p. Set 
U=*= ~= \{0}. We refer to [10] for the fundamental concepts of coding theory which 
are needed in this paper. 
Delinifion 1.1. The subset K2 c IFk is said to be a t r ip le -sum-set  with two parame-  
ters /J'l, ~L2 if 
(1) F*O = O, 
(2) card{(al, a2, a3) I h = a l + a2 + a3, 
a~eO}={tz l  if he/2\{0},  
/~2 if he / ]c \{0},  
where O c= IFk \O  is the complement of O. 
Detlnltion 1.2. Let /2 ___B :k be such that F*O = a'2 and O* be a subset of /2 
obtained by choosing a nonzero vector in each one dimensional subspace con- 
tained in O. The subspace C(O*) generated by the rows of a matrix whose 
column set is O* is called the project ive code assoc ia ted  to 0 (or O*). The code 
C(O*)  is only defined up to equivalence. 
Remark. The words of C(O*) are of the form 
c(h)=[h .g l , . . . ,h .gm] ,  (0) 
where h elF k, O*={g l , . . . ,  g,,} and h -g  denotes the usual dot product in the 
vector space IF~. 
1.2. Some usefu l  results 
Recall ([2, 5]) that if x = Y.x~a X g in the group algebra C[G], G = IFk, over the 
complex numbers, is the characteristic function defining the set /2, then the 
Fourier coefficients of x are related to the weights of C(O*) by the formula 
Ych = n - q w(c (h  )), (1) 
where n = card/2 and w(c)  is the Hamming weight of the word c. 
If w l , . . . ,  wN are the non-zero weights of C(12*), the non-trivial Fourier 
coefficients are 
r~ = n - qw~, i = l ,  . . . , N .  (2) 
Remark. Strictly speaking, it is the 0 ~/2 case which has been considered in [5], 
but the same proof is applicable to the case 0 f~/2 and gives the same formula. 
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Recall also [5] that, if x i =Xh~C;rxihX h is the ]th convolution power of x = 
~,h~a Xh, then 
x~h=card{(a l , . . . ,a j ) lh  ~. a~, ai cO}.  (3) 
i=1  
The following is a slight reformulation and generalization of a theorem proved 
in [5]. 
Theorem 1.3. Let /2=~:k  be a subset such that ~:*/2=/2 and let C(/2") be the 
associated projective code. Suppose rank O = k' and set K = {h ~ ~:k I h • g = 0 for all 
g ~/2}. 
(i) I f  C(/2") has N non-zero weights, then there exist integers co, cx, . . . , CN, b, 
with cN ~ O, b ~ O, such that for all h ~ K ± 
CoXoh +" • • + CrcXNh = b. (4) 
(ii) If there exist complex numbers Co, . . . ,  q, b, with at least one non-zero such 
that for all h e K -L 
CoXoh +" • • + GX,h = b, 
then C(/2") has at most t non-zero weights. 
Furthermore, (4) is uniquely determined by/2 and the coefficients are given by the 
formulas 
N N Nr 
I-I ( r , - z )= X q zj, b =( - l lnq  n-k X w,, (51 
i=1 j=O i=1 
where wx , . . . ,  wN, are the non-zero weights of C(/2") and r l , . . . ,  rN, the corre- 
sponding Fourier coel~ients given by (2). 
Note that if h d K x, then xih = 0 for all j because x~h # 0 implies h = gl +" " "+ g1 
with gi~/2 and then for all xeK ,  x .h=h.g l+- - '+h 'g j=0,  i.e. heK"  
contradiction. 
Remark 1.4. I f /2  is a triple-sum-set with rank/2 < k, then /2  c K ± and/2  # K ±. 
In this case W2 = 0. 
The following result, proved in [6], is also useful. 
Theorem 1.5. With the notations above, if u ~F m \C( /2" )  x, with m = card 12", 
then 
i 
x~,(.)= ~ pijD,(u), (7) 
i= l  
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where s(u)= 12"u is the syndrome of u relative to C(12") J-, 
Di(u) = card(c ~ C(12") ± I d(u, c) = i} 
is the number of codewords in C(12") ± at Hamming distance i from u, and the P~i 
are integers independent of u and 12 satisfying PiJ = ]! 
Remark  1.6. In the binary case where 0 ~ ~ we have the following formula 
P,i = ~ ro! rx! • • • r~! '  (8) 
where the sum is over all the partit ions of the form j = ro + ra +.  • • + rm, such that 
the natural numbers  r t , . . . ,  r~, are odd and r~+~,..., rm, are even. 
In the part icular case j = 3, this gives in the 0 e/2  case P13 = 3n - 2, P23 = P33 = 
6, n = card/2. Hence  
xas~u) = (3n - 2)Dl (u)  + 6[D2(u) + D3(u)], (9) 
observing that s(u)~ 12" iff Da(u)= 1 (formula (7) in the case ] = 1), we deduce 
the following proposit ions. 
Proposit ion 1.7. I f  12 ~_F~ is a binary triple-sum-set with 0 ~ 12, then there exist 
natural numbers c~ and [3 such that 
s(u) 12 \ (o} D2(u) + D3(u) = a, (*) 
s(u) ~ 12c \{0} ~ D2(u) + Da(u) = [3. 
Proposition 1.8. Let 1"2 ~_ U:~ such that 0 ~ 12. I f  there exist natural numbers ~, and {3 
such that the condition (*) is satisfied, with [3 = 0 in the case where rank 12 < k, then 
12 is a binary triple-sum-set with parameters ~tt = 6a + 3n-  2 and 1~2 = 6[3. 
Remark  1.9. In the 0 ~ 12 case, (8) is still valid with ro = 0 and we have P~s = 
3n-  2, P23 = 0, P33 = 6. We may write in this case proposit ions analogous to the 
two preceding ones. 
2. A t l~mcterization ot tr ip le-s in-sets 
2.1. A linear recurrence for the numbers xih 
P. Camion [3] has noted that if 0, w l , . . . ,  wry, are the weights of C(12") and 
n, r t , . . . ,  rN, the corresponding Fourier coefficients of x = Y s~n Xx, then, for every 
natural number m, we have the relation 
X nt (x -  n) (x - -  r l ) - - -  (x--  rN) =0 (10) 
in the group algebra C[G] .  
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To see this, it suffices to observe that the Fourier transform of the left member  
is zero and then to use the inversion formula. 
Developing (10), we see 
N'+I 
o r  
ThUS we 
~. ~x i+''~ = O, 
i=O 
/N+I  ) 
h~G i -  
obtain the l inear recurrence 
N+I 
= 0, (11) 
i=0 
valid for all h e G. 
2.2 .  
Now we shall use the preceding to prove the following theorem. 
Theorem 2.1. Let 12 ~_ F k be a triple-sum-set with 0 ~ 12. Then 12 is a subspace or 
the associated projective code C(O*) has two non-zero weights or three non-zero 
weights wl, WE, W3, such that 
3 
w, = 3n/q. (12) 
i=1 
Proof.  Let 12 be a triple-sum-set with two parameters /L1, P~2 and let K= 
{h lh  • g = 0 for all g ~ 12}. Using the above notations we have by definition 
x3t, = ttl if h E/2 \{0}, 
X3h = [.I, 2 i f  h ~ 12L 
If g2 = 0, then /2 is a subspace because g l+ g2 = h¢~ O, where gx, g2~/2 implies 
g l+ g2+0 = h since 0 ~ O. Thus X3h # 0, a contradiction. Conversely, if /2 is a 
subspace, then g2=0.  If tx2#0, take c l=(g2- tz0g~ 1, c2=0,  c3 =/L~ 1 and 
co = 1 - ~.~= 1 qXjo. We then have for all h ~ K ± 
COXO h q_ ClX1 h d r. C2X2 h .~L C3X3 h .~_ 1. 
Therefore, by Theorem 1.3(ii), C(12") admits at most three non-zero weights. 
In the case where C(12") has the three non-zero weights wl, w2, w3, the 
relation (4) is unique and (5) gives here 
)1 
cl = (t~2- t~x)~ 1= ri q3-k f l  wi , 
i=1 
3 (q3  )1 (q3  c2=0= r  , 
i=1 i= l  
T~=~ r~ = 0 i.e. This yields 3 3 ~i----1 (11 - -qWi)  = 0 and ~'~43=1 W i ~--- 3nlq. 
3 )-1 
1-Iw, 
iffil 
[]  
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Theorem 2.2. Let 0 c_ ~:k be such that F*O =/2 and rank/2  = k. I f  C(/2")  has two 
non-zero weights or three non-zero weights wx, w2, ws such that ~,~=~ wi = 3n/q, 
then 0 is a triple-sum-set. 
~ i fx  wi = 3n/q, then Proof.  (a) If C(/2) has three non-zero weights such that 3 
3 ~i=l ri = 0 and (4) simply becomes 
COXOh + ClXlh + C3X3h = b 
for all h ~F k. Whence if h ~ 12 \{0}, then xoh = 0, xlh = 1 and xs~ = (b - cl)c~ t = tZl 
and if h ~/2c \{0}, x0h = 0, xlh = 0 and x3h = bc~ x = it2. Thus O is a triple-sum-set. 
(b) Now consider the case where C(/2")  has two non-zero weights. Then we 
know that /2  is a partial difference set [2, 13] with two parameters  Xx, A2, i.e., in 
our notation 
x2h=X~ if he /2 \{0} ,  
X2h"~-JL2 if h E/2c \{0}. 
Using (11) in the particular case m = 0, N= 2, we obtain 
doxoh + dixah + d2x2h + d3xsh = O, 
where 
do = -nrlr2, d~ = n(rl + r2) + rlr2, 
d2 = - (n  + rl + r2), d3 = 1. 
If h ~ O\{0}, then xoh = O, xxh = 1, x2h = At and 
x3h = Al(n + rl + r2) - n(rl + r2 ) -  rlr2 = Izx. 
If h e 12" \ {0}, then Xoh = 0, 
xah = k2(n + rl + r2) 
Thus /2  is a triple-sum-set. 
x~h = O, x2h = A2 and 
"-/-1'2. 
[] 
Corollary 2.3. I f /2  ~_U :k is triple-sum-set with 0e/2 ,  and if  rank /2"= k, then 
/2, =~:k \ /2  is a triple-sum-set. 
Proof.  Since D*U(O ' ) *  is a set of coordinates forms for the simplex code of 
dimension k and since D*  N (/2")* = 0, we have 
w(c(h) )= w(c l (h) )+ w(c2(h)), 
where c(h), cl(h), c2(h) are respectively the words of the simplex code, the code 
C(D*) and the code C(D c*) defined by h ~:k  (see (0)). Hence 
w(c2(h)) = qk - l _  w(cl(h)). 
If C( /2")  has two weights, then it is the same for C((/2~) *) and D" is a 
triple-sum-set. On the other  hand, if C( /2")  admits the three weights Wl, w2, wz 
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such that ~ffil wi = 3nlq, then the weights of C((12~) *) are 
w~= w~, i=1,2 ,3 ,  
and 
,=3q~-  1 3n 3(  
wi _ = qk _ n) = 
i=1 q q 
3(card O c) 
q 
Theorem 2.2 then implies that 12c is a triple-sum-set. [] 
Definition 2.4. Let 12 _~ [:k be a triple-sum-set. We shall say that 12 is of type e if 
C(O*)" is an e-error-correcting code. 
Theorem 2.$. (a) There do not exist triple-sum-set of type e > 3. 
(b) I f  0 is a triple-sum-set of type 3, then C(12") ~" is the perfect Golay 
3-error-correcting code. 
(c) I f  12 = {0}U12" where 12" is the columns of a parity check matrix of the 
perfect 3-error-correcting Golay code, then 12 is a triple-sum-set. 
Proof. Let O be a triple-sum-set such that C(12") ± is e-error-correcting with 
e 1>3. Then all sums of three distinct terms in 12" must be in 12" because 
otherwise there would be an dement  of weight 4 in C(12") ± contradicting the 
hypothesis e>~ 3. Hence for all h ~6 :k, xlh ~ 0 or x3h~ 0. Now, if u ~[:" where 
m = card 12", then by Theorem 1.5 0 ~- xls(.,) = p11Dl(u) or 0 ~ x3,(.,) = 
~i=l Pi.rDi(u).3 ThUS in all cases Dx(u)~ 0 or D2(u)~ 0 or D3(u)~ 0, that is, the 
covering radius p of C(12") ± is at most 3. Hence the ease e > 3 is impossible and 
in the case e = 3, C(O*) ± must be the perfect 3-error-correcting Golay code. 
Finally, if 12 = {0} U 12" where 12" is the columns of a parity check matrix of the 
perfect 3-error-correcting Golay code G23, then n = card 12 = 24, the code C(12") 
which is the orthogonal of G23 has the three weights 8, 12 and 16, and the 
condition ~---1 wi = 3rdq of Theorem 2.2 is verified: 
8+12+16=~ 
3 x24  
2 
This completes the proof of part (c). [] 
3. Determination of the binary triple-sum-set of type 2 
Theorem 3.1. Let 12 ~_ ff:~ be a binary subset with 0 ~ 12, rank 12 = k and such that 
C(12")± is 2-error-correcting. Then 12 is a triple-sum-set if and only if C(12")± is a 
(Jr, t.t)-uniformly packed 2-error-correcting code with ~t+l  =/x or C(12") ± is the 
repetition code of length 5. 
Proof. Let /2 be a triple-sum-set such that 0~12 and C(12") ± is 2-error- 
correcting. 
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(a) If C(12")± is not the perfect 2-error-correcting code, then for all u e ~:~ such 
that s(u) ~ 12c \{0} we have either Dl(u) = 0, D2(u) = 1, or Dx(u) = 0, D2(u) = 0. 
By Proposition 1.7, we then deduce 
D2(u ) = 12:~ 1 + D3(u) =/3, D2(u ) = 0 :::> D3(u) =/3, 
that is, C(12") ~- is a (X,/~)-uniformly packed code with tz =/3 and 1 + )t = tL. 
(b) If C(12") ± is the perfect 2-error-correcting code, then C(O*)  has two 
non-zero weights [10] and by Theorem 2.2 12 is a triple-sum-set. 
On the other hand, if C(12") ± is a 0t, ~)-uniformly packed code with 1 + A = tt, 
then condition (*) of Proposition 1.7 is satisfied with/3 = ~ and, since rank /2  = k, 
Proposition 1.8 implies that /2  is a triple-sum-set. [ ]  
Remark 3.2. Theorem 3.1 is analogous to Theorem 5.5 of [13] which charac- 
terizes 1-error-correcting (A, /x )-uniformly packed codes with 1 + X = W in terms 
of difference sets. 
Remark 3.3. The parameters of the 2-error-correcting (A, t~)-uniformly packed 
codes with )t + 1 =/x have been determined in [1, 8]. The corresponding triple- 
sum-set 12 is as follows: 0 ~ 12 G F~ '+2, card 12" = 2 2'+1- 1, and the three non-zero 
weights of C(O *) are wl = 2 2' - 2', w2 = 2 2t and w3 = 2 2' + 2'. 
From these explicit informations, we may deduce the following proposition. 
Propositioa 3.4. Let 0 c_~:~ be a non-trivial triple-sum-set of type 2 such that 
0 ~ 12. Then the set D = 12" U (12" + 12") is a (negative) Mann difference set [2]. 
Proof.  Since C(O*)  x is 2-error-correcting, the set /2*+0*  is disjoint f rom O*  
and all the sums gl + g2, where gl, g2 ~ 12", are different. Hence 
(2 u'+x- 1) = 24t+ 1 2u , card D -- 22 '+1-1+ \ 2 - " 
If w, is the weight of the word c(h)~ C(12") then the weight of c'(h)~ C(12"+ 0" )  
is w,(2 z '+ l -  1 -w, )  the product of the number of ones in c(h) by the number  of 
zeros in c(h). The weight of c"(h)=[c(h), c ' (h ) ]~C(D)  is then 
w~ + w~(22'+x- 1 - w~) = wi(22t+t-  wi). The calculations for w~ E {22' -- T, 22t, 
22'+ 2'} give for C(D) the two weights wl = 24' and w~ = 24t -  22t. Observing that 
wi+w~=cardD,  we deduce f rom Theorem 5.6 of [13] that D is a Mann 
difference set. [ ]  
4. vffimty 
To obtain one more property of triple-sum-set of type 2, we need the following 
notion of transposed codes of a given code. 
On triple-sum-sets and two or three weights codes 187 
I)efln~lion 4.1. Let O ~ 0 :k be as in Section 1 and let w l , . . . ,  WN be the non-zero 
weights of the associated projective code C = C(O*). Consider 
O(°={helF~" ]w(c(h) )=wi},  i=1 , . . . ,N .  
The codes C~ = C(/2 (°) are called the transposed codes of C. 
Remark. ff:*O(° = O (° because w(c(ah) )= w(c(h)) for a en:*. The length of Ci is 
n~ = A~, the number of codewords of weight wi in C. If O (°= {h(~ °, . . . ,  n,,j,~(m- then 
the eodewords in C~ are 
t.( i)~ c(i)(u)= (u • h(l°, . . . , u" ,,, , , ,  
where u ~k .  
We now consider the particular case where C is a binary projective code of 
length n and dimension k with three non-zero weights w~, w2, Wa. Here we 
suppose O =/~* and C = C(.O). 
In this case, the first three Pless relations ([10, p. 131, equation 
v = 0, 1, 2], [11]) may be written in the following manner: 
[A1, A2, A3]V= [Bo, Bx, B2]T(k),  
A~. = the number of codewords of weight wi in C, 
B i = the number of codewords of weight ] in C -L, 
w 1 1 w 1 V= w2 
W 3 W 
2k O1 n2 k-1 n(n+l )2  k-2"] 
T (k)= -2  k-1 -n2  k-1 1.  
0 2 k-1 J 
with 
(22) for 
(13) 
For u~F2k\(0), let C, ,={c(h)~C[h .  u=0) ,  A~ the number of codewords of 
weight wi in C, and B~ the number of codewords of weight ] in C,  ~. Note that C, 
is a code of dimension k -  1 and Cu_  C. Applying (13) succe,~sively to C and to 
C, and substracting, we obtain 
[A a -  A ~, A 2 -  A~, A 3 - -  A~] = [Bo, B1, B2]T(k ) -  IBm, B'I, B~]T(k - 1). 
(14) 
By definition, AI is the number of elements of /2 ¢° which are orthogonal to u, that 
is the number of zero components of the word ct°(u). Since card n t°= Ai, we 
have 
Ai -A~ = w(c(°(u)) = wt°(u).  (15) 
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On the other hand, we have for ] t> 1 
e~ = Bj + Di(u'), 
where the syndrome of u' is u: s(u')= 12u'= u. 
(16) 
Proof .  x = (xl, • •. ,  ~)  ~ C,  x if and only if 0 = Y L1 (h- gi)x~ = h • ~=x x~gl for all h 
such that h.u  =0 if and only if Y~=x ~g~ e (u±)±={0, u}. Hence the words of 
weight ] in C~ are the words of weight ] in C ± or the x's of weight ] such that 
~=~ x~g~ = u. The result follows because 
Di(u') = card{(x~,. . . ,  x , ) [w(x)=] ,  t x~g, = s(u' )= u}. 
i=1 
Finally, (14), (15) and (16) give 
[w(1)(u), w(2)(u), w(m(u)] = [1, Dl(u), D2(u)]T1V -1, (17) 
2 k-1 n2 k-2 n(n+l)2 k-3"] 
T1 = 0 2 k-2 n2 k-2 | .  
0 0 -2  k-2 J 
This yields the following result. 
where 
Theorem 4.1. Let C = C(12) be a binary projective code with three non-zero weights 
w~, w2, w3. Then the weights of the transposed code ~ are given by the formula 
w(+)(u ) = 2k-3[4WiWl -- 2n(wi + wz) + n(n + 1) -  2(w i + wz - n)Dl (u) -  2D2(u)] 
(w,- w+) 
with {i, ], l}= {1, 2, 3}. 
Corollary 4.2. Let 12 be a non-trivial triple-sum-set of type 2 in ~:~ (k = 41 + 2) with 
0 ~ 12. Then the subset 
E = {h eF lw(c(h))= 22'} u {0} 
is a (Mann) difference set. 
ProoL Computing the weights of the transposed code C2 corresponding to the 
weight w2 = 22' of C, we find the two weights w~ 2) = w(2)(u) = 2 +' for the u's such 
that Dl(u)= 0 or 1, Dz(u)= 0 and w~ 2)= w(2)(u)= 2+' +22` for the u's such that 
Dr(u) = 0, D2(u)= 1. (The case where D2(u)> 1 is impossible because C(12) -L is 
2-error-correcting.) 
On the other hand, using (13) we find 
A2 = (22'+1- 1)(22' + 1). 
Hence w(x 2) + w~ 2) = A2 + 1 = card E. The result is then a consequence of Theorem 
5.6 in [13]. [] 
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5. A construction in the binary case 
Let /2 ___F[ and H= Ha be the hyperplane orthogonal to a e f t .  Set /2 '=  
12 A H = (12 \ H) t.J ( H \12 ). 
If c(b)= (b • g)g~a* and c ' (b)= (b.  g')g'~a'* are the codewords of C(/2") and 
C(D'*) respectively defined by b ~: [ ,  then we easily see [15] that 
w(c'(b)) = 2 k-2 + w(c (a ) ) -  w(c (a )+ c(b)) (18) 
for all b ~ ~:k, b ~ a, and that 
n' = card 12' = 2 k-1 + 2w(c(a))-  n, (19) 
where n = card 12. 
Using these relations and Theorem 2.2 we obtain the following result which 
shall be used in the next section to provide ' large' coset leaders of the first order 
Reed-Mul ler  codes. 
Theorem 5.1. If 12m__V~ is a triple-sum-set such that C(O*) has three non-zero 
weights and if one of these weights is 2 k-2, then for every hyperplane H = Ha, such 
that card{b l w(c(b))=w(c(a))}> l, the symmetric difference O'=I2 AH is a 
triple-sum-set with 2 k-2 as a weight of C(O'*), provided that rank (12 A H) = k. 
Proof.  Let wl = 2 k-2, w2, wa be the three weights of C(/2"). The possible weights 
of C(O'*)  are, by (18), 
w' = w(c'(b)) = 2k-2+ w(c(a))-  wi, i = 1, 2, 3, b~ a, 
that is w' ~{w(c(a)), 2~-2+ w(c(a))-w2, 2k-2+ w(c(a))-ws}, since there exists at 
least one b~ a such that w(c(b))= w(c(a)). 
The Fourier coefficients of C(O'*) are then 
r' = n ' -  2w'  
and (19) implies 
r~ = 2 k-x - n = -rx,  
r~_ = 2w2-  n = -r2,  
r~ = 2ws-  n = - rs ,  
Hence s , s ~i=x ri =-~=x rl = 0 by Theorem 2.1 and we conclude by Theorem 2.2 
that /~' is a triple-sum-set. Note finally that w '=2 k-2 is one of the weights of 
C(/2'*) and that the hypothesis card{b I w(c(b)) = w(c(a))}> 1 is needed only in 
the case where w(c(a))= 2 k-2. [] 
6. Triple-sum-sets and eoset leaders o! the first order R-~.x..4-Muller code 
We know that the coset leaders of maximum weights (that is the bent functions) 
of the Reed-Mul ler  first order code R(1,  k) are characteristic functions of (Mann) 
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difference sets [7, 13] in the case where k = 2t is even. We are interested here in 
the case k = 2t + 1. 
Theorem 6.1. For all natural number k, there exists a triple-sum-set of cardinality 
19 = 2 k -1  - -  2 rk/21, 
whose characteristic function is a coset leader of the first order Reed=Muller code 
R(1, k). 
Remark 6.2. The case k = 2t is well known [7, 13] and provides (Mann) differ- 
ence sets of cardinality p which are, according to Theorem 2.2, triple-sum-sets. 
Remark 6.3. The number p is the lower bound given by Helleseth, K1ove and 
Mykkeltveit  [9] for the covering radius of the first order Reed-Mul ler  code 
R(1, k). 
To prove the theorem in the case k 2 t+ 1, let Q _~-2t+1 = t... ll- 2 be an hyperquadric 
that is the set Q ={x Ix¢0 ,  ~(x)  =0}, where ~(x)  is a quadratic form in F 2'+1. 
Suppose rank Q= k and set /2 = Q t.l{0}. The projective code C(/2") has the 
three weights [14] 
and 
W 1 ----- 22t-1 _ 2 t-l, w2 = 22t-1, w3 = 22t-1 + 2 '-1 
card O = n = 2 2'. 
Y.~--1 w~ = 3n/2. Theorem 2.2 then implies that 12 is a We immediately see that 3 
triple-sum-set. We also observe that k = 2t+ 1 and w2 = 2 k-2. 
Applying Theorem 5.1 to the case where H is an hyperplane orthogonal  to a 
non-zero vector a eF  2'+1 such that w(c(a))= 22t -1 -2  '-1, we obtain the triple- 
sum-set /2 '= O h H. 
By (19), Card /2 '  = n' = 2 2' - 2' and, by (18), the weights of C(D'*) are 
w ~ = 2 2'-1, w~ = 2 2'-1 - 2 '-x, w~ = 2 2'-1 - 2'. 
Observe that z[ = n ' -  wx' = 2 2t-x - 2', z2' = n ' -  w2' -- 2 2 ' -1 -  T -1, z3' = n ' -  w~ = 
2 2t-1 and that for all i = 1, 2, 3 
w[ ~ 2 k-2, zi <~ 2 k-2. 
To conclude, we need the following lemma already proved a long time ago. 
Lemma (Wolfmann). Let l~ ~_ F~ and let C be the first order Reed-Muller code of 
length 2 k and dimension k + 1. Then the following properties are equivalent: 
(i) The characteristic vector x of ~l is a leader of the coset x + C, 
(ii) For all c~C(~l) ,  c=c(a)=(a ,  g)g~a, with a~O, w(c)~2 k-2 and z(c)--  
card 12 - w(c) ~< 2 k-2. 
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Proof.  For x = [x l , . . . ,  x~] and y = [Y l , - - . ,  Y,] put x*  y = [xlyl,  • • . ,  x,y,].  Re- 
mark the following equivalences: 
x is a coset leader of x + C 
¢# for all y~C,  w(x)<~w(x+y) 
¢:~ for all y ~ C, w(x) ~ w(x) + w(y)-  2w(x * y) 
,¢*, w(x*y)<~½w(y) for all y ~ C. (20) 
It is well known that the codewords of C are 
y = (a .  g + ~)g~F~ with a ~ F~, ~ ~ {0, 1}, 
and that if a# 0, w(y) = 2 k-~. 
The codewords in C(~)  being those c(b)= (b. g)g~n, with b ~:2  k and x being 
the characteristic vector of ~,  we have 
w(x*y)= w[(a. g+e)g~n].  
If e=0 then w(x*y)=w(c(a)) and if e=l  then w(x*y)=z(c(a))= 
card 12-w(c (a ) ) .  Hence (20) is equivalent to (ii). []  
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