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Ce mémoire utilise les conventions typographiques et graphiques sui-
vantes :
Conventions typographiques
3 Les noms et les sigles des langages de programmation, des méthodes,
des outils, et des institutions sont en petites majuscules : Java, ATL,
OMG,
3 Les noms des constituants d’un métamodèle ou d’un modèle sont en
police non- proportionnelle avec empattement : Class, Task,
3 Les mots en langue étrangère sont en italique : design pattern,
3 Le terme «plate-forme» réfère à la plate-forme d’exécution. Les termes
«plate-forme» et «plate-forme d’exécution» sont donc utilisés,
3 Le sigle UML réfère à la version 2.1 de la norme UML,
3 Dans la description des codes sources, une flèche ց précise que la
ligne a été coupée dans ce document pour des raisons éditoriales. Cette
flèche n’apparait pas dans la description finale.
Conventions graphiques
3 La couleur bleue utilisée dans les diagrammes UML référence des in-
formations qui n’appartiennent pas au modèle décrit. Ce sont soit des
méta-informations, c’est-à-dire des informations renseignées dans le
métamodèle, ou soit des commentaires facilitant la compréhension du
diagramme,
3 La couleur verte utilisée dans les diagrammes référence un élément qui
est importé d’un autre package du modèle,
3 Dans les illustrations des hypothèses et des besoins de cette étude, une
flèche, , signifie une décision prise à une étape du raisonnement. Une
ligne terminée par un rond,⊸, signifie la non prise en compte du cas
pointé,
3 Dans les diagrammes de classes, certains niveaux d’héritage sont omis
pour faciliter la compréhension des concepts. Le signe  est utilisé pour
spécifier que des classes parentes ont été omises.
ix
Plan de lecture
Ce mémoire a été écrit en vue d’un parcours linéaire puisqu’il concrétise
une démarche de thèse. Cependant chaque chapitre est développé de fa-
çon indépendante, ainsi un lecteur averti et/ou pressé peut commencer
la lecture où bon lui semble. Pour faciliter une telle lecture, la figure 1
explicite les dépendances entre les sections de chaque chapitre. De même,
le lecteur dispose aussi d’un glossaire, d’une bibliographie et d’un index
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Dans le domaine des systèmes embarqués temps réel, des études indus-
trielles empiriques constatent que l’empreinte mémoire des logiciels croit
exponentiellement depuis le début des années quatre-vingt [1, 2]. Cette
augmentation s’explique, en partie, par l’élargissement du champ d’appli-
cation des systèmes. Du contrôleur d’injection à la navigation par satellite,
les fonctionnalités logicielles se sont en effet largement diversifiées. Cette
diversification a inévitablement complexifié les logiciels en eux-mêmes
ainsi que celle des cycles de développement [3].
Face à cette complexité, des abstractions logicielles ont été mises en
œuvre. Par exemple, des couches logicielles telles que les systèmes d’ex-
ploitation temps réel embarqués ont été utilisés. Ces systèmes ont, d’une
part, automatisé le portage des applications sur différents supports ma-
tériels et, d’autre part, capitalisé des services programmés nécessaires à
l’exécution des applications. Ce sont en fin de compte des plates-formes
logicielles d’exécution utilisées pour faciliter, automatiser et capitaliser les
implantations logicielles.
Bien que les plates-formes logicielles d’exécution aient facilité les
étapes d’implantation ; la diversité des solutions qu’elles proposent a pa-
radoxalement complexifié les étapes de conception. Ces étapes requièrent
désormais une connaissance accrue des mécanismes et des services four-
nis par les plates-formes ainsi qu’une maitrise poussée de leurs mises en
œuvre. Cette connaissance et cette maitrise constituent alors le savoir et le
savoir-faire [4] nécessaires au développement des applications logicielles
temps réel embarquées.
Les solutions classiques de programmation ne permettent pas de ca-
pitaliser à la fois le savoir et le savoir-faire. Ainsi, les cinq instructions
génériques que sont l’affectation, la déclaration, la séquence, le test et la
boucle [5] ne capturent pas aisément les différentes approches d’utilisa-
tion des mécanismes et des services fournis par les plates-formes d’exé-
cution. L’ingénierie dirigée par les modèles (IDM) [6], discipline informa-
tique émergente, vise justement à proposer un cadre méthodologique et
technologique pour faciliter la manipulation de ce savoir et de ce savoir-
faire. Pour cela, elle prône l’utilisation de modèles et de transformations
de modèles. Les modèles capitalisent le savoir et le savoir-faire. Les trans-




Dans l’IDM appliqué au temps réel embarqué, des travaux s’intéressent
à modéliser les plates-formes logicielles d’exécution [7, 8, 9, 10]. Néan-
moins, les concepts qu’ils proposent sont très abstraits. Ils sont souvent
distants des mécanismes et des services réellement fournis par les plates-
formes. Ainsi, pour réduire le fossé d’abstraction entre la modélisation et
l’implantation, les ingénieries résultantes sont dédiées à un ensemble de
plates-formes cibles. Elles sont figées pour un ensemble de choix d’im-
plantation spécifiques à la plate-forme visée. Les ingénieries produites
sont alors efficaces pour un ensemble de préoccupations homogènes, fi-
gées et répétitives.
Dans les systèmes embarqués temps réel, les besoins sont certes répéti-
tifs mais ils sont surtout hétérogènes et évolutifs. Par exemple, la produc-
tion d’une application implique la prise en compte de diverse contraintes
(de temps et d’empreinte mémoire par exemple), le respect de plusieurs
règles d’implantation et enfin la mise en œuvre de différentes plates-
formes d’exécution adéquates à différentes étapes d’un même développe-
ment. Toute cette hétérogénéité impose donc aux ingénieries d’être adap-
tables et réutilisables pour différents contextes de développement, en par-
ticulier, pour différentes plates-formes d’exécution. C’est ce qui justifie
cette thèse.
Objectifs de recherche
Cette thèse consiste à caractériser la notion de modèle de plate-forme
d’exécution dans l’IDM, c’est-à-dire de définir les caractéristiques d’un
langage permettant de décrire des modèles de plates-formes d’exécution.
Elle a pour objectif d’externaliser les formalismes propres aux plates-
formes logicielles d’exécution dans des modèles explicites, c’est-à-dire des
modèles de plates-formes explicites. Ces modèles paramètrent alors l’exé-
cution des transformations et non plus leurs descriptions.
Outre une meilleur compréhension des plates-formes d’exécution,
cette modélisation et cette intégration explicite sont importantes parce
qu’elles doivent permettre de capitaliser et donc de réutiliser les trans-
formations outillant les ingénieries de développement.
Contributions
Cette thèse contribue sur trois points à une ingénierie générative dédiée
au temps réel embarqué :
⊲ La définition du motif Resource-Service pour décrire l’interface
de programmation structurelle des plates-formes logicielles d’exé-
cution. Ce motif est une bonne pratique pour concevoir les métamo-
dèles de plates-formes d’exécution,
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⊲ La définition d’une extension au langage UML, nommée Soft-
ware Resource Modeling, pour la modélisation des plates-formes
logicielle d’exécution multitâche. Cette extension applique le motif
Resource-Service et contribue au profil UML MARTE1 dédié à la
modélisation et à l’analyse des systèmes temps-réel embarqués [11].
⊲ L’expérimentation d’un noyau de transformation basé sur des mo-
dèles explicites de plates-formes et permettant de porter une appli-
cation sur différentes plates-formes d’exécution.
Démarche
Cette étude débute par la caractérisation d’une ingénierie dirigée par les
modèles générative d’application multitâche (chapitre 1). Elle caractérise
dans un second temps la notion de plate-forme au sens de la littérature
et positionne les contributions de cette thèse vis à vis des travaux exis-
tants (chapitre 2). Ensuite, la démarche de cette thèse s’articule en cinq
chapitres.
Le chapitre 3 définit les concepts élémentaires et les liens entre ces
concepts pour la modélisation structurelle des plates-formes logicielles
d’exécution. Ces concepts constituent le motif Resource-Service, c’est-
à-dire une bonne pratique de métamodèlisation destinée à la construction
des métamodèles de plates-formes d’exécution.
Le chapitre 4 vise à confronter le motif Resource-Service aux cas de
modélisation des plates-formes d’exécution. Cette confrontation doit per-
mettre de définir des heuristiques de modélisation et de valider l’adéqua-
tion du motif pour la modélisation des plates-formes.
Le chapitre 5 outille le motif Resource-Service afin d’intégrer des mo-
dèles explicites de plates-formes d’exécution dans des infrastructures gé-
nératives. Il spécifie un ensemble de services dédiés à la manipulation des
modèles de plates-formes.
L’objectif du chapitre 6 est d’appliquer le motif Resource-Service
pour définir un langage de description de plates-formes logicielles d’exé-
cution multitâche. Ce langage est nommé Software Resource Modeling
(SRM). Il est définit et évalué dans ce chapitre.
Enfin, le chapitre 7 intègre les modèles explicites de plates-formes
d’exécution dans une ingénierie générative dirigée par les modèles. Il défi-
nit une infrastructure de transformation basée sur des modèles de plates-
formes explicites. Enfin, il évalue cette infrastructure sur un cas d’étude
expérimental.
Les chapitres 4, 5 et 6 constituent la contribution générique de cette
thèse. Les chapitres 6 et 7 appliquent ces résultats génériques pour les
systèmes multitâches.
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Ce chapitre vise deux objectifs. Il s’intéresse tout d’abord à introduirele contexte de cette étude et le vocabulaire employé. Il vise ensuite à
caractériser la problématique de cette thèse.
Pour cela, ce chapitre est divisé en deux sections. La première caracté-
rise les applications considérées, c’est-à-dire les applications multitâches
exécutées sur un exécutif temps réel embarqué. La seconde décrit l’ingé-
nierie de développement mise en œuvre, c’est-à-dire l’ingénierie dirigée
par les modèles dans laquelle les exécutifs temps réel embarqués doivent
être pris en compte.
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1.1 Caractérisation des applications mises en œuvre
L’objectif de cette section est de caractériser les applications considérées,
c’est-à-dire d’identifier les supports d’exécution impliqués dans le déve-
loppement des applications temps réel embarquées et de détailler leurs
mises en œuvre.
1.1.1 Introduction à l’informatique embarquée temps réel
Un système temps réel est un système informatique de contrôle qui est Définition d’un
système embarqué
temps réel
connecté à un procédé physique dont il doit suivre et commander le
comportement [12]. Pour cela, un système temps réel est principalement
constitué de quatre composants : 1) une application logicielle contrôlant
le procédé, 2) un support d’exécution matériel et/ou logiciel exécutant
l’application, 3) des capteurs fournissant les données en entrée de l’ap-
plication, et 4) des actionneurs exécutant les ordres produits par l’appli-
cation. L’application, les plates-formes d’exécution, les capteurs et les ac-
tionneurs sont alors embarqués. Ils sont enfouis dans le procédé auquel
ils sont connectés si bien que l’utilisateur en oublie leurs présences. Or-
thogonalement, ils sont temps réel, c’est-à-dire que leurs réactions sont
assujetties à la dynamique des stimuli émis par le procédé.
L’évaluation d’un système embarqué temps réel ne repose pas uni- Catégories des
systèmes temps réelquement sur l’enchaînement correct de ses actions et sur la justesse des
résultats produits, mais également sur la satisfaction d’une multitude de
contraintes induites par le procédé telles que des contraintes de sûreté
de fonctionnement [13], des contraintes d’enfouissement [14] ou encore
des contraintes temporelles [15]. Selon qu’il faille absolument respecter
les contraintes ou qu’il soit possible de les violer occasionnellement, ces
systèmes sont qualifiés de critiques, fermes ou non critiques. Ainsi, les sys-
tèmes critiques nécessitent le respect strict des contraintes. Les systèmes
fermes admettent le non respect de certaines contraintes selon des critères
définis par le contexte de l’application. Enfin les systèmes non critiques
tolèrent une probabilité de contraintes non satisfaites.
Hypothèse 1.1 Le champ de cette étude porte sur les applications temps réel embarquées
non critiques. Il est admis que les applications ne possèdent pas de modes d’exé-
cution, de contraintes de gestion des erreurs ou de caractéristiques de sûreté de
fonctionnement.
Même si les systèmes considérés sont non critiques, ils n’en restent pas Programmation
multitâchemoins qu’ils sont embarqués et temps réel. Par conséquent, les différentes
contraintes qu’ils doivent satisfaire induisent des ressources d’exécution
en nombre limité, aux capacités limitées et au comportement temporel pré-
dictif. Afin d’en optimiser l’utilisation, une philosophie de mise en œuvre
très répandue est la concurrence, ou tout au moins le parallélisme. Elle
consiste à exécuter en parallèle des fils d’exécutions séquentielles, c’est-à-
dire des tâches. La programmation multitâche est une des réponses à la
limitation en fréquence des unités de calculs. Elle permet d’outrepasser
les attentes de communication, les temps de calculs, d’améliorer les temps
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de réponse du système ou encore de simplifier la mise en œuvre des ap-
plications en utilisant des mécanismes de communication entre les entités
concurrentes.
La mise en oeuvre d’un système multitâche consiste à programmer
les éléments logiciels et à configurer les éléments matériels. Les choix des
éléments logiciels et matériels, leurs organisations, leurs descriptions (al-
gorithmes, structures de données) sont décrits dans une phase amont ap-
pelée phase de conception. Cette étape de conception produit alors un
modèle, c’est-à-dire une abstraction du système, qui est réalisée (implan-
tée) dans des étapes de mise en œuvre matérielles et/ou logicielles.
La mise en œuvre matérielle des systèmes multitâches se concré-Mise en œuvre
matérielle tise principalement par quatre types d’architecture : (a) monoprocesseur,
(b) multiprocesseur, (c) multicœur ou enfin (d) distribuée. Ainsi, lorsque
l’installation est éclatée géographiquement, des architectures distribuées
sont utilisées. De même, lorsque une puissance de calcul importante est
nécessaire, des architectures multiprocesseurs ou multicœurs sont mises
en place pour paralléliser les traitements.
Hypothèse 1.2 Cette étude se restreint à une architecture monoprocesseur.
La mise en œuvre d’une application multitâche sur une architecture
monoprocesseur peut être matérielle et/ou logicielle. Elle est alors dite
conjointe («co-design»). En effet, certains travaux tel que [16], visent à
implanter certaines fonctionnalités dans des circuits matériels spécialisés
comme les ASIC ou les FPGA et les autres fonctionnalités comme des en-
tités logicielles s’exécutant sur le processeur lui-même. Les architectures
résultantes sont alors mixtes et les étapes de mise en œuvre sont par consé-
quent conjointes.
Hypothèse 1.3 Dans cette étude, il est admis que la plate-forme matérielle est abstraite par la
plate-forme logicielle. Toutes les fonctionnalités du cahier des charges de l’appli-
cation sont supposées être mises en œuvre de manière logicielle.
L’une des particularités de la mise en œuvre logicielle des systèmesMise en œuvre
logicielle multitâches est l’établissement d’un lien entre l’occurrence d’un événe-
ment et le déclenchement du traitement, c’est-à-dire de la tâche associée.
Deux approches sont majoritairement utilisées [12] :
 L’approche synchrone – La technique de mise en œuvre synchrone
consiste à prendre en compte les événements, émis par le procédé, à la fin
des exécutions des tâches. Cela revient donc à construire directement le
lien entre une tâche et son événement déclencheur sans se soucier d’éven-
tuels conflits avec d’autres tâches en cours de fonctionnement. Pour cela, il
est postulé, d’une part, que les durées des traitements et des communica-
tions sont nulles vis à vis de la dynamique du procédé contrôlé et, d’autre
part, que la réaction du système vis à vis d’un stimulus est immédiate. Les
exécutions des tâches et les instants d’observation des stimuli sont alors
synchrones et non concurrents. La figure 1.1 page suivante , issue de [12],
illustre la mise en œuvre synchrone de deux tâches nommées Directive et
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Alarme qui sont exécutées suite aux occurrences des événements D et A. En
pratique, cette hypothèse d’instantanéité est vérifiée lors de la program-
mation des systèmes. Les systèmes synchrones sont programmés sous la
forme de systèmes échantillonnés ou la durée d’exécution des tâches est
inférieure à la période d’échantillonnage [17].
Fig. 1.1 – Mise en œuvre synchrone d’une application multitâche
 L’approche asynchrone – La technique de mise en œuvre asynchrone
consiste à observer continuellement l’occurrence d’événements, y compris
pendant l’exécution de tâches. Les durées des traitements sont alors non
nulles. Partant de cette hypothèse, soit
a) le temps régit les instants d’observation des stimuli et les instants d’ob-
servation des réactions du système et
b) les réactions à ces stimuli sont immédiates ce qui peut imposer l’arrêt,
la suspension ou le report de la tâche en cours.
La première est une approche cadencée par le temps (Time-Triggered). La
seconde est une approche cadencée par les événements (Event-Triggered).
Dans les deux cas, la prise en compte des stimuli est asynchrone, parallèle,
avec les exécutions des tâches puisque elle n’est pas synchrone avec la fin
des exécutions. La figure 1.2 page suivante illustre cette mise en œuvre
asynchrone pour les deux tâches Directive et Alarme.
Les capacités de préemption et d’ordonnancement de cette approche re-
quièrent l’utilisation d’exécutifs logiciels dédiés qui sont en charge de gé-
rer les exécutions concurrentes et la prise en compte des stimuli. L’exécu-
tif OASIS [18] pour les approches cadencées par le temps et les exécutifs
temps réel Osek/Vdx-OS [19], ARINC-653 [20], VxWorks [21] pour les
approches cadencées par les événements en sont des exemples. Ce sont
typiquement des plates-formes logicielles embarquées d’exécution multi-
tâche temps réel.
Hypothèse 1.4 Une approche asynchrone cadencée par les événements est supposée satis-
faire l’ensemble des exigences du cahier des charges.
Dans cette étude, la mise en œuvre d’une application temps réel se
concrétise donc par l’implantation d’une application multitâche sur une
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plate-forme logicielle d’exécution multitâche, c’est-à-dire sur un exécutif
temps réel.
Fig. 1.2 – Mise en œuvre asynchrone d’une application cadencée par les événements
1.1.2 Caractérisation et mise en œuvre des exécutifs temps réel
Un exécutif temps réel compose un système d’exploitation temps réel,
c’est-à-dire un ensemble de programmes logiciels qui gèrent les quatre
éléments fondamentaux d’un système informatique : le matériel, le logi-
ciel, la mémoire et les données [22]. Ce système d’exploitation est alors dit
temps réel puisqu’il implémente les mécanismes et les services nécessaires
à la mise en œuvre des applications tout en garantissant des temps d’exé-
cution finis, bornés et déterministes. Par exemple, il doit assurer que les
temps de changement de contexte, les temps de latence à la préemption et
en interruption sont constants quelque soit la charge du système.
Contrairement à un système d’exploitation classique, un exécutif
temps réel favorise le dialogue machine-capteur plutôt que le dialogue
homme-machine. Pour cela, il est la plupart du temps constitué :
1) d’un noyau qui contient le strict minimum pour la mise en œuvre d’un
système multitâche (principalement des fonctionnalités de gestion de
tâches, de gestion des interactions et de gestion du temps processeur),
2) d’agences supplémentaires (gestion des interruptions, gestion des en-
trées/sorties, gestion de la mémoire, etc) déchargeant l’utilisateur
d’une programmation souvent fastidieuse. Ces agences sont des librai-
ries préprogrammées fournissant un ensemble de mécanismes et de
services.
L’appartenance d’une agence au noyau est influencée par le type d’uti-
lisation, les contraintes techniques, les temps de réponse ou encore les
stratégies d’allocation des ressources du système. La délimitation entre
noyau, exécutif et système d’exploitation n’est pas toujours facile à déter-
miner. Ainsi, dans une vision globale (exécutif-noyau) [23], il est possibleAgences d’un exécutif
multitâche temps réel d’extraire les agences suivantes :
1) Les agences liées aux exécutions concurrentes qui regroupent les entités
dédiées aux exécutions multitâches,
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2) Les agences d’ interactions dédiées aux interactions entre les contextes
concurrents d’exécution. Ces interactions sont soit des communications
de données ou soit des synchronisations d’exécution,
3) Les agences dédiées à l’ordonnancement qui orchestrent les exécutions
concurrentes et gèrent l’attribution des ressources matérielles d’exécu-
tion,
4) Les agences des entrées/sorties constituées des entités réalisant la ges-
tion des périphériques matériels d’exécution sous-jacents,
5) Les agences des horloges dédiées à la représentation et la manipulation
du temps et des échelles de temps,
6) Les agences de gestion des erreurs qui proposent des mécanismes pour
la gestion des modes de fonctionnement et des exceptions logicielles et
7) Les agences d’initialisation qui gèrent l’initialisation, le démarrage et
le redémarrage de l’exécutif.
















Fig. 1.3 – Architecture générale d’un système d’exploitation temps réel
Hypothèse 1.5 Les agences de gestion des exécutions concurrentes, de gestion des inter-
actions, de gestion de l’ordonnancement et de gestion des entrées/sorties
sont supposées suffisantes pour la mise en place des applications visées par cette
étude.
Dans cette étude les plates-formes considérées sont donc composées
de ces quatre agences. Le processus de développement doit donc pro-
poser des artéfacts de modélisation pour intégrer ces agences dans une
ingénierie générative dirigée par les modèles.
1.2 Caractérisation de l’ingénierie mise en œuvre
Cette section introduit les concepts de l’Ingénierie Dirigée par les Mo-
dèles (IDM) puis identifie la problématique de cette étude vis à vis de
la modélisation et de l’intégration d’une plate-forme d’exécution dans un
processus de développement dirigé par les modèles.
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1.2.1 Introduction à l’Ingénierie Dirigée par les Modèles
L’Ingénierie Dirigée par les Modèles (IDM) vise à proposer un cadre mé-L’IDM est une
ingénierie générative thodologique et technologique pour faciliter la prise en compte progres-
sive des différents formalismes nécessaires à la production et à la mainte-
nance d’un logiciel.
L’IDM n’est pas une rupture technologique vis à vis des solutions dePourquoi l’IDM?
développement. Elle ne vise pas, par exemple, à remplacer les solutions
existantes telles que les langages de programmation, les outils de dévelop-
pement et les méthodologies de conception propriétaires. Au contraire,
elle vise à les intégrer tout au long du cycle de développement autour
d’un socle conceptuel et technologique unifié (composé de modèles et de
passerelles entre ces modèles). La plus value espérée est ainsi l’unification
des processus de production et de maintenance du logiciel [24].
Pour cela, le principe même de l’IDM est de capitaliser les savoirs fairePrincipe et
vocabulaire de l’IDM non plus au niveau des codes sources mais dans des modèles. Il n’existe
pas à ce jour de consensus sur la définition d’un modèle. Des initiatives
académiques [6, 25, 26, 27] et industrielles telle que la norme sur les ar-
chitectures dirigées par les modèles (MDA : Model-Driven Architecture)
[28] ont permis de clarifier les concepts de cette discipline informatique
émergente. Ainsi, dans la suite, les définitions et les notations établies par
Favre [6] sont utilisées.
Définition 1.1 Un système est l’entité à modéliser.
Définition 1.2 Un modèle est une abstraction d’un système construite dans une intention par-
ticulière. Un modèle représente un système. Cette relation de représentation est
notée µ
Pour que les modèles soient utilisables par des outils informatiques,
des langages de modélisation doivent être définis. Ces langages per-
mettent alors de décrire les modèles des systèmes. De manière naturelle
dans l’IDM, il existe des modèles de ces langages, c’est-à-dire des méta-
modèles.
Définition 1.3 Un métamodèle est un modèle d’un langage de modélisation. C’est une abstrac-
tion d’un langage permettant de décrire des modèles.
En linguistique, le préfixe «méta» est employé dès qu’une opérationLa caractéristique
«méta» est appliquée deux fois. Par exemple, une discussion qui définit comment
les futurs discussions doivent être menées est une métadiscussion (les in-
terlocuteurs définissent les règles et les concepts nécessaires pour discu-
ter entre eux). Dans l’IDM, un modèle qui vise à définir les règles et les
concepts utilisés pour décrire d’autres modèles est un métamodèle. De
même, un modèle qui définit les règles et les concepts pour décrire des
métamodèles est un métamétamodèle.
Définition 1.4 Un métamétamodèle est un modèle d’un langage de modélisation permettant
de décrire des métamodèles.
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La relation entre un élément d’un modèle et un ou plusieurs éléments
de son métamodèle est appelée la relation de conformité. Cette relation
est notée χ .
Pour atteindre cette caractéristique «méta», il ne faut pas raisonner sur
le contenu du modèle, c’est-à-dire sur ce qu’il faut modéliser dans le sys-
tème. Il faut plutôt raisonner sur les concepts (et les relations entre ces
concepts) nécessaires à la description des modèles d’un système [29]. Par
exemple, dans la figure 1.4 , l’objectif est la modélisation de figures géo-
métriques imbriquées. Une de ces figures est présentée en partie droite.
L’espace technique est donc celui des formes qui peuvent être spécialisées
et composées. C’est le métamétamodèle. Dans cet espace, un métamodèle
permet de décrire des rectangles, dont certains sont des carrés et d’autres
des ronds. Un carré peut posséder un rectangle (par héritage un carré)
ou un rond. Ce métamodèle peut être utilisé pour décrire de nombreuses
formes et en particulier celles décrites en partie droite. Une modèle de
cette figure est par exemple constituée de deux carrés. Un carré est im-
briqué dans le premier carré puis un rond est imbriqué dans le second
carré. Dans ce modèle, les caractéristiques de couleur ne sont pas décrites













































Fig. 1.4 – Illustration des concepts de l’IDM
Un des intérêts de l’architecture en couche modèle, métamodèle et La transformation de
modèlemétamétamodèle, est la capitalisation des transformations entre modèles.
Ainsi, en décrivant les transformations à partir des métamodèles sources
et cibles et non pas à partir des modèles eux mêmes, celles-ci fonctionnent
quels que soit les modèles (conforment à ces métamodèles). Une même
transformation peut alors traiter différents modèles sources et produire
différents modèles cibles.
Définition 1.5 Une transformation de modèle est une fonction, τ : S→ T , qui à partir d’un
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ensemble de modèles sources dans S crée un ensemble de modèles cibles dans T.
Les ensembles S et T sont des ensembles de modèles conforment à deux ensembles
de métamodèles. Si ces deux ensembles de métamodèles sont identiques alors la
fonction est endogène, sinon elle est exogène.




Ainsi, trois générations (chronologiques) de langages de transformations
sont identifiées dans [30] :
1) Les langages de transformation de structures séquentielles d’enregis-
trement, dans lesquels un script spécifie comment un fichier d’entrée
(un modèle source) est réécrit en un fichier de sortie (un modèle cible).
Des exemples de ces langages sont les scripts Unix, AWK ou Perl,
2) Les langages de transformation d’arbres dans lesquels les fragments
de l’arbre de sortie (modèle cible) sont générés au cours du parcours
de l’arbre d’entrée (modèle source). Ils se basent généralement sur des
documents au format XML et l’utilisation de XSLT ou XQuery,
3) Les langages de transformation de graphes pour lesquels un modèle
en entrée (graphe orienté étiqueté) est transformé en un modèle en
sortie. Dans ce cas, la description d’une transformation de modèle sur
un ensemble de modèles est décrite par un modèle en soi. Des lan-
gages de transformation de modèles tels que ATL (Atlas Transforma-
tion Langage) [24] ou le standard du consortium OMG, QVT (Query-
View-Transformation) [31], sont des exemples de langages de transfor-
mation de graphes. Ils sont associés à des moteurs de transformation
tels que, respectivement, la machine virtuelle ATL et l’initiative Smart-
QVTTM [32].
Cette étude ne s’intéresse pas à la proposition d’un langage de transforma-
tion de graphes et n’aborde pas non plus les problématiques de conception
des moteurs de transformation [24].
Hypothèse 1.6 Les langages de transformations de graphes sont utilisés dans le cadre de
cette étude.
Ainsi, dans cette étude, les langages de transformation fournissent
des métamodèles de transformation wτ à partir desquelles des modèles
de transformation Mτ sont décrits. Ces métamodèles sont composés de
règles de transformation manipulant explicitement les éléments des méta-
modèles. Ces règles de transformation sont alors spécifiques aux métamo-
dèles sources et cibles. L’exécution des règles de transformation est à la
charge d’un moteur de transformation. La description des règles peut être
déclarative (l’ordre d’exécution des règles n’est pas défini par l’utilisateur)
ou impérative (l’ordre d’exécution des règles est défini par l’utilisateur).
La figure 1.5 page suivante illustre la mise en œuvre des transformations
de modèles dans cette étude.
En principe, les transformations de modèles sont utilisées pour passerTransformation de
modèle et génération
de code
de modèles en modèles, modèles qui sont sérialisés dans des technologies
spécifiques à l’IDM telle que le XMI par exemple. Lorsqu’il est nécessaire
de transformer un modèle en une représentation textuelle (du code), plu-
sieurs familles de langages existent :
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1) Les langages de transformations de modèles générant des chaines de
caractères,
2) Les langages dédiés à la génération de code (également appelé langage
de template) tels que Acceleo [33] et XPand [34],
3) Les langages d’ordre supérieur permettant à la fois de générer les gé-
nérateurs de code et les parseurs. TCS [35] et SinTask [36] en sont des
exemples.
























Fig. 1.5 – Mise en œuvre des transformations dans l’IDM
1.2.2 Mise en œuvre des Ingénieries Dirigées par les Modèles
La mise en œuvre des ingénieries dirigées par les modèles se décompose
en deux points principaux : a) la conception de métamodèles, et b) l’inté-
gration de ces métamodèles dans un processus génératif.
Identification des approches de conception des métamodèles
Un métamodèle est une description de la syntaxe abstraite d’un langage. Un métamodèle est
une description de la
syntaxe abstraite
La spécification de la syntaxe abstraite regroupe l’ensemble des concepts
du langage et des liens entre ces concepts. La conception d’un métamodèle
se concrétise par deux approches distinctes. La première est la création
d’un métamodèle spécifique pour les besoins de développement, c’est-à-
dire la définition d’un langage spécifique au domaine (Domain Specific
Language (DSL)). La seconde est l’extension d’un métamodèle existant.
La création d’un DSL consiste à définir l’ensemble des métaconcepts Langage Spécifique
au Domaine
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et leurs relations pour pouvoir décrire des métamodèles représentatifs du
domaine étudié. Cette approche nécessite :
a) une expertise en métamodélisation, c’est-à-dire une expertise dans la
définition des métaéléments et des métaliens entre ces éléments,
b) une expertise du métier pour lequel est créé ce langage,
c) la définition d’une syntaxe concrète, c’est-à-dire la définition d’une re-
présentation textuelle ou graphique manipulée par l’utilisateur pour
décrire les modèles et
d) la conception d’un ensemble d’outils pour manipuler ce langage (par
exemple un éditeur, un analyseur syntaxique et un analyseur séman-
tique).
Dans certains cas, il est plus efficace de réutiliser et d’adapter un mé-Extension de
métamodèle générique tamodèle existant dont les éléments sont génériques à plusieurs contextes
de développement plutôt que de développer un nouveau métamodèle à
part entière et un nouvel outillage pour manipuler ce métamodèle. Cette
approche par extension nécessite :
a) une connaissance du métamodèle à étendre,
b) une expertise du métier pour lequel est créé cette extension et
c) la définition d’une syntaxe concrète appropriée (textuelle ou gra-
phique).
Cette approche a pour principal avantage de capitaliser, et donc de réutili-
ser, les outils, la structure, la sémantique et même parfois la notation gra-
phique du métamodèle étendu. Le langage Unified Modeling Language
(UML), standardisé par l’OMG dans [37], est un exemple de langage gé-
néraliste que l’utilisateur peut étendre pour des besoins particuliers.
Hypothèse 1.7 Le langage UML est supposé satisfaire l’ensemble des besoins de modélisation.
En pratique, l’extension UML se concrétise par deux mécanismes ma-
jeurs que sont l’extension dite lourde et l’extension dite légère. La tech-
nique d’extension lourde manipule le métamodèle étendu en lecture mais
aussi en écriture. Typiquement, cette extension permet d’importer des élé-
ments du métamodèle afin d’ajouter, de supprimer ou de modifier leurs
caractéristiques et leurs sémantiques. Pour cela, cette technique utilise
des opérateurs tels que la fusion, la redéfinition ou la spécialisation par
exemple [38]. Ces opérateurs limitent les avantages de réutilisation cités
dans le paragraphe précédent. L’extension légère, quant à elle, manipule le
métamodèle en lecture seulement, c’est-à-dire que les métaéléments sont
importés mais leurs structures, leurs sémantiques et leurs utilisations ne
peuvent pas être modifiées. Cette technique est utilisée pour affiner l’uti-
lisation des métaconcepts dont la généricité n’est pas adéquate dans un
contexte donné et dont la sémantique est source d’ambigüité (point de
variation sémantique). Elle est normalisée par l’OMG au travers de la no-
tion de profil et plus particulièrement de Profil UML (voir chapitre 18 de
[37]).
Hypothèse 1.8 L’extension légère par profil est supposée suffisante pour satisfaire les besoins
d’extensions d’UML dans cette étude.
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Dans cette étude, la problématique de modélisation des plates-formes
d’exécution doit donc être traitée par l’utilisation de profil UML.
Processus de développement dirigé par les modèles
L’intégration des plates-formes d’exécution dans un processus de déve-
loppement vise à générer l’application implantée sur cette plate-forme,
c’est-à-dire l’application exécutable sur cette plate-forme. Ce processus
s’appuie sur un ensemble de modèles et de métamodèles ainsi que sur une
succession de transformations de modèles. L’une des promesses de l’IDM
est ainsi de fournir un cadre technique pour intégrer progressivement les
concepts métiers des plates-formes et ainsi pouvoir générer l’application
exécutable en bout de chaîne. L’approche MDA définit justement un cadre
pour ce type de processus.
L’initiative MDA, vise à mettre en œuvre un modèle de fonction- L’approche MDA
nalités (également appelé modèle métier) sur différentes solutions tech-
nologiques, c’est-à-dire sur des plates-formes d’exécution différentes.
A partir de descriptions indépendantes des plates-formes (Platform
Independent Model PIM), elle vise à générer des applicatifs dédiés
(Platform Specific Model PSM) à une plate-forme technologique don-
née, sous entendu à une plate-forme dont la technologie permet d’exécuter
le système.
Dans cette approche, l’indépendance ne signifie pas l’ignorance des L’indépendance n’est
pas l’ignoranceplates-formes cibles mais au contraire la connaissance, c’est-à-dire l’ouver-
ture sur toutes les plates-formes d’exécution susceptibles d’être ciblées. En
pratique, cette ouverture se concrétisée par une montée en abstraction. Un
PIM à un niveau d’abstraction est raffiné en plusieurs PSM décrits à des
niveaux d’abstraction sous-jacents. Par exemple, la concurrence peut être
décrite à haut niveau d’abstraction par des concepts de processus [39] ou
d’objets temps réel [40] puis raffinée en ensemble de tâches sur un exécutif
donné. A un haut niveau l’application est indépendante de l’exécutif mais
spécifique au domaine du multitâche.
En somme, un processus de développement (MDA) est en fait une suc-
cession de transformations, de portages, d’une plate-forme à une autre. La
description d’un tel développement est illustré en figure 1.6 page suivante
. La description d’une application (PIM) est transformée en une implanta-
tion (PSM) sur une ou plusieurs plates-formes données. Les transforma-
tions permettant de passer d’un PIM à un PSM sont alors guidées pas les
modèles des plates-formes visées. Ces modèles sont décrits soit implici-
tement dans la transformation elle même ou soit explicitement dans des
modèles à part entière [41].
Hypothèse 1.9 Cette étude s’appuie sur l’approche de développement préconisée par la spécifica-
tion MDA.
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Fig. 1.6 – Synoptique de l’ingénierie générative mise en œuvre dans cette étude
Conclusion
Dans ce chapitre, le champ d’investigation de cette étude a été restreint.
Ces hypothèses de travail et cette problématique sont résumées dans la fi-
gure 1.7 page suivante . Dans cette figure, les branches de l’arbre détaillent
les différentes possibilités auxquelles cette étude est confrontée. Une flèche
indique un choix effectué et un rond une alternative non prise en compte.
Cette étude cible donc le développement des applications logicielles temps
réel embarquées monoprocesseurs s’exécutant sur des exécutifs temps réel
multitâches. Ces exécutifs sont les plates-formes d’exécution à modéliser
et à intégrer dans l’ingénierie dirigée par les modèles de cette étude. Cette
étude doit donc apporter des réponses aux trois questions suivantes :
1. Qu’est ce qu’un modèle de plates-formes logicielles d’exécution mul-
titâche ?
2. Qu’est ce qu’un métamodèle de plates-formes logicielles d’exécution
multitâche ?
3. Comment intégrer des modèles et des métamodèles de plates-formes
dans une ingénierie générative dirigée par les modèles de type
MDA ?
Le chapitre suivant, chapitre 2 page 23, identifie les besoins de cette
problématique et positionne les contributions de cette étude vis à vis des
travaux existants.
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Ce chapitre vise à positionner les contributions de cette étude vis à vis destravaux existants. Plus particulièrement, il vise trois objectifs : a) définir
le concept de plate-forme d’exécution au sens de la littérature, b) définir
les besoins de modélisation de ces plates-formes d’exécution, et c) posi-
tionner cette thèse vis à vis des travaux existants.
Pour cela, ce chapitre est divisé en deux sections. La première défi-
nit ce qu’est une plate-forme d’exécution au sens de l’IDM. Cette défi-
nition permet de déduire les besoins de modélisation des plates-formes
dans une ingénierie générative dirigée par les modèles. Ces besoins sont
utilisés comme critères de comparaison dans la seconde et la troisième
sections. La seconde section étudie les approches modélisant les plates-
formes logicielles d’exécution multitâche. Elle les décrit succinctement
puis les confronte aux critères de comparaison. Enfin, elle positionne les
contributions de cette thèse.
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2.1 Définition des critères de comparaison
La caractérisation des critères passe par a) la définition du concept de
plate-forme et b) la caractérisation des besoins.
2.1.1 Définition du concept de plate-forme dans l’IDM
Historiquement, le concept de plate-forme a été utilisé pour identifier
la structure matérielle permettant l’exécution du logiciel. L’apparition de
couches logicielles a étendu l’usage de ce concept pour décrire de la même
façon des supports logiciels. Ainsi, les machines virtuelles, les intergiciels
et les exécutifs sont des exemples de plates-formes d’exécution logicielles.





[42]. La plate-forme traduit, calcule, les traitements spécifiés dans l’ap-
plication en un ensemble de comportements physiques. Une plate-forme
d’exécution propose ainsi un ensemble de concepts, de méthodes et de
règles d’utilisation spécifiant quand et comment sont réalisés les traite-
ments de l’application [13]. Une application n’est alors dite exécutable
que dans le contexte d’une plate-forme d’exécution.




avant tout un serveur
d’exécution. Ainsi, Atkinson et Kühne [43] définissent les plates-formes
comme des infrastructures, des systèmes, permettant la satisfaction d’un
ensemble de besoins émis par d’autres systèmes appelés applications.
L’application est considérée comme un client et la plate-forme comme un
serveur. L’exécution est un des services de ce serveur mais ce n’est pas
le seul. L’analyse, la représentation et le stockage sont d’autres exemples
de ces services. Ainsi, un outil d’analyse d’ordonnancement, un logiciel
d’édition et une base de données sont considérés comme des plates-formes
au sens de l’IDM.
Sangiovanni-Vincentelli et Martin [8] soulignent qu’une plate-forme La plate-forme est
une abstractionoffre des services dont l’implantation n’est pas visible pour le client. Une
application utilise les services de la plate-forme sans se soucier de l’im-
plantation de ces services. La plate-forme est alors considérée comme une
couche d’abstraction dans le processus de développement. En analogie
aux solutions programmées, cette couche facilite un certain nombre de raf-
finements vers une sous-couche d’abstraction, c’est-à-dire une plate-forme
sous-jacente. Selic [44] souligne, à ce titre, que bien que l’abstraction soit
une caractéristique importante du concept de plate-forme, ce n’est pas
une caractéristique intrinsèque. Une plate-forme est avant tout caractéri-
sée par sa capacité à satisfaire un besoin. L’abstraction est dans ce cas une
manière pratique de représenter les possibilités qu’une plate-forme offre
pour satisfaire ce besoin.
En pratique, la distinction entre plate-forme et application dépend du La plate-forme est un
rôlepoint de vue où l’on se place. Toute plate-forme est une application pour
une plate-forme de plus bas niveau d’abstraction [42]. Ainsi, un fournis-
seur de plate-forme matérielle considère le système d’exploitation comme
une application puisque les besoins d’exécution de ce dernier sont satis-
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faits par sa plate-forme (matérielle). En revanche un développeur logiciel
perçoit le système d’exploitation comme un serveur d’exécution pour son
application. La caractérisation d’un système comme étant une plate-forme
n’est donc pas liée à la nature du système, mais bien plus à son rôle joué
dans un contexte donné.
Orthogonalement à cette notion de rôle, Almeida [45] distingue deuxLa plate-forme est
abstraite ou concrète types de plates-formes : les plates-formes abstraites et les plates-formes
concrètes. Cette distinction fait référence au concept d’éléments abstraits
des langages objets. Dans son approche, une plate-forme abstraite est une
plate-forme fictive, idéale face aux besoins à un instant donné du déve-
loppement de l’application, c’est-à-dire une spécification d’un ensemble
de technologies qui ne sont pas forcément implantée réellement. Dans
un cycle de développement dirigé par les modèles, l’utilisation de plate-
forme abstraite est récurrente. Par exemple dans [46], pour cibler diffé-
rents exécutifs temps réel depuis une description multitâche haut niveau,
un métamodèle intermédiaire nommée Concept of Real Time Applica-
tion CORTA est utilisé. Il n’existe pas de concrétisation de cette plate-
forme permettant directement d’exécuter les applications multitâches spé-
cifiées (par exemple une machine virtuelle). CORTA est donc une plate-
forme abstraite au sens d’Almeida. En revanche, les exécutifs visés depuis
CORTA sont des plates-formes concrètes puisqu’ils permettent d’exécu-
ter les applications multitâches spécifiées. Les implantations programmées
de ces plates-formes permettent d’obtenir un comportement physique des
applications spécifiées.
Indépendamment qu’elle soit abstraite ou concrète, il est intéres-La plate-forme est
implicite et/ou
explicite
sant de noter qu’une plate-forme peut être décrite dans l’IDM en tant
que modèle (conforme à un métamodèle) et/ou comme un métamodèle
(conforme à un métamétamodèle). La plate-forme est alors dite, respec-
tivement, explicite (modèle) et/ou implicite (métamodèle). Par exemple,
en UML, la sémantique de traitement des événements est basée sur l’hy-
pothèse dite de run to completion selon laquelle un événement peut être
dépilé et traité à condition que le traitement de l’événement précédent
soit terminé. UML impose alors un ensemble de règles de calculs impli-
cites permettant d’exécuter l’application (la réception des événements par
exemple). Ces règles spécifient l’exécution du système. Elles sont impli-
cites puisque le modeleur décrit son application en connaissant et en res-
pectant implicitement ces règles. Il structure son modèle en fonction de
ces règles. Il ne prévoit, par exemple, aucun mécanisme de synchronisa-
tion entre les traitements pour s’assurer qu’ils sont effectués dans l’ordre
d’arriver des événements. Implicitement, UML satisfait ce besoin. Si ce
modèle spécifique à la plate-forme d’exécution UML doit être utilisé pour
générer du code exécutable, la sémantique de l’exécution run to comple-
tion peut être explicitée soit dans le générateur lui même ou dans un
modèle paramétrant le générateur.
En somme, il existe dans la littérature plusieurs familles de plates-Définition du concept
de plate-forme formes et plusieurs façons de représenter une même famille de plates-
formes. La définition de l’OMG proposée dans la norme Model Driven
Architecture (Architecture Dirigée par les Modèles, MDA) [28] synthé-
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tise ces différentes définitions. Puisque dans le MDA la notion de plate-
forme n’est pas limitée à l’exécution, elle est réifiée dans la proposition
2.1.
Proposition 2.1 Une plate-forme est un ensemble de sous-systèmes et de technologies qui four-
nissent un ensemble cohérent de fonctionnalités au travers d’interfaces et la spé-
cification de patrons d’utilisation que chaque sous-système qui dépend de la plate-
forme peut utiliser sans être concerné par les détails et sur la façon dont les fonc-
tionnalités sont implantées [28].
Une plate-forme est avant tout un rôle joué par un système à une étape du cycle
de développement. Ce système peut être abstrait (fictive) où concret (opérationnel
pour réaliser un comportement physique). Il est implicite lorsqu’il est décrit et
utilisé comme un métamodèle et explicite lorsqu’il est décrit et utilisé au niveau
modèle.
2.1.2 Caractérisation des besoins de modélisation
Les concepts, les méthodes et les règles d’utilisation fournis par la plate- L’API caractérise la
plate-formeforme sont généralement accessibles à l’application au travers d’une in-
terface de programmation, appelée aussi l’interface de programmation de
l’application ou API (Application Programming Interface). Outre la signa-
ture des concepts et des méthodes (sans se soucier de leurs implantations),
l’API définit aussi le sens et le comportement de chacun de ces concepts
et de ces méthodes (souvent de manière textuelle dans un manuel d’utili-
sation). Les concepts sont alors des mécanismes et les méthodes des ser-
vices. Les mécanismes sont caractérisés par un ensemble de propriétés et
les services par un ensemble de paramètres. Dans le contexte d’une in- Un modèle de la
plate-forme est un
modèle de son API
génierie capable de générer des applications exécutables, les modèles de
plates-formes sont donc constitués, tout au moins, d’une description des
interfaces de programmation.
Atkinson et Kühne [43] et Marvie et al. [42] ont identifié les besoins
de modélisation de ces API. Dans ces approches, il existe une volonté
de caractériser la signature structurelle et le comportement observable
d’un point de vue utilisateur. Ils aboutissent donc à une caractérisation
en quatre points : 1) la syntaxe concrète, 2) la taxonomie des mécanismes
et des services, 3) le cycle de vie des mécanismes et des services ainsi que
4) les contraintes d’utilisation des mécanismes et des services inhérentes à
la plate-forme.
 La syntaxe concrète – La syntaxe concrète constitue la représentation
du concept utilisée par l’utilisateur pour spécifier son application. Cette
syntaxe peut être textuelle ou graphique. Un exemple typique est la géné-
ration de code. En connaissant la suite des lettres associée à un concept,
un générateur peut produire l’appel à un service de la plate-forme. La ca-
ractérisation de cette syntaxe concrète permet, par exemple, de paramétrer
des générateurs de code génériques pour produire des applications spé-
cifiques à une ou plusieurs plates-formes. La génération est alors dirigée
par la syntaxe concrète décrite dans les modèles de plates-formes.
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 La taxonomie – La taxonomie est la classification des données. Dans
le contexte des plates-formes d’exécution, la taxonomie est la plus part du
temps fournie à l’utilisateur de manière informelle au travers des noms
des concepts et des notices d’utilisation de la plate-forme. Elle se concré-
tise alors par une classification selon les rôles joués par les mécanismes
et les services, c’est-à-dire par leurs effets sur l’application. Dans le cha-
pitre 1 page 7, cette classification a été décrite en quatre familles. Ainsi
dans cette étude, la taxonomie doit permettre de décrire a) la concurrence,
b) les intéractions, c) l’ordonnancement et d) les entrées/sorties.
 Le cycle de vie – Le cycle de vie des mécanismes et des services de la
plate-forme représente les comportements des mécanismes et des services
observables depuis l’interface de programmation.
 Les contraintes d’utilisation – Un dernier artéfact fourni par l’inter-
face de programmation est l’ensemble des contraintes d’utilisation de la
plate-forme. Le non respect de ces règles peut entraîner une mise en œuvre
erronée et non fonctionnelle de l’application. Par exemple, la fonctionna-
lité d’une application appelant des services bloquants dans une routine
d’interruption peut ne pas être garantie par certaines plates-formes d’exé-
cution.
Ces quatre points constituent les critères de comparaison de cette
étude.
2.2 État de l’art sur la modélisation des plates-formes
logicielles d’exécution
Cette section s’intéresse à la modélisation des plates-formes logicielles
d’exécution. Tout d’abord, elle introduit les principales approches exis-
tantes de modélisation. Ensuite, elle synthétise les apports et les lacunes
de ces approches pour positionner les contributions de cette thèse.
2.2.1 Description des études existantes
Des études se sont intéressées à fournir des concepts destinés à la modéli-
sation des plates-formes. Ce sont soit des langages spécifiques, c’est-à-dire
des langages spécifiques au domaine du temps réel multitâche (Domain
Specific Language, DSL), soit des extensions au métamodèle UML, c’est-à-
dire des profils UML. Bien que cette étude vise l’extension du métamodèle
UML, il est intéressant d’étudier de la même façon les approches DSL pour
identifier les apports à réutiliser ou les lacunes à combler.
AADL
Le langage Architecture Analysis and Design Language (AADL) [47],Description de
l’approche AADL
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normalisé par le consortium SAE, est un DSL dédié à la description d’ar-
chitectures. Il permet la modélisation des plates-formes d’exécution logi-
cielles grâce à trois concepts : Process, Thread et ThreadGroup. Le premier
modélise un espace mémoire fournit par la plate-forme, le second un fil
d’exécution et le troisième un groupement de fils d’exécution. Les commu-
nications entre ces espaces mémoires et ces fils d’exécution sont modélisés
par des ports (Port) et des connecteurs (Connection). Les cycles de vie de
ces concepts sont détaillés dans la norme elle-même.
Le principal avantage de ce DSL est d’imposer une plate-forme impli- Avantages de
l’approche AADLcite, c’est-à-dire une plate-forme décrite au niveau métamodèle. Les appli-
cations AADL sont alors décrites sur cette plate-forme implicite. Ce DSL
cadre donc la description des applications en imposant une sémantique
d’exécution particulière.
Néanmoins, la proposition d’une nouvelle plate-forme ne permet pas Limitations de
l’approche AADLla description d’autres plates-formes. Elle impose la description d’une
seule plate-forme, celle spécifiée par la norme. Ce n’est donc pas un mé-
tamodèle de plate-forme.
TUT-Profile
TUT-Profile [10] est un profil UML (dans sa version 2.0) pour la
conception des systèmes embarqués temps réel. Ce profil a été étendu
dans [48] pour la modélisation des plates-formes logicielles d’exécu-
tion. Ainsi, il définit quatre concepts SwPlatform, SwPlatformLibrary, Description de
l’approche
TUT-Profile
SwPlatformComponent et SwPlatformProcess pour décrire les plates-formes
logicielles. Le premier décrit la plate-forme dans sa globalité. Le se-
cond permet de décrire un package regroupant l’ensemble des consti-
tuants de cette plate-forme. Le troisième représente chacun des consti-
tuants de cette plate-forme sous la forme de classes UML. Enfin le dernier,
SwPlatformProcess, représente un élément (typé) dont le type est un com-
posant de la plate-forme (SwPlatformComponent). Pour cela les auteurs
spécialisent la notion de propriété UML et préconisent l’utilisation des
diagrammes structurés où les classes sont composées (une classe est com-
posée de propriétés). Dans TUT-Profile, il n’y pas de concepts explicites
dédiés à la spécification des cycles de vie des éléments de la plate-forme.
Il s’appuie pour cela sur les diagrammes d’activités et les diagrammes
d’états transitions. De même, il utilise des annotations UML pour repré-
senter les contraintes d’utilisation.




UML dans sa version 2.0 et la réification du concept de package par le sté-
réotype SwPlatform. Cela permet d’identifier explicitement les packages
jouant le rôle de plate-forme à une étape de développement. Néanmoins,
les mécanismes et les services de la plate-forme restent totalement im-
plicites puisque il n’y a aucun concept dédié à l’identification des méca-
nismes et des services métiers (la concurrence, l’interaction et l’ordonnan-
cement par exemple).
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SPT
Le profil UML SPT [9], normalisé par l’OMG, est un profil UML
(version 1.4) dédié à la modélisation de l’ordonnancement, de la per-
formance et du temps. Il propose des artéfacts pour la modélisa-
tion des plates-formes d’exécution par le biais du package Generic
Resource Modeling (GRM). GRM propose principalement deux no-Description de
l’approche SPT tions : les Resource et les Service. Il n’y a pas d’autres artéfacts dé-
diés à la description des types de ressources et des types de ser-
vices. Par contre, il est possible de décrire les rôles que les res-
sources jouent une fois utilisées dans l’application. Les rôles défi-
nis sont ceux de a) Processor Resource, b) Communication Resource,
c) Device, d) Active Resource, e) Passive Resource, f) Protected Resource
et g) UnProtected Resource. Ces concepts permettent de décrire des res-
sources utilisées pour des exécutions concurrentes (Processor, Active et
Passive), pour des communications (Communication), pour des synchroni-
sations ( Protected et UnProtected) ainsi que pour la gestion des entrées/-
sorties (Device). Tout comme l’approche TUT-Profil, SPT s’appuie sur
UML pour la description des cycles de vie et des contraintes d’utilisation.
La notion de ressource est intéressante pour décrire les mécanismesAvantages et
limitations de
l’approche SPT
des plates-formes puisqu’elle conceptualise des entités aux capacités
d’exécution et aux capacités d’instanciation limitées, ce qui correspond au
rôle de serveur d’une plate-forme (voir section 2.1.1 page 25). Par contre,
l’identification des rôles joués par les ressources plutôt que les ressources
elles-mêmes est un handicape. Le modèle résultant n’est pas un modèle
de plate-forme mais un modèle de l’application implantée sur cette plate-
forme. De plus, la encore la plate-forme reste en grande partie implicite.
Des mécanismes tels que les boites aux lettres ou les sémaphores ne sont
pas identifiés explicitement.
Metropolis
Plusieurs travaux se sont inspirés de l’approche Platform Based De-
sign [8] dédiée à la définition d’une approche de développement dirigée
par les modèles de plates-formes. Le plus significatif est la méthodologie
(et l’outil associé) Metropolis [49]. Dans cette approche, un métamodèle
nommé Metropolis Meta Model [50, 51] est défini. Il permet de décrire,
entre autre, des modèles de plates-formes sous la forme d’un pseudo code
Java.
Le métamodèle Metropolis définit les concepts de Process, de Media,Description de
l’approche
Metropolis
d’Interface, de Quantity Manager et de Netlist pour décrire la structure et
le comportement des plates-formes. Un Process permet de décrire des
entités dont l’exécution est concurrente. Les Media sont utilisés pour les
interactions, c’est-à-dire les communications de données et les synchroni-
sations entre les Process. Les Quantity manager, spécifiés par l’utilisateur,
contrôlent l’accès aux Media partagés. Les Process et les Media possèdent
des paramètres et des méthodes. Ils sont connectés par l’intermédiaire
de Port. Les connexions entre ces Port sont stockées dans des Netlist. La
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Netlist regroupe les instances des Process et des Media utilisées dans l’ap-
plication. Les langages formels Linear Temporal Logic (LTL) et Logic
of Constraints (LOC) sont utilisés, respectivement, pour la vérification
de propriétés dans le temps et pour la description des performances at-
tendues du système. LTL et LOC peuvent donc être tous les deux utilisés
pour la description et pour la spécification des contraintes d’utilisation de
la plate-forme.
L’approche Metropolis a pour avantage, d’une part, de décrire n’im- Avantages de
l’approche
Metropolis
porte quelle plate-forme qu’elles soient abstraites ou concrètes et, d’autre
part, d’être opérationnelle [52]. L’outil Metropolis permet en effet de vé-
rifier des contraintes fonctionnelles ou architecturales, de simuler et de
synthétiser des fonctionnalités et enfin d’explorer les différentes configu-
rations possibles d’allocation entre un modèle fonctionnel et un modèle de
plate-forme. L’utilisation d’un contrôleur de quantité (QuantityManager) et
d’un ensemble de contraintes est un apport majeur de cet outil pour l’inté-
gration de modèle de plate-forme dans le développement de l’application.
Toutes ces fonctionnalités sont liées entre elles par l’intermédiaire d’un
langage pivot unique : le Metropolis MetaModel.
Néanmoins, d’après les auteurs de l’outil eux mêmes (voir paragraphe Limitations de
l’approche
Metropolis
I.C de [52]), la généricité du métamodèle Metropolis ne facilite pas la
description des plates-formes. Les concepts de Process et de Media sont
utilisés aussi bien pour la description de l’application et pour la des-
cription de la plate-forme. Ce sont donc des concepts à un haut niveau
d’abstraction qui n’identifient pas les différentes familles de mécanismes
et de services, ce qui limite l’intégration des modèles résultants dans des
ingénieries génératives paramétrables et réutilisables. Enfin, même si le
métamodèle Metropolis permet de décrire des plates-formes, il n’existe
pas dans l’approche la notion de plate-forme implicite, c’est-à-dire l’uti-
lisation d’un métamodèle pour représenter la plate-forme, ce qui limite
l’utilisation de cette approche dans une ingénierie générative dirigée par
les modèles.
Platform Modeling Langage
Dans sa thèse, Szemethy [53] définit un métamodèle, nommé Platform
Modeling Langage ou PML, dédié à la description de modèles de plates-
formes. Les plates-formes ne sont pas forcément dédiées à l’exécution
d’application. Il décrit par exemple des plates-formes dédiées à la descrip-
tion et l’analyse des applications tel que l’outil UPPAAL1 par exemple. Ces
plates-formes sont soit implicites, soit explicites. Dans le cas des plates-
formes implicites, une transformation de modèle2 spécifique génère un
modèle de la plate-forme conforme au métamodèle PML.
Dans le métamodèle PML, un modèle de plate-forme (PlatformModel), Description de
l’approche PMLcontient a) des composants (ComponentModels) et b) des règles de
transformation entre les composants des plates-formes sources et cibles
(Pattern, Match). Ce métamodèle se veut donc minimaliste si bien qu’il
1http ://www.uppaal.com/
2Transformation écrite dans le langage GReaT http ://www.isis.vanderbilt.edu/tools/GReAT.
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étend le métamodèle UML (version 1.4) par héritage (extension dite
lourde). Le métamodèle PML-UML résultant permet de modéliser la struc-
tures des mécanismes et la signature des services, leurs cycles de vie et
leurs contraintes d’utilisation (utilisation des diagrammes d’activité, des
diagrammes d’états-transitions, et des contraintes OCL). Dans cette ap-
proche, un modèle de plate-forme est typiquement représenté par un dia-
gramme de classe UML. Le même métamodèle est donc utilisé pour dé-
crire l’application, les plates-formes et les transformations entre ces plates-
formes. Il est intégré dans l’atelier de modélisation GME 3.
L’avantage de l’approche PML est l’outillage des transformations as-Avantages de
l’approche PML sociées au métamodèle PML. Cet outillage, intégré à l’outil GME, est ca-
pable de générer une partie des règles de transformation permettant de
passer d’une plate-forme source vers une plate-forme cible. La génération
n’est pas totale, 60% de la transformation est générique sur les chiffres pu-
bliés dans [53], mais elle permet d’assister l’intégration des plates-formes
dans un cycle de développement. Ces plates-formes sont alors implicites
ou explicites.
Même si l’idée de générer la transformation qui va effectivement ma-Limitations de
l’approche PML nipuler les modèles de plates-formes est intéressante, la description de cer-
taines règles de transformation dans les modèles de plates-formes fausse
l’intégration des plates-formes dans une ingénierie générative. Le modèle
de plate-forme est en effet un amalgame de mécanismes, de services et de
règles de transformations. Enfin, l’extension dite lourde du métamodèle
UML est un handicap car elle impose la description d’un outillage spéci-
fique pour la représentation des modèles de plates-formes. Une extension
par profil aurait pu tout aussi bien être choisie.
2.2.2 Synthèse et positionnement
Le tableau 2.2.2 page ci-contre synthétise et compare les différentes ap-
proches de modélisation des plates-formes logicielles d’exécution multi-
tâches vis à vis des besoins de modélisation de cette étude. Dans ce ta-
bleau une croix (✗) signifie qu’il n’est pas proposé d’artéfacts spécifiques
pour la modélisation. Une coche (✓) signifie que des artéfacts sont pro-
posés. La dernière colonne distingue les approches permettant de décrire
des modèles de plates-formes (distingué par une coche (✓)) et non des ap-
plications implantées sur des plates-formes implicites4 (distingué par une
croix (✓)).
3http ://www.isis.vanderbilt.edu/projects/gme/
4Plates-formes décrites au niveau méta.
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Tab. 2.1 – Comparaison des études existantes sur la modélisation des










































































AADL ✗ ✓ ✗1 ✗ ✗ ✗ ✗ ✗2
PML5 ✗ ✗4 ✗4 ✗4 ✗4 ✓ ✗ ✓3
Metropolis ✗ ✓ ✓ ✓ ✗ ✓ ✓ ✓3
U
M
L TUT-Profil ✗ ✗4 ✗4 ✗4 ✗4 ✓6 ✓7 ✓2
SPT ✗ ✓ ✗ ✓ ✗ ✓6 ✓7 ✗2
1 Concepts génériques de ports et de connecteurs
2 Le langage proposé est une nouvelle plate-forme.
3 Le langage proposé permet de décrire des plates-formes exis-
tantes ou fictives.
4 Concepts génériques de composants
5 Extension lourde du métamodèle UML
6 UML fournit les moyens pour décrire les cycles de vie des
concepts
7 Utilisation du langage de contrainte OCL
Toutes les approches existantes : AADL, PML, Metropolis, TUT-
Profil et SPT proposent des artéfacts incomplets ou top abstraits pour
modéliser les plates-formes logicielles d’exécution multitâche. En fait, ces
approches modélisent les plates-formes à un très haut niveau d’abstrac-
tion. Ce niveau d’abstraction élevé permet de décrire aussi bien les plates-
formes logicielles que les plates-formes matérielles. Cependant, il ne fa-
cilite pas la compréhension et l’informatisation des modèles résultants,
c’est-à-dire qu’il ne permet pas la mise en place d’outils automatiques
d’analyse ou de génération. Ces analyses et ces générations sont en fait
possibles, mais elles nécessitent des sources d’information supplémen-
taires, sources qui caractérisent de la même façon la plate-forme et qui
devrait donc apparaître logiquement dans un modèle de plate-forme. Par
exemple, le profil UML SPT et le langage spécifique Metropolis modé-
lisent les mécanismes, respectivement, par des ressources et par des com-
posants. Les services sont quant à eux modélisés comme des opérations
UML et des opérations Java. Il est ainsi impossible pour un outil informa-
tique de faire la différence entre deux ressources ou entre deux services
sans informations supplémentaires. Même si l’analyse syntaxique et sé-
mantique du nom d’un mécanisme pourrait permettre cette distinction,
elle n’est pas garantie ni exempte d’une intervention de l’utilisateur.
34 Chapitre 2. État de l’art
Par rapport aux travaux existants, les besoins de modélisation de laPositionnement
taxonomie des mécanismes et des services doivent être satisfaits. Cette
thèse doit proposer des concepts métiers concrets tels que la notion de
tâche, de sémaphore, de boîte aux lettres. Elle ne doit pas définir une
nouvelle API comme le font les approches AADL ou SPT, mais elle doit
proposer des artéfacts pour décrire ces API. Dans un premier temps, cette
étude ne traite pas le problème de la syntaxe concrète ni celui des cycles
de vie puisque ces besoins nécessitent, auparavant, la satisfaction des be-
soins taxinomiques. De même, elle ne s’intéresse pas à la modélisation
des contraintes d’utilisation. Des langages dédiés tels OCL, LTL et LOC
peuvent être utilisés conjointement. Il faudra alors outiller les modeleurs
UML pour évaluer ces règles. Cette étude n’a pas pour objectif d’interfacer
de tels outils dans un premier temps.
Conclusion
Dans ce chapitre, le concept de plate-forme et de modèle de plate-forme
ont été définis au sens de l’IDM. Le modèle d’une plate-forme est le mo-
dèle de son API. Ensuite des besoins ont été définis et les études existantes
ont été confrontées. Leurs synthèses et leurs comparaisons positionnent le
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Fig. 2.1 – Synthèse des besoins pris en compte dans cette étude
La démarche de ce travail doit aboutir à la modélisation explicite des
plates-formes logicielles d’exécution multitâche et à l’intégration des mo-
dèles résultants dans un développement dirigé par les modèles. Elle doit
permettre de décrire l’ontologie des agences multitâches visées (concur-
rence, interaction, ordonnancement et entrée/sortie).
Pour satisfaire ces besoins, il faut tout d’abord étudier de manière gé-
nérique les briques élémentaires d’un métamodèle de plate-forme puis
appliquer ces briques sur un métamodèle de plate-forme multitâche. Ce
sont les sujets de la deuxième et de la troisième partie.
Deuxième partie
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Ce chapitre vise à définir les briques élémentaires, c’est-à-dire lesconcepts primitifs et les liens entre ces concepts, constituant le cœur
des métamodèles dédiés à la modélisation des plates-formes logicielles
d’exécution dans l’IDM.
Pour cela, cette section commence par identifier les contours de modé-
lisation des plates-formes. Ensuite, elle définit un motif de modélisation
nommé Resource-Service, c’est-à-dire un ensemble de métaconcepts et
de métaliens primitifs nécessaires à la description des plates-formes logi-
cielles d’exécution. Dans une dernière section, l’implantation de ce motif
dans un profil UML est discuté.
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3.1 Définition des contours de modélisation
3.1.1 Illustration des modélisations à mettre en œuvre
Dans le chapitre précédent 2.1.2 page 27, un modèle de plate-forme est
définit comme un modèle de son API. Tout comme le modèle applicatif,
ce modèle doit être décrit en UML. Il peut être décrit comme un Model
UML (plate-forme explicite) ou comme un Profil UML (plate-forme impli-
cite) (voir sous-section 3.3.2 page 50). Afin de concrétiser ces notions de Illustration des
modèles de
plates-formes
plates-formes explicites et implicites, la figure 3.1 page suivante repré-
sente, de manière simplifiée, une application robotisée. Dans cette appli-
cation, un contrôleur met à jour la consigne de position par l’opération
updateControl et calcul la consigne de trajectoire par l’opération compute.
Pour effectuer leurs calculs, ces opérations utilisent la variable position.
Dans cet exemple, un Robot ne possède qu’un contrôleur et qu’une po-
sition. Par conséquent, la position est partagée par les deux opérations
updateControl et compute. Cette application est implantée sur un ensemble
de plates-formes logicielles d’exécution : OSLibrary et RtPlatform.
La première représente une implantation d’un exécutif temps réel
qui fournit les concepts de partition mémoire (Process), de sémaphore
(Semaphore) et de tâches (Thread). L’ordonnancement de ces tâches est
effectué par un ordonnanceur (s) défini et instancié par la plate-forme
elle-même. Dans cette plate-forme, il n’existe pas le concept de tâche pé-
riodique. Une couche logicielle nommée RtPlatform a été développée pour
y remédier.
Le profil RtPlatform constitue la seconde plate-forme d’exécution de
cette application. Elle fournit le concept de service temps réel (RtService).
Ce service propose un contexte d’exécution périodique. Pour des raisons
propres à la méthodologie de développement, cette plate-forme est décrite
au niveau «méta» comme un profil UML. Les méthodes updateControl
et compute sont décrites comme des services temps réel. Ces services
sont alloués explicitement sur l’ordonnanceur s de la plate-forme expli-
cite OSLibrary. Ils s’exécutent dans le contexte d’un Robot qui réifie le
concept de processus de la plate-forme OSLibrary. Les accès simultanés à
la position sont gérés par un sémaphore explicite. Le diagramme de sé-
quence illustre la prise du sémaphore par la tâche updateControl. Dans ce
diagramme, la ligne de vie de l’objet Controller est dupliquée pour faciliter
la lisibilité du diagramme. En réalité, il n’existe qu’un seul contrôleur dans
l’application finale.
Dans cet exemple, il apparait que les relations entre l’application et les
plates-formes sont de deux types : les relations implicites et les relations
explicites.
3.1.2 Études des relations entre applications et plates-formes
L’application du stéréotype rtService sur l’opération compute spécifie Relations implicites
l’exécution de cette opération dans le contexte d’un service temps réel
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Fig. 3.1 – Illustration des modèles de plates-formes dans UML
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de la plate-forme RtPlatform (Ce service est par défaut périodique). L’an-
notation d’un élément applicatif par un stéréotype spécialise donc le mo-
dèle applicatif pour une plate-forme donnée. L’application d’un stéréo-
type lie implicitement le contexte d’exécution du concept applicatif avec
le contexte d’exécution du concept de la plate-forme. Toutefois, l’applica-
tion d’un stéréotype n’est pas la seule relation implicite dans cet exemple.
L’appel de l’opération semTake avec attente ou non, modélisé en UML
dans le diagramme de séquence par un appel synchrone ou asynchrone,
spécialise eux aussi l’exécution de l’application. L’ensemble des plates-
formes implicites impliquées dans la description de l’application est alors
l’ensemble {RtPlatform,UML}. L’application du stéréotype participe en fait
à une relation implicite plus globale qui est la relation de conformité ( χ ).
Cette relation implante implicitement l’exécution de l’application dans les
contextes d’exécution d’un ensemble de plates-formes décrites au niveau
méta.
En ce qui concerne les relations explicites, celles-ci sont plus facile- Relations explicites
ment détectables puisque explicites. Dans la figure 3.1 page précédente ,
trois types de relations différentes sont utilisées : l’héritage, le référence-
ment et les dépendances. Premièrement, l’héritage spécialise par enrichis-
sement [54] l’application en réifiant le concept de processus de la plate-
forme OSLibrary. Le comportement de la classe Robot hérite du compor-
tement de la classe Process (appel du constructeur parent spécifié dans le
diagramme de séquence).
Deuxièmement, le référencement d’un sémaphore par le contrôleur
spécialise l’application pour la plate-forme OSLibrary. Ce référencement
se traduit par le typage dans une description structurelle (typage de la
variable sem par la classe Semaphore) ou par un appel de service dans
une description comportementale (appel du service semTake).
Troisièmement, des dépendances sont décrites explicitement entre les
opérations de l’application et l’ordonnanceur de la plate-forme. Cette re-
lation de dépendance est une allocation dans l’exemple. Des relations de
Substitution , de Realisation ou enfin d’Usage sont aussi utilisables, chacune
dans un contexte défini par le métamodèle.
Il existe donc de nombreuses manières de spécialiser une application
pour une plate-forme donnée. Afin de définir les briques élémentaires de
modélisation des plates-formes, il est nécessaire de définir les contours de
modélisation des plates-formes.
3.1.3 Synthèse des contours de modélisation
Par définition une application ne peut modifier l’implantation d’une Un modèle applicatif
ne peut pas modifier
un modèle de
plate-forme
plate-forme. Le modèle applicatif ne peut donc pas modifier le modèle
de la plate-forme. Ce dernier est en «lecture seule» lorsqu’il est utilisé
pour décrire une application. Ainsi, les relations sont toujours orientées de
l’application (la source), vers la plate-forme (la cible). C’est nativement le
cas dans toutes les relations de l’exemple précédent. Les relations ne sont
donc pas à prendre en compte lors de la description des plates-formes. Les
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relations appartiennent soit au modèle applicatif lui même (l’héritage par
exemple) ou soit à un modèle orthogonal dédié (un modèle d’allocation
par exemple).
Par contre, la diversité des relations participe à la diversité des stylesDiversité des
approches de
modélisations
de modélisation. Indépendamment des approches d’implantation, il existe
par exemple des approches de modélisation objet, des approches de mo-
délisation fonctionnelle ou bien encore des approches de modélisation à
base de composant. La figure 3.1 page 40 , représente la plate-forme par
des classes, cependant, une modélisation par composants peut être envi-
sagée. Ainsi, outre la description de modèle et de profil UML, le cœur d’un
métamodèle de plate-forme doit être ouvert à toutes les approches de mo-
délisation disponibles dans UML pour décrire des API. Le cœur d’un tel
métamodèle est défini dans cette étude par un motif.
Dans les travaux de Gamma et al. [55], un motif se différencie d’un
patron (Design pattern) par le fait que le patron englobe le problème de
conception à solutionner et que le motif est une solution proposée à ce
problème. Un patron est constitué du problème, du motif proposé et
d’un ou plusieurs exemples d’implantation de ce motif. Dans cette étude,
le problème est la modélisation des plates-formes, le motif est nommé
Resource-Service et des exemples d’implantations sont illustrés dans la
suite de cette thèse.
3.2 Définition du motif Resource-Service
La modélisation des API indépendamment des approches de modélisa-
tion, passe par l’identification de besoins primitifs de modélisation struc-
turelle et comportementale, puis la satisfaction de ces besoins dans un
profil UML.
Une pratique de conception d’un profil UML est une approche en deux
étapes [56, 57]. Une première étape consiste à spécifier tous les concepts
utiles pour modéliser le domaine d’intérêt, à savoir les concepts métiers
et leurs relations (par exemple les concepts de tâche et de sémaphore). Le
modèle résultant est alors un modèle de domaine, c’est-à-dire la spécifi-
cation d’un métamodèle pour le domaine considéré. Ensuite, la seconde
étape vise à implanter cette spécification sous la forme d’un DSL ou d’un
profil UML. Les avantages de cette approche sont la séparation des préoc-
cupations (concepts métiers versus concepts linguistiques) et la factorisa-
tion du modèle de domaine pour plusieurs implantations. La figure 3.2
page suivante illustre l’approche de conception suivie dans la suite de
cette section. Dans un premier temps, les besoins sont définis et le mo-
dèle de domaine est construit. Ensuite, une implantation du modèle de
domaine dans un profil UML est proposée.
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Fig. 3.2 – Approche de conception des profils UML
3.2.1 Modélisation structurelle des APIs
Une API logicielle fournit principalement à l’utilisateur un ensemble :
a) de types, b) de types de donnée, c) d’instances et d) d’opérations.
 Les types – Comme le rappel Steel et Jézéquel [58], les types sont des
ensembles de valeurs sur lesquelles des opérations peuvent être définies.
Ils fournissent un contexte implicite pour les opérations et contraignent
l’utilisateur pour la description de l’application. Outre leur nom, ils sont
décrits par des propriétés. En pratique, ils représentent les mécanismes
fournis par la plate-forme comme le sémaphore et la tâche (Thread) de
l’exemple 3.1 page 40 .
 Les types de donnée – Les types de donnée sont des types particuliers
dont les instances ne sont identifiées que par leurs valeurs. Les types de
donnée spécifiques aux APIs des systèmes embarqués sont par exemple
les entiers signés, non signés sur huit, seize ou trente deux bits. Dans
l’exemple 3.1 page 40 , la priorité d’un Thread est un type de donnée
particulier dont les valeurs sont comprises entre zéro et dix.
 Les instances – Les instances sont des éléments typés, prédéfinis et
initialisés par la plate-forme elle-même. Elles sont paramétrables par l’uti-
lisateur et, parfois, directement manipulables par l’utilisateur. Dans la fi-
gure 3.1 page 40 , l’ordonnanceur s est un exemple de ces instances initia-
lisées par la plate-forme. L’utilisateur peut le paramétrer en lui affectant
par exemple une nouvelle politique d’ordonnancement. Il peut aussi le
manipuler en suspendant, par exemple, sa capacité de préemption sur les
tâches du système.
 Les opérations – Les opérations sont des ensembles d’actions que la
plate-forme fournie pour manipuler les types. En pratique, ce sont les ser-
vices permettant de manipuler les mécanismes des plates-formes. Ces opé-
rations sont appelées et paramétrées par l’utilisateur. La prise (semTake)
et la vente (semGive) d’un sémaphore sont par exemple effectuées par des
services de l’API dans la figure 3.1 page 40 .
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3.2.2 Définition des briques structurelles
Le métamodèle UML fournit des artéfacts pour la modélisation des types,
des types de donnée, des instances et des opérations respectivement
par les concepts de Type, DataType, InstanceSpecification et Operation. Le
concept UML Type est un élément abstrait, racine, du métamodèle qui
est ensuite réifié pour les approches objets (concepts de Classifier et de
Class) et les approches composants (StructuredClassifier et Component) par
exemple. Cette réification est intéressante pour le métamodèle de plate-
forme recherché car elle permet de modéliser des approches technolo-
giques et méthodologiques hétérogènes.
Cependant, comme la montré l’état de l’art du chapitre 2, UML doit
être spécialisé pour décrire des concepts dont les instances sont en nombre
limité et dont les capacités d’exécution sont limitées. La caractérisation de
ces capacités d’exécution s’illustre par la description des performances et
des qualités de services fournies. Ces caractéristiques qualifient les per-
formances de la plate-forme considérée. Les temps d’exécution au pire
cas sont des exemples de ces caractéristiques. Certaines études [59, 60]
proposent par exemple une quantification des pires temps d’exécution
pour les services de différents exécutifs temps réel. Ces quantifications
doivent donc pouvoir être modélisées et liées explicitement aux artéfacts
de modélisation des APIs (les types, les types de donnée et les services
par exemple). Certains concepts d’UML nécessitent donc d’être réifiés par
des concepts proches des préoccupations métiers des plates-formes d’exé-
cution, c’est-à-dire par les concepts de Ressource et de Service proposés
dans [9] et dans [44].
 Ressource – La notion de ressource (Resource en anglais) représente
les types de la plate-forme, c’est-à-dire les mécanismes fournis par la plate-
forme qu’il faut savoir gérer puisque leurs capacités d’exécution et leurs
instanciations sont limitées. Ces types sont alors caractérisés par des pro-
priétés (ResourceProperty). Elles sont instanciées sous la forme d’instance
de ressource (ResourceInstance).
 Service – Les traitements offerts par la plate-forme sont des services
de ressources (Service), c’est-à-dire un ensemble d’opérations qu’un client
(l’application) requière d’un serveur (la plate-forme) pour pouvoir s’exé-
cuter. Ces services sont alors principalement composés de paramètres,
c’est-à-dire d’éléments typés, renseignés lors des appels aux services.
Tous ces artéfacts de modélisation sont des éléments annotés, c’est-à-
dire qu’ils peuvent être qualifiés par des propriétés décrivant la qualité de
service garantie (le pire temps d’exécution par exemple). Ces propriétés
reflètent alors les caractéristiques d’exécution et de performance offertes à
l’utilisateur par la plate-forme.
La figure 3.3 page ci-contre illustre le modèle de domaine de ces
concepts.













Fig. 3.3 – Ébauche du modèle de domaine du patron Resource-Service
3.2.3 Agencement des briques élémentaires de modélisation
Deux agencements sont possibles pour conceptualiser le domaine des
plates-formes logicielles d’exécution : a) un agencement hiérarchique et
b) un agencement par référencement.
Agencement hiérarchique
Traditionnellement en métamodèlisation, les concepts d’un domaine sont
organisés sous la forme d’un arbre hiérarchique. Pour chaque concept du
domaine, un noeud de l’arbre est créé. Ce noeud est un métatype. Il est
lié aux autres concepts par des relations d’héritages, d’associations ou de
dépendances. Un fragment du modèle de domaine résultant est présenté
dans la figure 3.4 . Ce modèle est constitué de ressources. Ces ressources
possèdent des propriétés et des services. Certaines ressources sont des
tâches Task. Une tâche possède une priorité et des services d’activation et
de suspension d’exécution. Certaines de ces tâches sont périodiques. Elles






















Fig. 3.4 – Agencement hiérarchique du modèle de domaine




un nombre important de métatypes et, d’autre part, l’utilisation d’héritage
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multiple. L’utilisation d’un métatype pour chaque mécanisme, chaque
propriété, chaque service et chaque paramètre composant le modèle de
domaine des plates-formes est un frein cognitif à l’adoption et à l’utilisa-
tion d’un tel métamodèle. C’est d’autant plus un frein cognitif que, dans la
majorité des cas, ces métatypes ne possèdent aucune métacaractéristique
particulière. Par conséquent, il y a une redondance d’information entre le
rôle attribué à l’extrémité de l’association et le métatype typant ce rôle.
Par exemple, la notion de période est identifiée à la fois par le métatype
PeriodProperty et par la propriété period de la composition (composition
entre PeriodicTask et PeriodProperty). Il y a donc redondance d’informa-
tion.
Des outils pourraient être envisagés pour gérer, filtrer et guider l’utili-
sation de tous ces métatypes. Néanmoins l’objectif d’un motif pour la mo-
délisation des plates-formes d’exécution n’est pas la spécification d’une
méthodologie ou d’un outillage générique ; mais la capitalisation d’un en-
semble de concepts génériques nécessaires à l’établissement de méthodo-
logies spécifiques. Il est donc nécessaire, par construction, de minimiser
et de concentrer le nombre de concept à manipuler. Dans le cas de cette
étude, cette minimisation est obtenue grâce à un agencement du motif par
référencement.
Agencement par référencement
L’agencement par référencement est une forme plus évoluée de l’agence-
ment hiérarchique. Tout comme l’approche hiérarchique, cette approche
consiste à concevoir le modèle de domaine autour de concepts structurés
sous la forme d’une typologie hiérarchique. Ces concepts sont alors ca-
ractérisés par un ensemble de métapropriétés et de métaopérations. Les
concepts ne nécessitant pas de caractéristiques particulières sont modéli-
sés en tant que métarôles et non plus en tant que métatypes. Comme le
montre la figure 3.5 , certains concepts sont en fait décrits comme des




















Fig. 3.5 – Agencement par référencement du modèle de domaine
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Dans la figure 3.5 page ci-contre , les ressources possèdent toujours
des propriétés et des services. Ces propriétés et ces services jouent désor-
mais des rôles. Par exemple, une tâche (Task) possède des attributs. Un
de ses attributs joue le rôle de priorité. De même, certains de ses services
sont utilisés pour activer ou suspendre l’exécution : activate et suspend.





nombre de métatypes manipulés et, par agencement, de guider l’utilisa-
tion de ces types. En effet, dans le cas ou le métatype ne nécessite pas de
propriétés ou d’opérations particulières, elle évite la description d’un mé-
tatype et d’une association. Elle limite donc la prolifération des métatypes
et la redondance d’information .
De plus, cette approche n’impose pas que l’élément référé soit l’élé- Souplesse et liberté de
modélisationment possédé. Il est en effet possible de référencer des attributs ou des
services n’appartenant pas à la ressource décrite. Cette variation peut être
discriminante dans certains contextes de modélisation. Elle répond cepen-
dant à un réel besoin dans le cas des plates-formes d’exécution. En effet,
comme le montre la figure 3.6 , certaines méthodologies de modélisation
peuvent imposer l’utilisation d’interfaces pour modéliser les services et
attributs fournis par les ressources. Ainsi même si ce sont les interfaces
qui possèdent les attributs et les services à identifier, ce sont les classes
qu’il faut identifier comme des ressources. Il est donc nécessaire d’ou-
vrir le modèle domaine pour pouvoir identifier des caractéristiques qui ne











Ces services doivent être référencés même 
s’ils n’appartiennent pas à la ressource
Cette propriété et ce paramètre 
doivent être référencés 
par la même propriété du stéréotype
Fig. 3.6 – Utilisation d’interfaces pour la description d’une plate-forme
Enfin, cette approche par référencement permet de décrire des élé- Flexibilité de
modélisationments de métatypes différents qui exercent des rôles équivalents. Par
exemple, le rôle de priorité peut à la fois être joué par un attribut de
la ressource et par le paramètre d’un service. Dans certains systèmes d’ex-
ploitation par exemple, les services de création de tâche sont paramétrés
par la priorité de la tâche. Dans d’autres systèmes, la priorité de la tâche
est déclarée statiquement comme un attribut de la tâche. C’est par exemple
le cas dans la figure 3.6 ou la priorité d’un Thread est décrite à l’initiali-
sation par l’attribut priority puis est modifiée par le paramètre priority lors
de l’activation threadActivate. L’approche par référencement permet ainsi
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de capitaliser les rôles joués et donc de minimiser la redondance d’infor-
mation.
Toutefois, il est vrai que cette approche peut complexifier la compré-
hension des référencements. Un outil peut alors réduire cette complexité
en filtrant, par un système de vue, les métatypes (Property ou Parameter)
que l’utilisateur souhaite observer à un instant donné. L’approche par ré-
férencement est donc l’approche la plus appropriée pour décrire un méta-
modèle de plate-forme dans cette étude.
3.2.4 Synthèse du motif
Le modèle de domaine du motif de modélisation dédié à la description




















Fig. 3.7 – Synthèse du modèle de domaine du motif Resource-Service
Pour qu’un tel motif soit utilisable, il faut désormais l’implanter. Dans
cette étude, cette implantation est réalisée sous la forme d’un profil UML.
3.3 Implantation du motif Resource-Service dans UML
Implanter le motif dans UML se concrétise par la description d’un profil
UML. Après avoir détaillé les constituants d’un profil UML, il est néces-
saire d’étudier dans un deuxième temps le niveau de modélisation des
plates-formes (modèle ou métamodèle) puis, dans un troisième temps, de
décrire les extensions UML effectives.
3.3.1 Rappel sur les profils UML
Un Profil UML est une extension du métamodèle UML. C’est un package
UML qui importe, en lecture seule, le métamodèle UML et plus particu-
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lièrement les éléments du métamodèle dont la sémantique et l’utilisation
doivent être affinées. Pour cela, les éléments profilés du métamodèle sont
étendus par des Stereotype. Ces extensions (Extension), représentées par
une flèche noire pleine, spécifient le ou les contextes dans lesquelles le
stéréotype peut être appliqué (utilisé).
A l’origine, les stéréotypes ont été introduits par Wirfs-Brock et al. Présentation du
concept de stéréotype[61] pour pouvoir classer les éléments selon leurs responsabilités dans le
système. L’OMG a étendu l’utilisation des stéréotypes comme un moyen
d’étendre des métaclasses UML (un stéréotype hérite de la métaclasse
InfrastructureLibrary::Constructs::Class). Ainsi, un stéréotype possède des
propriétés (également appelées des Tag (étiquette)), des opérations, des
associations et des généralisations. Hormis les généralisations qui ne
peuvent être décrites qu’entre stéréotypes, les associations peuvent être
établies aussi bien entre les stéréotypes eux mêmes ou entre les stéréo-
types et les métaclasses. Dans ce dernier cas (stéréotype - métaclasse),
l’association est impérativement navigable dans un seul sens, du stéréo-
type vers la métaclasse, puisque dans le cas contraire un attribut serait
ajouté à la métaclasse ce qui est antinomique avec un import en lecture
seule du métamodèle UML.
La figure 3.8 illustre la définition d’un profil UML pour la description
d’une tâche périodique possédant une période et une priorité entière hé-
ritée d’un stéréotype Task. Cette tâche possède une opération UML jouant
le rôle de point d’entrée, c’est-à-dire une routine (une suite séquentielle
d’instructions) à exécuter dans le contexte de cette tâche. Ces éléments
constituent un profil nommé MultitaskingProfile. Ce profil est appliqué sur
un modèle nommé Application. La taxonomie de la classe Controller est par
exemple affinée en appliquant le stéréotype PeriodicTask, en affectant une
valeur dix à la priorité (Priority), cinq à la période (Period) et en préci-
sant le point d’entrée (l’opération) de la tâche (updateControl). Les champs
priority, period et entryPoint sont en fait des propriétés du stéréotype ren-
seignées par une ou plusieurs valeurs (Tagged valued au sens UML). Elles
sont illustrées en couleur puisque ce sont des métapropriétés et non des




























Fig. 3.8 – Extrait d’un profil UML pour la description d’application multitâche
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3.3.2 Choix du niveau de modélisation
UML permet de décrire les plates-formes dans deux niveaux de modélisa-
tion distincts que sont a) les profils (au niveau méta) et b) les modèles ou
plus particulièrement les librairies de modèles (au niveau modèle).
Un profil UML est théoriquement capable de satisfaire les besoinsModélisation de la
plate-forme par un
profil
de modélisation structuraux et comportementaux des plates-formes puis-
qu’un stéréotype est une classe en UML (une classe possède des proprié-
tés et des comportements). La description de la plate-forme comme un
ensemble de stéréotype UML est intéressante puisque les éléments stéréo-
typés sont caractérisés par leurs rôles joués dans le système. Il est ainsi
possible de spécialiser un modèle applicatif pour une plate-forme donnée
en stéréotypant les éléments de ce modèle applicatif. Par exemple, dans
la figure 3.1 page 40 , l’application du stéréotype rtService sur une opé-
ration précise que cette opération joue le rôle de service temps réel (elle
s’exécute dans le contexte du service temps réel). Les éléments applicatifs
sont en fait stéréotypés par les éléments de la plate-forme pour décrire
les rôles qu’ils jouent dans la plate-forme. Les méthodologies UML dé-
diée à l’analyse des systèmes utilisent abondamment cette approche de
modélisation [62] [63]. Malheureusement dans le contexte de cette étude,
une plate-forme ne peut pas être directement modélisée comme un profil
UML puisque la norme interdit l’application de stéréotype sur un stéréo-
type. Il est par conséquent impossible de décrire un profil UML décrivant
une plate-forme par un autre profil UML décrivant un métamodèle de
plate-forme.
Pour envisager une modélisation de la plate-forme par un profil UML,
un processus en deux étapes (minimum) est nécessaire. Les éléments sont
tout d’abord décrits comme un modèle UML puis, par une succession
de transformations, ce modèle est promut en un profil UML [57]. Ces
transformations sont complexes car il ne suffit pas de promouvoir une
classe en un stéréotype et une opération de cette classe en une opération
de ce stéréotype. Il faut par ailleurs chercher quelles sont les métaclasses
d’UML à étendre, restructurer les éléments du profil et s’assurer de la
cohérence du profil vis à vis du métamodèle UML. Que la description de
la plate-forme est implicite, elle nécessite la description d’une librairie de
modèle UML explicite.
En UML, la librairie de modèle (ModelLibrary) est un package parti-Modélisation de la
plate-forme par une
librairie de modèles
culier qui se rapporte aux librairies des langages de programmation. Elle
est utilisée pour décrire des éléments qui sont réutilisés par différents pa-
ckages. C’est le cas des éléments d’une plate-forme d’exécution qui sont
utilisés par plusieurs packages applicatifs.
La modélisation d’une plate-forme par une librairie de modèle est
une modélisation «classique» UML avec par exemple des diagrammes de
classes, des diagrammes de structures composites et des diagrammes de
comportements. Les mécanismes sont décrits comme des classes et les
services comme des opérations. L’application importe la librairie, instan-
cie les mécanismes et appelle les services (voir la figure 3.1 page 40 ). Les
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extensions du métamodèle UML concernent donc tout au moins les méta-
classes Class et Opération. Elles sont détaillées dans la section suivante.
3.3.3 Extension du métamodèle UML
L’implantation du motif Resource-Service ) en un profil UML suit un
ensemble de règles explicitées ci-dessous :
1. Un élément AnnotatedElement est un UML::kernel::Classes::Element.
Un Element peut être commenté, annoté par des stéréotypes et
contraint,
2. Une ResourceProperty est une propriété UML (UML::Kernel::Classes::Property),
3. Un ServiceParameter est un paramètre UML (UML::Kernel::Classes::Parameter),
4. Un Service est une opération UML (UML::Kernel::Classes::Operation)
puisque un paramètre est possédé par une opération,
5. Une Ressource fait l’objet d’un stéréotype à part entier car il
apporte de nouvelle association vers les classes TypedElement
et Operation d’UML. Ce stéréotype étend le concept de classe
(UML::Kernel::Classes::Class) puisque qu’il est le premier élément
hiérarchique dans le métamodèle UML à posséder des propriétés et
des services. Le stéréotype Resource ne possède par d’icône particu-
lière puisqu’il est destiné à être réifié pour un domaine donné. Son
extension avec la métaclasse Class n’est pas exigée (isRequired=false )
ce qui permet à l’utilisateur de décrire des classes dans le modèle de
plate-forme qui ne sont pas pour lui des ressources. Les machines à
états sont des exemples classiques de ces classes qui ne sont pas for-
cément considérées comme des ressources d’exécution en tant que
telle (la métaclasse ProtocoleStateMachine hérite de la métaclasse
Class dans UML),
6. Les rôles providedProperties, providedServices et providedParame-
ters sont implantés par le métamodèle UML lui même, par les rôles
ownedAttribute ownedOperation et ownedParameter,
7. Les associations entre Resource et TypedElement ne sont navi-
gables que dans un seul sens, c’est-à-dire que le rôle associé
à cette association est possédé par Resource, par conséquent ce
rôle n’est pas transformé en un stéréotype mais en une propriété
du stéréotype Resource. Cette propriété est typée par l’élément
UML::Kernel::Classes::TypedElement,
8. Les associations entre Resource et Service ne sont navigables que
dans un seul sens, c’est-à-dire que le rôle associé à cette associa-
tion est possédé par Resource, par conséquent ce rôle n’est pas
transformé en un stéréotype mais en une propriété du stéréo-
type Resource. Cette propriété est alors typée par l’élément UML
Operation et
9. Les instances des ressources ResourceInstance sont des spécifications
d’instances d’UML (UML::Kernel::Classes::InstanceSpecification). Une
règle OCL est nécessaire pour limiter le nombre de classes par ins-
tance. Une instance est associée à au plus une classe contrairement
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au métamodèle UML ou une instance peut être associée à plusieurs
classes.







roleServices : Operation [0..*]







































Modèle de domaine du motif
Implantation du motif en un profil UML
context InstanceSpecification inv: 
self.classifier->size() <= 1;
Métamodèle UML
Profil UML pour la description des plates-formes
roleElements 0..*
Fig. 3.9 – Implantation du motif Resource-Service dans un profil UML
3.4 Discussion




dèles dédiés à la modélisation des plates-formes d’exécution. Le principal
risque de description d’un tel motif c’est qu’il ne permette pas de décrire
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un métamodèle de plate-forme mais qu’il soit intrinsèquement une plate-
forme à part entière, c’est-à-dire une plate-forme abstraite décrite au ni-
veau méta. D’autre travaux liés à UML tels que [10], [16] ont par exemple
proposé des plates-formes abstraites au niveau méta. La figure 3.10 re-
produit leurs approches, nommée ici Littérature. Elle compare en partie
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Fig. 3.10 – Positionnement du motif Resource-Service vis à vis des approches de la
littérature




n’est pas un langage pour décrire des plates-formes d’exécution. En effet
dans la partie gauche de la figure 3.10 , les propriétés des ressources
sont d’ores et déjà typées par des types primitifs. Dans le profil résultant
le stéréotype étend la métaclasse InstanceSpecification et est utilisé pour
décrire les caractéristiques de l’application et non les caractéristiques de
la plate-forme. Par exemple, la priorité de l’instance t1 est précisée par les
propriétés du stéréotype et non par les propriétés de son type Thread.
Il est important de noter que les valeurs des métaattributs n’appar-
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tiennent pas «physiquement» aux entités du modèle. L’entité nomméCaractéristique
modèle versus
caractéristique méta
t2 dans la partie gauche de la figure 3.10 page précédente n’a aucune
«connaissance» de sa priorité puisqu’elle n’est pas définie dans le modèle.
Aucun service de sa classe ne peut accéder à la priorité décrite dans le
stéréotype puisque cette information n’appartient pas au modèle mais au
métamodèle. Même si ces informations sont décrites visuellement dans le
modèle sous la forme d’une note textuelle, celles-ci restent des métapro-
priétés, c’est-à-dire que ce ne sont pas des propriétés de l’élément modé-
lisé. Ce sont des propriétés utilisées pour décrire les métacaractéristiques
de l’entité modélisée (ici la notion d’instance UML). Pour connaître cette
information, il faut être capable de faire de l’introspection sur les entités,
c’est-à-dire d’être capable de manipuler des caractéristiques du langage
dans le contexte d’une entité d’un modèle. Si certains langages comme le
Java le permettent, il n’y a rien de natif dans l’IDM et plus particulière-
ment dans UML. La règle OCL 3.1 montre l’utilisation des opérations Java
pour y parvenir, opérations qui sont propres à l’outil UML2 d’ECLIPSE et
non à OCL ou à UML.
context UML!Element def : getTagValue(
stereo : UML!Stereotype,
tag : UML!Property) :
UML!Element =
self.getValue(self.getAppliedStereotype(stereo.name),tag.name);
Code 3.1 – Expression OCL de la littérature pour l’obtention des métavaleurs d’un sté-
réotype
Outre ce problème d’information méta et non modèle, ce style deIncohérence des
modélisations modélisation peut conduire très rapidement à des incohérences comme
l’illustre la figure 3.10 page précédente . Par exemple, une valeur est af-
fectée à la propriété priority de la classe Thread. Cependant, cette valeur est
différente de celle spécifiée dans la métapropriété priority du stéréotype
RtService. Il n’existe aucun lien entre ces deux informations même si fon-
damentalement elle exprime la même sémantique, c’est-à-dire la priorité
de la tâche.
Enfin, dans le cas de gauche, l’application d’un stéréotype sur unDétournement des
stéréotypes élément UML n’est pas une classification (une conformité) comme le pré-
conisait à l’origine Wirfs-Brock et al. [61]. Ce n’est pas un rôle joué par
un élément du modèle mais une instanciation d’un mécanisme décrit au
niveau méta. Dans le cas du service, c’est un appel sur un service décrit
au niveau méta. Par exemple, dans la figure 3.10 page précédente , le
type de l’élément t2, c’est-à-dire de la spécification d’une instance t2 au
sens d’UML, n’est pas défini explicitement dans le modèle. Ce n’est pas
une faute de modélisation puisque le métamodèle UML le permet. En fait,
l’application du stéréotype a implicitement «typé» cette instance t2 comme
étant une PeriodicTask de la plate-forme Litterature. t2 est une tâche au sens
du profil. L’utilisation de stéréotype pour «typer» les instances décrites
dans le modèle n’est pas une approche native d’UML. Par conséquent, les
outils manipulant ces modèles de plates-formes devront être adaptés pour
pouvoir déterminer automatiquement quel est le type de cette instance. Il
ne suffira pas d’interroger la propriété classifier d’une InstanceSpecification
mais il faudra aussi se soucier des stéréotypes appliqués sur cette instance
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en espérant que tous les stéréotypes de l’application soient utilisés comme
des métatypes et non comme des annotations guidant les transformations
outillées. Les figures 3.2 et 3.3 illustrent la description de la même règle
OCL pour chacune des approches de la figure 3.10 page 53 . Appelées
dans le contexte d’une instance, ces deux fonctions retournent la liste des
classes de cette instance. Dans le cas de la littérature, il faut agréger (pri-
mitive include) les classes spécifiées par la métapropriété classifier et les





Code 3.2 – Expression OCL de la littérature pour l’obtention des classes d’une instance
context UML::InstanceSpecification def:getClassifiers() :
Sequence(UML::Classifier) =
self.classifier;
Code 3.3 – Expression OCL de cette étude pour l’obtention des classes d’une instance
En somme, le profil Litterature est une nouvelle API permettant de Plate-forme implicite
versus métamodèle de
plate-forme
décrire des applications, c’est-à-dire une plate-forme implicite. Ce n’est
pas une abstraction d’un langage pour décrire des plates-formes, c’est-à-
dire un métamodèle, mais la description d’une nouvelle plate-forme dé-
crite au niveau méta. Le motif Resource-Service n’est justement par cette
nouvelle API. Ce n’est pas une plate-forme implicite mais un motif pour
décrire des plates-formes. Le profil construit autour du motif Resource-
Service décrit bien les ressources de la plate-forme et non l’utilisation de
ces ressources pour décrire l’application. Le lecteur pourra noter que le
profil de droite (Resource-Service) peut être utilisé pour décrire le profil
de gauche (Litterature) dans la figure 3.10 page 53 . L’inverse est par contre
impossible.
Conclusion
L’objectif principal de ce chapitre était de décrire les briques élémentaires
d’un métamodèle de plate-forme et leurs agencements, c’est-à-dire le cœur
d’un métamodèle de plate-forme logicielle d’exécution.
Pour cela, un motif nommé Resource-Service a été défini. Il peut être
utilisé pour concevoir un métamodèle générique de plate-forme logicielle
ou pour la conception d’un métamodèle de plates-formes logicielles spéci-
fiques à des domaines donnés. Il doit être utilisé, appliqué et réifié lors de
la conception d’un métamodèle de plate-forme. Dans le contexte de cette
étude, un tel métamodèle est un profil UML. Des règles d’implantation
de ce motif dans un profil UML ont donc été définies. Cette implantation
UML (profil+métamodèle) répond aux besoins de modélisation de la taxo-
nomie identifiés dans la section 2.1.2 page 27. La figure 3.11 page suivante
illustre la satisfaction de ces besoins.
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La proposition de ce motif est une contribution originale par rapport
aux travaux de la littérature. Il a donc fait l’objet de deux publications. Une
première au sein de la conférence ECRTS (Euromicro Conférence on Real-
Time Systems) dans la section des travaux en cours [64] et une seconde
dans la revue nationale Objet RTSI [65].
Avant d’être appliqué sur un métamodèle de plate-forme d’exécution
réel (chapitre 6 page 91), ce motif doit être confronté au différent cas de
modélisations. Il en résultera des heuristiques de modélisations utilisables
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Ce chapitre vise à étudier l’impact du motif Resource-Service sur lamodélisation des plates-formes. Plus particulièrement, il doit définir
les heuristiques de modélisation constituant le cœur d’une méthodologie
dédiée la modélisation des plates-formes. Ce cœur doit ensuite être étendu
pour des méthodes métiers, c’est-à-dire des méthodes de modélisation
adéquates pour un contexte de développement donné.
Pour cela, le travail est divisé en deux étapes. Premièrement, les cas
de modélisation auquel sont confrontés les métamodèles de plates-formes
sont identifiés. Deuxièmement, les heuristiques de modélisation sont dé-
duites pour chacun de ces cas. Enfin, dans une troisième et dernière sec-
tion, ces heuristiques et dépendances sont discutées.
57

4.1. Identification des cas de modélisation 59
4.1 Identification des cas de modélisation
Un métamodèle de plate-forme appliquant le motif Resource-Service est
utilisé pour modéliser des plates-formes logicielles d’exécution. Ce méta-
modèle représente une ontologie des plates-formes logicielle d’exécution
permettant de décrire des modèles de plates-formes différents [66]. Cette
utilisation pose le problème de l’exhaustivité du métamodèle. L’ontolo-
gie qu’il représente rassemble les concepts communs du domaine (des
plates-formes). Cependant, chaque plate-forme possède ses propres carac-
téristiques et ses propres spécificités. Ainsi, un ou plusieurs éléments du
modèle de la plate-forme peuvent être décrits par un ou plusieurs élé-
ments du métamodèle. Réciproquement, un ou plusieurs éléments du mé-
tamodèle peuvent être utilisés pour décrire un ou plusieurs éléments de
la plate-forme. La figure 4.1 illustre chacun de ces cas. Ils sont détaillés
ci-dessous :
– 1 élément de la plate-forme est décrit par 1 élément du métamodèle
(1 7→ 1),
– 1 élément de la plate-forme est décrit par M éléments du métamo-
dèle (1 7→ M) avec M un entier tel que M ≥ 2,
– N éléments de la plate-forme sont décrits par 1 élément du métamo-
dèle (N 7→ 1) avec N un entier tel que N ≥ 2,
– N éléments de la plate-forme sont décrits par M éléments du mé-
tamodèle (N 7→ M) avec N et M deux entiers tel que N ≥ 2 et
M ≥ 2.
– Aucun élément de la plate-forme est décrit par M éléments du mé-
tamodèle (0 7→ M) avec M un entier tel que M ≥ 1,
– N élément de la plate-forme est décrit par aucun (0) élément du
métamodèle (N 7→ 0) avec N un entier tel que N ≥ 1,
Fig. 4.1 – Illustration des cas de modélisation auxquels sont confrontés les métamodèles
de plates-formes
Pour chacun de ces cas, des heuristiques de modélisation dédiées au
motif Resource-Service peuvent être définies.
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4.2 Définition des heuristiques de modélisation
Dans cette étude, la réponse du motif Resource-Service aux différents cas
de modélisation doit être étudiée pour a) les ressources, b) les éléments
typés restreints aux propriétés ainsi qu’aux paramètres et c) les services.
4.2.1 Définition des heuristiques de modélisation pour les ressources
Correspondance 1 7→ 1
La modélisation d’une ressource de la plate-forme par un stéréotype du
métamodèle se concrétise par l’application d’un stéréotype, c’est-à-dire
par la relation de conformité, χ, entre la ressource et le stéréotype. Cette
relation de conformité indique que la sémantique du stéréotype dénote la
sémantique de la ressource. Par exemple, dans la figure 4.2 , la séman-
tique du concept (PeriodicThread) est décrite par la sémantique dénotant
le concept de tâche périodique (PeriodicTask) du métamodèle de plate-
forme. La sémantique de PeriodicThread est conforme à la sémantique de
PeriodicTask :
PeriodicThread χ PeriodicTask (4.1)
« profile »
Platform metamodel
activateServices : Operation [0..*]














priorityElements = [ priority ]
activateServices = [ activate() ]
Fig. 4.2 – Illustration de la correspondance 1 7→ 1 pour les ressources
Correspondance 1 7→ M
La modélisation d’une ressource de la plate-forme par plusieurs éléments
du métamodèle se concrétise par l’application de plusieurs stéréotypes
sur cette ressource, c’est-à-dire par une conformité multiple1. Dans la
1 Bien que la conformité multiple soit théoriquement possible dans les approches DSL,
dans la plupart des implantations actuelles (l’infrastructure EMF d’Eclipse par exemple)
cette relation est implantée par la relation d’instanciation Java. Le métamodèle est im-
planté comme un ensemble de classe Java. Les éléments du modèle sont des instances de
ces classes. Or en Java, une instance ne peut avoir qu’une seule classe et par conséquent
la relation de conformité est simple.
4.2. Définition des heuristiques de modélisation 61
norme UML, l’application de plusieurs stéréotypes est un point de va-
riation sémantique. Pour la modélisation des plates-formes, un méca-
nisme pour figer ce point de variation est l’opérateur de composition qui
est notée ⊗ dans cette étude. Une application multiple est la composi-
tion de chacune des applications unitaires. En d’autres termes, la séman-
tique de la ressource modélisée est la composition des sémantiques déno-
tant chacun des stéréotypes appliqués. Par exemple dans la figure 4.3 ,
une ressource PeriodicProcess stéréotypée doublement par PerioricTask et
MemoryPartition est une composition du concept de tâche périodique et du
concept de partition mémoire au sens du métamodèle tel que :
PeriodicProcess χ (PeriodicTask ⊗ MemoryPartition) (4.2)
Fig. 4.3 – Illustration de la correspondance 1 7→ M pour les ressources
Correspondance N 7→ 1
La modélisation de plusieurs éléments de la plate-forme par un seul sté-
réotype est un cas trivial puisqu’il illustre l’application du même stéréo-
type sur différents éléments du modèle.
Correspondance N 7→ M
Cette correspondance est une composition des cas N 7→ 1 et 1 7→ M.
Elle se traduit par l’application de plusieurs stéréotypes sur plusieurs élé-
ments.
Correspondance 0 7→ M
Cette correspondance correspond au cas ou il est intéressant de mettre en
œuvre plusieurs ressources dont la sémantique globale correspond à la
sémantique d’un ou plusieurs concepts du métamodèle. Par exemple, cela
permet de décrire des motifs de conception multitâche [67].
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En UML, il existe deux approches principales pour décrire des motifs
de conception. La première consiste à décrire des collaborations et la se-
conde à décrire des types abstraits qui ne possèdent pas d’implantation
spécifiques dans la plate-forme mais qui agrège les éléments à mettre en
œuvre pour concevoir cette fonctionnalité.
Les collaborations (se référer au chapitre neuf de [37]) sont les sup-
ports de modélisation des motifs de conception dans UML. Une collabo-
ration conceptualise un ensemble de classe collaborant entres elles pour
satisfaire un objectif précis. Elle décrit les liens requis entre les instances
de ces classes. Ces instances jouent alors des rôles dans le contexte de
la collaboration. Ces rôles sont représentés par des propriétés, appelées
des parties Part. Ces parties spécifient les caractéristiques structurelles des
classes dans le contexte de cette collaboration (par des valeurs par dé-
faut). Elles sont liées par des connecteurs qui définissent les interactions
requises entre les instances collaborantes. Les parties et les connecteurs
sont respectivement typés par des classes et des associations du modèle
d’un modèle de classe associé (le diagramme Composite en UML). Les
parties et les extrémités des connecteurs possèdent des multiplicités. La fi-
gure 4.4 illustre la description structurelle d’un motif de conception d’une
tâche périodique sur une plate-forme ne fournissant que les concepts de
tâches, d’événements et d’alarmes. Dans ce motif une alarme signale pé-
riodiquement un événement à une tâche. La période de la tâche est alors
le temps entre les réceptions de deux occurrences de cet événement. La
description de cette collaboration par le métamodèle de plate-forme se
concrétise par l’application du stéréotype PeriodicTask. La sémantique du
stéréotype appliqué dénote la sémantique de la collaboration tel que :
































priorityElements = [ Thread::priority ]
periodElements = [ Alarm::period ]
« profile »
Platform metamodel
priorityElements : TypedElement [0..*]







Fig. 4.4 – Utilisation des collaborations pour illustrer la correspondance 0 7→ M
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Bien que les collaborations soient adéquates pour des modélisations
structurelles, elles ne peuvent pas posséder d’opération ce qui limite leurs
utilisations dans le contexte du motif Resource-Service (le motif réfé-
rence des opérations). Une alternative est l’utilisation de classes structu-
rées. Ces classes possèdent des parties (Part) et décrivent des opérations
Operation. Par exemple dans la figure 4.5 , le motif d’initialisation d’une
tâche périodique est modélisé. Ce motif d’initialisation est décrit par une
activité constituée des actions de création de l’événement, d’activation de
la tâche et enfin d’activation de l’alarme. Tout comme les classes utilisées
pour décrire l’implantation, cette activité est abstraite puisqu’elle ne pos-






















task : Thread [1]
signal : Event [1]








priorityElements : TypedElement [0..*]
periodElements : TypedElement [0..*]











priorityElements = [ Thread::activateThread::priority ]
periodElements = [ Alarm::activateAlarm::period ]









Fig. 4.5 – Utilisation des classes composées pour illustrer la correspondance 0 7→ M
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Correspondance N 7→ 0
Outre la non modélisation de ces ressources par le métamodèle (faiblesse
du métamodèle), la modélisation de ressources qui ne correspondent à
aucun élément du métamodèle de plate-forme est possible si et seulement
si le comportement de cette ressource est simulé par la composition des
comportements des autres ressources de la plate-forme qui sont explicite-
ment décrites par le métamodèle. L’utilisation de classes structurées peut
permettre de satisfaire ce cas. Ces classes possèdent alors des parties qui
référencent des ressources décrites par le métamodèle. Ces parties sont
privées car elles abstraient une implantation possible du mécanisme. La
figure 4.6 illustre la description structurelle d’une tâche périodique dont






















- task : Thread
- signal : Event



















Tous les parties de la classes sont privées
Tous les types 
des parties sont 
stéréotypés
Fig. 4.6 – Illustration de la correspondance N 7→ 0 pour les ressources
4.2.2 Définition des heuristiques de modélisation pour les éléments
typés
Correspondance 1 7→ 1
La description d’une propriété ou d’un paramètre de la plate-forme par un
élément du métamodèle est intrinsèque au motif Resource-Service. Elle
se traduit par le référencement de cet élément typé par une propriété d’un
stéréotype. La sémantique de ce référencement est l’égalité mathématique
(=). Une valeur (une instance) de l’élément typé est égale à une valeur
de la propriété du stéréotype. Par exemple, dans la figure 4.2 page 60 ,
la propriété priority est référencée par la propriété priorityElements, c’est-
à-dire que mathématiquement la valeur référencée est égale à la valeur
affectée à l’attribut tel que :
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| priorityElements | = | priority | (4.4)
Correspondance 1 7→ M
La représentation d’une propriété ou d’un paramètre par plusieurs pro-
priétés d’un stéréotype est intrinsèque au motif. Dans la figure 4.7 , la
ressource PeriodicThread est caractérisée par une échéance Deadline. Dans
cette plate-forme (fictive), la politique d’ordonnancement est une politique
hors ligne à échéance. La priorité d’un PeriodicThread est donc définie par
son échéance. L’attribut Deadline est alors référencé aussi bien comme une
échéance que comme une priorité (PriorityElements et DeadlineElements).
La sémantique de ce référencement est là aussi l’égalité mathématique :
| priorityElements | = | deadline |
| deadlineElements | = | deadline |
(4.5)
Platform model « apply »
« profile »
Platform metamodel
priorityElements : TypedElement [0..*]
deadlineElements : TypedElement [0..*]
« stereotype »







deadlineElements = [ deadline ]
priorityElements = [ deadline ]
Fig. 4.7 – Illustration de la correspondance 1 7→ M pour les éléments typés
Correspondance N 7→ 1
Le motif Ressource-Service répond nativement à ce cas de figure puis-
qu’il autorise qu’une propriété du stéréotype référence plusieurs éléments
du modèle. La figure 4.8 page suivante illustre par exemple le cas ou à
la fois une propriété et un paramètre d’un service sont utilisés, dans des
contextes différents, pour spécifier l’échéance d’une tâche périodique.
| deadlineElements | = | deadline |
| deadlineElements | = | deadlineParam |
(4.6)
Correspondance N 7→ M
Cette correspondance est une composition des cas N 7→ 1 et 1 7→ N. Elle
se traduit par un référencement multiple et par des références multiples.










Fig. 4.8 – Illustration de la correspondance N 7→ 1 pour les éléments typés
Correspondance 0 7→ M
Ce cas de figure apparaît lorsqu’un ou plusieurs éléments de la plate-
forme sont impliqués dans une expression mathématique dont le ré-
sultat doit être référencé par le métamodèle. Par exemple dans la fi-
gure 4.9 page ci-contre , la priorité d’un PeriodicThread est issue de for-
mules mathématiques. Le choix de la formule dépend de la politique de
l’ordonnanceur Scheduler. Lorsque la politique est monotone sur la pé-
riode (Rate monotonic (RM)), la valeur de la priorité est l’inverse de la pé-
riode, sinon la priorité est l’inverse de l’échéance (politique monotone sur
l’échéance, Deadline Monotonic (DM)). La propriété du stéréotype doit alors
référencer le résultat de la formule mathématique, c’est-à-dire le résul-
tat d’une expression. En UML, une expression est un élément typé, par
conséquent, une propriété d’un stéréotype peut référencer cette expres-
sion. Cette expression peut être, soit composée d’opérandes et d’opéra-
teurs (Expression), ou soit opaque (OpaqueExpression). Dans ce dernier
cas les langages Java ou OCL peuvent être par exemple utilisés. La figure
4.9 page suivante illustre l’utilisation d’une OpaqueExpression spécifiée
en OCL pour décrire l’expression relative à la priorité.
| priorityElements | = | priorityExpression | (4.7)
Correspondance N 7→ 0
Tout comme le cas précédent des Expression ou des OpaqueExpression
peuvent être utilisées. Dès lors, les modélisations de propriétés et de pa-
ramètres qui ne correspondent à aucun élément du métamodèle de plate-
forme sont possibles si et seulement si l’expression, dénotant cette pro-
priété ou ce paramètre, référence des éléments identifiés par le métamo-
dèle. Par exemple dans la figure 4.10 page ci-contre , le métamodèle ne
propose aucun élément pour identifier la période d’une tâche. Dans la
plate-forme modélisée, la période est toujours définie comme l’instant sui-
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vant l’échéance de la tâche. Cette échéance est identifiée par le métamo-
dèle, par conséquent il est possible de décrire la sémantique de la période
par une expression référençant l’échéance de la tâche. Cette expression
peut ainsi permettre de générer une valeur pour la période même si cette
propriété n’est pas explicitement identifiée par le métamodèle.
« profile »
Platform metamodel
priorityElements : TypedElement [0..*]
deadlineElements : TypedElement [0..*]













deadlineElements = [ deadline ]
periodElements = [ period ]




body = ‘helper context PeriodicThread def: computePrio() : Real =













Fig. 4.9 – Illustration de la correspondance 0 7→ M pour les éléments typés
context PeriodicThread inv :
            self.period = self.deadline+1;
Fig. 4.10 – Illustration de la correspondance N 7→ 0 pour les éléments typés
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4.2.3 Définition des heuristiques de modélisation pour les services
Correspondance 1 7→ 1
La modélisation d’un service de la plate-forme se concrétise par le réfé-
rencement de ce service par une propriété d’un stéréotype. Dans ce cas,
la sémantique dénotant la propriété du stéréotype décrit la sémantique
du service référencé. Par exemple, dans la figure 4.2 page 60 , le service
threadActivate est référencé par la propriété activateServices. Au sens du
métamodèle, il permet donc d’activer une tâche périodique.
Correspondance 1 7→ M
Un service peut être référencé nativement par plusieurs propriétés d’un
stéréotype. Dans la figure 4.11 , le service threadSpawn permet soit d’ac-
tiver une tâche déjà créée ou bien de créer une tâche qui n’est pas active.
Du point de vue du métamodèle, le même service est utilisé pour créer et
pour activer une tâche périodique (PeriodicThread). De même, au sens du
métamodèle, la création et l’activation d’une tâche périodique nécessite un




createServices : Operation [0..*]
activateServices : Operation [0..*]
« stereotype »








createElements = [ threadSpawn() ]
activateElements = [ threadSpawn() ]
Fig. 4.11 – Illustration de la correspondance 1 7→ M pour les services
Correspondance N 7→ 1
La description de plusieurs services par une même propriété d’un sté-
réotype est intrinsèque au motif Resource-Service. La figure 4.12 page
suivante illustre le cas du polymorphisme où deux services avec des si-
gnatures différentes permettent d’activer une tâche. Leurs sémantiques
sont dénotées par un seul stéréotype.




activateServices : Operation [0..*]
« stereotype »










activateServices = [ threadSpawn(prio), threadSpawn(prio,deadline) ]
Fig. 4.12 – Illustration de la correspondance N 7→ 1 pour les services
Correspondance N 7→ M
Cette correspondance est une composition des cas N 7→ 1 et 1 7→ N.
Elle se traduit par des référencements multiples et par des références mul-
tiples.
Correspondance 0 7→ M
Les activités UML permettent de décrire des flots d’action, de flots de
contrôle et des flots de donnée. Par exemple, dans la figure 4.13 page
suivante , le service chain permet d’activer un PeriodicThread précisé en
paramètre puis de suspendre la tâche appelante. Cette sémantique n’est
pas nativement supportée par la plate-forme. Une activité est alors utili-
sée pour décrire une implantation de cette sémantique. Cette activité est
abstraite puisque son implantation n’existe pas réellement dans la plate-
forme. Malheureusement, l’implantation du motif Resource-Service ne
permet pas de référencer directement des activités UML mais essentielle-
ment des opérations. L’utilisateur doit donc modéliser une opération vir-
tuelle dans la ressource décrite puis référencer le corps de cette opération
par l’activité citée précédemment. La figure 4.13 page suivante illustre
une telle modélisation.
Correspondance N 7→ 0
La solution à ce cas de figure rejoint le cas précédent en ce sens que des
Activiy UML peuvent être utilisées pour définir cette sémantique. Elle est
alors décrite par appelle aux services identifiés par le métamodèle. L’iden-
tification de services ne correspondant à aucun élément du métamodèle
de plate-forme est alors possible si et seulement elle est décrite par des
appels successifs à des services référencés. La figure 4.14 page suivante
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Fig. 4.13 – Illustration de la correspondance 0 7→ M pour les services
« profile »
Platform metamodel
activateServices : Operation [0..*]















activateServices = [ activate() ]








Certains services peuvent 
être abstraits mais ils 
doivent tous être référencés
Représentation du méta-lien
Fig. 4.14 – Illustration de la correspondance N 7→ 0 pour les services
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4.2.4 Synthèse des heuristiques de modélisation
Le tableau 4.2.4 synthétise les heuristiques de modélisation identifiées.
Tab. 4.1 – Synthèse des heuristiques de modélisation pour chaque correspondance Plate −
f orme 7→ pivot






































0 7→ 1 Collaboration où classe
stéréotypées
Expression Activity
























1 N un entier tel que N ≥ 2,
2 M un entier tel que M ≥ 2,
3 Un élément du modèle est référencé par plusieurs propriétés du stéréotype,
4 Plusieurs stéréotypes sont appliqués sur le même élément,
5 Une propriété du stéréotype référence plusieurs éléments du modèle,
6 M un entier tel que M ≥ 1,
7 N un entier tel que N ≥ 1,
4.3 Discussions
Le grand degré de liberté de modélisation fourni par le motif est une Adéquation du
motif ?force face à l’hétérogénéité des plates-formes à modéliser. Cette liberté de
modélisation permet une grande flexibilité d’utilisation, flexibilité qui doit
72 Chapitre 4. Spécification d’un cadre méthodologique dédié au motif Resource-Service
être limitée par des contraintes (OCL) dans des méthodologies outillées.
Même si le couple (UML, Resource-Service) a permis d’identifier des
solutions de modélisation pour chacun des cas de modélisation, les cas
où la plate-forme ne propose pas nativement de concept (0 7→ M) et ou
le métamodèle ne permet pas de modéliser certains concepts de la plate-
forme (N 7→ 0) sont discutables.
Le cas 0 7→ M est surprenant en première lecture car il illustre laLe cas 0 7→ M est-il
légitime ? contradiction de vouloir modéliser quelque chose qui n’existe pas dans la
plate-forme. Pourtant, il est légitime lorsque les modèles de plates-formes
sont utilisés dans des méthodologies outillées. En effet, ces modèles de
plates-formes sont supposés être utilisés en entrée de transformations de
modèles qui produisent un modèle spécifique à une plate-forme cible à
partir d’un modèle spécifique à une plate-forme source. Dans les cas où la
plate-forme source propose un ensemble de concepts que la plate-forme
cible ne propose pas, il est nécessaire de décrire une implantation du mé-
canisme manquant sur la cible. C’est donc le cas ou il faut modéliser un
mécanisme inexistant nativement (0) par un ou plusieurs éléments du mé-
tamodèle (M). Il est légitime de décrire cette implantation par le métamo-
dèle de plate-forme puisque les transformations sont écrites vis à vis de ce
métamodèle. Il est vrai que dans un tel cas de figure, le modèle de la plate-
forme est pollué par des détails utiles dans un contexte de transformation
donné. Pour pouvoir réutiliser et capitaliser les modèles de plates-formes,
il est donc préconisé de séparer la modélisation de la plate-forme et la mo-
délisation des motifs d’implantation. Comme le montre la figure 4.15 , les
méthodologies de modélisation des plates-formes peuvent imposer la des-
cription de deux modèles. Le premier regroupe les concepts intrinsèques
à la plate-forme (Platform Core) et le second les motifs de conceptions as-
sociés à cette plate-forme (Platform Pattern).
Fig. 4.15 – Structuration préconisée des modèles de plate-forme
Le cas (N 7→ 0) est beaucoup plus litigieux. Une première approche,Le cas N 7→ 0 est-il
légitime ? simple, est de considérer que c’est une faiblesse du métamodèle. Ce cas
illustre en effet le fait que le métamodèle ne possède aucun artéfact pour
décrire certains éléments de la plate-forme. L’extension du métamodèle
permet alors de ce ramener au cas 1 7→ 1, N 7→ 1, 1 7→ M ou N 7→ M.
Dans une deuxième approche, ce cas implique la description des éléments
de la plate-forme par des éléments primitifs de la plate-forme qui sont
décrits par le métamodèle. Cette description n’est peut être pas repré-
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sentative de l’implantation. Elle peut être utilisée dans des phases d’op-
timisation des transformations et des générations. Cette approche reste
néanmoins très exploratoire. Elle fait appel à des techniques de l’intelli-
gence artificielle et plus particulièrement du domaine de la configuration
[68]. Ce cas de figure soulève le problème de la définition d’une ontologie
minimaliste ou d’une ontologie complète d’un domaine. Dans le cas des
plates-formes d’exécution, l’hétérogénéité réfute l’hypothèse d’une onto-
logie complète. Elle favorise la description d’une ontologie (minimaliste
ou non) et d’un ensemble d’artéfacts de modélisation pour palier aux dif-
férents cas de modélisation.
Conclusion
Dans ce chapitre, l’objectif était d’étudier les heuristiques de modélisation
associées au motif Resource-Service. Il apparaît que l’implantation UML
de ce motif répond à tous les cas de figure rencontrés durant la modéli-
sation des plates-formes. Il a été montré par des expérimentations que le
couple (UML, motif) permet de répondre à chacun des besoins de modé-
lisation. Ces expérimentations identifient un ensemble d’heuristiques de
modélisation des plates-formes. Ces heuristiques constitueront le cœur de
méthodologies de modélisation des plates-formes. La méthodologie Ac-
cord|UML [40] pourrait par exemple être enrichie par ces heuristiques
pour intégrer explicitement les plates-formes d’exécution dans le cycle de
développement.
Ainsi, après avoir défini et validé expérimentalement le motif
Resource-service, il faut désormais s’assurer que ces méthodologies
peuvent être outillées, c’est-à-dire que des architectures et des services de
transformations peuvent être décrits. Le chapitre 5 page 75 vise à spécifier
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Ce chapitre vise à décrire un cadre technologique pour le motifResource-Service. Il vise à outiller le motif Resource-Service afin
d’intégrer des modèles explicites de plates-formes d’exécution dans des
infrastructures génératives, c’est-à-dire dans des transformations de mo-
dèles outillées.
Pour cela, le chapitre est divisé en deux étapes. Premièrement, l’inté-
gration des modèles de plates-formes dans des processus de transforma-
tion est étudiée. Ces modèles de plates-formes peuvent être explicites ou
implicites. Deuxièmement, ce chapitre spécifie les services utiles lors de
la conception des transformations basées sur des métamodèles de plates-
formes explicites. Ces spécifications sont spécifiques au motif Resource-
Service. Elles sont formalisées sous la forme d’ensembles mathématiques
et d’algorithmes. Elles pourront ainsi être utilisées pour différents outils
dédiés à l’intégration explicite des plates-formes d’exécution.
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5.1 Définition des architectures de transformations
Un des objectifs d’une ingénierie générative est d’automatiser la produc-
tion des applications. Cette automatisation est constituée : a) d’un espace
de problème, c’est-à-dire une application à implanter, b) d’un espace de
solution, c’est-à-dire un ensemble des plates-formes cibles sur lesquelles
l’application doit être implantée et, c) d’une base de connaissance de confi-
guration, c’est-à-dire une base de connaissance pour décider et effectuer
l’implantation [69]. Dans le cadre de cette étude, l’espace de problème est
un ensemble de modèles applicatifs spécifiques à une plate-forme. L’es-
pace de solution est l’ensemble des mécanismes et des services cibles avec
lesquelles l’application doit désormais être implantée dans la plate-forme
cible. L’espace de configuration est un ensemble des modèles de trans-
formations. Ces transformations sont exogènes ou endogènes. Elles sont
décrites manuellement ou semi-automatiquement.
5.1.1 Définition des architectures exogènes
Dans l’infrastructure de cette étude basée sur des métamodèles de plates-
formes, les modèles de plates-formes, explicites ou implicites, paramètrent
l’exécution des transformations. Ils apparaissent en tant que paramètres
des modèles de transformation (Mτ). Comme le montre la figure 5.1 page
suivante , le modèle Mτ importe les métamodèles utilisés pour décrire ces
plates-formes. La transformation τ, issue de (Mτ), transforme une appli-
cation spécifique à une ou plusieurs plates-formes sources en une appli-
cation implantée sur une ou plusieurs plates-formes cibles.
Afin de mettre en évidence le schéma de transformation classique Transformation
d’ordre supérieurdans lequel les métamodèles de plates-formes ne sont pas explicites, il
suffit de considérer que la transformation τ est obtenue par une trans-
formation d’ordre supérieur , τHOT (HOT : High Order Transformation).
Comme le montre la figure 5.2 page suivante , le modèle de cette trans-
formation, MτHOT , importe : a) les métamodèles applicatifs, b) les méta-
modèles des plates-formes sources, c) les métamodèles des plates-formes
cibles et d) le métamodèle du langage de transformation. A partir de ces
métamodèles, la transformation τHOT génère le modèle de transformation
Mτ.




dire promu au niveau méta, les transformations ne sont plus paramétrées
par des modèles mais par des profils. Comme ces profils ne peuvent être
décrits directement par des métamodèles de plate-forme, les infrastruc-
tures de transformation nécessitent d’expliciter la transformation de pro-
motion τp. Celle-ci est utilisée pour promouvoir une description explicite
en une description implicite. Elle est illustrée dans la figure 5.3 page 79 .
Même si ce n’est pas représenté dans la figure, là aussi une transformation
d’ordre supérieur peut être utilisée.
Un cas particulier de ces architectures est celui des architectures endo-
gènes dans lesquelles les métamodèles sources et cibles sont identiques.








































































Fig. 5.2 – Infrastructure intégrant des transformations d’ordre supérieur
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Fig. 5.3 – Infrastructure de transformations exogènes basées sur des modèles de plates-
formes implicites
5.1.2 Définition des architectures endogènes
Un intérêt des métamodèles de plate-forme est la représentation d’une
ontologie d’un domaine d’exécution, c’est-à-dire d’une base conceptuelle
commune à différents supports d’exécution. Le métamodèle de plate-
forme est alors utilisé comme un pivot pour porter les applications d’un
ensemble de plates-formes sources vers un ensemble de plates-formes
cibles. Le portage d’une application spécifique à un exécutif source vers
un exécutif cible est un exemple d’utilisation d’un métamodèle pivot per-
mettant de décrire ces plates-formes sources et cibles. La figure 5.4 page
suivante illustre la mise en œuvre d’un métamodèle de plate-forme dans
une architecture endogène. Dans cette figure, l’ensemble des plates-formes
sources et cibles est décrit par le même ensemble de métamodèle. Cer-
taines de ces plates-formes sont explicites, d’autres implicites.
Ces architectures de transformation peuvent être d’ores et déjà implan-
tées dans des outils de transformations. Pour faciliter cette implantation,
la section suivante spécifie un ensemble de services pour manipuler les
modèles de plates-formes.
5.2 Spécification des services de transformation
Il existe deux grands ensembles de services : 1) les services liés aux ar-
chitectures exogènes et 2) les services liés aux architectures endogènes.
Ces deux ensembles ne sont pas disjoints puisque les services exogènes
peuvent être utilisés dans des architectures endogènes.
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Fig. 5.4 – Infrastructure de transformations endogènes basées sur des modèles de plates-
formes
5.2.1 Spécification des services exogènes
Les besoins liés aux transformations exogènes basés sur des métamodèles
appliquant le motif comprennent :
1) l’obtention pour une ressource donnée de sa description, c’est-à-dire
des stéréotypes et des valeurs de ces stéréotypes,
2) l’obtention des ressources du modèle de la plate-forme décrit par un
stéréotype donné et
3) l’obtention des propriétés, des opérations et des paramètres du modèle
de la plate-forme, référencés par une propriété d’un stéréotype donné.
La satisfaction de ces besoins passe par la formalisation des modèles
et des métamodèles de plates-formes puis par la définition des ensembles
retournés par ces services d’une part dans le contexte des ressources puis
dans le contexte des stéréotypes.
Spécification des modèles et des métamodèles de plates-formes
Soit Presource−service l’ensemble des profils appliquant le motif Resource-Métamodèle de
plate-forme service et χ la relation de conformité entre un élément et un métaélément
(relation décrite dans la section 1.2.1 page 14), alors l’ensemble des méta-
modèles de plates-formes Pplate− f orme, c’est-à-dire des profils UML dédiés
à la description des modèles de plates-formes, est défini par
Pplate− f orme = {pplate− f orme | pplate− f orme χ Profile ∧
pplate− f orme ∈ Presource−service}
(5.1)
Soit Papplied(m) l’ensemble des profils appliqués sur le modèle m, alorsModèle explicite de
plate-forme
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l’ensemble des modèles de plate-forme explicites Mexp est défini par
Mexp = {mexp | mexp χ Model ∧
Papplied(mexp) ⊂ Pplate− f orme}
(5.2)
Soit τP une fonction de promotion d’un modèle UML en un profil Modèle implicite de
plate-formeUML tel que τP : M → P avec M = {m|m χ Model} et P = {p|p χ Profile}
alors, l’ensemble des modèles de plate-forme implicites Mimp est défini
par
Mimp = {mimp | mimp χ Profile ∧
Papplied(τ
−1(mimp)) ⊂ Pplate− f orme}
(5.3)
L’ensemble des modèles de plates-formes dans cette étude est l’ensemble Modèle de
plate-formeMp = Mexp ∪Mimp.
A partir de ces ensembles, il est possible de spécifier, d’une part, les
ensembles manipulés dans le contexte d’une ressource et, d’autre part, les
ensembles manipulés dans le contexte d’un stéréotype.
Spécification des services dans le contexte d’une ressource
Dans le contexte d’une ressource, les ensembles nécessaires sont les sté-
réotypes appliqués et les valeurs des propriétés de ces stéréotypes.
Soit S(e) l’ensemble des stéréotypes appliqués sur un élément UML e Stéréotype appliqué
sur une ressourceet soit τpr : rexp → rimp la fonction de promotion d’une ressource explicite
rexp en une ressource implicite rimp (d’un élément en un métaélément),
l’ensemble des stéréotypes appliqués sur une ressource r est défini par :
Sr(r) = {s |∃pplate− f orme ∈ Pplate− f orme : s ∈ pplate− f orme.ownedStereotype ∧
s χ Stereotype ∧
s ∈ S(r) ∨
s ∈ S ( τ−1pr (r) )}
(5.4)
De même soit V(e, s, ps) l’ensemble des valeurs d’une propriété ps d’un
stéréotype s appliqué sur un élément UML e, l’ensemble des valeurs pour
une propriété ps d’un stéréotype s appliqué sur la ressource r est défini
par :
Vtag(r, s, ps) = {v | v ∈ V(r, s, ps) ∨ v ∈ V( τ−1rp (r) , s, ps)} (5.5)
L’obtention des propriétés référencées par ps est alors définie par : Propriétés référencées
Pre f (r, s, ps) = {pre f | pre f ∈ Vtag(r, s, ps) ∧
pre f χ Property}
(5.6)
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De même l’obtention des opérations référencées par ps est définie par : Services référencés
Ore f (r, s, ps) = {ore f | ore f ∈ Vtag(r, s, ps) ∧
ore f χ Operation}
(5.7)
Enfin, l’ensemble des paramètres référencés par ps et appartenant àParamètres référencés
une opération o non forcément référencée est défini par :
PparamRe f (r, s, ps, o) = {pparamRe f | pparamRe f ∈ Vtag(r, s, ps) ∧
pparamRe f χ Parameter ∧
pparamRe f ∈ o.ownedParameter}
(5.8)
Spécification des services dans le contexte d’un stéréotype
Soit E(m) l’ensemble1 des éléments d’un modèle m et S(e) l’ensembleRessources explicites
stéréotypées des stéréotypes appliqués sur l’élément e, alors l’ensemble des ressources
décrites par s et appartenant à un modèle de plate-forme explicites mexp ∈
Mexp est défini par :
Rexp(s) = {rexp | ∃mexp ∈ Mexp : rexp ∈ E(mexp) ∧
rexp χ (Type) ∧
s ∈ S(rexp)}
(5.9)
De même, l’ensemble des ressources implicites décrites par s et ap-Ressources implicites
stéréotypées partenant à un modèle de plate-forme implicite mimp ∈ Mimp est défini
par :
Rimp(s) = {rimp | ∃mimp ∈ Mimp : rimp ∈ E(mimp) ∧
rimp χ Stereotype ∧
s ∈ S( τ−1pr ) }
(5.10)
A partir des spécifications 5.9 et 5.10, L’ensemble des ressources dé-
crites par s est alors défini par :
R(s) = Rexp(s) ∪ Rimp(s) (5.11)
Cet ensemble R(s) représente l’ensemble des ressources décrites par s
que l’utilisateur peut manipuler pour décrire son modèle applicatif. Cet
ensemble peut être constitué de ressources appartenant à des modèles de
plates-formes différents.
Étant donné l’agencement du motif Resource-service sous la formeRéférences d’un
élément de références, il est nécessaire de pouvoir obtenir l’ensemble des réfé-
rences pour un élément typé ou une opération du modèle. Pour cela, l’al-
gorithme 1 page suivante spécifie pour un élément e comment obtenir
l’ensemble de ces références.
1L’obtention de l’ensemble E(m) consiste à supprimer les relations de composition pour
faire disparaitre les noeuds du modèle.
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Algorithme 5.1 : Algorithme d’obtention des références pour un élé-
ment typé d’un modèle de plate-forme
Entrées :
e : Un élément susceptible d’être référencé,
R : L’ensemble des ressources des modèles de plate-forme (explicite
et implicite)
Résultat :
Retourne l’ensemble des références Re f d’un élément e sous la forme d’un
triplet comprenant la propriété ps du stéréotype s appliqué sur la ressource
r référençant e.
Re f = {re f | ∃ ps χ Property, ∃ s χ Stereotype, ∃ r ∈ R : re f =
( ps, s, r )}
Données :
Sr(r) : L’ensemble des stéréotypes appliqués sur r,
TTypedElement : L’ensemble des éléments UML héritant de la métaclasse
TypedElement
L’ensemble des propriétés du stéréotype s référençant des éléments du
modèle Ps(s) =
{ps|ps ∈ s.property ∧ ps.type ∈ TTypedElement ∨ ps.type = Operation}
Vtag(r, s, ps) : L’ensemble des valeurs de la propriété ps du
stéréotype s appliqué sur r
Initialisations :1
Re f ← ∅;2
début3
pour chaque r ∈ R faire4
pour chaque s ∈ Sr(r) faire5
pour chaque ps ∈ Ps(s) faire6
si v ∈ Vtag(r, s, ps) alors7
Re f ← Re f ∪ (ps, s, r);8
retourner Re f ;9
fin10
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Dans cet algorithme, la prise en compte de l’ensemble des ressources
du modèle est nécessaire puisque le motif Resource-Service n’impose
pas que l’élément référencé appartienne à l’élément stéréotypé. Un élé-
ment peut être référencé par n’importe quels stéréotypes. Cet algorithme
est terminal puisque tous les ensembles manipulés sont des ensembles
finis et les boucles sont exemptes d’appels récursifs. En ce qui concerne
la complexité, elle est dépendante des cardinalités des ensembles R, Sr(r),
Ps(s) et Vtag(r, s, ps). Il est raisonnable de postuler que le nombre de stéréo-
type appliqué sur une ressource est une constante2 et que le nombre des
propriétés d’un stéréotype est aussi une constante3 vis à vis du nombre
de ressources manipulées. Ainsi la complexité au pire cas est en O(n) avec
n ∈ N le nombre maximum de ressource manipulée.
Ces équations et cet algorithme spécifient les ensembles que doivent
retourner des services dédiés à la manipulation de modèle. Ces services
sont utilisables dans les architectures exogènes illustrées dans les figures
5.1 page 78 , 5.3 page 79 et 5.2 page 78 ; elles peuvent être aussi utilisées
dans des architectures endogènes.
5.2.2 Spécification des services endogènes
Dans des infrastructures endogènes, l’ensemble des métamodèles sourcesÉquivalence
et cibles sont identiques. Par conséquent, il est possible d’écrire un algo-
rithme d’équivalence (≈) entre des ressources sources et des ressources
cibles. Cet algorithme est spécifié en 5.2 page suivante. La description
2 page ci-contre compare, d’une part, les stéréotypes appliqués sur les
ressources passées en paramètre et ,d’autre part , les valeurs des métapro-
priétés primitives, c’est-à-dire des types primitifs (booléen, entier et chaîne
de caractère par exemple) et des énumérations. Deux ressources sont ainsi
équivalentes si et seulement si les ensembles des stéréotypes appliqués sur
la source et sur la cible sont égaux et si ces stéréotypes sont renseignés de
la même façon.
La preuve de terminaison de l’algorithme 2 page suivante est triviale
puisque touts les ensembles manipulés sont finis et il n’y a pas d’appels
récursifs. En ce qui concerne la complexité, elle est dépendante des car-
dinaux des ensembles Sr(rs) et Ps(ss). Ainsi, la complexité est O(n) avec
n ∈ N le nombre maximal de propriété des stéréotypes puisque le nombre
de stéréotype appliqué sur la source et la cible est négligeable vis à vis du
nombre de propriété.
2Heuristique issue des expérimentations de la partie III page 91.
3Heuristique issue des expérimentations de la partie III page 91.
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Algorithme 5.2 : Algorithme de l’opérateur d’équivalence ≈ dédié
au motif Resource-Service
Entrées :
rs : Ressource source,
rc : Ressource cible
Résultat :
Renvoie Vrai si rs ≈ rc, Faux sinon
Données :
Sr(rs) : L’ensemble, sans doublon, des stéréotypes appliqués sur la
ressource source rs,
Sr(rc) : L’ensemble, sans doublon, des stéréotypes appliqués sur la
ressource cible rc,
début1
si Sr(rs) = ∅ ∧ Sr(rc) = ∅ ∧ | Sr(rs) | 6= | Sr(rc) | alors2
retourner Faux;3
sinon4
pour chaque ss ∈ Sr(rs) faire5
si ss ∈ Sr(rc) alors6
L’ensemble des propriétés du stéréotype ss ne référençant
pas d’éléments du modèle
Ps(ss) =7
{ps|ps ∈ ss.property ∧ ps.type χ PrimitiveType ∨ ps.type χ Enumeration}
pour chaque ps ∈ Ps(ss) faire
si Vtags(rs, ss, ps) 6= Vtagc(rc, ss, ps) alors8
Les valeurs primitives (booléenne,entière, chaîne de
caractère ou énumérées sources et cibles ne sont pas




Le stéréotype source n’est pas appliqué sur la cible
retourner Faux;11
Les mêmes stéréotypes sont appliqués et leurs propriétés primitives
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porte aux ingénieries génératives un degré de flexibilité supplémentaire
par rapport aux ingénieries dirigées par les modèles classiques. Pour une
même description de transformation Mτ et pour un même modèle ap-
plicatif source (PIM), plusieurs modèles applicatifs cibles (PSM) peuvent
être générés. Les modèles de plates-formes paramètrent les exécutions des
transformations et donc capitalisent les descriptions de ces transforma-
tions. Cet apport n’est pas dû à la métamodèlisation des plates-formes en
soi mais à l’architecture en couche de l’IDM et au couple (modèle, méta-
modèle).
Dans les équations 5.3, 5.4, 5.5 et 5.10, le résultat de la transformationLa promotion inverse
est-elle difficile à
implanter ?
de promotion inverse τ−1p est utilisé. Une solution simple d’obtention de
ce résultat est de tracer la transformation de promotion τp. Cette traçabilité
peut être implicite en effectuant une équivalence syntaxique sur les noms
ou explicite en générant un modèle de traçabilité référençant la source
et la cible en sortie de la transformation de promotion. Ce modèle de
traçabilité permet ainsi de facilement retrouver l’ensemble des ressources
d’un modèle de plate-forme explicite qui a été promu et qui est utilisé
comme un modèle de plate-forme implicite.
Toutes les spécifications de ce chapitre sont basées sur la premièreEst-ce que les services
spécifiés sont
génériques ?
équation formalisant ce qu’est un métamodèle de plate-forme Pplate− f orme,
c’est-à-dire un métamodèle appliquant le motif Resource-Service. Par la
suite les spécifications ne sont pas dépendantes d’un métamodèle de plate-
forme particulier. Ainsi ces spécifications sont valables et utilisables pour
n’importe quel métamodèle de plate-forme appliquant le motif. Les ingé-
nieries résultantes acquièrent un haut degré de généricité. Les algorithmes
d’équivalence et de recherche des ressources cibles dans une architecture
de transformation endogène sont par exemple génériques.
Conclusion
Le premier objectif de ce chapitre était de définir les architectures de
transformations basées sur des modèles de plates-formes implicites et ex-
plicites. Le second objectif était de spécifier les services dédiés au mo-
tif Resource-Service et utiles à la manipulation des modèles de plates-
formes conforment à des métamodèles de plates-formes appliquant le mo-
tif.
Dans un premier temps les différentes architectures ont été identifiées.
Dans un deuxième temps les services a) d’obtention pour une ressource
donnée de sa description, b) d’obtention des ressources du modèle de la
plate-forme décrit par un stéréotype donné, c) d’obtention des proprié-
tés, des opérations et des paramètres référencés par une propriété d’un
stéréotype donné et d) la recherche d’un ensemble de ressources cibles
équivalentes à un ensemble de ressources sources, ont été décrits. Ces ser-
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vices peuvent être implantés en Java et/ou en OCL par exemple. Dans le
cadre de cette étude, ils font l’objet d’une librairie de transformation ATL4.
A ce stade de l’étude, le motif Resource-Service a été défini (chapitre
3), un cadre méthodologique a été identifié (chapitre 4) et la spécification
d’un cadre technologique est défini dans ce chapitre. Le motif est donc
opérationnel pour être évalué dans une ingénierie générative expérimen-
tale dirigée par les modèles. Cette ingénierie comprend un métamodèle de
plate-forme logicielle d’exécution multitâche et une architecture de trans-
formation endogène. Elle est détaillée dans la partie III page 91.
4L’initiative ATL implante une partie de la norme OCL [70] pour manipuler les élé-
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Ce chapitre a deux objectifs. Le premier vise à utiliser le patronResource-Service pour la conception du profil UML Software Re-
source Modeling (SRM). Celui-ci doit permettre la description de plates-
formes logicielles d’exécution multitâche. Plus particulièrement, il doit dé-
crire les agences définies au chapitre 1 page 7, c’est-à-dire les agences
de concurrence, d’intéraction, d’ordonnancement et d’entrées/sorties des
exécutifs. Le second objectif est d’évaluer le profil SRM pour la modélisa-
tion de plates-formes concrètes.
Pour cela, ce chapitre est décomposé en deux sections. Une première
section s’intéresse à décrire l’ensemble des concepts constituant SRM,
c’est-à-dire son modèle de domaine. Chaque concept est décrit et illus-
tré succinctement. Dans la deuxième section, SRM est utilisé pour décrire
des plates-formes. Les métriques de ces modélisations sont présentées et
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6.1 Définition d’un profil UML pour la modélisation
des plates-formes logicielles d’exécution multi-
tâche
Le modèle de domaine de SRM vise à décrire, de manière pragmatique,
les principaux mécanismes et services représentatifs des exécutifs temps
réel embarqués. Pour cela, six plates-formes représentatives du domaine Définition des
candidats étudiésont été sélectionnées :
1) Osek/Vdx-OS [19] : norme dédiée à la spécification des exécutifs mul-
titâches pour l’automobile,
2) POSIX IEEE std 1003.1 [72] : norme dédiée à la spécification des sys-
tèmes d’exploitation et plus spécifiquement à la spécification des sys-
tèmes multitâches,
3) VxWorks [21] : exécutif commercial largement utilisée dans les sec-
teurs industriels de la télécommunication et de la robotique d’après
des études de marchés récentes [73],
4) Rtai [74] : correctif pour utilisé des systèmes Linux dans des applica-
tions multitâches temps réel embarquées,
5) SCEPTRE 2 [75] : résultat d’un projet de recherche visant à unifier les
interfaces de programmation des systèmes d’exploitation temps réel
embarqués, et
6) Lacatre [76] : un langage, présentant un mode graphique et un mode
textuel, destiné à faciliter la conception préliminaire et détaillée d’ap-
plications basées sur la mise en œuvre d’exécutifs multitâches temps
réel.
Les concepts étudiés se concentrent sur la description de l’exécution
concurrente, des interactions, de l’ordonnancement et des entrées/sorties.
L’approche de conception de SRM consiste à comparer les propositions de
chaque candidat puis à définir un concept commun. Cette ontologie est
décrite dans le document [77]. Un complément est apporté dans l’annexe
B page 147 pour les services. Ces deux documents cautionnent les choix
de conception du modèle de domaine de SRM.
6.1.1 Synthèse du modèle de domaine
Le modèle de domaine de SRM est structuré en quatre packages. Le
premier, ResourceCore, constitue le cœur du modèle. Il est le seul pa-
ckage à appliquer le motif Resource-Service. Les trois sous packages
(Concurrency, Interaction, Brokering) réifient les concepts pour, respective-
ment, les exécutions concurrentes, les interactions entre les entités concur-
rentes et les gestionnaires des entités logicielles et matérielles. La figure
6.1 page suivante illustre cette structuration.
Définition du package ResourceCore
Ce package ResourceCore rassemble les concepts primitifs du domaine. Resource et service
logiciel
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Fig. 6.1 – Structuration du modèle SRM
Ces concepts sont décrits dans la figure 6.2 . Dans cette figure l’application
du motif Resource-Service est représentée par un stéréotype. Le package
applique le motif en décrivant les concepts de ressource logicielle et de ser-
vice. Les ressources sont identifiées (identifierElements). Elles fournissent
des services de création (createServices), de suppression (deleteServices)
et d’initialisation (initializeServices).
Les plates-formes d’exécution étudiées sont des plates-formes pro-
grammées. Parmi les services, certains permettent d’accéder aux proprié-
tés des ressources. En appliquant le motif, ces services sont modélisés
comme des références. Néanmoins, pour ne pas surcharger le modèle de
domaine et pour que ce modèle soit plus facilement utilisable, le concept
de service est réifié par un concept d’accesseur : SwAccessService. Un ac-
cesseur est donc un service qui peut lire ou écrire (isModifier à vrai) une
ou plusieurs propriétés.
maxRIS : Integer






































Fig. 6.2 – Structuration du package ResourceCore
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Définition du package Concurrency
Le package Concurrency regroupe l’ensemble des entités fournissant
un ou plusieurs contextes pour exécuter des séquences d’actions en
pseudo parallèle, c’est-à-dire en concurrence. Ces contextes sont des
ConcurrentResource. Une séquence d’actions est alors identifiée par un
point d’entrée (EntryPoint).
Une ressource d’exécution concurrente permet d’exécuter les ac- Resource d’exécution
logicielletions de son point d’entrée périodiquement, apériodiquement ou
sporadiquement (type). Elle est caractérisée par des éléments per-
mettant d’exprimer la priorité d’exécution (priorityElements), la pé-
riode (periodElements) pour des exécutions périodiques ou enfin
la taille de pile (stackesizeElements). Elle offre des services pour
activer (activateServices), suspendre (suspendServices), reprendre
(resumeServices) et terminer (terminateServices) une exécution. Certains
services permettent d’autoriser (ou non) la préemption de cette exécution
(enableConcurrencyServices, disableConcurrencyServices). La figure 6.3
illustre cette ressource. Dans cette figure et dans les figures suivantes,
les concepts en couleur sont importés d’un autre package du modèle de
domaine.
type : ArrivalPattern 
activationCapacity : Integer
periodElements : TypedElement [0..*]
priorityElements : TypedElement [0..*]
stackSizeElements : TypedElement [0..*]
heapSizeElements : TypedElement [0..*]
ConcurrentResource





























Fig. 6.3 – Hiérarchisation des ressources d’exécutions concurrentes
Comme le montre la figure 6.4 page suivante , une ressource
d’exécution interagit avec le reste du système par l’intermédiaire de
ressources d’interaction qui sont, soit dédiées à la communication de
données (SharedDataComRessource, MessageComRessource) ou, soit
dédiées à la synchronisation des exécutions (MutualExclusionResource,
NotificationResource) (voir la sous-section suivante). Les exécutions sont Partition mémoire
restreintes ou non à une partition mémoire MemoryPartition (voir figure
6.5 page suivante ), c’est-à-dire un espace d’adressage virtuel qui confine
les accès mémoire des ressources d’exécution. Le contexte d’exécution
d’une partition parente peut être une copie d’une partition parente lors
de la création de la partition (forkServices) Ce contexte d’exécution peut
être libéré sans forcément être détruit (exitServices).


















Fig. 6.4 – Description des interactions entre ressources concurrentes
Fig. 6.5 – Description des partitions mémoires
Concrètement, les ressources d’exécution concurrente s’ordonnent en
deux grandes familles : les ressources d’interruption et les ressources
ordonnançables. Ces familles se différencient par rapport à l’orchestra-
tion des exécutions dans le système. Ainsi, les exécutions des ressources
d’interruption sont orchestrées par la plate-forme matérielle sous-jacente,
c’est-à-dire par un contrôleur matériel (souvent le contrôleur program-
mable d’interruption PIC).
Les ressources d’interruption (InterruptResource) proposent unResource
d’interruption contexte pour exécuter des instructions spécifiées dans une routine
d’interruption (isrEntryPoint). L’exécution de cette routine est assujettie
à l’occurrence d’un événement interrompant matériellement l’exécution
du processeur. Cet événement peut être un matériel (HardwareInterrupt)
ou logiciel. C’est alors une exception logicielle émise par le processeur lui
même (ProcessorDetectedException) lorsqu’il détecte une condition anor-
male pendant l’exécution d’une instruction ou de manière programmée
par l’utilisateur (ProgrammedException)1.
Qu’elle soit logicielle ou matérielle, une ressource d’interrup-
tion est caractérisée par un vecteur (vectorElements) et un masque
d’interruption (maskElements). Des services permettent de connecter
1Afin de mettre en oeuvre les mécanismes de protection nécessaires pour un système
d’exploitation multitâches, le processeur possède deux modes de fonctionnement : utili-
sateur/superviseur. Ces deux modes de fonctionnement impliquent deux catégories de
registres : les registres non-protégés (le compteur programme par exemple) et protégée
(Le registre d’état par exemple). L’accès au registre protégé ne peut se faire que par des
instructions privilégiées. Les appels à ces instructions imposent que le processeur passe
en mode superviseur. La levée d’une exception par l’utilisateur est une façon de faire.
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(routineConnectServices) ou de déconnecter (routineDisconnectServices) la
routine de ce vecteur.
kind:InterruptKind
isMaskable : Boolean
vectorElements : TypedElement [0..*]


















Fig. 6.6 – Description des ressources d’interruption
Une ressource d’interruption spécifique est l’alarme (Alarm) qui est Alarme, chien de
garde et réveilconnectée à un réveil (TimerResource TimerResource). Ce réveil est pé-
riodique ou non. Il propose des services pour le démarrer (startServices),
l’arrêter (stopServices) ou le réinitialiser (resetServices). Ce couple alarme-


















Fig. 6.7 – Description des alarmes et chiens de garde
Les autres ressources concurrentes sont les ressources ordonnançables Resource
ordonnançables(SchedulableResource) pour lesquelles la concurrence d’exécution est gé-
rée par un ordonnanceur logiciel qui détermine l’ordre et le temps dans
lesquels les exécutions doivent s’effectuer. Cette ordonnancement peut
être statique, c’est-à-dire effectué hors ligne, ou dynamique, c’est-à-dire
effectué au cours de l’exécution. Outre les caractéristiques de priorités, de
période, de taille de pile et de taille de tas, les ressources ordonnançables
sont caractérisées par une échéance (deadlineElements) et une fenêtre de
temps d’exécution (timeSliceElements) utilisée dans certaines politiques de
partage du temps d’exécution3. En ce qui concerne les services, une res-
2Un chien de garde, encore désigné sous l’anglicisme watchdog, est un circuit électro-
nique ou un logiciel utilisé pour s’assurer qu’un système ne reste pas bloqué à une étape
particulière du traitement qu’il effectue. C’est une protection destinée généralement à re-
démarrer le système, si une action définie n’est pas exécutée dans un délai imparti.
3Une fenêtre de temps est utilisée pour les politiques d’ordonnancement par tourniquet
(RoundRobin). Dans cette politique, les temps d’exécution sont partagées entre toutes les
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source ordonnançable permet de stopper son exécution en attendant la ter-
minaison de l’exécution d’une autre ressource (joinServices). Elle permet
également de relâcher explicitement la ressource d’exécution sous-jacente







deadlineElements : TypedElement [0..*]











Fig. 6.8 – Description des ressources ordonnançables
Définition du package Interaction
Les ressources d’interaction (Interaction) proposent des mécanismes pourResource
d’interaction communiquer et synchroniser des contextes d’exécution concurrents. En
effet, les ressources concurrentes n’évoluent généralement pas indépen-
damment dans un système. Il existe donc des ressources pour interagir
par des flots de donnée (CommunicationResource) et pour interagir sur les















Fig. 6.9 – Hiérarchisation des ressources d’interactions
ressources. Les ressources s’exécute tour à tour pendant cette fenêtre de temps et ce jusqu’à
la fin de leurs exécutions.
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Les interactions peuvent être limitées à une partition mémoire
(isIntraMemoryPartitionInteraction). Elles sont régies par une politique d’at-
tente (waitingPolicyElements) et un ensemble de file d’attente elle-même
caractérisée par une capacité (waitingQueueCapacity) et une politique
d’ordonnancement (waitingQueuePolicy). Par exemple, la prise d’un sé-
maphore4 est caractérisée par une politique d’attente (attente indéfinie,
attente par chien de garde, attente nulle par exemple) pour l’émetteur.
De même, l’élection de la ressource prenant effectivement le sémaphore
est soumise à une politique particulière (waitingQueuePolicy). La figure
6.10 schématise la liste d’attente d’un sémaphore s convoité par deux
tâches t1 et t2. Dans cet exemple, t1 prendra le sémaphore lorsqu’il sera
disponible puisque la liste d’attente est ordonnancée comme une FIFO
(First In Fisrt Out). La date à laquelle le sémaphore sera disponible n’a
aucune importance puisque l’appel pour prendre le sémaphore est régi
par une politique d’attente indéfinie.
Plate-forme
Tâche t1 Tâche t2
Sémaphore s
t1   t2












de la liste 
(waitingQueuePolicy = FIFO)
Fig. 6.10 – Schématisation des files d’attentes
Les mécanismes d’échange des données (CommunicationResource),
c’est-à-dire les mécanismes de communication, sont classés en deux
grandes familles : l’échange de message (MessageComResource) et le par-
tage de zone mémoire (SharedDataComRessource). Les ressources de Resource de
communication par
message
communication par message (voir MessageComResource dans la figure
6.11 page suivante ) proposent des services d’envoi (sendServices) et de
réception (receiveServices) d’une structure de données : un message. Ce
message est caractérisé par une taille de donnée (messageSizeElements),
fixe ou dynamique (isFixedMessageSize). Il est rangé dans une file régie
par une taille (messageQueueCapacityElements) et une politique d’ordon-
nancement des messages (messageQueuePolicy).




des ressources permettant directement de partager une zone mémoire
(SharedDataComRessource). L’accès à cette zone mutualisée est protégé
intrinsèquement par la ressource en fournissant des services de lecture
(readServices) et d’écriture (writeServices) comme le montre la figure 6.12
page suivante .
4Un sémaphore est une variable protégée qui constitue la méthode utilisée couramment
pour restreindre l’accès à des ressources partagées (par exemple un espace de stockage)
dans un environnement de programmation concurrente. Un utilisateur prend un séma-
phore pour accéder à la ressource. Il le rend lorsqu’il a terminé.
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isFixedMessageSize : Boolean
messageSizeElements : TypedElement [0..*]
mechanism : MessageRessourceKind [0..1]
messageQueuePolicy : QueuePolicyKind [0..1]














Fig. 6.11 – Description des ressources de communication par message
CommunicationResource
Fig. 6.12 – Description des ressources de partage mémoire
Outre la communication de données, il existe aussi des mécanismesResource de
synchronisation pour contrôler les flots d’exécutions, c’est-à-dire pour synchroniser les exé-
cutions des ressources concurrentes (SynchronisationResource).
Les ressources de notification ( NotificationResource) proposent desResource de
notification services pour notifier à d’autres ressources du système un ou plusieurs
événements. L’occurrence d’un événement est signalé (signalServices,
flushServices) par une ressource source et attendue (waitServices) par
une ou plusieurs ressources cibles. Cette occurrence peut être mémo-
risée (Memorized), comptée (Bounded5 ou enfin être non mémorisée
(Memoryless). La figure 6.13 page ci-contre illustre cette modélisation.
La seconde famille de ressources dédiée à la synchronisation estResource d’exclusion
mutuelle celle des ressources d’exclusion mutuelle ( MutualExclusionResource),
c’est-à-dire des ressources synchronisant les accès mutuels à une même
variable partagée. Cette synchronisation opère sur un ensemble de
jeton pris (acquireServices) et vendus (releaseServices). Le protocole
d’acquisition de ces jetons est décrit par une politique particulière
(concurrentAccessProtocol).
Définition du package Brokering
Les ressources de gestion Brokering fournissent des intermédiaires pour
manipuler les ressources logicielles et matérielles. Elles permettent, typi-
5Contrairement à l’option Memorized, l’option Bounded permet de connaitre le nombre
de fois ou l’événement a été signalé. Dans la première option le signalement d’un évé-
nement est mémorisé par un booléen et donc deux occurrences successives ne sont par
mémorisées.
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policy : OccurencePolicyKind
occurenceCountElements : TypedElement [0..*]























Fig. 6.13 – Description des ressources de notification
concurrentAccessProtocol : ConcurrentAccessProtocolKind



















Fig. 6.14 – Description des ressources d’exclusion mutuelle
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quement, d’interfacer les périphériques, de gérer les mémoires virtuelles
et d’ordonnancer les exécutions logicielles (voir figure 6.15 ).
Fig. 6.15 – Hiérarchisation des ressources de gestion
Les ressources d’interface de périphériques (DeviceBroker) mettentResource d’interface
des périphériques en relation l’application et les ressources d’exécution des autres plates-
formes. Ce sont typiquement les pilotes qui permettent de manipu-
ler les périphériques sous-jacents . Ces pilotes permettent d’accéder à
ces ressources par des services d’ouverture (openServices), de fermeture
(closeServices), de control (controlServices), de lecture (readServices) et
d’écriture (writeServices). Un périphérique ouvert est interfacé avec l’ap-
plication. Suivant la politique d’accès, l’application peut lire et/ou écrire





















Fig. 6.16 – Description des ressources d’interface de périphériques
Les ressources d’interface de mémoire (MemoryBroker) rassemblentResource d’interface
mémoire les services de contrôle des espaces mémoires, c’est-à-dire les services
liés aux mécanismes de pagination et de transfert mémoire. Comme le
montre la figure 6.17 page suivante , une zone mémoire est ainsi ca-
ractérisée par une adresse (memoryBlockAddressElements) et une taille
(memoryBlockSizeElements). Ce bloc peut être accédé en lecture et/ou en
écriture (accessPolicy). Son transfert vers d’autres emplacements mémoire
peut être interdit (lockServices) (typiquement dans le contexte des plates-
formes munies de mémoire cache). Lorsque le système utilise des espaces
mémoires virtuels, sa mise à jour vis à vis des données de la mémoire phy-
sique peut être explicitement demandée par l’application (mapServices).
La dernière ressource décrite dans la figure 6.18 page ci-contreOrdonnanceur
est responsable de l’ordonnancement des ressources d’exécution logi-
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accessPolicy : AccessPolicyKind 
memoryBlockAddressElements : TypedElement [0..*]












Fig. 6.17 – Description des ressources d’interface mémoire
cielle. Cet ordonnanceur (Scheduler) possède ou non des capacités de pré-
emption (isPreemptive). Il orchestre le temps et l’ordre d’un nombre fini
de ressources. Cette orchestration suit une politique d’ordonnancement













Fig. 6.18 – Description de l’ordonnanceur
6.1.2 Implantation du modèle de domaine dans un profil UML SRM
L’implantation du profil correspondant au modèle de domaine précédent
suit les règles d’implantation décrites dans la section 3.3 page 48 :
1. une SwResource étend la métaclasse Class
2. les ResourceService sont des Operations UML
3. les ResourceInstance sont des InstanceSpecification UML
4. les contraintes OCL sur le nombre d’instance et sur le nombre de
classe par instance sont retranscrites dans le profil UML.
Outre les règles d’implantation du profil. Deux concepts ont été im-
plantés comme des stéréotypes : SwAccesService et EntryPoint. Le premier
est une extension aux Operations UML. Le second est utilisé pour lier une
104 Chapitre 6. Métamodèlisation des plates-formes logicielles d’exécution multitâche
application et une plate-forme, il est donc implanté sous la forme d’une
dépendance. Le profil est décrit de manière détaillé dans le document
[11]. Son implantation est rappelée dans l’annexe C page 155.
6.2 Évaluation du profil UML
L’objectif de cette section est d’évaluer la capacité de SRM à modéliser
des plates-formes concrètes. Pour cela, trois plates-formes ont été modé-
lisées : a) Rtai, b) Osek/Vdx-OS, et c) Arinc-653. Les deux premières
plates-formes ont été étudiées pour la conception du modèle de domaine
de SRM. La dernière est une norme dédiée à la spécification des exécu-
tifs multitâches pour l’avionique Arinc-653[20]. Celle-ci permet d’évaluer
l’utilisation de SRM sur une plate-forme non prise en compte dans l’étude
ontologique.
6.2.1 Protocole de modélisation
Chacune plate-forme a été modélisée exclusivement avec le diagramme de
classe. Les ressources sont modélisées comme des classes, les propriétés de
ces ressources comme des attributs et les services de ces ressources comme
des opérations. Les structures de données spécifiques à la plate-forme sont
modélisées comme des types de données.
Les modèles des plates-formes Osek/Vdx-OS et Arinc-653 sont dis-
ponibles en annexe D.5 du document [11]. Le modèle de Rtai a été réalisé
par des industriels dans l’étude [78].
6.2.2 Résultats expérimentaux
La figure 6.19 quantifie, par métatype, le nombre d’élément modélisé




















Fig. 6.19 – Nombre d’éléments modélisés pour l’évaluation de SRM
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Il n’est pas surprenant de constater un grand nombre de type de don-
nées pour les normes Arinc-653 et Osek/Vdx-OS, car leurs APIs spéci-
fient des structures de données que l’utilisateur doit utiliser pour typer les
variables de son application.
Le tableau 6.1 illustre les résultats de modélisation des classes. Dans Taux de couverture
des ressourcesce tableau N décrit le nombre de classes par plate-forme, Nsimple ste´re´otype
le nombre de classes stéréotypées une seule fois et Nmultiples ste´re´otypes le
nombre de classes stéréotypées plusieurs fois. Le pourcentage représente
la part des ressources stéréotypées au moins une fois ((Nsimple ste´re´otype +
Nmultiples ste´re´otypes) ∗ 100/N).
Tab. 6.1 – Métriques des classes modélisées par le profil UML SRM
Plate-forme N Nsimple ste´re´otype Nmultiples ste´re´otypes %
Arinc-653 10 7 1 80
Osek/Vdx-OS 11 8 0 73
Rtai 12 8 3 92
Bien que le taux de couverture soit bon, il n’est pas maximal. Les res-
sources qui ne sont pas identifiées SRM sont : a) des mécanismes de to-
lérance aux fautes (par exemple, la gestion des modes de fonctionnement
et la gestion des erreurs), b) des mécanismes de gestion des plates-formes
en elles mêmes (par exemple, la gestion des démarrages et des arrêts du
système), et c) des mécanismes de gestion du temps. Ces résultats étaient
attendus puisque ces agences ne sont pas prises en compte dans la concep-
tion du profil SRM. Ils seraient tout à fait possible de les modéliser mais
ce besoin n’a pas été considéré lors de la conception du profil et plus par-
ticulièrement lors de la description du contexte de cette étude (voir figure
1.7 page 21). Ils ne remettent donc pas en cause l’utilité de SRM.
A ce stade de l’expérimentation, les classes qui n’ont pas été décrites
par SRM sont retirées pour ne pas fausser les résultats futurs.
Le tableau 6.2 quantifie la part des éléments typés référencés par les Taux de couverture
des propriétés et des
paramètres
stéréotypes de SRM. Seul les propriétés et les paramètres sont considérés
dans ces résultats. Dans ce tableau N décrit le nombre d’éléments par
plate-forme, Nsimple re´ f e´rence le nombre d’éléments référencés une seule fois.
Le pourcentage représente la part de ces des éléments. Enfin, le dernier
pourcentage représente la part des paramètres et des propriétés qui n’ont
pas été modélisées et qui sont relatifs à la gestion d’erreur (par exemple
un code d’erreur dans un retour de fonction).
Tab. 6.2 – Métriques des éléments typés décrits par le profil UML
SRM
Plate-forme N Nsimple re´ f e´rence % %erreur
Arinc-653 208 107 51.4 18
Osek/Vdx-OS 70 34 48.5 27
Rtai 377 206 54.6 10
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Contrairement à la modélisation des ressources en elle même, le pro-
fil SRM faillit pour la modélisation des caractéristiques et ceci pour deux
raisons principales : a) les retours d’erreurs ne sont pas modélisées, et
b) l’hétérogénéité des plates-formes. En effet, les éléments typés utilisés
pour décrire des codes d’erreurs ne sont pas modélisé avec SRM. Ce be-
soin n’a pas été considéré lors de la conception du profil et plus particu-
lièrement lors de la description du contexte de cette étude (voir figure 1.7
page 21). La modélisation de ces codes d’erreur serait pourtant importante
puisqu’elle représente, en moyenne, 20% des éléments non modélisés. La
deuxième cause d’erreur est due à l’hétérogénéité des plates-formes en
elle-même. Etant donné les résultats du tableau 6.1 page précédente, il est
possible de définir une base conceptuelle commune pour des ressources.
Néanmoins, il est beaucoup plus difficile de déterminer cette même base
pour des propriétés et des paramètres. L’utilisation des expressions sug-
gérées au chapitre4 page 57 doit permettre d’améliorer ces résultats. Une
telle étude n’a pas été réalisée dans cette thèse puisqu’elle dépend d’une
méthodologie externe.
Le tableau 6.3 quantifie les opérations décrites par les stéréotypesTaux de couverture
des services de SRM. Ces opérations sont soit référencées par les propriétés des sté-
réotypes ou soit directement stéréotypées par SwAccesService dans le
cas des accesseurs. Dans ce tableau N décrit le nombre d’éléments par
plate-forme, Nsimple re´ f e´rence le nombre d’opérations référencées une seule
fois, Nmultiples re´ f e´rence le nombre d’opérations référencées plusieurs fois
et Nste´re´otype le nombre d’opérations stéréotypées par SwAccesService.
Le pourcentage représente la part des opérations décrites par SRM
((Nsimple re´ f e´rence + Nmultiples re´ f e´rence + Nste´re´otype) ∗ 100/N).
Tab. 6.3 – Métriques des opérations décrites par le profil UML SRM
Plate-forme N Nsimple re´ f e´rence Nmultiples re´ f e´rences Nste´re´otype %
Arinc-653 49 27 1 19 96
Osek/Vdx-OS 27 17 4 5 96
Rtai 146 77 5 13 65
Tout comme pour les ressources, la couverture de description des ser-
vices est bonne. Les services qui ne sont pas modélisés dans la plate-forme
Rtai sont principalement dédiés à la gestion des plates-formes matérielles
distribuées (par exemple, Remote Protocol Call) ou multiprocesseurs, ce
qui n’est pas pris en compte dans le contexte de travail de cette étude.
6.2.3 Conclusion de l’évaluation
Les résultats de cette expérimentation montrent que le profil SRM est
utilisable pour décrire des plates-formes d’exécution multitâches. L’his-
togramme 6.20 page suivante résume les principaux résultats de cette
étude. Ce profil ne permet pas de distinguer tous les éléments d’une plate-
forme. Les éléments non modélisés concernent :
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1) la tolérance aux fautes (par ex., gestion des modes de fonctionnement
et des erreurs),
2) la gestion des plates-formes en elles mêmes (par ex., démarrage et arrêt
des systèmes),
3) la gestion du temps, et
























Fig. 6.20 – Synthèse des résultats expérimentaux sur SRM
Plusieurs solutions sont envisageables pour y remédier :
1) étendre le modèle de domaine de SRM pour décrire les agences man-
quantes
2) utiliser des expressions pour décrire les éléments typés et des activités,
pour les services dans le cas ou la correspondance avec SRM n’est pas
directe (voir les heuristiques de modélisation du chapitre 4 page 57), et
3) utiliser SRM conjointement avec d’autres profils appliquant le motif
Resource-Service pour identifier complètement chacun des concepts.
.
6.3 Discussions
Outre l’adéquation du motif Resource-Service pour concevoir des mé- Une ressource
modélise l’entité ou le
gestionnaire de cette
entité ?
tamodèles de plates-formes, il apparait que son application nécessite une
approche de conception particulière. Lorsque des métamodèles de plates-
formes sont décrites avec le motif, le concept de ressource agrège au sein
d’une même abstraction à la fois l’entité modélisée et le gestionnaire de
cette entité. L’entité est caractérisée par des propriétés, le gestionnaire par
des propriétés et des services. Par exemple, dans la modélisation des res-
sources ordonnançables SchedulableResource, c’est-à-dire des fils d’exécu-
tion (des tâches), ce n’est pas le fil d’exécution lui même qui est modélisé
mais une abstraction combinant le fil d’exécution et le gestionnaire de ce fil
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d’exécution. La figure 6.21 représente cette abstraction. Cette figure n’est
pas un diagramme UML mais une illustration de ce qu’il faut considérer
lorsque le métamodèle de la plate-forme est constitué. Dans cette figure,
les propriétés de la ressource sont en fait les propriétés de l’entité et les
services sont offerts par le gestionnaire. D’un point de vue de l’utilisateur













Fig. 6.21 – Abstraction mise en œuvre par le motif Resource-Service lors de la concep-
tion des métamodèles de plates-formes
Dans le métamodèle SRM, certains attributs sont typés par des typesPropriété ou
référence ? primitifs (booléen, entier, énumération) et d’autres sont spécifiés pour ré-
férencer des éléments. Le choix de conception (typage primitif ou réfé-
rence) n’est pas spécifié par le motif. Un choix par «typage» permet de
caractériser la ressource. Un choix par référencement permet d’identifier
une caractéristique. Ce choix appartient au concepteur du métamodèle ;
il n’est cependant pas sans conséquence. Par exemple, une ressource or-
donnançable dans SRM possède intrinsèquement un type qui spécifie si la
ressource est périodique ou apériodique. Cette caractéristique intrinsèque
impose au modeleur la description de plusieurs entités ordonnançables,
une pour chaque type. La figure 6.22 page ci-contre illustre le cas d’un
Process de la plate-forme Arinc-653 qui est périodique ou apériodique.
Cette caractéristique est définie lors de la création (create_process) en at-
tribuant une valeur particulière à l’argument période (valeur définie par
l’implantation). Ainsi, la modélisation de ce Process par SRM impose de
dissocier deux classes et d’associer au service une contrainte OCL impo-
sant la valeur de la période.




un stéréotype pour le concept de point d’entrée EntryPoint. Ce stéréotype
étend la métaclasse Dependency pour permettre de décrire des connexions
entre l’application et la plate-forme. Sa description au sein du métamodèle
de plate-forme est donc discutable. Elle doit donc faire l’objet d’un mé-
tamodèle d’allocation spécifique au multitâche puisque ce n’est pas une
ressource à part entière.
Outre ce stéréotype EntryPoint, il a été nécessaire de réifier le conceptL’accesseur doit-il
enrichir le motif ? de service par le concept d’accesseur, c’est-à-dire de SwAccessService.
Étant donné la quantité de services qu’il a permit d’identifier dans le ta-




















Fig. 6.22 – Modélisation d’un Process Arinc-653 avec SRM
Service par ce concept. Le motif Resource-Service est décrit essentiel-
lement pour les métamodèles de plates-formes logicielles d’exécution.
Néanmoins, il semble, en première abord, utilisable pour décrire des mé-
tamodèles de plates-formes matérielles d’exécution. La figure 6.23 page Modélisation
matérielle avec le
motif
suivante montre un extrait de modélisation d’une ressource arithmétique
et logique (ALUResource) fournissant les services d’addition (addServices)
et de soustraction (subServices). Le stéréotype résultant est utilisé pour
décrire le processeur MC68000. Une telle modélisation doit pouvoir per-
mettre la génération de code assembleur. Dans le domaine du matériel, la
notion d’accesseur n’a pas de finalité (les services «set» et «get» ne sont
pas des concepts du matériel). C’est pourquoi, le motif n’est pas enrichi
dans cette étude.
Enfin, des discussions peuvent être menées suite aux métriques sur les SRM n’est pas
complet, est-il
toujours légitime ?
modèles de plates-formes décrits avec SRM. D’après ces mesures, il appa-
rait que SRM est adéquate pour modéliser une grande partie des éléments
d’une plate-forme. Néanmoins, la description n’est jamais complète. Elle
est même parfois difficile, notamment pour les propriétés des ressources
et les paramètres des services. En fait, même si, les éléments ne sont pas
identifiés, ils ne sont pas pour autant non modélisés. Ils sont en effet mo-
délisés sous la forme de ressources logicielles (SwResource est un stéréo-
type non abstrait), de propriétés UML (ResourceProperty dans le motif)
et de paramètres (ServiceParameter dans le motif). Ainsi, des générateurs
de code ou des transformations de modèles peuvent les manipulés. Ils ne
seront par contre pas directement dissociables des autres éléments non
identifiés.
Un des intérêts des modèles de plates-formes est de capitaliser les Est-ce qu’un
métamodèle de
plate-forme peut aider
à la conception des
transformations ?
outils manipulant les modèles de plates-formes. Cette capitalisation passe
par une réutilisation et par une aide à la conception. Par exemple, pour
deux ressources appartenant à deux plates-formes différentes décrites par
le même stéréotype SRM, il est possible de dresser automatiquement un










addService = [ + ]

















Fig. 6.23 – Utilisation du motif Resource-Service pour la métamodélisation des plates-
formes matérielles d’exécution
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lien de tissage entre ces éléments. Ce lien de tissage est en fait implicite
par l’utilisation d’une description commune. Il permet de générer une par-
tie des règles de transformation permettant de passer de la plate-forme
source à la plate-forme cible. Puisque SRM n’est pas complet, il ne per-
mettra donc pas de décrire automatiquement l’ensemble de ces règles (et
donc l’ensemble des règles de transformation). Il peut cependant y par-
ticiper. Par exemple, la figure 6.24 illustre le pourcentage de ressource
décrit de la même façon entre les trois plates-formes de l’étude expérimen-
tale, c’est-à-dire le pourcentage de ressources pour lesquelles l’opérateur
d’équivalence spécifié dans l’algorithme 2 page 85 renvois Vrai. Pour cha-
cun des couples (plates-forme source, plate-forme cible), les résultats sont





















Fig. 6.24 – Pourcentage des classes décrites de la même façon par SRM dans différents
modèles de plate-forme
Ces résultats montrent les taux de productivité, au pire cas, d’une
transformation endogène de portage basée sur SRM. Par exemple, dans le
pire des cas, une transformation basée sur SRM peut déduire la moitié des
liens de tissages entre les ressources Arinc et les concepts Osek/Vdx-OS.
Ces tissages sont déduits parce que les ressources Arinc et Osek/Vdx-OS
sont décrites par les même stéréotypes. Il apparait surprenant que dans
certains cas, par exemple Arinc2Rtai et Rtai2Arinc, ce taux ne soit pas
le même dans les deux sens de transformations (Arinc vers Rtai puis
Rtai vers Arinc). Cela s’explique dans le tableau 6.1 page 105 par l’utili-
sation des mêmes stéréotypes pour décrire plusieurs ressources. Pour un
même élément Arinc, il existe plusieurs éléments Rtai équivalents. La
génération des liens de tissages n’est alors plus déterministe. Associé avec
une méthodologie imposant qu’un stéréotype n’est appliqué qu’une seule
fois6, cette génération est à nouveau déterministe.
6Une étape de la méthodologie peux optimiser la modèle de plate-forme pour suppri-
mer les stéréotypes appliqués plusieurs fois. Ainsi, si plusieurs ressources sont stéréoty-
pées de la même façon, un choix est fait et certains stéréotypes sont supprimés dans un
modèle intermédiaire. Ce choix peut être explicité par l’utilisateur ou déduit de contraintes
de performances par exemple.
112 Chapitre 6. Métamodèlisation des plates-formes logicielles d’exécution multitâche
Conclusion
Dans ce chapitre le motif Resource-Service a été utilisé pour décrire
le métamodèle SRM. Ce métamodèle est implanté dans un profil UML
SRM. Des métriques sur la description de modèle de plate-forme ont été
effectuées. Elles montrent que le profil SRM est utilisable pour décrire
des plates-formes logicielles d’exécution multitâches. Ces modélisations
ne sont pas complètes mais elles permettent d’affirmer que le profil SRM
est une contribution à la métamodélisation des plates-formes du domaine
multitâche. La figure 6.25 illustre la satisfaction des besoins de modéli-
sation par le profil.
Le profil SRM et le motif ont été publiés dans [79, 80]. L’évaluation a
été publiée dans [81]. Il a été utilisé par des partenaires industriels dans
[78, 82]. L’OMG l’a normalisé par l’intermédiaire du profil UML MARTE7
dédié à la modélisation et à l’analyse des systèmes temps-réel embarqués
[11].
Possédant le motif, un exemple de métamodèle et des exemples de
modèles de plates-formes, il est possible d’expérimenter des transforma-
tions de modèles basées sur des modèles de plates-formes explicites. C’est











Fig. 6.25 – Satisfaction des besoins de modélisation des plates-formes multitâches dans
cette étude
7MARTE : Profile for Modeling and Analysis of Real-Time and Embedded systems
(MARTE).
7
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Ce chapitre vise à expérimenter l’intégration des modèles de plates-formes dans un processus génératif outillé. Les résultats du chapitre
6 page 91 justifient l’expérimentation de transformations endogènes ba-
sées sur des modèles de plates-formes. Ils montrent, en effet, que le profil
SRM peut être utilisé comme un pivot sémantique entre différentes plates-
formes logicielles d’exécution multitâche. Ce pivot est utilisé pour porter
une application spécifique à une ou plusieurs plates-formes sources vers
une ou plusieurs plates-formes cibles.
Pour cela, ce chapitre est divisé en trois sections. Premièrement, le
contexte expérimental des transformations est décrit. Deuxièmement, une
architecture de transformation est définie. Enfin, dans une troisième et
dernière section, cette architecture est évaluée.
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7.1 Définition du contexte expérimental
La mise en place d’un contexte expérimental nécessite : a) la définition
d’hypothèses de modélisation, b) la description des modèles fournis en
entrée du processus, et c) la présentation d’un cas d’étude autour de ces
modèles.
7.1.1 Définition des hypothèses de modélisation
Les chapitres 3 page 37 et 4 page 57 ont montré qu’il existait de nom-
breuses possibilités pour modéliser les plates-formes et les applications
spécifiques à ces plates-formes. Dans le cadre de cette étude, il est admis
que :
1. Les modèles de l’application et les modèles de plates-formes sont
structuraux. Ils sont essentiellement composés de classes et de types
de données possédant des attributs, des opérations des associations
et des héritages,
2. Les classes des modèles applicatifs sont des singletons, c’est-à-dire
qu’il n’existe qu’une et une seule instance pour chaque classe,
3. Pour toutes les plates-formes décrites comme des profils UML, les
modèles UML correspondant à ces profils sont fournis. Ce modèle
est une représentation UML du modèle de domaine utilisé pour dé-
crire le profil,
4. Lorsque les modèles de plates-formes doivent être enrichis par des
motifs de conception, ceux-ci sont représentés sous la forme de col-
laborations UML (voir la section 4.2.1 page 61). Les propriétés de
ces collaborations référencent alors les ressources des modèles de
plates-formes, et
5. Les connexions entre les éléments applicatifs et les ressources des
plates-formes sont exclusivement des relations de typage et des re-
lations de conformité par applications de stéréotypes (voir la section
3.1 page 39).
7.1.2 Présentation des modèles plates-formes
Dans cette étude trois plates-formes sont étudiées : Hlam, Osek/Vdx-OS
et Cheddar.
 HLAM – Hlam est un sous ensemble de la spécification High Level
Application Modeling (Hlam) de la norme UML MARTE (voir chapitre
13 de [11]). Ce profil UML permet de décrire à un haut niveau d’abs-
traction des exécutions concurrentes. Dans cette étude, seuls les concepts
d’unité temps réel rtUnit, et de services temps réel rtService sont consi-
dérés. Dans cette étude, une unité temps réel est constituée d’un ordon-
nanceur qui orchestre l’exécution des services temps réel. Chaque service
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temps réel est alors considéré comme une ressource ordonnançable pério-
dique. Ce modèle, illustré dans la figure 7.1 en tant que profil et dans la
figure 7.2 en tant que modèle, est très largement simplifié par rapport à




































deadlineElements = [ deadline ]
priorityElements = [priority ]
periodElements = [ period ]
scheduler = [rtUnit ]
« scheduler »
isPreemptive = false




















Fig. 7.2 – Extrait du modèle de domaine de la plate-forme Hlam utilisé pour produire le
profil Hlam
 OSEK/VDX-OS – Osek/Vdx-OS est la spécification d’un exécutif
temps réel multitâche [19]. La partie du modèle utilisée pour illustrer ce
cas d’étude est décrite dans la figure 7.3 page ci-contre . Les ressources
prises en compte sont dédiées à l’exécution. Les tâches sont des ressources
ordonnancées par un ordonnanceur Scheduler. Ces tâches sont basiques
ou étendues. Une tâche étendue peut se mettre en attente d’événements,
ce que ne peut pas faire une tâche basique (cette caractéristique n’est pas
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représentée dans l’extrait 7.3 ). Les alarmes Alarm sont des interruptions
périodiques permettant d’activer des tâches, de signaler des événements
ou d’activer des interruptions. Ces alarmes sont liées à des compteurs
counter et elles sont configurées par des types de données permettant de





minCycle : Integer = 1























timerElements = [ counter ]
« swTimerResource »
isPeriodic = true








priorityElements = [ priority ]




priorityElements = [ priority ]











schedulableResources = [ tasks ]
schedulertasks
* 1
Fig. 7.3 – Extrait du modèle de la plate-forme Osek/Vdx-OS
Ce modèle est complété par un motif d’implantation des tâches pério-
diques sur la plate-forme Osek/Vdx-OS. Sur cette plate-forme, une tâche
périodique est implantée en activant périodiquement une tâche éten-
due par l’intermédiaire d’une alarme. Comme le montre la figure 7.4
page suivante , la modélisation de ce motif implanté sur la plate-forme
Osek/Vdx-OS se concrétise par une collaboration dans laquelle un comp-
teur (50msTimer) est lié à une alarme (alarm). L’action (action) de cette
alarme est l’activation (kind=ActivateTask) d’une tâche étendue (task). Dans
1Dans le cas des alarmes auto démarrées (isAutoStarted = true), l’attribut alarmTime pré-
cise le nombre de tick du compteur à partir duquel l’alarme se déclenche pour la première
fois et l’attribut cycleTime précise le nombre de tick du compteur à partir duquel l’alarme
se réarme (son échéance).
2Lorsque l’alarme se déclenche, elle peut activer une tâche, émettre une interruption
ou signaler un événement.
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l’implantation de ce motif il est imposé que le compteur soit périodique
de période cinquante millisecondes (ticksPerBase=1 et minCycle=1) 3.
« schedulableResource »
PeriodicOsekTask
kind = ActivateTask 
action : Action [1]
alarm : Alarm [1]
« schedulableResource »
type = periodic
priorityElements = [ ExtendedTask :: priority ]
stackSizeElements = [ ExtendedTask :: stackSize ]
periodElements = [ Alarm :: Autostart ]
scheduler = scheduler




50msTimer : Counter [1]
Fig. 7.4 – Motif de conception d’une tâche périodique sur la plate-forme Osek/Vdx-OS
de cette étude
 Cheddar – Cheddar est un outil4 destiné à l’analyse d’ordonnance-
ment des applications temps réel [83]. Ce n’est pas une plate-forme d’exé-
cution à proprement parlé. Cependant, pour les besoins de cette étude,
elle est considérée comme une plate-forme exécutant une application mul-
titâche. Cette exécution produit les chronogrammes représentant l’exécu-
tion des tâches. Ces chronogrammes permettent d’effectuer une analyse
d’ordonnançabilité du système5. Une application Cheddar est composée
de processeurs, d’espaces d’adressage, de tâches, de ressources partagées
et de messages. Le modèle de cette plate-forme, plus conséquent que les
modèles précédents, est détaillé dans l’annexe D.1 page 159.
7.1.3 Présentation du cas d’étude
L’application expérimentale considérée dans cette étude est représentée
dans la figure 7.5 page ci-contre . Elle reprend la classe Controller de l’ap-
plication de robotique décrite dans la section 3.1 page 39 en la spécialisant
pour la plate-forme Hlam. Un Controller, destiné à contrôler la trajectoire
d’une plate-forme robotique mobile, est une unité temps réel possédant
deux services temps réel qui sont updateControl et compute. La commande
des actionneurs, updateControl, doit s’effectuer toutes les cinquante milli-
secondes. Le calcul de la trajectoire, compute, s’effectue quant à lui toutes
les cent millisecondes.
3Ces valeurs par défaut sont imposées par l’implantation Osek/Vdx-OS utilisé.
Dans l’implantation Osek/Vdx-OS utilisée pour cette étude, l’implantation Trampoline
(http ://trampoline.rts-software.org/) [60], le compteur est associé à un timer dont l’im-
pulsion est fixée, par défaut, à cinquante millisecondes.
4http ://beru.univ-brest.fr/s˜inghoff/cheddar/index-fr.html
5Dans le cadre de cette étude, un ordonnanceur Osek/Vdx-OS a été implanté dans cet
outil.
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Fig. 7.5 – Application prise en compte dans le processus génératif
A partir de ce modèle applicatif (ce PIM), cette étude vise à produire
les descriptions structurelles des applications multitâches spécifiques aux
plates-formes Osek/Vdx-OS et Cheddar (les PSM). Concrètement, le
processus génératif produit a) le fichier de configuration d’un exécutif
Osek/Vdx-OS (l’implantation Trampoline) et b) le fichier de configura-
tion de l’outil d’analyse d’ordonnancement Cheddar. Ce processus est
décrit dans la figure 7.6 page suivante . Il est composé de quatre étapes :
1. L’application Hlam (figure 7.5 ) est transformée en une application
Osek/Vdx-OS,
2. L’application Osek/Vdx-OS est transformée en une application
Cheddar.
3. Le fichier de configuration de l’exécutif Osek/Vdx-OS est généré
à partir du modèle de l’application Osek/Vdx-OS. Ce fichier est
décrit dans un langage particulier nommé OSEK Implementation
Language (OIL). Il est utilisé en entré de la chaine de compilation
pour configurer l’exécutif. Il décrit l’instanciation des ressources de
la plate-forme Osek/Vdx-OS6.
4. Le fichier d’entrée de l’outil Cheddar, fichier XML, est généré à
partir du modèle de l’application Cheddar.
Dans ce processus tous les modèles de plates-formes sont décrits par
le profil SRM. De plus, les générateurs des descriptions textuelles OIL et
XML sont écrits spécifiquement pour les plates-formes visées7.Ces géné-
rateurs ne possèdent aucunes informations métiers. Tous les choix d’ins-
tanciation des ressources sont spécifiés dans les modèles en amont8.
Bien que les générateurs de code soient spécifiques, les transformations
de modèles de la première et la deuxième étape (transformations utilisées
6Dans un exécutif Osek/Vdx-OS les ressources sont instanciées statiquement, c’est-
à-dire au démarrage de l’application. Il n’y a pas de création dynamique de ressources
pendant l’exécution de l’application.
7La description de la syntaxe des mécanismes et des services dans les modèles de
plates-formes permettrait, à priori, de concevoir des générateurs de code génériques pa-
ramétrés par la syntaxe des ressources et des services. Par exemple, un générateur XML
générique pourrait être paramétré par le modèle de la plate-forme Cheddar pour pro-
duire un fichier XML manipulable par l’outil.
8Dans la version de la chaine de compilation OIL utilisée, il n’y a pas possibilité de
décrire des modes d’exécution ni plusieurs CPU. Ces deux informations sont donc im-
plantées directement dans les générateurs de code.
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pour les portages de Hlam vers Osek/Vdx-OS et de Osek/Vdx-OS vers
Cheddar) sont capitalisées dans un même composant de transformation.
En effet, le métamodèle de plate-forme (SRM) étant utilisé comme un pivot
sémantique, il est possible de capitaliser un même composant de transfor-
mation réutilisable entre les différentes plates-formes. C’est ce composant,

















































Fig. 7.6 – Synoptique du processus génératif expérimental
7.2 Description de l’infrastructure de transformation
L’objectif du composant de transformation τp2p est de porter des applica-
tions d’un ensemble de plates-formes sources vers un ensemble de plates-
formes cibles. Pour cela, la conception du processus de transformation est
tout d’abord décrite. Ensuite l’implantation de ce processus est détaillée.
7.2.1 Conception du composant de transformation τp2p
Les chapitres 3 page 37 et 4 page 57 ont montrés qu’il existait différents
cas de modélisation pour les métamodèles de plates-formes. D’une part,
certaines plates-formes sont décrites comme des profils UML et d’autres
comme des modèles UML. D’autre part, un ou plusieurs éléments du mo-
dèle de la plate-forme peuvent être décrits par un ou plusieurs éléments
du métamodèle. Réciproquement, un ou plusieurs éléments du métamo-
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dèle peuvent être utilisés pour décrire un ou plusieurs éléments de la
plate-forme. Il est donc illusoire de vouloir traiter tous ces cas de modélisa-
tion dans une même transformation monolithique. La diversité des types
de plates-formes et des possibilités de modélisation (même restreintes)
impose la mise en œuvre de plusieurs transformations unitaires chainées.
Ces transformations unitaires transforment successivement le modèle ap-
plicatif d’entrée et les modèles de plates-formes impliqués (sources et
cibles) pour faciliter l’écriture de la transformation de portage. Ces trans-
formations sont au nombre de cinq :
1. τinj : une transformation d’injection qui explicite l’application. Elle
transforme un modèle applicatif source implicitement implanté sur
une ou plusieurs plates-formes décrites au niveau méta en une ap-
plication cible, implantée explicitement sur une ou plusieurs plates-
formes décrites au niveau modèle. Dans le cadre de cette étude, le
modèle de cette plate-forme est fourni par l’utilisateur (le modèle
utilisé pour concevoir le profil UML),
2. τ∫ : une transformation d’intégration qui réduit et concatène les élé-
ments des modèles sources et cibles. Cette transformation supprime
tous les artéfacts de modélisation liés à la factorisation des modé-
lisations. Elle supprime les héritages, les associations et intègre les
motifs de conception comme des ressources explicites intrinsèques
aux modèles de plates-formes,
3. τ→ : une transformation de portage qui transforme le modèle appli-
catif spécifique aux plates-formes sources en un modèle spécifique
aux plates-formes cibles,
4. τx˙ : une transformation de dérivation qui inverse l’opération d’in-
tégration τ∫ . Elle transforme les modèles applicatifs produits par
la transformation τ→ pour les rendre spécifiques aux modèles de
plates-formes fournis par l’utilisateur (et non au modèle de plates-
formes intégrés par la transformation τ∫ ),
5. τextrac : une transformation d’extraction qui inverse l’opération d’in-
jection. Elle transforme le modèle applicatif pour rendre implicite
les plates-formes décrites par des profils UML (Ces plates-formes
ont été explicitées dans la transformation τinj).
Les transformations d’injection et d’intégration constituent le front end
du composant de transformation τp2p. Les composants de dérivation et
d’extraction constituent le back end. La synoptique de ce composant est
représentée dans la figure 7.7 page suivante .
7.2.2 Implantation du composant de transformation τp2p
L’implantation du composant τp2p consiste à décrire chacun des compo-
sants de transformation qui le compose. Ces composants sont τinj, τ∫ ,τ→,τx˙
et τextrac.
 La transformation d’injection : τinj – La figure 7.8 page 123 présente
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Fig. 7.7 – Synoptique du composant de transformation τp2p





Fig. 7.8 – Synoptique du composant d’injection
Le composant d’injection est composé de deux transformations :
1) τip est la transformation d’injection des modèles de plates-formes. Elle
transforme les plates-formes décrites sous la forme de profils UML en
des modèles UML. Elle est la transformation inverse de la transforma-
tion de promotion (τip = τ−1p ) qui a permit d’obtenir ces profils. Dans
cette étude, cette transformation est la transformation identité puisque
le modèle de domaine est fourni en entrée du composant9.
2) τia est la transformation d’injection des modèles applicatifs. Elle rend
explicite toutes les plates-formes d’exécution impliquées dans les mo-
dèles applicatifs. Son l’algorithme est détaillé en 7.1 page suivante. Il
consiste à créer une instance pour chaque élément stéréotypé. Cette
instance est typée par la ressource explicite produite en sortie de τip.
Un résultat de cette transformation est proposé dans la figure 7.11
page 129 . Elle concerne l’injection du modèle applicatif spécifique à la
plate-forme Hlam (portage Hlam2Osek) Les opérations updateControl
et compute sont transformées en des instances de la ressource expli-
cite RtService. Les valeurs affectées à ces instances sont déduites des
méta-valeurs possédées par les stéréotypes.
 La transformation d’intégration : τ∫ – La synoptique du composant
d’intégration est présentée dans la figure 7.9 page suivante .
L’objectif de l’intégrateur est de concaténer les différents artéfacts de mo-
délisation dans un modèle simplifié pour ensuite plus facilement les ma-
nipuler en entré de la transformation de portage. Les modèles de sortie
de cette intégration sont alors d’une part des modèles de nouvelles plates-
formes (abstraites) et d’autre part des modèles applicatifs spécifiques à ces
nouvelles plates-formes (abstraites). Comme le montre la figure 7.9 page
suivante , l’intégrateur est constitué de deux transformations :
1. τ∫ p intègre les éléments des modèles de plates-formes. Elle intègre
les motifs de conception associés aux modèles de plates-formes
9Dans les cas ou la le modèle de domaine n’est pas fourni en entrée de la transforma-
tion, des informations de traçabilité issues de la transformation de promotion peuvent être
utilisées. Lagarde et al. [57] produit par exemple ces informations dans son outil d’aide à
la conception des profils UML.
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Algorithme 7.1 : Algorithme de la transformation τia dédiée à l’in-
jection les modèles applicatifs
Entrées :
Ain : Le modèle applicatif source
Piin : Le profil de la plate-forme implicite
Pout : L’ensemble des modèles explicites de sorties
Résultat :
Aout : Le modèle applicatif de sortie
Données :
S(e) : L’ensemble des stéréotypes décrivant l’élément e
début1
Transformer le modèle Ain en un modèle Aout;2
pour chaque element ∈ Ain faire3
si S(element) ! = ∅ alors4
Créer une InstanceSpecification nommée par le nom de la5
classe ;
Typer cette instance par la classe issue de la6
transformation τip ;
Créer un slot pour chaque propriété du stéréotype7
possédant une valeur ;
Résoudre les dépendances ;8
sinon9
Recopier l’élément.;10






Fig. 7.9 – Synoptique du composant d’intégration
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comme des ressources explicites de ces modèles de plates-formes.
Elle transforme les associations par des références (les associations
n’apportent aucune sémantique supplémentaire dans ces modèles).
Elle supprime les héritages en dupliquant les informations (les héri-
tages complexifient les transformations). Enfin, elle supprime tous
les éléments du modèle qui ne sont pas identifiés par les méta-
modèles de plates-formes, excepté les types de données (DataType,
PrimitiveType et Enumeration). Les informations non décrites explici-
tement par les métamodèles de plates-formes ne peuvent être trai-
tées automatiquement par des outils de transformations. La figure
7.14 page 131 illustre le résultat de l’intégration de la plate-forme
Osek/Vdx-Os décrite dans la figure 7.3 page 117 . Dans cet exemple,
la classe OsekTask a disparu puisqu’elle n’était pas décrite par le pro-
fil SRM. De même les relations d’héritages et d’associations ont été
supprimées. Une nouvelle ressource a été ajoutée pour décrire des
tâches étendues périodiques : PeriodicOsekTask.
2. τ∫ a, intègre les instances des modèles applicatifs. Elle transforme le
modèle applicatif pour le rendre spécifique au modèle de la plate-
forme généré par τ∫ p. Elle recopie les instances dont les types sont
des classes, des éléments typés ou des types primitifs. Enfin, lorsque
des collaborations sont présentes dans le modèle de plate-forme
source, elle détecte les instances collaborant conformément à ces
collaborations puis les intègre dans une instance unique. Cette dé-
tection est réalisée par une librairie spécifique codée pour les be-
soins de cette étude10. Un exemple d’utilisation de la transforma-
tion τ∫ a est décrite dans la figure 7.15 page 132 . Cet exemple
est issu du portage de Osek/Vdx-Os vers Cheddar. Dans ce por-
tage, certaines instances du modèle applicatif (Osek/Vdx-OS) colla-
borent pour réaliser des tâches périodiques. Ce sont ces instances
qu’il faut détecter et intégrer. Dans cet exemple, les quatre ins-
tances task_updateControl, action_updateControl, alarm_updateControl
et 50msTimer_updateControl sont détectées comme des instances col-
laborant conformément à la collaboration PeriodicOsekTask. Elles
sont donc concaténées en une instance updateControl typée par la
ressource PeriodicOsekTask (créée par la transformation τ∫ p).
Si l’intégration des motifs dans les modèles de plates-formes n’est pas un
problème, la détection et la concaténation des instances dans le modèle
applicatif cible est difficile à mettre en œuvre. Elle nécessite de traduire
la collaboration en un ensemble de contrainte, puis d’explorer le modèle
applicatif source pour rechercher les instances satisfaisant l’ensemble des
contraintes. Ces contraintes sont classées en trois grandes familles :
1. les contraintes génériques au modèle UML, c’est-à-dire les
contraintes invariantes qui ne sont pas dépendantes du motif lui-
même mais génériques au métamodèle UML. Ce sont typiquement
les contraintes de types, de cardinalités et de référencement. Par
exemple, les instances dont le type n’est pas référencé dans la col-
laboration ne sont pas de bonnes candidates. Ces contraintes sont
10Cette librairie est inspirée des algorithmes de la théorie de la satisfaction de contraintes
décrite dans [84].
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génériques au métamodèle UML. Elles sont codées explicitement
dans la librairie.
2. Les contraintes dynamiques, c’est-à-dire les contraintes spécifiques
au motif. Par exemple, dans la figure 7.15 page 132 , une instance
susceptible de collaborer est une instance typée ExtendedTask réfé-
rençant une et une seule Action. Ces contraintes sont automatique-
ment induites par la librairie au cours de l’exécution de la transfor-
mation.
3. Les contraintes utilisateurs, c’est-à-dire les contraintes écrites expli-
citement par l’utilisateur sous la forme d’invariants attachés à la col-
laboration11.
Ces contraintes sont détaillées dans la description de la librairie en annexe
E page 169.
 La transformation de portage : τ→ – La synoptique du composant de








Fig. 7.10 – Synoptique du composant de portage
La transformation de portage vise à transformer un modèle applicatif
spécifique à une ou plusieurs plates-formes sources en un modèle appli-
catif spécifique à une ou plusieurs plates-formes cibles. Plus particulière-
ment, l’objectif est de transformer les instances spécifiques aux ressources
sources en des instances spécifiques aux ressources cibles. Le choix du por-
tage est opéré par équivalence. A partir d’une instance source, l’algorithme
recherche pour chaque ressource typant cette instance, une ressource cible
équivalente. Si celle-ci existe, il crée une instance. Cet algorithme est décrit
en 7.2 page ci-contre. Il s’appuie sur l’opérateur ≈ défini dans le chapitre
5. Un algorithme similaire traite les propriétés de ces ressources. Pour
chaque propriété ayant une valeur dans l’instance source, une valeur est
affectée à la ou les propriétés référencées de la même façon dans la res-
source cible.
11Dans l’expérimentation de cette étude, un pilote spécifique au moteur ATL a été dé-
veloppé pour lui permettre de vérifier des contraintes OCL au cours de l’exécution de
la transformation. Ce pilote délègue le traitement de la contrainte OCL au plug-in OCL
Eclipse. Celui retourne Vrai si la contrainte est satisfaite et Faux sinon.
7.2. Description de l’infrastructure de transformation 127
Algorithme 7.2 : Algorithme de portage des modèles applicatifs
Entrées :
L’ensemble des instances des modèles applicatifs sources Ain
Is = {is|∃ain ∈ Ain : is ∈ E(ain) ∧ is χ InstanceSpecification},
Rs,Rc : L’ensemble des ressources sources et cibles
Résultat :
L’ensemble des couples (Instance source, Ensemble des Ressources cibles
sélectionnées) Tic = {tic | ∃ i ∈ Is,Rselect ⊂ Rc : tic = (i,Rselect)}
Données :





pour chaque is ∈ Is faire5
Rselect ← ∅;6
L’ensemble des ressources sources typant is
Ris = {ris|ris ∈ Rs ∧ ris ∈ is.classifier};7
pour chaque ris ∈ Ris faire8
pour chaque rc ∈ Rc faire9
si ris ≈ rc alors10
Rselect ← Rselect ∪ {rc};11




Chapitre 7. Intégration des modèles de plates-formes multitâches dans une ingénierie
générative expérimentale
Bien sur, il est illusoire de considérer que tous les éléments du modèle de
sortie peuvent être générés par cette simple relation d’équivalence. Il est
utopique de vouloir déterminer une relation d’équivalence automatique
entre des types de données ou entre des types primitifs. Par exemple dans
le portage d’une application Hlam vers Osek/Vdx-OS (voir figures 7.2
page 116 et 7.3 page 117 ), il est illusoire de vouloir déterminer auto-
matiquement une équivalence entre une durée (Duration) et un AutoStart.
Ce sont tous deux des types de donnée qui ne sont pas identifiés par le
profil SRM. C’est pourquoi, un ensemble de règles de transformation (τdt,
abréviation de τdataType) sont spécifiées par l’utilisateur en entré du com-
posant de transformation. Dans cette étude, ces règles sont limitées aux
types de données et aux types primitifs. Elles sont fusionnées aux règles
génériques τrs (abréviation de τressourceService) implantant les algorithmes
d’équivalences précédents (équivalences entre les ressources et entre les
propriétés). Le résultat de cette fusion, la transformation dérivée τd, porte
effectivement le modèle applicatif source en un modèle applicatif cible.
La figure 7.12 page 130 illustre un résultat obtenu par la transformation
τ→ pour le premier portage du processus : Hlam vers Osek/Vdx-OS. Dans
cet exemple, les plates-formes ont été intégrées dans des plates-formes
Abstract_Hlam12 (voir figure 7.2 page 116 ) et Abstract_Osek/Vdx-OS
(voir figure 7.14 page 131 ). L’unité temps réel est portée vers l’ordon-
nanceur de la plate-forme Abstract-Osek/Vdx-OS. Les services temps
réel sont transformés en des tâches périodiques PeriodicTask. Les durées
Duration sont transformées en des AutoStart (des instances du type de don-
née AutoStart). Cette dernière règle est fournie explicitement par l’utilisa-
teur. Elle est détaillée dans l’annexe D.2.1 page 164.
 La transformation de dérivation : τx˙ – La transformation de dériva-
tion vise à transformer le modèle applicatif cible pour inverser l’opération
d’intégration appliquée sur le modèle de plate-forme cible. Le modèle ap-
plicatif résultant est alors spécifique à la plate-forme cible et non plus à la
plate-forme abstraite générée par la transformation d’intégration. Concrè-
tement, la transformation de dérivation instancie chacun des motifs inté-
grés au modèle de plate-forme et complète les valeurs des instances par les
valeurs par défaut spécifiées dans le modèle de plate-forme. Par exemple,
la figure 7.13 page 130 montre la dérivation du modèle généré par l’opé-
ration de portage précédente (figure 7.12 page 130 ). Dans cette figure,
les instances typées par la ressource PeriodicOsekTask disparaissent. Elles
sont remplacées par un ensemble d’instance, une pour chaque partie de
la collaboration PeriodicOsekTask (voir figure 7.4 page 118 ). De même,
les valeurs des tailles de piles, stackSize, sont ajoutées puisqu’une valeur
par défaut est spécifiée dans le modèle de plate-forme Osek/Vdx-OS (voir
figure 7.3 page 117 ).
 La transformation d’extraction : τextract – La transformation d’extrac-
tion inverse la transformation d’injection. Elle transforme le modèle ap-
12L’opération d’intégration ne modifie pas le modèle de Hlam, le modèle de Abs-
tract_Hlam est donc celui de Hlam.
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plicatif pour rendre implicite les ressources des plates-formes décrites en
entrée du composant τp2p par des profils UML (les plates-formes impli-
cites). Les instances typées par des ressources implicites sont transformées
en des éléments conforment à la méta-classe étendue par le stéréotype 13.
Dans le cas de cette expérimentation, la transformation τextract est la fonc-




















« rtService » updateControl()
« rtService » compute()
« rtUnit »
Controller
« rtUnit » 



































periodicOsekTask_tasks = [updateControl, compute ]
controller : Scheduler
Application.HLAM
















Fig. 7.12 – Génération du modèle applicatif spécifique à la plate-forme abstraite
Abstract_Osek/Vdx-OS
13Le composant τp2p impose qu’il n’y ait par dans la modèle de plate-forme implicite
d’extension multiple.
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Osek/Vdx-OS






























Fig. 7.13 – Dérivation du modèle applicatif Osek/Vdx-OS
Abstract_Osek/Vdx-OS
priority : Integer





minCycle : Integer = 1









task : ExtendedTask [0..1]
task : BasicTask [0..1]
« dataType »
Action
autoStart : AutoStart [0..1]
action : Action [0..1]






timerElements = [ Alarm::counter ]
« swTimerResource »
isPeriodic = true
durationElements = [ ticksPerBase ]
priority : Integer






priorityElements = [ priority ]




priorityElements = [ priority ]
stackSizeElements = [ stackSize ]
scheduler = scheduler
priority : Integer







priorityElements = [ priority ]
stackSizeElements = [ stackSize ]
periodElements = [ autostart ]
scheduler = scheduler
extendedTask_tasks : ExtendedTask










Fig. 7.14 – Intégration du modèle de plate-forme Osek/Vdx-OS
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« schedulableResource »
PeriodicOsekTask
kind = ActivateTask 
action : Action [1]




50msTimer : Counter [1]
priority : Integer







stackSize =  32768
updateControl : PeriodicOsekTask
priority = 11





























Fig. 7.15 – Intégration d’un modèle applicatif spécifique à la plate-forme Osek/Vdx-OS
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7.3 Évaluation de l’infrastructure de transformation
7.3.1 Réalisation expérimentale
Les différentes transformations du composant τp2p ont été décrites dans le
langage de transformation ATL [24]. Elles sont intégrées dans un plugin14
Eclipse15 nommé P2P. La figure 7.16 page 133 illustre l’utilisation de
l’outil P2P dans cette étude.
Configuration et Lancement du 
composant de transformation
Console de retour : Retour d’informations 
sur les choix de transformations












Synoptique de lancement des transformations
Fig. 7.16 – Réalisation du composant de transformation τp2p sous la forme d’une exten-
sion Eclipse
Dans le processus expérimentale de cette étude, cet outil est utilisé
à deux reprises. Une première fois dans le portage d’une application
spécifique à Hlam vers Osek/Vdx-OS (τHlam2Osek), et une seconde fois
dans le portage de l’application spécifique à Osek/Vdx-OS vers Cheddar
(τOsek2Cheddar). A partir des résultats de ces deux transformations, des gé-
nérateurs de code OIL et Cheddar-XML ont été écrits en Acceleo16[33].
14Une extension à la plate-forme Eclipse.
15www.eclipse.org
16www.acceleo.org
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Les fichiers générés ont été utilisés pour configurer l’exécutif Trampoline
[60] et l’outil Cheddar [83].
7.3.2 Résultats expérimentaux
Les figures 7.17 page 133 et 7.18 page 134 synthétisent les résultats
de chacune des transformations τHlam2Osek et τOsek2Cheddar. La première
figure illustre les équivalences entre les ressources et la seconde figure
illustre les équivalences entre les propriétés de ces ressources. Un trait
noir est une équivalence automatiquement déduite, un trait de couleur
est une équivalence spécifiée explicitement par l’utilisateur. en entrée du
composant τp2p (l’entrée τin de la synoptique 7.7 page 122 ).
Ces résultats montrent qu’une grande partie des équivalences ont été
déduites des descriptions des plates-formes. Par exemple dans la pre-
mière transformation, seul les règles pour transformer les instances du
type de donnée Duration en les instances du type de donnée AutoStart
ont été écrites par l’utilisateur. De même dans la seconde transformation,
une seule règle a été écrite pour transformer un AutoStart en un Integer
et les capacités et les échéances des tâches ont été complétées dans l’outil
d’analyse lui même puisque ces données sont spécifiques à l’analyse d’or-
donnancement. Les règles de transformation écrites par l’utilisateur sont















: Tissage déduit des modèles des plates-formes
: Tissage explicité par l’utilisateur
LAM SEK/VDX-OS HEDDAR
IntegerReal Integer
Fig. 7.17 – Synthèse des résultats expérimentaux de génération pour les ressources
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: Tissage déduit des modèles de plates-formes
: Tissage explicité par l’utilisateur
Task.c : Les valeurs  affectées à la propriété sont déduites des méta-références
Task.c : Les valeurs  affectées à la propriété sont déduites du modèle de plate-forme 
  (ex : valeur par défaut, motif de conception)
Task.c : Les valeurs affectées à la propriété sont décrites explicitement par l’utilisateur 
























τHLAM2OSEK τOSEK2CHEDDARHLAM OSEK/VDX-OS CHEDDAR
Fig. 7.18 – Synthèse des résultats expérimentaux de génération pour les propriétés
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7.3.3 Conclusion de l’évaluation
L’architecture proposée dans cette expérimentation a été implantée et uti-
lisée dans un processus génératif expérimental. Les premiers résultats sont
encourageants puisque, d’une part, ils montrent que l’implantation d’une
infrastructure de transformation basée sur des plates-formes existe et que,
d’autre part, une infrastructure générique est envisageable pour aider à
la construction des transformations entres plates-formes. L’explicitation Capitalisation du
noyau de
transformation
des plates-formes a permis de capitaliser une grande partie des règles de
transformation. Ces règles sont dépendantes :
1. des hypothèses de modélisation de l’application (classes singletons)
2. des hypothèses de connexions entre l’application et la plate-forme.
L’architecture est dépendante des connexions par stéréotypes et par
typages.
3. du motif Resource-Service, plus particulièrement, des services spé-
cifiés dans le chapitre 4 page 57.
Considérant ces limitations, le composant de transformation est donc gé-
nérique pour les modèles applicatifs et les modèles de plates-formes res-
pectant ces hypothèses. Les règles capitalisées sont en fait dépendantes du
motif Resource-Service. Elles peuvent donc être réutilisées à différentes
étapes du cycle de développement, pour différents modèles de plates-
formes et pour différents métamodèles de plates-formes appliquant le
motif. Elles ne sont d’ailleurs pas impactées par les faiblesses de descrip-
tion des métamodèles de plates-formes. En effet, même si un métamodèle
comme SRM ne modélise pas entièrement la plate-forme manipulée, plu-
sieurs métamodèles de plates-formes peuvent être utilisés conjointement.
Par exemple le profil Time de MARTE, qui applique le motif Resource-
Service, peut être utilisé conjointement avec SRM pour représenter les
horloges et les échelles de temps. Dans ce cas, les règles de transformation
restent opérationnelles.
7.4 Discussion
Même si, le composant τp2p déduit automatiquement un certain nombre Un remède contre la
complétude des
transformations ?
de liens de tissage [85] entre la plate-forme source et la plate-forme cible, il
ne pourra jamais les déduire tous. Une solution pour rendre plus flexible
l’utilisation d’un tel composant est de générer le modèle de tissage entre
les plates-formes sources et cibles. L’utilisateur peut ensuite compléter ma-
nuellement ou automatiquement ce modèle. Ce modèle de tissage est en-
suite utilisé pour paramétrer une transformation d’ordre supérieur qui
génère, non pas l’application cible, mais la transformation spécifique aux
plates-formes sources et cibles (voir figure 5.2 page 78). Cette solution per-
met à l’utilisateur de spécifier des règles de transformations spécifiques
qui ne concernent pas forcément les types de données et les types pri-
mitifs (limitation du composant τp2p actuellement implanté). Dans cette
utilisation, le composant τp2p est un assistant d’aide à l’écriture des trans-
formations.
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l’heure actuelle, aucun artéfact permettant d’optimiser les liens que le
composant de transformation déduit automatiquement. Par exemple, lors
de la génération de l’application Osek/Vdx-OS à partir de l’application
Hlam (voir figure 7.12 page 130 ), un compteur unique peut être utilisé
pour les deux alarmes. Dans l’état actuel, le composant τp2p génère un
compteur par alarme. Le composant τp2p est en fait limité par le pouvoir
d’expression des collaborations UML. La définition d’un profil UML pour
guider les transformations peut solutionner ce problème. Par exemple,
un stéréotype Unique appliqué sur la partie 50msTimer de la collabora-
tion PeriodicOsekThread peut spécifier le partage d’un même compteur
pour toutes les instanciations du motif PeriodicOsekThread. De même, un
stéréotype Singleton sur l’ordonnanceur de la plate-forme Osek/Vdx-OS
peut éviter la génération de plusieurs instances de cet ordonnanceur. Une
plate-forme Osek/Vdx-OS ne possède en effet qu’un seul ordonnanceur.
Enfin, une hypothèse forte du portage définit dans le composant τp2pLes transformations
sont-elles toujours
déterministes ?
est qu’il n’y ait pas plusieurs éléments stéréotypés de la même façon dans
les modèles des plates-formes sources et cibles. Dans le cas contraire, le
portage n’est plus déterministe. Un choix est en effet nécessaire pour sa-
voir quelle ressource doit être effectivement instanciée. Pour pallier cette
limitation un composant supplémentaire peut être ajouté au composant
τp2p. Ce composant vise à optimiser les modèles de plates-formes sources
et cibles pour un contexte donné. Concrètement, il sélectionne une res-
source parmi l’ensemble des ressources décrites par le même stéréotype.
Cette sélection s’effectue, par exemple, en analysant des propriétés non
fonctionnelles telles que la taille mémoire ou les temps d’exécution par
exemple.
Conclusion
Dans ce chapitre, une infrastructure de transformation a été définit. Celle-
ci vise à porter un modèle spécifique à un ensemble de plates-formes
sources en un modèle spécifique à un ensemble de plates-formes cibles.
Cette architecture de transformation est endogène. Les modèles de plates-
formes sources et cibles sont en effet décris par les mêmes métamodèles
de plates-formes. Cette architecture n’est cependant pas spécifique à ces
métamodèles de plates-formes mais générique au motif Resource-Service.
Elle peut être utilisée pour n’importe quel métamodèle appliquant le mo-
tif. Ainsi, dans ce chapitre, elle a été utilisée à deux reprises pour produire
des modèles d’applications multitâches spécifiques à différentes plates-
formes logicielles d’exécution. Ces plates-formes étaient alors décrites par
le profil SRM.
Cette étude a donc montré qu’une architecture générique basée sur des
modèles de plates-formes était faisable et utilisable. Elle a mis en avant
l’importance de l’explicitation des plates-formes en capitalisant l’architec-
ture de transformation manipulant ces plates-formes. C’est pourquoi, cette




Ce travail avait pour objectif d’étudier la prise en compte des plates- Rappel de la
problématiqueformes logicielles d’exécution dans une ingénierie générative dirigée par
les modèles. Plus particulièrement, il devait contribuer à : a) définir ce
qu’est un modèle de plate-forme au sens de l’IDM, b) définir ce qu’est un
métamodèle de plate-forme au sens de l’IDM et c) intégrer ces descriptions
dans une infrastructure générative dirigée par les modèles.
Pour cela, le contexte applicatif a été centré sur les systèmes logi- Démarche suivie
ciels multitâches, c’est-à-dire sur les systèmes applicatifs s’exécutant sur
des plates-formes logicielles d’exécution multitâche (chapitre 1 page 7).
Ensuite, la démarche d’étude a été agencée en trois parties.
Premièrement, un état de l’art sur la modélisation des plates-formes
logicielles d’exécution multitâche a été dressé (chapitre 2 page 23). Il est
apparu que les concepts proposés dans la littérature sont très abstraits. Ils
sont souvent distants des mécanismes et des services réellement fournis
par les plates-formes. Par conséquent, la deuxième partie de cette thèse a
été orientée sur la métamodèlisation des plates-formes.
La seconde partie de cette étude s’est attachée à définir les briques
élémentaires d’un métamodèle de plate-forme. Elle a défini le motif
Resource-Service. Ce motif est une bonne pratique de métamodèlisation
(chapitre 3 page 37) puisqu’il permet, d’une part, de réduire le nombre
de métatypes et, d’autre part, de structurer efficacement un métamodèle
de plate-forme pour effectivement décrire des modèles de plates-formes
d’exécution. Cette bonne pratique a d’ailleurs été confrontée, avec suc-
cès, aux différentes possibilités de modélisation (chapitre 4 page 57) des
plates-formes. Elle a aussi été outillée pour permettre son utilisation dans
des ingénieries opérationnelles (chapitre 5 page 75). Tous ces résultats sont
alors génériques à la métamodèlisation des plates-formes. Ils ont été ap-
pliqués dans la troisième partie.
La troisième, et dernière, partie s’est attachée à réaliser un métamodèle
de plate-forme multitâche et à intégrer ce métamodèle dans un processus
de transformation outillé. Pour cela, le profil UML Softawre Resource
Modeling a été décrit et évalué pour la modélisation des plates-formes
logicielles d’exécution multitâche (chapitre 6 page 91). Son évaluation
sur différentes plates-formes réelles a certes montré qu’il n’est pas com-
plet, mais, qu’il permet d’ores et déjà d’expérimenter la réalisation d’une
architecture de transformation générique. Cette architecture a été implan-
tée, utilisée et évaluée dans un processus génératif expérimental (chapitre
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7 page 113). Elle permet de porter les applications spécifiques à un en-
semble de plates-formes sources sur un ensemble de plates-formes cibles.
Toutes ces plates-formes sont alors décrites par un même ensemble de mé-
tamodèles de plates-formes appliquant le motif Resource-Service. L’ar-
chitecture de transformation est ainsi générique à tous les métamodèles
appliquant ce motif et donc réutilisable à différentes étapes de développe-
ment.
En somme, cette étude a contribué aux problématiques liées à la mo-Synthèse des
contributions délisation et à l’intégration des plates-formes d’exécution. Elle a contribué
à :
⊲ La définition du motif Resource-Service pour décrire des modèles
de plates-formes d’exécution. Un modèle de plate-forme d’exécu-
tion est alors un modèle de son API, c’est-à-dire un modèle de la
signature, de la sémantique et du comportement des concepts de
cette API. Un métamodèle de plate-forme d’exécution est alors un
modèle capable de décrire ces APIs. C’est un modèle appliquant le
motif Resource-Service. Cette étude s’est d’ailleurs limitée à la des-
cription de la signature et de la sémantique de ces APIs,
⊲ La définition de l’extension UML Software Resource Modeling
(SRM) dédiée à la modélisation des plates-formes logicielles d’exé-
cution multitâche. Cette extension permet plus particulièrement la
description de la concurrence d’exécution, des interactions entre ces
exécutions et de la gestion des ressources logicielles et matérielles
d’exécution,
⊲ L’expérimentation d’une architecture de transformation, nommée
τp2p, dont l’exécution est dirigée par des modèles de plates-formes.
Ce noyau de transformation reste générique à tout métamodèle ap-
pliquant le motif Resource-Service. Il peut être utilisé à différentes
étapes de développement et ainsi capitaliser les transformations au
cours du cycle de développement.
Discussion générale
L’IDM est aujourd’hui essentiellement centré sur le couple (modèle, mé-
tamodèle). Ce couple constitue le cadre architectural à partir duquel les
méthodologies et les outils sont développés. Cette architecture en couches
(une pour les modèles et une seconde pour les métamodèles) permet de
capitaliser les transformations autours des métamodèles. Désormais, l’ex-
plicitation des plates-formes impose aussi le couple (application, plate-
forme). Les outils développés sont alors capitalisés autour des métamo-
dèles applicatifs et des métamodèles de plates-formes. Ils sont utilisables
quelque soit les modèles applicatifs et quelque soit les modèles de plates-
formes. Ce concept de plate-forme permet ainsi de capitaliser des trans-
formations tout en assurant une plus grande flexibilité. Il contribue à défi-
nir des transformations schizophrènes capables de cibler plusieurs plates-
formes logicielles d’exécution.
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Néanmoins, cette capitalisation est dépendante des relations qu’il
existe entre une application et une plate-forme. Contrairement au couple
(modèle, métamodèle) ou seule la relation de conformité est possible, les
relations entre une application et une plate-forme sont nombreuses (hé-
ritage, référencement, typage et conformité). Le cadre architectural basé
sur des modèles de plates-formes doit donc inévitablement être complété
par une méthodologie restreignant ces relations. Les outils de transforma-
tions seront alors dépendants de cette méthodologie. Ce point dur n’est
pas rédhibitoire. Il alimente les perspectives de cette thèse.
Perspectives
La poursuite de ce travail nécessite, tout au moins, deux types d’études :
a) les études à court terme pérennisant le travail effectué et b) les études
à long terme enrichissant le domaine de solutions. Pour chacune de ces
études, trois axes principaux sont proposés.
Perspectives à court terme
Les études à court terme concernent essentiellement le profil SRM et
l’infrastructure de transformation expérimentée dans cette thèse. Elles
doivent :
a) enrichir le profil SRM pour la modélisation des mécanismes et des ser-
vices liés à a) la tolérance aux fautes (par exemple, gestion des modes
de fonctionnement et des erreurs), b) la gestion du temps, et c) la ges-
tion des architectures multiprocesseurs et des architectures distribuées.
Cet enrichissement peut se concrétiser par une extension lourde du
profil ou par la définition de profils spécifiques utilisés conjointement
avec le profil SRM,
b) enrichir le prototype de transformation pour gérer les autres cas de
modélisation des plates-formes tels que l’utilisation des expressions
par exemple et ainsi poursuivre l’expérimentation d’une transforma-
tion générique basée sur des modèles de plates-formes explicites,
c) générer le modèle de tissage entre les plates-formes sources et cibles
par une transformation d’ordre supérieur et ainsi assister la fusion des
règles de transformation spécifiques à l’utilisateur avec celles du noyau
générique de transformation.
Perspectives à long terme
Les études à long terme concernent la modélisation et l’intégration des
plates-formes dans l’IDM. Elles doivent par exemple :
a) étendre les langages de transformation pour manipuler nativement des
métamodèles de plates-formes et ainsi faciliter l’utilisation des modèles
de plates-formes explicites dans l’IDM,
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b) étudier la modélisation du comportement des plates-formes. L’intégra-
tion de cette modélisation dans un processus génératif doit ainsi enri-
chir l’utilisation des modèles de plates-formes pour la génération, pour
l’analyse ou encore pour la simulation par exemple,
c) définir une méthodologie outillée basée sur des modèles de plates-
formes. Une extension de la méthodologie Accord|UML [40] permet-
trait ainsi de cibler plusieurs exécutifs multitâches par génération.
Toutes ces études contribueront à satisfaire les besoins d’une modéli-
sation et d’une intégration des plates-formes d’exécution dans une ingé-





Librairies ATL dédiées à la
manipulation de modèles de
plates-formes
Ce chapitre est une illustration d’une implantation des ensembles et
des algorithmes spécifiés dans la section 5.2 page 79. Il décrit les services
d’une librairie ATL [24]. Cette librairie est dédiée à la manipulation de
modèles de plates-formes. Ces modèles sont conformes à des métamo-
dèles appliquant le motif Resource-Service (motif décrit dans le chapitre
3 page 37.
Pour cela, ce chapitre est constitué de deux sections. La première
illustre une implantation des ensembles mathématiques définis dans la
section 5.2 page 79. La seconde illustre une implantation de l’algorithme
d’équivalence spécifié en 5.2 page 85.
A.1 Implantation des services primitifs
context UML::Model




def : getAllPropertiesReferencedAs(tagName : String, ց





def : getAllOperationsReferencedAs(tagName : String, ց





def : getAllParametersReferencedAs(stereotypedResource: ց
UML::Type, tagName : String, resourceName : String) :ց
Sequence(UML::Parameter) =
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Code A.1 – Librairie ATL dédiée à la manipulation de modèle de plate-forme
A.2 Implantation d’une librairie d’équivalence
library EquivalenceLib; -- Library Template
uses UMLStereotypeLib;
uses UMLElementLib;
--limitation link to the Traceability profile
helper context UML!Element def : isSourceAndTargetMatched(ց
stereotyedTarget : UML!Element, src_stereotype : UML!ց
Stereotype, dest_stereotype : UML!Stereotype) : Booleanց
=
let tags : Sequence(UML!Property) = src_stereotype.ց
getPrimitiveTypeAndEnumerationProperty().debug(’Tags ց
evaluated to be able to match’)in
tags->iterate(tag;














helper context UML!Element def : ց
isAllSourceAndAllTargetMatched(stereotypedTarget : UML!ց
Element) : Boolean =
let source_stereotypes : Set(UML!Stereotype) = self.ց
getAppliedStereotypeSet()->reject(e|e.name = ց
thisModule.traceabilityStereotype.name) in
let target_stereotypes : Set(UML!Stereotype) = ց
stereotypedTarget.getAppliedStereotypeSet()->reject(eց
|e.name = thisModule.traceabilityStereotype.name) in
source_stereotypes->iterate(src_stereo;















helper context UML!Element def : isStereotypedInASameWay(ց
target :UML!Element) : Boolean =
let source_stereotypes : Set(UML!Stereotype) = self.ց
getAppliedStereotypeSet()->reject(e|e.name = ց
thisModule.traceabilityStereotype.name) in

















helper context UML!Element def : isEquivalentTo(target : ց






Code A.2 – Librairie ATL dédiée à l’implantation de l’opérateur d’équivalence (≈)
spécifique au motif Resource-Service

B
Ontologie des services des
systèmes multitâches
L’objectif de ce chapitre est d’illustrer une ontologie des concepts et des
services fournis par les systèmes d’exécution multitâche. Cette ontologie
a été réalisée pour concevoir le profil UML SRM (voir chapitre 6 page 91).
Pour cela, six systèmes représentatifs du domaine sont sélectionnés :
1) SCEPTRE 2 [75] : résultat d’un projet de recherche visant à unifier les
interfaces de programmation des systèmes d’exploitation temps réel
embarqués,
2) VxWorks [21] : exécutif commercial largement utilisé dans les sec-
teurs industriels de la télécommunication et de la robotique d’après
des études de marchés récentes [73],
3) POSIX IEEE std 1003.1 [72] : norme dédiée à la spécification des sys-
tèmes d’exploitation et plus spécifiquement à la spécification des sys-
tèmes multitâches,
4) RTAI [74] : correctif pour utiliser des systèmes Linux dans des applica-
tions multitâches temps réel embarquées,
5) Osek/Vdx-OS [19] : norme dédiée à la spécification des exécutifs mul-
titâches pour l’automobile,
6) Lacatre [76] : un langage, présentant un mode graphique et un mode
textuel, destiné à faciliter la conception préliminaire et détaillée d’ap-
plications basées sur la mise en œuvre d’exécutifs multitâches temps
réel.
Une première étude bibliographique décrite dans [77] a permis d’iden-
tifier les principales ressources de ces systèmes. Onze ressources ont été
retenues :
– Les ressources ordonnançables, c’est-à-dire les ressources fournis-
sant un contexte d’exécution concurrent. La concurrence d’exécution
de ces ressources est alors gérée par un ordonnanceur logiciel,
– Les ressources d’interruptions, c’est-à-dire les ressources fournis-
sant un contexte d’exécution pour les interruptions matérielles et
logicielles,
– Les alarmes fournissant un contexte d’exécution pour les interrup-
tions issues de réveils,
– Les réveils,
– Les partitions mémoires restreignant les exécutions à une zone mé-
moire,
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– Les ressources de communications par message permettant de réa-
liser des communications de données entre contextes d’exécution
concurrent,
– Les ressources d’exclusion mutuelle permettant de protéger l’accès
à des zones mémoires partagées,
– Les ressources de notification dédiées à la synchronisation des exé-
cutions concurrentes,
– Les ressources d’interface de périphériques permettant d’accéder
aux périphériques matériels,
– Les ressources d’interface mémoire permettant de gérer la mé-
moire,
– L’ordonnanceur orchestrant l’exécution des ressources ordonnan-
çables.
Pour chacune de ces ressources, une ontologie des services qu’elles
fournissent a été réalisée. Cette ontologie est décrite dans les tableaux
suivants. Dans ces tableaux, les six premières colonnes représentent les
services fournis par chacun des systèmes multitâches étudiés. La dernière
colonne décrit le concept ontologique retenu.
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Fig. B.2 – Ontologie des services des ressources d’interruptions
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Fig. B.3 – Ontologie des services des alarmes
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Fig. B.4 – Ontologie des services des réveils
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Fig. B.5 – Ontologie des services des partitions de mémoire
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Fig. B.7 – Ontologie des services des ressources d’exclusion mutuelle
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Fig. B.8 – Ontologie des services des ressources de notification
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Fig. B.9 – Ontologie des services des ressources d’interface de périphériques
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Fig. B.10 – Ontologie des services des ressources d’interface mémoire
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Fig. B.11 – Ontologie des services de l’ordonnanceur

C
Intégration de SRM dans
MARTE
sectionPrésentation générale de MARTE
Un des objectifs du consortium OMG est de normaliser des profils
pour des domaines informatiques donnés. Des profils pour la modélisa-
tion système, SySML [86], pour l’ingénierie des processus, SPEM [87], ont
par exemple été proposés. En vue de remplacer l’extension normalisée
pour le domaine du temps réel embarqué, SPT [9], l’OMG a émis un nou-
vel appel à soumission pour un profil UML dédié à la modélisation et
à l’analyse des systèmes temps-réel embarqués. Le profil UML MARTE
UML Profile for Modeling and Analysis of Real-Time and Embed-
ded systems (MARTE) proposé par le consortium ProMARTE1 vise à ré-
pondre à cet appel.
La structure générale du profil UML MARTE est illustrée dans la fi-
gure C.1 page suivante . Un premier package, nommé MARTE Founda-
tion, définit les fondations du profil. Ce sont des artéfacts abstraits ou
concrets. Ils sont utilisables aussi bien pour l’analyse que pour la concep-
tion des systèmes. Ils permettent la représentation du temps (package
TIME), des propriétés dites non-fonctionnelles (package Non Functio-
nal Properties), des technologies composants (package General Com-
ponent Model), des plates-formes à un au niveau d’abstraction (package
Generic Ressource) et de l’allocation (package Allocation). Un second
package (MARTE Design Model) définit les concepts utiles à la concep-
tion des systèmes temps réel embarqués. Il définit notamment la modé-
lisation de l’application (package High Level Application Modeling
(Hlam)) ainsi que la modélisation des plates-formes logicielles et ma-
térielles (packages Software Ressource Modelling et Hardware Res-
source Modelling). Un troisième package (MARTE Analysis Model)
complète l’ancien profil SPT pour la description des concepts d’analyse
d’ordonnancement (package Schedulability Analysis Model) et des











































Fig. C.1 – Synoptique du profil UML MARTE
C.1 Intégration du profil SRM dans le profil MARTE
Le profil SRM est intégré à MARTE. Pour cela, les concepts de SRM hé-
ritent des concepts de GRM. De plus, certaines règles d’implantations ont
été suivies :
– Le noms des packages sont précédés du préfixe SW_. Le package
Concurrency devient SW_Concurrency,
– Les noms redondants dans MARTE sont préfixés, pour le logiciel,
par Sw. Ainsi ConcurrentResource devient SwConcurrentResource,
SchedulableResource devient SwSchedulableResource, TimerResource
devient SwTimerRessource, InteractionResource devient SwInteractionResource,
CommunicationResource devient SwCommunicationResource et
SynchronisationResource devient SwSynchronisationResource ,
– Les concepts de ResourceService, ResourceProperty, ResourceParameter
et ResourceInstance sont implantés par GRM,
– Le concept de l’ordonnanceur Scheduler est intégré dans le chapitre
GRM,
– les services des horloges TimerRessource sont implantés par GRM
(voir GRM::TimerRessource),
Enfin, une dernière règle d’implantation concerne les associations
entre les concepts, et plus particulièrement entre les différentes ressources.
Chaque extrémité navigable de l’association dans le modèle de domaine
est traduite en un attribut typé TypedElement et une contrainte spécifiant
que le type de ce TypedElement doit être stéréotypé par le concept ori-
ginel du modèle de domaine. Par exemple dans la figure C.2 page sui-
vante , à partir de la propriété addressSpace, un attribut et une contrainte
sont créés. La justification de ce choix est purement technique et pratique.
Elle répond à la faiblesse de certains outils pour manipuler des références
entre des stéréotypes appliqués. Cette règle de transformation résout le
problème en référençant un élément conforme à un élément UML et non à
un stéréotype.
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concurrentResources : TypedElement [1..*]
« stereotype »
MemoryPartition
context ConcurrentResource inv :
if addressSpace.oclIsUndefined() then
      self.addressSpace.type.hasStereotype(« MemoryPartition »)
else
      true
endif;
context ConcurrentResource inv :
if concurrentResources.size() <> 0 then
      self.concurrentResources->
forAll(e|
    e.type.hasStereotype(« SwConcurrentResource »)
 )
 else
      true
endif;
Modèle de domaine Profil UML
Fig. C.2 – Règles d’implantation des associations entre stéréotypes

D
Description des modèles et




Ce chapitre vise à décrire le modèle de la plate-forme Cheddar et les
règles de transformation utilisées dans le processus expérimental de cette
étude (voir chapitre 7 page 113).
D.1 Modélisation de la plate-forme Cheddar
L’outil Cheddar est un outil1 destiné à l’analyse d’ordonnancement des
applications temps réel [83]. Ainsi, cet outil fournit les concepts d’applica-
tion, de processeur, de tâche, d’espace d’adressage, de ressource partagée
et de message. Les modélisations de ces concepts sont illustrées dans les
figures2 D.1, D.2, D.3, D.4 et D.5.
1http ://beru.univ-brest.fr/s˜inghoff/cheddar/index-fr.html
2Modèles réalisées avec l’outil Papyrus, http ://www.papyrusuml.org.
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 + ownedSchedulingPolicy: SchedulingPolicyKind [1]
 + usersSchedulingPolicyFileName: String [0..1]
 + quantum: Integer [0..1]




Fig. D.2 – Modélisation de la ressource processeur fournis par la plate-forme Cheddar





 + name: String [1]
 + type: TaskTypeKind [1]
 + policy: TaskPolicyKind [1]
 + Priority: Integer [1]
 + Capacity: Integer [1]
 + Jitter: Integer [1]
 + Deadline: Integer [1]
 + Period: Integer [1]
 + StartTime: Integer [1]
 + BlockingTime: Integer [1]
 + Criticality: Integer [1]
 + ActivationRule: String [1]
 + StackMemorySize: Integer [1]






















     deadlineElements = [Cheddar::Task::Deadline]
     adressSpace = [Cheddar::Task::addressSpace]
     identifierElements = [Cheddar::Task::name]




 + activation: String [1]




 + kind: ParameterKind [1]
 + name: String [1]












 + parameters  [*]
 + offsets
  [*]




































































 + name: String [1]
 + textMemorySize: Integer [0..1]
 + dataMemorySize: Integer [0..1]
 + heapMemorySize: Integer [0..1]






 + quantum: Integer [0..1]
 + ownedSchedulingPolicy: SchedulingPolicyKind [1]
 + usersSchedulingPolicyFileName: String [0..1]
 «MemoryPartition»
     concurrentResources = [Cheddar::Association_Task_AddressSpace::task]
     identifierElements = [Cheddar::AddressSpace::name]
(Cheddar::PreemptiveAddressSpace)
PreemptiveAddressSpace
 + isPreemptive: Boolean [1] = true {readOnly,unique}
(Cheddar::UnPreemptiveAddressSpace)
UnPreemptiveAddressSpace
 + isPreemptive: Boolean [1] = false {readOnly,unique}
 + processor
  [1]























 + name: String [1]
 + file: String [1]
 + kind: String [1]
(Cheddar::Event_Analyser)
Event_Analyser
 + file: String [1]«messageComResource»
(Cheddar::Message)
Message
 + deadline: Integer [1]
 + jitter: Integer [1]
 + name: String [1]
 + period: Integer [1]
 + size: Integer [1]
 + responseTIme: Integer [1]




 + name: String [1]
 + size: Integer [1]




 + name: String [1]
 + state: Integer [1]

















 + begin: Integer [1]




 + size: Integer [1]
 + time: Integer [1]
















     mechanism = BooleanSemaphore
     concurrentAccessProtocol = PIP
     waitingQueuePolicy = FIFO
     identifierElements = [Cheddar::Resource::name]
     stateElements = [Cheddar::Resource::state]
 «MessageComResource»
     mechanism = MessageQueue
     messageSizeElements = [Cheddar::Buffer::size]
     messageQueuePolicy = FIFO
     waitingQueuePolicy = FIFO
     identifierElements = [Cheddar::Buffer::name]
 «MessageComResource»
     mechanism = MessageQueue
     messageSizeElements = [Cheddar::Message::size]
     messageQueuePolicy = FIFO
     isIntraPartitionInteraction = false
     waitingQueuePolicy = FIFO


















Fig. D.5 – Modélisation des ressources d’interaction du modèle Cheddar
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Annexe D. Description des modèles et des règles de transformation utilisés dans
l’expérimentation du composant τp2p
D.2 Description des règles de transformation spéci-
fiées par l’utilisateur dans le processus expérimen-
tal
Cette section vise à présenter les règles de transformation ATL [24] dé-
crites en entrée du composant τp2p. Ces règles sont spécifiées par l’utili-
sateur. Elles concernent, d’une part, le portage de la plate-forme Hlam
vers la plate-forme Osek/Vdx-OS et, d’autre part, le portage de la plate-
forme Osek/Vdx-OS vers la plate-forme Cheddar (voir la synoptique du
processus en figure 7.6 page 120).
D.2.1 Description de la règle de transformation spécifique au portage
Hlam2Osek
Dans le cas du portage Hlam2Osek, les types de donnée Duration et
AutoStart ne sont pas identifiés comme des ressources SRM. L’utilisateur
doit donc spécifier comment transformer une instance source Duration en
une instance cible AutoStart. Le noyau générique de transformation τp2p
détermine ensuite qui référence cette instance source et transforme ces
références pour cibler l’instance AutoStart générée. Ainsi, la règle de trans-
formation DurationInstanceValueToAutoStartInstanceValue écrite spécifique-
ment pour ce portage est définie dans la description D.1 page ci-contre.
Le type de donnée Duration est constitué de deux propriétés : un
réel exprimant une durée (value) et une unité (unit) associée à cette du-
rée. Le type de donnée AutoStart possède quant à lui trois proprié-
tés : un booléen pour l’auto-démarrage (isAutostarted), une valeur entière
temporelle pour spécifier l’échéance au bout de laquelle l’alarme expire
pour la première fois (alarmTime) et une valeur entière pour spécifier la
période d’expiration de l’alarme (cycleTime). Les valeurs des propriétés
alarmTime et cycleTime sont exprimées dans l’unité d’impulsion comp-
teur3. Les échéances sont donc des multiples de la période compteur.
Dans cette étude, le compteur émet des impulsions toutes les
cinquante millisecondes4 (voir la collaboration 7.4 page 118). La va-
leur des échéances est donc un multiple de cinquante millisecondes.
De plus la première échéance est égale aux autres échéances, ainsi
dans cette étude alarmTime=cycleTime. La règle de transformation
DurationInstanceValueToAutoStartInstanceValue consiste donc à déterminer
ce multiple à partir de la valeur réelle spécifiée dans l’instance Duration
source et à l’affecter aux propriétés alarmTime et cycleTime . Il est donc
égale à la partie entière de la formule value ∗ 1000/50 si l’unité de la
durée Duration est la seconde (s), sinon il est égale à la partie entière de
la formule value/50. Le noyau générique implante, de manière native, la
3Les unités des propriétés cycletime et alarmTime sont en nombre d’impulsions comp-
teur, c’est-à-dire en nombre d’impulsions du timer matériel nécessaires pour faire progres-
ser le compteur d’une unité.
4Dans l’implantation Osek/Vdx-OS utilisée pour cette étude, l’implantation Trampo-
line (http ://trampoline.rts-software.org/) [60], le compteur est associé à un timer dont
l’impulsion est fixée, par défaut, à cinquante millisecondes.
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transformation des types primitifs comme par exemple la transformation
d’une valeur réelle en une valeur entière.
Dans la description suivante, une flèche ց précise que la ligne a été
coupée dans ce document pour des raisons éditoriales. Cette flèche n’ap-
parait pas dans la description finale.
1 rule DurationInstanceValueToAutoStartInstanceValue{
2 --motif source imposée par le composant
3 --de transformation
4 --pour faciliter la fusion
5 --avec les règles de transformation du noyau
6 from src : UML2!InstanceValue,
7 targetDefiningFeature : UML2!StructuralFeature,
8 namespace : UML2!Package
9 (src.instance.classifier->first().name = ’Durationց
’)
10
11 to dest : UML2!InstanceValue (
12 instance<-instanceAutoStart
13 ),
14 --création de l’instance autoStart








22 --création de l’emplacement dans l’instance
23 --pour donner une valeur
24 --à la propriété alarmTime
25 slotAlarmTime : UML2!Slot(
26 definingFeature <- targetDefiningFeature.type.ց
ownedAttribute
27 ->select(e|




32 --la première échéance est égale à src.value*1000/50
33 --si l’unité source
34 --est la seconde et src.value/50 sinon.
35 valueAlarmTime : UML2!LiteralInteger(
36 value<-if src.instance.slot
37 ->select(e|
38 e.definingFeature.name = ’unit’)
39 .first().value = #s then
40 (src.instance.slot
41 ->select(e|
42 e.definingFeature.name = ’value’
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47 e.definingFeature.name = ’value’
48 ).first().value.first().value / 50).round()
49 endif
50 ),
51 --création d’un emplacement dans l’instance
52 --pour donner une valeur
53 --à la propriété cycleTime
54 slotCycleTime : UML2!Slot(
55 definingFeature <- targetDefiningFeature.type.ց
ownedAttribute
56 ->select(e|




61 --l’échéance est égale à src.value*1000/50
62 --si l’unité source
63 --est la seconde et src.value/50 sinon.
64 valueCycleTime : UML2!LiteralInteger(
65 value<-if src.instance.slot
66 ->select(e|
67 e.definingFeature.name = ’unit’
68 ).first().value = #s then
69 (src.instance.slot
70 ->select(e|
71 e.definingFeature.name = ’value’




76 e.definingFeature.name = ’value’
77 ).first().value.first().value / 50).round()
78 endif
79 ),
80 --création d’un emplacement dans l’instance
81 --pour affecter une valeur à la propriété isAutostarted
82 slotAutoStarted : UML2!Slot(
83 definingFeature <- targetDefiningFeature.type.ց
ownedAttribute
84 ->select(e|




89 --l’alarme est par défaut auto-démarrée
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100 }
Code D.1 – Règle de transformation spécifiée par l’utilisateur dans le portage
Hlam2Osek
D.2.2 Description de la règle de transformation spécifique au portage
Osek2Cheddar
La transformation spécifique au portage Osek2Cheddar consiste à trans-
former les instances AutoStart en des valeurs entières. Ces valeurs sont
alors affectées automatiquement, par le noyau générique, aux propriétés
spécifiant la période des tâches (la propriété désignant la période de la
tâche est référencée par SRM). L’outil Cheddar n’impose pas d’unité de
temps particulière. Les périodes sont par exemple représentées par des
entiers. Ainsi, dans le cas du portage Osek2Cheddar, l’utilisateur peut
considérer l’unité comme l’impulsion compteur, c’est-à-dire cinquante
millisecondes. Il peut donc directement spécifier la période des tâches par
la valeur de la propriété CycleTime. L’analyse d’ordonnançabilité dans
l’outil Cheddar sera alors effectuée toutes les cinquante millisecondes
(valeurs du compteur). Comme le montre la description D.2, l’utilisa-
teur transforme la valeur affectée à la propriété cycleTime en une valeur
entière.
Dans la description suivante, une flèche ց précise que la ligne a été
coupée dans ce document pour des raisons éditoriales. Cette flèche n’ap-
parait pas dans la description finale.
1 rule AutoStartValuetoIntegerValue{
2 --motif source imposée par le composant
3 --de transformation
4 --pour faciliter la fusion
5 --avec les règles de transformation du noyau
6 from src : UML2!InstanceValue, targetDefiningFeature : ց
UML2!StructuralFeature, namespace : UML2!Package (srcց
.instance.classifier->first().name = ’Autostart’ )
7 to dest : UML2!LiteralInteger(
8 value<-(src.instance.slot
9 ->select(e|
















Une librairie de détection de
schémas de conception UML
Dans certaines usines logicielles utilisant l’ingénierie dirigée par les mo-
dèles comme technologie socle, il existe un besoin spécifique pour la dé-
tection d’un ensemble d’entités collaborant suivant un motif précis. Ceci
est particulièrement vrai pour les transformations de modèles décrites par
un ensemble de règles déclaratives. Ces règles sont décrites à partir d’un
ensemble de types sources et un ensemble de types cibles. Ces types sont
des métatypes dans le cas de métamodèle ou des types appartenant à un
modèle dans le cas de librairies de modèle. Dans certaine de ces règles
les types sources sont multiples. Il doit donc exister un ensemble de li-
brairie capable de découvrir automatiquement ou semi-automatiquement
qu’elles sont les éléments du modèle d’entrée qui collaborent conformé-
ment aux types sources de la règle. La collaboration de ces types sources
forme alors un motif, c’est-à-dire un schéma de conception [55], qu’il faut
détecter dans le modèle d’instance fourni en entré de la transformation.
La détection de motifs de conception est un travail de recherche à part
entier. Des travaux tels que [88, 89, 90, 91] sont par exemple dédiés à la dé-
tection de motifs de conception dans des modèles et dans du code source
(majoritairement du Java). Afin d’expérimenter le noyau de transforma-
tion τp2p, une librairie ATL [24],nommée UMLPatternDetectionLib, a
été spécialement décrite. Cette librairie s’inspire des algorithmes spécifiés
dans [84]. Elle se veut expérimentale et pragmatique. Elle répond à un
besoin particulier apparu au cours de l’expérimentation. Elle permet, lors
d’une transformation ATL, de détecter des schémas de conception dans
un modèle d’instance d’UML. A partir d’un modèle d’instance, d’un mo-
dèle de classes et d’une description des motifs à détecter, cette librairie
retourne la liste des instances correspondant aux différents motifs, c’est-à-
dire collaborant conformément aux différents motifs.
E.1 Présentation des modèles d’entrée
La figure E.1 page suivante décrit la synoptique d’utilisation de cette
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– le modèle de classes, c’est-à-dire le modèle des types de l’applica-
tion. Ce modèle est composé de classes UML. Il représente l’archi-
tecture de l’application. La figure E.2 page ci-contre illustre par
exemple un modèle composé de trois classes A, B et C. Les couples
(A,B) et (B,C) sont liés par deux associations.
– le modèle des collaborations, c’est-à-dire le modèle des collabora-
tions des types du modèle de classes. Ces collaborations concrétisent
les motifs à détecter. La figure E.2 page suivante illustre un modèle
où une collaboration, nommée AetBCollabore est décrite. Cette col-
laboration est composée de parties jouant les rôles a et b. Ces rôles
sont typés par les classes du modèle précédent, respectivement par
A et B. Ils sont liés par un connecteur. Ce connecteur est typé par
l’association abAsso. Cette collaboration spécifie donc un motif dans
lequel trois instances de A doivent être liées à une instance de B.
Dans ce motif, le nombre d’instance de A et de B qu’il faut détecter
sont identiques au nombre d’instance qui doivent être connectées
(la multiplicité des parties et des extrémités des connecteurs sont
identiques). Dans certain cas ces nombres peuvent être différents.
– le modèle des instances, c’est-à-dire le modèle des spécifications
d’instance d’UML. C’est dans ce dernier modèle que la librairie tente
de détecter des instances collaborant conformément aux motifs dé-
crit dans le modèle des collaborations. La figure E.3 page ci-contre
illustre un modèle d’instance dont les types sont spécifiés dans le
modèle de classes.
Typiquement, la librairie retourne dans le cas des modèles des figures
E.2 page suivante et E.3 page ci-contre , une première liste composée
des instances [a1,b1,a2] puis une seconde liste composée des instances
[a3,b2,a4]. Pour ces instances, le motif est détecté, c’est-à-dire que les ins-
tances collaborent conformément au motif AetBCollabore.








[ Liste des instances UML]
PatternDetectionLib
Fig. E.1 – Synoptique d’utilisation de la librairie UMLPatternDetectionLib
E.2 Présentation des contraintes
Dans cette librairie, une collaboration UML est le support de description
des motifs recherchés. Par construction, cette collaboration décrit implici-







a : A [2]
2 1
ab : abAsso






Une partie (Part) possède 
principalement un nom, un 
type et une multiplicité.
Un connecteur (connector) 
entre deux parties. Il est 
typé par une assocation.
La multiplicité d’une extrémité d’un 
connecteur. Elle doit être incluse dans la 
multiplicité de l’extrémité de 
l’association.



































La spécification d’une 
instance (instance du type 
A nommée a1)
La spécification d’une 
valeur pour une propriété 
(propriété a du type A)
Fig. E.3 – Exemple d’un modèle d’instances
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tement des contraintes que la libraire cherche à satisfaire sur l’ensemble
des instances.
Ces contraintes sont classées en trois grandes familles :
1. les contraintes génériques au modèle UML, c’est-à-dire les
contraintes invariantes qui ne sont pas dépendantes du motif lui-
même mais générique au métamodèle UML. Ces contraintes sont
décrites dans la librairie.
2. Les contraintes dynamiques, c’est-à-dire les contraintes spécifiques
au motif. Ces contraintes sont induites par la librairie.
3. Les contraintes utilisateurs, c’est-à-dire les contraintes écrites expli-
citement par l’utilisateur sous la forme de contraintes OCL.
E.2.1 Les contraintes génériques
Ces contraintes sont liées aux métamodèles UML lui-même. Elles sont au
nombre de trois :
– les instances doivent être typées par un type qui est référencé dans
le motif, c’est-à-dire une classe qui type une partie (un rôle) de la
collaboration. Par exemple, les instances (a1 . . . a8) de type A sont
susceptibles de collaborer car ce type A est référencé par le rôle a
dans le motif AetBCollabore. En revanche, l’instance c1 ne peut pas
être détectée pour le motif AetBCollabore car son type n’est pas réfé-
rencé dans ce motif.
– les instances doivent spécifier une valeur pour une propriété dont le
type est référencé dans le motif. Par exemple, une instance spécifiant
une valeur pour la propriété a du type B est une instance susceptible
de collaborer car le type B est spécifié dans le motif AetBCollabore.
– le nombre d’instance détectée pour un type donné doit être inférieur
ou égal à la multiplicité de la partie partageant le même type. Par
exemple, le nombre d’instance typée A et détectée pour la partie (le
rôle) a doit être égale à trois.
E.2.2 Les contraintes spécifiques
Les contraintes spécifiques au motif sont induites dynamiquement par la
librairie, c’est-à-dire qu’elles sont construites pendant l’exécution de l’al-
gorithme. Elles concrétisent les connections entre les parties de la collabo-
ration. Une contrainte est crée pour chaque extrémité du connecteur.
Par exemple, pour l’extrémité a du connecteur ab de la collaboration
AetBCollabore, la contrainte suivante est construite :
– Pour les instances de type B, il faut une spécification des valeurs de
la propriété a ou deux instances de type A sont référencées.
De même pour l’extrémité b,
– Pour les instances de type A, il faut une spécification des valeurs de
la propriété b ou une instance de type B est référencée.
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E.2.3 Les contraintes utilisateurs
Les contraintes utilisateurs sont exécutées pendant l’exécution de l’algo-
rithme. Pour cela, le moteur de transformation ATL appelle le plugin
Eclipse de validation de contrainte OCL. Dans la version actuelle ces
contraintes sont spécifiées dans le contexte de la collaboration. L’écriture
du corps de ces contraintes est à la charge du concepteur.
E.3 Présentation des algorithmes de la librairie
E.3.1 Introduction à l’algorithme général de la librairie
L’algorithme de la librairie se décompose en cinq étapes :
– Initialisation des variables et des instances du modèle
– Réduction de l’espace des solutions par vérification des contraintes
invariantes, c’est-à-dire des contraintes sur les types et sur la spéci-
fication de valeur pour des propriétés dont les types collaborent.
– Séparation de l’espace des solutions en sous-espace, c’est-à-dire clas-
sification des instances en sous listes. Ces listes représentent les ins-
tances collaborant effectivement pour un motif donné.
– Réduction des sous-espaces valides par satisfaction des post-
contraintes, c’est-à-dire le nombre d’élément attendu dans ces
espaces.
– Réduction finale par satisfaction des contraintes utilisateurs
La figure E.4 page suivante illustre l’algorithme général. Dans cette
figure, les informations en bleues illustrent une exécution de l’algorithme
pour les instances de la figure E.3 page 171 .
E.3.2 Introduction à l’algorithme de classification des instances
Cet algorithme de classification des instances est divisé en deux grandes
étapes :
– Création des contraintes spécifiques aux motifs, c’est-à-dire les réfé-
rencements nécessaires entre les instances.
– Classification par appel récursif des instances candidates, c’est-à-
dire que tant que toutes les instances ne sont pas classées l’algo-
rithme est appelé récursivement sur les instances candidates.
La figure E.5 page 175 illustre l’algorithme de classification des ins-
tances. Dans cette figure, les informations en bleues illustrent une exécu-
tion de l’algorithme pour les instances de la figure E.3 page 171 .
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Collecte l’ensemble des instances 




Sélectionne les instances 
dont les types collaborent
Sélectionne les instances 
qui définissent des valeurs 









Classe les instances 
en différents ensembles
Vérifie pour chaque rôle de la collaboration 
que le nombre d’instances typées comme ce rôle 
est contenu dans la multiplicité du rôle et 
supprime les ensembles non conformes
Ensembles classés 
des instances collaborant 
Ensembles post-validés
Vérifie que les contraintes définies par l’utilisateur 
dans le modèle UML (en OCL) sont satisfaites et 
supprime les ensembles non conformes
Ensembles 
des instances collaborant 












Fig. E.4 – Algorithme général de la librairie
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Construit l’ensemble 
des contraintes spécifiques 
au patron
Construit l’ensemble 
des contraintes spécifiques 
au patron
Ensemble 
des contraintes pour chaque slot
Est-ce que des instances 
ne sont pas classées ?
non
Sélectionne la première
 instance non classée 
de la liste
oui
Détection des instances collaborant avec  l’instance sélectionnée
Stockage 
des instances détectées
La taille de la liste des instances 
collaborant est-elle vide ?
Retourne la liste des 
instances collaborant




Appel Récursif de l’activité
Pour chaque instance collaborant avec main :
appel récursif de l’activité détection des instances
avec la liste des instances en paramètre
Reçois les listes des instances collaborant
avec les instances collaborant avec main
Concatène et retourne la liste de toutes les instances
collaborant avec main directement ou indirectement
Retourne toutes les listes des instances collaborants
Listes des instances





































[ [a1, b1, a2],[a3, b2, a4],[a5], [a6], [a7] ,[a8], [b3] ]
Fig. E.5 – Algorithme de classification des instances
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Glossaire
API acronyme anglais de Application Programming Inter-
face désignant l’interface de programmation des applica-
tions, c’est-à-dire l’ensemble des primitives permettant à
un programme d’utiliser les ressources d’un système.
ARINC-653 acronyme anglais désignant un standard des systèmes
d’exploitation temps réel embarqués destinés à l’industrie
avionique. Ce standard est promu par la société ARINC.
ARINC acronyme anglais de la compagnie Aeronautical Radio,
Incorporated détenue par des compagnies aériennes et
des constructeurs aéronautiques américains. Elle a pour ob-
jectif de définir les principaux standards de communica-
tions à l’intérieur des aéronefs, entre les aéronefs et entre
les aéronefs et le sol.
ASIC acronyme anglais de Application-Specific Integrated
Circuit déignant un circuit intégré électronique à applica-
tion spécifique, par opposition au circuit intégré standard.
Un ASIC réalise une fonction bien précise, définie par le
concepteur d’une carte électronique. Cette fonction est en-
suite intégrée dans une puce de silicium par un fondeur.
ATL acronyme anglais de l’initiative Atlas Transformation
Language désignant un langage de transformation de mo-
dèle.
Cheddar acronyme d’un outil éducatif ouvert dédié à l’analyse d’or-
donnancement des systèmes temps réel. Cet outil est déve-
loppé dans le Laboratoire d’Informatique des Systèmes
Complexes (LISyC) rattachée à l’université de Brest.
EMF acronyme anglais de Eclipse Modeling Framework signi-
fiant environnement de modélisation pour Eclipse.
Eclipse plate-forme logicielle ouverte pour le développement d’ap-
plications développée par la fondation du même nom.
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FIFO acronyme de Fist In First Out désignant la politique
d’une file d’attente dans laquelle le premier arrivé est le
premier servi.
FPGA acronyme anglais de Field Programmable Gate Array
désignant un réseau de portes (logiques) programmables
in-situ, c’est-à-dire un circuit intégré programmable.
HLAM acronyme du sous profil High-Level Application Mode-
ling de MARTE dédié à la description à un haut niveau
d’abstraction des applications multitâches.
IDM acronyme français de Ingénierie Dirigée par les Modèles,
synonyme de IDM et équivalent MDE : Model Driven En-
gineering en anglais.
LACATRE acronyme français de Langage d’Aide à la Conception
d’Applications multitâches Temps REel désignant un
langage facilitant la conception d’applications basées sur
les exécutifs multitâches temps réel. Ce langage est déve-
loppé par le laboratoire CITI de l’Institut National des
Sciences Appliquées (INSA) de Lyon.
LIFO acronyme désignant Last In Last Out désignant la poli-
tique d’une file d’attente dans laquelle le dernier arrivé est
le premier servi.
MARTE acronyme anglais de Modeling and Analysis of Real-
time and Embedded system signifiant modélisation et ana-
lyse des systèmes temps réel embarqués. Il s’agit d’une re-
commandation de l’OMG.
MDA acronyme anglais de Model Driven Architecture R©, si-
gnifiant architecture dirigée par les modèles. Le MDA est
promu par l’OMG pour mettre en application une ingénie-
rie dirigée par les modèles s’appuyant sur ses standards.
OASIS acronyme français de Objets Actifs Synchrones Iso-
chrones pour la Sûreté désignant un projet de recherche
du CEA List. Ce projet offre un cadre rigoureux permet-
tant d’effectuer la conception multitâche temps-réel déter-
ministe d’une application de sûreté.
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OCL acronyme anglais de Object Constraint Language signi-
fiant langage de contraintes sur les objets. Il s’agit d’une re-
commandation de l’OMG définissant un langage d’expres-
sion de requêtes et de contraintes sur des modèles.
OIL acronyme de OSEK Implementation Language désignant
un langage de description dans lequel les objets du système
d’exploitation Osek/Vdx-OS sont décrits (les tâches, les in-
terruptions, les ressources et les alarmes par exemple).
OMG acronyme anglais de Object Management Group repré-
sentant un consortium d’acteurs industriels et académiques
pour l’intégration de standards dans l’industrie. UML et
OCL sont des standards de l’OMG par exemple.
Osek/Vdx-OS acronyme du système d’exploitation temps réel standardisé
par le consortium OSEK/VDX et lancé en 1997. Il est prin-
cipalement utilisé pour les systèmes embarqués de l’indus-
trie automobile.
PCP acronyme de Priority Ceiling Protocol (Protocole de
priorité plafond), protocole utilisé dans les systèmes multi-
tâches pour la gestion des accès aux ressources partagées.
Dans ce protocole la tâche accédant à la ressource prend
la priorité plafond. Cette priorité est possédée par la res-
source. Elle correspond à la priorité de la tâche de plus
haut priorité pouvant accéder à la ressource.
PIP acronyme de Priority Inheritance Protocol (Protocole
d’héritage de priorité), protocole utilisé dans les systèmes
multitâches pour la gestion des accès au ressources parta-
gées. Dans ce protocole, une tache B qui possède la res-
source prend la priorité de la tache A en attente de la res-
source si la priorité de A est supérieur à la priorité de B.
POSIX acronyme anglais de Portable Operating System Inter-
face désignant le nom d’une famille de standards définie
depuis 1988 par l’IEEE et formellement désignée IEEE 1003.
Ces standards ont émergé d’un projet de standardisation
des APIs des logiciels destinés à fonctionner sur des va-
riantes du système d’exploitation UNIX. Le X de l’acro-
nyme exprime l’héritage UNIX de l’API.
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QVT acronyme anglais de Query/View/Transform signifiant
requête/vue/ transformation. C’est le nom donné par
l’OMG à sa recommandation MDA pour la transformation
de modèles.
RTAI acronyme anglais de Real Time Application Interface
désignant un correctif des systèmes d’exploitation Linux
pour les utiliser dans des applications multitâches temps
réel embarquées.
SCEPTRE acronyme français de Standardisation du Coeur des
Exécutifs des Produits Temps Réel Européens désignant
le résultat du projet de recherche de même nom. Ce projet
visait à unifier les interfaces de programmation des sys-
tèmes d’exploitation temps réel embarqués.
UML acronyme anglais de Unified Modeling Language signi-
fiant langage de modélisation unifié. Il s’agit d’une recom-
mandation de l’OMG pour la modélisation des systèmes.
VxWorks acronyme du système d’exploitation temps réel commercial
distribué par la société WindRiver.
XMI acronyme anglais de Xml Model Interchange signifiant
échange de modèles en XML. C’est le nom donné par
l’OMG à sa recommandation MDA pour la sérialisation des
modèles dans les fichiers informatiques.
XML acronyme anglais de eXtensible Markup Language dési-
gnant est un format universel de stockage et d’échange de
données.
XQuery acronyme anglais de XML Query Language désignant un
langage de requête XML.
XSLT acronyme anglais de eXtentsible Style Language Trans-
formations est un langage XML permettant de formuler
des transformations sur un ou plusieurs documents XML
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d’exécution dans une ingénierie générative dirigée par les modèles
 Résumé – Face à la complexité inhérente des applications logicielles
multitâches, une approche prometteuse est l’automatisation des dévelop-
pements. En pratique, cette automatisation se concrétise par des généra-
teurs capables de produire les implantations s’exécutant sur des plates-
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délisation des plates-formes logicielles d’exécution, deuxièmement, une
extension au langage UML destiné à la modélisation des plates-formes
logicielles d’exécution multitâche (le profil Software Resource Mode-
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a generative model driven engineering
 Abstract – To minimize the inherent complexity of multitasking pro-
grams, a promising approach is to automate developments. In practice,
automation is achieved by generators. Those generators produce appli-
cations which execute on software multitasking platforms (for example
multitasking operating systems). Such generators are in fact specific to
selected platforms. They are made of implementation rules which are spe-
cific to each platform. In order to cope with adaptable and flexible solu-
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