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Abstract
For a class of Gaussian stationary processes, the spectral density fθ (λ), θ = (τ ′, η′)′, is assumed to be a
piecewise continuous function, where τ describes the discontinuity points, and the piecewise spectral forms
are smoothly parameterized by η. Although estimating the parameter θ is a very fundamental problem, there
has been no systematic asymptotic estimation theory for this problem. This paper develops the systematic
asymptotic estimation theory for piecewise continuous spectra based on the likelihood ratio for contiguous
parameters. It is shown that the log-likelihood ratio is not locally asymptotic normal (LAN). Two estimators
for θ , i.e., the maximum likelihood estimator θ̂ML and the Bayes estimator θ̂B, are introduced. Then the
asymptotic distributions of θ̂ML and θ̂B are derived and shown to be non-normal. Furthermore we observe
that θ̂B is asymptotically efficient, but θ̂ML is not so. Also various versions of step spectra are considered.
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1. Introduction
For independent observations from a uniform distribution, for example, uniform distribution
on the interval [θ, θ + 1], estimating θ is one of the most fundamental problems in statistics.
The systematic asymptotic estimation theory has been established by use of the likelihood
ratio for contiguous parameters (e.g., Ibragimov and Has’minskii [10]). However, in time series
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settings, there has been no systematic theory for such problems. Concretely, suppose that {X t }
is a Gaussian stationary process whose spectral density fθ (λ), θ = (τ, η), is a step function,
and assume that τ describes the location of the step, and the piecewise spectral forms are
parameterized by η smoothly. Spectra of this type have appeared in the signal processing
literature (e.g., Papoulis [11]) and in the econometric literature. In particular the permanent
income hypothesis (e.g., Geweke and Singleton [5]) is written as a spectral density of a step
function (see Corbae et al. [3], p.1074). Furthermore, more generally, suppose that fθ (λ), θ =
(τ ′, η′)′ is piecewise continuous with respect to λ, where τ = (τ1, . . . , τp)′ describes the
discontinuous points, and η = (η1, . . . , ηq)′ is a smooth parameter for the piecewise spectral
forms. We can find such spectra in many fields. In the study of propagation of storm generated
ocean waves in a region D, the disturbed ocean is described by the height of its free surface,
which is a function of position and time. Then the waves travelling to some point p0 from D
at some future time t0 are modeled by spectra which vanish outside of a set S = S(p0, t0) ([7],
pp.174–177). As another example, an environmental time series called the Southern Oscillation
Index has a spectral density of piecewise continuous type (see Shumway and Stoffer [12], p.244).
However, the systematic asymptotic theory for these spectra has been quite barren. Therefore
the purpose of this paper is to develop a modern asymptotic theory for piecewise continuous
spectral densities. For regular spectral models, it is known that the log-likelihood ratio between
contiguous hypotheses is asymptotically normal. Then the class of models is said to be locally
asymptotic normal (LAN). Once LAN is proved, the asymptotic optimality of estimators and
tests is described in terms of the LAN property. For example, the maximum likelihood estimator
(MLE) is shown to be asymptotically optimal (efficient). However, for our discontinuous spectral
models, it is shown that the log-likelihood ratio between contiguous hypotheses is not normal.
Then, the asymptotics of estimators are greatly different from those for regular spectral models.
In this case, we observe that the MLE is not asymptotically efficient, and that the Bayes estimator
is asymptotically efficient.
This paper is organized as follows. Section 2 deals with a Gaussian stationary process
with piecewise continuous spectral density fθ (λ), θ = (τ ′, η′)′. Then the asymptotics of the
likelihood ratio between θ and θn = θ + (n−1∆τ ′ , n−1/2∆η′)′ are elucidated. It is shown that
this family is not LAN. Section 3 introduces two estimators of θ , i.e., the MLE θ̂ML and Bayes
estimator θ̂B. Based on the asymptotics of the likelihood ratio, the asymptotic distributions
of θ̂ML and θ̂B are given and shown to be non-normal. Also the results imply that θ̂B can
be asymptotically efficient, but θ̂ML is not so, which makes a sharp contrast to the ordinary
asymptotic theory for smooth spectra (see Taniguchi and Kakizawa [13]). Numerical studies and
an actual estimation procedure are given. Section 4 provides various spectra of step function
type. For them, the asymptotics of the likelihood ratios are illuminated. Then results similar to
those in Section 3 follow. We place the proofs of the lemmas and theorems in Section 5.
As for notation, we denote the Euclidean norm of a matrix A by ‖A‖E , the spectral norm
of A by ‖A‖, τ+ and τ− are the right and left limits, respectively, and fn L2−→ f implies∫ | fn(λ)− f (λ)|2dλ −→ 0 as n →∞.
2. Fundamental settings
Let {X t : t ∈ Z} be a Gaussian stationary process with mean zero, autocovariance function
R(·), and piecewise continuous spectral density fθ (λ). Henceforth we describe all the spectral
densities below on [0, pi] because they are symmetric with respect to the origin. Hence we
understand fθ (λ) ≡ fθ (−λ) for λ ∈ [−pi, 0].
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Suppose that the spectral density of {X t } is given by
fθ (λ) =

f (1)η (λ), λ ∈ [0, τ1),
f (2)η (λ), λ ∈ [τ1, τ2),
... (0 < τ1 < · · · < τp < pi)
f (p)η (λ), λ ∈ [τp−1, τp),
f (p+1)η (λ), λ ∈ [τp, pi],
(2.1)
where θ = (τ ′, η′)′ with τ = (τ1, . . . , τp)′ and η = (η1, . . . , ηq)′, and θ ∈ Θ ⊂ Rp+q . Here
f (k)η (λ), k = 1, . . . , p, are strictly positive on [0, pi], and satisfy the following.
Assumption 1. (i) f (k)η (λ), k = 1, . . . , p + 1, are two times continuously differentiable with
respect to λ ∈ [0, pi], and satisfy
f (k)η (τ
−
k ) 6= f (k+1)η (τ+k ), for k = 1, . . . , p.
(ii) f (k)η (λ), k = 1, . . . , p + 1, are two times continuously differentiable with respect to η, and
their derivatives are two times continuously differentiable with respect to λ ∈ [0, pi].
(iii) The matrix
F(η) = 1
4pi
∫ pi
−pi
∂
∂η
fθ (λ)
∂
∂η′
fθ (λ) · fθ (λ)−2dλ
is positive definite.
Before discussion of estimation for θ , we elucidate the asymptotics of the likelihood ratio of
Xn = (X1, . . . , Xn)′ between θ and a sequence of contiguous alternatives:
An : θn = θ +
(
n−1∆τ
n−1/2∆η
)
(2.2)
where ∆τ = (∆τ1, . . . ,∆τp)′ and ∆η = (∆η1, . . . ,∆ηq)′. Henceforth we set ∆ = (∆τ
′
,∆η
′
)′.
Write the covariance matrix of Xn as Σn( fθ ). Then the log-likelihood ratio function is given by
Λn(θn, θ) ≡ −12
[
log det
{
Σn( fθn )Σn( fθ )
−1}
+X′n
{
Σn( fθn )
−1 − Σn( fθ )−1
}
Xn
]
. (2.3)
Now we have:
Lemma 1. Under Assumption 1, the log-likelihood ratio Λn(θn, θ) has the following stochastic
expansion:
Λn(θn, θ) = − 12pi
p∑
k=1
∆τk {log fθ (τ−k )− log fθ (τ+k )} (2.4)
+
p∑
k=1
{ fθ (τ+k )−1 − fθ (τ−k )−1}
[ τk n2pi +
∆τk
2pi ]−1∑
j=[ τk n2pi ]
In(λ j ) (2.5)
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+ (∆η)′
√
n
4pi
∫ pi
−pi
{In(λ)− fθ (λ)} ∂
∂η
fθ (λ) · fθ (λ)−2dλ (2.6)
− 1
2
(∆η)′F(η)∆η + op(1), (2.7)
where the ∆τk ’s are of the form 2pi× (non-zero integer), and In(λ) = (2pin)−1|
∑n
t=1 X teitλ|2.
Here, for each k = 1, . . . , p, the periodograms In(λ j ), j = [ τkn2pi ], . . . , [ τkn2pi +
∆τk
2pi ] − 1, are
asymptotically independent
fθ (τ
+
k )
2 χ
2
2 variables, and√
n
4pi
∫ pi
−pi
{In(λ)− fθ (λ)} ∂
∂η
fθ (λ) · fθ (λ)−2dλ d−→ N (0,F(η)).
Regarding the summation, we use the convention
∑b
a ≡ −
∑a
b if a > b. For the usual regular
spectral models, the log-likelihood ratio is of the form Λn(θn, θ) = (2.6) + (2.7), i.e., the terms
(2.4) and (2.5) vanish. Then the class of regular spectral models is said to be locally asymptotic
normal (LAN), and the MLE for parameters is shown to be asymptotically optimal (efficient)
in the class of regular estimators (see, e.g., Taniguchi and Kakizawa [13], pp.39–40, pp.70–74).
However, in the class of our models (2.1) with discontinuity points, Λn(θn, θ) contains (2.4) and
(2.5); hence it is not LAN. In Section 3 it will be shown that the MLE for parameters of (2.1) is
not asymptotically efficient.
Write Zn(∆) ≡ exp[Λn(θn, θ)]. The following lemmas describe some fundamental
asymptotics of Zn(∆), which are useful in the estimation of θ .
Lemma 2. Suppose that Assumption 1 holds. For any compact set C ⊂ Θ , we have
sup
θ∈C
Eθ {Z1/2n (∆)} ≤ K1 exp{−K2‖∆‖E }, (2.8)
where K1 and K2 are some positive constants.
Lemma 3. Suppose that Assumption 1 holds. For any compact set C ⊂ Θ , there exist positive
constants a(C) = a, B(C) = B such that
sup
θ∈C ‖∆(i)‖E<H
‖∆(1) −∆(2)‖−2E Eθ
∣∣∣Z1/4n (∆(1))− Z1/4n (∆(2))∣∣∣4 ≤ B(1+ Ha), (2.9)
where ∆(i) = (∆τ (i)1 , . . . ,∆τ
(i)
p ,∆
η(i)
1 , . . . ,∆
η(i)
q )
′ = (∆τ (i)′ ,∆η(i)′ )′, i = 1, 2.
In what follows, to make ideas clearer we consider the case of p = 1 in (2.1), i.e.,
fθ (λ) =
{
f (1)η (λ), λ ∈ [0, τ1)
f (2)η (λ), λ ∈ [τ1, pi],
(2.10)
where θ = (τ1, η′)′ with η = (η1, . . . , ηq)′, and θ ∈ Θ0 ⊂ Rq+1.
Because fθ (λ) is discontinuous at λ = τ1, it is difficult to deal with (2.3) directly. Therefore
we introduce a smooth approximation of fθ . For arbitrarily given δ > 0, let
fθ,δ(λ) ≡
{
f (1)η (λ), λ ∈ [0, τ1),
f (2)η (λ), λ ∈ Ω ≡ [0, pi] − [0, τ1 + δ).
(2.11)
M. Taniguchi / Stochastic Processes and their Applications 118 (2008) 153–170 157
Then we can construct a smooth version f˜θ,δ(λ) of fθ,δ(λ) satisfying that f˜θ,δ(λ) = fθ,δ(λ) on
Ω and [0, τ1), and that f˜θ,δ(λ) is differentiable with respect to λ ∈ [0, pi]. For example, on the
interval [τ1, τ1 + δ), we can define
f˜θ,δ(λ) = f
(1)
η (τ
−
1 )− f (2)η (τ1 + δ)
α
∫ τ1+δ
λ
exp
[
− 1
(r − τ1)(τ1 + δ − r)
]
dr
+ f (2)η (τ1 + δ), (2.12)
where α = ∫ τ1+δ
τ1
exp
[
− 1
(r−τ1)(τ1+δ−r)
]
dr (see Billingsley [1], p. 41). It is seen that, for each
λ ∈ [0, pi],
f˜θ,δ(λ) −→ fθ (λ), as δ ↘ 0.
For smooth spectral densities, it is easy to study the asymptotics of Λn(θn, θ). Hence we evaluate
the difference between Λn(θn, θ) and the one with f˜θ,δ in place of fθ .
Lemma 4. Let An = X′n
{
Σn( fθ )−1 − Σn( f˜θ,δ)−1
}
Xn and Bn = log detΣn( fθ ) −
log detΣn( f˜θ,δ). Then, the following statements hold true.
(i) E{An} = O(n5/2)× O(δ),
Var{An} = O(n3)× O(δ2),
(ii) Bn = O(n)× O(δ).
In view of Lemma 4, for any n, if we take δ sufficiently small, the smooth version
Λ˜n(θn, θ) = −12
[
log det
{
Σn( f˜θn ,δ)Σn( f˜θ,δ)
−1}
+X′n
{
Σn( f˜θn ,δ)
−1 − Σn( f˜θ,δ)−1
}
Xn
]
(2.13)
becomes a desired approximation of Λn(θn, θ) for our purpose. Thus we have only to elucidate
the asymptotics of Λ˜n(θn, θ) in place of Λn(θn, θ). Since f˜θ,δ and f˜θn ,δ are smooth, the spectral
approximation is possible, i.e.,
Λ˜n(θn, θ) = −12
[
n
2pi
∫ pi
−pi
log
f˜θn ,δ(λ)
f˜θ,δ(λ)
dλ+ n
2pi
∫ pi
−pi
In(λ)
{
1
f˜θn ,δ(λ)
− 1
f˜θ,δ(λ)
}
dλ
]
+ op(1), (2.14)
where In(λ) = (2pin)−1
∣∣∑n
t=1 X teitλ
∣∣2 (see Coursol and Dacunha-Castelle [4]). From Lemma 4
and (2.14) we can get the following expansion:
Λn(θn, θ) = −12
[
n
2pi
∫ pi
−pi
log
fθn (λ)
fθ (λ)
dλ
+ n
2pi
∫ pi
−pi
In(λ)
{
1
fθn (λ)
− 1
fθ (λ)
}
dλ
]
+ op(1) (2.15)
= −∆
τ
1
2pi
{log fθ (τ−1 )− log fθ (τ+1 )}
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+
{
fθ (τ
+
1 )
−1 − fθ (τ−1 )−1
} [ τ1n2pi +∆τ12pi ]−1∑
j=[ τ1n2pi ]
In(λ j )
+ (∆η)′
√
n
4pi
∫ pi
−pi
{In(λ)− fθ (λ)} ∂
∂η
fθ (λ) · fθ (λ)−2dλ
− 1
2
(∆η)′F(η)∆η + op(1), (2.16)
where λ j = 2pi jn , and ∆τ1 is of the form 2pi × (non-zero integer). Here In(λ j ), j =
[ τ1n2pi ], . . . , [ τ1n2pi +
∆τ1
2pi ] − 1, are asymptotically independent
fθ (τ
+
1 )
2 χ
2
2 variables, and√
n
4pi
∫ pi
−pi
{In(λ)− fθ (λ)} ∂
∂η
fθ (λ) · fθ (λ)−2dλ d−→ N (0,F(η)).
In Section 5 (Proof section), instead of proving (2.4)–(2.7), we will prove (2.16) for reasons of
clarity and avoidance of complicated expressions.
3. Estimation theory
This section discusses estimation of θ . For this, we introduce a class of loss functions
W = {w(y), y ∈ Rp+q} which satisfy the following properties:
(1) The function w(y) is non-negative on Rp+q with w(0) = 0, and is continuous at y = 0 but
is not identically 0.
(2) The function w(y) is symmetric, i.e., w(y) = w(−y).
(3) The sets {y : w(y) < c} are convex for all c > 0.
First, we discuss the asymptotics of the maximum likelihood estimator θ̂ML of θ , which is
defined by
θ̂ML = argmax
θ
Ln(θ), (3.1)
where
Ln(θ) = (2pi)−n/2|Σn( fθ )|−1/2 exp
(
−1
2
X′nΣn( fθ )−1Xn
)
.
Letting Z(∆) ≡ p − limn→∞ Zn(∆), we define
∆̂ = argmax
∆
Z(∆). (3.2)
Henceforth the distribution law of a random variable U is denoted by L{U }, and we write
Dn =
(
diag(n, . . . , n) 0
0 diag(
√
n, . . . ,
√
n)
)
,
where diag(n, . . . , n) and diag(
√
n, . . . ,
√
n) are p× p and q×q diagonal matrices, respectively.
Theorem 1. Under Assumption 1, the following statements hold true.
(i) p − limn→∞ θ̂ML = θ .
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(ii) L{Dn(θ̂ML − θ)} −→ L{∆̂} as n →∞.
(iii) For any continuous loss function w ∈W,
lim
n→∞ Eθ [w{Dn(θ̂ML − θ)}] = E[w{∆̂}].
We next discuss the asymptotics of the Bayes estimator θ̂B of θ which is defined by
θ̂B =
∫
Θ
θ
pi(θ)Ln(θ)∫
Θ pi(θ)Ln(θ)dθ
dθ, (3.3)
where pi(·) is the prior probability density. Let
u˜ =
∫
∆Z(∆)d∆∫
Z(∆)d∆
. (3.4)
Recalling Lemmas 2 and 3, it is seen that Theorem 1.10.2 of Ibragimov and Has’minskii [10]
can be applied to θ̂B.
Theorem 2. Suppose that the prior density pi(·) is a continuous positive function with a
polynomial majorant, and that Assumption 1 holds. Then the following statements hold true.
(i) p − limn→∞ θ̂B = θ .
(ii) L{Dn(θ̂B − θ)} −→ L{˜u} as n →∞.
(iii) For any continuous loss function w ∈W,
lim
n→∞ Eθ [w{Dn(θ̂B − θ)}] = E[w{˜u}].
Remark 2. (i) It may be noted that the asymptotic distribution of θˆB is independent of the prior
density pi(θ).
(ii) The above θ̂B is the Bayes estimator with respect to the quadratic loss function. Hence it
follows from Theorem 1.9.1 of Ibragimov and Has’minskii [10] that θ̂B is asymptotically
efficient with respect to the quadratic loss function. However, the MLE θ̂ML is not so
generally.
We numerically investigate the limiting distributions of θ̂ML and θ̂B, i.e., ∆̂ in Theorem 1 and
u˜ in Theorem 2, respectively. Suppose that the spectral density is given by
fθ (λ) =
{
s, λ ∈ [0, τ1)
c, λ ∈ [τ1, pi],
where s and c are positive constants with s 6= c (i.e., θ = τ1). In this case, generating χ22 -random
numbers, we calculated ∆̂ and u˜, and iterated this procedure 300 times. Table 1 gives the mean
square errors of ∆̂ and u˜ for the values of p = cs .
The results confirm the theoretical result saying that the Bayes estimator θ̂B is asymptotically
efficient, but the MLE θ̂ML is not so.
Next we explain the actual estimation procedure for the following spectral model fθ (λ) with
θ = (τ1, η1, η2)′ = (pi/2, 1/2pi, 2/pi)′, i.e.,
fθ (λ) =

1
2pi
, λ ∈
[
−pi
2
,
pi
2
]
2
pi
, λ ∈
[
−pi,−pi
2
)
∪
(pi
2
, pi
]
,
(3.5)
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Table 1
p MSE of ∆̂ MSE of u˜
0.01 0.7878 0.3459
0.02 1.9528 1.3528
0.03 5.5230 2.6102
0.04 6.0019 3.8753
0.05 7.8829 6.3349
Fig. 1. Graph of (3.8).
Let
X t =
∞∑
j=0
ψ jet− j , {et } ∼ i.i.d.N (0, 1), (3.6)
where
ψ j =

3
2
, j = 0,
−
√
2 sin(pi j/2)
pi j
, j 6= 0.
(3.7)
Then it is seen that {X t } has the spectral density (3.5). We generated X1, X2, . . . , X1000 from
(3.6) with the approximate relation X t =∑10 000j=0 ψ jet− j . Let
φn
(
pik
M
)
=
∫
Ik+1 In(λ)dλ∫
Ik
In(λ)dλ
(3.8)
where Ik = [pik/M, pi(k + 1)/M) and In(λ) is the periodogram. Here M is an integer satisfying
M →∞ and M/n → 0 as n →∞. In Fig. 1 we plotted φ1000(pik/49), k = 1, . . . , 48.
We observe that φ1000(ω) has a peak 2.33 at ω = 1.54 (≈pi/2), which leads to τˆ1 = 1.54.
Then we can estimate η1 and η2 by use of the Whittle likelihood. Since the parameter η has the
usual LAN structure, the resulting estimator is efficient. As an actual estimation procedure for
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(2.1), plotting φn(ω)we, first, estimate the discontinuity points τi by the peak points ωi of φn(ω).
Then we can estimate the gain parameter η by the Whittle likelihood.
4. Various spectra of step function form
So far the gain parameter η of the spectral density has been assumed to be independent of the
discontinuity point parameter τ . This section discusses the case when η depends on τ . Since it is
very difficult to develop the asymptotic theory in the general setting, we restrict ourselves to the
case of spectra of step function form. Here, first we consider the following case:
Case (1) fθ (λ) =
{1
θ
, λ ∈ [0, θ),
c, λ ∈ [0, pi] − [0, θ)
(4.1)
where 0 < θ < pi , 0 < c < 1 and c < θ−1. The point of (4.1) is that the height of fθ (λ)
on [−θ, θ) depends on θ . Then, for the sequence of contiguous alternatives An : θn = θ + ∆n ,
(∆ > 0), the log-likelihood ratio Λ(θn, θ) given by (2.15) becomes
Λ(1)n (θn, θ) = −
n
2pi
[∫ θ
0
log
(θ + ∆n )−1
θ−1
dλ+
∫ θ+∆n
0
log
(θ + ∆n )−1
c
dλ
+
∫ θ
0
In(λ)
{
θ + ∆
n
− θ
}
dλ+
∫ θ+∆n
θ
In(λ)
{
θ + ∆
n
− 1
c
}
dλ
]
+ op(1). (4.2)
Noting that log(1+ x) = x + o(x) and that∫ θ
0
In(λ)dλ =
∫ θ
0
1
θ
dλ+ Op
(
1√
n
)
, (e.g., Hosoya and Taniguchi [9]),
we obtain
Λ(1)n (θn, θ) =
[ θn2pi + ∆2pi ]−1∑
j=[ θ2pi n]
{(
1
c
− θ
)
In(λ j )+ log c
}
+ op(1), (4.3)
where the In(λ j )’s are asymptotically independent c2 χ
2
2 variables.
Next we consider the following case:
Case (2) fθ (λ) =
c1, λ ∈ [0, θ),s, λ ∈ [θ, θ + c2),c3, λ ∈ [θ + c2, pi], (4.4)
where s, c1, c2 and c3 are positive numbers, and satisfy c1 < s and c3 < s. Similarly to in Case
(1), for the spectral density (4.4), it is seen that the log-likelihood ratio Λn(θn, θ) given by (2.15)
becomes
Λ(2)n (θn, θ) = −
n
2pi
[∫ θ+∆n
θ
log
c1
s
dλ+
∫ θ+c2+∆n
θ+c2
log
s
c3
dλ
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+
∫ θ+∆n
θ
In(λ)
{
1
c1
− 1
s
}
dλ+
∫ θ+c2+∆n
θ+c2
I (λ)
{
1
s
− 1
c3
}
dλ
]
+ op(1)
= − ∆
2pi
log
c1
c3
+
(
1
s
− 1
c1
) [ θn2pi + ∆2pi ]−1∑
j=[ θn2pi ]
In(λ j )
+
(
1
c3
− 1
s
) [ (θ+c2)n2pi + ∆2pi ]−1∑
j=[ (θ+c2)n2pi ]
In(λ j )+ op(1), (4.5)
where the In(λ j ), j =
[
θn
2pi
]
, . . . ,
[
θn
2pi + ∆2pi
]
−1, are asymptotically independent s2 χ22 variables,
and In(λ j ), j =
[
(θ+c2)n
2pi
]
, . . . ,
[
(θ+c2)n
2pi + ∆2pi
]
− 1, are asymptotically independent c32 χ22
variables.
We next consider the following case:
Case (3) fθ (λ) =

c1, λ ∈ [0, c2),
θ−1, λ ∈ [c2, c2 + θ),
c3, λ ∈ [c2 + θ, pi],
(4.6)
where c1, c2, c3 and θ are positive, and satisfy c3 < θ−1. Then the log-likelihood ratio becomes
Λ(3)n (θn, θ) = −
n
2pi
∫ c2+θ
c2
log
(
θ + ∆n
)−1
θ−1
dλ+
∫ c2+θ+∆n
c2+θ
log
(
θ + ∆n
)−1
c3
dλ
+
∫ c2+θ
c2
In(λ)
∆
n
dλ+
∫ c2+θ+∆n
c2+θ
In(λ)
{
θ + ∆
n
− 1
c3
}
dλ
+ op(1)
=
[ (c2+θ)n2pi + ∆2pi ]−1∑
j=[ (c2+θ)n2pi ]
{(
1
c3
− θ
)
In(λ j )+ log θc3
}
+ op(1) (4.7)
where In(λ j )’s are asymptotically independent
c3
2 χ
2
2 variables.
Write Z (i)n (∆) ≡ exp[Λ(i)n (θn, θ)], i = 1, 2, 3, and let Z (i)(∆) ≡ p − limn→∞ Z (i)n (∆),
i = 1, 2, 3. Replacing Zn(∆) and Z(∆) by Z (i)n (∆) and Z (i)(∆), respectively, we can follow up
the arguments leading to Theorems 1 and 2. Thus we get the following theorem.
Theorem 3. For the Case (i), i = 1, 2, 3, the statements in Theorems 1 and 2 hold true with
replacing Z(∆) by Z (i)(∆), i = 1, 2, 3, respectively.
5. Proofs
In this section we give the proofs of Theorem 1 and lemmas in the previous sections.
Proof of Lemma 1. To avoid unnecessarily complicated notation we prove (2.16). We start by
showing (2.15). In view of Lemma 4, if we take δ = O(n−3), then Λn(θn, θ) = Λ˜n(θn, θ) +
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op(1). In view of (2.14) and also by
n
2pi
[∫ pi
−pi
log
f˜θn ,δ(λ)
f˜θ,δ(λ)
dλ−
∫ pi
−pi
log
fθn (λ)
fθ (λ)
dλ
]
= o(1),
what we want to show is∫ pi
−pi
In(λ)
{
1
f˜θn ,δ(λ)
− 1
f˜θ,δ(λ)
}
dλ−
∫ pi
−pi
In(λ)
{
1
fθn (λ)
− 1
fθ (λ)
}
dλ = op(n−1). (5.1)
Since the ordinary periodogram analysis often assumes continuous spectra, we have to
employ the approaches permitting discontinuous spectra. Write the left hand side of (5.1)
as
∫ pi
−pi In(λ)Mn(λ)dλ. Letting cn(λ) ≡ E{In(λ)}, we use the fact that cn(λ)
L2−→ fθ (λ) (see
Hannan [8], pp. 506–508). Indeed,∣∣∣∣∫ pi−pi In(λ)Mn(λ)dλ
∣∣∣∣ = ∣∣∣∣∫ pi−pi [{In(λ)− cn(λ)} + cn(λ)]Mn(λ)dλ
∣∣∣∣
≤
∣∣∣∣∫ pi−pi {In(λ)− cn(λ)}Mn(λ)dλ
∣∣∣∣+ ∣∣∣∣∫ pi−pi cn(λ)Mn(λ)dλ
∣∣∣∣
= (A1)+ (A2), (say). (5.2)
From Lemma A2.2 of Hosoya and Taniguchi [9] it follows that
lim
n→∞ nE[(A1)
2] = 4pi
∫ pi
−pi
Mn(λ)
2 fθ (λ)
2dλ. (5.3)
Recalling (2.11) we can see that f˜θn ,δ(λ) = fθn (λ) and f˜θ,δ(λ) = fθ (λ) if λ 6∈ [τ1, τ1+δ). Since
Mn(λ) and fθ (λ) are bounded, (5.3) is of order O(δ). Thus (A1) = Op(δ1/2n−1/2). Also we
have
(A2) ≤
[∫ pi
−pi
cn(λ)
2dλ
]1/2 [∫ pi
−pi
M2n (λ)dλ
]1/2
(by Schwarz’s inequality)
= O(1)O(δ1/2) = O(δ1/2), (by the definition of Mn(λ)).
Hence (5.2) is of order Op(n−1/2δ1/2) + O(δ1/2), which becomes op(n−1) if we take δ =
O(n−3). Therefore we get the relation (2.15). Next we show that (2.15) is equivalent to (2.16).
From the definition of fθn (λ) and fθ (λ),
log
fθn (λ)
fθ (λ)
= log f(τ1+n−1∆τ1 ,η+n−1/2∆η)(λ)− log f(τ1,η)(λ)
= {log f(τ1+n−1∆τ1 ,η+n−1/2∆η)(λ)− log f(τ1,η+n−1/2∆η)(λ)}
+ {log f(τ1,η+n−1/2∆η)(λ)− log f(τ1,η)(λ)}
= {(B1)} + {(B2)}, (say).
In the right hand side of (2.15), we evaluate
− n
4pi
∫ pi
−pi
log
fθn (λ)
fθ (λ)
dλ. (5.4)
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Without loss of generality, we assume ∆η1 > 0. Then it is easily seen that
− n
4pi
∫ pi
−pi
(B1)dλ = − 2n
4pi
∫ τ1+n−1∆τ1
τ1
{log f (1)
η+n−1/2∆η (λ)− log f
(2)
η+n−1/2∆η (λ)}dλ
= −∆
τ
1
2pi
[log fθ (τ−1 )− log fθ (τ+1 )] + o(1). (5.5)
Expanding (B2) in a Taylor series we obtain
(B2) = 1√
n
(∆η)′ ∂
∂η
fθ (λ) · fθ (λ)−1 + 12n (∆
η)′
{
∂2
∂η∂η′
fθ (λ) fθ (λ)
−1
}
∆η
− 1
2n
(∆η)′ ∂
∂η
fθ (λ)
∂
∂η′
fθ (λ) · fθ (λ)−2∆η + o(n−1). (by (A2)). (5.6)
Integration of (5.6) yields
− n
4pi
∫ pi
−pi
(B2)dλ = −
√
n(∆η)′
4pi
∫ pi
−pi
∂
∂η
fθ (λ) · fθ (λ)−1dΛ
− 1
8pi
(∆η)′
{∫ pi
−pi
∂2
∂η∂η′
fθ (λ) · fθ (λ)−1dλ
}
∆η
+ 1
8pi
(∆η)′
{∫ pi
−pi
∂
∂η
fθ (λ)
∂
∂η′
fθ (λ) · fθ (λ)−2dλ
}
∆η + o(1). (5.7)
Next we evaluate
− n
4pi
∫ pi
−pi
In(λ)Bn(λ)dλ. (5.8)
where Bn(λ) = fθn (λ)−1 − fθ (λ)−1. First, note that
Bn(λ) = { f(τ1+n−1∆τ1 ,η+n−1/2∆η)(λ)
−1 − f(τ1,η+n−1/2∆η)(λ)−1}
+ { f(τ1,η+n−1/2∆η)(λ)−1 − f(τ1,η)(λ)−1}
= {(C1)〈λ〉} + {(C2)}, (say). (5.9)
Then, ∫ pi
−pi
In(λ)(C1)〈λ〉dλ = 2
∫ τ1+n−1∆τ1
τ1
In(λ)(C1)〈λ〉dλ
= 4pi
n
[ τ1n2pi +
∆τ1
2pi ]−1∑
j=[ τ1n2pi ]
In(λ˜ j )(C1)〈λ˜ j 〉
− 2
[ τ12pi ]∑
j=1
∫ τ1+ 2pi jn
τ1+ 2pin ( j−1)
{In(λ˜ j )(C1)〈λ˜ j 〉 − In(λ)(C1)〈λ〉}dλ, (5.10)
where λ˜ j = τ1 + 2pi( j−1)n .
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It can be shown that
E[In (˜λ j )− In(λ)] = o(1)
Var [In (˜λ j )− In(λ)] = o(1)
giving
E |In (˜λ j )− In(λ)| = o(1) for λ ∈
[
τ1 + 2pi( j − 1)n , τ1 +
2pi j
n
)
,
j = 1, . . . ,
[
∆τ1
2pi
]
, (5.11)
(cf. Theorem 5.9.1 and page 417 of Brillinger [2]). From (5.11) and that
(C1)〈λ˜ j 〉 − (C1)〈λ〉 = o(1), for
[
τ1 + 2pi( j − 1)n , τ1 +
2pi j
n
)
, j = 1, . . . ,
[
∆τ1
2pi
]
,
we observe that
E
∣∣∣∣∣
∫ τ1+ 2pi jn
τ1+ 2pi( j−1)n
{In(λ˜ j )(C1)〈λ˜ j 〉 − In(λ)(C1)〈λ〉}dλ
∣∣∣∣∣
≤
∫ τ1+ 2pi jn
τ1+ 2pi( j−1)n
E
∣∣∣In(λ˜ j )(C1)〈λ˜ j 〉 − In(λ)(C1)〈λ〉∣∣∣ dλ
≤
∫ τ1+ 2pi jn
τ1+ 2pi( j−1)n
E
∣∣∣{In(λ˜ j )− In(λ)}∣∣∣ · ∣∣∣(C1)〈λ˜ j 〉∣∣∣ dλ
+
∫ τ1+ 2pi jn
τ1+ 2pi( j−1)n
E |In(λ)| ·
∣∣∣(C1)〈λ˜ j 〉 − (C1)〈λ〉∣∣∣ dλ
= o(1)× O(n−1), (5.12)
which implies
− n
4pi
∫ pi
−pi
In(λ)(C1)〈λ〉dλ = −
[ τ1n2pi +
∆τ1
2pi ]−1∑
j=[ τ1n2pi ]
In(λ j )(C1)〈λ j 〉 + op(1). (5.13)
From the definition of (C1)〈λ j 〉, it follows that
(5.13) = −{ fθ (τ−1 )−1 − fθ (τ+1 )−1}
[ τ1n2pi +
∆τ1
2pi ]−1∑
j=[ τ1n2pi ]
In(λ j )+ op(1). (5.14)
Here we can derive the asymptotic distribution of In(λ j ).Write In(λ j ) = |αn(λ j ) + iβn(λ j )|2.
αn(λ j ) and βn(λ j ) are essentially equivalent to the least squares estimators given by regressing
{X t } on (cos tλ j , sin tλ j ), whose asymptotics are provided in Hannan [8], p. 426. Summarizing
this, it is seen that the In(λ j )’s are asymptotically independent ( fθ (λ j )/2)χ22 variables if the
λ j ’s are continuous points of fθ (λ). Hence, the In(λ j )’s in (5.14) are asymptotically independent
( fθ (τ
+
1 )/2)χ
2
2 variables.
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Now we evaluate the second part of (5.8), i.e.,
− n
4pi
∫ pi
−pi
In(λ)(C2)dλ = − n4pi
∫ pi
−pi
{In(λ)− fθ (λ)}(C2)dλ
− n
4pi
∫ pi
−pi
fθ (λ)(C2)dλ. (5.15)
Expanding (C2) in a Taylor series we obtain
(C2) = − 1√
n
(∆η)′ ∂
∂η
fθ (λ) · fθ (λ)−2 − 12n (∆
η)′ ∂
2
∂η∂η′
fθ (λ) · fθ (λ)−2∆η
+ 1
n
(∆η)′ ∂
∂η
fθ (λ)
∂
∂η′
fθ (λ) · fθ (λ)−3∆η + o(n−1). (by(A2)). (5.16)
Substituting (5.16) into the second term in (5.15), it is seen that
− n
4pi
∫ pi
−pi
fθ (λ)(C2)dλ =
√
n(∆η)′
4pi
∫ pi
−pi
∂
∂η
fθ (λ) · fθ (λ)−1dλ
+ 1
8pi
(∆η)′
∫ pi
−pi
∂2
∂η∂η′
fθ (λ) · fθ (λ)−1dλ∆η
− 1
4pi
(∆η)′
∫ pi
−pi
∂
∂η
fθ (λ)
∂
∂η′
fθ (λ) · fθ (λ)−2dλ∆η
+ o(1). (5.17)
For the first term in (5.15), we have
− n
4pi
∫ pi
−pi
{In(λ)− fθ (λ)}(C2)dλ
= (∆η)′
√
n
4pi
∫ pi
−pi
{In(λ)− fθ (λ)} ∂
∂η
fθ (λ) · fθ (λ)−2dλ+ op(1), (5.18)
where
√
n
4pi
∫ pi
−pi
{In(λ)− fθ (λ)} ∂
∂η
fθ (λ) · fθ (λ)−2dλ s−→ N (0,F(η)),
(see Lemma A.3.3. of Hosoya and Taniguchi [9]). The results (5.5), (5.7), (5.14), (5.17) and
(5.18) lead to the stochastic expansion (2.16). 
Proof of Lemma 2. From the definition,
Zn(∆)1/2 = exp
[
−1
4
log
detΣn( fθn )
detΣn( fθ )
− 1
4
X′n
{
Σn( fθn )
−1 − Σn( fθ )−1
}
Xn
]
.
Then, it is easily seen that
Eθ Zn(∆)1/2 =
∫
. . .
∫ ∞
−∞
Zn(∆)1/2(2pi)−n/2 {detΣn( fθ )}−1/2
× exp
[
−1
2
X′nΣn( fθ )−1Xn
]
dXn
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= exp
[
1
4
log detΣn( fθ )+ 14 log detΣn( fθn )
− 1
2
log det
{
1
2
Σn( fθn )+
1
2
Σn( fθ )
}]
= exp[F( fθ , fθn )], (say). (5.19)
Let f˜θ,δ and f˜θn ,δ be the smooth versions of fθ and fθn , respectively (recall (2.12) and (2.13)).
We write (5.19) as
Eθ Zn(∆)1/2 = exp[F( fθ , fθn )− F( f˜θ,δ, f˜θn ,δ)] × exp[F( f˜θ,δ, f˜θn ,δ)]
= A1 × A2, (say). (5.20)
We can take δ > 0 sufficiently small so that A1 ≤ K01, where K01 is a positive constant. Since
f˜θ,δ and f˜θn ,δ are smooth spectra, from Coursol and Dacunha-Castelle [4] it follows that
F( f˜θ,δ, f˜θn ,δ) ≡
1
4
log detΣn( f˜θ,δ)+ 14 log detΣn( f˜θn ,δ)
− 1
2
log det
{
1
2
Σn( f˜θn ,δ)+
1
2
Σn( f˜θ,δ)
}
= n + 1
2pi
[
1
4
∫ pi
−pi
log f˜θ,δ(λ)dλ+ 14
∫ pi
−pi
log f˜θn ,δ(λ)dλ
− 1
2
∫ pi
−pi
log
{
1
2
f˜θn ,δ(λ)+
1
2
f˜θ,δ(λ)
}
dλ
]
+ O(1). (5.21)
Taking δ > 0 sufficiently small, and recalling the definition of fθ and fθn , we can write (5.21) as
n + 1
2pi
[
1
4
∫ pi
−pi
log fθ (λ)dλ+ 14
∫ pi
−pi
log fθn (λ)dλ
− 1
2
∫ pi
−pi
log
{
1
2
fθn (λ)+
1
2
fθ (λ)
}
dλ
]
+ O(1)
= n + 1
8pi
[∫ pi
−pi
{
log fθ (λ)+ log fθn (λ)− 2 log
fθn (λ)+ fθ (λ)
2
}
dλ
]
+ O(1). (5.22)
We write θn = (τ ′n, η′n)′ corresponding to θ = (τ ′, η′)′. Rewrite
log fθ (λ)+ log fθn (λ)− 2 log
fθn (λ)+ fθ (λ)
2
=
[
log f(τn ,ηn)(λ)− log f(τ,ηn)(λ)
− 2
{
log
f(τn ,ηn)(λ)+ f(τ,η)(λ)
2
− log f(τ,ηn)(λ)+ f(τ,η)(λ)
2
}]
+
[
log f(τ,ηn)(λ)− log f(τ,η)(λ)− 2
{
log
f(τ,ηn)(λ)+ f(τ,η)(λ)
2
− log f(τ,η)(λ)
}]
= [(D1)] + [(D2)], (say). (5.23)
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In the same way as in the proof of Lemma 1 (see (5.5)), it is shown that
n + 1
8pi
∫ pi
−pi
(D1)dλ
= 1
4pi
p∑
k=1
|∆τk |
[
log
fθ (τ
−
k )
fθ (τ
+
k )
− 2
{
log
fθ (τ
−
k )+ fθ (τ+k )
2
− log fθ (τ+k )
}]
+ o(1)
= − 1
4pi
p∑
k=1
|∆τk |
[
log
{ fθ (τ−k )+ fθ (τ+k )}2
4 fθ (τ
−
k ) fθ (τ
+
k )
]
+ o(1). (5.24)
Evidently the last [ . ] in (5.24) is strictly positive. Expanding (D2) with respect to η, we observe
(D2) = − 1
4n
(∆η)′ ∂
∂η
fθ (λ)
∂
∂η′
fθ (λ)∆η + o(n−1), (5.25)
which implies
n + 1
8pi
∫ pi
−pi
(D2)dλ = −1
8
(∆η)′F(η)∆η + o(1). (5.26)
Since F(η) is positive definite, the results (5.22), (5.24) and (5.26) prove the relation (2.8). 
Proof of Lemma 3. Write θn = θ + (n−1∆τ (1) ′, n−1/2∆η(1) ′)′ and θn = θ +
(n−1∆τ (2)
′
, n−1/2∆η(2)
′
)′. Then, it is shown that
Eθ
∣∣∣Z1/4n (∆(1))− Z1/4n (∆(2))∣∣∣4 = Eθn [{Zn(∆(1))/Zn(∆(2))}1/4 − 1]4 . (5.27)
Let Un(∆(1),∆(2)) = {Zn(∆(1))/Zn(∆(2))}1/4. From the definition we have
Eθn {Un(∆(1),∆(2)) j } =
∫
. . .
∫ ∞
−∞
exp
[
− j
8
log
detΣn( fθn )
detΣn( fθn )
− j
8
X′n
{
Σn( fθn )
−1 − Σn( fθn )−1
}
Xn
]
× (2pi)−n/2 det {Σn( fθn )}−1/2 exp [−12X′nΣn( fθn )−1Xn
]
dXn
= exp
[
− j
8
log
detΣn( fθn )
detΣn( fθn )
]
× exp
[
−1
2
log detΣn( fθn )
]
× det
{
j
4
(
Σn( fθn )
−1 − Σn( fθn )−1
)
+ Σn( fθn )−1
}−1/2
= exp
[
− j
8
{
log detΣn( fθn )− log detΣn( fθn )
}
− 1
2
log det
{
j
4
(
Σn( fθn )Σn( fθn )
−1 − In
)
+ In
}]
= exp[Ψ fn, j (θn, θn)], (say). (5.28)
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As in the proof of Lemma 2, we make smooth versions f˜θn and f˜θn of fθn and fθn , respectively.
We can takeΨ f˜n, j (θn, θn) arbitrarily close toΨ
f
n, j (θn, θn).Write θ = (θ1, . . . , θp+q)′, and denote
the ith component of (θn − θn) by (θn − θn)i . Expanding Ψ f˜n, j (θn, θn) with respect to θn at θn ,
we obtain
Ψ f˜n, j (θn, θn) =
j
8
p+q∑
i=1
(θn − θn)i · trΣn( f˜θn )−1Σn
(
∂
∂θi
f˜θn
)
+ j
8
p+q∑
i=1
p+q∑
k=1
(θn − θn)i (θn − θn)kOik(n)
− 1
2
· j
4
p+q∑
i=1
(θn − θn)i · trΣn
(
∂
∂θi
f˜θn
)
Σn( f˜θn )
−1
− j
8
p+q∑
i=1
p+q∑
k=1
(θn − θn)i (θn − θn)kOik(n)
= j O{‖θn − θn‖E }O(n)+ j O{‖θn − θn‖2E }O(n), (5.29)
(the terms Oik(·) and O(n) are evaluated in the manner of Coursol and Dacunha-Castelle [4]).
Since
∑4
j=0
(
4
j
)
(−1) j · j = 0,it follows from (5.29) that
4∑
j=0
(
4
j
)
(−1) j exp[Ψ f˜n, j (θn, θn)] = O{‖∆(1) −∆(2)‖2E },
which implies (2.9). 
Proof of Lemma 4. (i) It is seen that
E{An} = tr
[
Σn( fθ )
{
Σn( fθ )−1 − Σn( f˜θ,δ)−1
}]
= tr
[
Σ−1n ( f˜θ,δ)
{
Σn( f˜θ,δ)− Σn( fθ )
}]
. (5.30)
For m × m matrices C and D, it is known that
|tr (CD)| ≤ ‖C‖E‖D‖E ,
‖CD‖E ≤ ‖C‖‖D‖E
‖C‖E ≤ √n‖C‖
(5.31)
(e.g., Graybill [6], p. 94). From (5.31) we obtain
|E{An}| ≤
∥∥∥Σ−1n ( f˜θ,δ)∥∥∥E · ∥∥Σn( f˜θ,δ)− Σn( fθ )∥∥E
≤ √n
∥∥∥Σ−1n ( f˜θ,δ)∥∥∥{∑∑nl,k=1 ∫ ∫ pi−pi ei(l−k)λei(k−l)µ
× ( f˜θ,δ(λ)− fθ (λ))( f˜θ,δ(µ)− fθ (µ))dλdµ
}1/2
. (5.32)
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Since f˜θ,δ(λ) is strictly positive for all λ ∈ [−pi, pi], we get
∥∥Σ−1n ( f˜θ,δ)∥∥ <∞. Hence, it follows
from (5.32) that
|E{An}| ≤ O(n1/2) · O
[
n2
∫ pi
−pi
| f˜θ,δ(λ)− fθ (λ)|dλ
]
= O(n5/2) · O(δ).
Next we evaluate Var {An} as follows:
Var {An} = 2tr
[
Σn( fθ )
{
Σn( fθ )−1 − Σn( f˜θ,δ)−1
}]2
= 2tr
[
Σn( f˜θ,δ)−1
{
Σn( f˜θ,δ)− Σn( fθ )
}]2
≤ n
∥∥∥Σn( f˜θ,δ)−1∥∥∥2 × O(n2)× [∫ pi
−pi
∣∣ f˜θ,δ(λ)− fθ (λ)∣∣ dλ]2
= O(n3)× O(δ2).
(ii) The assertion follows from Proposition 1 of Coursol and Dacunha-Castelle [4]. 
Proof of Theorem 1. The proof follows from Lemmas 1–3 and Theorem 1.10.1 of Ibragimov
and Has’minskii [10]. 
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