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Abstract
We determine explicitly the irreducible components of the singular
locus of any Schubert variety for GLn(K), K being an algebraically
closed field of arbitrary characteristic. We also describe the generic
singularities along each of them.
The case of covexillary Schubert varieties was solved in an earlier
work of the author [Ann. Inst. Fourier 51 2 (2001), 375-393]. Here,
we first exhibit some irreducible components of the singular locus of
Xw, by describing the generic singularity along each of them. Let Σw
be the union of these components. As mentioned above, the equality
Σw = Sing Xw is known for covexillary varieties, and we base our
proof of the general case on this result. More precisely, we study
the exceptional locus of certain quasi-resolutions of a non-covexillary
Schubert variety Xw, and we relate the intersection of these loci to Σw.
Then, by induction on the dimension, we can establish the equality.
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Introduction
L’objet de ce travail est, a` la suite de [5], de de´crire explicitement les com-
posantes irre´ductibles du lieu singulier d’une varie´te´ de Schubert arbitraire
pour GLn(K), ainsi que la singularite´ le long de chacune d’entre elles. Sig-
nalons de`s maintenant que des re´sultats analogues ont e´te´ obtenus de fac¸on
concomitante, par des me´thodes comple`tement diffe´rentes, par L. Manivel
d’une part, S. Billey et G. Warrington d’autre part, et enfin C. Kassel, A.
Lascoux et C. Reutenauer (voir a` la fin de cette introduction).
Notons G = GLn(K), et B le sous-groupe forme´ des matrices triangu-
laires supe´rieures. Les varie´te´s de Schubert dans G/B sont parame´tre´es par
le groupe syme´trique d’ordre n, note´ Sn. Pour w ∈ Sn, on note ew le point
wB de G/B, Cw = Bew la cellule de Schubert, et Xw = Cw la varie´te´ de
Schubert associe´s. Le lieu singulier d’une varie´te´ de Schubert est une re´union
de varie´te´s de Schubert ; si Xv ⊆ Xw, le point ev a un voisinage ouvert dans
Xw qui se de´compose comme le produit Cv×Nv,w, pour une certaine varie´te´
Nv,w appele´e transversale. On a alors le fait suivant, sur lequel repose notre
de´marche : Xv est une composante irre´ductible du lieu singulier Sing Xw si
et seulement si la transversale Nv,w a un unique point singulier. L’e´tude des
transversales permet ainsi, du meˆme coup, d’identifier des composantes du
lieu singulier, et de de´crire la singularite´.
Voici un aperc¸u des re´sultats obtenus. D’apre`s [16], la varie´te´ de Schubert
Xw associe´e a` la permutation w de Sn est singulie`re si et seulement s’il existe
des entiers a < b < c < d dans [1, n] ve´rifiant : w(d) < w(b) < w(c) < w(a)
– on dira que ces entiers forment une configuration (4231) de w – ou bien
w(c) < w(d) < w(a) < w(b) – configuration (3412). On de´montre que les
composantes irre´ductibles de Sing Xw, sont parame´tre´es par des configura-
tions de points du graphe de la permutation w, qui sont des raffinements des
notions pre´ce´dentes. Plus pre´cise´ment, on appelle configuration I de w un
ensemble de points du graphe de w,
I = {(x∞, y∞), (x−∞, y−∞)} ∪ {(xi, yi), i ∈ [−t,−1] ∪ [1, s]} ,
avec s, t ≥ 0, comme repre´sente´ sur le premier diagramme, tel que la zone
hachure´e ne contienne aucun point du graphe. On associe a` une telle config-
uration une permutation τ(I) en faisant agir un cycle sur ses points, comme
repre´sente´ sur le deuxie`me diagramme (les points du graphe de τ(I) sont
repre´sente´s par les ×).
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permutation τ associe´e
On de´finit aussi les configurations II comme des ensembles de points du
graphe
II = {(a, w(a)), (b, w(b)), (c, w(c)), (d, w(d))}∪
{(ci, di), i ∈ [1, r]} ∪ {(xi, yi), i ∈ [−t,−1] ∪ [1, s]} ,
avec r, s, t ≥ 0, comme repre´sente´ sur le premier diagramme ci-dessous, tel
que la zone hachure´e ne contienne pas d’autre point du graphe de w que les
(ci, di), et que ceux-ci soient en position relative Nord-Ouest/Sud-Est. On
associe a` une telle configuration une permutation σ(II) en faisant agir un
cycle sur ses points, comme repre´sente´ sur le deuxie`me diagramme.
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∨
∨
∧
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∨
permutation σ associe´e
On de´montre le
The´ore`me principal. Les composantes irre´ductibles du lieu singulier de
Xw sont les Xτ(I) associe´es aux configurations I de parame`tres s, t ≥ 1, et les
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Xσ(II) associe´es aux configurations II de parame`tres r, s, t tels que r = 0 ou
s = t = 0.
La transversale en une composante Xτ(I) est isomorphe a` la varie´te´ des
matrices de taille (s + 1, t + 1) et de rang au plus 1 ; pour une composante
Xσ(II) telle que r = 0, la transversale est isomorphe a` la varie´te´ des matrices
de taille (s+ t+2, 2) et de rang au plus 1 ; enfin, pour une composante Xσ(II)
telle que s = t = 0, la transversale est un coˆne quadratique non-de´ge´ne´re´ de
dimension 2r + 3.
On e´tablit ce re´sultat par une me´thode ge´ome´trique, poursuivant le travail
accompli dans [5]. On montre dans un premier temps que lesXτ(I) et lesXσ(II)
de l’e´nonce´ sont des composantes irre´ductibles du lieu singulier, en e´tudiant
les transversales (section 3). Notons Σw la re´union de ces composantes. Dans
[5], on a montre´ que Σw = Sing Xw lorsque w est covexillaire – c’est-a`-dire
ne contient pas de configuration (3412) – en construisant une re´solution de
Xw qui induit un isomorphisme au-dessus du comple´mentaire de Σw. Dans le
cas ge´ne´ral, on construit cette fois des “quasi-re´solutions” de Xw, c’est-a`-dire
des varie´te´s, e´ventuellement singulie`res, qui se projettent birationnellement
sur Xw. On de´crit les lieux exceptionnels de ces quasi-re´solutions, puis on
les relie au lieu singulier de Xw (section 4). Cela permet finalement d’e´tablir
l’e´galite´ cherche´e par re´currence sur la dimension de Xw (section 5). A la
suite de ce re´sultat, on obtient, pour chaque composante irre´ductible Xv de
Sing Xw, le polynoˆme de Kazhdan-Lusztig Pv,w, ainsi que la multiplicite´ de
Xw en ev.
Par ailleurs, on e´tablit au passage un re´sultat supple´mentaire, de nature
plus combinatoire ; rappelons que les varie´te´s de Schubert sont des sous-
varie´te´s de la varie´te´ des drapeaux de´finies par des relations d’incidence. Dans
[5], on a montre´ que lorsque w est covexillaire, les composantes irre´ductibles
de Sing Xw sont des sous-varie´te´s de´finies par le renforcement d’une relation
d’incidence. On s’est inte´resse´ dans le cas ge´ne´ral a` ce type de sous-varie´te´s ;
il s’ave`re qu’elles ne sont pas ne´cessairement irre´ductibles, et l’on donne la
description de leurs composantes irre´ductibles. Cela est fait dans la section 2,
la premie`re section rassemblant les notations et certains rappels. Les re´sultats
de´montre´s dans cet article ont e´te´ annonce´s dans [6].
A partir de la description de l’espace tangent obtenue par V. Lakshmibai
et C. S. Seshadri ([17]) et par K. Ryan ([26]), des re´sultats concernant le lieu
singulier d’une varie´te´ de Schubert ont e´te´ obtenus, par des me´thodes combi-
natoires, dans une pe´riode re´cente. D’abord, V. Gasharov a e´tabli dans [10]
une direction de la conjecture de Lakshmibai-Sandhya formule´e dans [16], en
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e´tudiant la variation de la dimension des espaces tangents. Plus re´cemment,
et de manie`re concomitante a` notre travail, la description des composantes
irre´ductibles du lieu singulier a e´te´ obtenue, presque simultane´ment, par L.
Manivel ([20]) d’une part, S. Billey et G. Warrington ([2]) d’autre part, et
enfin C. Kassel, A. Lascoux et C. Reutenauer ([12]), e´galement par une e´tude
combinatoire de la variation de la dimension des espaces tangents. Suite a`
cela, Manivel a e´galement donne´ la description des singularite´s ge´ne´riques
([21]). Soulignons ne´anmoins que l’approche ge´ome´trique de´veloppe´e ici ap-
porte un e´clairage nouveau et permet sans doute une compre´hension plus
profonde. On peut d’ailleurs raisonnablement espe´rer que l’introduction des
quasi-re´solutions ait des applications, concernant par exemple le calcul des
polynoˆmes de Kazhdan-Lusztig pour une permutation arbitraire. Par ailleurs,
on peut penser qu’une partie des me´thodes introduites ici puisse se ge´ne´raliser
au cas des autres groupes semi-simples, alors qu’une difficulte´ se pre´sente
imme´diatement pour l’approche combinatoire, puisque l’on ne dispose pas,
pour les autres groupes, d’une description de l’espace tangent aussi maniable
que dans le cas du groupe line´aire.
Je tiens a` remercier mon directeur de the`se, P. Polo, pour le soutien
constant qu’il m’a apporte´ durant l’e´laboration de ce travail. Je remercie
aussi le rapporteur pour une suggestion qui a permis d’alle´ger la preuve du
the´ore`me 2.4.
1 Notations et rappels
K est un corps alge´briquement clos de caracte´ristique arbitraire, G =
GLn(K), B est le sous-groupe de Borel des matrices triangulaires supe´rieures,
U (resp. U−) est le groupe des matrices triangulaires supe´rieures (resp. infe´rieures)
unipotentes, T est le tore maximal des matrices diagonales.
Pour w ∈ Sn, on note ew le point wB de G/B, Cw = Bew la cellule
de Schubert, et Xw = Cw la varie´te´ de Schubert associe´s. On note ℓ(w) le
nombre d’inversions de w ; on rappelle que l’on a ℓ(w) = dimXw. On de´signe
par Γw le graphe de w.
On note K• = K1 ⊂ · · · ⊂ Kn le drapeau standard dans G/B, corre-
spondant au sous-groupe de Borel B. Pour g ∈ G, on note gK• le drapeau
associe´.
Tous les intervalles conside´re´s ici sont des intervalles de nombres entiers.
Si i et j sont deux entiers distincts de [1, n], on note (i, j) la transposition de
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support {i, j}, et pour i ≤ n− 1, on note si la transposition simple (i, i+1).
Si I ⊆ [1, n− 1], on note PI le sous-groupe parabolique contenant B associe´,
et SI le sous-groupe parabolique de Sn correspondant. On note
I
Smin (resp.
I
Smax) l’ensemble des repre´sentants minimaux (resp. maximaux) des classes
a` droite de Sn modulo SI .
On rappelle le lemme suivant, qui se ve´rifie aise´ment en recensant les
inversions de v et v′.
Lemme 1.1. Si v′ = (i, j) v avec i < j et v−1(i) > v−1(j), on a
ℓ(v′) = ℓ(v)− 1− 2#{i < k < j | v−1(j) < v−1(k) < v−1(i)}.
L’inclusion des varie´te´s de Schubert induit l’ordre de Bruhat-Chevalley
sur le groupe syme´trique : pour v, w ∈ Sn, v ≤ w ⇐⇒ Xv ⊆ Xw.
1.1 Singularite´s ge´ne´riques
Les composantes irre´ductibles du lieu singulier de la varie´te´ de Schubert
Xw sont donne´es par les permutations maximales v telles que le point ev soit
un point singulier de Xw.
Etant donne´ v ≤ w, l’ensemble v(U−)ev∩Xw est le voisinage standard de
ev dans Xw. D’apre`s la de´composition de Bruhat, il est isomorphe au produit
Cv ×Nv,w ou` Nv,w = [v(U−)∩U−]ev ∩Xw (cf. [13], Lemma A4). On appelle
Nv,w la transversale a` Cv dans Xw. La cellule de Schubert Cv e´tant un espace
affine, on a en fait : Xv est une composante irre´ductible du lieu singulier
de Xw si et seulement si Nv,w a ev pour unique point singulier. Ce sont les
singularite´s ge´ne´riques que l’on va de´crire.
Les situations connues jusqu’ici (cf. [3], 3.3 et 4.6, voir aussi [4]) sugge`rent
de de´finir les deux types de singularite´ suivants. Soit Xv une composante
irre´ductible du lieu singulier de Xw ; on dira qu’elle est de type S1 s’il existe
des entiers s et t (s, t ≥ 2) tels que Nv,w soit isomorphe a` la varie´te´ Cs,t
des matrices de taille (s, t) et de rang au plus 1, et l’on dira que Xv est
de type S2 si Nv,w est isomorphe a` un coˆne quadratique non de´ge´ne´re´ de
dimension au moins 5. Remarquons que dans le second cas, l’anneau local
de Nv,w en ev est factoriel (cf. [23], III.7, Example J) alors qu’il ne l’est pas
dans le premier (ceci peut se de´duire de [23], III.9, Prop. 1, en conside´rant
la re´solution Z = {(D, u) | D ∈ Ps−1, u : Kt −→ D} de Cs,t).
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1.2 Ordre de Bruhat-Chevalley
L’ordre de Bruhat-Chevalley sur Sn peut eˆtre de´crit en termes de clef
d’une permutation (cf. [19], Prop. 2.1.11). Cette description permet de de´montrer
le lemme suivant. Si v et w sont deux permutations de {1, . . . , n} qui co¨ınci-
dent sur k places, elles de´finissent naturellement des permutations v˜ et w˜
de {1, . . . , n − k} comme suit : soient i1 < · · · < ik dans [1, n] tels que
v(i) = w(i) pour i = i1, . . . , ik. Soit ϕ l’unique bijection croissante de
{1, . . . , n} \ {i1, . . . , ik} dans {1, . . . , n − k}, et soit ψ l’unique bijection
croissante de {1, . . . , n} \ {v(i1), . . . , v(ik)} dans {1, . . . , n− k}. Soient alors
v˜ = ψ ◦ v ◦ϕ−1 et w˜ = ψ ◦w ◦ϕ−1 ; ce sont des e´le´ments de Sn−k. On a alors
le
Lemme 1.2. v ≤ w ⇐⇒ v˜ ≤ w˜.
On peut aussi caracte´riser l’ordre de Bruhat-Chevalley a` l’aide de la fonc-
tion rang d’une permutation : pour w ∈ Sn et p, q ∈ [1, n], on de´finit
rw(p, q) = #{i | i ≤ p et w(i) ≤ q}.
On a alors le lemme suivant (cf. [19], Prop. 2.1.12),
Lemme 1.3. Pour v, w ∈ Sn
v ≤ w ⇐⇒ rv(p, q) ≥ rw(p, q), ∀ p, q ∈ [1, n].
D’autre part, A. Lascoux et M.-P. Schu¨tzenberger ont introduit une nou-
velle approche, en de´finissant les rectrices d’une permutation (cf. [18]). Il est
plus commode pour nos besoins de conside´rer la notion duale de corectrice
(cf. [5]).
On appelle cograssmanniennes les permutations n’ayant qu’une monte´e,
et cobigrassmanniennes les permutations cograssmanniennes dont l’inverse
est aussi cograssmannienne. Une cobigrassmannienne est de´termine´e par un
quadruplet d’entiers (n0, n1, n2, n3), avec n0, n3 ∈ N, n1, n2 ∈ N∗ et
∑
ni =
n : on coupe (n, n− 1, . . . , 1) en quatre blocs dont les cardinaux sont les ni,
et on permute les deux blocs me´dians. En termes de graphe, les cobigrass-
manniennes sont de la forme suivante :
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n0
✲✛
n1
✲✛
n2
✲✛
n3
On dispose alors d’un crite`re simple pour comparer une permutation arbi-
traire et une cobigrassmannienne, analogue a` [18], Lemme 4.3 : pour w ∈ Sn
et c la cobigrassmannienne de´finie par le quadruplet (n0, n1, n2, n3), on a le
Lemme 1.4. w ≤ c si et seulement si l’ensemble w([1, n0+n1])∩ [1, n1+n3]
contient au moins n1 e´le´ments.
Les cobigrassmanniennes permettent de de´crire l’ordre de Bruhat-
Chevalley de la fac¸on suivante : notant C l’ensemble des cobigrassmanniennes,
on munit l’ensemble des parties de C de l’ordre inverse de l’inclusion. Alors,
d’apre`s [18], l’application qui a` w ∈ Sn associe l’ensemble {c ∈ C | w ≤ c}
induit un isomorphisme d’ensembles ordonne´s de Sn sur son image dans
2C. Etant donne´ une permutation w de Sn, les e´le´ments minimaux de {c ∈
C | w ≤ c} sont appele´s corectrices de w ; d’apre`s ce qui pre´ce`de, leur donne´e
de´termine entie`rement w. Elles sont parame´tre´es par l’ensemble coessentiel
de w, dual de l’ensemble essentiel de´fini par Fulton (cf. [9]) :
Coess(w) =
{
(p, q) ∈ [1, n]2
∣∣∣∣ w(p− 1) ≤ q < w(p)w−1(q) ≤ p− 1 < w−1(q + 1)
}
.
On notera cp,q la corectrice associe´e au point coessentiel (p, q) de w (voir
[5], 2.3.2).
De´finition 1.5. Soit c une cobigrassmannienne de quadruplet (n0, n1, n2, n3).
On dit que c est ite´rable si on a n0, n3 ≥ 1, et on de´finit alors l’ite´re´e c1 de
c par son quadruplet (n0 − 1, n1 + 1, n2 + 1, n3 − 1). Elle ve´rifie l’ine´galite´
c1 ≤ c.
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1.3 Quadrants et rectangles
Il est utile de revenir sur la de´finition des quadrants associe´s a` un point
(p, q) du carre´ [1, n]2 donne´e dans [5], pour obtenir une notion plus satis-
faisante dans le cas ge´ne´ral. On de´finit :
NO(p, q) = {(i, j) | i ≤ p, j > q}
SO(p, q) = {(i, j) | i ≤ p, j ≤ q}
NE(p, q) = {(i, j) | i > p, j > q}
SE(p, q) = {(i, j) | i > p, j ≤ q}
p
q
NO(p, q)
SO(p, q)
NE(p, q)
SE(p, q)
On conside`re w ∈ Sn. Les quadrants associe´s a` (p, q) de´terminent na-
turellement la partition suivante du graphe de w :
NOw(p, q) = Γw ∩NO(p, q),
SOw(p, q) = Γw ∩ SO(p, q),
NEw(p, q) = Γw ∩NE(p, q),
SEw(p, q) = Γw ∩ SE(p, q).
Il est a` noter que si (p+ 1, q) est un point coessentiel de w, on obtient la
meˆme partition du graphe de w que celle de´crite dans [5], 2.5.
On note ∂(NOw(p, q)) la frontie`re Sud-Est de NOw(p, q), c.-a`-d. l’ensem-
ble des points (x, w(x)) ∈ NOw(p, q) tels que NOw(p, q) ne rencontre pas
SE(x, w(x)). De meˆme, on note ∂(SEw(p, q))) la frontie`re Nord-Ouest de
SEw(p, q). On les notera simplement NO, NOw, ∂(NOw), etc. lorsqu’il n’y
aura pas d’ambigu¨ıte´.
On introduit aussi les notations suivantes ; soient a et b deux entiers
distincts de [1, n]. Ecrivant indiffe´remment [a, b] et [b, a] pour l’ensemble des
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entiers compris entre a et b, on note :
R(a,b)(w) = ] a, b [× ]w(a), w(b) [
R(a,b)(w) = [ a, b ]× [w(a), w(b) ]
R(a,b)(w) = ]w−1(a), w−1(b) [× ] a, b [
R
(a,b)
(w) = [w−1(a), w−1(b) ]× [ a, b ].
Soient maintenant A et B deux points distincts du graphe de w, de co-
ordonne´es respectives (a, w(a)) et (b, w(b)), on de´signe aussi par R(A,B)(w)
(resp. R(A,B)(w)) le rectangle R(a,b)(w) (resp. R(a,b)(w)).
2 Renforcement d’une condition d’incidence
Dans cette section, on e´tablit un re´sultat de nature combinatoire, inde´pendant
de l’e´tude des singularite´s qui fait l’objet des sections suivantes ; cette sec-
tion n’est cependant pas e´trange`re au reste de ce travail, puisque la question
traite´e ici a e´te´ souleve´e par la description donne´e dans [5] des composantes
irre´ductibles du lieu singulier d’une varie´te´ de Schubert covexillaire, et que
la description de certaines composantes dans le cas ge´ne´ral fera appel a` une
construction de´crite ici.
La fonction rang de´finie en 1.2 permet de de´crire les varie´te´s de Schubert
en termes de relations d’incidence (cf. [19], Prop. 3.6.4) : la varie´te´ de Schu-
bert Xw est l’ensemble des drapeaux complets V
• de Kn qui ve´rifient pour
tous p, q ∈ [1, n],
dim(V p ∩Kq) ≥ rw(p, q).
Dans [5], on a montre´ que si w est covexillaire, les composantes irre´ductibles
de Sing Xw sont des sous-varie´te´s de Xw de´finies par le renforcement d’une
condition d’incidence, c.-a`-d. de la forme
{V • ∈ Xw | dim(V
p ∩Kq) ≥ rw(p, q) + 1}
pour certains entiers p et q. Nous nous inte´ressons ici a` ce type de sous-
varie´te´s dans le cas ge´ne´ral : e´tant donne´ (p, q) tel que rw(p, q) < Min(p, q),
on conside`re
X(p,q)+w = {V
• ∈ Xw | dim(V
p ∩Kq) ≥ rw(p, q) + 1}.
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La cobigrassmannienne c de quadruplet de´fini par
n0 = p− rw(p, q)
n1 = rw(p, q)
n2 = n− (p+ q) + rw(p, q)
n3 = q − rw(p, q),
est ite´rable, et d’apre`s le lemme 1.4, elle majore w, et l’on a w 6≤ c1. On a
X(p,q)+w = Xw ∩Xc1.
Re´ciproquement, si c est une cobigrassmannienne ite´rable, de quadruplet
(n0, n1, n2, n3), telle que w ≤ c et w 6≤ c1, posant p = n0 + n1 et q = n1 + n3,
on a Xw ∩Xc1 = X
(p,q)+
w .
Nous allons de´crire les composantes irre´ductibles de ces sous-varie´te´s, en
ge´ne´ralisant la construction de [5]. Cela revient a` de´crire les e´le´ments maxi-
maux de Λ(w, c1), ou` pour des permutations w1, . . . , wk, on note Λ(w1, . . . , wk)
l’ensemble des permutations z telles que z ≤ wi pour i = 1, . . . , k.
Soit c une cobigrassmannienne ite´rable de quadruplet (n0, n1, n2, n3) ; on
note
Ω(c) = {w ∈ Sn | w ≤ c et w 6≤ c
1}.
On pose p = n0+n1 et q = n1+n3. On conside`re w ∈ Ω(c) ; d’apre`s le lemme
1.4, on a
#SOw = n1,
et il vient alors aussi
#NOw = n0,
#NEw = n2,
#SEw = n3.
On voit facilement que la bigrassmannienne
b = (1, . . . , n1, n1 + n3 + 1, . . . , n1 + n3 + n0,
n1 + 1, . . . , n1 + n3, n1 + n3 + n0 + 1, . . . , n),
qui, avec les notations de [18], est la bigrassmannienne associe´e au quadruplet
(n1, n0, n3, n2), est le plus petit e´le´ment de Ω(c).
Proposition 2.1. Les e´le´ments maximaux de Λ(b, c1) sont exactement les
(i, j) b pour n1 < i ≤ q, et q < j ≤ q + n0.
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Preuve. Comme on a b(i) = i pour i ∈ [1, n1] ∪ [n1 + n3 + n0 + 1, n], toute
permutation v ≤ b co¨ıncide avec b sur ces intervalles. On peut donc supposer
n1 = n2 = 0, c’est-a`-dire que b = (q + 1, . . . , n, 1, . . . , q), avec n = p + q. La
condition v ≤ c1 est alors
#SOv ≥ 1 (⋆).
On observe que l’on a v ≤ b si et seulement si
v(i) ≤ q + i pour i ≤ p, et v(i) ≥ i− p pour i ≥ p+ 1 (⋆⋆).
Cela s’exprime aussi en termes de graphe, comme repre´sente´ sur la figure
suivante : le graphe de v doit eˆtre contenu dans la zone non hachure´e
p
q
❅❅❅❅
❅❅
❅❅
❅❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅❅❅
On conside`re maintenant v ∈ Λ(b, c1) maximale. Soit r = #SOv =
# {i ≤ p | v(i) ≤ q} ; on a r ≥ 1 puisque v ≤ c1. On a aussi r = #NEv =
# {i > p | v(i) > q}. Soient i1 < · · · < ir les i ≤ p tels que v(i) ≤ q,
et i′r < · · · < i
′
1 les i > p tels que v(i) > q. La maximalite´ de v entraˆıne
v(i1) > · · · > v(ir) et v(i′r) > · · · > v(i
′
1). On veut montrer que v(i) = b(i)
pour i 6∈ A := {i1, . . . , ir, i
′
r, . . . , i
′
1}, et que r = 1. Or on a pour tout i ∈ [1, p],
v(i) = b(i) ou i ∈ A (∗).
En effet, c’est clair pour i = 1 car b(1) = q + 1 ; soit i ∈ [2, p], supposons
v(i) 6= b(i) et i 6∈ A. On a donc q < v(i) < q+ i. Or, comme v ≤ b, on a pour
tout i′ ∈ [1, i − 1], v(i′) ≤ q + i′ < q + i, il vient donc v−1(q + i) > i. On a
ainsi (v(i), q + i) v > v, et on ve´rifie sans peine que (v(i), q + i) v ≤ b, c1 a`
l’aide de (⋆) et (⋆⋆). Cela contredit la maximalite´ de v, et (∗) est de´montre´e.
On de´montre de meˆme que pour tout i ∈ [p+ 1, n],
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v(i) = b(i) ou i ∈ A.
Cela entraˆıne, comme q ≥ v(i1) > · · · > v(ir) et v(i′r) > · · · > v(i
′
1) > q,
que v(i1) = b(i
′
1) = i
′
1−p et v(i
′
1) = b(i1) = q+ i1. On obtient alors r = 1 car
si r ≥ 2, alors v < v(i1, i′1) ≤ b, c
1, exclu par maximalite´ de v. Cela montre
que v = (i′1 − p, i1 + q) b, c’est-a`-dire que v est de la forme voulue.
On remarque de plus que, si i ≤ q, et q < j, notant D le rectangle
[ j − q, i+ p− 1 ]× [ i, j − 1 ], on a
r(i,j)b = rb + χD,
ou` χD de´signe la fonction caracte´ristique de D. Il re´sulte alors du lemme
1.3 que les permutations (i, j) b pour i ≤ q, et q < j, sont deux a` deux
incomparables. Cela ache`ve la preuve de la proposition 2.1.
On conside`re maintenant un e´le´ment arbitraire w de Ω(c), et l’on se
donne (P+, P−) ∈ ∂(NOw) × ∂(SEw) (voir 1.3 pour ces notations). Notons
(x∞, y∞) les coordonne´es de P+, et (x−∞, y−∞) celles de P−. Si l’ensem-
ble NEw ∩ R(P+,P−)(w) est non vide, sa frontie`re Sud-Ouest constitue la
suite NE associe´e a` (P+, P−). Soient s la longueur de cette suite (s = 0 si
NEw ∩ R(P+,P−)(w) = ∅), et (xi, yi)1≤i≤s les coordonne´es des points, indexe´s
de sorte que xs < · · · < x1. On a alors y1 < · · · < ys.
De manie`re syme´trique, si l’ensemble SOw ∩ R(P+,P−)(w) est non vide,
sa frontie`re Nord-Est constitue la suite SO associe´e a` (P+, P−). Soient t la
longueur de cette suite et (xi, yi)−t≤i≤−1 les coordonne´es des points, indexe´s
de sorte que x−1 < · · · < x−t. On a alors y−t < · · · < y−1.
De´finition 2.2. On notera X = X+ ∪ X− (resp. Y = Y+ ∪ Y−) l’ensemble
des abscisses (resp. ordonne´es) ainsi distingue´es, ou`
X+ = {xi | i ∈ [1, s] ∪ {−∞}}, Y+ = {yi | i ∈ [1, s] ∪ {∞}},
X− = {xi | i ∈ [−t,−1] ∪ {∞}}, Y− = {yi | i ∈ [−t,−1] ∪ {−∞}}.
On de´finit alors le cycle γ(P+,P−) par
γ(P+,P−) = (y∞, y−1, . . . , y−t, y−∞, y1, . . . , ys),
et la permutation τ(P+,P−) par
τ(P+,P−) = γ(P+,P−) w.
Il pourra eˆtre ne´cessaire par la suite de spe´cifier la permutation w a` laque-
lle τ(P+,P−) est associe´e, en e´crivant τ(P+,P−)(w). En revanche, on la notera
simplement τ lorsqu’il n’y aura pas d’ambigu¨ıte´ sur w et (P+, P−).
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On note D′ la re´gion de [1, n]2 de´finie par :
D′ = R(P+,P−)(w) \
( t⋃
i=1
SO(x−i − 1, y−i − 1) ∪
s⋃
i=1
NE(xi − 1, yi − 1)
)
,
et D la re´gion obtenue en retirant a` D′ la bande d’ordonne´e y∞, et la bande
d’abscisse x−∞.
On de´montre alors comme dans [5], lemme 3.5, le
Lemme 2.3. (a) rτ = rw + χD, en particulier τ ≤ w,
(b) ℓ(τ) = ℓ(w)− (s+ t+ 1).
Nous allons de´montrer le
The´ore`me 2.4. Les permutations τ(P+,P−), pour (P+, P−) ∈ ∂(NOw)×∂(SEw),
sont exactement les e´le´ments maximaux de Λ(w, c1).
Preuve. Montrons pour commencer que les τ(P+,P−), sont des e´le´ments maxi-
maux de Λ(w, c1). On fixe (P+, P−) ∈ ∂(NOw)×∂(SEw), et l’on note simple-
ment τ la permutation τ(P+,P−). D’apre`s l’assertion (a) du lemme ci-dessus,
τ ∈ Λ(w, c1). Supposons que τ ne soit pas maximal dans Λ(w, c1) ; alors il
existe une transposition t = (i, j) (avec i < j) telle que tτ soit encore dans
Λ(w, c1), avec ℓ(tτ) = ℓ(τ)+ 1. On a rτ = rtτ +χR, ou` R de´signe le rectangle
[τ−1(i), τ−1(j)− 1]× [i, j− 1]. Comme tτ ≤ w, ce rectangle doit eˆtre contenu
dans D. Il vient alors i ∈ Y− et j ∈ Y+, et donc le point (p, q) est dans R.
Ainsi l’on a rtτ (p, q) = rw(p, q), ce qui contredit tτ ≤ c1 ; τ est donc maximal
dans Λ(w, c1).
On termine alors la preuve du the´ore`me par re´currence sur la longueur
de w ∈ Ω(c) ; la proposition 2.1 donne le re´sultat pour l’e´le´ment minimal de
Ω(c).
On se donne maintenant w ∈ Ω(c) tel que w > b. On suppose que pour
tout z ∈ [b, c] tel que ℓ(z) < ℓ(w), les e´le´ments maximaux de Λ(z, c1) sont
exactement les τ(P+,P−)(z) pour (P+, P−) ∈ ∂(NOz)× ∂(SEz). Compte-tenu
de ce qui pre´ce`de, il suffit de de´montrer que Λ(w, c1) a au plus #
(
∂(NOw)×
∂(SEw)
)
e´le´ments maximaux.
Soit y un e´le´ment maximal de Λ(w, c1) ; comme w > b, il existe soit
un entier j 6= q tel que sjw < w, soit un entier i 6= p tel que wsi < w.
Plac¸ons-nous par exemple dans le premier cas (l’autre situation se traite de
manie`re similaire). On remarque alors que sjw ∈ Ω(c). De plus, il re´sulte de
la “proprie´te´ Z” de V. Deodhar (cf. [7], Theorem 1.1) que sjy ≤ w. D’autre
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part, l’entier j est choisi de sorte que sjc
1 < c1, et il vient donc aussi sjy ≤ c1.
On en de´duit, par maximalite´ de y, que sjy < y. A nouveau, par la proprie´te´
Z, on obtient sjy ≤ sjw. Il existe donc un e´le´ment maximal τ de Λ(sjw, c1)
tel que sjy ≤ τ. On montre alors, a` l’aide de la “proprie´te´ Z” que y = sj ∗ τ,
ou` ∗ est l’unique loi associative sur Sn telle que pour toute transposition
simple s et tout v ∈ Sn, s ∗ v = max(v, sv). On a donc obtenu
Max
(
Λ(w, c1)
)
⊆ sj ∗ Max
(
Λ(sjw, c
1)
)
.
De plus, si τ ∈ Λ(sjw, c1), alors on a sj ∗ τ ≤ w, c1. Il vient donc
Max
(
Λ(w, c1)
)
⊆ Max
(
sj ∗ Max
(
Λ(sjw, c
1)
))
(†).
Il nous suffit maintenant de montrer que #
(
∂(NOw)× ∂(SEw)
)
majore
le cardinal du terme de droite de (†). Par hypothe`se de re´currence, on a
#Max
(
sj ∗ Max
(
Λ(sjw, c
1)
))
≤ #
(
∂(NOsjw)× ∂(SEsjw)
)
.
Supposons j > q ; alors il est clair que ∂(SEsjw) = ∂(SEw), et l’on voit facile-
ment que # ∂(NOsjw) = # ∂(NOw) ou # ∂(NOw) + 1. Plus pre´cise´ment, on
a # ∂(NOsjw) = # ∂(NOw) + 1 si et seulement si (w
−1(j), j) appartient a`
∂(NOw), et est l’unique point de NOw au Sud-Est de (w
−1(j + 1), j + 1).
C’est le seul cas a` conside´rer, car si # ∂(NOsjw) = # ∂(NOw), la majoration
cherche´e est e´tablie. On a alors
∂(NOsjw) = ∂(NOw) \ {(w
−1(j), j)} ∪ {(w−1(j), j + 1), (w−1(j + 1), j)}.
Notons P+ (resp. P
′
+) le point de Γsjw de coordonne´es (w
−1(j + 1), j) (resp.
(w−1(j), j + 1)). Pour tout P− ∈ ∂(SEw) = ∂(SEsjw), on a
sj ∗ τ(P+,P−)(sjw) = τ(P+,P−)(sjw),
et
sj ∗ τ(P ′+,P−)(sjw) = sjτ(P ′+,P−)(sjw).
Montrons qu’alors
sj ∗ τ(P+,P−)(sjw) ≤ sj ∗ τ(P ′+,P−)(sjw) ;
on note x−1 < · · · < x−t les abscisses des points de la suite SO de´finie par
(P+, P−). Soit i le plus petit entier tel que x−i > w
−1(j) ; alors les points
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de la suite SO de´finie par (P ′+, P−) ont pour abscisses x−i < · · · < x−t. Les
permutations τ(P+,P−)(sjw) et sjτ(P ′+,P−)(sjw) ne diffe`rent qu’en les abscisses
w−1(j + 1) < x−1 < · · · < x−i+1 < w
−1(j), sur lesquelles sjτ(P ′+,P−)(sjw)
induit la permutation maximale. On obtient ainsi
sj ∗ τ(P+,P−)(sjw) ≤ sj ∗ τ(P ′+,P−)(sjw).
Il vient donc
#Max
(
sj ∗ Max
(
Λ(sjw, c
1)
))
≤ #
[(
∂(NOsjw) \ {P+}
)
× ∂(SEsjw)
]
,
c’est la majoration cherche´e. On traite de meˆme le cas j < q. On obtient ainsi
le re´sultat voulu pour w, ce qui ache`ve la de´monstration du the´ore`me.
3 Des composantes de type S1 et S2
3.1 Configurations I et II
Dans cette section, on de´finit les configurations I et II d’une permuta-
tion w, et on leur associe des permutations infe´rieures ou e´gales a` w. Les
configurations I sont une version intrinse`que de la construction de la section
pre´ce´dente (c’est-a`-dire qui ne ne´cessite pas le choix pre´alable d’une cobi-
grassmannienne c telle que w ∈ Ω(c)).
De´finition 3.1. • On appelle configuration I de w un ensemble de points du
graphe de w,
I = {(x∞, y∞), (x−∞, y−∞)} ∪ {(xi, yi), i ∈ [−t,−1] ∪ [1, s]} ,
avec s, t ≥ 0, ve´rifiant les ine´galite´s
x∞ < x−1 < · · · < x−t < xs < · · · < x1 < x−∞,
y−∞ < y−t < · · · < y−1 < y1 < · · · < ys < y∞,
et tels que, notant R = R(x∞,x−∞)(w), on ait :
Γw ∩ R ⊆
t⋃
i=1
SO(x−i, y−i) ∪
s⋃
i=1
NE(xi − 1, yi − 1) (△).
Graphiquement, une configuration I est un ensemble de points du graphe
comme repre´sente´ sur le diagramme suivant, tel que la zone hachure´e ne
contienne aucun point du graphe.
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• Si st = 0, on dit que la configuration est de´ge´ne´re´e, au Nord-Est si s = 0,
et au Sud-Ouest si t = 0.
• Si I est une configuration I de w, on lui associe le cycle
γ(I) = (y∞, y−1, . . . , y−t, y−∞, y1, . . . , ys),
et l’on de´finit la permutation
τ(I) = γ(I)w.
On de´finit alors la re´gion D comme en 2.2, et l’on rappelle que l’on a :
rτ(I) = rw + χD, en particulier τ(I) ≤ w, et ℓ(τ(I)) = ℓ(w)− (s + t+ 1).
On obtient une parame´trisation des configurations I de w de la manie`re
suivante.
De´finition 3.2. On dit qu’un point coessentiel P = (p+1, q) de w, est bien
borde´ si le graphe de w rencontre les quadrants NO(p, q) et SE(p, q). Dans
ce cas, on appelle bordage minimal de P tout couple de points (P+, P−) ∈
NOw(p, q) × SEw(p, q) tels que R(P−,P+)(w) ∩ NO(p, q) et R(P−,P+)(w) ∩
SE(p, q) ne contiennent aucun point du graphe de w.
On fixe un point coessentiel bien borde´ P = (p+1, q) de w, et un bordage
minimal (P+, P−) de P. Alors on a (P+, P−) ∈ ∂(NOw(p, q))× ∂(SEw(p, q)),
et l’on conside`re alors les suites NE et SO associe´es, note´es (xi, yi)1≤i≤s et
(xi, yi)−t≤i≤−1. Alors l’ensemble
I := {P+, P−} ∪ {(xi, yi), i ∈ [−t,−1] ∪ [1, s]} ,
est une configuration I de w. De plus, toutes les configurations I de w sont
obtenues de cette manie`re. On note Tw l’ensemble des triplets (P, P+, P−), ou`
P est un point coessentiel bien borde´ de w et (P+, P−) un bordage minimal
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de P. L’application qui a` un tel triplet associe la configuration I de´crite
plus haut n’est en ge´ne´ral pas injective ; ces configurations sont parame´tre´es
par les classes d’e´quivalence de Tw pour la relation suivante : (P, P+, P−) ∼
(Q,Q+, Q−) si l’on a P+ = Q+, P− = Q−, et si les quadrants associe´s aux
points coessentiels P et Q de´finissent la meˆme partition de Γw∩R(P+,P−)(w).
On passe maintenant aux configurations II.
De´finition 3.3. • Une configuration (3412) de w est la donne´e de quatre
points du graphe, d’abscisses a < b < c < d, tels que w(c) < w(d) < w(a) <
w(b). Par abus de langage, on assimilera cette donne´e a` celle des abscisses.
• Une configuration (3412), d’abscisses a < b < c < d, est dite incompressible
s’il n’existe pas d’autre configuration (3412) d’abscisses x < y < c < d telle
que (x, w(x)) (resp. (y, w(y))) soit au Sud-Est de (a, w(a)) (resp. (b, w(b))),
ni, de manie`re syme´trique, d’autre configuration (3412) d’abscisses a < b <
x < y telle que (x, w(x)) (resp. (y, w(y))) soit au Nord-Ouest de (c, w(c))
(resp. (d, w(d))).
La donne´e d’une configuration (3412) de´termine une partition du rectan-
gle RII = [ a, d ]× [w(c), w(b)] en neuf zones. D’une part les zones
NOII = [ a, b ]× [w(a), w(b) ],
NEII = [ c, d ]× [w(a), w(b) ],
SOII = [ a, b ]× [w(c), w(d) ],
SEII = [ c, d ]× [w(c), w(d) ],
la zone centrale
C = ] b, c [× ]w(d), w(a) [,
et enfin les zones me´dianes
MN = ] b, c [×[w(a), w(b) ],
MO = [ a, b ]× ]w(d), w(a) [,
ME = [ c, d ]× ]w(d), w(a) [,
MS = ] b, c [×[w(c), w(d)].
Exemple 3.4. On conside`re la permutation
w = (11, 12, 17, 7, 3, 5, 16, 10, 1, 9, 2, 6, 15, 4, 18, 13, 8, 14) ∈ S18,
et la configuration (3412) donne´e par les points d’abscisses 2, 7, 11, 17 (cette
configuration est incompressible). Sur le diagramme suivant, on a repre´sente´
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par des ⊗ les points de la configuration, et par des × les autres points du
graphe de w. On a repre´sente´ le rectangle RII associe´ et les 9 zones de´crites
ci-dessus.
⊗
⊗
⊗
⊗
×
×
×
×
×
×
×
×
×
×
×
×
×
×NOII MN
NEII
MO
C
ME
SOII MS SEII
Soit maintenant a < b < c < d une configuration (3412) incompressible.
Alors, d’une part, aucune des quatre zones me´dianes ne contient de point
du graphe de w, et, d’autre part, si C ∩ Γw est non vide, notant ses points
(ci, di)1≤i≤r, avec c1 < · · · < cr, on a d1 > · · · > dr. Cette suite de points du
graphe de w est appele´e la suite centrale associe´e a` la configuration a < b <
c < d.
On conside`re maintenant l’ensemble NEII ∩ Γw. S’il n’est pas vide, sa
frontie`re Sud-Ouest constitue la suite NE associe´e a` la configuration a < b <
c < d. Soient s la longueur de cette suite, et (xi, yi)1≤i≤s ses points, indexe´s
de sorte que c < xs < · · · < x1 < d. On a alors w(a) < y1 < · · · < ys < w(b).
De manie`re syme´trique, on conside`re SOII ∩ Γw. S’il est non vide, sa
frontie`re Nord-Est constitue la suite SO associe´e a` la configuration a < b <
c < d. Soient t la longueur de cette suite et (xi, yi)−t≤i≤−1 ses points, indexe´s
de sorte que a < x−1 < · · · < x−t < b. On a alors w(c) < y−t < · · · < y−1 <
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w(d).
De´finition 3.5. • On appelle configuration II de w la donne´e d’une config-
uration (3412) incompressible et des trois suites de points associe´es comme
ci-dessus. Une configuration II n’ayant pas de suite centrale sera dite mixte,
et une configuration II avec une suite centrale mais n’ayant ni suite NE ni
suite SO sera dite pure.
• On notera
X− = {xi | i ∈ [−t,−1]}, Y− = {yi | i ∈ [−t,−1]},
C = {ci | i ∈ [1, r]}, D = {di | i ∈ [1, r]},
X+ = {xi | i ∈ [1, s]}, Y+ = {yi | i ∈ [1, s]}.
On de´finit alors le cycle γ(II) par
γ(II) =
(
w(a), y−1, . . . , y−t, w(c), w(d), y1, . . . , ys, w(b)
)
et la permutation σ(II) par
σ(II) = γ(II) w.
Soit D′II la re´gion du carre´ [1, n]
2 de´finie par
D′II = RII \
( t⋃
i=1
SO(x−i − 1, y−i − 1) ∪
s⋃
i=1
NE(xi − 1, yi − 1)
∪NO(b− 1, w(a)− 1) ∪ SE(c− 1, w(d)− 1)
)
,
et soit DII la re´gion obtenue en retirant a` D
′
II la bande d’ordonne´e w(b) et
la bande d’abscisse d.
Exemple 3.6. On reprend la permutation conside´re´e dans l’exemple pre´ce´dent
w = (11, 12, 17, 7, 3, 5, 16, 10, 1, 9, 2, 6, 15, 4, 18, 13, 8, 14) ∈ S18,
et la configuration (3412) incompressible donne´e par les points d’abscisses 2,
7, 11, 17. Sur le diagramme suivant, on a repre´sente´ par des ⊕ les quatre
points de la configuration, par des ⊕ les points des trois suites de´crites ci-
dessus, et par des + les autres points du graphe de w.
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⊕
⊕
+
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⊕
+
⊕
⊕
+
⊕
+
⊕
+
+
⊕
+
La permutation σ(II) est alors
σ(II) = (11, 7, 17, 5, 3, 2, 12, 10, 1, 9, 8, 6, 16, 4, 18, 15, 13, 14).
Sur le diagramme suivant, on a repre´sente´ par des ⊕ les points du graphe de
σ(II) dont les ordonne´es sont dans {w(c), w(d), w(a), w(b)}, par des ⊕ ceux
dont les ordonne´es sont dans Y− ∪D ∪Y+, et par des + les autres points du
graphe de σ(II). On a repre´sente´ par des · les points du graphe de w dont les
abscisses sont dans {a, b, c, d} ∪ X− ∪ X+. Enfin, DII est la re´gion de´limite´e
par les pointille´s.
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·
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·
·
Le re´sultat suivant est une extension du lemme 3.5 de [5].
Lemme 3.7. (a) rσ(II) = rw + χDII , en particulier σ(II) ≤ w.
(b) ℓ(σ(II)) = ℓ(w)− (2r + s+ t+ 3).
Preuve. (a) L’e´galite´ rσ(II) = rw + χDII re´sulte de la construction de σ(II),
et l’ine´galite´ σ(II) ≤ w en de´coule d’apre`s le lemme 1.3.
(b) On remarque que γ(II) s’e´crit aussi
γ(II) =
[(
w(d), y1
)(
y1, y2
)
· · ·
(
ys−1, ys
)(
ys, w(b)
)][(
w(a), y−1
)(
y−1, y−2
)
· · ·
(
y−t+1, y−t
)(
y−t, w(c)
)] (
w(c), w(b)
)
.
En utilisant le lemme 1.1, on obtient d’abord ℓ((w(c), w(b))w) = ℓ(w)−(2r+
1). Ensuite, a` chaque e´tape e´le´mentaire v′ = (i, j)v du passage de w a` σ(II),
le rectangle de sommets (v−1(i), i) et (v−1(j), j) ne contient pas d’autre point
du graphe de v, de sorte que l’on a ℓ(v′) = ℓ(v) − 1. On en de´duit l’e´galite´
annonce´e.
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3.2 Des composantes de type S1 et S2
Nous allons de´terminer, parmi les permutations associe´es aux configu-
rations I et II de w, de´finies a` la section pre´ce´dente, celles qui donnent des
composantes irre´ductibles du lieu singulier de Xw. Pour cela, comme explique´
en 1.1, nous de´crivons les transversales correspondantes dans Xw.
On conside`re d’abord une configuration I de w, note´e I, et l’on note
simplement τ la permutation associe´e. On rappelle que l’on a de´fini a` la
section 2,
Y+ = {yi | i ∈ [1, s] ∪ {∞}},
X− = {xi | i ∈ [−t,−1] ∪ {∞}}.
On de´finit encore
CY+,X− =
u = (uij) ∈ GLn
∣∣∣∣∣∣∣
uτ(j)j = 1 pour tout j,
uij = 0 si i /∈ Y+ ou j /∈ X−,
rg (uij)i∈Y+
j∈X−
≤ 1
 .
Le tore T agit sur CY+,X− par : t · u = t u (τ
−1 t−1 τ ), ou` τ de´signe la ma-
trice de la permutation τ, c’est-a`-dire la matrice dont les coefficients sont les
δi τ(j). La projection de Mn (ensemble des matrices carre´es d’ordre n a` coef-
ficients dans K) sur Ms+1,t+1 (ensemble des matrices de taille (s+1, t+1) a`
coefficients dans K) obtenue par omission des lignes (resp. colonnes) d’indice
n’appartenant pas a` Y+ (resp. X−) induit un isomorphisme T -e´quivariant de
CY+,X− sur Cs+1,t+1.
On de´montre alors, exactement comme dans [5], the´ore`me 3.6, le
The´ore`me 3.8. (a ) L’application u 7−→ uK• induit un isomorphisme T -
e´quivariant de CY+,X− sur Nτ,w.
(b ) Par conse´quent, si st = 0, eτ est un point lisse de Xw, et si st 6= 0, Xτ
est une composante irre´ductible de Sing Xw, de type S1.
On conside`re maintenant une configuration II de w, et la permutation
associe´e, note´e simplement σ. En vue de la description de la transversale
Nσ,w, il est utile de conside´rer la varie´te´ suivante : e´tant donne´ trois entiers
i, j, k avec i, k ≥ 1 et j ≥ 2, on de´finit
Ni,j,k = {(M,N) ∈ Cj,k × Ci,j | NM = 0} .
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Proposition 3.9. Ni,j,k est une varie´te´ irre´ductible de dimension 2j + i +
k − 3. Elle est singulie`re au point (0, 0).
(a ) Cette singularite´ est isole´e si et seulement si j = 2 ou i = k = 1.
(b ) Si i > 1, j > 2, et k = 1 (resp. i = 1, j > 2, et k > 1) alors Sing
Ni,j,1 = Cj,1 × {0} (resp. Sing N1,j,k = {0} × C1,j).
(c ) Si i, k > 1 et j > 2, Sing Ni,j,k a deux composantes irre´ductibles,
Cj,k × {0} et {0} × Ci,j .
(d ) On a :
• Ni,2,k est isomorphe a` Ci+k,2,
• N1,j,1 est un coˆne quadratique non de´ge´ne´re´ de dimension 2j − 1.
Preuve. Les assertions (a ), (b ) et (c ) de cette proposition sont un cas par-
ticulier du The´ore`me 1 de [11] ; on en donne ici, dans ce cas particulier, une
de´monstration directe, plus simple et plus ge´ome´trique.
Notons P(Kj) (resp. P∗(Kj)) l’espace projectif des droites (resp. hyper-
plans) dans Kj . En conside´rant la re´solution
Zi,j,k = {(M,D,H, N) ∈ Cj,k × P(K
j)× P∗(Kj)× Ci,j |
Im M ⊆ D ⊆ H ⊆ Ker N},
on voit que Ni,j,k est irre´ductible et de dimension 2j + i+ k − 3.
D’autre part, on voit facilement que l’espace tangent a` Ni,j,k en (0, 0)
s’identifie a` Mj,k ×Mi,j. Par conse´quent, le point (0, 0) est singulier dans
Ni,j,k. Par ailleurs, notant mpq les coefficients de la matrice M, on de´finit les
ouverts affines
Upq = {M ∈ Cj,k | mpq 6= 0}
et
Upq = {(M,N) ∈ Ni,j,k | mpq 6= 0}.
On voit sans peine que, premie`rement, l’application qui a` M associe les
coefficients mpq, mrq, mps pour r 6= p et s 6= q, induit un isomorphisme
Upq ≃ K∗ × Kj+k−2, et deuxie`mement, l’application (M,N) 7−→ (M,N), ou`
N est la matrice obtenue par omission de la colonne d’indice p de N, induit
un isomorphisme Upq ≃ Upq × Ci,j−1.
De meˆme, on de´finit
Vpq = {(M,N) ∈ Ni,j,k | npq 6= 0}
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et
Vpq = {N ∈ Ci,j | npq 6= 0}.
On obtient comme pre´ce´demment que Vpq ≃ K∗ × Ki+j−2 et que Vpq ≃
Cj−1,k × Vpq.
D’autre part, on observe que Cr,s est lisse si r = 1 ou s = 1 et a 0
pour unique point singulier sinon. Comme les ouverts Upq et Vpq recouvrent
Ni,j,k \ {(0, 0)}, on en de´duit les assertions (a ), (b ) et (c ). Il reste a` e´tablir
les deux isomorphismes de (d ).
D’abord, il est clair que si i = k = 1, N1,j,1 est un coˆne quadratique non
de´ge´ne´re´ de dimension 2j − 1. Supposons maintenant j = 2 ; alors
Ni,2,k = {(M,N) ∈ C2,k × Ci,2 | NM = 0}.
On ve´rifie sans difficulte´ que l’application
M2,k ×Mi,2 −→ Mi+k,2,
(M,N) 7−→
(
N
M˜
)
ou` M˜ = tM
(
0 −1
1 0
)
, induit un isomorphisme de Ni,2,k sur Ci+k,2. Cela
ache`ve la preuve de la proposition.
On passe maintenant a` la description de la transversaleNσ,w ; cela ne´cessite
encore quelques notations. On de´finit
X− = X− ∪ {a}, Y+ = Y+ ∪ {w(b)},
C = C ∪ {b, c}, D = D ∪ {w(a), w(d)},
et l’on de´signe par Mσ l’ensemble des u ∈ GLn tels que :
• uσ(j)j = 1 pour tout j,
• uij = 0 si i 6= σ(j) et (i, j) 6∈ (D ×X−) ∪ (Y+ × C),
• (M,
←−
N ) ∈ Ns+1,r+2,t+1, ou` M et N sont les matrices extraites de u
de´finies par M = (uij)(i,j)∈D×A− et N = (uij)(i,j)∈Y+×C, et
←−
N est la matrice
obtenue en lisant N de droite a` gauche.
On fait agir le tore T sur Mσ par t · u = t u(σ−1 t−1 σ).
The´ore`me 3.10. L’application u 7−→ uK• induit un isomorphisme T -e´quiva-
riant de Mσ sur Nσ,w.
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Preuve. La preuve de ce the´ore`me s’obtient en e´tendant les arguments de la
preuve du the´ore`me 3.6 de [5]. Rappelons que Nσ,w =
(
σ(U−)∩U−
)
eσ
⋂
Xw,
et qu’il re´sulte de la de´composition de Bruhat que l’application
φ : σU− ∩ U−σ −→
(
σ(U−) ∩ U−
)
eσ
u 7−→ uK•
est un isomorphisme T -e´quivariant. Il s’agit donc de montrer que Mσ =
φ−1(Nσ,w).
On a d’abord
σU− ∩ U−σ =
{
u ∈ GLn
∣∣∣∣ uσ(j)j = 1 pour tout j,uij = 0 si i < σ(j) ou j > σ−1(i)
}
.
Conside´rons maintenant u ∈ φ−1(Nσ,w), et montrons que pour (i, j) 6∈
(D × X−) ∪ (Y+ × C), avec i > σ(j) et j < σ
−1(i), on a uij = 0.
Pour commencer, si j 6∈ X− ∪ C, le point (j, σ(j)) n’est pas dans DII , on
a donc rσ
(
j, σ(j)
)
= rw
(
j, σ(j)
)
. L’espace u(Kj) + Kσ(j) contient la famille
de vecteurs
{e1, . . . , eσ(j)} ∪ {uep | p < j, σ(p) > σ(j)} ∪ {uej − eσ(j)}.
S’il existait i > σ(j) tel que uij 6= 0, alors on aurait i /∈ {σ(p) | p < j} car
uσ(p)j = 0 pour j < p, et donc cette famille serait libre. Or son cardinal est
σ(j) + j − rσ
(
j, σ(j)
)
+ 1 = σ(j) + j − rw
(
j, σ(j)
)
+ 1,
alors que dim(u(Kj) + Kσ(j)) ≤ σ(j) + j − rw
(
j, σ(j)
)
, une contradiction.
Ainsi, si j 6∈ X− ∪ C, on a uij = 0 pour tout i > σ(j). De meˆme, on montre
que si i 6∈ Y+ ∪ D alors uij = 0 pour tout j < σ−1(i).
Remarquons de plus que si (i, j) ∈ D×C, avec σ(j) 6= i, alors on a i < σ(j)
ou bien j > σ−1(i), car la restriction de σ a` C×D est l’e´le´ment de plus grande
longueur ; et donc uij = 0, d’apre`s la description de σU
−∩U−σ. Par ailleurs,
on voit que si (i, j) ∈ Y+ × X−, le point (j, i − 1) n’est pas dans DII ; en
conside´rant l’espace u(Kj)+Ki−1, on montre alors comme pre´ce´demment que
uij = 0. Cela prouve que uij = 0 si i 6= σ(j) et (i, j) 6∈ (D ×X−) ∪ (Y+ × C).
Soient maintenant µ le rang de la matrice extraite M = (uij)(i,j)∈D×X− , et
ν le rang de la matrice extraite N = (uij)(i,j)∈Y+×C. Soit E l’espace engendre´
par la famille de vecteurs
{e1, . . . , ew(d)−1} ∪ {uej | j < b, σ(j) > w(d)} ∪ {uej | j ∈ X−}.
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On voit que sa dimension est
(w(d)− 1) + (b− 1)− rσ
(
b− 1, w(d)
)
+ µ.
Le point (b− 1, w(d)) est dans DII , donc on a
dimE = (w(d)− 1) + (b− 1)− rw
(
b− 1, w(d)
)
+ µ− 1.
Or E ⊆ u(Kb−1)+Kw(d)−1, donc dimE ≤ (w(d)−1)+(b−1)−rw
(
b−1, w(d)
)
.
Il en re´sulte que µ ≤ 1. On montre de meˆme que ν ≤ 1.
Montrons maintenant que
←−
NM = 0. Pour cela, on introduit les notations
suivantes : on pose c0 = b, cr+1 = c, d0 = w(a), et dr+1 = w(d). Il s’agit alors
de montrer que pour tout (i, j) ∈ Y+ ×X−
r+1∑
k=0
uickudkj = 0.
Fixons j ∈ X− ; d’apre`s ce qui pre´ce`de,
uej = eσ(j) +
r+1∑
k=0
udkjedk ,
et pour tout k ∈ [0, r + 1],
ueck = edk +
∑
i∈Y+
uickei.
Soit fj = uej−eσ(j)−
∑r+1
k=0 udkjueck . Ce vecteur appartient a` l’espace u(K
c)+
K
w(d)−1, et il s’e´crit en fait
fj = −
∑
i∈Y+
(
r+1∑
k=0
uickudkj
)
ei.
S’il existait j ∈ X− tel que fj 6= 0, alors la famille
{e1, . . . , ew(d)−1} ∪ {uep | p ≤ c, σ(p) ≥ w(d)} ∪ {fj}
serait libre. Son cardinal est w(d) − 1 + c − rσ(c, w(d) − 1) + 1, et elle est
contenue dans l’espace u(Kc)+Kw(d)−1, dont la dimension est au plus w(d)−
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1 + c − rw(c, w(d) − 1). Or le point (c, w(d) − 1) n’est pas dans DII ; on a
donc rσ(c, w(d)− 1) = rw(c, w(d)− 1), une contradiction.
Ainsi, on a montre´ que φ−1(Nσ,w) ⊆ Mσ. Or d’apre`s le lemme 3.7 et la
proposition 3.9, ce sont deux varie´te´s irre´ductibles de dimension 2r+t+s+3 ;
on en de´duit donc φ−1(Nσ,w) =Mσ. Cela prouve le the´ore`me 3.10.
Corollaire 3.11. (a ) eσ est un point singulier de Xw.
(b ) Si la configuration est mixte (i.e. si r = 0), Xσ est une composante
irre´ductible de type S1 de Sing Xw, la transversale e´tant isomorphe a` Cs+t+2,2.
(c ) Si la configuration est pure (i.e. si r 6= 0 et s = t = 0), Xσ est une com-
posante irre´ductible de type S2 de Sing Xw, la transversale e´tant isomorphe
a` K2r+3.
(d ) Si rt 6= 0 et s = 0 (resp. rs 6= 0 et t = 0) alors Xσ est contenu dans
exactement une composante irre´ductible Xτ de Sing Xw, associe´e a` une con-
figuration I de w, et telle que Nτ,w ≃ Cr+1,t+1 (resp. Nτ,w ≃ Cs+1,r+1).
(e ) Si rst 6= 0, alors Xσ est contenu dans exactement deux composantes
irre´ductibles de Sing Xw, correspondant a` des configurations I de w, et dont
les transversales sont isomorphes a` Cr+1,t+1 et Cs+1,r+1.
Preuve. Les trois premiers points re´sultent directement de la proposition 3.9
et du the´ore`me 3.10.
Supposons maintenant rt 6= 0. Alors les points (a, w(a)) et (c, w(c)), la
suite SO et la suite centrale forment une configuration I de w, non de´ge´ne´re´e.
La permutation τ associe´e donne donc une composante irre´ductible du lieu
singulier de Xw.
De plus, les graphes de τ et σ ne diffe`rent qu’en les points dont les ab-
scisses sont dans C ∪ X+ ∪ {d} ; leurs ordonne´es sont dans D ∪ Y+. Or sur
ces points, τ induit la permutation maximale telle que τ(C) ⊆ D ∪ {w(b)}.
Comme σ(C) = D, on obtient donc, en vertu du lemme 1.2, σ ≤ τ. On
remarque de plus que ℓ(τ) = ℓ(w)− (r + t+ 1).
De meˆme, si rs 6= 0, les points (b, w(b)) et (d, w(d)), la suite centrale et
la suite NE forment une configuration I non de´ge´ne´re´e de w. La permutation
τ ′ associe´e donne une composante irre´ductible de Sing Xw, et l’on a σ ≤ τ ′.
Elle ve´rifie de plus ℓ(τ ′) = ℓ(w)− (r + s+ 1).
Par ailleurs, on observe que si rst 6= 0, les permutations τ et τ ′ sont
distinctes. Or, d’apre`s la proposition 3.9 et le the´ore`me 3.10, eσ est contenu
dans exactement une composante irre´ductible de Sing Xw lorsque rt 6= 0 et
s = 0 ou lorsque rs 6= 0 et t = 0, et dans exactement deux lorsque rst 6= 0.
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Cela ache`ve la de´monstration du corollaire.
Remarque 3.12. Soit I une configuration I de´ge´ne´re´e de w. D’apre`s le
the´ore`me 3.8, le point eτ(I) est lisse dans Xw. On peut voir qu’il existe une
configuration (3412) incompressible II telle que la permutation associe´e σ(II)
corresponde a` une composante irre´ductible de SingXw, et ve´rifie τ(I) > σ(II).
4 Quasi-re´solutions des varie´te´s de Schubert
De´finition 4.1. On note Σw la re´union des composantes du lieu singulier
exhibe´es a` la section pre´ce´dente.
On conside`re une permutation w non covexillaire. L’objet des deux dernie`res
sections est de de´montrer que Σw = Sing Xw. A cet effet, nous allons intro-
duire des quasi-re´solutions des varie´te´s de Schubert non covexillaires, c’est-a`-
dire des morphismes birationnels P×QXy −→ Xw pour certains sous-groupes
paraboliques P ⊇ Q de G et certaines varie´te´s de Schubert Xy ⊆ Xw. (Rap-
pelons que, pour une varie´te´ alge´brique X, munie d’une action d’un sous-
groupe ferme´ Q d’un groupe alge´brique P, on note P ×Q X le quotient du
produit P ×X sous l’action diagonale de Q : q · (p, x) = (pq−1, qx) pour tous
q ∈ Q, p ∈ P et x ∈ X ; voir [27], et aussi [1]. Une proprie´te´ cruciale de
cette construction est que le morphisme P ×Q X −→ P/Q est une fibration
localement triviale, de fibre X.)
On rappelle par ailleurs que, e´tant donne´ un morphisme birationnel π :
X −→ Y entre des varie´te´s irre´ductibles, on de´finit l’ouvert Reg(π) de X
comme l’ensemble des points admettant un voisinage ouvert U tel que π
induise un isomorphisme de U sur π(U). Le lieu exceptionnel de π, Ex(π),
est le ferme´ comple´mentaire de Reg(π). D’autre part, on peut de´finir dans Y
l’ouvert Regpi comme l’ensemble des points admettant un voisinage V tel que
π induise un isomorphisme de π−1(V ) sur V. Alors π induit un isomorphisme
de Reg(π) sur Regpi. Si de plus π est surjectif, notant Epi = π(Ex(π)), Epi est
le ferme´ comple´mentaire de Regpi, et l’on a aussi π
−1(Epi) = Ex(π).
Nous e´tudierons les lieux exceptionnels des quasi-re´solutions, et leurs im-
ages, que nous relierons finalement a` Σw.
De´finition 4.2. Soit II une configuration (3412) de w, correspondant aux
abscisses a < b < c < d. Notons α = w(a), β = w(b), γ = w(c), δ = w(d).
• On associe a` II la paire d’entiers suivante : sa hauteur h(II) = α− δ
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et son amplitude am(II) = β − γ.
• On dit que II est bien remplie si w−1
(
]δ, α[
)
⊆ ]b, c[.
Remarquons qu’il existe des configurations (3412) bien remplies : on voit
facilement qu’une configuration (3412) de hauteur minimale est bien remplie.
On fixe une configuration (3412) de w, correspondant aux abscisses a <
b < c < d, et aux ordonne´es γ < δ < α < β, bien remplie et d’amplitude
minimale (parmi les configurations bien remplies). On ve´rifie alors sans peine
qu’elle est incompressible. On note simplement h sa hauteur.
On conside`re
α′ = max{q ≥ α | ∀q′ ∈ [α, q[, w−1(q′ + 1) < w−1(q′)}
δ′ = min{q ≤ δ | ∀q′ ∈ ]q, δ], w−1(q′ − 1) > w−1(q′)}.
Soit I = {sδ′ , . . . , sα′−1}, et pour i = 1, . . . , h, soient ki = δ′+α′−α+i−1
et Ji = I \ {ski}. Notant wI et wJi les permutations maximales des sous-
groupes paraboliques deSn correspondants, on de´finit wi = wJiwIw. Comme
w est maximal dans sa classe SIw, wi est maximal dans sa classe SJiwi.
Exemple 4.3. On conside`re la permutation
w = (8, 7, 9, 6, 1, 11, 5, 4, 2, 10, 3) ∈ S11
dont le graphe est repre´sente´ sur le premier diagramme ci-dessous. Les points
d’abscisses 2,3,9,11 forment une configuration (3412) bien remplie et d’ampli-
tude minimale (repre´sente´s par des ⊕ sur le diagramme). Cette configuration
est de hauteur 4 ; on a δ = 3 = δ′, α = 7, α′ = 8.
Le second diagramme est le graphe de la permutation w3 associe´e ; on a
k3 = 6.
γ
δ
k3
α
α′
β
w w3
+ +
+ +
+ +
+
⊕
⊕
+
+
+
⊕
⊕
+
+
+
+
+
+
+
+
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On de´finit enfin
Zi = PI ×
PJi Xwi,
et l’on note πi l’application naturelle de Zi dans G/B, de´finie par πi([p, x]) =
px, ou` [p, x] est la classe du couple (p, x) de PI ×Xwi.
Proposition 4.4. L’application πi a pour image Xw, et la projection induite
πi : Zi −→ Xw est birationnelle.
Preuve. L’image de πi est PIXwi, donc elle est contenue dans Xw. De plus
πi est un morphisme propre, car c’est le compose´ de l’injection naturelle de
PI ×
PJi Xwi dans PI ×
PJi G/B induite par l’inclusion de Xwi dans G/B,
suivi de l’isomorphisme PI ×
PJi G/B −→ PI/PJi ×G/B,
[p, x] 7−→ (pPJi, px)
et enfin de la
deuxie`me projection. L’image de πi est donc ferme´e. Or elle contient PIewi ,
dense dans Xw, on a donc πi(Zi) = Xw.
Soit maintenant zi = [wIwJi, ewi] ∈ Zi, l’orbite Uzi est un ouvert dense de
Zi, et il re´sulte de la de´composition de Bruhat que πi induit un isomorphisme
Uzi −→ Uew, ainsi πi est birationnelle.
Remarquons ne´anmoins que la varie´te´ Zi n’est en ge´ne´ral pas lisse, on
l’appelle donc quasi-re´solution de Xw. On peut de´crire Zi de manie`re plus
explicite, via l’isomorphisme PI ×
PJi G/B −→ PI/PJi × G/B e´voque´ plus
haut ; l’image de Zi est
{(Uki , V •) ∈ Grki(n)×Xw |K
δ′−1 ⊆ Uki ⊆ Kα
′
et
dim(V p ∩ Uki) ≥ rwi(p, ki) pour tout p}
ou` Grki(n) de´signe la grassmannienne des ki-plans dans K
n.
On va de´crire l’image du lieu exceptionnel de chaque πi et e´tablir les deux
propositions suivantes :
Proposition 4.5. L’intersection des images des lieux exceptionnels des πi,
pour i parcourant l’intervalle [1, h], est contenue dans Σw.
Proposition 4.6. Pour toute configuration K de wi, de type I ou II, parame´trant
une composante irre´ductible Xv du lieu singulier de Xwi, on a :
• ou bien PI ×
PJi Xv ⊆ Ex (πi),
• ou bien wIwJi(K) est une configuration du meˆme type de w, et πi(PI×
PJi
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Xv) = XwIwJiv est la composante irre´ductible du lieu singulier de Xw associe´e
(ou` wIwJi(K) de´signe l’ensemble des points (x, w(x)) tels que (x, wi(x)) ∈ K).
Nous renvoyons les de´monstrations de ces propositions a` la section suiv-
ante, pour donner de`s a` pre´sent la preuve du
The´ore`me principal. Le lieu singulier de Xw est la re´union des com-
posantes de´crites dans la section 3.2. En particulier, les singularite´s ge´ne´riques
sont de type S1 ou S2, c’est-a`-dire soit un coˆne de matrices de rang au plus
1, soit un coˆne quadratique non de´ge´ne´re´ de dimension impaire d ≥ 5.
Preuve. Nous allons proce´der par re´currence sur la dimension de Xw pour
montrer que Sing Xw = Σw. On peut supposer n ≥ 4 puisque les varie´te´s de
Schubert de GL3/B sont lisses. L’e´nonce´ a e´te´ e´tabli dans le cas des varie´te´s
covexillaires dans [5].
On suppose maintenant l’e´galite´ de´montre´e pour toute varie´te´ de Schu-
bert de dimension ≤ k − 1, et on se donne Xw de dimension k. On peut
supposer w non covexillaire. On fixe alors une configuration (3412) de w,
bien remplie et d’amplitude minimale, et on conside`re les quasi-re´solutions
de Xw associe´es. Etant donne´ une composante irre´ductible Xv de Sing Xw,
ou bien Xv ⊆
h⋂
i=1
Epii, ou bien il existe un entier i tel que Xv 6⊆ Epii. Dans le
premier cas, on obtient Xv ⊆ Σw, d’apre`s la proposition 4.5.
Dans le second cas, conside´rons l’ouvert Regpii. Nous utiliserons le fait
suivant : si Ω est un ouvert d’une varie´te´ X, les composantes irre´ductibles de
Sing X qui rencontrent Ω sont en bijection avec les composantes irre´ductibles
de Sing Ω, par l’application Y 7−→ Y ∩ Ω.
Ici, la composante irre´ductible Xv de Sing Xw rencontre Regpii, donc
Xv ∩ Regpii est une composante irre´ductible de Sing Regpii. Comme πi in-
duit un isomorphisme de Reg(πi) sur Regpii, π
−1
i (Xv ∩ Regpii) est une com-
posante irre´ductible de Sing Reg(πi). Il existe alors, d’apre`s le fait e´voque´ plus
haut, une composante irre´ductible Y de Sing Zi telle que π
−1
i (Xv ∩Regpii) =
Y ∩Reg(πi). Par ailleurs, comme la projection de Zi sur PI/PJi est une fibra-
tion localement triviale de fibre Xwi, les composantes irre´ductibles de Sing Zi
sont les PI ×
PJi Xvi , avec Xvi composante irre´ductible de Sing Xwi. Ainsi, il
existe une composante irre´ductible Xvi de Sing Xwi telle que Y = PI×
PJiXvi .
Il vient alors, comme πi est surjective et propre, Xv = πi(PI ×
PJi Xvi). Par
hypothe`se de re´currence, on a Sing Xwi = Σwi , donc il existe une configura-
tion K de wi telle que vi = γ(K)wi. Il re´sulte alors de la proposition 4.6 que
Xv = XwIwJivi ⊆ Σw. Le the´ore`me est de´montre´.
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Remarque 4.7. Le the´ore`me pre´ce´dent, combine´ avec [3], 3.3 et 4.6, per-
met de de´terminer, pour chaque composante irre´ductible Xv de Sing Xw,
le polynoˆme de Kazhdan-Lusztig Pv,w et la multiplicite´ de Xw en ev, note´e
mv,w (on renvoie par exemple a` [22], chap.5, 14 pour cette notion). Si Nv,w ≃
Ci+1,j+1 alors
mv,w =
(
i+ j
i
)
et Pv,w = 1 + q + . . .+ q
u,
ou` u = Min (i, j), tandis que si Nv,w ≃ K2k+1, alors
mv,w = 2 et Pv,w = 1 + q
k.
Exemple 4.8. On conside`re la permutation
w = (5, 10, 7, 2, 9, 8, 1, 6, 3, 4)
dans S10.
+
+
+
+
+
+
+
+
+
+
Il y a deux points coessentiels bien borde´s P1 = (5, 5) et P2 = (5, 7) ;
P1 admet trois bordages minimaux, donne´s par les couples de points d’ab-
scisses (3, 7), (3, 9) et (3, 10), tous de´ge´ne´re´s (l’un au Nord-Est, les deux
autres au Sud-Ouest). Le point P2 admet deux bordages minimaux, donne´s
par les couples de points d’abscisses (2, 7) et (2, 8), non de´ge´ne´re´s, qui don-
nent deux composantes de type S1. D’autre part, les configurations (3412)
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incompressibles sont d’abscisses
1, 3, 4, 9
1, 3, 4, 10,
1, 6, 7, 9,
1, 6, 7, 10,
1, 8, 9, 10,
3, 6, 7, 8,
3, 6, 9, 10 (∗).
Elles donnent toutes des configurations II mixtes, sauf celle qui est marque´e
d’une (∗), qui donne une configuration II pure.
Le lieu singulier de Xw a donc 9 composantes irre´ductibles. Elles sont
donne´es dans le tableau ci-apre`s. Dans la colonne de gauche, on a e´crit les con-
figurations, donne´es par les ordonne´es des points, dans l’ordre des abscisses
croissantes, ainsi que le type de la configuration. Pour les configurations I,
les ordonne´es y−∞ et y∞ sont marque´es en gras ; pour les configurations II,
les ordonne´es des points de la configuration (3412) sont indique´es en gras.
La composante irre´ductible correspondante v est donne´e dans la deuxie`me
colonne ; les points ou` elle diffe`re de w sont en gras. Dans les quatre colonnes
suivantes, on donne la classe d’isomorphisme de la transversale, sa dimension
d = dimNv,w = ℓ(w)− ℓ(v), le polynoˆme de Kazhdan-Lusztig Pv,w, et enfin
la multiplicite´ mv,w.
Configuration v Nv,w d Pv,w mv,w
I 10, 7, 2, 9, 8, 1 (5, 7, 2, 1, 10, 9, 8, 6, 3, 4) C3,3 5 1 + q + q2 6
I 10, 7, 9, 8, 6 (5, 7, 6, 2, 10, 9, 1, 8, 3, 4) C2,3 4 1 + q 3
IIm 5, 7, 2, 6, 3 (2, 10, 5, 3, 9, 8, 1, 7, 6, 4) C3,2 4 1 + q 3
IIm 5, 7, 2, 6, 4 (2, 10, 5, 4, 9, 8, 1, 7, 3, 6) C3,2 4 1 + q 3
IIm 5, 8, 1, 6, 3 (1, 10, 7, 2, 9, 5, 3, 8, 6, 4) C3,2 4 1 + q 3
IIm 5, 8, 1, 6, 4 (1, 10, 7, 2, 9, 5, 4, 8, 3, 6) C3,2 4 1 + q 3
IIm 5, 6, 3, 4 (3, 10, 7, 2, 9, 8, 1, 5, 4, 6) C2,2 3 1 + q 2
IIm 7, 2, 8, 1, 6 (5, 10, 2, 1, 9, 7, 6, 8, 3, 4) C3,2 4 1 + q 3
IIp 7, 8, 6, 3, 4 (5, 10, 3, 2, 9, 7, 1, 6, 4, 8) K5 5 1 + q2 2
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5 Preuve des propositions 4.5 et 4.6
Dans cette dernie`re section, nous de´montrons les propositions 4.5 et 4.6.
Pour cela, on va d’abord de´crire, pour chaque entier i, les composantes
irre´ductibles de l’image du lieu exceptionnel de πi.
5.1 Un lemme
En vue de cette description, on commence par e´tablir un lemme, duˆ a`
P. Polo. Soient z ∈ Sn et j ∈ [1, n − 1] tels que z < sjz. A chaque point
(b′, β ′) de la frontie`re Sud-Est de Γz ∩ {(p, q) | p < z−1(j), q > j + 1}, on
associe une permutation θb′ , dite de type Nord-Ouest, de´finie comme suit :
on note y1 < · · · < ys les ordonne´es des points de la frontie`re Sud-Ouest de
l’ensemble Γz ∩ R(j+1,β
′)(z). La permutation θb′ associe´e est
θb′ = (j + 1, y1)(y1, y2) · · · (ys−1, ys)(ys, β
′)z.
De fac¸on similaire, a` chaque point (c′, γ′) de la frontie`re Nord-Ouest de Γz ∩
{(p, q) | p > z−1(j + 1), q < j}, on associe une permutation θc′ , dite de type
Sud-Est : on note y−t < · · · < y−1 les ordonne´es des points de la frontie`re
Nord-Est de l’ensemble Γz ∩R(γ
′,j)(z), et la permutation θc′ associe´e est
θc′ = (j, y−1)(y−1, y−2) · · · (y−t, γ
′)z.
Enfin, si
(
(b′, β ′), (c′, γ′)
)
est un couple de points de Γz ve´rifiant
z−1(j) < b′ < c′ < z−1(j + 1), γ′ < j et j + 1 < β ′,
et tels que le rectangleR(b′,c′)(z) ne contienne pas de point du graphe de z, on
lui associe une permutation θ(b′,c′), dite de type mixte : on de´finit les ordonne´es
y1 < · · · < ys et y−t < · · · < y−1 comme ci-dessus, et la permutation θ(b′,c′)
est alors
θ(b′,c′) =
[
(j+1, y1)(y1, y2) · · · (ys−1, ys)(ys, β
′)
][
(j, y−1)(y−1, y−2) · · · (y−t, γ
′)
]
z.
On a alors le
Lemme 5.1. Soient z ∈ Sn et j ∈ [1, n− 1] tels que z < sjz. Les e´le´ments
maximaux de {θ ∈ Sn | θ < z et sjθ < θ} sont pre´cise´ment les permutations
de´crites ci-avant.
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Preuve. On construit pour commencer un “ordre de re´flexion” sur l’ensemble
des transpositions de Sn (cf. [8]). On conside`re la permutation σj de´finie
par la de´composition re´duite σj = sj−1 . . . s1 sj+1 . . . sn−1. On conside`re une
de´composition re´duite si1 · · · siN de w0, l’e´le´ment de plus grande longueur de
Sn, obtenue par concate´nation de celle de σj ci-dessus et d’une de´composition
re´duite de σ−1j w0. D’apre`s [8], prop. 2.13, en posant pour k = 1, . . . , N, tk =
(si1 · · · sik−1) sik (sik−1 · · · si1), l’ordre de´fini par t1 ≺ · · · ≺ tN est un ordre de
re´flexion. On a,
pour k = 1, . . . , j − 1, tk = (j − k, j),
pour k = j, . . . , n− 2, tk = (j + 1, k + 2).
Cet ordre e´tant construit, on conside`re une permutation θ telle que θ < z
et sjθ < θ, maximale pour cette proprie´te´. Soit k = ℓ(z) − ℓ(θ), d’apre`s [8],
prop. 4.3, il existe des transpositions tl1 ≺ · · · ≺ tlk telles que θ = tlk · · · tl1z,
avec pour tout p = 1, . . . , k, ℓ(tlp · · · tl1z) = ℓ(z) − p. Or on observe que
l’on a tlk ∈ {t1, . . . , tn−2} : c’est e´vident si k = 1, et cela re´sulte de la
maximalite´ de θ sinon. Alors, comme cet ensemble de re´flexions est un ide´al
pour l’ordre ≺, on en de´duit que tlp ∈ {t1, . . . , tn−2} pour tout p = 1, . . . , k.
Plus pre´cise´ment, il existe des entiers q1 < · · · < qm et q′1 < · · · < q
′
m′ , avec
m,m′ ≥ 0, et m+m′ = k, tels que{
tlp = (j − qp, j) pour p = 1, . . . , m,
tlm+p = (j + 1, j + 1 + q
′
p) pour p = 1, . . . , m
′.
Supposons d’abordm′ = 0. Alors le fait que sjθ < θ entraˆıne z
−1(j−qk) >
z−1(j+1). Puis, par maximalite´ de θ, on obtient au contraire z−1(j−qk−1) <
z−1(j+1). Enfin, comme la longueur diminue de 1 a` chaque e´tape e´le´mentaire
du produit tlk · · · tl1z, on a z
−1(j) < z−1(j − q1) < · · · < z−1(j − qk), et de
plus, posant q0 = 0, on a
Γz ∩
(
] z−1(j − qp), z
−1(j − qp+1) [× ] j − qp+1, j [
)
= ∅
pour p = 0, . . . , k−1. Il en re´sulte que le point (z−1(j−qk), j−qk) est dans la
frontie`re Nord-Ouest de Γz ∩{(p, q) | p > z−1(j+1), q < j}, et que les points
(z−1(j − qp), j − qp), pour p = 1, . . . , k − 1 forment la frontie`re Nord-Est
de Γz ∩ R(j−qk,j)(z). Ainsi θ est une permutation de type Nord-Ouest. On
proce`de de meˆme lorsque m = 0 pour montrer que θ est une permutation de
type Sud-Est.
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Supposons maintenant mm′ 6= 0. Alors, le fait que sjθ < θ entraˆıne
z−1(j+1+ q′m′) < z
−1(j−qm). Puis, par maximalite´ de θ, on obtient z−1(j−
qm−1) < z
−1(j + 1 + q′m′) et z
−1(j − qm) < z−1(j + 1 + q′m′−1). Et, pour
terminer, comme la longueur diminue de 1 a` chaque e´tape e´le´mentaire du
produit tlk · · · tl1z, on a d’abord z
−1(j) < z−1(j − q1) < · · · < z−1(j − qm),
et z−1(j + 1 + q′m′) < · · · < z
−1(j + 1 + q′1) < z
−1(j + 1), et de plus, posant
q0 = q
′
0 = 0, l’on a
Γz ∩
(
] z−1(j − qp), z
−1(j − qp+1) [× ] j − qp+1, j [
)
= ∅
pour p = 0, . . . , m− 1,
Γz ∩
(
] z−1(j + 1 + q′p+1), z
−1(j + 1 + q′p) [× ] j + 1, j + 1 + q
′
p+1 [
)
= ∅
pour p = 0, . . . , m′ − 1.
On en de´duit que θ est une permutation de type mixte.
Re´ciproquement, il est clair que si θ est une permutation de l’un des
types de´crits avant l’e´nonce´, elle ve´rifie sjθ < θ. De plus, si θb′ est de type
Nord-Ouest, associe´e au point (b′, β ′), les points de Γz d’ordonne´es
j + 1 < y1 < · · · < ys < β
′
forment une configuration I de´ge´ne´re´e au Sud-Ouest, et θb′ est la permutation
associe´e. La re´gion de [1, n]2 associe´e comme en 2.2 est ici note´e DNO. On a
alors, d’apre`s le lemme 2.3,
rθb′ = rz + χDNO (1),
d’ou` en particulier θ ≤ z. De meˆme, si θc′ est de type Sud-Est, associe´e au
point (c′, γ′), les points de Γz d’ordonne´es
γ′ < y−t < · · · < y−1 < j
forment une configuration I de´ge´ne´re´e au Nord-Est, et θc′ est la permutation
associe´e. La re´gion de [1, n]2 associe´e comme en 2.2 est ici note´e DSE. On a
rθc′ = rz + χDSE (2).
Enfin, si θ(b′,c′) est de type mixte, associe´e au couple
(
(b′, β ′), (c′, γ′)
)
, alors
d’une part les points de Γz d’ordonne´es
j + 1 < y1 < · · · < ys < β
′
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forment une configuration I de´ge´ne´re´e au Sud-Ouest, et l’on de´finit comme
ci-dessus la re´gion DNO. D’autre part, les points de Γz d’ordonne´es
γ′ < y−t < · · · < y−1 < j
forment une configuration I de´ge´ne´re´e au Nord-Est, et l’on de´finit comme
ci-dessus la re´gion DSE . On pose alors DM = DNO ∪DSE, et l’on a
rθ(b′,c′) = rz + χDM (3).
Il re´sulte alors de (1), (2) et (3) que les diffe´rents θ sont deux a` deux incom-
parables. Le lemme est de´montre´.
5.2 Le lieu exceptionnel Ex(πi)
On revient maintenant a` la situation de la section 4, avec les meˆmes
notations. Etant donne´ i ∈ [1, h], on note ∂NO(i) la frontie`re Sud-Est de
NO(i) = Γw ∩ {(p, q) | p < w
−1(α− i+ 1), q > α′},
et ∂SE(i) la frontie`re Nord-Ouest de
SE(i) = Γw ∩ {(p, q) | p > w
−1(α− i), q < δ′}.
A chaque point (b′, β ′) de ∂NO(i) on associe la permutation ti(b′), dite de
type Nord-Ouest, de´crite comme suit. Soit α˜b′ , le plus grand entier de l’inter-
valle [α− i+1, α′ ] tel que b′ < w−1(α˜b′) ; si l’ensemble Γw∩{(p, q) | w−1(α−
i+1) < p < w−1(α− i), α′ < q < β ′} est non vide, on note xs < · · · < x1 les
abscisses des points de sa frontie`re Sud-Ouest. Alors les points d’abscisses
b′ < w−1(α˜b′) < · · · < w
−1(α− i+ 1) < xs < · · · < x1 < w
−1(α− i)
forment une configuration I de w, e´ventuellement de´ge´ne´re´e au Nord-Est,
note´e I, et l’on pose ti(b′) = τ(I).
Exemple 5.2. On reprend la permutation w = (8, 7, 9, 6, 1, 11, 5, 4, 2, 10, 3)
de l’exemple 4.3, et la configuration (3412) bien remplie et d’amplitude min-
imale donne´e par les points d’abscisses 2,3,9,11.
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Fixons i = 4 : l’ensemble ∂NO(4)
est constitue´ des deux points du
graphe d’abscisse respective 3 et
6. Prenons pour notre exemple
b′ = 6. Les points de la configura-
tion I qui permet de de´finir t4(6)
sont repre´sente´s par des ⊕ sur le
diagramme.
+
+
+
+
+
⊕
⊕
⊕
+
⊕
⊕
α
α′
α˜6
α−4
b′=6
De manie`re analogue, a` chaque point (c′, γ′) de ∂SE(i), on associe la
permutation ti(c
′), dite de type Sud-Est, de´crite comme suit. Soit δ˜c′ , le
plus petit entier de [ δ′, α − i ] tel que w−1(δ˜c′) < c′ ; si l’ensemble Γw ∩
{(p, q) | w−1(α − i + 1) < p < w−1(α − i), γ′ < q < δ′} est non vide, on
note x−1 < · · · < x−t les points de sa frontie`re Nord-Ouest. Alors les points
d’abscisses
w−1(α− i+ 1) < x−1 < · · · < x−t < w
−1(α− i) < · · · < w−1(δ˜c′) < c
′
forment une configuration I de w, e´ventuellement de´ge´ne´re´e au Sud-Ouest,
note´e I ′, et l’on pose ti(c′) = τ(I′).
Enfin, si w−1(α − i + 1) < b′ < c′ < w−1(α − i) est une configuration
(3412) incompressible de w, note´e II, on note mi(b′, c′) la permutation σ(II),
dite de type mixte.
Proposition 5.3. Soit i ∈ [1, h]. Les composantes irre´ductibles de Epii, l’im-
age du lieu exceptionnel Ex (πi), correspondent exactement aux permutations
ti(b′), ti(c
′) et mi(b
′, c′) de´crites ci-dessus.
Preuve. Puisque πi est propre, l’ensemble des x ∈ Xw dont la fibre π
−1
i ({x})
est finie est un ouvert de Xw (voir, par exemple, [14], Prop. 6.4.5). Puis,
comme πi est birationnelle et que Xw est normale (voir, par exemple, [25]),
on de´duit du the´ore`me principal de Zariski que l’image du lieu exceptionnel
de πi, Epii, est e´gale a`
{x ∈ Xw |#π
−1
i ({x}) > 1}.
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Le morphisme πi est PI-e´quivariant, donc les composantes irre´ductibles de
Epii sont des varie´te´s de Schubert Xv avec v ≤ w, v ∈
I
Smax. On se donne une
telle composante Xv, et l’on note V1, . . . ,Vm les composantes irre´ductibles de
π−1i (Xv). Elles sont toutes de la forme PI×
PJi Xtj , avec tj < wi, tj ∈
JiSmax.
Comme πi est surjective et propre, on a
Xv =
m⋃
j=1
πi(Vj)
et chaque πi(Vj) est ferme´. Or Xv est irre´ductible, il existe donc j tel que
Xv = πi(Vj) ; un tel j est unique. En effet, tj est une permutation maximale
telle que tj ≤ wi, tj ∈ JiSmax et tj ∈ SIv. Comme v, w ∈ ISmax et v ≤ w,
d’apre`s un lemme de Deodhar (voir [15], Lemma 11.1), il existe un unique
t ∈ SIv tel que t ≤ wi, maximal pour cette proprie´te´. Il vient alors t ∈
JiSmax. Ainsi tj = t est unique ; on peut supposer j = 1. Soit θ1 = wJit1, le
repre´sentant minimal de SJit1. On a ainsi
dim(PI ×
PJi Xt1) = dim(PI/PJi) + dim(Xt1) = ℓ(wI) + ℓ(θ1),
et
Xv = πi(PI ×
PJi Xt1) = XwI∗θ1
(l’e´galite´ πi(PI ×
PJi Xt1) = XwI∗θ1 se de´montre par le meˆme argument que
l’e´galite´ π(Zi) = Xw de la proposition 4.4). On en de´duit que θ1 6∈
I
Smin.
En effet, supposons au contraire θ1 ∈ ISmin, il vient dim(Xv) = dim(PI×
PJi
Xt1). Alors si z ∈ π
−1
i (ev), l’orbite U z est un ouvert dense de PI ×
PJi Xt1 . Il
en re´sulte que la fibre π−1i (ev) est un singleton, et l’on a alors Xv 6⊆ Epii, une
contradiction. On a donc θ1 6∈ ISmin, ce qui e´quivaut, comme θ1 ∈ JiSmin,
a` skiθ1 < θ1. Finalement, on a montre´ que v = wI ∗ θ, avec θ < wIw, θ ∈
JiSmin, et skiθ < θ.
Re´ciproquement, si l’on se donne un tel θ, on a wJiθ < wi, πi(PI ×
PJi
XwJiθ) = XwI∗θ, et dim(PI ×
PJi XwJiθ) = ℓ(wI)+ ℓ(θ) > ℓ(wI ∗ θ) puisque θ 6∈
I
Smin. Il en re´sulte que XwI∗θ est contenu dans l’image du lieu exceptionnel
de πi.
Ainsi, Epii est la re´union des XwI∗θ pour θ comme ci-dessus. Comme de
plus on a wI∗θ ≤ wI∗θ
′ si θ ≤ θ′, on peut se restreindre aux tels θ maximaux.
En appliquant le lemme 5.1 a` z = wIw et j = ki, on obtient la descrip-
tion de l’ensemble Max ki(wIw) des e´le´ments maximaux de {u ∈ Sn | u <
wIw et skiu < u}. Comme wIw ∈
I
Smin, on a
(wIw)
−1(δ′) < · · · < (wIw)
−1(α′).
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D’apre`s le lemme 5.1, tout e´le´ment u de Max ki(wIw) ve´rifie les conditions
suivantes :
u−1(j) = (wIw)
−1(j) pour tout j ∈ [δ′, α′], j 6= ki, ki + 1,
u−1(ki) ≥ (wIw)
−1(ki),
u−1(ki + 1) ≤ (wIw)−1(ki + 1).
On en de´duit en particulier que u−1(δ′) < · · · < u−1(ki), et u
−1(ki + 1) <
· · · < u−1(α′), c’est-a`-dire que u ∈ JiSmin. L’ensemble Max ki(wIw) co¨ıncide
donc avec l’ensemble des θ maximaux cherche´s.
Il reste maintenant a` de´crire explicitement les wI ∗ θ. Remarquons que
ce sont les repre´sentants maximaux des classes SIθ, et qu’ils sont aise´ment
de´crits a` partir des θ : (wI ∗ θ)−1 co¨ıncide avec θ−1 en dehors de [δ′, α′], et
(wI ∗ θ)−1 est de´croissante sur [δ′, α′].
Voyons d’abord le cas des permutations θ de type Nord-Ouest. On rap-
pelle que ki = δ
′ + α′ − α + i− 1, et l’on remarque que
(wIw)
−1(ki) = w
−1(α− i+ 1) et (wIw)
−1(ki + 1) = w
−1(α− i).
De plus, on a (wIw)
−1([ki + 1, α
′]) ⊆ [(wIw)−1(ki + 1), n], donc il n’y a pas
de point du graphe de wIw dans le rectangle [1, (wIw)
−1(ki)] × [ki + 1, α′].
On a ainsi
ΓwIw ∩ {(p, q) | p < (wIw)
−1(ki), q > ki + 1} =
ΓwIw ∩ {(p, q) | p < (wIw)
−1(ki), q > α
′}.
Comme les graphes de w et wIw co¨ıncident pour les ordonne´es de ]α
′, n], on
obtient finalement
ΓwIw ∩ {(p, q) | p < (wIw)
−1(ki), q > α
′} = NO(i),
NO(i) e´tant de´fini avant l’e´nonce´ de la proposition.
Soit alors (b′, β ′) un point de ∂NO(i) ; notons (xi, yi), pour i = 1, . . . , s, les
coordonne´es des points de la frontie`re Sud-Ouest de ΓwIw ∩ R
(ki+1,β′)(wIw),
avec xs < · · · < x1. Comme (wIw)−1 est croissante sur l’intervalle [δ′, α′], il
n’y a pas de point du graphe de wIw dans ] b
′, (wIw)
−1(ki+1) [× ] ki+1, α′ [,
i.e. dans ] b′, w−1(α − i) [× ] ki + 1, α′ [. De plus, comme (b′, β ′) est un point
de la frontie`re Sud-Est de NO(i), il n’y a pas non plus de point de ΓwIw dans
] b′, w−1(α− i+ 1) [× ]α′, β ′ [. Il vient donc
ΓwIw ∩R
(ki+1,β′)(wIw) ⊆ ]w
−1(α− i+ 1), w−1(α− i) [× ]α′, β ′ [,
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cet ensemble est donc forme´ de points du graphe de w. Soit α˜b′ le plus grand
entier de l’intervalle [α− i+ 1, α′] tel que b′ < w−1(α˜b′). Alors on ve´rifie que
les points d’abscisses b′ < w−1(α˜b′) < · · · < w−1(α− i+1) < xs < · · · < x1 <
w−1(α− i) forment une configuration I de w, note´e I, et que wI ∗ θ = τ(I).
Le cas des permutations de type Sud-Est se traite de manie`re analogue.
Soit maintenant θ une permutation de type mixte, associe´e a` un couple(
(b′, β ′), (c′, γ′)
)
de points du graphe de wIw ve´rifiant
(wIw)
−1(ki) < b
′ < c′ < (wIw)
−1(ki + 1),
c’est-a`-dire
w−1(α− i+ 1) < b′ < c′ < w−1(α− i),
et
γ′ < ki et ki + 1 < β
′.
On suppose aussi que le rectangle R(b′,c′)(wIw) ne contient aucun point du
graphe de wIw. Les ine´galite´s b
′ < w−1(α− i) et ki+1 < β ′ donnent β ′ > α′,
donc (b′, β ′) est un point du graphe de w. On obtient de meˆme γ′ < δ′,
d’ou` (c′, γ′) ∈ Γw. Ainsi, les points w
−1(α − i + 1) < b′ < c′ < w−1(α − i)
forment une configuration (3412) de w, note´e II. Cette configuration est
incompressible : en effet, elle est de hauteur 1, il suffit donc de ve´rifier que
les rectangles MN et MS associe´s ne contiennent pas de point du graphe
de w, ce qui re´sulte imme´diatement du fait que R(b′,c′)(wIw) ∩ ΓwIw = ∅.
Ensuite, on remarque que les points du graphe de wIw contenus dans le
rectangle R(γ
′,ki)(wIw) sont d’ordonne´e < δ
′, donc sont des points du graphe
de w et que leur abscisse est en fait < b′ : ce sont donc exactement les points
de SOII ∩ Γw. On voit de meˆme que les points du graphe de wIw contenus
dans le rectangle R(ki+1,β
′)(wIw) sont des points du graphe de w, et que ce
sont exactement les points de NEII ∩Γw. On obtient alors que wI ∗θ = σ(II).
On remarque pour terminer que les permutations que l’on vient de de´crire
sont deux a` deux incomparables, a` l’aide des proprie´te´s de leurs fonctions rang
vues aux lemmes 2.3 et 3.7. Elles de´crivent donc les composantes irre´ductibles
de l’image du lieu exceptionnel de πi.
Exemple 5.4. On conside`re la permutation
w = (6, 4, 2, 7, 1, 5, 3)
dans S7, dont le graphe est repre´sente´ sur le diagramme suivant.
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⊕⊕
⊕
⊕
+
+
+
La configuration (3412) donne´e par les points
d’abscisses 2, 4, 5 et 7 (repre´sente´s par des ⊕)
est bien remplie et d’amplitude minimale ; elle
est incompressible. On a h = 1, α′ = α = 4, et
δ′ = δ = 3. La permutation w1 associe´e est
w1 = (6, 3, 2, 7, 1, 5, 4).
Sur le diagramme suivant, on a repre´sente´ dans Γw le quadrant NO(1) et
la bande verticale d’abscisses ∈ ] a, d [.
⊕˜
+˜
+˜
⊕˜
+
+˜
+˜
D’apre`s la proposition qui pre´ce`de, l’image du
lieu exceptionnel de π1 a deux composantes
irre´ductibles, l’une de type Nord-Ouest associe´e
au point d’abscisse 1 (repre´sente´ par+), l’autre
de type mixte, associe´e aux points d’abscisses 4
et 5 (repre´sente´s par +˜).
La configuration I qui de´finit la permutation t1(1) est non de´ge´ne´re´e (c’est un
fait ge´ne´ral, qui sera e´tabli au lemme 5.5), constitue´e des points d’abscisses
1, 2, 6, 7 (ce sont les points souligne´s de la figure), et on a
t1(1) = (4, 3, 2, 7, 1, 6, 5).
La configuration II qui de´finit m1(4, 5) est mixte, donne´e par les abscisses 2,
3, 4, 5, 6, 7 (ce sont les points surmonte´s d’un ˜ sur la figure), et on a
m1(4, 5) = (6, 2, 1, 4, 3, 7, 5).
5.3 Lieux exceptionnels et lieu singulier
5.3.1 Intersection des images des lieux exceptionnels
Nous pouvons maintenant de´montrer la
Proposition 4.5. L’intersection des images des lieux exceptionnels des πi,
pour i parcourant l’intervalle [1, h], est contenue dans Σw.
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Preuve. On va montrer que pour toute famille (Xvi)i∈[1,h], ou` chaque Xvi est
une composante irre´ductible de Epii, on a
h⋂
i=1
Xvi ⊆ Σw. Dans cette perspec-
tive, il est utile de faire les remarques suivantes : d’abord, on peut supposer
que tous les vi sont de type Nord-Ouest ou Sud-Est, car les composantes
de type mixte sont de la forme σ(II) pour une certaine configuration II de
type II mixte, donc telle que Xσ(II) ⊆ Σw. On peut aussi supposer que les
configurations I qui de´finissent les permutations vi sont de´ge´ne´re´es, puisque
sinon Xvi ⊆ Σw. Cela implique en particulier que la composante Xv1 est de
type Sud-Est, et que la composante Xvh est de type Nord-Ouest, en vertu du
lemme suivant.
Lemme 5.5. (a ) Les composantes de type Nord-Ouest (resp. Sud-Est) de
Epi1 (resp. Epih) sont associe´es a` des configurations I non de´ge´ne´re´es.
(b ) Si i > 1, (b, β) est le point le plus a` l’Ouest de ∂NO(i), et de meˆme, si
i < h, (c, γ) est le point le plus a` l’Est de ∂SE(i).
Preuve du lemme 5.5. Montrons par exemple que les composantes de type
Nord-Ouest de Epi1 sont associe´es a` des configurations I non de´ge´ne´re´es. On
remarque pour commencer que le fait que la configuration a < b < c < d soit
d’amplitude minimale parmi les configurations bien remplies entraˆıne :
w
(
]w−1(α′), c [
)
∩ ]α′, β [ = ∅ (†).
Conside´rons alors un point (b′, β ′) de ∂NO(1) ; on a b′ < a, et donc a fortiori
b′ < b. On constate que si β ′ > β, alors la configuration I qui de´finit la
composante irre´ductible Xt1(b′) de Epi1 est non de´ge´ne´re´e, car sa suite NE
contient le point (b, β).
Voyons maintenant que si h > 1, alors on a β ′ > β. En effet, supposons
β ′ < β ; alors on obtient d’apre`s (†), b′ < w−1(α′). Il re´sulte aussi de (†) que
w−1(α′ + 1) > c, et que pour tout j ∈ [α′ + 1, β ′ [, on a w−1(j) < w−1(α′)
ou w−1(j) > c. Il existe donc un entier j ∈ [α′ + 1, β ′ [, tel que w−1(j) > c
et w−1(j + 1) < w−1(α′). Comme de plus h > 1, on a w−1(α − 1) ∈ ] b, c [,
et donc les abscisses w−1(j + 1) < b < w−1(α − 1) < w−1(j) forment une
configuration (3412) de w, bien remplie (car de hauteur 1) et d’amplitude
β − α + 1 < β − γ, exclu. On a donc β ′ > β.
Reste le cas h = 1 et β ′ < β : comme pre´ce´demment, il existe j ∈
[α′+1, β ′ [, tel que w−1(j) > c et w−1(j+1) < w−1(α′). On a de plus w−1(j) ∈
] c, d [, car sinon, les abscisses w−1(j + 1) < b < d < w−1(j) formeraient une
configuration (3412) de w, bien remplie (car de hauteur 1) et d’amplitude
44
β−δ < β−γ, exclu. La configuration qui de´finit t1(b′) est alors non de´ge´ne´re´e
car sa suite NE contient le point (w−1(j), j).
On montre de meˆme que les composantes de type Sud-Est de Epih sont
associe´es a` des configurations I non de´ge´ne´re´es.
Montrons maintenant la deuxie`me assertion du lemme. Soit i > 1, on
rappelle que
NO(i) = Γw ∩ {(p, q) | p < w
−1(α− i+ 1), q > α′}.
On a (b, β) ∈ NO(i) ; de plus, comme la configuration a < b < c < d est d’am-
plitude minimale parmi les configurations bien remplies, (b, β) est dans la
frontie`re Sud-Est, ∂NO(i). S’il y avait un point plus a` l’Ouest dans ∂NO(i),
d’ordonne´e β ′, on aurait β ′ < β, et on obtiendrait comme pre´ce´demment une
configuration bien remplie d’amplitude plus petite, une contradiction.
On montre de meˆme que pour i < h, (c, γ) est le point le plus a` l’Est de
∂SE(i).
On a remarque´ au de´but de la preuve de la proposition 4.5 que les com-
posantes de type mixte sont contenues dans Σw. Donc, dans le cas h = 1, le
lemme 5.5 ache`ve la preuve de cette proposition.
Exemple 5.6. On renvoie a` l’exemple 5.4, ou` l’on a h = 1, et ou` les com-
posantes irre´ductibles de Epi1 sont associe´es a` la configuration I non de´ge´ne´re´e
donne´e par les abscisses 1, 2, 6, 7, et a` la configuration II mixte donne´e par
les abscisses 2, 3, 4, 5, 6, 7.
On suppose dore´navant h ≥ 2, et on introduit la notion suivante.
De´finition 5.7. Soit (Xvi)i∈[1,h] une famille de composantes irre´ductibles des
Epii, chacune de type Nord-Ouest ou Sud-Est, et associe´e a` une configuration
I de´ge´ne´re´e. On dit que (Xvi)i∈[1,h] est une bonne famille, s’il existe des entiers
i < j tels que :
( a ) la composante vi soit de type Sud-Est, associe´e au point (ci, γi),
( b ) la composante vj soit de type Nord-Ouest, associe´e au point (bj , βj),
( c ) on ait les ine´galite´s
w−1(α− i+ 1) < bj < ci < w
−1(α− j).
Nous allons de´montrer le
Lemme 5.8. Si la famille (Xvi)i∈[1,h] est bonne, alors
h⋂
i=1
Xvi ⊆ Σw.
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Preuve du lemme 5.8. Soient i < j ve´rifiant les conditions (a ), (b ) et (c ) de
la de´finition. On de´finit les entiers αj et δi dans [ δ
′, α′ ] par les conditions
w−1(αj) < bj < w
−1(αj − 1) et w−1(δi + 1) < ci < w−1(δi).
On a b ≤ bj < w−1(α− j + 1) (la premie`re ine´galite´ re´sulte de l’assertion
(b ) du lemme 5.5, car j ≥ 2, et la seconde de la de´finition de NO(j)). De
meˆme, on a w−1(α − i) < ci ≤ c. On en de´duit que αj ∈ [ δ + 2, α ], et
δi ∈ [ δ, α− 2 ].
D’autre part, comme bj < ci, on a w
−1(αj) ≤ w
−1(δi + 1), et donc
αj ≥ δi + 1 car w−1 est de´croissante sur [ δ′, α′ ]. Ainsi les points d’abscisses
w−1(αj) < bj < ci < w
−1(δi) forment une configuration (3412), que l’on
note II. Montrons que II est incompressible ; il s’agit d’une configuration
(3412) bien remplie, il suffit donc de montrer que MS = ] bj, ci [× ] γi, δi [ et
MN = ] bj, ci [× ]αj, βj [ ne rencontrent pas Γw. D’une part, (ci, γi) ∈ ∂SE(i),
on a donc (
]w−1(α− i), ci [× ] γi, δ
′ [
)
∩ Γw = ∅ (1).
D’autre part, la configuration I de´finissant ti(ci) (de´crite avant la proposition
5.3) est suppose´e de´ge´ne´re´e, donc on a aussi(
]w−1(α− i+ 1), w−1(α− i) [× ] γi, δ
′ [
)
∩ Γw = ∅ (2).
Par ailleurs, comme w−1 est de´croissante sur [ δ′, α′ ], on a w−1
(
[ δ′, δi ]
)
⊆
[w−1(δi), n ], en particulier
w−1
(
[ δ′, δi ]
)
∩ ]w−1(α− i+ 1), ci [ = ∅ (3).
On de´duit de (1), (2), et (3) que(
]w−1(α− i+ 1), ci [× ] γi, δi [
)
∩ Γw = ∅ (⋄).
En particulier, il en re´sulte que MS ne rencontre pas Γw, puisque bj >
w−1(α− i+ 1).
On de´montre de meˆme
]bj , w
−1(α− j) [× ]αj, βj [∩Γw = ∅ (⋄⋄),
et l’on en de´duit que MN ne rencontre pas Γw. La configuration II est donc
incompressible.
Notant simplement σ la permutation associe´e a` II, nous allons montrer
que Xvi ∩Xvj ⊆ Xσ.
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La configuration I qui de´finit vj , de´ge´ne´re´e au Nord-Est, est donne´e par
les points d’abscisses bj < w
−1(αj − 1) < · · · < w−1(α− j +1) < w−1(α− j).
Celle qui de´finit vi est de´ge´ne´re´e au Sud-Ouest, et donne´e par les points
d’abscisses w−1(α− i+ 1) < w−1(α− i) < · · · < w−1(δi + 1) < ci.
Il re´sulte de (⋄) et (⋄⋄) que les rectangles SOII etNEII de la configuration
II ne rencontrent pas Γw, donc le graphe de σ ne diffe`re de celui de w qu’en
les points d’abscisses w−1(αj), bj , ci et w
−1(δi).
On en de´duit que les graphes des permutations w, vj , vi, et σ ne diffe`rent
qu’en les points d’abscisses w−1(α− i+1) < · · · < w−1(αj) < bj < w−1(αj −
1) < · · · < w−1(δi + 1) < ci < w−1(δi) < · · · < w−1(α − j). Notons vj , vi et
σ les permutations obtenues en focalisant sur ces abscisses ; soient
m1 = # [αj , α− i+ 1 ] ≥ 1,
m2 = # [ δi + 1, αj − 1 ] ≥ 0,
m3 = # [α− j, δi ] ≥ 1.
et soit m = m1+m2+m3+2. Les permutations vj, vi et σ sont dans Sm ; vj
est la permutation maximale telle que vj(m1+m2+2) = 1 et vj(m) = m, vi
est la permutation maximale telle que vi(1) = 1 et vi(m1) = m, et σ est la
permutation maximale de Sm telle que σ(m1) = 1 et σ(m1 +m2 + 3) = m.
Soit v la permutation maximale de Sm telle que v(1) = 1 et v(m) = m ; on
voit facilement que v est le plus grand e´le´ment de Λ(vi, vj), et que v ≤ σ. On
en de´duit, en vertu du lemme 1.2, que Xvi ∩Xvj ⊆ Xσ.
D’autre part, on a remarque´ que les rectangles NEII et SOII de la con-
figuration (3412) qui de´finit σ ne rencontrent pas Γw, on a donc, d’apre`s le
corollaire 3.11, Xσ ⊆ Σw. Cela prouve le lemme 5.8.
Pour terminer la preuve de la proposition 4.5, nous allons maintenant
de´montrer le
Lemme 5.9. Toute famille (Xvi)i∈[1,h] de composantes irre´ductibles des Epii,
chacune de type Nord-Ouest ou Sud-Est, et associe´e a` une configuration I
de´ge´ne´re´e, est bonne.
Preuve du lemme 5.9. On se donne une famille de composantes comme dans
l’e´nonce´ du lemme, note´e F . Rappelons que, d’apre`s le lemme 5.5, la com-
posante v1 est de type Sud-Est, disons associe´e au point (c1, γ1), alors que
la composante vh est de type Nord-Est, disons associe´e au point (bh, βh). Si
l’on a bh < c1, alors F est bonne : en effet, d’apre`s le lemme 5.5, on a b ≤ bh
et c1 ≤ c, et il vient w−1(α) = a < bh < c1 < d = w−1(δ).
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On peut donc supposer c1 < bh. Posant j0 = 1 et i0 = h, supposons avoir
construit des entiers
j0 < j1 < · · · < jk−1 < ik−1 < · · · < i1 < i0
et des points (cjl, γjl) ∈ ∂SE(jl) et (bil , βil) ∈ ∂NO(il), pour l = 0, . . . , k−1,
tels que
(†) cj0 < cj1 < · · · < cjk−1 < bik−1 < · · · < bi0
et que les entiers jl+1 et il+1 soient de´finis par les encadrements
(††)
{
w−1(α− jl+1 + 1) < cjl < w
−1(α− jl+1),
w−1(α− il+1 + 1) < bil < w
−1(α− il+1),
pour l = 0, . . . , k − 2.
On de´finit alors les entiers jk et ik par
w−1(α− jk + 1) < cjk−1 < w
−1(α− jk)
et
w−1(α− ik + 1) < bik−1 < w
−1(α− ik).
On a alors jk−1 < jk ≤ ik < ik−1.
Si vjk est de type Nord-Ouest, de´finie par le point de Γw d’abscisse bjk ,
alors bjk est dans l’intervalle ]w
−1(α), w−1(α−jk+1) [, il existe donc l ≤ k−1,
tel que w−1(α−jl+1) < bjk < w
−1(α−jl+1+1). On obtient alors, en utilisant
(††), que
w−1(α− jl + 1) < bjk < cjl < w
−1(α− jk),
et F est une bonne famille.
Si vjk est de type Sud-Est, de´finie par le point de Γw d’abscisse cjk , alors,
d’apre`s (††) et la de´finition de SE(jk), on a cjk > w
−1(α− jk) > cjk−1. Si de
plus cjk > bik−1 , en conside´rant le plus petit entier l tel que bil < cjk , on a
cjk < bil−1 , et bil−1 < w
−1(α− il) par (††). On a aussi bil > w
−1(α− il+1 + 1)
d’apre`s (††), mais il+1 ≥ ik ≥ jk, et comme w−1 est de´croissante sur [ δ′, α′ ],
il vient w−1(α− il+1 + 1) ≥ w−1(α− jk + 1). On a donc obtenu
w−1(α− jk + 1) < bjl < cjk < w
−1(α− il),
et F est bonne.
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On proce`de de meˆme avec vik : on montre d’abord que si vik est de type
Sud-Est, F est une bonne famille. Ensuite, si vik = t
ik(bik) est de type Nord-
Ouest, on remarque que bik < bik−1 et l’on montre que si de plus bik < cjk−1
alors la famille F est bonne.
En regroupant ces re´sultats, on constate que l’on a montre´ que F est
une bonne famille, sauf, e´ventuellement, si jk < ik, vjk = tjk(cjk) de type
Sud-Est, vik = t
ik(bik) de type Nord-Ouest, et bik , cjk ∈ ] cjk−1, bik−1 [. Si l’on
a de plus bik < cjk , il vient d’une part w
−1(α− jk + 1) < bik car bik > cjk−1 ,
par hypothe`se et cjk−1 > w
−1(α − jk + 1) par (††). On obtient de meˆme
cjk < w
−1(α− ik), d’ou` finalement
w−1(α− jk + 1) < bik < cjk < w
−1(α− ik),
et la famille F est bonne.
On peut donc supposer que cjk < bik et l’on est a` nouveau dans les
hypothe`ses de la re´currence. Ce processus s’arreˆte, puisque les suites d’entiers
bil et cjl sont strictement monotones et borne´es, on en de´duit donc que F est
une bonne famille. Cela termine la preuve du lemme 5.9, et par conse´quent
aussi celle de la proposition 4.5
Exemple 5.10. On conside`re la permutation
w = (6, 7, 5, 1, 8, 4, 2, 3)
de S8.
⊕
+
+
⊕
⊕
+
+
⊕
La configuration (3412) forme´e par les points
d’abscisses 1, 2, 7, 8 est bien remplie et d’am-
plitude minimale. On a h = 3, α′ = α = 6 et
δ′ = δ = 3. Les permutations associe´es sont
w1 = (3, 7, 6, 1, 8, 5, 2, 4),
w2 = (4, 7, 3, 1, 8, 6, 2, 5),
w3 = (5, 7, 4, 1, 8, 3, 2, 6),
dont les graphes sont repre´sente´s ci-dessous.
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+ + +
+ + +
+ + +
+ + +
⊕
⊕
+
+ +
⊕
⊕
+ +
+
⊕
⊕
Sur les trois diagrammes suivants, on a repre´sente´ les quadrants associe´s
respectivement a` chacune des trois quasi-re´solutions, ainsi que les bandes
verticales d’abscisses ∈ ]w−1i (α
′), w−1i (δ
′) [ :
⊕ ⊕ ⊕
+ + +
+ + +
⊕ ⊕ ⊕
⊕ ⊕ ⊕
+ + +
+ + +
⊕ ⊕ ⊕
Ainsi, d’apre`s la proposition 5.3, chacun des Epii a deux composantes
irre´ductibles. Les deux composantes de Epi1 sont de type Sud-Est, t1(4) =
(1, 7, 6, 5, 8, 4, 2, 3) et t1(7) = (2, 7, 6, 1, 8, 5, 4, 3). Le lieu Epi2 a une com-
posante de type Nord-Ouest et une de type Sud-Est, t2(2) = (6, 5, 4, 1, 8, 7, 2, 3)
et t2(7) = (6, 7, 2, 1, 8, 5, 4, 3). Enfin, Epi3 a deux composantes de type Nord-
Ouest, t3(2) = (6, 5, 4, 1, 8, 3, 2, 7) et t3(5) = (6, 7, 5, 1, 4, 3, 2, 8).
Aucune de ces composantes n’est contenue dans Σw : elles correspondent
toutes a` des configurations I de´ge´ne´re´es, qui donnent des points lisses d’apre`s
le the´ore`me 3.8. En revanche, d’apre`s le lemme 5.9, toute intersection Xv1 ∩
Xv2 ∩Xv3 , ou` chaque Xvi est une composante de Epii, est contenue dans Σw.
Voyons par exemple l’intersection Xt1(4)∩Xt2(7)∩Xt3(5). Les entiers i = 2
et j = 3 remplissent les conditions de la de´finition 5.7 : (a) t2(7) est de type
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Sud-Est, associe´e au point (7, 2) ; (b) t3(5) est de type Nord-Ouest, associe´e au
point (5, 9) ; (c) on a α = 6 et w−1(5) = 3 < b3 = 5 < c2 = 7 < w
−1(3) = 8.
+
⊕
⊕
⊕
c1 b3 c2
+
+
+
+
D’apre`s le lemme 5.8, l’intersection Xt2(7) ∩Xt3(5) est contenue dans Xσ,
ou` σ est la permutation associe´e a` la configuration II pure forme´e par les
points d’abscisses 3, 5, 6, 7, 8, c.-a`-d. σ = (6, 7, 2, 1, 5, 4, 3, 8).
5.3.2 Correspondance entre configurations
Nous terminons par la preuve de la proposition 4.6.
Pour toute configuration K de wi, de type I ou II, on note wIwJi(K)
l’ensemble des points (x, w(x)) tels que (x, wi(x)) ∈ K.
Proposition 4.6. Pour toute configuration K de wi, de type I ou II, parame´trant
une composante irre´ductible Xv du lieu singulier de Xwi, on a :
• ou bien PI ×
PJi Xv ⊆ Ex(πi),
• ou bien wIwJi(K) est une configuration du meˆme type de w, et πi(PI×
PJi
Xv) = XwIwJiv est la composante irre´ductible du lieu singulier de Xw as-
socie´e.
Au cours de la de´monstration, nous utiliserons la notion suivante
De´finition 5.11. Soit z une permutation et F une famille de points du
graphe de z, F = {(x1, z(x1)), . . . , (xm, z(xm))}, avec x1 < · · · < xm.
Pour j = 1, . . . , m − 1, on appelle successeur de (xj, z(xj)) dans F le point
(xj+1, z(xj+1)).
Preuve. On conside`re une configuration K de wi, parame´trant une com-
posante irre´ductible Xv de Sing Xwi. On suppose de plus que PI ×
PJi Xv 6⊆
Ex(πi).
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D’apre`s la discussion au de´but de la preuve de la proposition 5.3, il vient
que wJiv ∈
I
Smin, de sorte que wI ∗ v = wIwJiv. Il suffit alors de montrer
que wIwJi(K) est une configuration du meˆme type de w. En effet, la dernie`re
assertion en de´coule : on a v = γ(K)wi, ou` γ(K) est un certain cycle sur
les ordonne´es de la configuration K, et de meˆme, la composante irre´ductible
de Sing Xw associe´e a` wIwJi(K) de w est donne´e par v
′ = γ(wIwJi(K))w, et
comme γ(z(K)) = z γ(K) z−1, pour tout z, il vient v′ = wIwJiγ(K)wi = wIwJiv.
On remarque de plus que l’on a (δ′, α′) v 6≤ wi. En effet, notant v
′ =
(δ′, α′) v, on a v′ = wJiskiθ, et comme θ ∈
I
Smin, il vient v
′ ∈ JiSmax. Si
l’on avait v′ ≤ wi, alors PI ×
PJi Xv′ ⊆ Zi aurait meˆme image que PI ×
PJi Xv,
d’ou` PI ×
PJi Xv ⊆ Ex(πi), une contradiction.
On note SSi (resp. S
N
i ) l’ensemble des points du graphe de wi dont l’or-
donne´e est dans [δ′, ki] (resp. [ki + 1, α
′]), et Si = S
S
i ∪ S
N
i . On note aussi
S = wIwJi(Si).
1. Supposons pour commencer queK est une configuration I, ne´cessairement
non de´ge´ne´re´e puisqu’elle parame`tre un point singulier de Xwi . On conserve
les notations des de´finitions 3.1 et 3.2. On note KN la re´union de {P+} et
de la suite NE, et KS la re´union de {P−} et de la suite SO. Si la configura-
tion K ne rencontre pas Si, le re´sultat est clair. Supposons au contraire que
K∩Si 6= ∅. Soit p2 la deuxie`me projection de [1, n]2 sur [1, n]. Comme w
−1
i est
de´croissante sur chacun des p2(E), pour E = SSi ,S
N
i ,K
S,KN , et que SSi est
au Sud-Ouest de SNi , chacune des deux parties K
S et KN ne peut rencontrer
qu’au plus l’une de SSi et S
N
i .
Montrons de plus que Si ne peut rencontrer simultane´ment KN et KS. En
effet, supposons que ce soit le cas. Alors, ne´cessairement, KN rencontre SNi
et KS rencontre SSi , et cela entraˆıne que Si ne contient ni P+ ni P−. Ainsi
KN ∩SNi est contenu dans la suite NE, et K
S ∩SSi dans la suite SO. Comme
P− est au Sud-Est de la suite NE, on en de´duit que x−∞ > w
−1
i (α
′), d’ou`
x−∞ > w
−1
i (δ
′).
Soit ym = inf {y | (w
−1
i (y), y) ∈ K
S ∩ SSi } ; on a ym = δ
′, car sinon
le point (w−1i (δ
′), δ′) serait contenu dans Γwi ∩ R(x∞,x−∞) mais pas dans⋃t
j=1 SO(x−j, y−j) ∪
⋃s
j=1NE(xj − 1, yj − 1), ce qui contredirait (△). On
montre de meˆme que α′ est l’ordonne´e d’un point de la suite NE. Mais on
voit alors que v′ := (δ′, α′) v < wi. En effet, les graphes Γv′ et Γwi co¨ıncident
en dehors des ordonne´es de Y (cf. 3.1), il suffit donc de comparer les permu-
tations obtenues en focalisant sur ces ordonne´es. Posant n′ = s+ t+ 2, on a
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alors
wi = (n
′, t + 1, . . . , 2, s+ t+ 1, . . . , t+ 2, 1)
v = (t+ 1, . . . , 1 n′, . . . , t+ 2)
et v′ = (j1, j2)v avec j1 ∈ [2, t+1] et j2 ∈ [t+2, s+ t+1]. On a donc v′ < wi,
d’ou` v′ < wi, exclu. On a ainsi de´montre´ que K∩Si est contenu dans KN ou
bien dans KS, donc e´gal a` l’un des quatre K∗ ∩ S∗
′
i ou` ∗, ∗
′ ∈ {N, S}.
Supposons par exemple que K ∩ Si = KN ∩ SSi . Alors il est clair que les
coordonne´es des points de wIwJi(K) ve´rifient les ine´galite´s requises (cf. 3.1),
et il suffit donc de ve´rifier l’inclusion (△). Notons
K = {(x∞, y∞), (x−∞, y−∞)} ∪ {(xj , yj), j ∈ [−t,−1] ∪ [1, s]} ,
wIwJi(K) =
{
(x∞, y
′
∞), (x−∞, y
′
−∞)} ∪ {(xj , y
′
j), j ∈ [−t,−1] ∪ [1, s]
}
.
Comme les graphes Γwi et Γw co¨ıncident sur les ordonne´es hors de [ δ
′, α′ ], il
suffit de montrer que
S ∩ R(x∞,x−∞)(w) ⊆
t⋃
j=1
SO(x−j, y
′
−j) ∪
s⋃
j=1
NE(xj − 1, y
′
j − 1) (△
′).
Soit ym = inf {y | (w
−1
i (y), y) ∈ K
N ∩SSi } ; on a m ∈ [1, s]∪{∞}. Soit m
′
l’entier tel que xm′ = v
−1(ym) ; on am
′ ∈ [1, s]∪{−∞}. Le point (xm′ , ym′) est
a` l’Ouest, au sens large, du successeur de (w−1i (ym), ym) dans Si. En effet, si
ym 6= δ′, alors le successeur de (w
−1
i (ym), ym) dans Si est (w
−1
i (ym − 1), ym−
1). Si l’on avait w−1i (ym − 1) < xm′ , alors le point (w
−1
i (ym − 1), ym − 1)
serait contenu dans Γwi ∩ R(x∞,x−∞)(wi), et pas dans
⋃t
j=1 SO(x−j, y−j) ∪⋃s
j=1NE(xj − 1, yj − 1), ce qui contredit (△). D’autre part, si ym = δ
′,
alors le successeur de (w−1i (ym), ym) dans Si est (w
−1
i (α
′), α′). Si l’on avait
w−1i (α
′) < xm′ , alors on aurait (δ
′, α′) v < v, d’ou` (δ′, α′) v < wi, exclu.
Il vient alors : si m′ = −∞, S ∩R(x∞,x−∞)(w) ⊆ wIwJi(K), d’ou` (△
′), et
si m′ 6= −∞, comme on a wi(xm′) = ym′ < δ′, alors w(xm′) = wi(xm′), ou
encore y′m′ = ym′ et alors
S ∩R(x∞,x−∞)(w) ⊆ wIwJi(K) ∪NE(xm′ − 1, y
′
m′ − 1),
d’ou` l’on de´duit (△′).
Le cas K ∩ Si = K
S ∩ SNi est semblable, et les cas ou` K ∩ Si est e´gal a`
KS ∩ SSi ou K
N ∩ SNi sont similaires, mais plus simples.
53
On a donc de´montre´ le re´sultat lorsque K est une configuration I.
2. Supposons maintenant que K est une configuration II : comme Xv est
une composante irre´ductible du lieu singulier, on a, d’apre`s le corollaire 3.11,
s = t = 0 ou r = 0.
2.1. Traitons pour commencer le cas d’une configuration pure. Notons
A,B,C et D les quatre points de la configuration (3412) qui de´termine K,
et (xA, yA), etc. leurs coordonne´es. On va montrer que wIwJi({A,B,C,D})
est une configuration (3412) de w, incompressible, et telle que les zones
NEII(w) et SOII(w) associe´es ne contiennent pas de point de Γw. Comme
pre´ce´demment, il suffit de montrer que(
MN(w)∪NEII(w)∪ME(w)∪MS(w)∪SOII(w)∪MO(w)
)
∩S = ∅ (▽).
Comme l’ensemble des ordonne´es des points de Si est un intervalle, le
re´sultat est clair si K ∩ Si = ∅. On suppose donc K ∩ Si 6= ∅.
2.1.1. Supposons pour commencer B ∈ Si. Alors le seul autre point de
K qui pourrait appartenir a` S est A, mais on aurait alors (δ′, α′) v < v,
exclu. On a donc K ∩ Si = {B}. Alors il est clair que wIwJi({A,B,C,D})
est une configuration (3412) de w, note´e II. Si B ∈ SNi , alors comme on
a vu que A 6∈ Si, on a p2(SSi ) ⊆ ] yA, yB [, et l’on obtient que II est de
la forme voulue. D’autre part, si B ∈ SSi , on a d’abord yA < δ
′, et donc(
ME(w) ∪MS(w) ∪ SOII(w) ∪MO(w)
)
∩ S = ∅. Ensuite, si yB 6= δ′, le
successeur de B dans Si a pour ordonne´e yB − 1 ∈ ] yA, yB [, et comme K
est incompressible et que le rectangle NEII(K) ne rencontre pas Γwi, on a
ne´cessairement xD < w
−1
i (yB − 1). D’autre part, si l’on a yB = δ
′, alors le
successeur de B dans Si est le point d’ordonne´e α′, et l’on a xD < w−1(α′),
car sinon on aurait (δ′, α′) v < v. On en de´duit, dans les deux cas,
(
MN(w)∪
NEII(w)
)
∩ S = ∅. On a ainsi obtenu (▽) lorsque B ∈ Si. Le cas ou` C ∈ Si
se traite de fac¸on semblable.
2.1.2. Il reste donc a` traiter le cas K∩Si ⊆ KM , ou` KM de´signe la re´union
de A, D et de la suite centrale. Dans ce cas, K ∩ Si est contenue dans l’une
des deux zones SNi ou S
S
i , disons S
S
i .
Si l’on a A ∈ SSi etD 6∈ S
S
i : alors on a d’une part yD < δ
′, donc
(
MS(w)∪
SOII(w)
)
∩S = ∅. D’autre part, on a yB > α
′, donc, comme la configuration
K est incompressible et que NEII(K) ne rencontre pas Γwi, les abscisses de
B et D sont contenues dans un meˆme intervalle de la subdivision donne´e
par les abscisses des points de Si. Alors les prorie´te´s voulues concernant les
rectangles MN(w), NEII(w), MO(w) et ME(w) re´sultent de leur analogue
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dans Γwi. On a donc e´tabli (▽) dans ce cas. Les autres cas, plus simples, sont
laisse´s au lecteur. On a donc de´montre´ le re´sultat pour K de type II telle que
s = t = 0.
2.2. Soit maintenant K de type II mixte. On de´compose alors K en
trois parties : on note KN la re´union de {B} et de la suite NE, KM =
{A,D} et KS est la re´union de {C} et de la suite SO. On va montrer que
wIwJi({A,B,C,D}) est une configuration (3412) de w, incompressible et de
zone centrale ne contenant pas de point de Γw, et que
Γw ∩
(
SOII(w) ∪NEII(w)
)
⊆
t⋃
j=1
SO(x−j, y
′
−j) ∪
s⋃
j=1
NE(xj − 1, y
′
j − 1) (✸)
avec les meˆmes conventions d’e´criture que pre´ce´demment. A nouveau, on
peut remplacer (✸) par
S ∩
(
SOII(w) ∪NEII(w)
)
⊆
t⋃
j=1
SO(x−j, y
′
−j) ∪
s⋃
j=1
NE(xj − 1, y
′
j − 1) (✸
′).
Le re´sultat est clair si K∩Si = ∅, on suppose donc K∩Si 6= ∅. On remarque
que l’intersection de chacune des parties SSi et S
N
i avec K est contenue dans
l’une de KN , KM et KS.
2.2.1. Supposons pour commencer que K ne rencontre qu’une seule de
SSi et S
N
i . Les deux cas sont syme´triques, il suffit donc de traiter par exemple
K ∩ Si ⊆ K ∩ SSi . On suppose d’abord K ∩ S
S
i = K
N ∩ SSi . Alors il est clair
que wIwJi({A,B,C,D}) est une configuration (3412) de w. Par ailleurs, on a
yA < δ
′, donc les proprie´te´s voulues concernant les rectanglesMO(w), C(w),
ME(w), MS(w), et SOII(w) re´sultent de leur analogue dans Γwi. Les ab-
scisses de B et C sont ne´cessairement contenues dans un meˆme intervalle de
la subdivision donne´e par les abscisses des points de Si (sinon MN(wi) con-
tiendrait des points de Si). Il en re´sulte que MN(w) ∩ Γw = ∅. Concernant
NEII(w), il suffit de montrer que
NEII(w) ∩ wIwJi(S
N
i ) ⊆
s⋃
j=1
NE(xj − 1, y
′
j − 1) (✸
′′).
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Or on montre que l’on a xD < w
−1
i (α
′) ou bien qu’il existe j ∈ [1, s] tel que
xj < w
−1
i (α
′) et yj < δ
′. Dans le premier cas, il vient
NEII(w) ∩ wIwJi(S
N
i ) = ∅,
et dans le second, on a y′j = yj et on obtient
NEII(w) ∩ wIwJi(S
N
i ) ⊆ NE(xj − 1, y
′
j − 1).
On a donc e´tabli (✸′′). Cela prouve le re´sultat voulu dans le cas K ∩ Si =
KN ∩ SSi . Le cas K ∩ Si = K
S ∩ SSi , plus simple que celui que nous venons
de de´tailler, est laisse´ au lecteur.
Le cas K ∩ Si ⊆ K ∩ SSi ⊆ K
M se traite de la meˆme manie`re que son
analogue traite´ en 2.1.2.
2.2.2. Il reste pour terminer a` montrer que K ne peut pas rencontrer a`
la fois SNi et S
S
i . On remarque d’abord que si S
S
i rencontre K
N ou contient
D, alors SNi ∩ K = ∅. De meˆme, si S
N
i rencontre K
S ou contient A, alors
SSi ∩ K = ∅. Ainsi, si K rencontrait a` la fois S
N
i et S
S
i , on aurait
SSi ∩ K ⊆ {A} ∪ K
S, et SNi ∩ K ⊆ {D} ∪ K
N .
De plus, on n’a pas simultane´ment SSi ∩ K ⊆ K
S et SNi ∩ K ⊆ K
N , car les
ordonne´es de A et D sont entre celles des points de KS et KN . Les possibilite´s
qui restent sont donc
A ∈ SSi et S
N
i ∩ K
N 6= ∅
ou, syme´triquement,
D ∈ SNi et S
S
i ∩ K
S 6= ∅.
Mais on montre alors que l’on aurait (δ′, α′) v < v, exclu. Cela termine la
preuve de la proposition 4.6.
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