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Abstract
We consider control afﬁne systems of the form
’x ¼ f0ðxÞ þ
Xm
i¼1
uiðtÞfiðxÞ;
uAU ¼ fu :R-U : loc: integrableg
on Rd with compact control range U and a singular point xnARd ; i.e. fiðxnÞ ¼ 0; i ¼ 0;y;m:
Control sets are maximal subsets of Rd with nonvoid interior where the system is
approximately controllable. We suppose that there is a periodic control functions uh such
that linearized the system has positive and negative Lyapunov exponents for uh and a periodic
control function us such that the linearized system has only negative Lyapunov exponents for
us: Under an inner pair condition we show the existence of control sets near the singular point,
by using local stable and unstable manifolds of the system corresponding to uh and its
asymptotic phase.
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1. Introduction
The analysis of local controllability properties is still an important item in control
theory and there are many different attempts of attacking this problem. A relatively
new one is to consider the control system ’x ¼ f ðx; uÞ as a dynamical system, where
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the set of control functions U is part of the state space of this dynamical system (see
[4] for more details). We consider here control systems which have a singular point,
i.e. which have an equilibrium which remains ﬁxed under every control. If one
considers the control range as a parameter, then numerical experiments have shown,
that there may be a kind of bifurcation of control sets near the singular point.
Example 1. Consider the perturbed Dufﬁng–van der Pol oscillator
’x ¼ y;
’y ¼ ðaþ uðtÞÞx  by  x3  x2y;
(
uAUr :¼ fu :R-R : uðtÞAUr for a:a: tAR; locally integrableg ð1Þ
with Ur ¼ ½r; r	CR: Then, for 0oro14; we ﬁnd numerically that there is no control
set with nonvoid interior. For r > 1
4
we observe numerically two control sets with
nonvoid interior, such that the singular point lies in the closure of the both control
sets, cf. Fig. 1 for r ¼ 0:6:Here the two bubbles emerging from the origin are control
sets.
The key to understand this behavior is to consider the bilinear control system
which we get, if we linearize the nonlinear control system at the singular point. In the
example above for 0oro1
4
the bilinear control system has only negative Lyapunov
exponents for every control function. For systems of this kind there are no control
sets locally around the singular point (cf. [7]). For r > 1
4
we can ﬁnd a periodic
control function uh with positive and negative Lyapunov exponents. Thus the idea is
to use this property to show the existence of control sets.
Fig. 1. Control sets for the Dufﬁng–van der Pol equation.
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In Section 2 we introduce the notion of control sets and control ﬂow. Then we
state a general existence criterion for control sets in terms of o-limit sets of the
control ﬂow. The idea is to construct a control function uAU by two periodic control
functions uh and us and to ﬁnd a starting point in state space such that the trajectory
is bounded and has a certain limit behavior. The idea is explained in Section 3. The
linearized system corresponding to uh has positive and negative Lyapunov exponents
and that to us only negative ones. For the nonlinear system of uh we introduce in
Section 4 the corresponding local stable and unstable ﬁber bundles which are
generalizations of stable and unstable manifolds for time-varying systems. In Section
5 we gather some technical prerequisites we need for the following section. Then in
Section 6 we construct u and characterize the corresponding o-limit set in Section 7.
Finally, in Section 8 we gather all results and show the existence theorem for control
sets near the singular point.
2. Control sets and control ﬂow
We consider the control afﬁne system on Rd
’x ¼ f0ðxÞ þ
Xm
i¼1
uiðtÞfiðxÞ;
uAU ¼ fu :R-Rm; uðtÞAU for a:a: tAR; locally integrableg; ð2Þ
where U is a compact and convex subset of Rm: We assume that f0;y; fm are C2
vector ﬁelds on Rd : Furthermore we suppose that for all ðu; xÞAU
 Rd Eq. (2) has a
unique solution jðt; x; uÞ; tAR; with jð0; x; uÞ ¼ x:
We suppose, that system (2) has the singular point xn ¼ 0ARd ; i.e.
fiðxnÞ ¼ 0 for i ¼ 0;y;m:
This means, that jðt; xn; uÞ ¼ xn for all uAU; tAR:
The set of points, which are reachable from a given point xAM is
OþðxÞ :¼ fyARd : there is tX0 and uAU with y ¼ jðt; x; uÞg:
Deﬁnition 2. A set DCRd with int Da| is called control set of the system (2) if for all
xAD one has DCcl OþðxÞ: Furthermore D has to be maximal with these properties,
that is, if D0*D satisﬁes the conditions above, then D0 ¼ D:
This means we have approximate controllability in D: For every x; yAD and every
neighborhood N of y there exists a control function uAU and a time tX0 such that
jðt; x; uÞAN: If the control set has nonvoid interior, then under local accessibility,
we even have complete controllability in the interior of the control set.
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Control sets can be characterized by the o-limit sets of trajectories. For this
purpose we ﬁrst have to introduce a dynamical system on U: The shift y :R
U-U
is deﬁned by ytðuÞ :¼ yðt; uÞ :¼ uðt þ Þ: We call the pair ðU; yÞ the shift space. If we
endow U with the weakn topology of LNðR;RmÞ ¼ ðL1ðR;RmÞÞn; then it is a
compact complete separable metric space and ðU; yÞ is a continuous dynamical
system (cf. [4, Lemma 4.2.1]).
By combining the shift with the solution mapping j we obtain the control flow
deﬁned by
F :R
U
 Rd-U
 Rd
ðt; u; pÞ/ðytðuÞ;jðt; p; uÞÞ:
F deﬁnes a continuous dynamical system on U
 Rd (cf. [4, Lemma 4.3.2]). The Rd -
component satisﬁes the cocycle property jðt þ t; x; uÞ ¼ jðt;jðt; x; uÞ; ytðuÞÞ: Hence
F is a skew-product ﬂow. Because ðU
 Rd ;FÞ is a continuous dynamical system, we
can deﬁne the o-limit set of a pair ðu; xÞAU
 Rd :
oðu; xÞ :¼ ðv; yÞAU
 Rd :
there is a sequence ðtkÞkANAR
with tk-N for k-N and
limk-N Ftkðu; xÞ ¼ ðv; yÞ
8><
>:
9>=
>;:
If for a given ðu; xÞAU
 Rd the set fjðt; x; uÞ: tX0g is bounded, then the o-limit set
oðu; xÞ is nonempty, invariant and compact.
In order to describe the connection between o-limit sets and control sets, we have
to introduce the following notions.
Deﬁnition 3. A pair ðu; xÞAU
 Rd is called inner pair, if there exists a T > 0 such
that jðT ; x; uÞAint OþðxÞ: The pair ðu; xÞ is called strong inner pair if for all t > 0 we
have jðt; x; uÞAint OþðxÞ:
Remark 4. For constant control u the following criterion allows to check, if ðu; xÞ is
a strong inner pair: write f ¼ f0 þ
Pm
i¼1 uifi and assume that there is a T > 0 such
that at y ¼ jðT ; x; uÞ
spanff ðyÞ; adkf fiðyÞ; i ¼ 1;y;mg ¼ Rd :
Here for two vector ﬁelds X ;Y ad is deﬁned as adX Y :¼ ½X ;Y 	 (the Lie bracket of X
and Y ) and adkX Y :¼ adX ðadk1X Y Þ for kX2: The above condition implies a local
controllability along the trajectory. It also follows that each ðv; yÞAU
 Rd ; where v
restricted to ½0;T 	 is in a neighborhood of uALNð0;T ;RmÞ and y in an
neighborhood around x; is an inner pair. If 0Aint U ; the rank condition above is
satisﬁed, and U is small enough, then it is shown in [4] Corollary 4.7.6 that the inner
pair condition holds for all u with values uniformly in the interior of U :
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Remark 5. Suppose, that system (2) is equivalent to the dth order equation with
additive control
yðdÞðtÞ þ an1yðd1Þ þ?þ a1yðtÞ þ a0 ¼ bðyðdÞðtÞ;y; yðtÞÞuðtÞ;
uAU;
where aiAR for i ¼ 0;y; d  1; b :Rd-R is a bounded C1-function with jbj > g >
0; and U ¼ ½a; b	 is a closed interval in R containing the origin. Then by Proposition
5 in [5] a pair ðu; xÞAU
 Rd is a strong inner pair if xa0 and there is an e > 0 such
that uðtÞA½aþ e; b e	 for all tAR: In the proof the equation is solved for uðtÞ; when
a neighborhood of the ﬁnal point of Eq. (2) is prescribed. Similar arguments also
apply to the (nonlinear) Dufﬁng–van der Pol oscillator in Example 1.
The following proposition is crucial for the construction in Section 6 and the
existence Theorem 20. It shows that the o-limit set of a trajectory may have a
nonvoid intersection with a control set. The projection pRd of U
 Rd onto Rd is
deﬁned by pRd ðu; pÞ :¼ p:
Proposition 6. Consider the nonlinear control system (2). Assume that Rd\f0g and f0g
are maximal integral manifolds. Let xARd\f0g and uAU; such that fjðt; x; uÞ: tX0g
is bounded. Suppose further that there is a compactum KCU
 ðRd\f0gÞ such that the
following properties are satisfied.
(1) K-oðu; xÞa|:
(2) For all ðv; yÞAK there is a t > 0 such that jðt; y; vÞAint OþðyÞ (inner pair
condition).
(3) There is a sn > 0 such that for all ðv; yÞAFsnK and all t > 0 we have
jðt; y; vÞAint OþðyÞ (strong inner pair condition).
Then there exists a control set DCRd with
pRd ðK-oðu; xÞÞCint D: ð3Þ
Proof. Since Rd\f0g and f0g are maximal integral manifolds, the system restricted to
Rd \f0g is locally accessible. Let ðv; yÞ; ðw; zÞAK-oðu;xÞ: We show, that
zAint OþptðyÞ for a t > 0:
Because of ðv; yÞAK for T0 > 0 there is by (2) an e0;S0 > 0 with
Be0ðjðT0; y; vÞÞCint OþpT0þS0ðyÞ: ð4Þ
Because ðv; yÞAoðu; xÞ there is a t0 > 0 with
jðt0; x; uÞABe0ðjðT0; y; vÞÞCintOþpT0þS0ðyÞ: ð5Þ
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By (3) and Remark 4.5.6 in [4] we get with T1 :¼ sn a neighborhood N of FT1K
and e1; S1 > 0 with
Be1ðjðT1; p; aÞÞCint OþpT1þS1ðpÞ for all ða; pÞAN:
Note that because of ðyT1w;jðT1; z;wÞÞAFT1ðKÞ it follows that
ðyT1w;jðT1; z;wÞÞAN: There are open neighborhoods VCðRd\f0gÞ of
jðT1; z;wÞ and WCU of yT1w with W 
 VCN: We can choose V small
enough, such that
jðT1;V ; yT1wÞCBe1
2
ðzÞ: ð6Þ
Since ðw; zÞAoðu; xÞ and because of invariance of oðu; xÞ it follows that
ðyT1w;jðT1; z;wÞÞAoðu; xÞ: Thus there is a time t1 > t0 such that jðt1; x; uÞAV ;
and we get ðyT1w;jðt1; x; uÞÞAW 
 VCN: This means, that
Be1ðjðT1;jðt1; x; uÞ; yT1wÞÞCintOþpT1þS1ðjðt1; x; uÞÞ:
Now deﬁne the control function u˜ :R-U by
u˜ðtÞ :¼ uðtÞ for tot1;
wðt  T1  t1Þ for tXt1:
(
Together with (5) and (6) we get
zABe1ðjðt1 þ T ; x; u˜ÞÞCint OpT0þS0þT1þS1þt1t0ðyÞ:
Thus it follows, there exists a t > 0 with zAintOþptðyÞ and yAint OþptðzÞ: Now there
exists a neighborhood Vz of z with VzCint OþðyÞ: By local accessibility on J the set
V :¼ int OðzÞ-Vz is nonvoid. Every pAV can be reached from y and hence from z
and therefore from every point in intOðzÞ: Thus VCD for some control set D:
Finally, since zAD can be reached in ﬁnite time from intVCint D; it follows that
zAint D: Thus we have shown pRd ðK-oðu; xÞÞCint D: &
3. Basic idea
If we linearize the nonlinear control system (2) at the singular point xn ¼ 0 we get
the bilinear control system on Rd :
’x ¼ A0x þ
Xm
i¼1
uiðtÞAix;
uAU ¼ fu :R-Rm; uðtÞAU for a:a: tAR; locally integrableg; ð7Þ
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where Ai :¼ @fi@x

x¼0
: For uAU we denote the fundamental solution of (7) by Zðt; t; uÞ;
with Zðt; t; uÞx ¼ x; where t; tAR; xARd :
To analyze the stability behavior of the nonautonomous linear system we have to
consider its Lyapunov exponents. The Lyapunov exponent for ðu; xÞAU
 Rd ; xa0
is deﬁned by lðu; xÞ ¼ lim supt-N 1t lnjjZðt; 0; uÞxjj: For a given uAU the set lðuÞ :¼
flðu; xÞ: xARd ; xa0g consists of at most d elements (cf. [8]).
For the rest of this article, we suppose, that the following conditions are satisﬁed.
Condition 1. We assume, that there exist two periodic control functions uh; usAU with
the following properties:
(a) The control function uh has period YX0 and the Lyapunov exponents lðuhÞ ¼
flh1 ;y; lhdg of the corresponding linear system ’x ¼ A0x þ
Pm
i¼1 u
h
i ðtÞAix have the
property
lh1XyXl
h
n > 0 > l
h
nþ1X?Xl
h
d ð8Þ
for a nAf1;y; d  1g:
(b) For the control function us the corresponding linear system ’x ¼ A0x þPm
i¼1 u
s
i ðtÞAix has the Lyapunov exponents lðusÞ ¼ fls1;y; lsdg with the property
0 > ls1Xl
s
2X?Xl
s
d : ð9Þ
We call uh the hyperbolic control function and us the stable control function.
Remark 7. The set SLy ¼ flðu; xÞ: ðu; xÞAU
 Rd ; xa0g is called the Lyapunov
spectrum and the set SFl ¼ flðu; xÞ: ðu; xÞAU
 Rd ; xa0; u is piecewise constant
and t-periodic for some tX0 with Zðt; 0; uÞx ¼ aZð0; 0; uÞx for some a > 0g the
Floquet spectrum of the bilinear control system. Under appropriate assumptions, the
set SLy consists of compact intervals and cl SFl ¼ SLy (cf. [4]). If none if these
intervals contains 0 then we cannot ﬁnd two controls uh and us with the properties
above. If 0 is in the interior of one of these intervals, then there may be two controls
uh and us with the properties above; and because of cl SFl ¼ SLy we can even ﬁnd in
this case piecewise constant controls with this property. Cf. [7] for a discussion of this
criterion.
To obtain the existence of control sets with nonvoid interior under the Condition
1, the basic idea is to apply Proposition 6. Thus we need a pair ðu; pÞAU
 Rd such
that fjðt; p; uÞ: tX0g is bounded. We will construct such a control function as
follows. First we choose a starting point pARd ; close enough to the singular point 0,
such that we can characterize the qualitative behavior of the ordinary differential
equations corresponding to uh and us: The system corresponding to us is locally
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asymptotic stable. For uh we get local stable and unstable ﬁber bundles, which means
that if we start with a point near the singular point 0; the solutions are driven away
from 0: The idea is to construct u by switching between uh and us (cf. Fig. 2).
We steer some time towards the origin with us: Then we switch to uh and get driven
away from the singular point 0; until we reach some set, the so called target set. Then
we steer towards the origin with us and so forth. By choosing the appropriate
switching times, we can achieve, that pRdoðu; pÞaf0g:
4. The hyperbolic system
In this section, we will have a closer look at the hyperbolic system
’x ¼ f0ðxÞ þ
Xm
i¼1
uhi ðtÞfiðxÞ: ð10Þ
Because (10) is a nonautonomous system, the classical theory of stable and unstable
manifolds does not apply. We here follow Aulbach and Wanner [3] (see also
Siegmund [11]) who introduced the corresponding stable and unstable ﬁber bundles.
The existence theorem for these ﬁber bundles demand certain quantitative
properties. Because the given system (10) does in general not fulﬁl these criterions,
we apply a cutoff technique to get an appropriate system. Thus the results will be
local.
Because the vector ﬁelds fi are C
2-vector ﬁelds, we can write
fiðxÞ ¼ Aix þ FiðxÞ
where FiðxÞ is a continuously differentiable vector ﬁeld, with @Fi@x

x¼0¼ 0: Thus,
system (10) can be written in the form
Fig. 2. Basic construction idea of the control function u:
S.M. Gru¨nvogel / J. Differential Equations 187 (2003) 201–225208
’x ¼ AðtÞx þ Fðt; xÞ ð11Þ
with
AðtÞx :¼ A0x þ
Xm
i¼1
uhi ðtÞAix;
Fðt; xÞ :¼ F0ðxÞ þ
Xm
i¼1
uhi ðtÞFiðxÞ:
By Floquet theory (cf. [10]) we get subspaces X ;Y of Rd where X corresponds to
lh1 ;y; l
h
n and Y corresponds to l
h
nþ1;y; l
h
d and a transformation
F :R
 Rd-X 
 Y ;
which is 2Y-periodic in the ﬁrst component such that the original system (10) gets
transformed into the following differential equation on X 
 Y :
’x ¼ Aþx þ Fþðt; x; yÞ;
’y ¼ Ay þ Fðt; x; yÞ; ð12Þ
which we call the transformed system. We denote the solutions of (12) by cðt; x; y; uhÞ
with cð0; x; y; uhÞ ¼ ðx; yÞT :
For e > 0 a radial retraction re is a function re : X 
 Y- clBeð0Þ; deﬁned by
reðx; yÞ :¼
ðx; yÞ for jjðx; yÞjjpe;
e
jjðx;yÞjjðx; yÞ for jjðx; yÞjj > e:
(
The radial retraction re is uniformly Lipschitz continuous with global Lipschitz
constant 1 (see, for example, [1]). We deﬁne
Fþe ðt; x; yÞ :¼ Fþðt; reðx; yÞÞ;
Fe ðt; x; yÞ :¼ Fðt; reðx; yÞÞ
and get for every e > 0 the reduced standard system
’x ¼ Ax þ Fþe ðt; x; yÞ;
’y ¼ By þ Fe ðt; x; yÞ ð13Þ
on X 
 Y which coincides on R
 cl Beð0Þ with the transformed system (12). We
denote the solutions of (13) by
meðt; x; y; uhÞ ¼ ðme;X ðt; x; y; uhÞ; me;Y ðt; x; y; uhÞÞAX 
 Y
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with með0; x; y; uhÞ ¼ ðx; yÞ: Note that for every L > 0 we can ﬁnd an e > 0 such that
jjFþe ðt;x; yÞ  Fþe ðt; x0; y0ÞjjpLjjðx; yÞ  ðx0; y0Þjj;
jjFe ðt;x; yÞ  Fe ðt; x0; y0ÞjjpLjjðx; yÞ  ðx0; y0Þjj
for all ðx; yÞ; ðx0; y0ÞAX 
 Y and all tAR:
Convention. For every L > 0 we choose eðLÞ > 0 such that the nonlinearities FþeðLÞ
and FeðLÞ have L as common Lipschitz constant and such that the function
e :R-R; L/eðLÞ
is monotonically decreasing. In particular, we have limL-0 eðLÞ ¼ 0:
By choosing en small enough, for every eAð0; en	 we can apply Theorem 6.1.13 in
[7] to the reduced system (13) with e :¼ eðLÞ: We get the existence of stable and
unstable ﬁber bundles.
Theorem 8. For every eAð0; en	 there are two continuous maps
wþe : R
 X-Y ;
we : R
 Y-X
with wþe ðt; 0Þ ¼ 0; we ðt; 0Þ ¼ 0 for all tAR such that the following invariance
equalities holds:
me;Y ðt; x; y; uhÞ ¼ wþe ðt; me;X ðt; x; y; uhÞÞ;
me;X ðt; x0; y0; uhÞ ¼ we ðt; me;Y ðt; x0; y0; uhÞÞ
for all tAR; ðx; yÞ; ðx0; yÞAX 
 Y with y ¼ wþe ð0; xÞ; x0 ¼ we ð0; y0Þ: The maps
wþe ;w

e are 2Y-periodic in the t-component. Furthermore, the unstable ﬁber bundle
XeCR
 X 
 Y and the stable ﬁber bundle YeCR
 X 
 Y for the reduced system
(13) are defined by
Xe :¼ fðt; x; yÞAR
 X 
 Y : y ¼ wþe ðt; xÞg;
Ye :¼ fðt; x; yÞAR
 X 
 Y : x ¼ we ðt; yÞg:
We define XeðtÞ :¼ fðx; yÞ: ðt; x; yÞAXeg and YeðtÞ :¼ fðx; yÞ: ðt; x; yÞAYeg for tAR:
There are C1;C2; a; b > 0 such that for every tAR; ðx; yÞAXeð0Þ; ðx0; y0ÞAYeð0Þ; we
get
meðt; x; y; uhÞAXeðtÞ;
meðt; x0; y0; uhÞAYeðtÞ
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and
jjmeðt; x; y; uhÞjjpC1jjxjjegt for tp0;
jjmeðt; x0; y0; uhÞjjpC2jjy0jjegt for tX0 ð14Þ
for every gAðlhnþ1 þ a; lhn  bÞ:
Proof. The existence of the continuous maps wþe and w

e and the stable and unstable
manifolds are given by Theorem 4.16 in [11]. Relations (14) are given by Corollary
6.1.19 in [7]. &
Note that we have Xeð2kYþ tÞ ¼ XeðtÞ and Yeð2kYþ tÞ ¼ YeðtÞ for every
tAR; kAZ: For the original system (10) the local unstable ﬁber bundle Xloce CR
 Rd
and the local stable ﬁber bundle Yloce CR
 Rd are deﬁned by
Xloce :¼ fðt; pÞAR
 Rd : ðt;FðtÞpÞAXeg;
Yloce :¼ fðt; pÞAR
 Rd : ðt;FðtÞpÞAYeg:
Note, that the local stable and unstable ﬁber bundles do not have to be invariant.
For every subsets S of Xloce we will denote in the following SðtÞ :¼
fpARd : ðt; pÞASg:
The concept of the asymptotic phases goes back to Lyapunov [9], where he
developed this for periodic solutions of analytic differential equations. For invariant
manifolds with asymptotic phases and further references see [2].
Theorem 9. For every eAð0; en	 there is a continuous mapping Pe : X 
 Y-Xeð0Þ;
with the following properties:
(a) There is a C > 0 such that for all ðx; yÞAX 
 Y the inequality
jjPeðx; yÞjjpCjjðx; yÞjj ð15Þ
is satisfied. Furthermore, for all ðx; yÞAYeð0Þ we have Pðx; yÞ ¼ 0:
(b) For every ðx; yÞAXeð0Þ and every kAZ we have
Peðmeð2kY; x; y; uhÞÞAXeð0Þ:
Proof. By Theorem 4.28 in Siegmund [11] we get the existence of the asymptotic
phase. &
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For the hyperbolic system (10), we deﬁne a local version Ploce of Pe by
Ploce :R
d-Xloce ð0Þ
p/F1ð0ÞPeðFð0ÞpÞÞ:
ð16Þ
For the construction of the control function u we have to deﬁne the set, to which
we want to steer with control function uh (cf. Fig. 2). We call this set the target set
and it will be a subset of Xloce : For the linear system, the target Tr is just the sphere
with radius r in X ; deﬁned by Tr :¼ fðx; 0ÞAX 
 Y : jjxjj ¼ rg and the disk Dr in X
with radius r is Dr :¼ fðx; 0ÞAX 
 Y : jjxjjprg: We will extend this deﬁnition ﬁrst to
the level of the reduced system (13) and then to the level of the hyperbolic system
(10).
Deﬁnition 10. For every eAð0; en	 and for every r > 0 we deﬁne the target Te;r and
the target disk De;r by
Te;r :¼ fðt; x;wþe ðt; xÞÞAXe: ðx;wþe ðt; xÞÞAH1e ðt;TrÞg;
De;r :¼ fðt; x;wþe ðt; xÞÞAXe: ðx;wþe ðt; xÞÞAH1e ðt;DrÞg:
Note, that sinceHe is 2Y-periodic, we haveTe;rðtÞ and De;rðtÞ are 2Y-periodic in
t: De;rð½a; b	Þ is pathconnected. If n ¼ 1; then Te;rð½a; b	Þ consists of two continuous
curves, and if dX2; then Te;rð½a; b	Þ is pathconnected, too.
Remark 11. For every eAð0; en	 and every s > 0 there exists an r > 0 such that
De;rðtÞCXeðtÞ-Bsð0Þ for all tAR:
This follows from Corollary 3.2.8 in [7].
Finally, we deﬁne the target for the hyperbolic system (10).
Deﬁnition 12. For every eAð0; en	 and every r > 0 we deﬁne the target Tloce;r and the
target disk Dloce;r
Tloce;r :¼ fðt; pÞAR
 Rd : ðt;FðtÞpÞATe;rg;
Dloce;r :¼ fðt; pÞAR
 Rd : ðt;FðtÞpÞADe;rg:
For dim X ¼ 1; the target Tloce;r and the target disk Dloce;r are sketched in Fig. 3.
Te;rðtÞ and De;rðtÞ are 2Y-periodic in t:
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Remark 13. There is an #eAð0; en	 such that for every eAð0; #e	 there is a neighborhood
WðeÞCRd of 0 such that for all pAXloce ð0Þ-WðeÞ and all qAYloce ð0Þ-WðeÞ we have
jðt; p; uhÞ ¼F1ðtÞcðt;FðtÞp; uhÞ ¼F1ðtÞmeðt;FðtÞp; uhÞ
for all tp0;
jðt; q; uhÞ ¼F1ðtÞcðt;FðtÞq; uhÞ ¼F1ðtÞmeðt;FðtÞq; uhÞ
for all tX0:
Then, by Remark 11, for every eAð0; #e	 there is a rnðeÞ such that for every
rAð0; rnðeÞ	 and every tAR we have
Dloce;rðtÞCWðeÞ:
The following result will be used for the construction of the control function in
Section 6.
Proposition 14. Let eAð0; #e	; rAð0; rnðeÞ	; tAR and let c : ½0;NÞ-Rd be a contin-
uous curve with cðtÞAXloce;rð0Þ for all tX0 and limt-N cðtÞ ¼ 0: Then for every K0AN
and for every S0 > 0 there is a time SXS0 and a kAN with k > K0 such that
cðSÞAjð2kY;Tloce;rð0Þ; uhÞ:
Proof. For a proof cf. [7], Proposition 3.2.11. &
Fig. 3. The target Tloce;r and the target disk D
loc
e;r :
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Next we show, that if we apply the solution map of the hyperbolic system (10) to
the target and go backwards in time, then the target shrinks in a uniform way
towards the singular point 0. Furthermore, if we start at a point close enough to the
shrunk set and follow the trajectory in positive time, then we get into a given
neighborhood around the target.
Proposition 15. Let eAð0; #e	; rAð0; rnðeÞ	: For D;T > 0 there is a neighborhood W :
¼ WðD;T ; e; rÞCRd of 0 such that
(a) For every qATloce;rð0Þ there is a k0AN with 2k0Y > T such that for every kXk0;
kAN we have
jð2kY; q; uhÞAW :
(b) If pAW and Ploce ðpÞ ¼ jð2kY; q; uhÞ; then
jðt; p; uhÞABDðXloce ðtÞÞ
for every tA½0; 0þ 2kY	 and
jð2kY; p; uhÞABDðTloce;rð0ÞÞ:
For an illustration of this result in the case dim X ¼ 1 consider Fig. 4.
Proof. The proof is given in [7], Proposition 3.3.3. &
Fig. 4. Local behavior of the hyperbolic system.
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5. Adjusting the neighborhoods
Before we start with the construction of the control function as explained in
Section 3, we have to ﬁx the neighborhoods which result from the linearization of the
nonlinear control system. Only in these neighborhoods we are able to characterize
the nonlinear system.
First we choose an eAð0; #e	; which means that there is a neighborhood WðeÞCRd
of 0 such that for all pAXloce ð0Þ-WðeÞ and all qAYloce ð0Þ-WðeÞ we have
jðt; p; uhÞ ¼F1ðtÞcðt;Fð0Þp; uhÞ ¼F1ðtÞmeðt;Fð0Þp; uhÞ
for all tp0;
jðt; q; uhÞ ¼F1ðtÞcðt;Fð0Þq; uhÞ ¼F1ðtÞmeðt;Fð0Þq; uhÞ
for all tX0 ð17Þ
according to Remark 13. Note that the system
’x ¼ f0ðxÞ þ
Xm
i¼1
usi ðtÞfiðxÞ ð18Þ
(which we call the stable system) is locally asymptotically stable (cf. Lemma 6.2.10 in
[7]). Thus, we can choose a neighborhood V sCRd of 0 such that
V sCWðeÞ
and an open neighborhood W sCRd of 0, such that for all pAW s we have
jðt; p; usÞAV s for all tX0 and lim
t-N
jðt; p; usÞ ¼ 0: ð19Þ
By Remark 13 there is a #r :¼ #rðe;W sÞAð0; rnðeÞÞ such that
Dloce;rðtÞCW s for all rAð0; #rÞ and all tAR: ð20Þ
Thus for all rAð0; #rÞ we obtain
Tloce;rðtÞCW sCV sCWðeÞ for all tAR: ð21Þ
Furthermore, we assume that the nonlinear control system is locally accessible on
Rd \f0g:
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6. The construction of the control function
Now we accomplish the construction of the control function. As mentioned in
Section 7, the idea is to switch between us and uh (consider Fig. 2). We do this in such
a way, that the corresponding trajectory gets closer and closer to the target, if we
steer the system away form the singular point 0. On the other hand, we steer the
trajectory each time closer to the singular point 0, if we apply us:
Fix eAð0; #e	;W sCRd and rAð0; #rÞ:
Choose a sequence ðdiÞiANCRþ with limi-Ndi ¼ 0 and
BdiðDloce;rðtÞÞCW s for all iAN; tAR;
which is possible because of relation (20).
According to Proposition 15 there exists a sequence ðsiÞiANCRþ with limi-N si ¼
0; such that we have: For every qATloce;rð0Þ there is a K0AN with 2K0Y > 2i such that
for every kXK0; kAN we have jð2kY; q; uhÞABsið0Þ: Furthermore, if pABsið0Þ
and Ploce ðpÞ ¼ jð2kY; q; uhÞ; then
jðt; p; uhÞABdiþ1ðXloce ðtÞÞ for every tA½0; 0þ 2kY	
and
jð2kY; p; uhÞABdiþ1ðTloce;rð0ÞÞ:
Now we deﬁne the control function recursively, by counting the variable i: We start
with i ¼ 0
at an arbitrary point p :¼ pi1ATloce;rð0Þ:
We deﬁne the times DTi; the points pi and the controls uiAU for i ¼ 1; 2;y
recursively.
* By construction, we have p3i1ABdiðTloce;rðtÞÞ: Then there is a time DT˜3i > 2i with
jðt; p3i1; usÞABsið0Þ for all tXDT˜3i:
Consider Fig. 5(a).
Now there are two cases:
* First case: For all tXDT˜3i we have Ploce ðjðt; p3i1; usÞÞa0:
For this case consider Fig. 5(b). Then we have jðt; p3i1; usÞeYloce ð0Þ for all
tXDT˜3i; and limt-N Ploce ðjðt; p3i1; usÞÞ ¼ 0: Thus by Proposition 14 it follows,
that there is a kiAN with 2kiY > 2i and DT3i > DT˜3i; qiATloce;rð0Þ such that
Ploce ðjðDT3i; p3i1; usÞÞ ¼ jð2kiY; qi; uhÞ:
Deﬁne
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p3i :¼ p3iþ1 :¼ jðDT3i; p3i1; usÞ;
DT3iþ1 :¼ 0;
and uiAU arbitrarily:
This completes the ﬁrst case.
* Second case: There is a DT3iXDT˜3i such that Ploce ðjðDT3i; p3i1; usÞÞ ¼ 0:
For this case consider Fig. 5(c).Then we deﬁne
p3i :¼ jðDT3i; p3i1; usÞ
with p3iAYloce ð0Þ: Since we assumed local accessibility on Rd\f0g there is a control
function uiAU and a time 0oDT˜3iþ1o2i; such that
jðt; p3i; uiÞABsið0Þ for all tA½0;DT˜3iþ1	
and
jðDT˜3iþ1; p3i; uiÞeYloce ð0Þ:
Fig. 5. Illustration of the construction steps.
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Then there is an interval ½ai; bi	C½0;DT˜3iþ1	 with
jðai; p3i; uiÞAYloce ð0Þ
and
jðt; p3i; uiÞeYloce ð0Þ for all tAðai; bi	:
Because jðai; p3i; uiÞAYloce ð0Þ we have
Ploce ðjðai; p3i; uiÞÞ ¼ 0;
and because jðt; p3i; uiÞeYloce ð0Þ we get for all tAðai; bi	
Ploce ðjðt; p3i; uiÞÞAXloce ð0Þ\f0g:
Thus, according to Proposition 14, there is a kiAN with 2kiY > 2i and
qiATloce;rð0Þ; DT3iþ1Aðai; bi	 such that
Ploce ðjðDT3iþ1; 0; p3i; uiÞÞ ¼ jð2kiY; qi; uhÞ:
Deﬁne
p3iþ1 :¼ jðDT3iþ1; p3i; uiÞ:
This completes the second case.
* Now in both cases, we stopped with a point p3iþ1ABrið0Þ-Xloce ð0Þ and a
qiATloce;rð0Þ such that
Ploce ðp3iþ1Þ ¼ jð2kiY; qi; uhÞ:
Consider Fig. 5(d). Deﬁne
DT3iþ2 :¼ 2kiY
and
p3iþ2 :¼ jðDT3iþ2; p3iþ1; uhÞ ¼ jðDT3iþ2; p3iþ1; uhÞ:
By construction, p3iþ2ABdiþ1ðTloce;rðDT3iþ2ÞÞ ¼ Bdiþ1ðTloce;rð0ÞÞ: This is the end of the
construction.
We deﬁne
Ti :¼
Xi
k¼0
DTk
and the function u :R-U by
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uðtÞ :¼
0 for to0;
usðt  T3i1Þ for tA½T3i1;T3iÞ;
uiðt  T3iÞ for tA½T3i;T3iþ1Þ;
uhðt  T3iþ1Þ for tA½T3iþ1;T3iþ2Þ
8>>><
>>:
for i ¼ 0; 1; 2;y and T1 :¼ 0:
Remark 16. The function u depends on the chosen constants e; r and the starting
point pATloce;rð0Þ: Therefore all the times DTi and the control functions ui depend on
p; e and r: For indicating this, we will denote u by ue;r;p: But ue;r;p is not uniquely
determined, because we may choose the DT3i as large as we want.
Remark 17. By local uniqueness of the unstable and stable ﬁber bundles (cf.
Proposition 6.2.11 in [7]) it follows, that for a given eAð0; #e	 for every e0A½e; #e	 we can
construct ue;r;p and ue0;r;p such that ue;r;p ¼ ue0;r;p:
7. The x-limit set
We want to apply Proposition 6 to get the existence of a control set with nonvoid
interior. The proposition demands the existence of a compact subset of U
 Rd
which has nonvoid intersection with the o-limit set oðu; xÞ; on which two inner pair
conditions are satisﬁed.
If we take a pair ðun; pnÞAoðu; pÞ; then for every NoT1pT2oN the set
fFtðun; pnÞ: tA½T1;T2	g
is a compact subset of oðu; pÞ: This will be used in the next section to proof the
Existence Theorem 20 for control sets near the singular point xn ¼ 0:
Here we show that the o-limit set has nonvoid intersection with the targetTloce;rðtÞ:
Theorem 18. Let pATloce;rð0Þ and let u :¼ ue;r;pAU be constructed as in Section 6. Then
there is a pnATloce;rð0ÞCXloce ð0Þ such that
fFtðun; pnÞ: tARgCoðu; pÞ;
where un :R-U is defined by
unðtÞ :¼ u
sðtÞ for tX0;
uhðtÞ for to0:
(
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Proof. First we show, that
lim
k-N
yT3k1u ¼ un:
For that purpose, remind that U is supplied with the weakn-topology of LNðR;RmÞ:
Let WCU be a neighborhood of un: Then there exists a s > 0 and
g1;y; gnAL1ðR;RmÞ such that
vALNðR;RmÞ:
R
R
/unðtÞ  vðtÞ; gjðtÞS dt
 os
for j ¼ 1;y; n and vðtÞAU ; 8tAR
( )
CW ; ð22Þ
because the sets of this form are a subbases of the weakn-topology (cf. for example
Dunford and Schwartz [6]). We show, that for all gAL1ðR;RmÞ and all s > 0 there is
a NAN with
Z
R
/unðtÞ  yT3k uðtÞ; gðtÞS dt

/s for all kSN:
Then it follows that yT3k u is an element of the set on the left-hand side of (22) and
hence yT3k uAW for all kAN big enough.
So let gAL1ðR;RmÞ and s > 0: Then there exists a time T > 0 with
Z
R\½T ;T 	
jgðtÞj dto s
2 diam U
:
Furthermore, because DT3i > 2k and DT3i1 > 2k for all kAN by construction of the
control function uAU; there exists a NAN with
DT3k1 > T and
DT3k > T for all k > N:
This guarantees, that
uðt þ T3k1Þ ¼ usðtÞ for all tA½0;T 	
and
uðt þ T3k1Þ ¼ uhðtÞ for all tA½T ; 0	:
Then we get
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Z
R
/uðt þ T3k1Þ  unðtÞ; gðtÞS dt


p
Z
R\½T ;0	
/uðt þ T3k1Þ  unðtÞ; gðtÞS dt


þ
Z
Rþ\½0;T 	
/uðt þ T3k1Þ  unðtÞ; gðtÞS dt


þ
Z
½T ;0	
/uðt þ T3k1Þ  unðtÞ; gðtÞS dt


þ
Z
½0;T 	
/uðt þ T3k1Þ  unðtÞ; gðtÞS dt


ps
2
þ s
2
þ
Z
½T ;0	
/uhðtÞ  unðtÞ; gðtÞS dt


þ
Z
½0;T 	
/usðtÞ  unðtÞ; gðtÞS dt


¼ s:
By construction we have for all kAN
jðT3k1; p; uÞABdkþ1ðTloce;rð0ÞÞ:
Since Tloce;rð0Þ is compact, there exists a subsequence ðT3kl ÞlAN with
pn :¼ lim
l-N
jðT3kl1; p; uÞATloce;rð0Þ:
Thus it follows, that ðun; pnÞAoðu; pÞ: Because oðu; pÞ is invariant the assertion
follows. &
Remark 19. The point pn is not uniquely deﬁned. As one sees in the proof, pn is only
given by some convergent subsequence of ðjðT3k1; p; uÞÞkAN:
8. The existence theorem
After the construction of the control function uAU in Section 6 and the
characterization of the o-limit set in Section 7, we ﬁnally use this to prove the
following existence theorem.
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Theorem 20. Consider the nonlinear control system
’x ¼ f0ðxÞ þ
Xm
i¼1
uiðtÞfiðxÞ;
uAU ¼ fu :R-Rm; uðtÞAU for a:a: tAR; locally integrableg; ð23Þ
where U is a compact and convex subset of Rm and f0;y; fm are C2 vector fields on Rd :
We assume, that following properties are satisfied.
(1) The nonlinear control system (23) has one singular point xn ¼ 0ARd ; and Rd\f0g
and f0g are maximal integral manifolds of (23).
(2) There are periodic control functions uh and usAU such that the associated
Lyapunov exponents of the linearized systems have the following properties
0 > ls1X?Xl
s
d
and
lh1X?Xl
h
k > 0 > l
h
kþ1X?Xl
h
d for 1pkod:
Then define #e as in Remark 13, choose eAð0; #e	 and denote by Xloce ;Yloce the
corresponding local unstable and stable fiber bundle of the differential equation
(23) corresponding to uh:
(3) There is a neighborhood VCRd of xn such that for every tAR and every
xAXloce ð0Þ-V \fxng the pair ðuhðt þ Þ; xÞ is a strong inner pair.
Then there exists a control set DCRd with nonvoid interior and a
pAXloce ð0Þ-V \fxng with
fjðt; p; uhÞ: to0gCint D:
In particular, we have xnAclD: If in addition all the pairs fðusðt þ Þ;jðt; p; usÞÞ; tX0g
are strong inner pairs, then we also have
fjðt; p; usÞ: tX0gCint D:
Proof. Choose eAð0; #e	 and V sCWðeÞ as in Section 5 such that V sCV : Next choose
the open neighborhood W sCV s of 0 with (19) and deﬁne #r ¼ #rðe;W sÞ as in Section
5. Then for rAð0; #r	 we can construct the control function u as in Section 6 for a
given pATloce;rð0Þ: By applying Theorem 18 we ﬁnd a point pnATloce;rð0Þ such that
fFtðun; pnÞ: tARgCoðu; pÞ;
where un :R-U is deﬁned by
S.M. Gru¨nvogel / J. Differential Equations 187 (2003) 201–225222
unðtÞ :¼ u
sðtÞ for tX0;
uhðtÞ for to0:
(
Note that for every NoT1pT2oN the sets
fFtðun; pnÞ: tA½T1;T2	gCU
 Rd
are compact.
Choose NoT0o0 arbitrarily and a s > 0 such that T0 þ so0: Both FT0ðun; pnÞ
and FT0þsðun; pnÞ are compact subsets of U
 Rd and are strong inner pairs by
assumption, because jðt; pn; uhÞAV sCWðeÞ-V for all tp0: Thus by applying
Proposition 6 we ﬁnd a control set DCRd with nonvoid interior and
jðT0; pn; uhÞCint D:
We show, that jðt; pn; uhÞAint D for all to0: Choose NoT1oT2o0 and s > 0
with T0A½T1;T2	: Then by applying Propositions 6 again, we ﬁnd a control set
D˜CRd with fjðt; pn; uhÞ: tA½T1;T2	gCint D˜: On the other hand, since
jðT0; pn; uhÞCint D we have D-D˜a|: By the maximality property of the control
sets (cf. Deﬁnition 2) we get D ¼ D˜:
Next we suppose, that all the pairs fðusðt þ Þ;jðt; 0; pt; usÞÞ; tX0g are strong inner
pairs. By choosing now T2 > 0; we again get by Proposition 6 that there is a control
set D˜CRd with fjðt; pn; unÞ: tA½T0;T1	gCint D˜: By maximality of control sets we
ﬁnally obtain D ¼ D˜: &
Remark 21. If we suppose in Theorem 20 instead of (3), that there is a neighborhood
WCRd of xn such that for every tAR and every xAW \fxng the pair ðusðt þ Þ; xÞ is a
strong inner pair, we also get that there exists a control set DCRd with nonvoid
interior and a pAXloce ð0Þ-V \fxng with fjðt; p; usÞ: tX0gCint D:
Remark 22. Note, that the control set D is not unique. The point pnATloce;rð0Þ in the
proof, which we get by the construction in Theorem 18, is not speciﬁed any further
(cf. Remark 19). In the case where dimXloce;r ¼ 1; the target Tloce;rð0Þ consist of
only two points, and thus the control ets D can be described in more detail (cf. [7,
Chapter 4]).
Fig. 6 illustrates the result of the Theorem 20. If we assume here (for better
illustration), that dimXloce ¼ 1; then for a given tAR; the ﬁber Xloce ð0Þ is just a
continuous curve in Rd through 0: We assume here, that the additional condition in
Theorem 20 (all the pairs fðusðt þ Þ;jðt; p; usÞÞ; tX0g are strong inner pairs) is
fulﬁlled. Now the result of the theorem is, that we can ﬁnd a point on the local
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unstable ﬁber bundle, such that if we apply the control function un (deﬁned as in
Theorem 18), then the corresponding trajectory lies in the interior of a control set D:
Note that we stated the theorem without using the targetTloce;r : But it is clear, that
for every r > 0 small enough, we get a corresponding control set Dr with
Tloce;rð0Þ-Dra0: The trajectory jðt; pn; unÞ seems to jump out of the local unstable
ﬁber bundleXloce ð0Þ for to0: This is due to the fact, that we have drawn here only the
ﬁber Xloce ð0Þ: For all to0 we have
jðt; pn; unÞ ¼jðt; pn; uhÞ
¼jðt; pn; uhÞAXloce ðtÞ:
Because Xloce ðtÞ is 2Y-periodic, we get for all kAN
jð2kY; pn; uhÞAXloce ð2kYÞ ¼ Xloce ð0Þ:
This explains the jumps. jðt; pn; uhÞ is an element of Xloce ðtÞ but we have drawn here
only Xloce ð0Þ: Thus for all kAN the trajectory jð2kY; pn; uhÞ hits Xloce ð0Þ and for all
other times it does not have to lie on Xloce ð0Þ:
Furthermore note, that from Theorem 20 it follows that for every tAR we can ﬁnd
a control set Dt and a ptAXloce ðtÞ-V \fxng with
fjðt; pt; uhðtþ Þ: to0gCint Dt;
fjðt; pt; usÞ: tX0gCint Dt;
cf. [7, Theorem 3.7.1].
Fig. 6. Illustration of the existence theorem.
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