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Abstract
Let A be a bounded linear operator from a couple (X0,X1) to a couple (Y0, Y1) such that the restrictions
of A on the end spaces X0 and X1 have bounded inverses defined on Y0 and Y1, respectively. We are
interested in the problem of how to determine if the restriction of A on the space (X0,X1)θ,q has a bounded
inverse defined on the space (Y0, Y1)θ,q . In this paper, we show that a solution to this problem can be given
in terms of indices of two subspaces of the kernel of the operator A on the space X0 +X1.
© 2012 Elsevier Inc. All rights reserved.
Keywords: Real interpolation; Invertibility of operators
1. Introduction
Everywhere below by A we will denote a bounded linear operator from a couple X = (X0,X1)
to a couple Y = (Y0, Y1) such that the restrictions of A on the end spaces X0 and X1 have
bounded inverses defined on Y0 and Y1, respectively. In this case, we will say that the operator A
is invertible on the end spaces.
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(X0,X1)θ,q has a bounded inverse defined on the space (Y0, Y1)θ,q . However, this conjecture is
wrong. As an example, let us consider the case when A is the Hardy minus identity operator, i.e.
A = H − I , where
Hf (t) = 1
t
t∫
0
f (s) ds,
then the operator A is a bounded linear operator from the couple (L1(
√
t, dt
t
), L1( 1√
t
, dt
t
)) to
itself and it is invertible on the end spaces. However, this operator does not have a bounded
inverse on the interpolation space L1(1, dt
t
) = (L1(√t, dt
t
),L1( 1√
t
, dt
t
)) 1
2 ,1
(see [10]).
This leads to the following problem.
Problem 1. Find necessary and sufficient conditions on the parameters θ ∈ (0,1) and q ∈ [1,∞]
such that the restriction of A on the space (X0,X1)θ,q has a bounded inverse defined on the space
(Y0, Y1)θ,q (in this case we will say that the operator A is invertible on (X0,X1)θ,q ).
A solution to this problem is the main result of this paper.
1.1. Summary of main results
Problem 1 is deeply connected with the difficult problem of interpolation of subspaces (see,
for example, Theorem 8 below), which was completely solved for one particular but important
case in the remarkable paper by Ivanov and Kalton [7], where the answer was formulated in
terms of the so-called dilation indices. Our main results are formulated in terms of indices that
are a generalization of dilation indices.
Let Ω ⊂ X0 + X1 and let us denote by Uα the set of all θ ∈ [0,1] such that there exists a
constant γ = γ (θ) > 0 for which
K(s, x;X0,X1) γ
(
s
t
)θ
K(t, x;X0,X1) (1.1)
holds for all x ∈ Ω and all 0 < s < t . Similarly, by Uβ we denote the set of all θ ∈ [0,1] such
that there exists a constant γ = γ (θ) > 0 for which
K(s, x;X0,X1) γ
(
s
t
)θ
K(t, x;X0,X1) (1.2)
holds for all x ∈ Ω and all 0 < s < t .
Since K(t, x;X0,X1) is a non-decreasing function on R+, therefore the set Uα contains the
point 0, it is a connected subinterval of [0,1] of the form [0, α) or [0, α], and the index α = α(Ω)
is defined as
α = sup{θ : θ ∈ Uα}.
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it is a connected subinterval of [0,1] of the form (β,1] or [β,1], and the index β = β(Ω) is
defined as
β = inf{θ ∈ Uβ}.
It is not difficult to prove that 0  α(Ω)  β(Ω)  1 and in the case when the set Ω consists
of just one element x, the indices α and β coincide with the dilation indices for K(·, x;X0,X1)
and can be expressed by the formulas:
α(x) = lim
t→0
log2(sups>0
K(ts,x;X0,X1)
K(s,x;X0,X1) )
log2 t
, β(x) = lim
t→∞
log2(sups>0
K(ts,x;X0,X1)
K(s,x;X0,X1) )
log2 t
.
To formulate the main result, let us fix the parameters θ ∈ (0,1) and q ∈ [1,∞] and define
two subspaces of the kernel
kerA = {x ∈ X0 +X1: Ax = 0}
by the formulas
V 0θ,q =
{
x ∈ kerA:
( 1∫
0
(
t−θK(t, x;X0,X1)
)q dt
t
) 1
q
< ∞
}
,
V 1θ,q =
{
x ∈ kerA:
( ∞∫
1
(
t−θK(t, x;X0,X1)
)q dt
t
) 1
q
< ∞
}
with the standard changes for q = ∞.
Theorem 1. An operator A is invertible on the space (X0,X1)θ,q if and only if
kerA = V 0θ,q ⊕ V 1θ,q
and
β
(
V 1θ,q
)
< θ < α
(
V 0θ,q
)
.
Thus to determine if an operator A is invertible on the space (X0,X1)θ,q we need to calculate
the spaces V 0θ,q and V 1θ,q and check the conditions of Theorem 1.
The next theorem shows that the indices α(V 0θ,q) and β(V 1θ,q) have the following geometrical
interpretation: they define the largest interval of invertibility that contains θ .
Theorem 2. Suppose that an operator A is invertible on the space (X0,X1)θ,q . Then for all
λ ∈ (β(V 1θ,q), α(V 0θ,q)) and all p ∈ [1,∞], it is invertible on the space (X0,X1)λ,p and
V 0 = V 0 , V 1 = V 1 .λ,p θ,q λ,p θ,q
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a) if β = β(V 1θ,q) > 0, then the operator A is not invertible on the space (X0,X1)β,p for all
p ∈ [1,∞];
b) if α = α(V 0θ,q) < 1, then the operator A is not invertible on the space (X0,X1)α,p for all
p ∈ [1,∞].
Let us consider several interesting results that follow from Theorems 1–2. Everywhere below,
for q ∈ [1,∞] by Ωq we denote the set
Ωq =
{
θ ∈ (0,1): A is invertible on the space (X0,X1)θ,q
}
.
In the paper [9] (see also [16] for q < ∞) it was shown that the set Ωq is open (even without the
restriction that the operator A is invertible on the end spaces) and therefore Ωq can be represented
as a finite or countable union of open intervals:
Ωq =
⋃
(ai, bi), (ai, bi)∩ (aj , bj ) = ∅, i = j. (1.3)
Moreover, Theorem 2 shows that the set Ωq is independent of q ∈ [1,∞] and so we can denote
it by ΩA. If the dimension of the kernel is finite, we can estimate the number of intervals (ai, bi)
in (1.3).
Theorem 3. Let A be a linear bounded operator from a couple (X0,X1) to a couple (Y0, Y1).
Suppose that the dimension of kerA is equal to n. Then the decomposition ΩA = ⋃(ai, bi)
consists of not more than n+ 1 intervals (ai, bi).
It should be mentioned that Theorem 3 holds without the condition that A is invertible on the
end spaces.
In some cases, it is possible to describe the set ΩA exactly:
Theorem 4. Suppose that kerA is finite-dimensional and has the basis {e1, . . . , en} such that the
closed intervals [α(ek), β(ek)], k = 1, . . . , n, are embedded in (0,1) and these intervals do not
intersect. Then the operator A is invertible on the space (X0,X1)θ,q if and only if θ does not lie
in these intervals, i.e.
θ ∈ (0,1) \
⋃
k
[
α(ek), β(ek)
]
.
A particular case of Theorem 4, which was proved earlier in [1], provides an example that is
important for applications:
Theorem 5. Suppose that kerA is finite-dimensional and has the basis {e1, . . . , en} such that
K(t, ei;X0,X1) ≈ tθi , i = 1, . . . , n,
where 0 < θ1 < · · · < θn < 1. Then the operator A is invertible on (X0,X1)θ,q if and only if θ is
not equal to θ1, . . . , θn.
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This paper consists of three parts. In the first part “Invertibility of operators for decomposable
interpolation functors” we obtain some general results, some of which (Theorem 6 and Corol-
lary 1) are used in the proofs later. The second part “Indices and invertibility for (X0,X1)θ,q
spaces” contains the main result (Theorem 1), and the third part “Corollaries” contains proofs of
Theorems 2–4.
Everywhere below, we will freely use standard facts on real interpolation (see the books [3]
and [4]).
1.3. Previous results and related problems
To the best of our knowledge, Problem 1 has not been considered before; however, some
particular cases were studied in [10] and [1]. In this paper we do not consider applications, but
we would like to note that Problem 1 is deeply connected with two problems important for PDE:
interpolation of Fredholm operators (see [5,8,6,13,14,16]) and interpolation of subspaces (see
[11,12,7,15,2]).
2. Invertibility of operators for decomposable interpolation functors
Everywhere below, A : X → Y is a bounded linear operator invertible on the end spaces and
F is an interpolation functor. We will say that the operator A : X → Y is invertible on the space
F( X) if the restriction of A on F( X), which maps F( X) to F( Y ), has a bounded inverse defined
on F( Y ).
In this section we will discuss the following problem.
Problem 2. Find necessary and sufficient conditions for an operator A to be invertible on F( X).
By kerA we will denote the kernel of A on the sum X0 +X1, i.e.
kerA = {x ∈ X0 +X1: Ax = 0}. (2.1)
The next proposition shows that Problem 2 is interesting only in the case when the kernel of
the operator A on the sum X0 +X1 is not equal to zero.
Proposition 1. If kerA = {0}, then A is invertible on F(X¯).
Proof. From invertibility of the operator A on the end spaces it follows that A(X0) = Y0 and
A(X1) = Y1. Therefore, the operator A : X0 + X1 → Y0 + Y1 is surjective. Since kerA = {0},
it is also injective. Then it is possible to define the inverse operator to A on the sum Y0 + Y1.
Clearly, this operator is a bounded linear operator from the couple Y = (Y0, Y1) to the coupleX = (X0,X1), so it maps F( Y ) into F( X) since F is an interpolation functor. As A maps F( X)
into F( Y ) injectively, the restriction of A−1 on the space F( Y ) is inverse to the restriction of the
operator A on F( X). 
Remark 1. From Proposition 1 it follows that if a couple X = (X0,X1) is ordered, i.e. X0 ⊂ X1,
then kerA = {0} on the sum X0 +X1 = X1 and therefore the operator A is invertible on F(X¯).
212 I. Asekritova, N. Kruglyak / Journal of Functional Analysis 264 (2013) 207–245Definition 1. We will say that an interpolation functor F has the decomposition property on the
couple X if
F( X) = F( X)∩X0 + F( X)∩X1. (2.2)
Later on we will show that all K-functors possess the decomposition property. Now we will
focus on necessary and sufficient conditions for invertibility of A for a general interpolation
functor F with the decomposition property.
Let us consider two special subspaces of kerA:
V0 =
{
x ∈ kerA: x = x0 + x1, x0 ∈ F( X)∩X0, x1 ∈ X1
}
, (2.3)
V1 =
{
x ∈ kerA: x = x0 + x1, x0 ∈ X0, x1 ∈ F( X)∩X1
}
. (2.4)
Remark 2. In the definition of V0 we take such x ∈ kerA for which there exists a decomposi-
tion x = x0 + x1 such that x0 ∈ F( X) ∩ X0, x1 ∈ X1. However, if the element x has one such
decomposition, then any decomposition x = x˜0 + x˜1, x˜0 ∈ X0, x˜1 ∈ X1, has the same prop-
erty. Indeed, from x0 + x1 = x˜0 + x˜1 it follows that x0 − x˜0 = x˜1 − x1 = u ∈ X0 ∩ X1. Then
x˜0 = x0 − u ∈ F( X)∩X0, i.e. the decomposition x = x˜0 + x˜1 has the property x˜0 ∈ F( X)∩X0,
x˜1 ∈ X1. A similar property holds for the space V1.
To formulate the result we define
PX0(V0) = {x0 ∈ X0: there exists x ∈ V0 such that x = x0 + x1, x1 ∈ X1} (2.5)
and, similarly,
PX1(V1) = {x1 ∈ X1: there exists x ∈ V1 such that x = x0 + x1, x0 ∈ X0}. (2.6)
Clearly, PX0(V0) is a subspace of F( X)∩X0 and PX1(V1) is a subspace of F( X)∩X1.
The main result of this section is the following theorem.
Theorem 6. Suppose that a functor F has the decomposition property on some couples X and Y .
Then for invertibility of an operator A on F( X) it is necessary and sufficient that, firstly,
kerA = V0 ⊕ V1, (2.7)
and, secondly,
F( Y )∩ Y0 = A
(
F( X)∩X0
)+A(PX1(V1)), (2.8)
F( Y )∩ Y1 = A
(
F( X)∩X1
)+A(PX0(V0)), (2.9)
where in the right-hand sides we have an algebraic sum of two linear spaces.
I. Asekritova, N. Kruglyak / Journal of Functional Analysis 264 (2013) 207–245 213Proof. Suppose that the operator A is invertible on F( X). We start with the proof of necessity
of (2.7). If x ∈ V0 ∩ V1, then x ∈ kerA and from Remark 2 it follows that for any decomposi-
tion x = x0 + x1, x0 ∈ X0, x1 ∈ X1, we have x0 ∈ F( X) and x1 ∈ F( X). So x ∈ F( X) ∩ kerA
and therefore from invertibility of A on F( X) it follows that x = 0. We have proved that
V0 ∩ V1 = {0}.
Let us now prove that kerA = V0 + V1. Let us take an element x ∈ kerA and consider some
decomposition x = x0 + x1, x0 ∈ X0, x1 ∈ X1. Then from Ax = 0 it follows that
Ax0 = −Ax1 ∈ Y0 ∩ Y1.
As Y0 ∩ Y1 ⊂ F( Y ), from invertibility of the operator A on F( X) it follows that there exists an
element u ∈ F( X) such that
Ax0 = −Ax1 = Au (2.10)
and we can consider the decomposition
x = x0 − u+ x1 + u.
From (2.10) it follows that x0 −u and x1 +u are elements from kerA and therefore we only need
to show that x0 − u ∈ V1 and x1 + u ∈ V0. Since u ∈ F( X), from the decomposition property of
the functor F on the couple X we see that there exists a decomposition u = u0 + u1 such that
u0 ∈ F( X)∩X0 and u1 ∈ F( X)∩X1.
As x0 −u = x0 −u0 −u1 and x0 −u0 ∈ X0, −u1 ∈ X1 ∩F(X¯), hence x0 −u ∈ V1. Similarly,
from x1 + u = u0 + x1 + u1 with u0 ∈ F( X)∩X0 and x1 + u1 ∈ X1 it follows that x1 + u ∈ V0.
Thus the property ker(A) = V0 ⊕ V1 is proved.
Now we will show that from invertibility of the operator A on F( X) follows (2.8). Obviously,
A(F( X)∩X0) ⊂ F( Y )∩ Y0, therefore to prove the embedding
A
(
F( X)∩X0
)+A(PX1(V1))⊂ F( Y )∩ Y0
it is enough to show A(PX1(V1)) ⊂ F( Y ) ∩ Y0. Observe that if x1 ∈ PX1(V1) then there exists
x ∈ V1 such that x = x0 + x1 with x0 ∈ X0 and x1 ∈ F( X)∩X1. Since x ∈ V1 ⊂ kerA, we have
Ax1 = −Ax0 ∈ F( Y )∩ Y0 and the embedding is proved.
To show the opposite embedding
F( Y )∩ Y0 ⊂ A
(
F( X)∩X0
)+A(PX1(V1))
let us take an element y ∈ F( Y ) ∩ Y0. Then from invertibility of the operator A on X0 and on
F( X) we see that it is possible to find elements u0 ∈ X0 and x ∈ F( X) such that Au0 = y and
Ax = y. As kerA = V0 ⊕ V1, therefore the element x − u0 ∈ kerA = V0 ⊕ V1 can be written as
x − u0 = v0 + v1, v0 ∈ V0, v1 ∈ V1.
The elements v0, v1 can be decomposed as
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v1 = v10 + v11, v10 ∈ X0, v11 ∈ F( X)∩X1. (2.12)
Then
x − u0 = v00 + v01 + v10 + v11,
which can be rewritten as
x − v00 − v11 =
(
u0 + v10
)+ v01 .
Since x − v00 − v11 ∈ F( X) and the functor F possesses the decomposition property on the cou-
ple X, the elements u0 + v10 ∈ X0, v01 ∈ X1 also belong to F( X). So from (2.11) it follows that
v0 = v00 + v01 ∈ F( X). Since v0 ∈ kerA and A is invertible on F( X), therefore v0 = 0. Hence
x = u0 + v10 + v11 .
As v11 ∈ F( X) ∩ X1, from the decomposition property of the functor F on the couple X we
obtain u0 + v10 ∈ F( X)∩X0. From (2.12) we see that v11 ∈ PX1(V1), therefore
y = Ax = A(u0 + v10)+A(v11)⊂ A(F( X)∩X0)+A(PX1(V1))
and we have proved the necessity of (2.8).
The necessity of (2.9) can be proved similarly. We have shown that the conditions (2.7)–(2.9)
are necessary for invertibility of the operator A on F( X).
Let us now prove that the conditions (2.7)–(2.9) are sufficient. First, let us show that the
operator A is injective on F( X). Suppose the contrary, i.e. there exists an element x = 0 that
belongs to kerA ∩ F( X). Then from the decomposition property of the functor F we see that
x = x0 + x1, where x0 ∈ F( X) ∩ X0 and x1 ∈ F( X) ∩ X1. Thus x ∈ V0 ∩ V1 and from (2.7) we
see that x = 0. Hence the operator A is injective on F( X) and to prove that A is invertibile on
F( X) we only need to show that A maps F( X) onto F( Y ). From the decomposition property of
the functor F for the couple Y we have
F( Y ) = F( Y )∩ Y0 + F( Y )∩ Y1,
and therefore it is enough to prove that F( Y ) ∩ Y0 ⊂ A(F( X)) and F( Y ) ∩ Y1 ⊂ A(F( X)). To
prove the first embedding, we use the equality (2.8)
F( Y )∩ Y0 = A
(
F( X)∩X0
)+A(PX1(V1))
and the fact that F( X) ∩ X0 ⊂ F( X), PX1(V1) ⊂ F( X). The second embedding F( Y ) ∩ Y1 ⊂
A(F( X)) can be proved similarly. 
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In the case when kerA is a finite-dimensional subspace of X0 + X1 it is possible to simplify
the conditions of Theorem 6. Let us denote by g1, . . . , gn the basis of the space V0 and by
h1, . . . , hm – the basis of the space V1. Let also
gi = gi0 + gi1, i = 1, . . . , n, and hj = hj0 + hj1, j = 1, . . . ,m,
where gi0, h
j
0 ∈ X0, gi1, hj1 ∈ X1, i = 1, . . . , n, j = 1, . . . ,m.
Theorem 7. Suppose that kerA is finite-dimensional and an interpolation functor F has the
decomposition property on the couples X and Y . Then for invertibility of the operator A on
F( X) it is necessary and sufficient that, firstly, the following decomposition holds:
kerA = V0 ⊕ V1, (2.13)
and, secondly,
F( Y )∩ Y0 = A
(
F( X)∩X0
)⊕ span{A(h11), . . . ,A(hm1 )}, (2.14)
F( Y )∩ Y1 = A
(
F( X)∩X1
)⊕ span{A(g10), . . . ,A(gn0 )}, (2.15)
where in the right-hand sides we have a direct sum of spaces.
Proof. We only need to show that from the conditions (2.7)–(2.9) follow the equalities
A
(
F( X)∩X0
)+A(PX1(V1))= A(F(X¯)∩X0)⊕ span{A(h11), . . . ,A(hm1 )} (2.16)
and
A
(
F( X)∩X1
)+A(PX0(V0))= A(F(X¯)∩X1)⊕ span{A(g10), . . . ,A(gn0 )}. (2.17)
Then Theorem 7 will follow from Theorem 6. Here we will prove (2.16); the proof of (2.17) is
similar.
Since h11, . . . , h
m
1 ∈ PX1(V1), therefore
A
(
F( X)∩X0
)+ span{A(h11), . . . ,A(hm1 )}⊂ A(F( X)∩X0)+A(PX1(V1)).
Thus it is enough to show that:
i) the elements A(h11), . . . ,A(hm1 ) are linearly independent,
ii) A(F( X)∩X0)∩ span{A(h11), . . . ,A(hm1 )} = {0},
iii) A(PX (V1)) ⊂ A(F( X)∩X0)+ span{A(h1), . . . ,A(hm)}.1 1 1
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exists h ∈ V1 such that h = u0 + u1 with u0 ∈ X0. Since
h = c1h1 + · · · + cmhm,
therefore
u1 −
(
c1h
1
1 + · · · + cmhm1
)= −u0 + (c1h10 + · · · + cmhm0 ) ∈ X0 ∩X1.
So
u1 = c1h11 + · · · + cmhm1 + z,
where z is some element from X0 ∩X1. Hence
Au1 = A(z)+ c1A
(
h11
)+ · · · + cmA(hm1 ) ∈ A(F( X)∩X0)
+ span{A(h11), . . . ,A(hm1 )}
and iii) is proved.
Let us prove i). If the vectors A(h11), . . . ,A(hm1 ) are linearly dependent, then there exist num-
bers c1, . . . , cm not all equal to zero such that
A
(
c1h
1
1 + · · · + cmhm1
)= 0.
As c1h11 + · · · + cmhm1 ∈ X1 and kerA∩X1 = {0} therefore c1h11 + · · · + cmhm1 = 0 and
c1h
1 + · · · + cmhm = c1h11 + · · · + cmhm1 + c1h10 + · · · + cmhm0 ∈ X0,
which is impossible because the vectors h1, . . . , hm are independent and kerA∩X0 = {0}.
To prove ii), let us take an element y ∈ A(F( X)∩X0)∩ span{A(h11), . . . ,A(hm1 )}. Then there
exists an element x0 ∈ F( X)∩X0 such that Ax0 = y and also an element
c1h
1
1 + · · · + cmhm1 ∈ F( X)∩X1 (2.18)
such that
c1A
(
h11
)+ · · · + cmA(hm1 )= y.
Then
u = c1h11 + · · · + cmhm1 − x0 ∈ F( X)∩ kerA.
So u ∈ kerA and therefore
c1h
1 + · · · + cmhm − u = c1h1 + · · · + cmhm + x0 ∈ X0 ∩ kerA.0 0
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c1h
1
0 + · · · + cmhm0 + x0 = 0.
Then from x0 ∈ F( X)∩X0 and (2.18) it follows that
c1h
1 + · · · + cmhm ∈ V0 ∩ V1,
which contradicts (2.13) if not all c1, . . . , cm are equal to zero. 
Note that the conditions (2.14)–(2.15) show that the codimension of the space A(F( X)∩X0)
in the space F( Y ) ∩ Y0 is equal to the dimension of the space V1; and the codimension of the
space A(F( X) ∩ X1) in the space F( Y ) ∩ Y1 is equal to the dimension of the space V0. Thus
Theorem 7 can be reformulated in terms of dimensions:
Theorem 8. Suppose that kerA is a finite-dimensional subspace of X0 +X1 and an interpolation
functor F has the decomposition property on the couples X and Y . Then for invertibility of the
operator A on F( X) the following three conditions are necessary and sufficient:
i) kerA = V0 ⊕ V1,
ii) the codimension of the space A(F( X)∩X0) in the space F( Y )∩Y0 is equal to the dimension
of the space V1,
iii) the codimension of the space A(F( X)∩X1) in the space F( Y )∩Y1 is equal to the dimension
of the space V0.
Proof. Necessity follows from Theorem 7. To prove sufficiency, it is enough to show that the
conditions (2.14)–(2.15) are satisfied. Note that from the fact that dim(kerA) < ∞ it follows
that we can take a basis h1, . . . , hm in V1. Then in the same way as in Theorem 7 we can show
that the space span{A(h11), . . . ,A(hm1 )} has the dimension m = dimV1 and
span
{
A
(
h11
)
, . . . ,A
(
hm1
)}∩A(F( X)∩X0)= {0}.
Moreover, as A(hk) = 0, k = 1, . . . ,m, therefore A(hk1) = −A(hk0) ∈ Y0 ∩ Y1 ⊂ F( Y ) ∩ Y0, so
the space span{A(h11), . . . ,A(hm1 )} is an m-dimensional subspace of F( Y ) ∩ Y0. Then from ii)
we obtain (2.14). Similarly, from the condition iii) follows (2.15). 
2.2. The strong decomposition property and a reformulation of the theorems
As we will show in the next subsection, K-functors satisfy the following property which gives
the decomposition property.
Definition 2. We will say that an interpolation functor F satisfies the strong decomposition prop-
erty on a couple X = (X0,X1) if
F(X0,X1) = F(X0,X0 ∩X1)+ F(X0 ∩X1,X1). (2.19)
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position property.
Proposition 2. If an interpolation functor F satisfies the property (2.19) on a couple X, then
with the equivalence of norms we have
F(X0,X0 ∩X1) = F( X)∩X0, F (X0 ∩X1,X1) = F( X)∩X1, (2.20)
and therefore from (2.19) it follows that
F( X) = F( X)∩X0 + F( X)∩X1,
i.e. the functor F satisfies the decomposition property on the couple X.
Proof. As X0 ∩ X1 ⊂ X0 therefore F(X0,X0 ∩ X1) ⊂ X0 and from X0 ∩ X1 ⊂ X1 it follows
that F(X0,X0 ∩X1) ⊂ F(X0,X1). So we have a continuous embedding
F(X0,X0 ∩X1) ⊂ F(X0,X1)∩X0.
To prove the opposite embedding let us consider an element x ∈ F(X0,X1) ∩ X0. Then
from (2.19) it follows that
x ∈ F(X0,X0 ∩X1)+ F(X0 ∩X1,X1),
so x = x0 +x1 with x0 ∈ F(X0,X0 ∩X1) and x1 ∈ F(X0 ∩X1,X1) ⊂ X1. Therefore x−x0 ∈ X0
as x ∈ X0 and x − x0 = x1 ∈ X1. So x − x0 ⊂ X0 ∩ X1 ⊂ F(X0,X0 ∩ X1) and hence x ∈
F(X0,X0 ∩ X1) and the Banach space F(X0,X0 ∩ X1) coincides with F(X0,X1) ∩ X0. Thus
from the Banach theorem on inverse operator we see that the norms are equivalent and we have
the first equality in (2.20). The second equality in (2.20) can be proved similarly. 
The strong decomposition property allows us to reformulate Theorems 6–8 in another useful
way. Let us denote by N the image of the space X0 ∩X1 under the action of the operator A, i.e.
the set
N = {y ∈ Y0 + Y1: y = Ax, x ∈ X0 ∩X1}. (2.21)
Clearly, N is a linear subspace of Y0 + Y1. Moreover, as the operator A is invertible on the end
spaces X0, X1, therefore for any y ∈ N we can find exactly one element x = x(y) ∈ X0 ∩ X1
such that Ax = y and
‖y‖Y0∩Y1 ≈ ‖x‖X0∩X1
with the constant of equivalence independent of y ∈ N . Since X0 ∩ X1 is the Banach space in
the norm
‖x‖X ∩X = max
(‖x‖X ,‖x‖X ),0 1 0 1
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we will consider this norm on N .
Proposition 3. Suppose that an interpolation functor F has the strong decomposition property
on some couples X and Y˜ . Then with the equivalence of norms we have the equalities
A
(
F( X)∩X0
)= F(Y0,N), A(F( X)∩X1)= F(N,Y1). (2.22)
Proof. From Proposition 2 we see that
F( X)∩X0 = F(X0,X0 ∩X1),
so A(F( X) ∩ X0) = A(F(X0,X0 ∩ X1)). Since the operator A maps the couple (X0,X0 ∩ X1)
to the couple (Y0,N) and is invertible on the end spaces X0 and X0 ∩X1, and since its kernel is
equal to zero, therefore from Proposition 1 we obtain
A
(
F(X0,X0 ∩X1)
)= F(Y0,N).
Hence
A
(
F( X)∩X0
)= F(Y0,N).
The proof of the second equality in (2.22) is similar. 
Remark 3 (Reformulation of Theorem 6). From Propositions 2 and 3 it follows that if a functor F
has the strong decomposition property on some couples X and Y , then the conditions (2.8)–(2.9)
of Theorem 6 can be written as
F(Y0, Y0 ∩ Y1) = F(Y0,N)+A
(
PX1(V1)
)
,
F (Y0 ∩ Y1, Y1) = F(N,Y1)+A
(
PX0(V0)
)
.
Remark 4 (Reformulation of Theorem 8). When the dimension of kerA is finite, then Theorem 8
can be formulated in the following way: Suppose that a functor F satisfies the strong decompo-
sition property on the couples X and Y and the dimension of kerA is finite. Then for invertibility
of A on F( X) it is necessary and sufficient that:
i) kerA = V0 ⊕ V1,
ii) the codimension of the space F(Y0,N) in the space F(Y0, Y0 ∩Y1) is equal to the dimension
of the space V1,
iii) the codimension of the space F(N,Y1) in the space F(Y0 ∩Y1, Y1) is equal to the dimension
of the space V0.
Note that since N is a closed subspace of Y0 ∩ Y1 therefore the conditions ii) and iii) can be
interpreted as connected with interpolation of subspaces.
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Let Ψ be a parameter of the K-method, i.e. let Ψ be a functional Banach space on R+ =
(0,∞) with the following properties:
a) min(1, t) ∈ Ψ ,
b) if |g| |f | and f ∈ Ψ then g ∈ Ψ and ‖g‖Ψ  ‖f ‖Ψ .
Then the interpolation functor KΨ is defined on the couple X = (X0,X1) by the norm
‖x‖
KΨ ( X) =
∥∥K(·, x; X)∥∥
Ψ
,
where
K(t, x; X) = inf
x=x0+x1
(‖x0‖X0 + t‖x1‖X1), t > 0,
is Peetre’s K-functional.
Proposition 4. If F = KΨ then the functor F possesses the strong decomposition property, i.e.
for all couples (X0,X1) holds
F(X0,X1) = F(X0,X0 ∩X1)+ F(X0 ∩X1,X1). (2.23)
Proof. From F(X0,X0 ∩X1) ⊂ F(X0,X1) and F(X0 ∩X1,X1) ⊂ F(X0,X1) we have
F(X0,X0 ∩X1)+ F(X0 ∩X1,X1) ⊂ F(X0,X1)
and therefore we only need to prove the opposite embedding. Suppose that x ∈ KΨ (X0,X1).
From the definition of the K-functional it follows that for any t > 0 there exists a decomposition
x = x0(t)+ x1(t)
such that
∥∥x0(t)∥∥X0 + t∥∥x1(t)∥∥X1  2K(t, x;X0,X1).
If we take x0 = x0(1) and x1 = x1(1) then
K(t, x0;X0,X0 ∩X1) 5 ·
{
K(t, x;X0,X1), t  1,
K(1, x;X0,X1), t  1, (2.24)
and
K(t, x1;X0 ∩X1,X1) 5 ·
{
tK(1, x;X0,X1), t  1,
K(t, x;X0,X1), t  1. (2.25)
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therefore for t < 1 we have
t
∥∥x0 − x0(t)∥∥X0∩X1 = t max(∥∥x0 − x0(t)∥∥X0,∥∥x1(t)− x1∥∥X1)
 2K(t, x;X0,X1)+ t max
(‖x0‖X0,‖x1‖X1)
 2K(t, x;X0,X1)+ 2tK(1, x;X0,X1) 4K(t, x;X0,X1).
Therefore, for t < 1 we have
K(t, x0;X0,X0 ∩X1)
∥∥x0(t)∥∥X0 + t∥∥x0 − x0(t)∥∥X0∩X1  5K(t, x;X0,X1)
and for t  1 we have
K(t, x0;X0,X0 ∩X1) ‖x0‖X0  2K(1, x;X0,X1).
These inequalities imply (2.24). The inequality (2.25) can be proved similarly. Inequalities
(2.24), (2.25) imply
K(t, x0;X0,X0 ∩X1) 5K(t, x;X0,X1),
K(t, x1;X0 ∩X1,X1) 5K(t, x;X0,X1) (2.26)
from which immediately follows (2.23). 
To formulate necessary and sufficient conditions for K-functors, it is useful to describe the
spaces V0, V1 for the interpolation functor KΨ in the following way. Let
V0,Ψ =
{
x ∈ kerA: K(·, x; X)χ(0,1] ∈ Ψ
} (2.27)
and
V1,Ψ =
{
x ∈ kerA: K(·, x; X)χ[1,∞) ∈ Ψ
}
. (2.28)
Proposition 5. If F = KΨ then
V0 = V0,Ψ , V1 = V1,Ψ . (2.29)
Proof. If x ∈ V0 then there exists a decomposition x = x0 + x1 such that x0 ∈ KΨ ( X) ∩ X0,
x1 ∈ X1. As
K(t, x; X)K(t, x0; X)+K(t, x1; X)K(t, x0; X)+ t‖x1‖X1
and for t  1 the function K(t, x0; X)+ t‖x1‖X1 belongs to Ψ , therefore x ∈ V0,Ψ and we have
V0 ⊂ V0,Ψ .
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such that
‖x0‖X0 + ‖x1‖X1  2K(1, x;X0,X1).
In the proof of Proposition 4 it was shown that the estimate (2.24) holds. Since x ∈ V0,Ψ therefore
K(·, x; X)χ(0,1] ∈ Ψ and from (2.24) it follows that x0 ∈ KΨ ( X) ∩ X0, i.e. x ∈ V0 and we have
V0,Ψ ⊂ V0.
The second equality in (2.29) can be proved similarly. 
Now we are ready to formulate an analog of Theorem 6 for the functor KΨ . Let us recall that
N = A(X0 ∩X1) is a closed subspace of Y0 ∩ Y1.
Theorem 9. For invertibility of an operator A on KΨ ( X) it is necessary and sufficient that,
firstly,
kerA = V0,Ψ ⊕ V1,Ψ , (2.30)
and, secondly,
KΨ (Y0, Y0 ∩ Y1) = KΨ (Y0,N)+A
(
PX1(V1,Ψ )
)
, (2.31)
KΨ (Y0 ∩ Y1, Y1) = KΨ (N,Y1)+A
(
PX0(V1,Ψ )
)
. (2.32)
where in the right-hand sides we have an algebraic sum of spaces.
Proof. Since the interpolation functor KΨ ( X) possesses the strong decomposition property,
Proposition 5 and Remark 3 can be used to obtain Theorem 9 from Theorem 6. 
Theorem 10. Suppose that kerA is a finite-dimensional subspace of X0 + X1. Then for invert-
ibility of the operator A on KΨ ( X), the following three conditions are necessary and sufficient:
i) kerA = V0,Ψ ⊕ V1,Ψ ,
ii) the codimension of the space KΨ (Y0,N) in the space KΨ (Y0, Y0 ∩ Y1) is equal to the di-
mension of the space V1,Ψ ,
iii) the codimension of the space KΨ (N,Y1) in the space KΨ (Y0 ∩ Y1, Y1) is equal to the di-
mension of the space V0,Ψ .
Proof. Since the interpolation functor KΨ ( X) possesses the strong decomposition property,
Proposition 5 and Remark 3 can be used to obtain Theorem 10 from Theorem 8. 
2.4. An important corollary for (θ, q)-spaces
Let us consider the case when Ψ , a parameter of the K-functional, is a (θ, q)-parameter, i.e.
Ψ = Ψθ,q , where the norm on Ψθ,q is given by the formula
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( ∞∫
0
(
t−θ
∣∣f (t)∣∣)q dt
t
) 1
q
(2.33)
for 1 q < ∞, θ ∈ (0,1), and
‖f ‖Ψθ,q = sup
t>0
t−θ
∣∣f (t)∣∣ (2.34)
for q = ∞, θ ∈ (0,1). In this case instead of KΨθ,q we will write Kθ,q or Kθ,q( X) = (X0,X1)θ,q .
We also note that the spaces V 0θ,q = V0,Ψθ,q and V 1θ,q = V1,Ψθ,q have the exact descriptions
V 0θ,q =
{
x ∈ kerA:
( 1∫
0
(
t−θK(t, x;X0,X1)
)q dt
t
) 1
q
< ∞
}
, (2.35)
V 1θ,q =
{
x ∈ kerA:
( ∞∫
1
(
t−θK(t, x;X0,X1)
)q dt
t
) 1
q
< ∞
}
(2.36)
for q < ∞ and
V 0θ,q =
{
x ∈ kerA: sup
1t>0
t−θK(t, x;X0,X1) < ∞
}
, (2.37)
V 1θ,q =
{
x ∈ kerA: sup
1t<∞
t−θK(t, x;X0,X1) < ∞
}
(2.38)
for q = ∞.
From Proposition 5 we have
V 0θ,q =
{
x ∈ kerA: x = x0 + x1, x0 ∈ X0 ∩ (X0,X1)θ,q , x1 ∈ X1
} (2.39)
and
V 1θ,q =
{
x ∈ kerA: x = x0 + x1, x0 ∈ X0, x1 ∈ X1 ∩ (X0,X1)θ,q
}
. (2.40)
Then from Theorem 10 follows the next important corollary.
Corollary 1. Suppose that kerA is one-dimensional, i.e. kerA = span{f∗} and the norm on
A(X0 ∩X1) is induced by the norm on Y0 ∩ Y1. Then
a) if V 0λ,q = span{f∗} and V 1λ,q = {0}, then for invertibility of the operator A on (X0,X1)λ,q it
is necessary and sufficient that
(
Y0,A(X0 ∩X1)
)
λ,q
= (Y0, Y0 ∩ Y1)λ,q
and (A(X0 ∩X1), Y1)λ,q is a closed subspace of codimension one in (Y0 ∩ Y1, Y1)λ,q ;
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is necessary and sufficient that
(
A(X0 ∩X1), Y1
)
λ,q
= (Y0 ∩ Y1, Y1)λ,q
and (Y0,A(X0 ∩X1))λ,q is a closed subspace of codimension one in (Y0, Y0 ∩ Y1)λ,q .
3. Indices and invertibility for (X0,X1)θ,q spaces
Developed in the previous section necessary and sufficient conditions for invertibility of an
operator A : (X0,X1) → (Y0, Y1) on spaces KΨ contain complicated conditions (2.31)–(2.32),
which can be difficult to verify. The main result of this section shows that for the spaces
(X0,X1)θ,q , necessary and sufficient conditions can be written in terms of a generalization of
dilation indices introduced in the Introduction, see the formulas (1.1)–(1.2).
To formulate the result we recall that for Ψ = Ψθ,q the spaces V0,Ψ and V1,Ψ (see (2.27)–
(2.28) and Proposition 5) have the form
V 0θ,q =
{
x ∈ kerA:
( 1∫
0
(
t−θK(t, x;X0,X1)
)q dt
t
) 1
q
< ∞
}
, (3.1)
V 1θ,q =
{
x ∈ kerA:
( ∞∫
1
(
t−θK(t, x;X0,X1)
)q dt
t
) 1
q
< ∞
}
, (3.2)
with the standard changes for q = ∞.
The next theorem gives necessary and sufficient conditions on invertibility of an operator A
for the space (X0,X1)θ,q in terms of indices.
Theorem 11. An operator A is invertible on the space (X0,X1)θ∗,q∗ if and only if
kerA = V 0θ∗,q∗ ⊕ V 1θ∗,q∗ (3.3)
and
β
(
V 1θ∗,q∗
)
< θ∗ < α
(
V 0θ∗,q∗
)
. (3.4)
Thus to verify if an operator A is invertible on the space (X0,X1)θ∗,q∗ , we need to calculate
the spaces V 0θ∗,q∗ , V
1
θ∗,q∗ and then check the conditions (3.3)–(3.4).
In the proofs we will use the following theorem (see [9]; see also [16] for q < ∞).
Theorem 12. Let A : (X0,X1) → (Y0, Y1) be a bounded linear operator (we do not assume that
the operator A is invertible on the end spaces). Suppose that A : (X0,X1)θ0,q0 → (Y0, Y1)θ0,q0 is
invertible. Then there exists ε > 0 such that for all |θ − θ0| < ε the operator A : (X0,X1)θ,q0 →
(Y0, Y1)θ,q0 is invertible.
The following remark will play a very important role in the proof.
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can be estimated from below by a constant c > 0, which depends on θ0, q0, and the constants
‖A‖X0→Y0 , ‖A‖X1→Y1 and ‖A−1‖(Y0,Y1)θ0,q0→(X0,X1)θ0,q0 .
3.1. Two lemmas for the sufficient condition
Let V 0 and V 1 be two subsets of X0 +X1.
Lemma 1. Suppose that α = α(V 0) > β(V 1) = β , then for any elements v0 ∈ V 0, v1 ∈ V 1 we
have
K
(
t, v0 + v1; X)≈ K(t, v0; X)+K(t, v1; X) (3.5)
with the constants of equivalence independent of t > 0, v0 ∈ V 0, and v1 ∈ V 1.
Proof. We only need to prove the inequality
K
(
t, v0; X)+K(t, v1; X) γK(t, v0 + v1; X)
with some constant γ > 0 independent of t > 0, v0 ∈ V 0, and v1 ∈ V 1. Let us start with the case
when for a given t > 0 we have
K
(
t, v1; X)K(t, v0; X).
Then for any T  1 from K(t, v0 + v1;X0,X1)/t K(T t, v0 + v1;X0,X1)/(T t) we have
K
(
t, v0 + v1; X) 1
T
K
(
T t, v0 + v1; X) 1
T
K
(
T t, v0; X)− 1
T
K
(
T t, v1; X).
As v0 ∈ V 0 and v1 ∈ V 1 therefore (from the definition of indices) for any ε > 0 we have
K
(
T t, v0; X) γ1T α−εK(t, v0; X), K(T t, v1; X) γ2T β+εK(t, v1; X)
with γ1, γ2 > 0 independent of t > 0, v0 ∈ V0, and v1 ∈ V1. Therefore
K
(
t, v0 + v1; X) 1
T
γ1T
α−εK
(
t, v0; X)− 1
T
γ2T
β+εK
(
t, v1; X)
K
(
t, v0; X)( 1
T
γ1T
α−ε − 1
T
γ2T
β+ε
)
.
For sufficiently small ε > 0 we have α − ε > β + ε. Hence we can find T  1 independent of
t > 0, v0 ∈ V 0, and v1 ∈ V 1 such that
1
T
γ1T
α−ε − 1
T
γ2T
β+ε  γ > 0.
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K
(
t, v0 + v1; X) γK(t, v0; X) γ
2
(
K
(
t, v0; X)+K(t, v1; X)).
Now we consider the case when
K
(
t, v1; X)K(t, v0; X).
We will use the fact that for any T  1 we have
K
(
t, v0 + v1; X)K( t
T
, v0 + v1; X
)
K
(
t
T
, v1; X
)
−K
(
t
T
, v0; X
)
.
Since
K
(
t, v0; X) γ1T α−εK
(
t
T
, v0; X
)
, K
(
t, v1; X) γ2T β+εK
(
t
T
, v1; X
)
therefore
K
(
t, v0 + v1; X) K(t, v1; X)
γ2T β+ε
− K(t, v
0; X)
γ1T α−ε
K
(
t, v1; X)( 1
γ2T β+ε
− 1
γ1T α−ε
)
.
For sufficiently small ε > 0 we have α − ε > β + ε. Thus we can find T  1 such that
1
γ2T β+ε
− 1
γ1T α−ε
 γ > 0.
For such T we have
K
(
t, v0 + v1; X) γK(t, v1; X) γ
2
(
K
(
t, v0; X)+K(t, v1; X)). 
Lemma 2. Suppose that there exist two linear subspaces V0,V1 ∈ kerA such that
kerA = V0 ⊕ V1
and
α = α(V0) > β(V1) = β.
Then for any θ ∈ (β,α) and any 1 q ∞, the operator A is invertible on (X0,X1)θ,q .
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kerA ∩ (X0,X1)θ,q then K(t, x; X) γ tθ and x = v0 + v1, where v0 ∈ V0, v1 ∈ V1. Therefore
from Lemma 1 it follows that
K(t, v0; X)+K(t, v1; X) ≈ K(t, x; X) γ tθ . (3.6)
As v0 ∈ V0 then for t  1 we have
K(t, v0; X) γ tα−εK(1, v0; X). (3.7)
Since for sufficiently small ε > 0 we have α−ε > θ , then (3.7) contradicts (3.6) if v0 = 0. Hence
v0 = 0. Similarly, since v1 ∈ V1 therefore for t  1 we have
K(1, v1; X) γ
(
1
t
)β+ε
K(t, v1; X)
with the constant γ > 0 independent of t  1. This inequality can be rewritten as
K(t, v1; X) γ tβ+εK(1, v1; X).
Moreover, for sufficiently small ε > 0 we have β + ε < θ , therefore this inequality contradicts
the inequality (3.6) if v1 = 0. So v1 = 0 and therefore x = 0. We have shown that
kerA∩ (X0,X1)θ,q = {0}.
To prove that the operator A : (X0,X1)θ,q → (Y0, Y1)θ,q is invertible it is enough to show
that A maps (X0,X1)θ,q onto (Y0, Y1)θ,q . To prove this, let us take y ∈ (Y0, Y1)θ,q and show that
there exists x ∈ (X0,X1)θ,q such that
Ax = y.
As y ∈ (Y0, Y1)θ,q then y can be written as a sum y =∑k∈Z yk (convergence in Y0 + Y1) such
that
(∑
k∈Z
(
2−θkJ
(
2k, yk;Y0, Y1
))q) 1q  γ ‖y‖θ,q .
The operator A is invertible on X0 and X1, therefore it is possible to find elements xk0 ∈ X0,
xk1 ∈ X1, k ∈ Z such that
Axk0 = Axk1 = yk, k ∈ Z,
and
∥∥xk∥∥  γ ‖yk‖X , ∥∥xk∥∥  γ ‖yk‖X .0 X0 0 1 X1 1
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xk0 − vk1 = vk0 + xk1
and we can consider the sum
∑
k∈Z(xk0 − vk1). We need to show that this sum converges in
X0 +X1 to some element x
x =
∑
k∈Z
(
xk0 − vk1
)
that belongs to (X0,X1)θ,q and for which Ax = y. We use the estimate
K
(
2n, x; X)∑
k∈Z
K
(
2n, xk0 − vk1; X
)
=
∑
kn
K
(
2n, xk0 − vk1; X
)+∑
k>n
K
(
2n, vk0 + xk1 ; X
)

∑
kn
K
(
2n, xk0 ; X
)+∑
k>n
K
(
2n, xk1 ; X
)
+
∑
kn
K
(
2n, vk1; X
)+∑
k>n
K
(
2n, vk0; X
)
. (3.8)
For the first two terms in (3.8) we have
∑
kn
K
(
2n, xk0 ; X
)+∑
k>n
K
(
2n, xk1 ; X
)

∑
kn
∥∥xk0∥∥X0 + 2n∑
k>n
∥∥xk1∥∥X1  γ
(∑
kn
‖yk‖Y0 + 2n
∑
k>n
‖yk‖Y1
)
 γ
(∑
kn
J
(
2k, yk;Y0, Y1
)+ 2n∑
k>n
1
2k
J
(
2k, yk;Y0, Y1
))= γ Sd(J (·, yk;Y0, Y1))(2n),
where Sd is a discrete analog of the Calderón operator
S(f )(t) =
t∫
0
f (s)
ds
s
+ t
∞∫
t
f (s)
ds
s2
,
which is bounded in the (θ, q)-parameter of the K-method.
Now let us estimate the last two terms in (3.8). As vk1 ∈ V1 and vk0 ∈ V0 therefore from the
definition of indices we have
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kn
K
(
2n, vk1; X
)+∑
k>n
K
(
2n, vk0; X
)
 γ
∑
kn
(
2n
2k
)β+ε
K
(
2k, vk1; X
)+ γ ∑
k>n
(
2n
2k
)α−ε
K
(
2k, vk0; X
)
.
Since
K
(
2k, vk0 + vk1; X
)= K(2k, xk0 − xk1 ; X) ∥∥xk0∥∥X0 + 2k∥∥xk1∥∥X0  γ J (2k, yk;Y0, Y1),
then from Lemma 1 we have
K
(
2k, vk0; X
)+K(2k, vk1; X) γ J (2k, yk;Y0, Y1).
Hence
∑
kn
(
2n
2k
)β+ε
K
(
2k, vk1; X
)
 γ
∑
kn
(
2n
2k
)β+ε
J
(
2k, yk;Y0, Y1
)
= γ S0,d
(
J (·, yk;Y0, Y1)
)(
2n
)
,
where S0,d is a discrete analog of the operator
S0(f )(t) =
t∫
0
(
t
s
)β+ε
f (s)
ds
s
,
which is a bounded operator in the (θ, q)-parameter of the K-method if θ > β + ε (see [1],
pp. 213–215). Analogously,
∑
k>n
(
2n
2k
)α−ε
K
(
2k, vk0; X
)
 γ
∑
k>n
(
2n
2k
)α−ε
J
(
2k, yk;Y0, Y1
)
= γ S1,d
(
J (·, yk;Y0, Y1)
)(
2n
)
,
where S1,d is a discrete analog of the operator
S1(f )(t) =
∞∫
t
(
t
s
)α−ε
f (s)
ds
s
,
which is a bounded operator in the (θ, q)-parameter of the K-method if θ < α − ε (see [1],
pp. 213–215).
From these estimates follows the required inequality
(∑(
2−θnK
(
2n, x; X))q) 1q  γ(∑(2−θkJ (2k, yk;Y0, Y1))q
) 1
q
 γ ‖y‖θ,q . 
n∈Z k∈Z
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Corollary 2. Suppose that there exist two linear subspaces V0,V1 ⊂ kerA such that
kerA = V0 ⊕ V1
and
α = α(V0) > β(V1) = β.
Then for any θ ∈ (β,α) and any 1 q ∞ we have V θ,q0 = V0 and V θ,q1 = V1, where V θ,q0 and
V
θ,q
1 are defined by the formulas (2.35)–(2.38).
Proof. From the condition α(V0) > θ it follows that for any x ∈ V0, for sufficiently small ε > 0,
and for any t  1 we have
K(t, x; X) γ tα−εK(1, x; X) γ tθ+εK(1, x; X).
Similarly, from the condition β(V1) < θ it follows that for any x ∈ V1, for sufficiently small
ε > 0, and for any t  1 we have
K(t, x; X) γ tβ+εK(1, x; X) γ tθ−εK(1, x; X).
From these inequalities and (2.35)–(2.38) it follows that V0 ⊂ V θ,q0 and V1 ⊂ V θ,q1 . If any of
these embeddings is strict then from the condition kerA = V0 ⊕ V1 it follows that V θ,q0 ∩ V θ,q1
contains some element x = 0. This element x belongs to kerA ∩ (X0,X1)θ,q and therefore the
operator A is not invertible on (X0,X1)θ,q , which contradicts Lemma 2. 
3.2. One particular case
An important part of the proof of necessity is based on a detailed investigation of one concrete
case.
Let x ∈ X0 + X1 be some fixed element and let us consider a couple of weighted sequence
spaces l0(x), l1(x) with the norms
∥∥{ak}∥∥l0(x) =
(∑
k∈Z
(|ak|K(2k, x;X0,X1))q
) 1
q
, (3.9)
∥∥{ak}∥∥l1(x) =
(∑
k∈Z
(
|ak|K(2
k, x;X0,X1)
2k
)q) 1
q
. (3.10)
Here and everywhere below the parameter q ∈ [1,∞] is fixed. So the couple (l0(x), l1(x)) de-
pends on x ∈ X0 +X1 that we choose. Then the norm on the space lθ,q(x) = (l0(x), l1(x))θ,q is
given by the formula
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(∑
k∈Z
(
|ak|K(2
k, x;X0,X1)
2θk
)q) 1
q
. (3.11)
Let us consider the right shift operator S, i.e. S(ek) = ek+1, where ek = {δik}i∈Z, k ∈ Z. Then
the operator
(S − I )
(∑
k∈Z
ηkek
)
=
∑
k∈Z
(ηk−1 − ηk)ek (3.12)
is a bounded linear operator for the couple (l0(x), l1(x)) and it is also a bounded operator on the
space lθ,q(x). From the formula (3.12) it follows that the kernel of the operator S − I in the sum
l0(x)+ l1(x)
a) is a one-dimensional space spanned by the element
f∗ =
∑
k∈Z
ek (3.13)
if f∗ ∈ l0(x)+ l1(x);
b) consists of one element zero if f∗ /∈ l0(x)+ l1(x).
We are interested in describing the set of all θ ∈ (0,1) such that the operator S − I has an
inverse on the space lθ,q(x). The inverse operator could be different for different θ ; however, we
will show that there could only be two different inverse operators.
Let us define the space U , which consists of elements
∑
k∈Z ηkek that have only a finite
number of ηk not equal to zero. Clearly,
U ⊂ lθ,q(x)
for all spaces lθ,q(x).
Let us consider two operators on U defined by the formulas
T0(ek) =
∑
m<k
em, k ∈ Z (3.14)
and
T1(ek) = −
∑
mk
em, k ∈ Z. (3.15)
Lemma 3. Suppose that the operator S − I is injective on lθ,q(x) and has an inverse defined
on U , i.e. (S − I )−1 : U → lθ,q(x). Then (S − I )−1 = T0 or (S − I )−1 = T1.
Proof. Since ker(S − I ) = span{f∗} on the space of all sequences ∑k∈Z ηkek , therefore if an in-
verse of S−I on U exists then, as on the space of all sequences, we have (S−I )(∑m<k em) = ek .
Hence
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∑
m<k
em + ckf∗,
where ck is some constant. If ck is different from 0 and −1, then
(S − I )−1(ek) =
∑
m<k
(1 + ck)em +
∑
mk
ckem ∈ lθ,q(x)
and therefore f∗ = ∑k∈Z ek ∈ lθ,q(x), which contradicts to injectivity of the operator S − I
on lθ,q(x). So ck = 0 or ck = −1.
Moreover, if for some k0 we have ck0 = 0 and for another k1 we have ck1 = −1, then from
(S − I )−1(ek0 − ek1) ∈ lθ,q(x) and the equality
(S − I )−1(ek0 − ek1) =
∑
m<k0
em +
∑
mk1
em
we obtain again that f∗ =∑k∈Z ek ∈ lθ,q(x), which is impossible. We have proved that if the
operator S − I is invertible on lθ,q(x), then its inverse on the elements ek , k ∈ Z, coincides with
the operator (3.14) when all ck are equal to zero, or with the operator (3.15) when all ck are equal
to −1. 
Remark 6. We would like to note that (S − I )−1 can depend on θ . Moreover, for the same θ , the
operator (S − I )−1 could not be equal to T0 and simultaneously be equal to T1, because if we
suppose that this is possible then f∗ = T0(e0)− T1(e0) ∈ lθ,q(x), which contradicts to injectivity
of the operator S − I on lθ,q(x).
Note also that from (3.14) and (3.15) it follows that the operators T0 and T1, defined on the
space U , can be written as
T0
(∑
k∈Z
ηkek
)
=
∑
k∈Z
(∑
m>k
ηm
)
ek, (3.16)
T1
(∑
k∈Z
ηkek
)
= −
∑
k∈Z
(∑
mk
ηm
)
ek. (3.17)
Below by U ∩ lθ,q(x) we will denote the space U with the norm of the space lθ,q(x).
Lemma 4. Suppose that the operator S − I is injective on lθ,q(x) and
‖T0‖lθ,q (x)∩U→lθ,q (x)∩U < ∞.
Then the operator defined by the formula (3.16) (we also denote it by T0) is inverse to S − I on
the whole space lθ,q(x) and
‖T0‖lθ,q (x)→lθ,q (x) = ‖T0‖lθ,q (x)∩U→lθ,q (x)∩U .
Similarly, if S − I is injective on lθ,q(x) and
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then the operator defined by the formula (3.17) (we denote it by T1) is inverse to S − I on the
whole space lθ,q(x) and
‖T1‖lθ,q (x)→lθ,q (x) = ‖T1‖lθ,q (x)∩U→lθ,q (x)∩U .
Proof. Let us first show that the formula (3.16) defines some operator on the space lθ,q(x) to
itself. It is enough to prove that
∑
0<m
|ηm| < ∞. (3.18)
Let
∑
k∈Z ηkek ∈ lθ,q(x), then from the formula (3.16) it follows that
∑
0<mN
|ηm| · ‖e0‖lθ,q (x) 
∥∥∥∥T0
( ∑
|k|N
|ηk|ek
)∥∥∥∥
lθ,q (x)
 ‖T0‖lθ,q (x)∩U→lθ,q (x)∩U ·
∥∥∥∥ ∑
|k|N
ηkek
∥∥∥∥
lθ,q (x)
 ‖T0‖lθ,q (x)∩U→lθ,q (x)∩U ·
∥∥∥∥∑
k∈Z
ηkek
∥∥∥∥
lθ,q (x)
< ∞.
As the right-hand side does not depend on N > 0 therefore we obtain the estimate (3.18) for any
element
∑
k∈Z ηkek ∈ lθ,q(x). We see that the operator T0, defined by the formula (3.16), can be
defined on the whole space lθ,q(x). We need to show that this operator is a bounded operator
from lθ,q(x) to itself.
Let
∑
k∈Z ηkek ∈ lθ,q(x). Then from the formula (3.16) we obtain for q < ∞∥∥∥∥T0
(∑
k∈Z
|ηk|ek
)∥∥∥∥
q
lθ,q (x)
=
∑
k∈Z
(∑
m>k
|ηm|K(2
k, x;X0,X1)
2θk
)q
.
Since all the terms in the right-hand side are non-negative, therefore
∑
k∈Z
(∑
m>k
|ηm|K(2
k, x;X0,X1)
2θk
)q
= lim
N→∞
∑
k∈Z
( ∑
m>k;|m|N
|ηm|K(2
k, x;X0,X1)
2θk
)q
= lim
N→∞
∥∥∥∥T0
( ∑
|k|N
|ηk|ek
)∥∥∥∥
q
lθ,q (x)
 ‖T0‖qlθ,q (x)∩U→lθ,q (x)∩U · limN→∞
∥∥∥∥
( ∑
|k|N
|ηk|ek
)∥∥∥∥
q
lθ,q (x)
= ‖T0‖qlθ,q (x)∩U→lθ,q (x)∩U ·
∥∥∥∥∑ηkek
∥∥∥∥
q
l (x)
.k∈Z θ,q
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‖T0‖lθ,q (x)∩U→lθ,q (x)∩U . From (3.18) it follows that (S − I )T0 = T0(S − I ) = I , therefore the
operator T0 is an inverse operator to S − I on the whole space lθ,q(x).
Similar arguments can be used for the case q = ∞. Indeed,
∥∥∥∥T0
(∑
k∈Z
|ηk|ek
)∥∥∥∥
lθ,∞(x)
= sup
k∈Z
(∑
m>k
|ηm|K(2
k, x;X0,X1)
2θk
)
= lim
N→∞ supk∈Z
( ∑
m>k;|m|N
|ηm|K(2
k, x;X0,X1)
2θk
)
= lim
N→∞
∥∥∥∥T0
( ∑
|k|N
|ηk|ek
)∥∥∥∥
lθ,∞(x)
.
Therefore∥∥∥∥T0
(∑
k∈Z
ηkek
)∥∥∥∥
lθ,∞(x)

∥∥∥∥T0
(∑
k∈Z
|ηk|ek
)∥∥∥∥
lθ,∞(x)
= lim
N→∞
∥∥∥∥T0
( ∑
|k|N
|ηk|ek
)∥∥∥∥
lθ,∞(x)
 ‖T0‖lθ,∞(x)∩U→lθ,∞(x)∩U · lim
N→∞
∥∥∥∥ ∑
|k|N
|ηk|ek
∥∥∥∥
lθ,∞(x)
= ‖T0‖lθ,∞(x)∩U→lθ,∞(x)∩U ·
∥∥∥∥∑
k∈Z
ηkek
∥∥∥∥
lθ,∞(x)
. 
Remark 7. In the course of the proof we showed that if the operator S − I has an inverse, which
coincides with T0 on the elements ek , k ∈ Z, then from ∑k∈Z ηkek ∈ lθ,q(x) it follows that∑
0<m
|ηm| < ∞. (3.19)
Similarly, if (S − I )−1 coincides with T1 on the elements ek , k ∈ Z, then from ∑k∈Z ηkek ∈
lθ,q(x) it follows that
∑
m0
|ηm| < ∞. (3.20)
Let us denote by Ω the set of all θ ∈ (0,1) for which the operator S − I has an inverse
on lθ,q(x) and by Ω0 and Ω1 – the subsets of Ω on which this inverse is equal to T0 and T1,
respectively. We have proved that
Ω = Ω0 ∪Ω1 and Ω0 ∩Ω1 = ∅. (3.21)
Let θ0, θ1 ∈ Ω0, then S − I has inverses on lθ0,q (x), lθ1,q(x) that are given by the for-
mula (3.16). It is easy to show that in this case the kernel of S−I on lθ0,q(x)+ lθ1,q (x) consists of
one element, i.e. ker(S− I ) = {0}. Therefore from Proposition 1 it follows that for all θ ∈ [θ0, θ1]
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nected interval. Analogously, we can prove that the set Ω1 is a connected interval.
Moreover, from Theorem 12 it follows that the set Ω is open. The next lemma shows that
even the intervals Ω0 and Ω1 are open.
Lemma 5. The sets Ω0 and Ω1 are open disjoint intervals.
Proof. As Ω is open and Ω0, Ω1 are connected intervals therefore we only need to show that
the following four situations are impossible:
i) Ω0 = (a, c], Ω1 = (c, b),
ii) Ω1 = (a, c], Ω0 = (c, b),
iii) Ω0 = (a, c), Ω1 = [c, b),
iv) Ω1 = (a, c), Ω0 = [c, b).
Let us consider the case i) (the other cases can be considered similarly). In this case, the
operator S − I has an inverse on lθ,q(x) for θ ∈ (a, b), which coincides with the operator T0 on
(a, c] and with the operator T1 on (c, b).
Let us take some θ0 = c−ε and θ1 = c+ε, where ε > 0 is such that θ0 ∈ (a, c) and θ1 ∈ (c, b).
Let us then consider the couple (X0,X1), where X0 = lθ0,q (x), X1 = lθ1,q (x). The operator
A = S − I is a linear operator that maps boundedly the couple (X0,X1) to itself and is invertible
on the end spaces X0, X1. Then the operator A is invertible on (X0,X1)λ,q for all λ ∈ (0,1)
(the parameter q is fixed), for λ ∈ (0, 12 ] the operator A has one inverse, the operator T0, and for
λ ∈ ( 12 ,1) it has a different inverse, the operator T1. We need to show that this is impossible.
Let us take the element e0 from the basis ek , k ∈ Z. Clearly, it belongs to X0 ∩ X1 and then
we have (see 3.13)
f∗ = T0e0 − T1e0 ∈ X0 +X1.
Note that the kernel of A on X0 + X1 is one-dimensional and equal to span{f∗} because our
operator A = S − I only has a one-dimensional kernel on the whole space of sequences.
Moreover, for λ ∈ (0, 12 ] we have T0e0 ∈ (X0,X1)λ,q ∩ X0 because for such λ the operator
T0 is bounded on (X0,X1)λ,q and X0. Similarly, since T1e0 ∈ X1, we have V 0λ,q = span{f∗} and
V 1λ,q = {0}. So from Corollary 1 a) we obtain(
X0,A(X0 ∩X1)
)
λ,q
= (X0,X0 ∩X1)λ,q .
Similarly, for λ ∈ ( 12 ,1) we have T1e0 ∈ (X0,X1)λ,q ∩X1 because for such λ the operator T1 is
bounded on (X0,X1)λ,q and X1. Since T0e0 ∈ X0, we have V 0λ,q = {0} and V 1λ,q = span{f∗}. So
from Corollary 1 b) we obtain that (X0,A(X0 ∩X1))λ,q is a closed subspace of (X0,X0 ∩X1)λ,q
of codimension one.
Let us now consider the couple (X0,A(X0 ∩ X1)), which is a subcouple of the couple
(X0,X0 ∩ X1), and the operator B of the embedding of (X0,A(X0 ∩ X1)) into (X0,X0 ∩ X1).
We see that this operator is invertible for λ ∈ (0, 12 ] and not invertible for λ ∈ ( 12 ,1). This is im-
possible, because from Theorem 12 it follows that the set where the operator is invertible is open.
The obtained contradiction shows that the situation i) Ω0 = (a, c], Ω1 = (c, b) is impossible. 
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Theorem 13. The set of all θ ∈ (0,1) for which the operator S − I has an inverse on the space
lθ,q(x) consists of not more than two disjoint intervals (a0, b0), (a1, b1) (one or both of them
could be empty) such that:
a) if θ ∈ (a0, b0), then from ∑k∈Z ηkek ∈ lθ,q(x) it follows that ∑k>0 |ηk| < ∞ and the inverse
operator to S − I on the space lθ,q(x) is given by the formula (3.16);
b) if θ ∈ (a1, b1), then from ∑k∈Z ηkek ∈ lθ,q(x) it follows that ∑k0 |ηk| < ∞ and the inverse
operator to S − I on the space lθ,q(x) is given by the formula (3.17).
3.3. Two lemmas for necessity
We will use the notation from the previous section. Let us also remind the reader one of the
equivalent definition of the spaces (see (2.39)–(2.40))
V 0θ,q =
{
x ∈ kerA: x = x0 + x1, x0 ∈ X0 ∩ (X0,X1)θ,q , x1 ∈ X1
}
and
V 1θ,q =
{
x ∈ kerA: x = x0 + x1, x0 ∈ X0, x1 ∈ X1 ∩ (X0,X1)θ,q
}
.
We need the following two lemmas.
Lemma 6. Suppose that an operator A is invertible on (X0,X1)θ,q and x ∈ V 0θ,q . Then the
operator S − I is invertible on lθ,q(x) and has a bounded inverse equal to T0. Moreover, the
norm of T0 on U can be estimated by a constant independent of x ∈ V 0θ,q (it depends only on θ , q ,
and the norms of the operators A−1 : Yi → Xi , i = 0,1, and A−1 : (Y0, Y1)θ,q → (X0,X1)θ,q ).
Proof. First, let us show that the operator S − I is injective on lθ,q(x). If the operator S − I is
not injective on lθ,q(x), then the element
f∗ =
∑
k∈Z
ek
belongs to lθ,q(x). It means that
(∑
k∈Z
(
K(2k, x;X0,X1)
2θk
)q) 1
q
< ∞,
i.e. x ∈ (X0,X1)θ,q . But this is impossible because x ∈ kerA and the operator A is invertible on
(X0,X1)θ,q . This proves injectivity of S − I on lθ,q(x).
From Lemma 4 it follows that it is enough to show that the inequality
∥∥∥∥T0
(∑
ηkek
)∥∥∥∥
l (x)
 γ
∥∥∥∥∑ηkek
∥∥∥∥
l (x)
(3.22)
k∈Z θ,q k∈Z θ,q
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only a finite number of ηk different from zero. We use invertibility of the operator A on the space
(X0,X1)θ,q to construct some sequence of elements {zk} ∈ Y0 ∩ Y1 such that
γ0
∥∥∥∥T0
(∑
k∈Z
ηkek
)∥∥∥∥
lθ,q (x)

(∑
k∈Z
(
2−θkJ
(
2k, zk;Y0, Y1
))q) 1q  γ1
∥∥∥∥∑
k∈Z
ηkek
∥∥∥∥
lθ,q (x)
.
To construct the sequence {zk} we first consider decompositions
x = xk0 + xk1 (3.23)
such that
∥∥xk0∥∥X0 + 2k∥∥xk1∥∥X1  2K(2k, x;X0,X1), k ∈ Z.
As x ∈ kerA therefore yk = Axk0 = −Axk1 ∈ Y0 ∩ Y1. Let us consider an element
y =
∑
k∈Z
ηkyk.
Since {ηk} contains only a finite number of elements not equal to zero, therefore y ∈ Y0 ∩ Y1 ⊂
(Y0, Y1)θ,q .
Note that from invertibility of A on the end spaces we have
J
(
2k, yk;Y0, Y1
)
 γK
(
2k, x;X0,X1
)
with γ > 0 independent of k ∈ Z (it depends on the norms of A : Xi → Yi , i = 0,1). As the
operator A is invertible on (X0,X1)θ,q therefore there exists an element u ∈ (X0,X1)θ,q such
that Au = y and ‖u‖θ,q  γ ‖y‖θ,q , where the constant γ > 0 depends only on the norm of
A−1 : (Y0, Y1)θ,q → (X0,X1)θ,q . Moreover, from u ∈ (X0,X1)θ,q it follows that there exists
a decomposition u =∑k∈Z uk (the series converges absolutely in X0 +X1) such that
(∑
k∈Z
(
2−θkJ
(
2k, uk;X0,X1
))q) 1q  γ ‖u‖θ,q  γ ‖y‖θ,q
 γ
(∑
k∈Z
(
2−θkJ
(
2k, ηkyk;Y0, Y1
))q) 1q
 γ
(∑
k∈Z
(
2−θk|ηk|K
(
2k, x;X0,X1
))q) 1q
 γ
∥∥∥∥∑ηkek
∥∥∥∥
l (x)
. (3.24)
k∈Z θ,q
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(X0,X1)θ,q .
Since y = Au = ∑k∈ZAuk (the series converges absolutely in Y0 + Y1) therefore∑
k∈Z(ηkyk −Auk) = 0 and we can define the elements
zk =
∑
m>k
(ηmym −Aum) = −
∑
mk
(ηmym −Aum).
Let us now prove
(∑
k∈Z
(
2−θkJ
(
2k, zk;Y0, Y1
))q) 1q  γ ∥∥∥∥∑
k∈Z
ηkek
∥∥∥∥
lθ,q (x)
.
We have
‖zk‖Y0 =
∥∥∥∥− ∑
mk
(ηmym −Aum)
∥∥∥∥
Y0

∑
mk
‖ηmym‖Y0 +
∑
mk
‖Aum‖Y0  γ
∑
mk
|ηm|
∥∥xm0 ∥∥X0 + γ ∑
mk
‖um‖X0
 γ
∑
mk
|ηm|K
(
2m,x;X0,X1
)+ γ ∑
mk
J
(
2m,um;X0,X1
)
and
‖zk‖Y1 =
∥∥∥∥∑
m>k
(ηmym −Aum)
∥∥∥∥
Y1

∑
m>k
‖ηmym‖Y1 +
∑
m>k
‖Aum‖Y1  γ
∑
m>k
|ηm|
∥∥xm1 ∥∥X1 + γ ∑
m>k
‖um‖X1
 γ
∑
m>k
1
2m
|ηm|K
(
2m,x;X0,X1
)+ γ ∑
m>k
1
2m
J
(
2m,um;X0,X1
)
,
where the constant γ > 0 depends on the norms of A : Xi → Yi , i = 0,1. Therefore
(∑
k∈Z
(
2−θkJ
(
2k, zk;Y0, Y1
))q) 1q
 γ
(∑
k∈Z
(
2−θkS˜
(∑
m∈Z
|ηm|K
(
2m,x;X0,X1
)
em
)(
2k
))q) 1q
+ γ
(∑(
2−θkS˜
(∑
J
(
2m,um;X0,X1
)
em
)(
2k
))q) 1q
,k∈Z m∈Z
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S˜
(∑
m∈Z
ξkem
)
=
∑
k∈Z
(∑
mk
ξk + 2k
∑
m>k
1
2m
ξk
)
ek.
Here the constant γ > 0 depends on the norms of A : Xi → Yi , i = 0,1. Since S˜ is a discrete
analog of the Calderón operator, which is bounded in the parameter space Ψθ,q with the norm
depending on θ and q , therefore (see (3.24))
(∑
k∈Z
(
2−θkJ
(
2k, zk;Y0, Y1
))q) 1q  γ(∑
k∈Z
(
2−θk|ηk|K
(
2k, x;X0,X1
))q) 1q
+ γ
(∑
k∈Z
(
2−θkJ
(
2k, uk;X0,X1
))q) 1q
 γ
∥∥∥∥∑
k∈Z
ηkek
∥∥∥∥
lθ,q (x)
+ γ
∥∥∥∥∑
k∈Z
ηkek
∥∥∥∥
lθ,q (x)
,
where the constant γ > 0 depends on the norms of A : Xi → Yi , i = 0,1, A−1 : (Y0, Y1)θ,q →
(X0,X1)θ,q , and the parameters θ and q .
Thus to prove the lemma we need to show that
(∑
k∈Z
(
2−θkJ
(
2k, zk;Y0, Y1
))q) 1q  γ ∥∥∥∥T0
(∑
k∈Z
ηkek
)∥∥∥∥
lθ,q (x)
.
We note that from ym = −Axm1 we obtain
‖zk‖Y1 =
∥∥∥∥∑
m>k
(ηmym −Aum)
∥∥∥∥
Y1
 γ
∥∥∥∥∑
m>k
(
ηmx
m
1 + um
)∥∥∥∥
X1
,
where γ > 0 depends on the norms of A−1 : Y1 → X1. Note also that ∑m>k um ∈ X0. Indeed,
x ∈ V 0θ,q , which means that for all decompositions
x = x0 + x1, x0 ∈ X0, x1 ∈ X1
we have
x0 ∈ X0 ∩ (X0,X1)θ,q .
Therefore for all k ∈ Z we have (see (3.23))
x = xk + xk, xk ∈ X0 ∩ (X0,X1)θ,q , xk ∈ X1.0 1 0 1
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∑
k ηkx
k
0 (which consists of a finite number of terms) belongs to X0 ∩ (X0,X1)θ,q .
Since A(
∑
k ηkx
k
0) = y, therefore the element u ∈ (X0,X1)θ,q that we constructed as A−1(y) is
equal to the finite sum
u =
∑
k∈Z
ηkx
k
0
and belongs to X0. As
∑
mk um ∈ X0 we see that
∑
m>k
um = u−
∑
mk
um ∈ X0.
Hence
‖zk‖Y0 =
∥∥∥∥∑
m>k
(ηmym −Aum)
∥∥∥∥
Y0
 γ
∥∥∥∥∑
m>k
(
ηmx
m
0 − um
)∥∥∥∥
X0
,
where the constant γ > 0 depends on the norm of A−1 : Y0 → X0. Therefore
‖zk‖Y0 + 2k‖zk‖Y1  γ
(∥∥∥∥∑
m>k
(
ηmx
m
0 − um
)∥∥∥∥
X0
+ 2k
∥∥∥∥∑
m>k
(
ηmx
m
1 + um
)∥∥∥∥
X1
)
.
Here and below γ > 0 depends on the norms of A−1 : Yi → Xi , i = 0,1.
Note that
∑
m>k
(
ηmx
m
0 − um
)+ ∑
m>k
(
ηmx
m
1 + um
)= (∑
m>k
ηm
)
x.
Therefore
‖zk‖Y0 + 2k‖zk‖Y1  γK
(
2k, x;X0,X1
) · ∣∣∣∣∑
m>k
ηm
∣∣∣∣
and
(∑
k∈Z
(
2−θkJ
(
2k, zk;Y0, Y1
))q) 1q  γ ∥∥∥∥T0
(∑
k∈Z
ηkek
)∥∥∥∥
lθ,q (x)
. 
The next lemma can be proved similarly.
Lemma 7. Suppose that an operator A is invertible on (X0,X1)θ,q and x ∈ V 1θ,q . Then the
operator S − I is invertible on lθ,q(x) and has a bounded inverse equal to T1. Moreover, the
norm of T1 can be estimated by a constant independent of x ∈ V 1θ,q (it depends only on θ , q , and
the norms of the operators A−1 : Yi → Xi , i = 0,1, and A−1 : (Y0, Y1)θ,q → (X0,X1)θ,q ).
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Proof. Necessity. The condition (3.3) follows from Theorem 9 and the description of the spaces
V 0θ,q and V 1θ,q (see (3.1)–(3.2)). From Lemma 6 it follows that for all x ∈ V 0θ∗,q∗ the operator
S − I is invertible on the space lθ∗,q∗(x) and its inverse is equal to the operator T0 defined by the
formula
T0
(∑
k∈Z
ηkek
)
=
∑
k∈Z
(∑
m>k
ηm
)
ek.
The norm of T0 is independent of x ∈ V 0θ∗,q∗ . Hence from Theorem 12 and Remark 5 it fol-
lows that there exists ε > 0 such that the operator S − I is invertible on the space lθ,q∗(x) for
|θ − θ∗| < ε with ε independent of x ∈ V 0θ∗,q∗ . Moreover, from Theorem 13 it follows that for all|θ − θ∗| < ε the inverse operator to S − I is equal to T0. Let us take θ = θ∗ + ε2 . Then for an
arbitrary m< n we have
K(2m,x;X0,X1)
2θm
= ‖em‖lθ,q∗ (x) 
∥∥T0(en)∥∥lθ,q∗ (x)  ‖T0‖lθ,q∗ (x)→lθ,q∗ (x)‖en‖lθ,q∗ (x)
= ‖T0‖lθ,q∗ (x)→lθ,q∗ (x)
K(2n, x;X0,X1)
2θn
.
So for an arbitrary m< n we have
K
(
2m,x;X0,X1
)
 γ
(
2m
2n
)θ
K
(
2n, x;X0,X1
)
,
where the constant γ > 0 does not depend on m, n, and x ∈ V 0θ∗,q∗ . So α(V 0θ∗,q∗)  θ =
θ∗ + ε2 > θ∗. Similarly, by using the operator T1 we can show that β(V 1θ∗,q∗) < θ∗.
Sufficiency. Follows immediately from Lemma 2. 
4. Corollaries
From the next theorem it follows that the indices α(V 0θ∗,q∗) and β(V
1
θ∗,q∗) in the condition (3.4)
of Theorem 11 define the largest interval of invertibility which contains the point θ∗.
Theorem 14. Suppose that the operator A is invertible on the space (X0,X1)θ∗,q∗ . Then for all
θ ∈ (β(V 1θ∗,q∗), α(V 0θ∗,q∗)) and q ∈ [1,∞] the operator A is invertible on the space (X0,X1)θ,q
and
V 0θ,q = V 0θ∗,q∗ , V 1θ,q = V 1θ∗,q∗ . (4.1)
Moreover,
a) if β = β(V 1θ∗,q∗) > 0 then the operator A is not invertible on the space (X0,X1)β,q for all
q ∈ [1,∞];
b) if α = α(V 0θ∗,q∗) < 1 then the operator A is not invertible on the space (X0,X1)α,q for all
q ∈ [1,∞].
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V0 = V 0θ∗,q∗ , V1 = V 1θ∗,q∗ ,
then the conditions of Corollary 2 are satisfied and we obtain invertibility of A on the space
(X0,X1)θ,q for all θ ∈ (β(V 1θ∗,q∗), α(V 0θ∗,q∗)) and q ∈ [1,∞].
Let us prove a). Suppose the contrary, that the operator A is invertible on the space
(X0,X1)β,q . Then from Theorem 11 it follows that β(V 1β,q) < β . On the other hand, from (4.1)
it follows that for rather small ε > 0 we have V 1β,q = V 1β+ε,q∗ = V 1θ∗,q∗ . Thus β(V 1β,q) =
β(V 1θ∗,q∗) = β , which contradicts β(V 1β,q) < β . The part b) can be proved similarly. 
To prove the next result we need the following proposition.
Proposition 6. If 0 < θ0 < θ1 < 1 then V 0θ1,q ⊂ V 0θ0,q and V 1θ0,q ⊂ V 1θ1,q .
Proof. To prove the embedding V 0θ1,q ⊂ V 0θ0,q it is enough to show that
(X0,X1)θ1,q ∩X0 ⊂ (X0,X1)θ0,q ∩X0.
As for the K-functor, we have the strong decomposition property (see Proposition 4) and then
from Proposition 2 it follows that
(X0,X1)θ,q ∩X0 = (X0,X0 ∩X1)θ,q .
We need to show that
(X0,X0 ∩X1)θ1,q ⊂ (X0,X0 ∩X1)θ0,q .
However, the couple (X0,X0 ∩X1) is ordered X0 ∩X1 ⊂ X0 so the last embedding follows from
the monotonicity property of interpolation spaces for ordered couples. 
Let q ∈ [1,∞] and
Ωq =
{
θ ∈ (0,1): A is invertible on the space (X0,X1)θ,q
}
. (4.2)
From Theorem 14 it follows that the set Ωq is open and independent of q ∈ [1,∞], therefore we
denote it by ΩA. As ΩA is open, it can be decomposed into not more than a countable number
of open non-overlapping intervals
ΩA =
⋃
(ai, bi). (4.3)
The next theorem shows that if the dimension of the kernel is finite, then it is possible to estimate
the number of intervals (ai, bi) in the decomposition (4.3).
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(we do not require that A is invertible on the end spaces). Suppose that the dimension of kerA is
equal to n. Then the decomposition (4.3) of the set ΩA consists of not more than n+ 1 intervals
(ai, bi).
Proof. Let us start with the case when the operator A is invertible on the end spaces. We know
that ΩA =⋃(ai, bi), where (ai, bi) are disjoint intervals. From Theorem 14 it follows that for
each interval (ai, bi) we have
V 0θ,q = V 0θ ′,q and V 1θ,q = V 1θ ′,q for all θ, θ ′ ∈ (ai, bi).
Moreover, if θ ∈ (ai, bi), θ ′ ∈ (aj , bj ), and bi < aj then from Proposition 6 we have
dim
(
V 0θ,q
)
> dim
(
V 0θ ′,q
)
.
Therefore, from dim(kerA) = n it follows that there exist not more than n + 1 intervals of in-
vertibility.
Let us now consider the case when the operator A is not invertible on the end spaces. If the
decomposition ΩA =⋃(ai, bi) consists of more than n + 1 intervals than we can choose n + 2
intervals (aik , bik ), k = 1, . . . , n + 2 such that bik  aik+1 , k = 1, . . . , n + 1. If we consider a
new couple (Xθ0,q ,Xθ1,q ), where θ0 ∈ (ai1, bi1) and θ1 ∈ (ain+2 , bin+2), then from the reiteration
theorem we obtain a contradiction to the considered above case when the operator A is invertible
on the end spaces. 
In one particular case it is possible to calculate the set ΩA.
Theorem 16. Suppose that kerA is finite-dimensional and has a basis {e1, . . . , en} such that the
closed intervals [α(ek), β(ek)], k = 1, . . . , n, are embedded in (0,1) and these intervals do not
intersect. Then the operator A is invertible on the space (X0,X1)θ,q if and only if θ does not lie
in these intervals, i.e.
θ ∈ (0,1) \
⋃
k
[
α(ek), β(ek)
]
. (4.4)
Proof. Without loss of generality we can suppose that β(ek) < α(ek+1) for k = 1, . . . , n − 1.
We will show that the intervals
(
0, α(e1)
)
,
(
β(e1), α(e2)
)
, . . . ,
(
β(en−1), α(en)
)
,
(
β(en),1
) (4.5)
are exactly the n + 1 intervals of invertibility. From Theorem 15 it follows that there cannot be
more than n+1 intervals of invertibility, as the dimension of the kernel of the operator A is equal
to n.
Let
V = span{ek, . . . , ek+m}.
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α(V ) = α(ek), β(V ) = β(ek+m). (4.6)
Indeed, from the definition of indices we have
α
(
span{ek, . . . , ek+m}
)
 inf
x∈span{ek,...,ek+m}
α(x) α(ek), (4.7)
β
(
span{ek, . . . , ek+m}
)
 sup
x∈span{ek,...,ek+m}
β(x) β(ek+m). (4.8)
Moreover, using Lemma 1 and induction on n we can obtain
K
(
t,
n∑
i=1
λiei;X0,X1
)
≈
n∑
i=1
K(t, λiei;X0,X1)
with the constants of equivalence independent of t > 0 and λi , i = 1, . . . , n. Combining this
equivalence with the definitions of indices we obtain inequalities opposite to (4.7), (4.8), and
therefore we obtain (4.6).
From (4.6) it follows that if θ ∈ (0, α(e1)) then
V 0θ,q = span{e1, . . . , en}, V 1θ,q = {0};
if θ ∈ (β(e1), α(e2)) then
V 0θ,q = span{e2, . . . , en}, V 1θ,q = span{e1};
and so on, and for the last case θ ∈ (β(en),1) we have
V 0θ,q = {0}, V 1θ,q = span{e1, . . . , en}.
Since
kerA = span{e1, . . . , ek} ⊕ span{ek+1, . . . , en}
therefore in all these cases we have
kerA = V 0θ,q ⊕ V 1θ,q .
From (4.6) and Theorem 14 it follows that the intervals (4.5) are intervals of invertibility of the
operator A. 
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