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1 Resum
Aquest treball de fi de grau ha estat orientat com un projecte d’investigacio´. Per
tant, l’intere`s no es troba u´nicament en el resultat final, part de la gra`cia es troba
en el proce´s de presa de decisions. L’estructura d’aquesta memo`ria vol reflectir
aquest proce´s de manera fidel.
Es comenc¸a amb una introduccio´, que te´ dos objectius. Fa una descripcio´
esquema`tica dels diferents conceptes utilitzats al treball i introdueix, en termes
generals, el problema a solucionar i el context en que` s’emmarca.
A continuacio´ es presenta la planificacio´, on s’analitza el proce´s de desenvolu-
pament de la tesi en termes generals. Ens centrem en com hem distribu¨ıt el temps
durant el projecte per aconseguir arribar als objectius que ten´ıem, sense entrar
en profunditat en el contingut de cada tasca. Hem considerat que introdu¨ır el
context temporal de cada tasca dins del per´ıode de desenvolupament aporta molta
informacio´ sobre el desenvolupament i les decisions preses.
La resta d’apartats expliquen en profunditat les diferents fases del desenvolu-
pament. Apareixen ordre cronolo`gic d’implementacio´.
El primer d’aquests apartats es centra en el primer intent d’implementacio´,
basat en un plugin de Makehuman. Tambe´ explica el funcionament de la imple-
mentacio´ del me`tode de comparacio´ model-nu´vol de punts. Tot i que es fara` un
canvi de plataforma, la implementacio´ segueix aquest esquema en totes les fases
del projecte. Al final, es fa una valoracio´ dels resultats experimentals, i es justifica
la necessitat de canviar la plataforma d’implementacio´.
El segu¨ent es centra en les modificacions fetes al programa de la tesi de Miguel
A`ngel Vico [2], afegint funcionalitats necessa`ries per a la modificacio´.
Tot i que el cap´ıtol sobre l’acceleracio´ dels ca`lculs es pot considerar una mo-
dificacio´ de la tesi de ma`ster [2], hem preferit dedicar-li un apartat, ja que tenen
poc en comu´. Aquest apartat te´ la part experimental me´s gran del projecte, avalu-
ant l’eficie`ncia de la implementacio´ en GPUs, els para`metres o`ptims, i considerant
l’efica`cia d’accelerar els ca`lculs mitjanc¸ant la utilitzacio´ de hardware addicional.
L’u´ltim apartat del desenvolupament es centra en l’extraccio´ d’informacio´ del
nu´vol de punts. Per manca de temps, nome´s s’ha pogut incloure un experiment,
com a prova de concepte. Tot i aixo`, s’utilitza com a base per explicar els diferents
aspectes de l’algorisme, i idees interessants pel treball futur.
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2 Introduccio´ i context
2.1 Humans Virtuals
La millora de les capacitats de computacionals dels computadors i de les unitats de
processament de gra`fics, tant en dispositius fixes com mo`bils, donen a un segment
creixent de la poblacio´ la possibilitat de renderitzar escenes virtuals complexes.
Els e´ssers humans so´n presents en tots els entorns en que` ens trobem i, per
tant, so´n un element necessari per obtenir simulacions versemblants. Per exemple,
una aplicacio´ de realitat virtual que permet a l’usuari explorar una ciutat virtual.
Al no mostrar figures humanes movent-se per la ciutat, estem perdent una part de
la identitat de l’escena, que l’usuari notara`. El nostre concepte de les ciutats i la
realitat d’aquestes requereix que una bona representacio´ inclogui agents humans
movent-se de manera independent.
2.2 Uncanny Valley
Es podria assumir que fer una animacio´ ba`sica de manera ra`pida i simple, tot i
no ser una reproduccio´ massa exacta dels moviments d’una persona, seria “sufici-
entment bona” per a un projecte amb un pressupost limitat. Pero` s’ha demostrat
que, a l’hora de tractar amb l’emulacio´ d’humans en qualsevol a`mbit, apareix un
fenomen conegut com a “uncanny valley” [3].
De manera esquema`tica, aquest fenomen apareix quan tenim una reproduccio´
d’una persona amb un nivell de fidelitat bastant alt, pero` algun dels elements no e´s
prou correcte. Aixo` produeix una sensacio´ de rebuig i manca d’empatia instintiva.
Podeu trobar una descripcio´ me´s detallada a [3]. Aquesta capacitat per detectar
errors subtils de manera inconscient [4] emfatitza la necessitat d’obtenir me`todes
que ens permetin aconseguir animacions “cre¨ıbles” [5], que permetin a l’escena
virtual tenir la versemblanc¸a requerida.
2.3 Extraccio´ de dades
Una de les a`rees de les cie`ncies de la computacio´ que ha cobrat me´s importa`ncia en
els u´ltims anys e´s l’extraccio´ d’informacio´ de grans quantitats de dades. Aquestes
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dades provenen tant de sensors 1, com de la interaccio´ de sistemes software amb els
usuaris o entre si. La ra`pida millora de les capacitats computacionals ens permet
processar volums de dades cada cop me´s grans, de maneres me´s complexes.
A l’hora de processar grans volums de dades, podem generalitzar dues meto-
dologies depenent de fins a quin punt s’utilitza un coneixement previ de les dades.
En un extrem tindr´ıem me`todes basats en l’aprenentatge, com les xarxes neu-
ronals. El seu funcionament es basa en el reconeixement de patrons, entrenat a
partir d’un conjunt d’exemples. E´s a dir, un sistema que, donat un conjunt de
dades etiquetades amb la informacio´ que es vol extreure de cada una d’elles, e´s
capac¸ de recone`ixer aquests patrons en noves dades [6]. A la pra`ctica, un cop cor-
rectament entrenades, es comporten com una caixa negra, et donen un resultat,
pero` resulta dif´ıcil justificar la correctesa [7].
So´n molt flexibles, ja que donades dades de qualitat poden solucionar una gran
quantitat de problemes. El principal inconvenient e´s la dificultat que te´ obtenir un
conjunt de dades d’entrenament prou gran i que sigui representatiu del problema
que es vol solucionar.
L’estat de l’art de molts problemes de visio´ per computador e´s l’utilitzacio´ de
”deep learning” [8], una categoria d’arquitectura de xarxes neuronals, feta viables
gra`cies a les millores de les GPUs.
Per altra banda, trobar´ıem els sistemes me´s tradicionals, basats en algorismes i
dissenyats espec´ıficament per al problema a resoldre. Generalment, es tracta d’un
algorisme ben definit, constru¨ıt a partir del coneixement previ del problema, i de
resultat fa`cilment comprovable. Aquest e´s el me`tode que utilitzarem. Les dades
que utilitzem al nostre problema tenen un origen f´ısic, i per tant sabem quina
relacio´ hi ha d’haver entre el nostre resultat i les dades que processem.
2.4 La ca`mera com a sensor
La prese`ncia de ca`meres digitals en dispositius com smartphones, tablets i ordina-
dors porta`tils fan que es tracti d’un dels tipus de sensors me´s presents a la nostra
vida quotidiana.
El funcionament d’una ca`mera digital segueix el segu¨ent esquema [9, cap´ıtol
2.2 i 2.3]:
1Digitalitzacio´ d’un fenomen f´ısic
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1. La llum de l’escena arriba a la lent, que la redirigeix cap als sensors.
2. La ca`mera exposa els sensors a la llum durant un instant de temps, el per´ıode
d’exposicio´. Els impactes de fotons sobre els sensors produeixen una ca`rrega
ele`ctrica.
3. Un cop acabat el per´ıode d’exposicio´, s’amplifica la ca`rrega i es passa a
convertidors Analo´gic-Digital, que ho discretitzen per a obtenir un format
esta`ndard (normalment RGB).
El resultat final e´s una matriu NxM de mostres puntuals [10] dels fotons incidents
a la lent. Si aquest proce´s es duu a terme mu´ltiples cops per segon s’obte´ un v´ıdeo.
El me`tode utilitzat per les ca`meres kinect per obtenir la informacio´ de profun-
ditat combina una ca`mera digital d’infraroig amb un la`ser [11]. El la`ser es difracta
mitjanc¸ant una reixa, resultant en mu´ltiples rajos. Aquests impacten a l’escena,
produint un patro´ concret. Aleshores la ca`mera digital captura aquest patro´ in-
fraroig i, comparant-lo amb un patro´ de refere`ncia que te´ a la memo`ria, e´s capac¸
d’extreure la profunditat a cada punt.
2.4.1 Assumpcions derivades
Aquestes caracter´ıstiques donen lloc a algunes assumpcions que resulten molt u´tils
a l’hora de construir algorismes. Per exemple, destaca la seva utilitat a l’hora de
comprimir v´ıdeo/imatges sense perdre massa qualitat aparent.
• Localitat espacial: Dos p´ıxels que es trobin a prop en la imatge probablement
tindran el mateix color (o profunditat). F´ısicament, els dos p´ıxels e´s molt
probable que rebin els fotons reflectits per una mateixa superf´ıcie. Aquesta
redunda`ncia les fa molt resistents al soroll, ja que pots comprovar si el valor
actual ha estat afectat per soroll ambient comparant-lo amb els valors propers
espaialment. Els formats d’imatge que utilitzen compressio´, com JPEG, es
basen en aquesta idea [12].
• Localitat temporal: Si es capturen amb una frequ¨e`ncia prou alta, entre dos
frames d’un v´ıdeo no hi haura` gaires canvis. El motiu f´ısic e´s obvi, si la
frequ¨e`ncia e´s prou alta en comparacio´ a la velocitat dels moviments a l’escena,
entre dos instant consecutius els canvis seran mı´nims. Tot i que pot ser
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trencada en casos de moviment molt ra`pid, en general es mante´. Els formats
de v´ıdeo com MPEG tambe´ l’utilitzen en els seus algorismes [13].
2.5 Animacio´
2.5.1 Models
En gra`fics, els models 3D es representen mitjanc¸ant el que es coneix a primitives.
Les primitives so´n els objectes geome`trics me´s senzills amb els que el sistema
pot treballar. Per exemple, en openGL so´n punts, l´ınies i triangles, o sequ¨e`ncies
d’aquests [14]. Per tant, a l’hora de mostrar models 3D so`lids, aquests s’han
d’expressar com un seguit de primitives.
A (0,1,0) B (1,1,0)
C (1,0,0)D(0,0,0)
Ve`rtexs
Triangle Nom X Y Z
0 A 0.0 1.0 0.0
0 C 1.0 0.0 0.0
0 B 1.0 1.0 0.0
1 C 1.0 0.0 0.0
1 A 0.0 1.0 0.0
1 D 0.0 0.0 0.0
Figura 1: Un quadrat esta` format per quatre ve`rtexs, i es renderitza mitjanc¸ant
dos triangles ACB i CAD. Si no es fan servir ı´ndexs, cal enviar les coordenades a
cada aparicio´ del ve`rtex en un triangle.
Per a optimitzar l’u´s de memo`ria se sol representar amb dues taules, una que
conte´ els ve`rtexs amb les seves coordenades, i una altra que conte´ les primitives,
utilitzant els ı´ndexs als ve`rtexs de la taula que les conformen.
Com a exemple, a la figura 1, veiem un quadrat, que es renderitza utilitzant
dues primitives de tipus triangle. Si no utilitzem ı´ndexs, hem d’explicitar els tres
ve`rtexs de cada triangle. En l’exemple, tot i que els ve`rtexs A i C es troben en els
dos triangles, s’han d’especificar les tres coordenades per cada ve`rtex igualment.
En canvi, si separem les dades en una taula per als ve`rtexs i una pels triangles,
com a la figura 2, nome´s cal registrar un sol cop la informacio´ dels ve`rtexs i despre´s,
per cada triangle, indicar l’´ındex de cada un dels ve`rtexs que el forma.
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Ve`rtexs
I´ndex Nom X Y Z
0 A 0.0 1.0 0.0
1 B 1.0 1.0 0.0
2 C 1.0 0.0 0.0
3 D 0.0 0.0 0.0
Triangles
Nom Ve`rtex 1 Ve`rtex 2 Ve`rtex 3
ACB 0 2 1
CAD 2 0 3
Figura 2: Si fem servir ı´ndexs, nome´s cal enviar tots els ve`rtexs un cop, i que
cada triangle indiqui l’´ındex dels tres ve`rtexs que utilitza
Els models que representen figures humanoides so´n tan utilitzats que hi ha un
gran nombre d’eines software2 creades espec´ıficament per simplificar aquesta tasca.
No ajuden a generar la malla de triangles del model, tambe´ generen les textures
necessa`ries per visualitzar el model de manera realista.
2.5.2 Esquelets
A l’hora de realitzar animacions d’humans virtuals, el me`tode predominant e´s
utilitzar un esquelet per representar els moviments. Un esquelet e´s una estructura
jera`rquica, en forma d’arbre, que es construeix a partir d’un node arrel. Cada
node te´ un o me´s fills, que s’expressen com una translacio´ i rotacio´ a partir del
pare.
D’aquesta manera, si s’aplica una rotacio´ a un os, tots els ossos fills tambe´ es
modificaran de la mateixa manera, ja que la seva posicio´ e´s relativa al seu pare. Les
animacions es construeixen explicitant una sequ¨e`ncia de rotacions i translacions i
rotacions dels diferents ossos en instants de temps.
Finalment, aquestes posicions de l’esquelet s’ha de traslladar a la malla de
punts. Per a fer-ho, s’associen els ve`rtexs de la malla als nodes de l’esquelet, amb
un pes ∈ [0, 1] tal que el total dels pesos d’un ve`rtex entre tots els nodes e´s 1.0.
Quan es fa una modificacio´ a l’esquelet, s’utilitzen els pesos per modificar la malla
d’acord a aquests canvis. Aquest pas, anomenat skinning, no e´s trivial, i existeixen
mu´ltiples me`todes per dur-lo a terme. Aquest pas d’assignar pesos als ve`rtexs en
2Tant programes especialitzats per al disseny de figures humanoides com funcionalitats en
software de modelatge gene`ric
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Figura 3: Exemple d’esquelet
2.5.3 Animacio´ basada en keyframes
Actualment la majoria de d’aplicacions gra`fiques es basen en renderitzar una geo-
metria a partir d’una malla poligonal definida com un conjunt de ve`rtexs relacio-
nats entre si. Per a animar un d’aquests models, s’associen els ve`rtexs a diferents
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parts de l’esquelet, cosa que permet codificar els moviments de manera me´s in-
tu¨ıtiva.
L’inconvenient d’aquest sistema e´s que aconseguir animar els models no e´s tri-
vial. El me`tode usat tradicionalment requereix que un artista especialitzat prepari
un seguit de keyframes [15], e´s a dir, posicions clau per on ha de passar l’animacio´
i usar un me`tode d’interpolacio´ per a obtenir els moviments de transicio´ entre dos
keyframes consecutius.
En tractar amb humans virtuals, cal posar molta cura als moviments, compa-
rant amb v´ıdeos i exemples reals cont´ınuament, per a donar el pes [16] necessari
als moviments. Moviments molt comuns pero` complexes com caminar o co´rrer
requereixen una gran inversio´ de temps i atencio´ per a poder ser reprodu¨ıts fidel-
ment [5].
2.5.4 Captura de moviments
Un me`tode alternatiu consisteix a utilitzar un seguit de sensors per capturar els
moviments d’un actor i a partir del processament d’aquestes dades, obtenir una
sequ¨e`ncia de moviments de l’esquelet que els reprodueix. Aquest sistema te´ l’a-
vantatge de poder obtenir animacions que reprodueixen amb molta fidelitat els
moviments reals de manera relativament ra`pida, pero` la complexitat del sistema i
el seu elevat preu dificulten l’acce´s a aquesta tecnologia.
Tot i que intu¨ıtivament pot semblar que la captura de moviments elimina la
necessitat de tenir un expert en animacio´, en general l’animacio´ obtinguda gra`cies
a la captura ha de ser modificada mitjanc¸ant keyframes per a acabar d’adaptar-la
correctament a l’u´s que se li vol donar [15].
2.6 Treball previ
Aquest TFG parteix de l’apartat 8.1 de treball de fi de master de Miguel A`ngel
Vico [2], i el que s’explica alla` es va utilitzar com a primer esbo´s per enfocar el
problema.
En el seu treball, Miguel A`ngel desenvolupa un sistema que captura una sequ¨e`ncia
de nu´vols de punts que representa una escena 3D. Per aconseguir-ho utilitza
mu´ltiples ca`meres Kinect sincronitzades i calibrades.
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Un dels objectius que es tenia en dissenyar aquest sistema, era aconseguir
utilitzar aquesta informacio´ per capturar els moviments d’un actor dins d’aquesta
escena. Donat aquest objectiu, ens trobem amb que` la major part de les dades
capturades no corresponen a l’actor en si, sino´ que so´n part del fons de l’escena.
Aquest problema es soluciona amb un senzill algorisme d’eliminacio´ de fons que
elimina, de manera senzilla pero` prou satisfacto`ria, tots els punts que no formen
part de l’actor.
Figura 4: Interf´ıcie del programa de captura de moviments del TFM
A causa de la dificultat computacional que presenta el fet de processar les dades
capturades per mu´ltiples Kinect, tambe´ es va afegir la funcionalitat de dividir la
tasca en diversos ordinadors connectats en xarxa. Hi ha un seguit de clients,
que so´n ordinadors amb una o me´s Kinects connectades, que duen a terme la
captura. Aquests aleshores envien les dades que capturen a un u´nic servidor que
s’encarrega d’ajuntar-les. La possibilitat de passar tanta ca`rrega de captura com
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sigui possible a ordinadors externs podria permetre al servidor realitzar tasques
molt me´s complexes.
Aparentment es volia implementar la funcionalitat de captura de moviments al
treball de master, pero` per manca de temps no es va poder dur a terme. Tot i aixo`,
l’autor va implementar un plugin en Makehuman que permet importar un nu´vol
de punts a Makehuman, per a ser utilitzat com a refere`ncia a l’hora de dissenyar el
model. Per fer els ajustos correctament tambe´ es permet traslladar, rotar i escalar
el model. [2, Cap´ıtol 6]
Figura 5: Imatge del plugin Makehuman, amb un nu´vol de punts carregat
2.7 El problema
L’objectiu del projecte e´s aconseguir construir un sistema que, donades les dades
obtingudes per un seguit de ca`meres Kinect, obtingui l’animacio´ d’un model 3d.
Aquest model 3D consisteix en la geometria, definidia per un conjunt de ve`rtexs
organitzats en cares triangulars, i l’esquelet. Cada ve`rtex esta` associat amb un
pes ∈ [0, 1] a un os, per a dur a terme la tasca d’interpolacio´.
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2.7.1 Extraccio´ de moviments
Per extreure els moviments, la idea e´s utilitzar busca local. Per a dur-ho a terme
necessitem una funcio´ que ens doni un valor d’error objectiu, i definir el nostre
espai de cerca. La busca te´ molts avantatges respecte altres me`todes. E´s un
me`tode que nome´s requereix una funcio´ d’error i un punt proper a la solucio´. Si
aquesta funcio´ e´s representativa de la qualitat de la solucio´, podem afirmar que
la posicio´ correcta es troba en un mı´nim local. Per tant, si coneixem un punt de
l’espai de solucions que esta` a prop de la solucio´, podem utilitzar algun me`tode
que busqui localment un mı´nim. Cal vigilar com s’especifica l’espai de solucions,
ja que podria ser molt irregular, dificultant l’exploracio´.
Creiem que la busca local pot donar bons resultats a causa de la localitat
temporal. Assumint que hem pogut trobar la posicio´ o`ptima al frame n, podem
utilitzar aquesta posicio´ com a solucio´ inicial al punt n+1. Si l’assumpcio´ que no hi
ha gaire difere`ncia entre els dos frames es mante´, la nova solucio´ es trobara` a prop
de la solucio´ anterior i, per tant, buscant localment no haurien de ser necessa`ries
gaires avaluacions. Tambe´ existeixen me`todes que poden fer una prediccio´ a partir
de les k posicions anteriors, com els filtres de Kalmann [17]. Per tant, e´s d’esperar
que el pas me´s complicat computacionalment i algor´ısmicament sigui obtenir la
primera posicio´, i que gra`cies a la localitat temporal el segu¨ent o`ptim estigui
localment a prop.
Un altre problema que tenim e´s l’alta dimensionalitat de l’espai de solucions.
Si considerem que tenim un esquelet amb 30 ossos, i representem les rotacions amb
angles d’euler (3 per os) obtenim un espai de 90 dimensions. Explorar localment
un espai amb tantes dimensions requereix moltes evaluacions de la funcio´ d’error,
i per tant corre perill de resultar massa car computacionalment. Per tant, s’ha
de vigilar com es fa l’exploracio´. Intu¨ıtivament, es podria aprofitar l’estructura
jera`rquica de l’esquelet, i fer l’optimitzacio´ local en ordre topolo`gic, comenc¸ant
per l’arrel i optimitzant la posicio´ en ordre dels nodes cada cop me´s allunyats.
Aixo` tambe´ encaixa amb la depende`ncia que tenen els nodes amb la posicio´ dels
seus pares.
Aquest problema tambe´ apareix al adaptar el model al nu´vol de punts, depenent
del nombre d’opcions de modelatge que s’hagin d’explorar.
A [18] trobem un estudi comparatiu sobre el rendiment de diferents me`todes
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de busca local directes (no utilitzen informacio´ de gradient) en espais altament
dimensionals. S’hi pot veure que el nombre d’avaluacions necessa`ries augmenta
ra`pidament amb la dimensionalitat del problema.
2.7.2 Similitud Actor-Model
Una de les dificultats a l’hora de realitzar l’extraccio´ de moviments apareix quan
el model i la persona enregistrada tenen una fisiologia diferent. Per exemple, si
el model te´ la cintura me´s ample que l’actor, i l’actor es posa la ma` a la cintura,
al traslladar aquesta posicio´ al model ens trobarem amb que la ma` “travessa” el
model. Situacions com aquesta poden afectar la qualitat de l’animacio´ final, i del
nostre algorisme. Per minimitzar aquest problema, ens interessa fer un pas previ
a la interpolacio´ de moviments, on tractem d’adaptar el model a l’actor.
Vam pensar en dues opcions d’afrontar aquest problema. La primera, i preferi-
ble a priori, consisteix a modificar el model per aconseguir un ma`xim ajustament
model-nu´vol de punts. Evidentment, aixo` implica que el nostre software ha de ser
capac¸ de modificar el model. Aquesta funcionalitat no e´s trivial d’afegir, i per tant
nome´s seria realitzable si podem utilitzar un software ja existent.
L’altra solucio´ consisteix en tenir una base de dades que contingui un seguit
de models representatius dels diferents tipus de cos. Aleshores es provar´ıen tots
els models fins a trobar el me´s adequat. Aquest me`tode te´ l’avantatge de ser me´s
senzill, i me´s fa`cilment implementable sense eines externes.
2.8 Sostenibilitat
Tenint en compte les caracter´ıstiques del treball, s’ha decidit no incloure una seccio´
de sostenibilitat. Tot i que en el GEP es va fer un petit escrit, no trobo que resulte´s
gaire informatiu.
L’impediment principal a l’hora fer aquest informe e´s el fet que el resultat
obtingut no e´s un producte final, per tant costa fer raonaments sobre la viabilitat
futura i els costos que pot tenir.
Aixo`, juntament amb el fet que s’ha tractat d’un projecte basat ba`sicament
en software, amb uns requisits de hardware molt laxes, dificulta fer raonaments
econo`mics i ecolo`gics que no semblin arbitraris. Quan ho hem intentat3, les jus-
3Al GEP i una primera versio´ per la memo`ria
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tificacions resultants resulten poc cre¨ıbles i no tenen una base sobre el treball
fet.
Respecte a la part ecolo`gica, l’u´nic cosa que es podria considerar e´s el cost
energe`tic. Pero` en el nostre cas ha estat molt baix, ja que per qu¨estions de temps
nome´s hem arribat a fer proves bastant petites, per les que uns segons amb hardwa-
re de consumidor resultava suficient. A me´s, abans d’arribar al producte final es
podrien fer encara moltes optimitzacions.
La part econo`mica te´ uns problemes similars a l’ecolo`gica. No s’ha fet adquisicio´
de hardware, i tot el software utilitzat e´s lliure. Els costos associats el desenvolu-
pament so´n mı´nims, i no es pot fer una ana`lisi en profunditat. El resultat tampoc
te´ un valor econo`mic, ja que no esta` acabat.
A la part social es podrien tocar alguns temes interessants, pero` segueix sent
dif´ıcil parlar sobre el potencial futur del projecte, en comptes de l’estat actual.
Podr´ıem parlar sobre la llice`ncia que es podria utilitzar en el projecte acabat i
l’efecte que aixo` tindria sobre el consumidor, pero` segueix sent pura especulacio´
sense cap connexio´ amb la tesi.
L’u´nica part de la matriu de sostenibilitat que es pot respondre correctament
e´s el benefici personal. Realitzar aquest projecte ha estat una experie`ncia positiva
personalment, com a primer contacte amb la recerca i de treballar en un projecte
complex, prenent decisions que afecten directament el seu desenvolupament.
16
3 Planificacio´
Tot i que no es veura` el contingut de cada tasca fins a les seccions posteriors de
la memo`ria, resulta interessant veure com han estat repartides temporalment i
per quins motius, ja que aixo` ha tingut un impacte significatiu sobre les decisions
preses.
3.1 Planificacio´ incial
La planificacio´ inicial estava condicionada per les caracter´ıstiques pro`pies del pro-
jecte, que no ens permetien definir amb precisio´ quin procediment seguir´ıem.
Aquesta planificacio´ es basava en l’obtencio´ ra`pida d’un prototip funcional. Un
cop obtingut el prototip, s’analitzaria el seu rendiment i s’intentaria millorar de
manera iterativa. Per reflectir aquesta vaguetat, pra`cticament totes les tasques
tenien un percentatge del seu total d’hores afegit com a continge`ncia.
No aprofundirem en el plantejament d’aquestes tasques, ja que el nom e´s bas-
tant descriptiu i tampoc estaven molt ben definides. A l’informe final del GEP
podeu trobar una descripcio´ me´s detallada.
Nom Responsable Data Inici Data fi Risc
Format model/esquelet Miquel Jubert 06/03/17 10/03/17 Molt baix(0%)
Esquema de comparacio´ model-nu´vol de punts Miquel Jubert 13/03/17 24/03/17 Moderat(20%)
Disseny del me`tode de busca local Miquel Jubert 27/03/17 31/03/17 Baix(10%)
Disseny del prototip Miquel Jubert 03/04/17 07/04/17 Baix(10%)
Millora del prototip Miquel Jubert 10/04/17 09/06/17 Alt(25%)
Pulir versio´ final i mesurar rendiment Miquel Jubert 12/06/17 23/06/17 Moderat alt(20%)
Taula 1: Tasques de la planificacio´ inicial. El valor entre pare`ntesis representa el
percentatge d’hores de contencio´ afegides degut a causa del risc
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Figura 6: Esquema GANTT amb les tasques de la taula anterior. Un verd me´s
fosc indica un risc major. El color blau indica el temps que s’ha d’invertir a
plantejar la pro`xima tasca abans de comenc¸ar a implementar.
3.2 Canvis respecte a la planificacio´ inicial
En un punt del desenvolupament d’aquest projecte es va fer aparent la necessitat
de fer un canvi de plantejament que va afectar la planificacio´ de manera profunda.
Els motius que porten a aquesta decisio´ i les seves justificacions es tracten en el
cap´ıtol corresponent. En aquest apartat no ens centrarem en l’efecte que va tenir
aquest imprevist sobre la planificacio´, i com vam reorganitzar-la per fer-li front.
3.3 Planificacio´ final
Com que tota la corresponde`ncia amb la directora, tant per informar sobre el
progre´s com per concertar reunions s’ha fet a trave´s del correu electro`nic, revisant
de manera cronolo`gica la corresponde`ncia he pogut reconstruir quina tasca s’estava
fent en cada moment, i els moments clau del desenvolupament.
La longitud de les tasques reconstru¨ıdes no e´s exacta, pero` e´s una bona apro-
ximacio´ de les diferents fases del treball.
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Nom Data Inici Data fi Descripcio´
Reunio´ seguiment 1 24/02/17 24/02/17 Primera reunio´ amb la directora, centrada en
el GEP i comenc¸ar a plantejar el projecte
Acce´s al repositori TFM 27/02/17 27/02/17 Rebo acce´s al repositori amb el codi del tre-
ball de fi ma`ster [2]
Familiaritzacio´ codi TFM 24/02/17 06/03/17 Comenc¸o a familiaritzar-me amb el codi del
TFM, sobretot el sistema d’eliminacio´ de
fons
Reunio´ de seguiment 2 06/03/17 06/03/17 Comenc¸a a definir-se el recorregut del projec-
te. Decidim desenvolupar el plugin de Make-
human per aproximar el model al nu´vol de
punts, i si e´s possible, tambe´ l’extraccio´ de
moviments.
Acce´s al repositori Makehu-
man
06/03/17 06/03/17 Rebo acce´s al repositori amb el codi del plu-
gin Makehuman [2]
Familiaritzacio´ Makehuman 06/03/17 13/03/17 Em familiaritzo amb el sistema de plugins
i el funcionament de Makehuman. A partir
del plugin de [2] escric un plugin que permet
carregar i mostrar mu´ltiples nu´vols de punts
Millora sistema eliminacio´
fons
13/03/17 17/03/17 Es millora el sistema d’eliminacio´ de fons,
utilitzant un me`tode estad´ıstic per decidir si
un punt e´s del fons o no, part de la TFM
Reunio´ seguiment 3 17/03/17 17/03/17 Centrada en discutir com es pot fer el me`tode
de comparacio´ model-nu´vol
Entrega Final GEP 17/03/17 27/03/17 Redaccio´ entrega final GEP
Comparacio´ model-nu´vol de
punts
28/03/17 06/04/17 Implemento una primera versio´ del me`tode
de comparacio´ model-nu´vol de punts, degut
a la lentitud es comencen a plantejar me`todes
per millorar el rendiment. Tambe´ s’afegeix
a l’exportador del TFM la informacio´ ne-
cessa`ria per fer aquest ca`lcul.
Reunio´ seguiment 4 06/04/17 06/04/17 Aquesta e´s la reunio´ on es decideix deixar de
desenvolupar el plugin Makehuman i passar
la funcionalitat al codi C++
Funcionalitat de modifica-
cio´ de models
06/04/17 19/04/17 S’afegeix la possibilitat d’importar i mostrar
models 3d, juntament amb la possibilitat de
modificar la posicio´ de l’esquelet a trave´s de
l’interf´ıcie
Taula 2: Tasques que s’han fet durant el desenvolupament del treball, 1/2
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Nom Data Inici Data fi Descripcio´
Portar algorisme a GPU 19/04/17 05/05/17 Es comenc¸a a fer un primer esquema de la
memo`ria. Tambe´ es comenc¸a l’implementa-
cio´ de l’algorisme de comparacio´ en GPU.
Reunio´ seguiment 5 05/05/17 05/05/17 La reunio´ es centra en el progre´s de l’imple-
mentacio´ en GPU de la comparacio´
Finalitzar algorisme GPU 05/05/17 14/05/17 S’acaba d’implementar el me`tode de compa-
racio´ per GPU, i s’integra amb la resta del
projecte
Primeres proves 14/05/17 21/05/17 Aquest e´s el primer moment en que tenim
disponible totes les eines que necessitem per
intentar fer l’extraccio´ de moviments. Es fa
el primer experiment amb e`xit, que consisteix
en situar el model a sobre el nu´vol de punts
de manera automa`tica.
Redaccio´ Memo`ria 21/05/17 31/05/17 Amb un primer resultat, es centren tots els
esforc¸os en redactar la Memo`ria
Reunio´ seguiment 5 31/05/17 31/05/17 U´ltima reunio´ de seguiment. Es delimita la
feina a fer en el per´ıode restant. S’acor-
da el dia 16/06 com a data d’entrega de la
memo`ria a la directora. De cara als experi-
ments, la prioritat e´s intentar obtenir mos-
tres de la viabilitat del plantejament.
Fase Final 31/05/17 16/06/17 Es dedica tot el temps a redactar memo`ria
principalment. Un cop acabada s’intenten fer
tants experiments com es pot per incloure als
resultats.
Taula 3: Tasques que s’han fet durant el desenvolupament del treball, 2/2
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Figura 7: Esquema Gantt representatiu del desenvolupament del projecte. Les
reunions apareixen de color vermell, l’acce´s als repositoris en blau. Les tasques
groc/taronja corresponen al desenvolupament abans/despre´s del canvi de plantejament




Amb aquesta informacio´ podem analitzar les diverge`ncies entre el que hav´ıem
planificat i el resultat final. Per fer la comparacio´ me´s clara, dividim en per´ıodes
la duracio´ del treball, que tenen caracter´ıstiques comunes.
No entrare´ en profunditat sobre la feina feta en els per´ıodes, centrant-me en la
comparacio´ amb la planificacio´ pre`via. A el cap´ıtol corresponent s’hi entra amb
me´s profunditat.
Figura 8: Esquema Gantt representatiu del desenvolupament del projecte. Veure
llegendes de la part superior i inferior a les figures 7 i 6 respectivament
3.4.1 Familiaritzacio´ i primer contacte: 24/02/17 - 06/03/17
Aquest e´s el primer per´ıode de contacte amb el projecte, rebo acce´s per primer
cop als repositoris amb el codi que em fara` falta. No te´ corresponde`ncia a la
planificacio´ pre`via, ja que no hi ha cap tasca de desenvolupament.
3.4.2 Primera fase de desenvolupament: 07/03/17 - 06/04/17
La primera tasca que es fa e´s el desenvolupament d’un plugin de Makehuman
basat en el de Miguel A`ngel Vico, que serveix per familiaritzar-me amb el fun-
cionament de Makehuman. Existeix una corresponde`ncia amb la tasca “Format
de model/esquelet: definicio´”. Al comenc¸ar el desenvolupament en Makehuman,
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tambe´ utilitza`vem el seu format pel model i l’esquelet. Part de la familiaritza-
cio´ era veure els formats d’exportacio´ que suportava, i com es podria exportar
l’animacio´4. La duracio´ es correspon a la previsio´.
Implementar el sistema de comparacio´ model-nu´vol de punts va dividir-se en
dos tasques. La primera millorava l’exportacio´ dels nu´vols de punts, reduint el
soroll i afegint informacio´ que necessita`vem per fer la comparacio´. La segona va
ser la implementacio´ de l’esquema de comparacio´ en el plugin.
Les dues tasques juntes van necessitar aproximadament 3 setmanes, superant
les 2 previstes. L’estimacio´ resulta superior al previst, superant tambe´ el 20%
extra de risc. La causa principal e´s la complexitat a l’hora de fer modificacions al
codi C++, fetes en primer lloc per millorar el sistema d’exportacio´ i en segon per
reduir el nombre de punts exportats.
Entre aquestes dues tasques trobem la redaccio´ de l’entrega final del GEP, que
va requerir me´s feina del que s’esperava. Durant aquest per´ıode el progre´s en les
altres tasques va ser mı´nim.
A l’acabar aquest per´ıode, ten´ıem un retard acumulat de dues setmanes.
3.4.3 Canvi de plantejament: 06/04/17 - 14/05/17
Al acabar la tasca “Comparacio´ model-nu´vol de punts” es va trobar que el rendi-
ment era ordres de magnitud per sota del que considera`vem mı´nim acceptable5.
Aquesta difere`ncia era tan notable que va fer dubtar de la viabilitat de seguir el
desenvolupament en python, per la lentitud inherent del llenguatge.
A la reunio´ de seguiment 4 es va discutir aquest problema, i quina era la millor
manera de continuar el desenvolupament del treball per assegurar la seva correcta
finalitzacio´.
Makehuman, per algunes decisions de disseny6 i pel fet d’estar implementat en
python, limitava la nostra capacitat d’optimitzar el codi. La discrepa`ncia entre
el rendiment esperat i l’objectiu era tan gran que no semblava possible arribar a
optimitzar-lo fins al nivell esperat en el temps que ten´ıem.
Per tant, es va decidir canviar la plataforma de desenvolupament, del plugin
4Makehuman permet exportar el model i l’esquelet en mu´ltiples formats, pero` no suporta
l’exportacio´ d’animacions.
5Detallat al cap´ıtol corresponent
6L’elevat nombre de triangles del model
23
de Makehuman a afegir la funcionalitat al programa C++ que s’encarregava de la
captura de nu´vols de punts.
El fet d’haver de fer un canvi tan significatiu en la direccio´ del projecte, va
comportar tambe´ un canvi de metodologia. A la planificacio´ pre`via, l’objectiu era
obtenir un prototip funcional i fer-li millores de manera iterativa. Aixo` ja no era
viable.
La nova planificacio´ es basava en obtenir la millora de rendiment desitjada
mitjanc¸ant l’acceleracio´ amb GPGPU. L’augment de la pote`ncia computacional
al utilitzar la GPU oferia una garantia de millora del rendiment, mentre que els
altres me`todes disponibles, me´s basats en l’algor´ısmica i les bases de dades eren
inherentment me´s complexes d’implementar i no ten´ıem la seguretat que oferissin
millores prou significatives.
Degut a la complexitat afegida de treballar amb una base de codi extensa,
no compta`vem en tenir gaire temps de marge despre´s d’afegir les funcionalitats
necessa`ries i accelerar el codi. Per tant, no hi hauria marge per fer gaires millores.
El temps restant s’hauria d’invertir a obtenir resultats que mostressin la possible
viabilitat del me`tode dissenyat.
El retard introdu¨ıt per aquests canvis fa que no tinguem una versio´ funcional
fins al final del per´ıode. Un dels punts me´s interessants que tenia el plantejament
inicial de desenvolupar un prototip i millorar-lo iterativament era el gran nombre
d’experiments i dades que podr´ıem obtenir. Els canvis introdu¨ıts limiten el temps
que tenim disponible, i limita molt el nombre d’experiments que podem fer i afegir
al treball.
3.4.4 Desenvolupament: 06/04/17 - 14/05/17
En aquest per´ıode es dedica tot el temps a afegir les funcionalitats necessa`ries
i a implementar el codi en GPU. La complexitat de les tasques fa que siguin
considerablement me´s llargues al que s’havia fet fins aleshores. El 14/05 s’acaben
i es pot realitzar les primeres proves.
Afortunadament els resultats de l’acceleracio´ per GPU van ser millors de l’es-
perat. El temps necessari va passar a estar dins del rang objectiu que ens hav´ıem
proposat al principi, i per tant vam procedir a fer una primera prova de concepte.
Si els resultats no haguessin estat tan positius, dubto tingue´ssim el temps
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material per solucionar-ho.
3.4.5 Prova de concepte i redaccio´: 14/05/17 - 31/05/17
Tot i que vam aconseguir el rendiment desitjat, el temps que quedava era bastant
limitat. Durant una setmana ens vam centrar en fer una “prova de concepte” una
primera aplicacio´ dels resultats obtinguts fins ara. Consisteix en traslladar en l’eix
de les x i les z el model, situant-lo a sobre del nu´vol de punts.
Un cop obtinguda la prova de concepte, la prioritat va passar a redactar la
memo`ria, que per culpa dels canvis en la planificacio´ no s’havia desenvolupat tant
com estava previst.
3.4.6 Redaccio´ i proves finals: 31/05/17 - 16/06/17
El 31/05 es fa l’u´ltima reunio´, parlant dels objectius a assolir i com es pot fer la
redaccio´ de la memo`ria. S’acorda el 16/06 com a data d’entrega de la versio´ final
de la memo`ria a la directora.
Durant aquestes dues setmanes la prioritat e´s acabar la memo`ria, pero` tambe´
s’intenten fer me´s proves i obtenir resultats que afegir al TFG.
3.5 Quantificacio´ econo`mica
Respecte a la quantificacio´ econo`mica, resulta dif´ıcil de fer. Aquest treball ha estat
portada com la continuacio´ d’un projecte d’investigacio´ iniciat pre`viament. Tot i
el progre´s que s’ha fet, al resultat final no e´s un producte comercialitzable o amb
un dest´ı econo`mic proper.
Tampoc ha fet falta adquirir cap tipus de hardware, o utilitzar Kinects per
capturar dades, ja que les obtingudes per Miguel A`ngel Vico van ser suficients.
Tot el desenvolupament s’ha fet en el meu ordinador personal, i no considero
valgui la pena comptabilitzar el cost de l’energia que ha consumit. A me´s de ser
mı´nim, no ha estat considerat en cap moment a l’hora de prendre decisions ni ha
influenciat la direccio´ del treball de cap manera notable.
Tot el software utilitzat e´s lliure, per tant tampoc ha fet falta cap tipus d’in-
versio´ econo`mica en aquest aspecte.
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Per eliminacio´, arribem a l’u´nic recurs que ha tingut un impacte real sobre el
projecte, les hores de dedicacio´. Els 18 cre`dits ECTS del treball7 corresponen a
aproximadament [19] 30 hores de feina. Per tant, ten´ıem un total d’unes 540 hores
a invertir en el projecte.
He vist en exemples d’altres treballs de fi de grau, que s’acostuma a dividir
la ca`rrega de feina en rols i s’assignen preus-hora a cada una. Considero que en
aquest cas no aportaria informacio´ u´til al treball. No he trobat cap manera de
dividir la feina feta en diferents rols8, d’una manera que no arbitra`ria.
Tot i que no he portat un compte de la dedicacio´ real, e´s una bona estimacio´
del temps que s’hi ha invertit. En general, aquesta ca`rrega esta` pensada per una
feina constant durant el per´ıode que correspon els cre`dits, i aixo` es correspon a la
metodologia que s’ha seguit. No hi ha hagut per´ıodes amb una ca`rrega excessiva,
i a la planificacio´ aixo` es veu reflectit en la mida de les tasques, que mostren una
mida semblant entre elles, estan les discrepa`ncies justificades per la dificultat de
la tasca.
Per aquest motiu considero que les hores de dedicacio´, com a recurs econo`mic
s’han administrat correctament, aconseguint resultats dins del termini tot i les
dificultats trobades.
3.6 Conclusions
Tot i els imprevistos, considero que es va utilitzar la planificacio´ de manera correcta
durant el desenvolupament d’aquest treball.
La planificacio´ inicial tenia clares deficie`ncies, inevitables donada la manca de
coneixements que ten´ıem respecte a l’optimalitat de l’enfoc triat.
Quan vam detectar que la planificacio´ inicial no era adequada, vam ser capac¸os
de redirigir el projecte, fent els canvis pertinents per obtenir les ma`ximes garanties
d’e`xit dintre del per´ıode de temps del que disposa`vem.
L’efecte principal va ser un canvi en l’estructura del projecte. De l’obtencio´
ra`pida d’un prototip i la documentacio´ de les millores que es duen a terme per
millorar el seu rendiment, passem a tenir una planificacio´ me´s r´ıgida, basada a
7i el GEP
8No hi havia una delimitacio´ clara entre el temps fent proves, implementat o recopilant infor-
macio´
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implementar unes funcionalitats decidides a priori dins d’un per´ıode de temps me´s
limitat.
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4 Plugin de Makehuman
4.1 Descripcio´
Makehuman [20] e´s un programa de codi obert per la creacio´ de models humans 3D
realistes. El software permet dissenyar el model d’una persona virtual, utilitzant
para`metres que resulten intu¨ıtius. Pots ajustar caracter´ıstiques com l’edat, sexe,
altura, caracter´ıstiques de la cara o el cos, etc. El programa adapta el model per a
ajustar-se a aquestes caracter´ıstiques de manera automa`tica. Tambe´ permet triar
el format d’esquelet, i do´na l’opcio´ d’exportar el model amb un l’esquelet triat i el
rigging ja fet.
Figura 9: Interf´ıcie de Makehuman
El programa esta` escrit en python, i te´ molt bon suport per plugins. L’avan-
tatge de python e´s que te´ moltes llibreries disponibles fa`cilment instal·lables, i el
llenguatge al ser interpretat i estar dissenyat amb la simplicitat com a objectiu,
permet treballar de manera ra`pida i co`mode. L’inconvenient principal e´s la lenti-
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tud que provoca precisament el fet de ser interpretat, i el poc control que es te´ en
general sobre les estructures de dades.
4.2 Motius eleccio´
El programa esta` escrit en python, i te´ molt bon suport per plugins. L’avantatge
de python e´s que te´ moltes llibreries disponibles fa`cilment instal·lables, i el llen-
guatge al ser interpretat i estar dissenyat amb la simplicitat com a objectiu, permet
treballar de manera ra`pida i co`mode. L’inconvenient principal e´s la lentitud que
provoca precisament el fet de ser interpretat, i el poc control que es te´ en general
sobre les estructures de dades.
El me`tode que tenim pensat utilitzar per a modificar el model i fer la captura
de moviments e´s essencialment el mateix, buscar o`ptims de la similitud entre el
model i el nu´vol de punts a trave´s de la busca local. Per tant, si aconsegu´ıssim
bons resultats a l’hora d’adaptar el model, podr´ıem provar de fer la captura de mo-
viments tambe´ a makehuman. En aquest cas pero`, la transfere`ncia de dades entre
els dos programes es torna me´s problema`tica. Un arxiu que conte´ una sequ¨e`ncia
de nu´vols de punts arriba a superar el gigabyte de memo`ria fa`cilment. Seria ne-
cessari optimitzar el format d’exportacio´, per minimitzar els temps de ca`rrega de
les dades.
Com ja hem mencionat, la integracio´ dels dos programes no seria una opcio´
viable a priori. Per tant, perdem l’opcio´ de fer la captura en temps real, que seria
un dels objectius me´s interessants de cara a l’eficie`ncia. Tot i que e´s un objectiu
dif´ıcil d’assolir, no es pot oblidar que aquest projecte pot ser continuat en el futur,
i per tant el fet que no sigui assolible en l’a`mbit d’aquest treball no implica que
no s’hagin de prendre decisions que permetin una o`ptima continuacio´ del projecte
en el futur.
Considerant totes aquestes observacions, la decisio´ final va ser comenc¸ar a
treballar en el plugin de MakeHuman. La possibilitat de fer una adaptacio´ del
model, juntament el fet de tenir un plugin disponible com a punt de partida era
molt positiva. A me´s, el projecte en C++ era molt me´s extens i requeriria un
per´ıode de temps me´s llarg per entendre el funcionament ba`sic, abans de poder
comenc¸ar a fer les modificacions pertinents.
Un cop presa la decisio´, es va dividir la feina d’implementacio´ en les segu¨ents
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parts:
• Familiaritzar-se amb el sistema de plugins i codi font de Makehuman.
– Comprovar que el sistema de plugins Makehuman permeti modificar el
model programa`ticament.
– Comprovar si Makehuman permet modificar l’esquelet mitjanc¸ant un
plugin.
• Partint del plugin en Makehuman de [2], dissenyar un plugin que permeti
importar mu´ltiples nu´vols de punts i canviar entre el que es mostra en cada
moment.
• Implementar el me`tode de comparacio´ model-nu´vol, mesurar rendiment.
• Implementar me`tode de busca local
4.3 Implementacio´
4.3.1 NumPy [1]
Les capacitat esta`ndards de python a l’hora d’emmagatzemar i accedir a grans
quantitats de dades so´n notablement lentes, especialment en comparacio´ amb llen-
guatges compilats com C. La llibreria NumPy permet definir vectors multidimen-
sionals, de tipus fix i un seguit de funcions per operar amb ells [21] [1]. Aixo`
permet aplicar optimitzacions notables, que arriben a obtenir rendiments similars
a llenguatges compilats.
Tant Makehuman com el plugin de [2] utilitzen NumPy extensivament, per
tant vam decidir utilitzar-la tambe´ per fer els diferents ca`lculs nume`rics que ens
fossin necessaris.
4.3.2 Importacio´/Exportacio´ de nu´vols de punts
El primer pas va ser realitzar diverses execucions del plugin, examinant el codi per
aconseguir entendre i analitzar el seu funcionament. El plugin permet carregar
un nu´vol de punts, en el format PLY [22] exportat pel programa que realitza la
captura. Aquest nu´vol de punts aleshores es transforma al sistema de coordenades
del makehuman, i es mostra per pantalla.
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Figura 10: Imatge de makehuman, amb un nu´vol de punts carregat a trave´s del
plugin del Miguel A`ngel.
En realitzar aquestes proves, hi hi va haver dues caracter´ıstiques que van cridar
molt l’atencio´. La primera era la lentitud que mostrava el programa a l’hora de
carregar el nu´vol de punts, superior a un minut. Aixo` alentia el desenvolupament
de manera notable. La segona i que, amb molta probabilitat estava relacionada,
era la mida dels arxius ply que pesaven al voltant de 28 megabytes.
Tot i que el format ply [22] e´s molt ineficient, sense cap tipus de compressio´ i
emmagatzemant les dades com a text ASCII, la mida no encaixava amb la quantitat
de memo`ria que intu¨ıtivament feia falta per emmagatzemar aquella informacio´.
Utilitzant la comanda “wc -l” de linux, va mostrar que tots els arxius tenien el
mateix nombre de l´ınies, 651.278.
Tot i que no s’havia examinat el codi C++, a trave´s de la memo`ria de [2],
sab´ıem que l’eliminacio´ del fons es feia mitjanc¸ant un me`tode estad´ıstic. Per tant
resultava estrany que tres instants diferents resultessin en el mateix nombre de
punts. Aquests motius ens van portar a pensar que l’exportacio´ no eliminava els
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punts del fons. Com a verificacio´, vam buscar la resolucio´ de l’informacio´ de pro-
funditat de Kinect 2 [23], que e´s 512x424. Donat que la captura usava dades de tres
ca`meres aixo` resulta en un nombre de mostres total de 512x424x3=651.264, que
juntament amb les l´ınies de capc¸alera encaixa amb el nostre resultat, confirmant
la hipo`tesi.
Per a trobar la causa i solucionar-ho, no hi havia altra opcio´ que modificar el
codi C++ directament.
4.3.3 Millores al sistema d’exportacio´
Abans de poder fer les modificacions pertinents, va caldre fer una examinacio´
del codi i del seu funcionament, ja que no sab´ıem quines consequ¨e`ncies podien
comportar els canvis fets en aquell codi. Va fer falta me´s temps de l’esperat, degut
a la manca de documentacio´.
La causa es trobava a la funcio´ d’eliminacio´ de fons. La funcio´ no eliminava les
dades irrellevants, sino´ que simplement els hi assignava un valor de profunditat de
zero. Al ser visualitzat, semblava que els p´ıxels del fons no eren visibles, pero` en
realitat es trobaven superposats a les posicions de les ca`meres. Aixo`, a part del
problema ja mencionat, tambe´ redu¨ıa la flu¨ıdesa, ja que s’havien de renderitzar els
651.000 punts cada frame.
Per solucionar-ho, vam modificar la funcio´ d’eliminat de fons perque` efectiva-
ment descarte´s els punts. Per tant ni s’arribaven a emmagatzemar a memo`ria. Tot
i que aquesta opcio´ resultava en un codi me´s complex, ens va semblar que aquest
enfoc resultaria beneficio´s si s’havien d’afegir altres funcionalitats al codi C++.
Aconsegu´ıem reduir la necessitat total de memo`ria del programa pero` amb l’in-
convenient que aquesta necessitat podia variar al llarg de l’execucio´. L’avantatge
principal era per les aplicacions que utilitzaven la informacio´ del nu´vol de punts,
ja que tenien la seguretat que totes les dades que tractaven eren va`lides. Aquesta
seguretat resultara` especialment u´til quan, me´s endavant, s’hagi d’implementar la
funcio´ de comparacio´.
4.3.4 Millores al sistema d’eliminacio´ de background
Aprofitant que s’estaven fent modificacions al codi, es van millorar dos dels aspectes
del me`tode d’eliminacio´ de fons, que el feien vulnerable al soroll en el valor de la
32
dista`ncia capturat per les Kinect. A la figura 10 es pot veure el soroll que produ¨ıa
el sistema original.
El primer canvi va ser en el criteri d’eliminacio´ d’errors. Podeu trobar el me`tode
utilitzat originalment a la memo`ria [2]. Aquest me`tode tendia a eliminar les parts
del nu´vol properes al terra i a produir soroll.
Vam canviar-lo per un me`tode que assumia que l’error de les mesures de pro-
funditat seguia una distribucio´ normal. Amb aquesta assumpcio´ i utilitzant un
seguit de frames on nome´s es veu el fons, calculem la mitjana i la varia`ncia, per
poder decidir mitjanc¸ant un test estad´ıstic si un punt forma part o no del fons.
Aquest me`tode ja havia estat considerat per Miguel A`ngel Vico, pero` no s’havia
arribat a implementar.
A me´s d’ajustar el valor frontera a partir del qual es considerava un punt com
a fons, es va trobar un error en l’ordre en que` s’aplicaven algunes transformacions.
El problema provenia de la dilatacio´9 de la imatge abans de fer cap erosio´10. Aixo´
tenia l’efecte de magnificar el soroll puntual, en lloc d’eliminar-lo com es volia.
Modificant l’ordre de les operacions es va tornar molt me´s resistent al soroll, es va
arreglar i el soroll puntual pra`cticament ja no apareixia.
Aprofitant que fe`iem modificacions al codi C++ vam fer alguns canvis al format
d’exportacio´. A cada punt, a me´s de les coordenades i el color tambe´ exporta`vem
un nombre enter, que identificava la ca`mera que l’havia capturat. Tambe´ s’expor-
ten les coordenades de les ca`meres que fan la captura. Aquestes dades ens feien
falta per a la pro`xima part.
4.4 Funcio´ d’adequ¨acio´ model-nu´vol de punts
Amb aquestes millores en el sistema d’exportacio´, el pro`xim pas era implemen-
tar una funcio´ per dur a terme la comparacio´ entre el model i el nu´vol de punts.
Comencem per explicar el funcionament de l’algorisme de manera gene`rica, conti-
nuant amb l’implementacio´ en python.
9En una imatge bina`ria, al dilatar un p´ıxel aquest passa a ser cert si te´ algun p´ıxel cert
adjacent. E´s fals en cas contrari
10En una imatge bina`ria, a l’erosionar un p´ıxel aquest passa a ser fals si te´ algun p´ıxel fals
adjacent. E´s cert en cas contrari
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4.4.1 Notacio´
Per formalitzar la nocio´ de similitud, definim alguns dels elements ba`sics utilitzats.
• Triangle: Tripleta de punts T = (a, b, c) on a, b, c ∈ R3.
• Malla de triangles: Conjunt de triangles.
• Punt: Element de R3.
• Ca`mera: Element de R3.
• Nu´vol de punts: Conjunt de punts associats a una ca`mera.
4.4.2 Objectiu
Per a poder avaluar la similitud entre el nu´vol de punts i el model, fa falta definir
que e´s la “similitud” entre un nu´vol de punts i una malla de triangles, formalment.
Hi han mu´ltiples maneres d’afrontar aquest problema, i no e´s trivial trobar-ne una
de computacionalment viable i adequada. Aquesta funcio´ ha de ser mı´nima quan
el nu´vol de punts sigui igual a la malla de triangles.
La idea a utilitzar ens la va donar en Pere Brunet11. Es basa a aprofitar l’origen
dels nu´vols de punts, que han estat capturats per ca`meres. Donat que coneixem
la posicio´ de les ca`meres a l’espai i quins punts han capturat, podem “tirar” una
l´ınia de la ca`mera a un dels punts que ha capturat, i mirar si te´ una interseccio´
amb el model. En el cas que aquesta interseccio´ existeixi, la dista`ncia entre el punt
del nu´vol i el triangle e´s un bon indicador de la proximitat del punt a la malla de
triangles. Si no hi ha interseccio´, s’assigna un valor de “penalitzacio´” que ha de
ser me´s gran que als casos amb interseccio´, per evitar problemes.
11Forma part del grup ViRVIG, al que tambe´ pertany la directora
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4.4.3 Algorisme
A la figura 11, tenim una representacio´ del funcionament de l’algorisme, per
un triangle t, una ca`mera ci, i el nu´vol de punts capturat per aquesta ca`mera





















(d) Dista`ncies calculades. Les que no
intersequen amb el triangle so´n infinit
Figura 11: Algorisme de simil·litud
Des de la ca`mera, e´s tracen semirectes que passin per cada un dels punts (11b),
i es calcula la interseccio´ amb el pla que defineixen els tres punts del triangle (11c).
Si la interseccio´ es troba dins el triangle, li assignem el valor de la dista`ncia sobre
la recta. Si la interseccio´ e´s fora, li assignem un valor simbo`lic d’infinit. A imatge
11d es veuen els dos casos amb l´ınies continues i de puntejades respectivament.
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4.5 Criteri d’acumulacio´
Un cop obtingudes totes les dista`ncies, queda triar amb quin criteri s’han d’acu-
mular aquests valors per obtenir el valor final de la funcio´.
La opcio´ me´s intu¨ıtiva seria simplement sumar aquestes dista`ncies, substituint
els infinits (no interseccio´) per una penalitzacio´. Pero` aquesta manera d’afrontar-
ho te´ alguns problemes. Per cada triangle, obtenim O(m) dista`ncies, on m e´s el
nombre de punts. Pero` e´s fa`cil de veure que la gran majoria d’aquests valors seran
infinit, per tant el valor sempre tindra` una magnitud12 molt gran, i la difere`ncia
entre el millor i el pitjor cas sera` molt petita en relacio´ amb la magnitud dels
valors. Aixo´ dificulta interpretar els valors, i pot introdu¨ır problemes de precisio´.
Pero` no podem ignorar els valors infinits tampoc, ja que aleshores l’o`ptim
apareix quan no hi ha cap interseccio´.
El criteri que vam definir consisteix en agafar, de totes les dista`ncies que li
corresponen a un triangle i un nu´vol de punts, la mı´nima. Aquesta enfoc tambe´
te´ un suport en l’origen de les dades, si una l´ınia interseca amb me´s d’un triangle,
nome´s el me´s proper pot haver estat capturat per ella.
E´s a dir, donat un triangle t, un conjunt de ca`meres C i els nu´vol de punts
associats per les ca`meres Pi, i ∈ C, la funcio´ e´s:
Score(t, C) = minc∈C minp∈Pc dist(t, p, c)
on dist(T, p, c) retorna la dista`ncia del punt al triangle en la recta pc si interseca,
i infinit en cas contrari.
D’aquesta manera, la mida del valor passa a dependre del nombre de triangles,
independentment del nombre de punts. Per acabar d’ajustar el me`tode, elevem
aquesta dista`ncia al quadrat abans de sumar-la. Aix´ı penalitzem els errors en
proporcio´13 a la magnitud de la dista`ncia.
Per tant la funcio´ resultat per evaluar la similitud entre una malla de triangles
T i un conjunt de ca`meres C amb els seus nu´vols de punts corresponents Pi. e e´s
el valor de penalitzacio´ per les no-interseccions:
SimilarityScore(T,C) =
∑
t∈T min(Score(t, C), e)
2
12La penalitzacio´ s’aplicara` en la majoria de casos
13Me´s dista`ncia implica me´s penalitzacio´, per tant cal vigilar amb el soroll puntual
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4.6 Backface culling
Una optimitzacio´ que vam aplicar, t´ıpica del pipeline gra`fic e´s el backface culling.
Consisteix en ignorar els triangles que no estiguin orientats cap a la ca`mera. La
idea d’orientacio´ prove´ del fet que els model 3d, en general, so´n tancats. E´s a
dir, nome´s una de les seves dues cares e´s visible sigui quina sigui la posicio´ de
l’observador. Per tant, al renderitzar els triangles, es poden ignorar els que no
miren a l’observador.
Nosaltres adaptem aquesta idea al nostre, pero` aplicat a les ca`meres. Un
triangle que no esta` orientat cap a la ca`mera, no pot representar una part de
l’actor. Per tant, no cal que fem cap test per als punts que ha capturat.
L’orientacio´ d’un triangle esta` definida per l’ordre dels seus ve`rtexs. Aquest
concepte es pot expressar de mu´ltiples maneres, utilitzem la del producte vectorial,
ja que e´s la mateixa que hem implementat.
Es defineix com a normal d’un triangle t = (t1, t2, t3), el producte vectorial




Anomenem al vector normal del triangle ~n, i el vector de la ca`mera a un punt
qualsevol del triangle ~u. El producte escalar e´s:
~n · ~u = ||~n||||~u||cos(α), 0 ≤ α ≤ pi
On α e´s l’angle entre els dos vectors. Per tant si el producte e´s positiu, l’angle























(d) Angle amb triangle no orientat
Figura 12: Casos del backface culling
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4.7 Resultats
Per comprovar el rendiment de la funcio´ de comparacio´, hem utilitzat tres jocs de
proves.
Tests
Triangle Triangles Punts Ca`meres
Test 1 26756 316 3
Test 2 4000* 316 3
Test 3 4000* 26553 3
Figura 13: Informacio´ dels tests. L’asterisc indica que els triangles so´n un
subconjunt aleatori dels triangles del model
El primer utilitza tots els triangles del model, pero` un nu´vol redu¨ıt amb 316
punts. Amb aquest me`tode es pot comprovar l’efecte que te´ reduir el nu´vol de
punts sobre el rendiment.
El altres dos testos utilitzen un subconjunt de 4000 triangles del model. Aquest
subconjunt de triangles es tria aleato`riament, a partir d’una llavor predefinida14
per garantir la reproductibilitat dels resultats. Es van utilitzar aquests subconjunts
per reduir el temps necessari per a l’obtencio´ dels resultats.
El segon test utilitza el mateix conjunt de punts que el Test 1. E´s representatiu
del resultat que es pot obtenir simplificant la geometria del model, i reduint la
complexitat del nu´vol de punts simulta`niament.
El tercer test e´s l’u´nic que utilitza un nu´vol complet, amb 26553 punts. E´s re-





Triangle Temps total(s) Interseccions totals(s) Comparacions per segon
Test 1 318.85 3970563 12452.81
Test 2 44.10 544387 12344.18
Test 3 3755.87 47448760 12633.22
Figura 14: Resultats dels tests
Figura 15: La primera gra`fica mostra el temps d’execucio´ de cada un dels testos. La
segona mostra el Speed-up que haur´ıem d’aconseguir amb optimitzacions per arribar al
temps objectiu de 5.0s en verd, en una escala logar´ıtmica. El temps complet (vermell)
s’ha extrapolat a partir del test 3, suposant que s’utilitza el mateix nu´vol de punts
pero` amb tots els triangles del model.
4.8 Valoracio´ de resultats
La malla de punts de Makehuman e´s molt complexa, amb uns 13.000 quadrila`ters.
Una examinacio´ superficial de la malla, mostra que pra`cticament tots els pol´ıgons
es concentren en les zones me´s complexes del model, com cap, mans i peus. El
nostre nu´vol de punts no te´ prou resolucio´ com per capturar aquests detalls, per
tant una proporcio´ molt alta d’aquests pol´ıgons no ens resulten u´tils. Els models
de persona utilitzats en general solen tenir al voltant de 6000 pol´ıgons15. Els
resultats mostren que la millora de rendiment al reduir el nombre de triangles
15Segons l’experie`ncia de la directora
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e´s substancial, pero` no e´s una opcio´ viable per Makehuman, ja que no permet
simplificar la geometria16.
Figura 16: Malla de pol´ıgons que defineix la cara el model en Makehuman.
L’elevat nombre de pol´ıgons a la cara i les mans resulta aparent.
L’altre factor que podem utilitzar per optimitzar el rendiment, i que reflectei-
xen els tests, e´s reduir la cardinalitat del nu´vol de punts. Veient el nu´vol complet,
resulta aparent que hi ha molta redunda`ncia, i que es podria eliminar una propor-
cio´ bastant alta sense perdre massa informacio´. La dificultat radicaria en dissenyar
un algorisme capac¸ d’eliminar el ma`xim de punts sense perdre la “informacio´ con-
tinguda” pel nu´vol de punts.
No vam arribar a implementar el me`tode d’optimitzacio´, a causa del mal ren-
diment de la funcio´ de comparacio´, que ho feia inviable. En plantejar el problema,
esperava que la funcio´ necessite´s al voltant d’un segon, i en cap cas hauria de trigar
me´s de cinc segons a obtenir el valor. De manera intu¨ıtiva, el me`tode d’optimitza-
cio´ ha d’obtenir diverses mostres de l’espai de solucions que ha d’explorar, i veient
els resultats de [18], esperaria un mı´nim de 50 mostres. Els temps necessari per
fer les proves resultaria prohibitiu.
Els mals resultats obtinguts pel sistema de comparacio´ ens van obligar a con-
siderar si realment era viable seguir treballant sobre el plugin de Makehuman. No
nome´s ens portava problemes en el que respectava al rendiment, tambe´ ens perju-
dicava la manca de suport a l’hora de modificar el model a partir de l’esquelet, i
la impossibilitat de reduir la complexitat en nombre triangles del model.
16Suficientment
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Davant totes aquestes dificultats, vam preferir deixar de treballar en Makehu-
man, i centrar-nos en la part de captura de moviments C++. Al deixar de banda
MakeHuman, tambe´ perdem la possibilitat d’adaptar el model al nu´vol de punts,
per tant a partir d’ara ens centrarem en l’extraccio´ de moviments.
Tot i la dificultat que te´ familiaritzar-se amb el codi ja escrit, C++ ens ofereix
molts avantatges. Al ser un codi me´s baix nivell, almenys en comparacio´ amb
python, tenim la possibilitat de realitzar optimitzacions que a python simplement
so´n impossibles.
Una altra cosa que ens permet, e´s intentar portar part del nostre codi a la
GPU17. Al implementar la funcio´ de comparacio´, les seves caracter´ıstiques indica-
ven que aquell codi era molt bon candidat per ser paral·lelitzat. Les depende`ncies
so´n inexistents, i la natura geome`trica de totes les operacions realitzades es poden
fer de manera o`ptima a la GPU. Simplement l’increment en la pote`ncia de ca`lcul
que tenim disponible ja ens garanteix una millora de rendiment.
17Tot i que hi han llibreries que permeten utilitzar GPUs en python, pero` no hi estic familia-
ritzat i no tindr´ıem prou control sobre les dades
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5 C++: Modificacio´ del model
5.1 Motius eleccio´
Com ja hem mencionat, l’avantatge principal de treballar en C++ e´s la proximitat
al hardware. Tenim molt me´s control sobre les dades i podem utilitzar optimitza-
cions que no so´n possibles en python, ja que no e´s la tasca per que` va ser dissenyat.
Com que plantejarem aquesta part com una funcionalitat a afegir al projecte
de ma`ster, es podra` fer l’extraccio´ de moviments al mateix programa que fa la
captura. De cara a l’usuari, e´s una gran millora en el que respecta a la usabilitat.
Per fer la captura de moviments, necessitem alguna llibreria que permeti mo-
dificar la posicio´ de l’esquelet, i fer les transformacions corresponents a la malla.
Per encarar-ho, vam decidir utilitzar una llibreria dissenyada per animar models
amb esquelets, i que per tant pot modificar la malla de triangles segons els canvis
que fem a l’esquelet. Tot i que fer modificacions arbitra`ries a l’esquelet no e´s el
cas d’u´s per el qual es va dissenyar, no hauria de resultar excessivament complicat
adaptar-la a les nostres necessitats.
La nostra primera eleccio´ e´s la llibreria Cal3d. Recomanada per la directora,
degut a la seva simplicitat [24]. Tot i que la qualitat de l’interpolacio´ no e´s la
millor possible, degut als nivells de resolucio´ amb els que tenim, aixo` no tindra`
impacte apreciable en la qualitat dels nostres resultats finals.
Com que l’objectiu e´s exportar la sequ¨e`ncia de moviments de l’esquelet que
descriguin l’animacio´18, un cop extreta aquesta animacio´ es podra` renderitzar en
el producte final mitjanc¸ant la llibreria preferida per l’usuari.
Al comenc¸ar a treballar amb el codi C++, ens trobem amb el problema que
comporta contribu¨ır amb una base de codi amb la que no ets familiar. S’ha d’inver-
tir una quantitat substancial d’hores en familiaritzar-se amb el codi, i entendre el
funcionament abans de poder comenc¸ar a fer les modificacions pertinents. Aquest
problema es va veure magnificat per l’abse`ncia tant de documentacio´ com de co-
mentaris i la no separacio´ entre la interf´ıcie i el codi de l’aplicacio´. Va ser necessari
revisar en profunditat pra`cticament tot el codi.
Centrarem aquest cap´ıtol en la integracio´ de Cal3d a l’aplicacio´, dedicant una
seccio´ separada a l’acceleracio´ per GPU del me`tode de comparacio´.
18En general els formats d’animacio´ basats en esquelets segueixen aquest esquema
43
Els objectius marcats abans de comenc¸ar a implementar van ser:
• Permetre a l’usuari carregar un model de la seva eleccio´, en un format pre-
determinat
• Mostrar el model carregat per pantalla
• Permetre a l’usuari modificar la posicio´ del model mitjanc¸ant translacions i
rotacions aplicades als ossos, mostrant el model amb la transformacio´ cor-
responent per pantalla.
5.2 Ca`rrega de models i sistema de modificacio´
5.2.1 Llibreria utilitzada
Com ja hem mencionat, utilitzem Cal3d [24]. Comencem explicant de manera
esquema`tica el seu funcionament.
Un dels conceptes ba`sics del disseny de Cal3D [25] e´s separar les dades que
es poden compartir entre mu´ltiples objectes, i les que s’associen a una insta`ncia
espec´ıfica. En la documentacio´ de Cal3D s’anomenen classes Core19 i Instance20
respectivament.
Aixo` permet mostrar mu´ltiples insta`ncies del model simulta`niament a l’escena,
reproduint animacions de manera independent mantenint a memo`ria una u´nica
co`pia de les dades me´s voluminoses, com la malla de triangles o l’animacio´21.
Per simplificar i encapsular el funcionament de la llibreria, tambe´ conte´ algunes
classes que implementen funcionalitats utilitzades per crear i mostrar l’animacio´.
D’aquestes utilitzarem la classe CalPhysique, que adapta la malla de triangles a la
posicio´ actual de l’esquelet.
5.2.2 Ca`rrega de models
Vam decidir utilitzar el format me´s co`mode per nosaltres a l’hora de carregar el
model, el natiu de Cal3d. Consisteix en un arxiu .cfg que indica la localitzacio´
19Al codi font tenen el prefix Core
20Al codi font no tenen cap prefix
21L’insta`ncia nome´s emmagatzema l’estat de l’animacio´, e´s a dir, posicio´ de l’esquelet i instant
de temps
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dels diferents arxius que contenen la informacio´ del model en un format espec´ıfic
de Cal3d.
No era la millor opcio´, pero` vam considerar que el temps requerit per imple-
mentar una altra opcio´ no justificava al benefici que aixo` aportaria al resultat
del projecte. Idealment, haur´ıem utilitzat la llibreria ASSIMP [26], que permet
importar molts dels formats me´s utilitzats.
Tot i no utilitzar ASSIMP, existeixen exportadors [24] de Cal3D per 3 progra-
mes de modelatge a`mpliament utilitzats: 3D Studio MAX, Blender i Milkshape3D.
Per tant, tot i que no e´s o`ptim de cara a l’usuari, no resulta un gran impediment.
5.3 Modificacio´
Per permetre a l’usuari modificar la posicio´ de l’esquelet de manera intu¨ıtiva, li
mostrem una llista amb tota l’informacio´ de l’esquelet: 3 valors (x, y, z) per la
translacio´ i 3 valors (φ, θ, ψ) per la rotacio´, expressada en angles d’euler22.
Figura 17: Interf´ıcie per la modificacio´ de la posicio´ de l’esquelet
L’usuari pot modificar aquests valors mitjanc¸ant la interf´ıcie, i el model mostrat
22Internament Cal3d utilitza quaternions pero` de cara a l’usuari els angles d’euler so´n me´s
intu¨ıtius
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per pantalla s’adapta a la nova posicio´ immediatament.
Per aconseguir-ho, vam examinar el codi font de Cal3D per entendre el seu
funcionament. L’objectiu era aconseguir modificar la malla de punts de la manera
me´s senzilla possible. Pod´ıem crear una animacio´ programa`ticament, posant la
posicio´ objectiu en un keyframe i reproduint-la fins aquell punt, pero` aixo` requeria
explorar i modificar de manera no trivial les estructures de dades.
El mecanisme utilitzat va aprofitar la jerarquia comentada anteriorment. La
classe CalPhysique utilitza la informacio´ de posicio´ de l’esquelet d’una insta`ncia
per calcular la malla de punts que li correspon. Per tant, modificant la posicio´ de
l’esquelet de la insta`ncia mostrada per pantalla i utilitzant CalPhysique pod´ıem
obtenir la malla corresponent.
Aquest sistema tenia l’avantatge de redu¨ır el nombre de crides a elements de
la classe Cal3D, reduint el nombre de depende`ncies. Tambe´ permetia produ¨ır una
animacio´ a partir de les diferents posicions de l’esquelet de manera molt senzilla23.
5.4 Visualitzacio´
Aconseguir mostrar el model per pantalla no resulta massa complicat, donada una
certa familiaritat amb OpenGL. Enviem les dades de ve`rtexs i triangles a la GPU
mitjanc¸ant els Vertex Buffer Object [27] d’OpenGL, que es renderitzen amb el
pipeline tradicional.
Un apunt interessant e´s que aquestes dades que s’han enviat per renderitzar
so´n les mateixes que es necessiten per poder fer el ca`lcul d’interseccions a la GPU.
Com que l’organisme que dissenya OpenCL24 i OpenGL e´s el mateix, hi ha la opcio´
a OpenCL de treballar amb les dades que OpenGL ha enviat. Aix´ı es reduiria la
quantitat de dades que s’envien i emmagatzemen a la targeta gra`fica.
23La funcionalitat es va afegir, pero` per manca de temps no es va poder arribar a utilitzar.
24Veure seccio´ “Acceleracio´ mitjanc¸ant GPGPU”
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6 Acceleracio´ per GPGPU
6.1 Que e´s una GPU?
El paral·lelisme com a paradigma de programacio´, te´ una importa`ncia creixent
en el mo´n de la computacio´ [28]. La tende`ncia actual en el disseny de processa-
dors e´s augmentar el nombre de nuclis, sense grans millores en la frequ¨e`ncia [29].
L’exemple me´s extrem d’aquest tende`ncia so´n les GPU25.
Les GPU, tal com el nom indica, van ser dissenyades originalment amb l’u´nic
objectiu d’accelerar el processament de les dades per visualitzar escenes 3D com-
plexes. La sequ¨e`ncia de passos utilitzada per passar de les primitives gra`fiques,
utilitzant mu´ltiples transformacions geome`triques, a la imatge que es mostrara` per
pantalla. Aquest seguit de passos es coneixen com el pipeline gra`fic.
Inicialment, aquest hardware operava de manera fixe. Amb la millora de les
capacitats computacionals, va apare`ixer la possibilitat de programar algunes parts
del pipeline, per realitzar operacions me´s complexes. Per exemple, amb el pipeline
fix, el programador podia indicar a quina part de l’escena es trobaven els focus
emissor de llum, pero` no podia modificar el funcionament del model d’il·luminacio´
utilitzat [28].
L’arquitectura va evolucionar, augmentat en flexibilitat i programabilitat, fins
a arribar al model actual, conegut com unified shader architecture. De mane-
ra senzilla, les arquitectures anteriors tenien dues parts programables f´ısicament
separades en el hardware, una feia el processament de ve`rtexs, i l’altre el processa-
ment de fragments. Aquestes dues parts tenien hardware especialitzat per la seva
tasca.
Amb la unified shader arquitecture, totes les unitats de computacio´ programa-
bles passen a tenir el mateix hardware. A l’hora de renderitzar gra`fics, el pro-
cessament de ve`rtexs i fragments es reparteix de manera dina`mica entre aquestes
unitats programables [28].
Aquest canvi en l’arquitectura resulta clau en el camp de la GPGPU 26 gra`cies a
la simplificacio´ del hardware de cara al programador i l’increment de pote`ncia que
comporta. A (Thompson et al. 2002) [30] podeu veure un article del 2002 que re-
25Graphics Processing Unit
26General Purpose Computing on Graphical Processing Units
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sulta molt il·lustratiu sobre la complexitat que presentava escriure codi de propo`sit
general en GPU abans de la generalitzacio´ de la unified shader architecture.
6.2 Quan utilitzem GPGPU?
Farem aquesta explicacio´ utilitzant la nomenclatura de CUDA [31], ja que e´s me´s
representativa de l’arquitectura interna de les GPU.
Les unitats de programacio´ de la GPU segueixen el paradigma “un programa
mu`tiples dades” o SPMD27. E´s a dir, un u´nic programa s’executa sobre un conjunt
molt gran de dades.
Per maximitzar l’a`rea del xip dedicada al ca`lcul, les GPUs simplifiquen la part
de control. Els processadors s’agrupen en warps28, que comparteixen unitat de
control. E´s a dir, a cada cicle s’executa la mateixa instruccio´ a tots els processadors
del warp. El principal inconvenient d’aquest disseny so´n les instruccions de control.
Si l’execucio´ es divideix en dues branques amb un condicional, les dues branques
s’han d’executar de manera sequ¨encial.
Els warps s’agrupen, formant el nivell me´s alt de la jerarquia: Streaming mul-
tiprocessors. Un Streaming multiprocessor conte´ una regio´ de memo`ria nome´s
accessible pels seus warps, i s’encarrega d’assignar les tasques a executar per els
warps.
Aquesta estructura basada en el hardware apareix en tots els models de pro-
gramacio´ en GPU. La tasca a realitzar es divideix en blocs, que es subdivideixen
en threads. Un bloc s’assigna a un Streaming multiprocessor, que s’encarrega
d’assignar-lo als seus warps.
El thread e´s la unitat mı´nima de ca`lcul, i correspon a una execucio´ del kernel29
en un processador. Cada thread te´ un identificador u´nic dins del bloc i cada bloc
te´ un identificador tambe´ u´nic. Els para`metres del kernel so´n els mateixos per
tots els threads. Amb aquests identificadors s’ha de poder calcular a quines dades
accedir.
Amb aquests coneixements sobre l’arquitectura i funcionament de les GPUs,
ja podem caracteritzar per quines tasques resulten me´s adequades [28].
27Single-Program Multiple-Data
28Per tenir una idea, solen ser de 32 o 64 processadors depenent del fabricant
29Funcio´ a executar a la GPU
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• Ha de ser molt paral·lelitzable. Les subtasques no poden tenir depende`ncies
complexes entre elles, i han de basar-se en l’aplicacio´ d’un mateix procedi-
ment a un gran conjunt de dades.
• Ha de tenir me´s prioritat el processar una gran quantitat de dades en pa-
ral·lel, que la late`ncia. Al ser un dispositiu f´ısicament separat de la CPU, ha
de rebre a trave´s del bus totes les dades necessa`ries per a la computacio´ i un
cop acabat el ca`lcul s’han d’enviar els resultats de nou. Des de l’entrada de
les dades a la GPU fins a l’obtencio´ del resultat poden passar centenars de
milers de cicles.
Una mostra d’aquesta prioritat es troba en els decisions de disseny dels fa-
bricants de hardware. Tot i el ra`pid increment en pote`ncia de les GPU, la
late`ncia dels accessos interns a memo`ria ha augmentat [32].
6.3 Eleccio´ de llibreria GPGPU
La computacio´ de propo`sit general per GPUs esta` dominada per dues llibreries,
CUDA [33] i OpenCL [34].
CUDA e´s una plataforma de programacio´ paral·lela, dissenyada per Nvidia. No
e´s un esta`ndard obert, i per tant nome´s esta` disponible en hardware de Nvidia.
Segons la meva experie`ncia a l’assignatura TGA, resulta me´s co`mode d’utilitzar
pel desenvolupador. Les abstraccions que proporciona CUDA permeten integrar el
codi paral·lel directament al codi font, i el compilador s’encarrega d’enviar el codi
a la GPU i de fer la majoria de tasques d’inicialitzacio´ i comunicacio´ de manera
impl´ıcita.
OpenCL en canvi e´s un esta`ndard obert, dissenyat pel mateix organisme [35]
que ha dissenyat OpenGL. No nome´s esta` limitat a GPUs, sino´ que pot utilitzar-se
per CPUs, FPGAs i altres dispositius d’acceleracio´. Al ser un esta`ndard obert,
tambe´ e´s compatible amb qualsevol hardware, sempre que el fabricant proporcioni
els drivers necessaris. Actualment els fabricants principals com AMD [36], Intel [37]
i Nvidia [38], entre altres, suporten OpenCL.
La flexibilitat d’OpenCL comporta una major complexitat al programar. Hi
ha menys abstraccions que en CUDA, i aixo` augmenta la quantitat i complexitat
de codi que es necessita per poder fer una execucio´ a la GPU.
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Tot i aquesta dificultat afegida, l’eleccio´ va ser utilitzar OpenCL. Tot i els seus
inconvenients, la compatibilitat amb la majoria de GPUs modernes resulta clau.
A me´s de la prefere`ncia personal pels formats oberts, considero que els avantatges
de CUDA no justifiquen la pe`rdua de compatibilitat amb tots els dispositius que
no han estat fabricats per Nvidia 30.
6.4 Detalls de l’implementacio´
Vam comenc¸ar implementant en C algunes funcions i estructures de dades que
simplifiquessin el proce´s d’inicialitzacio´ d’OpenCL. Una d’elles s’encarrega de la
inicialitzacio´ del dispositiu OpenCL, en aquest cas la GPU, i l’altre compila el
codi pertinent i l’envia a la targeta gra`fica. No entro en me´s profunditat a aquesta
part, ja que es tracta ba`sicament de detalls d’implementacio´ en OpenCL que no
tenen massa intere`s per la tesi.
El codi que calcula la similitud model-nu´vol de punts e´s ba`sicament el mateix
que tenien en el plugin de Makehuman, portat al llenguatge utilitzar per definir
kernels OpenCL31. El podeu trobar a l’ape`ndix I.
6.5 Jocs de proves
Abans d’integrar el codi al projecte, vam decidir preparar un sistema de tests que
ens comprove´s el correcte funcionament. Aprofitant que ten´ıem el codi en Python
que donava resultats visualment correctes, vam utilitzar-lo per calcular dos jocs
de proves, que permetrien comprovar la correctesa de la nostra implementacio´ en
la GPU.
Els jocs de proves estan dissenyats per poder verificar:
1. La implementacio´ en OpenCL no calcula falsos positius. E´s a dir, la GPU
no troba interseccions de triangles que no estiguin contingudes al test.
2. La implementacio´ en OpenCL e´s correcte. E´s a dir, les interseccions cal-
culades tenen sempre el mateix valor, i aquest valor e´s el mateix32 que al
test.
30Entre ells la GPU de l’ordinador amb el que` s’ha realitzat la major part de l’implementacio´
31Basat en C99 amb modificacions [39]
32Raonablement proper
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3. La implementacio´ en OpenCL e´s eficient. Necessitem una entrada fixa, repre-
sentativa del problema que volem solucionar, per poder mesurar la millora
del ca`lcul respecte a la versio´ sequ¨encial, i per poder comparar diferents
versions del codi OpenCL entre si.
Els punts 1 i 2 resulten especialment importants. Tot i les millores recents en
aquest aspecte, les GPU estan dissenyades per realitzar ca`lculs de manera eficient,
i aixo` sol comportar pe`rdues de precisio´. Les operacions en coma flotant sempre
tenen el risc d’introduir errors de precisio´, i algunes targetes gra`fiques sacrificaven
precisio´ per guanyar velocitat.
Els jocs de prova consisteixen en:
• Ve`rtexs que formen la malla del model
• Triangles que formen la malla del model, com a ı´ndex del ve`rtexs
• Posicio´ de les ca`meres
• Nu´vol de punts corresponent a cada ca`mera
• Conjunt d’interseccions resultant d’aplicar l’algorisme amb informacio´ sobre:
les coordenades de l’interseccio´, el triangle i el punt implicats.
tests
Triangle Ve`rtexs Triangles Punts Ca`meres Interseccions
Test 1 13.380 26.756 316 3 189
Test 2 13.380 26.756(4.000) 26.553 3 1606
Figura 18: Informacio´ dels tests. Un nombre entre pare`ntesis indica que les
interseccions s’han calculat per un subconjunt de triangles amb aquesta mida
El primer joc de proves esta` creat amb un nu´vol de punts redu¨ıt. Per crear-
lo, descarta`vem aproximadament un 90% dels punts, de manera arbitra`ria. E´s el
mateix que vam utilitzar per comprovar el correcte funcionament del nostre joc de
proves en python. Al tenir un nombre redu¨ıt de punts, pod´ıem calcular totes les
interseccions entre el nu´vol i el model.
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La utilitat principal d’aquest joc de proves e´s comprovar que no hi hagi falsos
positius, tot i que tambe´ es comprova la correctesa.
El segon joc de prova utilitza tots els nu´vols de punts, pero` nome´s conte´ les
interseccions d’un subconjunt aleatori de 4.000 dels triangles, degut a la lentitud
del codi sequ¨encial.
Aquest segon joc de prova esta` dissenyat per verificar l’eficie`ncia i la correctesa.
Com ja hem mencionat a l’apartat corresponent, el model de 26.756 triangles
resulta excessiu pels nostres propo`sits ja que, a la pra`ctica, un model amb uns
6.000 triangles resulta suficient. La mida del nu´vol de punts tambe´ es podria
reduir de manera notable.
La complexitat afegida resulta u´til a l’hora de comparar diferents versions del
codi, i ajuden a reduir la late`ncia pro`pia de la gra`fica i la varia`ncia introdu¨ıda per
factors externs. La prese`ncia d’a`rees del model amb una gran densitat de triangles
resulta u´til per comprovar la precisio´ en casos extrems.
Compararem el rendiment amb la versio´ sequ¨encial en el plugin de Makehuman.
De fet, aquests jocs de proves s’han generat amb les mateixes dades que els testos
de l’apartat de Makehuman. El test 1 es va generar amb les dades del test 1 del
plugin de Makehuman, per tant realitza exactament les mateixes operacions. El
test 2 ha estat generat a partir del test 3 de Makehuman, pero` amb el model i
nu´vol de punts complet.
Amb aquests jocs de proves, farem una se`rie d’experiments per obtenir infor-
macio´ sobre el rendiment de la nostra implementacio´. Hem dissenyat experiments
amb dos objectius: Trobar els para`metres o`ptims per l’execucio´ i comprovar si e´s
viable utilitzar mu´ltiples GPUs per accelerar els ca`lculs.
6.6 Experiments i ana`lisi dels resultats
Hem realitzat un seguit d’experiments utilitzant els jocs de prova per obtenir i
mesurar el rendiment de l’implementacio´. Els dividim en seccions.
Tots els experiments s’han fet al servidor boada del departament d’Arquitectura
de Computadors de la UPC. Aquest e´s el servidor que s’utilitza a l’assignatura
Tarjetes Gra`fiques i Acceleradors, que vaig fer durant el desenvolupament del TFG.
Aquest servidor conte´ quatre GPUs Tesla K40, de Nvidia. So´n targetes especi-
alitzades per a GPGPU, i m’han perme`s experimentar amb hardware especialitzat
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pel ca`lcul i mu´ltiples GPUs.
Els resultats d’aquesta part del treball tambe´ s’han utilitzat per a la pra`ctica
de TGA.
6.6.1 Precisio´
Un dels possibles problemes era la manca de precisio´. Com hem explicat a l’apartat
anterior, utilitzant els dos jocs de proves pod´ıem comprovar si la precisio´ era
suficient i si els errors nume`rics no introdu¨ıen falsos positius.
Amb aquest objectiu vam fer dues execucions, amb els dos testos mencionats.
El primer test comprova tant la precisio´ com l’aparicio´ de falsos resultats. En el
segon nome´s es comprova la precisio´.
Per poder afirmar que els resultats so´n precisos, hem de definir que entenem
per precisio´. Els nombres en coma flotant, al ser una representacio´ discreta no
poden representar tot el rang de valors. Per tant, totes les operacions en coma
flotant tenen un error impl´ıcit33, que no podem evitar.
A l’hora de comparar els resultats, aquesta imprecisio´ tambe´ e´s present en el
codi sequ¨encial. Donat el gran nombre d’operacions que es realitza i la prese`ncia
d’errors de precisio´, si s’utilitze´s un joc de proves prou gran, amb molta seguretat
apareixerien difere`ncies.
Per aquests motius, s’ha establert un epsilon no molt petit. Sabem que hi haura`
difere`ncies, l’objectiu e´s trobar discrepa`ncies amb una magnitud prou gran com
per no ser atribu¨ıbles a problemes relacionats amb l’aritme`tica de coma flotant.
Per tant, es considera que el resultat e´s correcte si els dos valors es troben a una
dista`ncia menor a un 34 arbitrari.
Els dos jocs de prova passen els testos de precisio´.
No s’ha invertit molt de temps en intentar millorar els resultats en el que res-
pecta a la precisio´. La limitacio´ principal era la mala qualitat de la implementacio´
sequ¨encial en Python.
De cara al treball futur, resultaria interessant intentar avaluar la precisio´ del
me`tode de manera me´s adequada, mitjanc¸ant la construccio´ d’un me`tode amb
garanties de precisio´, utilitzant nombres de doble precisio´ o llibreries de precisio´
33Impossible discretitzar un rang de valors continu sense una pe`rdua de precisio´
34Utilitzem 1e-05
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arbitra`ria que ens permetin raonar sobre la precisio´, i comprar els resultats amb
la implementacio´ accelerada.
Degut a la naturalesa dels nombres en coma flotant [40], un ana`lisi basat en
l’error relatiu permetria avaluar la precisio´ del resultat de manera me´s acurada i
interessant.
6.7 Mides o`ptimes del problema
A la seccio´ 7.2 hem explicat de manera superficial la jerarquia de bloc i mida de
bloc que s’utilitza al programar GPUs. Triar aquestes mides correctament pot
tenir un gran impacte sobre l’execucio´ del problema.
En el nostre cas, aquesta jerarquia e´s molt senzilla. Seguint la metodologia
OpenCL, es defineixen dos para`metres: la mida global i local del problema. La
mida local equival al nombre de threads per bloc. La mida global ha de ser mu´ltiple
de la local, i s’utilitza per calcular el nombre de blocs necessari35. Per tant la mida
global correspon al nombre de threads total.
Tal com hem dissenyat l’algorisme, sempre s’han de processar tots els triangles.
Aixo` vol dir que un thread pot haver de processar mu´ltiples triangles. Hem fet
el repartiment de manera senzilla, amb l’objectiu de minimitzar les instruccions
de control, garantir la ma`xima ocupacio´ dels threads i aprofitar la localitat de les
dades. Els triangles es divideixen en n grups amb la mida global del problema.
Si el nombre de triangles no e´s mu´ltiple de la mida global, hi haura` un grup amb
menys triangles. Aleshores, cada thread s’encarrega de fer la interseccio´ per un
dels triangles de cada grup.
Per mesurar l’efecte d’aquests para`metres sobre el temps d’execucio´, hem me-
surat els temps d’un seguit d’execucions. La mida global varia entre 1024 i el
mu´ltiple de 1024 me´s proper al nombre de triangles, sense superar-lo. Es mesuren
els temps en increments de 1024. Per cada mida global, es mesuren les mides locals
per tots els mu´ltiples de 2 entre 64 i 1024. Per cada parella de valors, hem fet 5
execucions, i mostrem la mitjana.
A partir dels gra`fics, resulta clar que la mida global e´s el factor me´s determi-
nant. El temps disminueix ra`pidament en augmentar la mida global de problema.
35nombre de blocs = mida global / mida local
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Aquest resultat confirma els coneixements que tenim sobre la programacio´ de
GPUs.
Figura 19: Gra`fica comparant el temps de ca`lcul per les mides globals i locals en
els dos testos. Les mides locals so´n mu´ltiples de dos, a la gra`fica les expressem
amb el seu logaritme
Amb mides globals petites, cada thread pot arribar a processar 26 triangles. El
processament de cada triangle te´ condicionals: es pot ignorar una part del nu´vol
de punts perque` no esta` orientat a la ca`mera, etc. Cada cop que es do´na una
d’aquestes condicions el rendiment es veu perjudicat. Els efectes es magnifiquen
amb la complexitat del ca`lcul.
Per tant, resulta desitjable que cada thread processi el mı´nim nombre de trian-
gles possible. Si examinem l’evolucio´ del temps en comparacio´ amb el temps, veiem
que a partir d’aproximadament 13500, augmentar me´s la mida global pra`cticament
no produeix beneficis visibles. Aixo´ tambe´ concorda amb l’argument, ja que a par-
tir d’aquest punt cada thread s’encarregara` de processar un ma`xim de 2 triangles.
Un dels altres factors e´s l’arquitectura del hardware. Cada bloc s’assigna a un
streaming multiprocessor, que s’encarrega d’executar-lo. Si no es creen prou blocs
com per ocupar tots els streaming multiprocessors, els processadors corresponents
quedaran inactius. Per tant, ens interessa crear tants blocs com sigui possible36.
Aixo` s’aconsegueix maximitzant la mida global, i minimitzant la local. L’impacte
36Aixo` en la nostra implementacio´ actual, hi ha optimitzacions que es beneficiarien de blocs
me´s grans
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de maximitzar el nombre de blocs e´s especialment aparent quan la mida global e´s
baixa.
En la resta d’experiments, fixem la global me´s alta possible, i la mida local
mı´nima. Per als dos jocs de prova so´n 26624 i 64 respectivament.
6.8 Guany
Tot i que a l’experiment anterior ja ha estat evident la magnitud dels guanys, els
quantifiquem amb dues mesures: el temps necessari i el speedup respecte al temps
sequ¨encial.
Degut a la lentitud, no hem pogut fer una execucio´ completa del codi sequ¨encial
en Python. Per poder fer la comparacio´ interpolem el temps que necessari utilitzant
els resultats del Test 3 de la seccio´ de Makehuman.
Figura 20: A l’esquerra, la gra`fica mostra els temps de la versio´ sequ¨encial en
Makehuman (verd), i la versio´ accelerada per GPU (vermell). A la dreta, trobem
el speedup de la versio´ sequ¨encial (blau) i el temps objectiu mı´nim que ens vam
marcar, corresponent a cinc segons. En els dos casos, l’eix y e´s logar´ıtmic.
Amb un speedup superior a x200000, la millora obtinguda a l’accelerar el ca`lcul
de les interseccions mitjanc¸ant la GPU va superar totes les nostres expectatives.
Tot i que espera`vem una millora d’ordres de magnitud, creiem que en tot cas
seria necessari reduir la mida del nu´vol de punts i utilitzar un model me´s senzill,
juntament amb altres optimitzacions. S’ha demostrat que aquest no e´s el cas.
Cal posar aquesta millora en perspectiva. La versio´ sequ¨encial tenia molt
mal rendiment, me´s del que es podria esperar. Tot i que haur´ıem pogut obtenir
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millorar-lo molt, la difere`ncia entre el rendiment que ten´ıem i l’objectiu era massa
gran per a obtenir sense una paral·lelitzacio´ o canvi de llenguatge.
Tot i aixo´ el resultat e´s molt positiu en termes absoluts. El temps resultant es
troba per sota del mı´nim que considera`vem viable37.
S’ha de tenir en compte que pra`cticament no s’han fet optimitzacions al ca`lcul
d’interseccions en si, i que posteriorment vam trobar almenys un estudi [41] amb
un me`tode per calcular interseccions raig-triangle que en general e´s me´s eficient.
Gra`cies a aquests bons resultats, vam poder centrar-nos en obtenir algun resultat
relacionat amb la captura de moviments, cosa que no hauria estat possible si fessin
falta me´s millores.
Tenint en compte que les ca`meres Kinect capturen a 24 frames per segon38, per
poder fer la captura en temps real39 el processament de les s’ha de fer en menys de
41 mil·lisegons. En aquest per´ıode, s’han de poder realitzar mu´ltiples avaluacions.
Els resultats obtinguts mostren la viabilitat d’arribar a fer aquest processament
en temps real40. Cal recordar que el Test02 te´ 26000 triangles mentre que uns 6000
haurien de ser suficients per al nostre problema. A me´s, es pot reduir la complexitat
del nu´vol de punts i implementar moltes optimitzacions algor´ısmiques.
6.9 Rendiment en un cas realista i acceleracio´ amb mu´ltiples
dispositius
Els temps mesurats a l’apartat anterior nome´s tenen en compte una execucio´ del
kernel. Per mesurar el rendiment en un cas me´s realista, hem dissenyat un altre
experiment.
L’experiment consisteix en processar 96 frames. E´s a dir, l’equivalent a proces-
sar la informacio´ corresponent a quatre segons de captura si nome´s hem de fer un
ca`lcul per frame, o a un segon de captura si hem de fer quatre ca`lculs per frame.
Aquests frames no es poden processar de manera simulta`nia o desordenada.
37En una GPU de consumidor els resultats tambe´ so´n bons. Una ATI Radeon HD 5750 del
2009 necessita al voltant de 1.5s. E´s una tarjeta antiga i de gamma mitja.
38Al ser tres ca`meres independents la sincronitzacio´ no e´s trivial, pero` ho assumim de totes
maneres per simplicitat
39El projecte del que` partim no e´s capac¸ de capturar les dades de tres ca`meres en temps real,
per tant tambe´ s’hauria d’optimitzar
40En una versio´ futura del projecte
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La nostra aplicacio´ ha d’utilitzar el resultat dels ca`lculs per fer una estimacio´ de
la posicio´ de l’esquelet, i aquesta informacio´ e´s necessa`ria per processar el pro`xim
frame.
Per relaxar aquesta condicio´, hem agrupat els frames en grups de quatre. Abans
de poder processar el segu¨ent grup, el grup actual ha de finalitzar i el resultat ha
de ser enviat a la CPU. Aquesta modificacio´ e´s menys forta del que pot semblar.
En general, necessitarem me´s d’un ca`lcul per fer la interpolacio´ de la posicio´ de
l’esquelet41.
Aquesta relaxacio´ de les condicions de sincronitzacio´ tambe´ ens permeten com-
provar l’efica`cia que te´ accelerar els ca`lculs augmentant el nombre de GPUs.
Obtenim resultats per als dos jocs de proves, amb 1 i 4 GPUs. Els 96 frames
es construeixen com 96 co`pies dels testos, amb una petita modificacio´ per garantir
que els resultats so´n diferents.
6.9.1 Primer joc de proves
Comencem analitzant els resultats pel test 01.
Figura 21: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
Veiem que la transfere`ncia de dades no te´ un impacte considerable sobre el
resultat. A causa de les limitacions de OpenCL, nome´s es mostren les transmissions
41Especialment si fem servir un me`tode directe
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de dades de la GPU a la CPU.
Te´ molt me´s impacte la late`ncia entre la fi d’una tasca i l’inici de la segu¨ent.
De fet, el gra`fic de la dreta es pot apreciar que la GPU es passa me´s temps inactiva
que en funcionament.
De la manera que ho hem implementat42, podem afirmar que aquesta e´s la
late`ncia mı´nima que necessita OpenCL per enviar les dades necessa`ries a la GPU
i inicial el ca`lcul. Tambe´ es veu l’efecte que te´ la sincronitzacio´ entre tasques. La
late`ncia entre grups e´s major que la late`ncia entre frames.
El segon experiment del test01 utilitza les mateixes dades que l’anterior, pero`
repartides entre els quatre frames de cada grup en dispositius diferents.
Figura 22: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
Veiem una millora en el temps en termes absoluts, pero` l’ocupacio´ de les GPU
en general es redueix.
42Es posen totes les tasques a la cua abans de comenc¸ar
59
6.9.2 Segon joc de proves
El test 02 e´s molt me´s exigent computacionalment. Per tant, s’espera que l’ocu-
pacio´ de la GPU sigui molt me´s alta.
Figura 23: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen ca`lculs. Els ca`lculs s’agrupen en grups de quatre, amb el
mateix color.
La late`ncia pre`via a l’inici de cada execucio´ no desapareix, pero` perjudica molt
menys el rendiment. Les transfere`ncies de dades deixen d’impactar el rendiment.
L’ocupacio´ passa a ser pra`cticament completa.
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Figura 24: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
Al utilitzar mu´ltiples GPU, veiem que es pot seguir mantenint una ocupacio´
molt alta. La mida de les tasques esta` molt equilibrada, per tant la sincronitzacio´
dels quatre dispositius no te´ massa impacte sobre el resultat.
6.10 Beneficis d’augmentar el nombre de GPUs
Fem dos gra`fics per poder comparar l’impacte del nombre de dispositius sobre els
testos.
Figura 25: A l’esquerra trobem el temps necessari per a l’execucio´ els testos en
un dispositiu (vermell) i en quatre (verd). A la segona gra`fica trobem els
speedups obtinguts en passar de 1 a 4 dispositius, per als dos testos.
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En aquest cas, la informacio´ sobre l’speedup e´s la que resulta me´s informativa.
Per al test01, utilitzar 4 GPUs nome´s permet obtenir un speedup de x1.88. El
factor limitant e´s el cost impl´ıcit de les sincronitzacions, per tant la pote`ncia
computacional no te´ resultats gaire bons.
En canvi, amb el segon joc de proves el factor limitant era la capacitat compu-
tacional. Per tant, en passar a utilitzar quatre GPUs s’obte´ un speedup de x3.79,
molt proper al x4 ideal. En aquest cas, el marge de millora e´s menor. En general,
a l’utilitzar mu´ltiples dispositius el cost de la sincronitzacio´ i comunicacio´ entre la
CPU i les GPUS impedeix arribar al rendiment ideal.
En aquest cas, la millora e´s pra`cticament lineal al nombre de dispositius,




Per limitacions de temps, nome´s hem pogut fer un experiment d’aquest apartat,
com a prova de concepte. Tot i aixo`, ten´ıem una idea bastant clara de com fer la
implementacio´, i quines idees podien donar millors resultats.
Per tant, aquest cap´ıtol es centra en una introduccio´ als me`todes directes, i
perque` es creu que so´n una bona manera d’afrontar el problema. Mitjanc¸ant la
prova de concepte, es discuteix com es pensava fer l’extraccio´ de moviments.
7.1 Caracter´ıstiques del problema
Per adaptar el model al nu´vol de punts, busquem la posicio´ del model, i la rotacio´





On n e´s el nombre de dimensions de l’espai de cerca.
Farem una exploracio´ de l’espai de solucions mitjanc¸ant busca local. La busca
local es basa a millorar de manera iterativa un candidat de solucio´, fins a arribar
a un o`ptim local de la funcio´ objectiu.
Aquesta millora es fa buscant solucions pro`ximes 43 a la inicial. Si l’espai de
solucions compleix algunes caracter´ıstiques, aquest o`ptim local coincidira` amb el
global OPT , o es trobara` a poca dista`ncia.
Els problemes d’optimitzacio´ no lineal com aquest es poden afrontar de mu´ltiples
maneres, depenent de les caracter´ıstiques que tinguin. Una informacio´ molt uti-
litzada e´s el gradient de la funcio´ a optimitzar [18]. En el nostre cas, calcular la
derivada de la funcio´ no e´s possible, per tant no podem utilitzar aquest me`tode.
A (Hvattum et al. 2009) [18] es classifiquen els me`todes d’opimitzacio` local en
dos categories: Els que aproximen derivades mitjanc¸ant avaluacions locals, o els
me`todes directes, que no utilitzen informacio´ de gradient i es basen u´nicament en
avaluacions. En el nostre cas, aproximar derivades no e´s adequat, per tant ens
centrarem en els me`todes directes.
43Que s’ente´n per pro`xima depe`n del me`tode utilitzat
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No creiem que aproximar derivades doni bons resultats a causa de les carac-
ter´ıstiques de la funcio´ d’aproximacio´. Per la seva complexitat, no podem fer
afirmacions sobre les seves caracter´ıstiques. Per exemple, al utilitzar mı´nims,
dos evaluacions properes a l’espai poden tenir valors molt diferents, resultant en
una aproximacio´ del gradient poc representativa de l’espai. Ens centrarem en els
me´todes directes.
7.2 Me`todes directes
Els me`todes directes es basen en la cerca d’o`ptims mitjanc¸ant avaluacions, sense
l’objectiu d’aproximar el gradient de la funcio´. Com es menciona a [18] resulten
molt u´tils per problemes d’optimitzacio´ basats en simulacio´.
De fet, la nostra manera d’enfrontar el problema es pot descriure com a si-
mulacio´. Per extreure la posicio´ correcta de l’actor a l’escena, simulem un actor
mitjanc¸ant el model, i intentem posar-lo a la posicio´ correcta, cosa que ens permet
obtenir la configuracio´ de l’esquelet.
A me´s, considerem el funcionament de la nostra funcio´ objectiu. Es basa en
simular el funcionament de les ca`meres Kinect, a la nostra escena virtual. Es
compara la dista`ncia que es va capturar a l’escena real amb la dista`ncia que es
mesura en la nostra simulacio´ de l’escena. La nostra funcio´ objectiu retorna el
quadrat de les difere`ncies entre aquestes dues dista`ncies.
Per motius de temps, no hem arribat a implementar els diferents me`todes que
es mencionen a [18]. En el seu lloc, vaig utilitzar un me`tode me´s senzill, de forc¸a
bruta, que te´ l’objectiu de buscar l’o`ptim al mateix temps que pren mostres de
l’espai de cerca per poder visualitzar-lo.
Els me`todes directes so´n me`todes iteratius. Un me`tode iteratiu e´s un procedi-
ment matema`tic que, aplicat sobre una o mu`tiples solucions candidates xi−k, ..., xi,
et retorna una solucio´ xi+1 me´s propera al valor objectiu que xi. Aplicat en l’a`mbit
de l’optimitzacio´, xi+1 e´s me´s proper a un o`ptim que xi. Els me`todes directes
apliquen aquest procediment, que a partir d’ara anomenarem iteracions, fins a
convergir a un o`ptim.
Els me`todes directes44 es basen a prendre n mostres al “voltant” de la solucio´
candidata, i triar la millor. Al convergir cap a l’o`ptim, es redueix el radi de busca.
44De manera molt superficial
64
Cada me`tode defineix com es prenen les mostres i el criteri per reduir l’a`rea de
busca.
Aquest funcionament resulta molt interessant per al nostre problema. Gra`cies
a la localitat temporal, donada una solucio´ per a un frame, aquesta sera` una bona
solucio´ candidata pel pro`xim frame. Per tant, donada la posicio´ del frame anterior,
la converge`ncia hauria de ser molt ra`pida.
7.3 Prova de concepte
Per manca de temps, nome´s s’ha fet un experiment sobre el funcionament del
me´tode de busca, com a prova de concepte.
La prova te´ l’objectiu de trobar la translacio´ o`ptima del model en el pla xz,
per situar-lo a sobre el nu´vol de punts. La posicio´ inicial en l’eix y del model i
les seves rotacions so´n semblants a les del nu´vol de punts45. Per fer l’exploracio´
s’utilitza un me`tode molt senzill, pero` que ens permet prendre mostres redundants
per visualitzar l’espai de cerca.
De model s’ha fet servir Cally, un model senzill de Cal3d que utilitzen en la
seva aplicacio´ exemple. E´s un model molt primitiu i que no s’assembla l’actor,
pero` per aquesta prova de concepte e´s suficient.
A partir del punt inicial, es prenen n2 mostres equidistant al punt inicial, en
l’eix xz. S’obte´ una “graella” de mostres puntuals. D’aquestes mostres es tria la
mı´nima i es repeteix el procediment, pero` reduint a la meitat la dista`ncia entre
mostres. S’aplica aquest procediment fins que la dista`ncia entre mostres es troba
per sota d’un valor predeterminat.
45Veure testos
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Figura 26: Nu´vol de punts i model en la posicio´ inicial
Figura 27: Nu´vol de punts i model en la posicio´ inicial, amb els rajos
Kinect-Punt amb interseccio´ visibles
7.3.1 Resultat
L’ana`lisi de resultat es centra en dos aspectes. De manera visual, verifiquem la
posicio´ resultant sigui correcta, i les caracter´ıstiques de l’algorisme que porten a
aquest resultat.
A la segona part visualitzen l’espai de solucions, i el proce´s d’exploracio´. El
coneixement de l’espai de solucions ajuda a decidir els algorismes me´s o`ptims, i
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veure si podem esperar converge`ncia.
El resultat e´s visualment correcte, amb el nu´vol de punts centrat a l’interior
del model. Especialment la part de la cintura esta` situada de manera molt precisa.
L’aspecte principal a millorar e´s l’adequacio´ del model al nu´vol de punts. No
e´s sorprenent, ja que hem triat un model de mala qualitat. Si no es vol canviar el
model, s’ha de modificar l’escala de la menra corresponent. El model ha de tenir la
mateixa alc¸ada que el nu´vol de punts. Aquest factor e´s especialment important per
les espatlles, que han d’estar alineades. En cas contrari, hi haura` una tende`ncia a
“aixecar” els brac¸os, per aconseguir que coincidissin amb el ma`xim de triangles.
(a) Translacio´ resultant (b) Resultat des del lateral
(c) Resultat per darrere (d) Resultat amb rajos visibles
Figura 28: Imatges del resultat
Tambe´ podem veure que la posicio´ de l’actor, no s’alinea perfectament amb
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la del model. Aixo` introdueix un error. A la imatge (d), els rajos verds ho fan
especialment aparent. Pero` e´s evident que el primer pas per fer l’extraccio´ de
posicio´ de l’esquelet e´s situar el model a sobre el nu´vol de punts.
Una possible manera de solucionar-ho consistiria en aplicar de manera iterativa
un trasllat de model, seguit d’un ajustament de les rotacions dels ossos, seguit d’un
trasllat, i aix´ı iterativament fins que es deixin de produir canvis.
El resultat esperat e´s que la primera translacio´ mogui el model a sobre el nu´vol
de punts, a una posicio´ incorrecta, pero` propera. Aleshores, un cop adaptada
la posicio´ de l’esquelet al nu´vol de punts, es podria traslladar a una posicio´ me´s
propera a l’o`ptima. Aplicant aquest procediment de manera iterativa, es pot
convergir a una posicio´ de model i esquelet o`ptimes.
Evidentment, aquest procediment resulta molt car. Tot i aixo`, l’expectativa
e´s que el cost nome´s resulti elevat per processar el primer frame. Com ja hem
mencionat, gra`cies a la localitat temporal la translacio´ i posicio´ del model al frame
anterior e´s una bona solucio´ inicial, resultant en una converge`ncia molt ra`pida.
Figura 29: Espai de solucions reconstru¨ıt amb totes les mostres. La l´ınia de color
vermell indica la sequ¨e`ncia de diferents o`ptims que ha trobat el proce´s de cerca.
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Figura 30: Mostres preses en els diferents nivells, juntament amb els o`ptims que
es localitzen en ordre. Les corbes de nivells so´n aproximacions.
El me`tode que hem utilitzat estava dissenyat no nome´s per trobar un o`ptim
local 46 amb garanties. Tambe´ ens permet obtenir un gran nombre de mostres de
l’espai de solucions. Les mostres es concentren al voltant dels o`ptims locals, per
46Ba`sicament forc¸a bruta
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tant la resolucio´ de les mostres no e´s uniforme.
La reconstruccio´ de l’espai de solucions mostra que e´s adequat per la cerca
local. No e´s molt irregular, tot i que veiem o`ptims locals a x = 0,z = 0 i a x = 1
i z = 0.5 aproximadament. Clarament aquestes posicions no so´n o`ptimes, s’ha
d’assegurar que el me`tode utilitzat tendeixi a l’o`ptim correcte.
Per visualitzar millor el funcionament, visualitzem l’aspecte que tenen les mos-
tres a cada nivell47.
Abans de comenc¸ar a discutir, cal destacar que les l´ınies de contorn so´n nome´s
aproximacions. Per exemple, al nivell 2, sembla que hi hagi un mı´nim local aprop
de x = 1.66 z = 2.65, pero` e´s molt probable que no sigui un mı´nim, i que avanc¸ant
en diagonal cap al mı´nim global s’obtinguin guanys.
Visualitzar l’espai de solucions per nivells permet fer raonaments me´s precisos
sobre el potencial rendiment dels me`todes directes. Els me`todes iteratius, en
general, tambe´ treballen amb nivells de resolucio´, que es redueix a l’aproximar-
se a l’o`ptim.
Les representacions fan pensar que l’espai de solucions e´s tractable. El mı´nim
global es troba en una a`rea molt delimitada. Tot i els problemes de la representacio´
gra`fica, sembla que en efecte hi ha mı´nims globals que poden “atrapar” el me`tode.
E´s dif´ıcil evitar aquests mı´nims locals sense fer avaluacions extra.
Una altra manera de garantir el correcte funcionament e´s triar amb cura els
para`metres de l’algorisme. Per exemple, en el nivell 0 trobem un mı´nim local a
x = −4,z = 1. El motiu d’aquest mı´nim e´s bastant clar. En aquesta posicio´, es deu
maximitzar el nombre de raigs d’una de les Kinect que intersequen amb el model.
Aixo` es pot solucionar augmentant el valor de penalitzacio´. Una penalitzacio´ me´s
elevada tendeix a eliminar els mı´nims locals llunyans al global.
Tot i aixo` el valor de penalitzacio´ no pot ser excessiu. Considerem el cas extrem,
on la penalitzacio´ e´s∞48. En aquest cas, l’o`ptim global s’aconsegueix minimitzant
el nombre de triangles sense interseccio´. Aixo` no coincideix necessa`riament amb
la posicio´ objectiu, que e´s la que minimitza les dista`ncies.
Aquest exemple tambe´ il·lumina un altre problema potencial. Tal com esta`
implementat ara mateix, cada triangle te´ el mateix impacte sobre la funcio´ de
puntuacio´. Podem tenir un model que tingui una gran densitat de triangles en
47Cada nivell conte´ la matriu de mostres preses amb una resolucio´ concreta.
48Com a representacio´ d’un valor molt alt. Per tant farem servir que ∞+∞ >∞.
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unes a`rees molt determinades, per exemple el cap i les mans49. L’o`ptim prioritzaria
aquestes zones, i donaria menys prioritat al tors del model.
Una possibilitat amb potencial per solucionar-ho, e´s multiplicar el valor que
contribueix el triangle per un valor proporcional a l’a`rea del triangle. Aixo` te´ un
efecte molt interessant sobre el criteri d’optimitzacio´, ja que es passa de minimit-
zar la dista`ncia dels triangles al nu´vol de punts a minimitzar la dista`ncia de la
superf´ıcie al nu´vol de punts.
En definitiva, sembla viable fer la localitzacio´ del model a l’espai. Tot i aixo`,
l’algorisme no e´s trivial, i s’han de controlar els detalls de la implementacio´ amb
molta cura.
Faltaria la mateixa ana`lisi amb les rotacions dels ossos del model. La intu¨ıcio´
ens fa pensar que l’espai de solucions sera` molt me´s complex. E´s possible que
s’hagin de fer adaptacions a l’algorisme per aconseguir el correcte funcionament.
Tot i aixo`, tambe´ hi ha alguns avantatges. El rang de valors dels angles nome´s
pot tenir un valor ∈ [0, 2pi]. Si afegim informacio´ biomeca`nica sobre l’esquelet
huma`, podem limitar aquest rang encara me´s50. Per tant si els me`todes de busca
local no funcionen, podem sacrificar eficie`ncia fent una exploracio´ per forc¸a bruta
de l’espai de solucions, similar a com hem encarat la translacio´ en l’apartat anterior.
Com abans, esperem que la busca local sigui viable donada una primera solucio´,
gra`cies a la busca local. Si no resulte´s viable adaptar l’esquelet de manera correcta
en el primer frame de manera automa`tica, sempre es podria demanar a l’usuari
que proporcione´s una primera solucio´.
49Com ja hem vist, aquest e´s el cas en el model Makehuman per exemple
50Per exemple, la rotacio´ d’algunes articulacions, com els dits o els genolls, nome´s te´ un grau
de llibertat. Aixo´ permet podar algunes dimensions
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8 Conclusions
En aquest projecte hem investigat la possibilitat d’extreure els moviments realit-
zats per un actor en una escena, a partir d’una sequ¨e`ncia de nu´vols de punts en
tres dimensions que el representen.
Per aconseguir-ho, hem optat per introduir un model tridimensional represen-
tatiu l’actor a l’escena virtual, i avaluar la seva similitud amb el nu´vol de punts
mitjanc¸ant una funcio´ objectiu. La funcio´ objectiu mesura la difere`ncia entre les
dista`ncies que van ser mesurades per les Kinect en l’escena real, i les que es cap-
turarien a l’escena virtual. Per tant, obte´ un mı´nim global quan la superf´ıcie del
model coincideix exactament51 amb la superf´ıcie de l’actor quan es va realitzar la
captura.
El nostre primer intent de construir un plugin de Makehuman per poder dis-
senyar un model d’huma` virtual representatiu de l’actor de manera automa`tica va
fracassar a causa de la lentitud d’avaluacio´ de la funcio´ objectiu. A causa de les li-
mitacions de Python, es va decidir passar a implementar l’extraccio´ de moviments
en C++, i accelerar la funcio´ mitjanc¸ant hardware, en aquest cas GPU.
Es van realitzar els canvis pertinents al software de la tesi de Miguel A`ngel
Vico [2], per poder utilitzar i modificar un model tridimensional.
La funcio´ de comparacio´ s’accelera mitjanc¸ant OpenCL. Els guanys en velocitat
de ca`lcul van mostrar la viabilitat de l’enfocament triat. Mitjanc¸ant l’experimen-
tacio´ es comprova que el rendiment o`ptim s’obte´ maximitzant la granularitat dels
ca`lculs en la GPU i que, donats un model i nu´vol de punts amb una alta comple-
xitat, resulta viable accelerar els ca`lculs mitjanc¸ant l’u´s de me´s hardware.
Per acabar, es discuteix la viabilitat dels me`todes directes, de busca local sense
informacio´ de gradient, per fer l’extraccio´ dels moviments. Es demostra la viabili-
tat d’aquest sistema en el cas de la translacio´ mitjanc¸ant una prova de concepte,
i s’introdueixen possibles millores a realitzar en el futur.
51En un cas ideal sense soroll
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9 Glossari
CUDA: Abreviacio´ de Compute Unified Device Architecture. API propieta`ria
de Nvidia, dissenyada per l’acceleracio´ paral·lela de ca`lculs mitjanc¸ant GPU.
culling: Descartat d’elements d’una geometria segons un criteri.
dispositiu: En el context de GPGPU, s’utilitza com a sino`nim de GPU. Prove´
de la nomenclatura pro`pia de OpenCL.
eliminacio´ de fons: Segmentacio´ d’una imatge en regions, un fons esta`tic i
un primer pla dina`mic.
frame Una de les imatges d’una sequ¨e`ncia, normalment un v´ıdeo.
GANTT: Tipus de gra`fic utilitzat per mostrar l’organitzacio´ temporal d’un
projecte.
GEP: Abreviacio´ de Gestio´ de Projectes, el curs impartit a l’inici del treball
de fi de grau.
GPU: Abreviacio´ de Graphics Processing Unit, component hardware orientat
al ca`lcul de grans quanitats de dades en paral·lel.
kernel: Sequ¨e`ncia d’instruccions executades a la GPU.
keyframe: En una animacio´ de l’esquelet d’un model 3D, codifica la posicio´ de
l’esquelet en un instant de temps concret.
kinect: Dispositiu dissenyat i fabricat per Microsoft, que captura una imatge
de color i una de profunditat.
nu´vol de punts: Conjunt de punts en tres dimensions, sense cap informacio´
que els relacioni entre si.
openCL: Abreviacio´ de Open Computing Language. API oberta dissenyada
per l’acceleracio´ paral·lela de ca`lculs mitjanc¸ant dispositius hardware.
openGL: Abreviacio´ de Open Graphics Library, API per la renderitzacio´ de
gra`fics 2D i 3D.
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pipeline gra`fic: Sequ¨e`ncia de passos utilitzats tradicionalment per computar
una imatge a partir d’una escena 3D.
projecte: Referit a aquest treball de fi de grau o al treball de final de ma`ster
de Miguel A`ngel Vico, depenent del context.
speedup: Mesura de l’increment de velocitat de computacio´ entre dos codis.
Calculat a partir del temps del ca`lcul sense optimitzar Tvell i el millorat Tnou
Speedup = Tvell/Tnou
streaming processor: Nom que reben els processadors de la GPU.
streaming multiprocessor: Part de la GPU que s’encarrega de controlar
l’execucio´ d’un grup de warps.
TFG: Abreviacio´ de Treball de fi de Grau.
TFM: Abreviacio´ de Treball de fi de Ma`ster.
thread: Literalment fil (de computacio´). Sequ¨e`ncia d’instruccions que execu-
tada per un u´nic processador.
treball: Referit a aquest treball de fi de grau o al treball de final de ma`ster de
Miguel A`ngel Vico, depenent del context.
ve`rtex: Punt de l’espai 3D, que forma part d’una estructura geome`trica. En
gra`fics te´ associada informacio´ com el color, textures, entre altres.
warp: Grup de processadors d’una GPU que comparteixen unitat de control.
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10 Ape`ndix I: Codi OpenCL de la funcio´ de com-
paracio´
ke rne l void c o m p u t e i n t e r s e c t i o n s s i m p l e (
g l o b a l f l o a t 3 cameras [ ] , u int ncameras ,
g l o b a l f l o a t 3 ve r t ex s [ ] , u int nvertexs ,
g l o b a l f l o a t 3 po in t s [ ] ,
g l o b a l u int nnpoints [ ] ,
g l o b a l u int3 t r i a n g l e s [ ] , u int n t r i a n g l e s ,
g l o b a l f l o a t 4 i n t e r s e c t i o n o u t [ ] , u int ndata )
{
//We only use one dimension
s i z e t gdim = g e t g l o b a l s i z e (0 ) ;
s i z e t ldim = g e t l o c a l s i z e (0 ) ;
s i z e t g id = g e t g l o b a l i d (0 ) ;
s i z e t l i d = g e t l o c a l i d (0 ) ;
s i z e t nthreads = gdim ;
//Maybe do t h i s on CPU and send i t
// In each thread we proces s n t r i a n g l e s
s i z e t t r i a n g l e s p e r t h r e a d = n t r i a n g l e s / nthreads ;
s i z e t extra work = n t r i a n g l e s % nthreads ;
s i z e t my t r i ang l e l oad =
gid > extra work ? t r i a n g l e s p e r t h r e a d
: t r i a n g l e s p e r t h r e a d + 1 ;
s i z e t f i r s t t r i a n g l e =
gid > extra work ? ( t r i a n g l e s p e r t h r e a d )∗ gid +
extra work
: ( t r i a n g l e s p e r t h r e a d +1)∗ gid ;
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s i z e t i , k ;
u int j ;
for ( i = f i r s t t r i a n g l e ; i < f i r s t t r i a n g l e+
my t r i ang l e l o ad ; i++ ) {
//we don ’ t do i t on the g l o b a l memory so i t can be
opt imised
f l o a t 3 t r i a n g l e c o o r d s [ 3 ] ;
t r i a n g l e c o o r d s [ 0 ] = ve r t ex s [ t r i a n g l e s [ i ] . x ] ;
t r i a n g l e c o o r d s [ 1 ] = ve r t ex s [ t r i a n g l e s [ i ] . y ] ;
t r i a n g l e c o o r d s [ 2 ] = ve r t ex s [ t r i a n g l e s [ i ] . z ] ;
s i z e t p o i n t o f f s e t = 0 ;
// the p o i n t s are grouped by cameras in order
for ( j = 0 ; j < ncameras ; j++ ) {
f l o a t 3 normal plane =
c r o s s ( t r i a n g l e c o o r d s [1]− t r i a n g l e c o o r d s [ 0 ] ,
t r i a n g l e c o o r d s [2]− t r i a n g l e c o o r d s [ 0 ] ) ;
f l o a t 3 vector camera = t r i a n g l e c o o r d s [ 0 ] −
cameras [ j ] ;
i n t e r s e c t i o n o u t [ ndata∗ i+j ] = ( f l o a t 4 ) ( INFINITY) ;
// Si no e l volem fer , b a s t a n t segur que volem f e r h o
en un k e r n e l p r e v i
// Mesurar per l a p r a c t i c a
i f ( dot ( vector camera , normal plane ) >= 0 . f ) {
p o i n t o f f s e t += nnpoints [ j ] ;
continue ;
}
uint2 p r o j p l a n e ;
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i f ( f abs ( normal plane . x ) > f abs ( normal plane . y ) ){
i f ( f abs ( normal plane . x ) > f abs ( normal plane . z ) ) {
p r o j p l a n e . x = 1 ;
p r o j p l a n e . y = 2 ;
} else {
p r o j p l a n e . x = 0 ;
p r o j p l a n e . y = 1 ;
}
} else {
i f ( f abs ( normal plane . y ) > f abs ( normal plane . z ) ) {
p r o j p l a n e . x = 0 ;
p r o j p l a n e . y = 2 ;
} else {
p r o j p l a n e . x = 0 ;
p r o j p l a n e . y = 1 ;
}
}
f l o a t 2 t r i a n g l e 2 d [ 3 ] ;
f loat m dist = INFINITY ;
for ( k = 0 ; k < nnpoints [ j ] ; k++ ) {
f l o a t 3 po int = po in t s [ k+p o i n t o f f s e t ] ;
//Can change to f a s t n o r m a l i z e f o r speed , l o s s o f
p r e c i s i o n
//Need to normal ise to g e t the a c t u a l d i s t a n c e
f l o a t 3 v e c t o r l i n e = normal ize ( point−cameras [ j ] ) ;
f loat d i s t = dot ( t r i a n g l e c o o r d s [ 0 ] − point ,
normal plane ) / dot ( v e c t o r l i n e , normal plane
) ;
f l o a t 3 i n t e r s e c t i o n = v e c t o r l i n e ∗ d i s t + point ;
f l o a t 2 point2d ;
// Improve t h i s
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i f ( p r o j p l a n e . x == 0 ) {
t r i a n g l e 2 d [ 0 ] . x = t r i a n g l e c o o r d s [ 0 ] . x ;
t r i a n g l e 2 d [ 1 ] . x = t r i a n g l e c o o r d s [ 1 ] . x ;
t r i a n g l e 2 d [ 2 ] . x = t r i a n g l e c o o r d s [ 2 ] . x ;
point2d . x = i n t e r s e c t i o n . x ;
} else i f ( p r o j p l a n e . x == 1) {
t r i a n g l e 2 d [ 0 ] . x = t r i a n g l e c o o r d s [ 0 ] . y ;
t r i a n g l e 2 d [ 1 ] . x = t r i a n g l e c o o r d s [ 1 ] . y ;
t r i a n g l e 2 d [ 2 ] . x = t r i a n g l e c o o r d s [ 2 ] . y ;
point2d . x = i n t e r s e c t i o n . y ;
}
i f ( p r o j p l a n e . y == 1 ) {
t r i a n g l e 2 d [ 0 ] . y = t r i a n g l e c o o r d s [ 0 ] . y ;
t r i a n g l e 2 d [ 1 ] . y = t r i a n g l e c o o r d s [ 1 ] . y ;
t r i a n g l e 2 d [ 2 ] . y = t r i a n g l e c o o r d s [ 2 ] . y ;
point2d . y = i n t e r s e c t i o n . y ;
} else i f ( p r o j p l a n e . y == 2) {
t r i a n g l e 2 d [ 0 ] . y = t r i a n g l e c o o r d s [ 0 ] . z ;
t r i a n g l e 2 d [ 1 ] . y = t r i a n g l e c o o r d s [ 1 ] . z ;
t r i a n g l e 2 d [ 2 ] . y = t r i a n g l e c o o r d s [ 2 ] . z ;
point2d . y = i n t e r s e c t i o n . z ;
}
f loat o1 , o2 , o3 ;
o1 = o r i e n t a t i o n t e s t 2 d a l t ( t r i a n g l e 2 d [ 0 ] ,
t r i a n g l e 2 d [ 1 ] , point2d ) ;
o2 = o r i e n t a t i o n t e s t 2 d a l t ( t r i a n g l e 2 d [ 1 ] ,
t r i a n g l e 2 d [ 2 ] , point2d ) ;
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o3 = o r i e n t a t i o n t e s t 2 d a l t ( t r i a n g l e 2 d [ 2 ] ,
t r i a n g l e 2 d [ 0 ] , point2d ) ;
i f ( ( ( o1 > 0 . ) == ( o2 > 0 . ) ) && ( ( o1 > 0 . ) == ( o3 >
0 . ) ) && fabs ( d i s t ) < f abs ( m dist ) ) {
i n t e r s e c t i o n o u t [ ndata∗ i+j ] . xyz = ( f l o a t 3 ) (
i n t e r s e c t i o n ) ;
i n t e r s e c t i o n o u t [ ndata∗ i+j ] . w = d i s t ;
m dist = fabs ( d i s t ) ;
}
}































































































































































































































































































































































































































































































































































































Figura 33: Gra`fica de comparant el temps de ca`lcul per les mides globals i locals
en els dos testos. Les mides locals so´n mu´ltiples de dos, a la gra`fica les expressem
amb el seu logaritme
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Figura 34: Gra`fica de comparant el temps de ca`lcul per les mides globals i locals
en els dos testos. Les mides locals so´n mu´ltiples de dos, a la gra`fica les expressem
amb el seu logaritme
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Figura 35: Gra`fica comparant el guany de rendiment per als dos testos, respecte
la versio´ sequencial i respecte el temps objectiu mı´nim, de cinc segons
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Figura 36: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
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Figura 37: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
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Figura 38: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
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Figura 39: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
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Figura 40: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
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Figura 41: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen un ca`lcul. Els ca`lculs s’agrupen en grups de quatre, amb
el mateix color.
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Figura 42: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen ca`lculs. Els ca`lculs s’agrupen en grups de quatre, amb el
mateix color.
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Figura 43: Un interval so`lid representa el per´ıode entre l’inici i el final d’una
tasca. Les lectures de dades de la GPU a la CPU apareixen de color vermell. Els
altres colors representen ca`lculs. Els ca`lculs s’agrupen en grups de quatre, amb el
mateix color.
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Figura 44: Es mostra el temps necessari per l’execucio´ dels jocs de proves en un
dispsitiu (vermell) i en quatre (verd)
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Figura 45: Speed-ups obtinguts al passar de 1 a 4 dispositius, per als dos jocs de
proves.
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Figura 46: Espai de solucions reconstru¨ıt amb totes les mostres. La l´ınia de color
vermell indica la sequ¨e`ncia de diferents o`ptims que ha trobat el proce´s de cerca.
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Figura 47: Espai de solucions reconstru¨ıt amb totes les mostres. La l´ınia de color
vermell indica la sequ¨e`ncia de diferents o`ptims que ha trobat el proce´s de cerca.
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Figura 48: Espai de solucions en el nivell 0 d’exploracio´. La l´ınia de color vermell
mostra els canvis d’o`ptim local.
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Figura 49: Espai de solucions en el nivell 1 d’exploracio´. La l´ınia de color vermell
mostra els canvis d’o`ptim local.
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Figura 50: Espai de solucions en el nivell 2 d’exploracio´. La l´ınia de color vermell
mostra els canvis d’o`ptim local.
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Figura 51: Espai de solucions en el nivell 3 d’exploracio´. La l´ınia de color vermell
mostra els canvis d’o`ptim local.
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Figura 52: Espai de solucions en el nivell 4 d’exploracio´. La l´ınia de color vermell
mostra els canvis d’o`ptim local.
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Figura 53: Espai de solucions en el nivell 5 d’exploracio´. La l´ınia de color vermell
mostra els canvis d’o`ptim local.
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12 Ape`ndix III: Informacio´ dels tests
Per manca de temps, no he pogut afegir una interf´ıcie que permeti reprodu¨ır els
tests de manera intu¨ıtiva.
Com que el codi d’aquest treball s’ha organitzat en diversos repositoris git, en
aquest ape`ndix aporto tota la informacio´ necessa`ria per poder obtenir la versio´ del
codi font amb la que es van fer aquests tests mitjanc¸ant el sistema de commits52.
Per cada prova feta, s’especifica el hash del commit, i el checksum md5 dels
arxius d’entrada per





• Commit Hash: 12ccd1788b15a5dc47d0956fb8c1a7dd4208ae91
• Versio´ Makehuman: 1.1.0
• Descripcio´: Mesura del temps necessari per calcular totes les interseccions
entre el model complet de Makehuman i un nu´vol amb 300 punts i 3 ca`meres.
El model de makehuman utilitzat e´s el que apareix per defecte, sense cap
canvi.
• Arxiu entrada: lightest.py, md5: b9bf99ffc51b579884209d03825daecd




52Assumeixo familiaritat amb el funcionament de git
103
• Commit Hash: 91a23c2fa88e77a487f0ddaeda04ceb9db6fc719
• Versio´ Makehuman: 1.1.0
• Descripcio´: Mesura del temps necessari per calcular totes les interseccions
entre 4000 triangles del model de Makehuman i un nu´vol amb 300 punts i
3 ca`meres. El model de makehuman utilitzat e´s el que apareix per defecte,
sense cap canvi.
• Arxiu entrada: lightest.ply, md5: b9bf99ffc51b579884209d03825daecd




• Commit Hash: 91a23c2fa88e77a487f0ddaeda04ceb9db6fc719
• Versio´ Makehuman: 1.1.0
• Descripcio´: Mesura del temps necessari per calcular totes les interseccions
entre 4000 triangles del model de Makehuman i un nu´vol amb 26000 punts i
3 ca`meres. El model de makehuman utilitzat e´s el que apareix per defecte,
sense cap canvi.
• Arxiu entrada: o1.ply, md5: 87d521ed928cbb720105fa5d0d1da35f
• Arxiu sortida: temps.txt, a la carpeta arrel de Makehuman
12.2 Proves per GPU
12.2.1 Test Correctesa 1
• Repositori: cl intersect
• Branca: multidevices
• Commit Hash: 5f23a337ff26f77386569638147a8df8fafc99d5
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• Descripcio´: L’entrada conte´ el model de Makehuman complet, un nu´vol de
punts de 300 punts i les interseccions calculades amb el plugin de Makehu-
man.
Es comprova que els resultats dels dos ca`lculs siguin aproximadament el
mateix i que no es trobin interseccions inexistents.
• Arxiu entrada: test01.txt, md5: 023a74f2df458d0af1cd7ee648cb63e8
12.2.2 Test Correctesa 2
• Repositori: cl intersect
• Branca: multidevices
• Commit Hash: 5f23a337ff26f77386569638147a8df8fafc99d5
• Descripcio´: L’entrada conte´ el model de Makehuman complet, un nu´vol de
punts de punts complet. Pero´ les interseccions nome´s s’han calculat per un
subconjunt de 4000 triangles del model.
Es comprova que els resultats dels dos ca`lculs siguin aproximadament el
mateix.
• Arxiu entrada: test02.txt, md5: 58ff9941c33a8390b9725124d9eb2974
12.2.3 Test01 Mida O`ptima
• Repositori: cl intersect
• Branca: multidevices
• Commit Hash: 5f23a337ff26f77386569638147a8df8fafc99d5
• Descripcio´: L’entrada conte´ el model de Makehuman complet, un nu´vol de
punts de 300 punts i les interseccions calculades amb el plugin de Makehu-
man.
Per un seguit de mides globals i locals del problema es prenen mostres del
temps d’execucio´ del test01 a la GPU. D’aquestes mostres s’obte´ la mitjana
i la desviacio´ esta`ndar.
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Es modifiquen els para`metres de les tasques a realitzar a la gpu, per verificar
l’efecte que aixo´ te´ sobre el rendiment. Simulta`niament, aixo´ permet obtenir
el temps necessari per fer els ca`lculs.
• Arxiu entrada: test01.txt, md5: 023a74f2df458d0af1cd7ee648cb63e8
• Arxiu sortida: optimalsizes01.txt
12.2.4 Test02 Mida O`ptima
• Repositori: cl intersect
• Branca: multidevices
• Commit Hash: 5f23a337ff26f77386569638147a8df8fafc99d5
• Descripcio´: L’entrada conte´ el model de Makehuman complet, un nu´vol de
punts de punts complet. Pero´ les interseccions nome´s s’han calculat per un
subconjunt de 4000 triangles del model.
Per un seguit de mides globals i locals del problema es prenen mostres del
temps d’execucio´ del test02 a la GPU. D’aquestes mostres s’obte´ la mitjana
i la desviacio´ esta`ndar.
Es modifiquen els para`metres de les tasques a realitzar a la gpu, per verificar
l’efecte que aixo´ te´ sobre el rendiment. Simulta`niament, aixo´ permet obtenir
el temps necessari per fer els ca`lculs.
• Arxiu entrada: test02.txt, md5: 58ff9941c33a8390b9725124d9eb2974
• Arxiu sortida: optimalsizes02.txt
12.2.5 Test01 MultiGPU - 4 dispositius
• Repositori: cl intersect
• Branca: multidevices
• Commit Hash: 5f23a337ff26f77386569638147a8df8fafc99d5
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• Descripcio´: L’entrada conte´ el model de Makehuman complet, un nu´vol de
punts de 300 punts i les interseccions calculades amb el plugin de Makehu-
man.
El test calcula les interseccions per 96 frames, corresponents a 96 co`pies del
test01 amb una translacio´ sobre l’eix de les x per assegurar que els resultats
de cada frame siguin diferents. Els frames s’agrupen en grups de quatre. El
resultat de les interseccions dels quatre frames de cada grup ha de ser llegit
per la CPU abans de poder comenc¸ar a processar el seguent grup. S’assigna
un frame de cada grup a una GPU diferent.
Es prenen dades sobre l’escalabilitat en 4 GPUs, com a me`tode per accelerar
els ca`lculs.
• Arxiu entrada: test01.txt, md5: 023a74f2df458d0af1cd7ee648cb63e8
• Arxiu sortida: multigpu01.txt
12.2.6 Test02 multiGPU - 4 dispositius
• Repositori: cl intersect
• Branca: multidevices
• Commit Hash: 5f23a337ff26f77386569638147a8df8fafc99d5
• Descripcio´: L’entrada conte´ el model de Makehuman complet, un nu´vol de
punts de punts complet. Pero´ les interseccions nome´s s’han calculat per un
subconjunt de 4000 triangles del model.
El test calcula les interseccions per 96 frames, corresponents a 96 co`pies del
test02 amb una translacio´ sobre l’eix de les x per assegurar que els resultats
de cada frame siguin diferents. Els frames s’agrupen en grups de quatre. El
resultat de les interseccions dels quatre frames de cada grup ha de ser llegit
per la CPU abans de poder comenc¸ar a processar el seguent grup. S’assigna
un frame de cada grup a una GPU diferent.
Es prenen dades sobre l’escalabilitat en 4 GPUs, com a me`tode per accelerar
els ca`lculs.
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• Arxiu entrada: test02.txt, md5: 58ff9941c33a8390b9725124d9eb2974
• Arxiu sortida: multigpu02.txt
12.2.7 Test01 MultiGPU - 1 dispositiu
• Repositori: cl intersect
• Branca: multidevices
• Commit Hash: 5f23a337ff26f77386569638147a8df8fafc99d5
• Descripcio´: L’entrada conte´ el model de Makehuman complet, un nu´vol de
punts de 300 punts i les interseccions calculades amb el plugin de Makehu-
man.
El test calcula les interseccions per 96 frames, corresponents a 96 co`pies del
test01 amb una translacio´ sobre l’eix de les x per assegurar que els resultats
de cada frame siguin diferents. Els frames s’agrupen en grups de quatre. El
resultat de les interseccions dels quatre frames de cada grup ha de ser llegit
per la CPU abans de poder comenc¸ar a processar el seguent grup. S’assignen
tots els frames a la mateixa GPU.
Es prenen dades sobre el rendiment en una GPU, com a punt de refere`ncia.
• Arxiu entrada: test01.txt, md5: 023a74f2df458d0af1cd7ee648cb63e8
• Arxiu sortida: multigpu seq 01.txt
12.2.8 Test02 multiGPU - 1 dispositiu
• Repositori: cl intersect
• Branca: multidevices
• Commit Hash: 5f23a337ff26f77386569638147a8df8fafc99d5
• Descripcio´: L’entrada conte´ el model de Makehuman complet, un nu´vol de
punts de punts complet. Pero´ les interseccions nome´s s’han calculat per un
subconjunt de 4000 triangles del model.
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El test calcula les interseccions per 96 frames, corresponents a 96 co`pies del
test02 amb una translacio´ sobre l’eix de les x per assegurar que els resultats
de cada frame siguin diferents. Els frames s’agrupen en grups de quatre. El
resultat de les interseccions dels quatre frames de cada grup ha de ser llegit
per la CPU abans de poder comenc¸ar a processar el seguent grup. S’assignen
tots els frames a la mateixa GPU.
Es prenen dades sobre el rendiment en una GPU, com a punt de refere`ncia.
• Arxiu entrada: test02.txt, md5: 58ff9941c33a8390b9725124d9eb2974
• Arxiu sortida: multigpu seq 02.txt
12.2.9 Prova de concepte
• Repositori: kinect football tfg
• Branca: intersector
• Commit Hash: db637819923e546b254b4635b5101320b08242e5
• Descripcio´: S’utilitza un enregistrament fet amb tres ca`meres kinect per
obtenir els nu´vols de punts. Aquests enregistraments es guarden mitjanc¸ant
un arxiu .oni i un altre .kboni per enregistrament [2].
Com a model s’utilitza el model Cally de Cal3d [24].
Les Kinect virtuals es posen als frames: 753, 1015 i 618 respectivament.
Del model nome´s es modifica l’arrel. Es posa a la posicio´ (0, 1, 1), amb una
rotacio´ en angles d’euler (90, 0, 30)53 graus.
• Arxius enregistrament:
– K2 Carlos DevPrev maria 1.kfboni
md5sum: ca597225aaca9c9e66f778e7f0fdd5df
– K2 Carlos DevPrev maria 1.oni
md5sum: 04bb026263ca4d6e344e886dc204da37
53(Y aw, P itch,Roll)
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– K2 Carlos Final maria 1.kfboni
md5sum: f02081fed5b458f94ad3e1cb1c9cca95
– K2 Carlos Final maria 1.oni
md5sum: ce47475be04b4b6b1b5053b738994ecf
– K2 MiguelAngel DevPrev maria 1.kfboni
md5sum: 2e5d197e9e96bad14002d5c7cd3d099c
– K2 MiguelAngel DevPrev maria 1.oni
md5sum: eb0f97408c589d074528faad05c7d610
• Arxiu sortida: xyrange.txt, carpeta clintersect
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