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GEOMETRIC QUANTITIES ARISING FROM
BUBBLING ANALYSIS OF MEAN FIELD EQUATIONS
CHANG-SHOU LIN AND CHIN-LUNGWANG
ABSTRACT. Let E = C/Λ be a flat torus and G be its Green function with
singularity at 0. Consider the multiple Green function Gn on E
n:
Gn(z1, · · · , zn) := ∑
i<j
G(zi − zj)− n
n
∑
i=1
G(zi).
A critical point a = (a1, · · · , an) of Gn is called trivial if {a1, · · · , an} =
{−a1, · · · ,−an}. For such a point a, two geometric quantities D(a) and
H(a) arising from bubbling analysis of mean field equations are intro-
duced. D(a) is a global quantity measuring asymptotic expansion and
H(a) is the Hessian of Gn at a. By way of geometry of Lame´ curves de-
veloped in [3], we derive precise formulas to relate these two quantities.
1. INTRODUCTION
Let E = Eτ := C/Λτ be a flat torus where Λτ = Z + Zτ and τ ∈ H =
{τ | Im τ > 0}. We use the convention ω1 = 1, ω2 = τ and ω3 = 1+ τ.
Consider the following mean field equation with singular strength ρ > 0:
(1.1) △u+ eu = ρ δ0 in E,
where δ0 is the Dirac measure at 0. Solutions to this simple looking equa-
tion (1.1) possess a rich structure from either the point of view of partial
differential equations or of integrable systems. See [3, 4, 6].
Not surprisingly, (1.1) is related to various research areas. In conformal
geometry, a solution u(x) to (1.1) leads to a metric ds2 = 12 e
u (dx2 + dy2)
with constant Gaussian curvature +1 acquiring a conic singularity at 0. It
also appears in statistical physics as the equation for the mean field limit of
the Euler flow in Onsager’s vortex model, hence its name. In the physical
model of superconductivity, (1.1) is one of limiting equations of the well-
known Chern–Simons–Higgs equation as the coupling parameter tends to
0. We refer the interested readers to [2, 5, 7, 8, 10, 11] and references therein
for recent development on this equation.
One important feature of (1.1) is the so-called bubbling phenomena. Let
uk be a sequence of solutions to (1.1) with ρ = ρk → 8pin, n ∈ N, and
maxE uk(z) → +∞ as k → +∞. Then it was proved in [5] that uk has
exactly n blowup points {a1, · · · , an} in E and ai 6= 0 for all i. The well-
known Pohozaev identity says that the position of these blowup points are
determined by the following system of equations:
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(1.2) n∇G(ai) =
n
∑
j 6=i
∇G(ai − aj), 1 ≤ i ≤ n.
Here G(z,w) = G(z− w) is the Green function on E defined by
−△G = δ0 −
1
|E| on E,∫
E
G = 0,
and |E| is the area of E.
If ρk = 8pin for all k, then {uk} consists of type II solutions with explicit
blowup behavior (cf. [3]). On the other hand, we have
Theorem A. [3, 4] Let uk be a sequence of bubbling solutions of equation (1.1)
with ρ = ρk → 8pin, n ∈ N. If ρk 6= 8pin for large k, then
(1) The blowup set a = {a1, · · · , an} satisfies
{a1, · · · , an} = {−a1, · · · ,−an} in E.
(2) Let λk := maxE uk(z), then there is a constant D(a) such that
(1.3) ρk − 8pin = (D(a) + o(1))e−λk .
From (1.3), the quantity D(a) plays a fundamental role in controling the
sign of ρk − 8pin. Thus it provides one of the key geometric messages for
bubbling solutions uk. The question is how to compute D(a)?
There exists a complicate expression forD(a)whichwewill recall in (1.6)
below. Define the regular part G˜(z,w) of G(z,w) by
G˜(z,w) := G(z,w) +
1
2pi
log |z−w|.
Given a blowup set a = {a1, · · · , an} as in Theorem A (1), we set
fai(z) = 8pi
(
G˜(z, ai)− G˜(ai, ai) + ∑
j 6=i
(G(z, aj)− G(ai, aj))
− n(G(z)− G(ai))
)
,
(1.4)
(1.5) µi := exp
(
8pi(G˜(ai, ai) + ∑
j 6=i
G(ai, aj)− nG(ai))
)
.
Then D(a) can be calculated by
(1.6) D(a) = lim
r→0
n
∑
i=1
µi
(∫
Ωi\Br(ai)
e fai (z) − 1
|z− ai|4 −
∫
R2\Ωi
1
|z− ai|4
)
,
where Ωi is any open neighborhood of ai in E such that Ωi ∩ Ωj = ∅ for
i 6= j and ⋃ni=1 Ω¯i = E. The limit exists since fai(z) = O(|z − ai|3) plus a
quadratic harmonic function for all i. For a proof, see [10].
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Consider the divisor (complete diagonal) in (E×)n:
∆n = {(z1, · · · , zn) ∈ (E×)n | zi = zj for some i 6= j}
and define the multiple Green function Gn(z) = Gn(z; τ) on (E×)n \ ∆n by
(1.7) Gn(z) := ∑
i<j
G(zi − zj)− n
n
∑
i=1
G(zi).
Notice that Gn is invariant under the permutation group Sn. It is clear that
the system (1.2) gives the critical point equations of Gn. A critical point a
is called trivial if {a1, · · · , an} = {−a1, · · · ,−an} in E. Theorem A (1) says
that the blowup set of a sequence of bubbling solutions uk of (1.1) with
ρk 6= 8pin for large k is a trivial critical point of Gn.
To proceed, it is crucial and natural to ask when is a trivial critical point
a degenerate critical point? To answer this question, we need to study the
Hessian H(a) at a trivial critical point a:
(1.8) H(a) := detD2Gn(a).
The quantity H(a) can be used to determine the local maximum points of
uk near ai, 1 ≤ i ≤ n, and to provide other useful geometric information for
the bubbling solutions uk (cf. [4]).
There are many potential applications of these two quantities. For exam-
ple, H(a) and D(a) together imply local uniqueness of bubbling solutions, as
described in the following theorem:
Theorem B. Let uk(z) and u˜k(z) be two sequences of solutions to equation (1.1)
with the same parameter ρk → 8pin and ρk 6= 8pin for large k. If they have the
same blowup set a = {a1, · · · , an} and both H(a) and D(a) do not vanish, then
uk(z) = u˜k(z) for large k.
The proof of Theorem B will be given in a forthcoming paper by the first
author. It is unexpected since after some suitable scaling at each blowup
point ai, the solution uk(z) (resp. u˜k(z)) converge to a solution of equation
∆w+ ew = 0 in R2,
∫
R2
ew < ∞,
and it is easy to see that the linearized operator ∆ + ew has non-trivial ker-
nel. To prove the uniqueness, we have to overcome the difficulty caused by
the degeneracy of the operator ∆ + ew.
Surprisingly, these two quantities D(a) and H(a) are related to each
other as shown by the main result of this paper:
Theorem 1.1 (=Theorem 4.1). For fixed n ∈ N and any trivial critical point a
of Gn(z), there exists ca ≥ 0 such that
(1.9) H(a) = (−1)ncaD(a).
Moreover, ca > 0 if and only if Ba := (2n− 1)∑ni=1 ℘(ai) is not a multiple root
of the Lame´ polynomial ℓn(B).
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Here is an outline of the proof, together with a brief description on the
content of each section:
The mean field equation (1.1) is closely related to the Lame´ equation y′′ =
(n(n+ 1)℘+ B)y. To prove (1.9), a key step is to express D(a) in terms of
quantities at a branch point of the hyperelliptic curve Yn → C associated to
the Lame´ equation. This Lame´ curve Yn can be represented by C
2 = ℓn(B)
where the Lame´ polynomial ℓn(B) has no multiple roots except for finitely
many isomorphic classes of tori. This theory is well developed in [3] and
the results we need will be reviewed in §2 (cf. Theorem 2.4).
In §3 we study the quantity D(a) in details and derive the above men-
tioned expression of D(a) in Theorem 3.4. In fact, the Lame´ curve encodes
the n− 1 algebraic constraints of the system (1.2), with the remaining an-
alytic constraint being ∑ni=1∇G(ai) = 0. It is thus natural to study the
map a 7→ φ(a) := −4pi ∑ni=1∇G(ai) for a ∈ Yn. It turns out that D(a) is
expressible in terms of the Jacobian of φ (Corollary 3.6).
The proof of Theorem 1.1 is completed in §4 by a process called analytic
adjunction. The idea is simple: The quantity H(a) is a (real) 2n-dimensional
Hessian on En/Sn while D(a) can be regarded as a two dimensional Hes-
sian on Yn ⊂ En/Sn. To relate H(a) with D(a) it amounts to reducing the
determinant by substituting the n− 1 (complex) algebraic equations defin-
ing Yn into it. We end this paper by investigating the case n = 2 in Example
4.2 where the value of ca (given in (4.9)) is seem in more explicit terms.
2. LAME´ EQUATIONS AND LAME´ CURVES [3]
Let ℘(z) = ℘(z; τ) be the Weierstrass elliptic function with periods Λτ:
℘(z; τ) :=
1
z2
+ ∑
ω∈Λτ\{0}
(
1
(z− ω)2 −
1
ω2
)
which satisfies the well known cubic equation
℘′(z; τ)2 = 4℘(z; τ)3 − g2(τ)℘(z; τ)− g3(τ).
Let ζ(z) = ζ(z; τ) := − ∫ z ℘(ξ; τ) dξ be the Weierstrass zeta function with
quasi-periods η1(τ) and η2(τ):
ηi(τ) := ζ(z+ ωi; τ)− ζ(z; τ), i = 1, 2,
and σ(z) = σ(z; τ) be the Weierstrass sigma function defined by σ(z) =
exp
∫ z
ζ(ξ) dξ. σ(z) is an odd entire function with simple zeros at Λτ.
The Green function on E can be expressed in terms of elliptic functions.
In [8], we proved that
(2.1) − 4pi ∂G
∂z
(z) = ζ(z)− rη1 − sη2 = ζ(z)− zη1 + 2piis,
where z = r + sτ with r, s ∈ R. Using (2.1), equations (1.2) can be trans-
lated into the following equivalent system: Consider a = (a1, · · · , an) ∈ En,
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subject to the constraint a ∈ (E×)n \ ∆n, that is
(2.2) ai 6= 0, ai 6= aj for i 6= j.
Then
(2.3) ∑
j 6=i
(ζ(ai − aj) + ζ(aj)− ζ(ai)) = 0, 1 ≤ i ≤ n
(there are only n− 1 independent equations), and
(2.4)
n
∑
i=1
∇G(ai) = 0.
We will use (2.2)–(2.4) to connect a critical point of Gn defined in (1.7)
with the classical Lame´ equation. For the reader’s convenience, we review
some basics on it and refer the readers to [3, 12, 13] for further details.
Recall the Lame´ equation
(2.5) Ln,B : y′′(z) = (n(n+ 1)℘(z) + B)y(z),
where n ∈ R≥−1/2 and B ∈ C are its index and accessory parameter respec-
tively. In general, a solution y(z) is a multi-valued meromorphic function
on C with branch points at Λ. Any lattice point is a regular singular point
with local exponents−n and n+ 1. In this paper we consider only n ∈ N.
For a = (a1, · · · , an), we consider the Hermite–Halphen ansatz:
(2.6) ya(z) := e
z ∑ni=1 ζ(ai)
∏
n
i=1 σ(z− ai)
σ(z)n
.
Theorem 2.1 ([3, 13]). Suppose that a = (a1, · · · , an) ∈ (E×)n \ ∆n. Then
ya(z) is a solution to Ln,B for some B if and only if a satisfies (2.3) and
(2.7) B = Ba := (2n− 1)
n
∑
i=1
℘(ai).
Note that if a = (a1, · · · , an) ∈ (E×)n \ ∆n satisfies (2.3), then so does
−a = (−a1, · · · ,−an), and then y−a(z) is also a solution of the same Lame´
equation because Ba = B−a. Clearly ya(z) and y−a(z) are linearly indepen-
dent if and only if {a1, · · · , an} 6= {−a1, · · · ,−an} in E. Furthermore, the
condition actually implies that
(2.8) {a1, · · · , an} ∩ {−a1, · · · ,−an} = ∅
because ya(z) and y−a(z) can not have common zeros. For otherwise the
Wronskian of (ya(z), y−a(z)) would be identically zero, which forces that
ya(z), y−a(z) are linearly dependent.
Definition 2.2. Suppose that a = (a1, · · · , an) ∈ (E×)n \ ∆n satisfies (2.3).
Then a is called a branch point if {a1, · · · , an} = {−a1, · · · ,−an} in E.
6 CHANG-SHOU LIN AND CHIN-LUNGWANG
Note that if a is not a branch point, then ℘(ai) 6= ℘(aj) for i 6= j. By the
addition formula
ζ(u+ v)− ζ(u)− ζ(v) = 1
2
℘′(u)− ℘′(v)
℘(u)− ℘(v) ,
the system (2.3) is equivalent to
(2.9) ∑
j 6=i
℘′(ai) + ℘′(aj)
℘(ai)− ℘(aj) = 0, 1 ≤ i ≤ n.
The following non-obvious equivalence is crucial for our purpose:
Proposition 2.3. [3, Proposition 5.8.3] Suppose that a = (a1, · · · , an) ∈ (E×)n
satisfies ℘(ai) 6= ℘(aj) for i 6= j. Then (2.9) is equivalent to
(2.10)
n
∑
i=1
℘′(ai)℘(ai)l = 0, 0 ≤ l ≤ n− 2.
Let a ∈ (E×)n \ ∆n satisfy (2.3) and suppose that it is not a branch point.
Then (2.10) implies that
(2.11) ga(z) :=
n
∑
i=1
℘′(ai)
℘(z)− ℘(ai) =
C(a)
∏
n
i=1(℘(z)− ℘(ai))
for a constant C(a) 6= 0. Equivalently,
(2.12) C(a) =
n
∑
i=1
℘′(ai)∏
j 6=i
(℘(z)− ℘(aj)).
There are various ways to represent C(a) by plugging in different values of
z in (2.12). For example, for z = ai we get
(2.13) C(a) = ℘′(ai)∏
j 6=i
(℘(ai)− ℘(aj))
which is independent of the choices of i. Notice that if a is a branch point
then ga(z) ≡ 0 and so C(a) = 0.
Then we have the following important result:
Theorem 2.4. [3] There exists a polynomial ℓn(B) = ℓn(B; g2, g3) ∈ Q[g2, g3][B]
of degree 2n+ 1 in B such that if a ∈ (E×)n \∆n satisfies (2.3), then C2 = ℓn(B),
where C = C(a) and B = Ba are given in (2.13) and (2.7) respectively.
This polynomial ℓn(B) is called the Lame´ polynomial in the literature.
Let Yn = Yn(τ) ⊂ Symn E = En/Sn be the set of a = {a1, · · · , an} which
satisfies (2.2) and (2.3). Clearly −a := {−a1, · · · ,−an} ∈ Yn if a ∈ Yn, and
a ∈ Yn is a branch point if a = −a in E. Then the map B : Yn → C in (2.7) is
a ramified covering of degree 2, and Theorem 2.4 implies that
Yn ∼=
{
(B,C) | C2 = ℓn(B)
}
,
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(cf. [3, Theorem 7.4]). Therefore, Yn is a hyperelliptic curve, known as the
Lame´ curve. Furthermore, Yn is singular at a trivial critical point a if and only if
Ba is a multiple zero of ℓn(B). For later usage, we denote
Xn := {a ∈ Yn | a is not a branch point} ⊂ Yn.
Since a is a branch point of Yn if and only if it is a trivial critical point of
Gn. From now on we will switch these two notions freely.
There are several ways to compute the Lame´ polynomial ℓn(B). A recur-
sive construction can be found in [3, Theorem 7.4].
Example 2.5. [1, 3] ℓn(B) for n = 1, 2. Denote ek = ℘(
ωk
2 ) for k = 1, 2, 3.
(1) n = 1, X¯1 ∼= E, C2 = ℓ1(B) = 4B3 − g2B− g3 = 4∏3i=1(B− ei).
(2) n = 2 (notice that e1 + e2 + e3 = 0),
C2 = ℓ2(B) =
4
81B
5 − 727 g2B3 + 13g3B2 + 13g22B− g2g3
=
22
34
(B2− 3g2)
3
∏
i=1
(B+ 3ei).
Consequently, ℓ2(B; τ) has multiple zeros if and only if g2(τ) = 0, that is
τ is equivalent to epii/3 under the SL(2,Z) action.
If a = {a1, a2} is a branch point of Y2, then {a1, a2} = {−a1,−a2} in E
implies that either (1) a = { 12ωi, 12ωj} with {i, j, k} = {1, 2, 3}, which corre-
sponds to Ba = 3(ei + ej) = −3ek, or (2) a1 = −a2 6= ωk2 . Then ±
√
3g2 =
Ba = 6℘(a1), i.e. ℘(a1) = ±
√
g2/12. We conclude that the branch points of
Y2 are given by {( 12ωi, 12ωj) | i 6= j} and {(q±,−q±) | ℘(q±) = ±
√
g2/12}.
3. THE INVARIANT D(a) AND ITS GEOMETRIC MEANING
The purpose of this section is to generalize the invariant D(a) studied in
[9] for ρ = 8pi, where a is a half-period point, to the general case ρ = 8pin
for all n ∈ N. D(a) is fundamental in analyzing the bubbling behavior
of a sequence uk with ρk → 8pin. By Theorem A, the bubbling loci a =
{a1, · · · , an} must be a branch point of Yn if ρk 6= 8pin for k large. Thus it
is essential to study the geometric meaning of D(a) at those 2n+ 1 branch
points as in the case n = 1 in [9, Theorem 0.4].
For a = (a1, · · · , an) ∈ (E×)n \ ∆n a trivial critical point, we recall (1.6):
(3.1) D(a) := lim
r→0
n
∑
i=1
µi
(∫
Ωi\Br(ai)
e fai (z) − 1
|z− ai|4 −
∫
R2\Ωi
1
|z− ai|4
)
,
where fai (z), µi are defined in (1.4) and (1.5) respectively. Notice that the
sum in the RHS of (3.1) can be written as
n
∑
i=1
(∫
Ωi\Br(ai)
µie
fai (z)
|z− ai|4 −
∫
R2\Br(ai)
µi
|z− ai|4
)
,
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where
(3.2) K(z) :=
µie
fai (z)
|z− ai|4 = exp
(
8pi
n
∑
j=1
G(z, aj)− 8pinG(z)
)
is independent of i. Hence (3.1) of is independent of the choices of Ωi’s.
Fromnow on, we use notation p = {p1, · · · , pn} instead of a = {a1, · · · , an}
to denote branch points. Assume that p = {p1, · · · , pn} ∈ Yn \ Xn is a
branch point. Then {p1, · · · , pn} = {−p1, · · · ,−pn} and
K(z) = exp 4pi
( n
∑
j=1
(
G(z, pj) + G(z,−pj)− 2G(z)
))
= ec
n
∏
i=1
|℘(z) − ℘(pi)|−2
(3.3)
for some constant c ∈ R. The last equality follows by the comparison of
singularities. We remark here that, in comparison with [9, §2], for non-half
period points the simultaneous appearance of ±pi is essential to arrive at
the above simple looking closed form.
For convenience, we define Λ2 = { i | pi ∈ E[2] }, the two-torsion part,
and for i 6∈ Λ2 we define i∗ 6∈ Λ2 to be the index so that pi∗ = −pi.
Choose a sequence ak ∈ Xn with limk→∞ ak = p. For ease of notations we
drop the index k and simply denote a = (a1, · · · , an) → (p1, · · · , pn).
In §2 we show that a ∈ Xn is equivalent to the following equation:
(3.4) ga(z) :=
n
∑
i=1
℘′(ai)
℘(z)− ℘(ai) =
C(a)
∏
n
i=1(℘(z)− ℘(ai))
(so that ordz=0 ga(z) = 2n) for a constant C(a) 6= 0 given by
C(a) = ℘′(ai)∏
j 6=i
(℘(ai)− ℘(aj)), for any i = 1, . . . , n.
For a ∈ Yn, C(a) = 0 if and only if a is a branch point. It is easy to describe
the behavior of the limit C(a) → C(p) = 0 as a → p:
Lemma 3.1. Let p ∈ Yn \ Xn and a ∈ Xn near p. If i ∈ Λ2 then
(3.5) C(a) = ℘′′(pi)∏
j 6=i
(℘(pi)− ℘(pj))(ai − pi) + o(|ai − pi|),
and if i 6∈ Λ2 then
(3.6) C(a) = ℘′(pi)2 ∏
j 6=i, i∗
(℘(pi)− ℘(pj))(ai + ai∗ ) + o(|ai + ai∗ |).
Lemma 3.2. For p ∈ Yn being a branch point, the residue for
Pp(z) :=
n
∏
i=1
(℘(z)− ℘(pi))−1
at pi is zero for all i = 1, . . . , n.
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Proof. Choose a ∈ Xn with a → p as above. We compute from (3.4) that
Pa(z) =
ga(z)
C(a)
=
1
C(a) ∑
i∈Λ2
℘′(ai)
℘(z)− ℘(ai)
+
1
2C(a) ∑
i 6∈Λ2
( ℘′(ai)
℘(z)− ℘(ai) +
℘′(ai∗ )
℘(z)− ℘(ai∗ )
)
.
By Lemma 3.1, the first sum has limit
∑
i∈Λ2
∏j 6=i(℘(pi)− ℘(pj))−1
℘(z)− ℘(pi)
when a → p, which obviously has zero residue at pi because i ∈ Λ2 means
pi =
1
2ωk in E for some k ∈ {1, 2, 3}.
For the second sum, we rewrite each i-th summand as
1
2C
℘′(ai)− ℘′(−ai∗)
℘(z)− ℘(ai) −
℘′(ai∗)
2C
℘(ai)− ℘(ai∗ )
(℘(z)− ℘(ai))(℘(z)− ℘(−ai∗ )) ,
which has limit
1
2
(
℘′′(pi)
℘′(pi)2
1
℘(z)− ℘(pi) +
1
(℘(z)− ℘(pi))2
)
∏
j 6=i, i∗
(℘(pi)− ℘(pj))−1.
A direct Taylor expansion shows that the residues of both terms at pi (i /∈
Λ2) cancel out with each other. This proves the lemma. 
By Lemma 3.2, we may rewrite
(3.7) Pp(z) =
n
∏
i=1
(℘(z)− ℘(pi))−1 =
n
∑
j=1
cj℘(z− pj) + c0.
Since the vanishing order of the LHS at z = 0 is 2n, the coefficients must
satisfy the constraints
(3.8)
n
∑
j=1
cj℘(pj) + c0 = 0,
n
∑
j=1
cj℘
(k)(−pj) = 0, for k = 1, . . . , 2n− 1.
Also, it is easy to see from (3.7) that for i ∈ Λ2,
(3.9) ci = 2℘
′′(pi)−1 ∏
j 6=i
(℘(pi)− ℘(pj))−1,
and if i 6∈ Λ2 then
(3.10) ci = ℘
′(pi)−2 ∏
j 6=i, i∗
(℘(pi)− ℘(pj))−1.
In particular ci∗ = ci.
This vector~c = (c1, · · · , cn) indeed has important geometric meaning:
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Lemma 3.3. By considering C as the local holomorphic coordinate of the hyperel-
liptic curve Yn ∋ a(C) near a branch point p, then we have a′(0) = ~c/2. More-
over,
∂aj
∂C
(0) =
cj
2
6∈ {0,∞}
for j = 1, · · · , n.
Proof. We first show that if i 6∈ Λ2 then
(3.11)
∂ai
∂C
(0) =
∂ai∗
∂C
(0).
Suppose that a(C) = (ai(C)) represents the point (B,C) ∈ Yn close to p,
where B = (2n − 1)∑ni=1 ℘(ai(C)). Then a˜(C) = (ai(−C)) represent the
other point (B,−C) with the same B. That is, B = (2n− 1)∑ni=1 ℘(ai(−C))
too. By the hyperelliptic structure on Yn, we conclude that
{a1(−C), · · · , an(−C)} = {−a1(C), · · · ,−an(C)}.
If i 6∈ Λ2, then we must have ai(−C) = −ai∗ (C) and ai∗ (−C) = −ai(C).
Therefore, ai(−C) + ai∗(−C) = −(ai(C) + ai∗ (C)) and
ai(−C)− ai∗ (−C) = ai(C)− ai∗(C).
That is, ai(C)− ai∗ (C) is even in C, which implies (3.11).
The lemma now follows from (3.5)-(3.6) in Lemma 3.1. For example, if
i ∈ Λ2, then (3.5) implies limC→0 ai(C)−piC = ci2 . If i /∈ Λ2, then (3.11) and
(3.6) imply
2
∂ai
∂C
(0) =
∂ai
∂C
(0) +
∂ai∗
∂C
(0) = lim
C→0
ai(C) + ai∗ (C)
C
= ci.
Notice that the property cj 6= 0,∞ for all j is clear from the expressions in
(3.9) and (3.10) since (i) pi 6∈ Λ for all i and ℘(pi) 6= ℘(pj) for all i 6= j, and
(ii) ℘′′(pi) 6= 0 for i ∈ Λ2 and ℘′(pi) 6= 0 for i 6∈ Λ2. 
Using the tangent vector~c, we may derive a simple formula for D(p).
Theorem 3.4. Let p ∈ Yn \Xn be a branch point of the hyperelliptic curve Yn de-
fined by C2 = ℓn(B). Consider the local parameter C near p and let~c = 2a′(0) =
2∂a/∂C|C=0. Denote also by s = ∑nj=1 cj and c0 = −∑nj=1 cj℘(pj). Then
D(p) = Im τ · ec
(
|c0 − sη1|2 + 2pi
Im τ
Re s¯(c0 − sη1)
)
= Im τ · ec|s|2
(∣∣∣ c0
s
− η1
∣∣∣2 + 2pi
Im τ
Re
( c0
s
− η1
))
.
(3.12)
Proof. By Lemma 3.3,~c coincides with the vector formed by the coefficients
c1, · · · , cn appeared in the expansion formula of Pp(z) in (3.7).
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Let T ⊂ R2 be a fundamental domain of Eτ with p ∩ ∂T = ∅. Then
D(p) = lim
r→0
(
ec
∫
T\∪iBr(pi)
|Pp(z)|2 −
n
∑
i=1
∫
R2\Br(pi)
µi
|z− pi|4
)
(3.13)
= lim
r→0
(
ec
∫
T\∪ni=1Br(pi)
|Pp(z)|2 −
n
∑
i=1
piµi
r2
)
.
Consider an anti-derivative of Pp(z):
(3.14) Lp(z) :=
∫ z
0
Pp(w) dw = −
n
∑
j=1
cjζ(z− pj) + c0z.
For i = 1, 2, we define the “quasi-periods” χi by
χi = Lp(z+ ωi)− Lp(z) = c0ωi − sηi.(3.15)
To compute D(p), we note from (3.7) that
Pp(z) =
ci
(z− pi)2 +O(1)
and from (3.2), the definition (1.5) of µi that
K(z) =
µi
|z− pi|4 +O(|z− pi|
−2).
Inserting these into (3.3) leads to
(3.16) µi = e
c|ci|2, ∀1 ≤ i ≤ n.
Now we denote
Lp(z) = u+
√−1v, z = x+√−1y.
Then Pp(z) = L′p(z) = ux − iuy, i.e.
|Pp(z)|2 = u2x + u2y = (uux)x + (uuy)y for z outside {p1, · · ·, pn},
so ∫
T\∪ni=1Br(pi)
|Pp(z)|2
=
∫
∂T
(
uuxdy− uuydx
)− n∑
i=1
∫
|z−pi|=r
(
uuxdy− uuydx
)
.
Applying (3.15) we obtain∫
∂T
(
uuxdy− uuydx
)
=
∫
∂T
udv = −1
2
Im
∫
∂T
LpdL¯p(3.17)
=
1
2
Im(χ¯1χ2 − χ1χ¯2).
Since near pi,
u+
√−1v = Lp(z) = − ci
z− pi + f (z),
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where f (z) is holomorphic in a neighborhood of pi, it is easy to prove that
−
∫
|z−pi|=r
(
uuxdy− uuydx
)
= −
∫
|z−pi|=r
udv =
pi|ci|2
r2
+O(r).
Therefore, we conclude from (3.16) and (3.17) that
D(p) = lim
r→0
(
ec
∫
T\∪ni=1Br(pi)
|Pp(z)|2 −
n
∑
i=1
piµi
r2
)
(3.18)
=
ec
2
Im(χ¯1χ2 − χ1χ¯2).
By direct substitution, we compute
χ¯1χ2 − χ1χ¯2 = |c0|2(ω¯1ω2 −ω1ω¯2) + |s|2(η¯1η2 − η1η¯2)
+ c¯0s(η1ω¯2 − η2ω¯1)− c0s¯(η¯1ω2 − η¯2ω1).
Now we plug in ω1 = 1, ω2 = τ = a + bi, and use the Legendre relation
η1ω2− η2ω1 = 2pii. Then
ω¯1ω2− ω1ω¯2 = 2ib,
η¯1η2 − η1η¯2 = 2i(b|η1|2 − pi(η1 + η¯1)),
η1ω¯2 − η2ω¯1 = 2i(pi − η1b).
Hence
D(p) = ec
(
b(|c0|2 + |sη1|2) + 2Re
(
c0s¯(pi − η¯1b)− |s|2piη1
))
= bec
(
|c0 − sη1|2 + 2pi
b
Re s¯(c0 − sη1)
)
.
This proves the theorem. 
In fact there is a simple geometric interpretation of the expression ap-
peared in the RHS of (3.12).
Proposition 3.5. Consider the vector-valued map (E×)n → R2 defined by
a 7→ φ(a) := −4pi
n
∑
i=1
∇G(ai).
Let C = u + iv 7→ a(C) ∈ En be a local holomorphic parametrization of a Rie-
mann surface V ⊂ En. Then the Jacobian J(φ ◦ a)(u, v) is given by
(3.19) det
(∂φ
∂u
,
∂φ
∂v
)
= −
(
|c0 − sη1|2 + 2pi
Im τ
Re s¯(c0 − sη1)
)
,
where~c = (ci) := 2a
′(C), s := ∑ni=1 ci, and c0 := −∑ni=1 ci℘(ai).
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Proof. Denote aj = xj +
√−1yi, b = Im τ and φ = (φ1, φ2)T. By (2.1), we
have
φ1 = 2Re (∑
i
ζ(ai)− η1ai),
φ2 = −2 Im (∑
i
ζ(ai)− η1ai)− 4pi
b ∑
yi.
(3.20)
The chain rule shows that
∂uφ1 = −2Re
[
∑
i
(℘(ai) + η1)
∂ai
∂C
]
= Re (c0 − sη1),
∂vφ1 = −2Re
[
∑
i
(℘(ai) + η1)
∂ai
∂C
√−1
]
= −Im (c0 − sη1),
∂uφ2 = 2 Im
[
∑
i
(℘(ai) + η1)
∂ai
∂C
]
− 4pi
b ∑
i
∂yi
∂u
= −Im (c0 − sη1)− 2pi
b
Im s,
∂vφ2 = 2 Im
[
∑
i
(℘(ai) + η1)
∂ai
∂C
√−1
]
− 4pi
b ∑
i
∂yi
∂v
= −Re (c0 − sη1)− 2pi
b
Re s.
Hence the Jacobian is given by
− |c0 − sη1|2 − 2pi
b
(Re (c0 − sη1)Re s+ Im (c0 − sη1) Im s)
= −
(
|c0 − sη1|2 + 2pi
b
Re s¯(c0 − sη1)
)
as expected. 
Corollary 3.6. For p ∈ Yn \ Xn with local coordinate C, we have
(3.21) D(p) = −Imτ ec J(φ ◦ a)(0)
for some constant c.
Proof. This follows from Theorem 3.4 and Proposition 3.5. 
Corollary 3.6 will play important role in our subsequent degeneration
analysis of these branch points p ∈ Yn \ Xn. One may also interpret the
above proof of it as a stationary phase integral calculation.
Example 3.7. For n = 1, c0 = −c1℘(p1) = −c1ei if p1 = 12ωi, and s = c1. The
formula reduces to the one for detD2G(p) first studied in [8]:
|ei + η1|2 − 2pi
Imτ
Re(ei + η1).
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4. PROOF OF THEOREM 1.1: ANALYTIC ADJUNCTION
It is elementary to see that for χ1 = a1 + b1i and χ2 = a2 + b2i,
χ¯1χ2 − χ1χ¯2 = 2i(a1b2 − a2b1).
Hence the formula in (3.18) says thatD(p) is exactly ec times the signed area
spanned by χ1 and χ2 in R
2. Indeed, χ1 = c0− sη1 = −∑nj=1 cj(℘(pj)+ η1).
So we may rewrite (3.12) as
(4.1) D(p) = −Imτ ec|s|2
∣∣∣∣∣
−Reχ1s−1 +Imχ1s−1
+Imχ1s
−1 Reχ1s−1 +
2pi
Imτ
∣∣∣∣∣ .
Formula (4.1) suggests the possibility for interpreting D(p) in terms of
the determinant of the Hessian of some “Green function” for general n ∈
N. To find such a Green function on X¯n will require the search for a suit-
able conformal metric on it. Alternatively we consider the multiple Green
function Gn defined in (1.7):
Gn(z1, · · · , zn) := ∑
i<j
G(zi − zj)− n
n
∑
i=1
G(zi)
for z = (z1, · · · , zn) ∈ (E×)n \ ∆n. Then Gn is a Green function on En with
divisor Dn where (E×)n \ ∆n = En \ Dn. Recall that p is a branch point of Yn
if and only if it is a trivial critical point of Gn.
Theorem 4.1 (Analytic adjunction formula). For any fixed n ∈ N and any
branch point p = (p1, · · · , pn) ∈ Yn, there is a constant cp ≥ 0 such that
detD2Gn(p) = (−1)ncpD(p).
Moreover, cp = 0 precisely when the associated hyperelliptic curve Yn(τ) for E =
Eτ is singular at p. There are only finitely many such tori Eτ for each n.
For n = 1, this is [9, Theorem 0.4]. For n = 2, a direct check based on
Theorem 3.4 is still possible (c.f. Example 4.2). For n ≥ 3 the D2Gn is a
2n× 2nmatrix and it is cumbersome to compute detD2Gn(p) directly. The
proof of Theorem 4.1 given below is based on Corollary 3.6.
Proof. It was proved in [3, §5.3] (recalled in (2.3)–(2.4)) that the system of
equations (1.2) given by −2pi∇Gn(a) = 0 is equivalent to holomorphic
equations g1(a) = · · · = gn−1(a) = 0 with
(4.2) gi(a) =
n
∑
j 6=i
(ζ(ai − aj) + ζ(aj)− ζ(ai)), 1 ≤ i ≤ n− 1,
which defines Yn, and the non-holomorphic equation g
n(a) = 0 with
(4.3) gn(a) = 12φ(a) = −2pi
n
∑
i=1
∇G(ai).
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By (2.1), we easily obtain for 1 ≤ i ≤ n− 1,
(4.4) gi(a) = −2pi
(
∑
j 6=i
2Gz(ai − aj)− 2nGz(ai) +
n
∑
j=1
2Gz(aj)
)
.
For any i, we have
∇iGn(a) = ∑
j 6=i
∇G(ai − aj)− n∇G(ai).
By taking into account that ∇G 7→ 2Gz has matrix
(
1 0
0 −1
)
and gn =
2pi
n ∑
n
i=1∇iGn, the equivalence between the map a 7→ g(a) := (g1(a), · · · ,
gn(a))T and −2pi∇Gn is induced by a real 2n× 2n matrix A given by
A =


1 1
1 −1
. . .
...
...
1 1
1 −1
1
1


·


1
−1
. . .
1
−1
−1
n · · · −1n −1n−1
n · · · −1n −1n


.
In other words, by considering gk = (Regk, Imgk)T for 1 ≤ k ≤ n− 1 and
Gz = (ReGz, ImGz)T, we have 2Gz =
(
1 0
0 −1
)
∇G. Inserting this into
(4.4), it is easy to obtain g(a) = −2piA∇Gn(a). Consequently,
(4.5) J(g)(a) = J(−2piA∇Gn)(a) = (−1)
n−1
n2
(2pi)2n detD2Gn(a),
so it suffices to compute (the real Jacobian) J(g).
Let p ∈ Yn \ Xn and consider a holomorphic parametrization C 7→ a(C)
of a branch of Yn near p, where p corresponds to C = 0. Notice that if p is
not a singular point of Yn, i.e. Bp is a simple zero of ℓn(B) = 0, then there is
only one branch of Yn near p and the map C → a(C) is unique.
We denote
C = u+
√−1v, ak = xk +
√−1yk, gk = Uk +√−1Vk, 1 ≤ k ≤ n.
Along Yn we have by chain rule (denote g
i
j = ∂g
i/∂aj)
(4.6) 0 =
∂gi
∂C
=
n
∑
j=1
gij
∂aj
∂C
, 1 ≤ i ≤ n− 1.
If gn is also holomorphic, then (4.6) can be used to evaluate the “complex
determinant” detDCg = det(gij) by elementary column operations. For
16 CHANG-SHOU LIN AND CHIN-LUNGWANG
example, if ∂ak/∂C 6= 0 then we may eliminate all the entries of the k-th
column except the last (n-th) one. The case k = n reads as:
(4.7) detDCg = det(gij)
n−1
i,j=1 ×
∂gn
∂C
×
(∂an
∂C
)−1
.
In the current case gn = 12φ is not holomorphic (see (3.20) for the ad-
ditional linear term −2pi ∑k yk/b for Vn = 12φ2). The same argument via
implicit functions still applies if we work with the real components Uk,Vk
and real variables xk, yk and u, v instead.
More precisely, (4.6) takes the real form: For 1 ≤ i ≤ n− 1,
0 =
[
Uiu U
i
v
V iu V
i
v
]
=
n
∑
k=1
[
Ui
xk
Ui
yk
V i
xk
V i
yk
] [
xku x
k
v
yku y
k
v
]
.(4.8)
The two rows are equivalent by the Cauchy–Riemann equation.
The elementary column operation on the 2n× 2n real jacobian matrix Dg
is now replaced by the right multiplication with the matrix
Rn :=


1 x1u x
1
v
1 y1u y
1
v
. . .
...
...
xnu x
n
v
ynu y
n
v

 .
In fact we may do so for any (2k− 1, 2k)-th pair of columns—since∣∣∣∣xku xkvyku ykv
∣∣∣∣ = |a′k(0)|2 6= 0,∞
by Lemma 3.3, and get a similar matrix Rk. We take R = Rn below.
Denote by D′g the principal 2(n− 1)× 2(n− 1) sub-matrix ofDg. Notice
from (4.3) that
1
2D(φ ◦ a) =
[
Unu U
n
v
Vnu V
n
v
]
=
n
∑
k=1
[
Un
xk
Un
yk
Vn
xk
Vn
yk
] [
xku x
k
v
yku y
k
v
]
,
which is precisely the right bottom 2 × 2 sub-matrix of (Dg)R. Hence it
follows from (4.8) that
(Dg)R =
[
D′g 0
∗ 12D(φ ◦ a)
]
,
which can be used to calculate the determinant:
detDg detR = det((Dg)R) = detD′g det 12D(φ ◦ a).
By (4.5) and Corollary 3.6, we get
detD2Gn(p) =
(−1)nn2e−c
4Im τ (2pi)2n
|detD′Cg(p)|2
|a′n(0)|2
D(p),
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where D′Cg is the principal (n − 1) × (n − 1) sub-matrix of DCg. Here
we used detD′g(p) = |detD′Cg(p)|2 because gk is holomorphic for any
1 ≤ k ≤ n− 1. Thus
(4.9) cp =
n2e−c
4Im τ (2pi)2n
|detD′Cg(p)|2
|a′n(0)|2
≥ 0.
To complete the proof of Theorem 4.1, we recall the standard Jacobian
criterion for smoothness of the point p ∈ Yn. Since g1 = 0, · · · , gn−1 = 0
are the defining equations for Yn, p ∈ Yn is a non-singular point if and only
if there is some (n− 1) × (n − 1) minor of the (n− 1) × n matrix DC g˜(p)
which does not vanish at p, where g˜ := (g1, · · · , gn−1)T. Notice that (4.9)
is valid for all choices of those minors (with a′n(0) being replaced by a′k(0)),
thus p ∈ Yn is non-singular is indeed equivalent to detD′Cg(p) 6= 0 (which
actually implies that any (n − 1) × (n − 1) minor does not vanish at p).
Since p ∈ Yn \ Xn is a branch point and Yn is defined by the hyperelliptic
equation C2 = ℓn(B), this is precisely the case when Bp is a simple zero of
ℓn(B) = 0. The proof is complete. 
Example 4.2 (The case n = 2). For any flat torus Eτ and p ∈ Y2(τ) \ X2(τ),
we compute directly the constant cp = cp(τ) ≥ 0 such that
detD2G2(p) = cpD(p).
To serve as a consistency check with (4.9) we will not follow the procedure
used in the proof of Theorem 4.1. Instead we will compute detD2G2(p)
directly. It will be clear that cp(τ) > 0 if τ 6≡ epi/3 under the SL(2,Z) action.
By Example 2.5 (2), we see that the five branch points in Yn are given
by {( 12ωi, 12ωj) | i 6= j} and {(q±,−q±) | ℘(q±) = ±
√
g2/12}. Note that
℘2(q) = 112g2 if and only if ℘
′′(q) = 0. The only case that these five points
reduce to four points is when g2 = 0. This happens preciselywhen τ ≡ epi/3
and then Y¯n becomes a singular hyperelliptic curve.
To compute the Hessian of G2, we recall the formulae [9, (2.4) and (2.5)]
for the second partial derivatives of G. Namely,
detD2G =
−1
4pi2
(
|(log ϑ)zz|2 + 2pi
b
Re (log ϑ)zz
)
,(4.10)
where b = Im τ and in terms of the Weierstrass theory
(4.11) (log ϑ)zz(
1
2ωi) = −℘( 12ωi)− η1 = −(ei + η1),
where (log ϑ)z(z) = ζ(z) − η1z is used.
First we compute D2G(p) for p = ( 12ωi,
1
2ωj). Denote by
1
2ωk the third
remaining half period point. Notice that ℘( 12ωi − 12ωj) = ℘( 12ωk) = ek. For
simplicity we write
wk := (log ϑ)zz(
1
2ωk) = −(ek + η1) = uk + vki,
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and similarly for the indices i, j. Then we have
D2G2(p) =
1
2pi


−uk + 2ui vk − 2vi uk −vk
vk − 2vi uk − 2ui − 2pib −vk −uk − 2pib
uk −vk −uk + 2uj vk − 2vj
−vk −uk − 2pib vk − 2vj uk − 2uj − 2pib

 .
A lengthy yet straightforward calculation shows that
(4.12) detD2G2(p) =
4
(2pi)4
(
|2eiej + e2k − 3ekη1|2 +
2pi
b
Re
(
3e¯k(2eiej + e
2
k − 3ekη1)
))
.
The details will be omitted here. We only note that when τ ∈ iR, all el’s and
η1 are real numbers. Thus all the imaginary parts vanish: v1 = v2 = v3 = 0.
In this case (4.12) can be verified easily.
By (3.9) and the fact that ℘′′( 12ωi) = 2(ei − ej)(ei − ek), we compute
c1 = 2℘
′′( 12ωi)
−1(ei − ej)−1 = (ei − ej)−2(ei − ek)−1,
c2 = (ej − ei)−2(ej − ek)−1,
s = c1 + c2 = −3ek(ei − ej)−2(ei − ek)−1(ej − ek)−1,
c0 = −(c1ei + c2ej) = −(2eiej + e2k)(ei − ej)−2(ei − ek)−1(ej − ek)−1.
By Theorem 3.4, we get
D(p) = c(p)
(
|2eiej + e2k − 3ekη1|2 +
2pi
b
Re
(
3e¯k(2eiej + e
2
k − 3ekη1)
))
with c(p) = bec|ei − ej|−2|ei − ek|−1|ej − ek|−1. Thus
detD2G2(
1
2ωi,
1
2ωj) = cpD(
1
2ωi,
1
2ωj)
with
(4.13) cp = (4pi
4c(p))−1 = e−c|ei − ej||ei − ek||ej − ek|/(4bpi4) > 0.
Next we consider p = (q,−q) with q ∈ {q+, q−}. Let µ = ℘(q). Since
℘′′(q) = 0, we have also ℘(2q) = −2℘(q) = −2µ by the addition (duplica-
tion) formula. Denote by µ = u+ iv and η1 = s+ it. Then we have
D2G2(p) =
1
2pi


−4u− s 4v+ t 2u− s −2v+ t
4v+ t 4u+ s− 2pib −2v+ t −2u+ s− 2pib
2u− s −2v+ t −4u− s 4v+ t
−2v+ t −2u+ s− 2pib 4v+ t 4u+ s− 2pib

 .
A straightforward calculation easier than the previous case shows that the
determinant is given by
detD2G2(p) =
144
(2pi)4
(u2 + v2)
(
(u+ s)2 + (v+ t)2 − 2pi
b
(u+ s)
)
=
9
pi4
|℘(q)|2
(
|℘(q) + η1|2 − 2pi
b
Re(℘(q) + η1)
)
.
(4.14)
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By (3.10), we compute easily that c1 = c2 = ℘
′(q)−2, c0 = −2℘(q)℘′(q)−2,
and s = c1 + c2 = 2℘
′(q)−2. Hence by Theorem 3.4
D(p) = 4bec |℘′(q)|−4
(
| − ℘(q)− η1|2 + 2pi
b
Re(−℘(q)− η1)
)
= c−1p detD
2G2(p),
where
(4.15) cp =
9e−c
4bpi4
|℘(q)|2|℘′(q)|4 ≥ 0.
Since ℘′(q) 6= 0, cp > 0 unless ℘(q) = ±
√
g2/12 = 0. This is the case
precisely when τ is equivalent to epii/3. We leave the simple consistency
check of (4.13) and (4.15) with the general formula (4.9) to the readers.
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