We develop a representation of nonlinear integrated vector processes based on the martingale representation theorem of Hall and Heyde (1980) . In the representation, linear combinations of the components of the vector process may be stationary, so the system may be linearly cointegrated, yet exhibit nonlinear stationary, or short-run, dynamics. We test for linear cointegration relations with nonlinear dynamics in weekly U.S. interest rates. We find that the individual rates are I(1) and that the system is linearly cointegrated. Furthermore, both cointegration relations exhibit nonlinear dynamics so the the system's short-run dynamics are nonlinear.
Introduction
Applied time series research usually assumes linearity or stationarity, or both. Both assumptions make analysis much more tractable. Not surprisingly, scant research relaxes both assumptions; as recently as 2002, Escribano and Mira questioned how little research had simultaneously addressed nonlinearity and nonstationarity. Recent progress has been made, however, on incorporating nonlinearity within the cointegration framework. Examples include Escribano and Mira (2002) , Gonzalo and Pitarakis (2006) , Kapetanios et al. (2006) and the references therein.
One common approach has been to add nonlinear dynamics to the standard linear vector errorcorrection model (VECM). The most popular approach within this literature is to specify that the error-correction term exhibits threshold or switching behavior among multiple regimes. Switching and threshold models are popular nonlinear models in economics, partly due to the argument that transaction costs can create different regimes by limiting the effectiveness of arbitrage (Balke and Fomby, 1997) .
As noted by de Jong (2002) , nonlinear VECMs cannot rely on the Granger representation theorem, because it applies only to linear processes. 1 The Granger representation theorem has been critical to the development of linear cointegration analysis in two ways. First, it supports the decomposition of a system of cointegrated I .1/ processes into long-run and short-run dynamics. Second, it maps the linear VECM into a moving-average representation. This mapping shows that all cointegrated systems with only linear dynamics-both long-run and short-run-can be modeled as linear VECMs due to the Wold decomposition. Escribano and Mira (2002) , Bec and Rahbek (2004) , and Saikkonen and Choi (2004) each develop extensions of the Granger representation theorem for nonlinear processes. Several dif culties become apparent. First, in each extension the connection to the de nition of integration can break down as the nonlinear VECM is not necessarily I .1/. 2 Second, nonlinear VECMs cannot always be decomposed into long-run and short-run dynamics. Third, the generality of the nonlinear VECM representation within the broad class of nonlinear dynamic processes is not known.
Following Bierens (1997) , we develop a representation for vector processes that are both nonlinear and integrated based on a martingale representation theorem from Hall and Heyde (1980) . The martingale representation preserves the decomposition between long-run and short-run dynamics and applies to all processes with stationary and ergodic increments, both linear and nonlinear, that satisfy mild regularity conditions: either that the process is integrable in the initial period or that the process is in a class of mixingale processes. The martingale representation is limited to integrated processes however, unlike some of the other generalizations of Granger's representation.
The martingale representation implies that linear combinations of the component processes can be stationary, yet exhibit nonlinear dynamics: a structure suggested by Barnett et al. (2000) . Nonlinearity may be present in the stationary or short-run dynamics even if the cointegration is linear.
We suggest testing sequentially for the presence of nonlinear dynamics in a linearly cointegrated system. In the rst stage, cointegrating relations are estimated using Bierens' (1997 Bierens' ( , 2005 nonparametric test for linear cointegrating relations which is valid for nonlinear processes. If cointegration relations are found, they de ne new stationary processes. In the second stage, we test these stationary processes for nonlinearity. Although any number of nonlinearity tests could be used in this stage, we use Hinich's (1982) nonparametric bispectral test, because it is a conservative test and does not require strong a priori assumptions about the form of the nonlinearity for which we are testing.
We apply this method to a system of weekly short-term U.S. interest rates using weekly data. We nd that individually the series are I .1/ and, as a system, are linearly cointegrated using Bierens' nonparametric test. For comparison, we also perform Johansen's (1988) standard parametric tests. The nonparametric and parametric test results are very similar: statistically, we cannot reject the hypothesis that the two tests identify the same cointegrating relations. The consistency supports modeling the cointegration relation as linear. We subsequently test the two cointegration relations for nonlinearity. Linearity is rejected for both. We conclude that the system of interest rates has nonlinear stationary dynamics. Our results are consistent with prior research that suggests nonlinear interest rate dynamics, such as Choi (1999) and Pfann et al. (1996) .
The paper is organized as follows. Section 2 contains the derivation of the representation theorem. Section 3 contains the empirical results and Section 4 concludes.
Cointegration and Nonlinearity
The standard linear VECM for q-variables has the form:
The q by r parameter matrices, and , have rank r. If r D q; the levels are stationary. If r D 0; there is no cointegration. If 0 < r < q; there are r cointegration relations. The cointegration relations enter the model linearly, through . Since the " t are assumed to be stochastically independent or Gaussian, the standard VECM describes a linear stochastic process. Granger (1991) proposed a nonlinear generalization of cointegration, nonlinear error correction, in which the cointegration relations would enter the error-correction model through a vector-valued nonlinear function f , i.e. Granger (1991) gives conditions under which f .z/ is stationary. A simple nonlinear error-correction speci cation is to allow mean reversion only for large deviations, so that f has the form:
In this case, T S t behaves like a unit root in a neighborhood of its mean, but exhibits mean reversion when it is outside the neighborhood. This model is a straightforward generalization of the standard error-correction model that exhibits nonlinear dynamics. However the linear combination T S t is not stationary. Using Hall and Heyde's martingale representation for stationary processes, we develop a representation for I .1/ processes which separate into two parts: a sum of martingale differences and a generally nonlinear stationary part. It is then straightforward to de ne cointegration for a vector of integrated processes using the martingale representation.
Initially, we establish some de nitions and notational conventions. The de nitions are standard and can be found in a number of references. For all time periods, let S t denote a q-dimensional vector random sequence, S t D .S 1t ; :::; S qt / T on a probability space .•; F; /.
Martingale De nition. A vector martingale is an adapted sequence .S t ; F t / where F t is an increasing sequence of -algebras contained in F such that S t is integrable and satis es E .S t j F t 1 / D S t 1 a:s:
for every t: The rst difference of a martingale, 1S t D S t S t 1 D Y t is referred to as a martingale difference sequence; it is integrable and satis es E .Y t j F t 1 / D 0 a:s:
Let T : • ! • denote a one to one ergodic measure-preserving shift transformation. If X 0 .!/ is a random variable on the probability space, then X t .!/ D X 0 .T t !/ de nes a strictly stationary ergodic sequence. A stochastic sequence is said to be integrated of order one, I .1/, if the rst difference of the sequence is strictly stationary. 3 A martingale difference sequence is strictly stationary by de nition, so martingales are I .1/: The concept of integration can be extended to higher orders. Hall and Heyde (1980, pp. 136) prove the following representation theorem:
Hall and Heyde Representation Theorem. Any stationary ergodic sequence X t can be represented in the form:
Explicit formulas for the representation are given by:
and,
where fF s g is the ltration generated by the shift transform.
The Hall and Heyde representation decomposes a stationary ergodic process into an unforecastable component Y t , and a remainder which is forecastable. The forecastable component is not necessarily linear, however. From this theorem, we derive a representation for an I .1/ sequence: I .1/ Representation Corollary. If the stationary rst-difference of an I .1/ sequence is ergodic, then the nonstationary level of the integrated sequence is represented by
Proof. If the stationary rst difference of an I .1/ sequence is ergodic, from the representation theorem it has the following representation:
where Y t is a stationary vector martingale difference sequence and Z t is a stationary vector sequence. The level, therefore, has the form
Equation (2.7) is derived by recursively substituting for S t 1 .
Remark 1. The level of the I .1/ sequence is dominated by the accumulated martingale difference sequence which gives rise to the permanent shocks.
Remark 2. The components of 1S t , the rst difference of S t , have the form:
From (2.5) and (2.6), both Y jt and Z jt exhibit serial dependence, although Y jt is a martingale difference and is non-forecastable in the mean square metric, see Hinich and Patterson (1987) . The serial dependence in Z jt can be nonlinear.
This representation preserves the decomposition between long-run dynamics driven by the nonstationary components and the short-run stationary dynamics. The martingale representation could be used as a basis for nonlinear error-correction mechanisms such as rst suggested by Granger (1991) . We focus on the simpler extension of linear cointegration to nonlinear processes.
Linear cointegration is the property that some linear combination(s) of the component processes are stationary. Linear cointegration can be de ned as a reduced rank condition involving the covariance matrix of the vector martingale difference, similar to the standard de nition. We need the following lemma that speci es the form of the covariance matrix for a vector martingale difference sequence.
Lemma 1. The covariance matrix of a martingale difference sequence has the form:
Proof. Ve c t o r martingale differences are serially uncorrelated and have positive semi-de nite covariance matrices.
Linear cointegration relations for potentially nonlinear processes are then de ned by:
Theorem 1 (Martingale Cointegration). If C in (2.9) has reduced rank, .q r/, then there will exist r non-trivial vectors 1 ; :::; r , called cointegration vectors where, the linear combinations T j S t , called cointegration relations, are stationary for all j D 1; : : : ; r.
Proof. Choose ; a q by r matrix 1 2 ::: r that spans the null space of C. Then by de nition T j C D 0 T , for all j D 1; : : : ; r: These vectors de ne stationary processes because
(2.10)
The proof also supports the following corollary:
Corollary 2. Denote the q by .q r/ orthogonal compliment matrix of by ? , so that ? has the property T ? D 0. The common stochastic trend T ? S t , which has dimension .q r/, is integrated but not cointegrated. The q-dimensional sequences 1S t and T T ? 1 S t are both stationary. In the absence of cointegration, the two transformations are equivalent. If r D 0, then ? is full rank and can be taken as the identity matrix.
The result parallels the Granger representation theorem. The stationarity of T j S t ; can form the basis of a nonlinear VECM. It is informative to look at the expectation of the cointegration relations,
(2.11)
These expectations have been purged of the effects of the permanent shocks generated by the martingale difference and are stationary conditional on the initial conditions. When viewed as a new stochastic process, there are no restrictions on the dependence structure of T j S t aside from stationarity and ergodicity.
This result raises the possibility of nding nonlinear dynamics in the system after removing the long-run dynamics generated by the permanent shocks. We propose testing for such a structure (a linear cointegration with nonlinear dynamics) sequentially. We rst estimate cointegrating relations using Bierens' (1997) non-parametric test. Bierens' test is asymptotically valid for nonlinear datagenerating processes due to Hall and Heyde's representation theorem. We then test the estimated cointegrating relations for Gaussianity and linearity using Hinich's (1982) tests. Asymptotically, Hinich's test is also valid as the cointegrating relations de ne stationary processes. In practice, the results of Hinich's tests are conditional on whether the rst stage estimates eliminate all nonstationarity.
Any test for nonlinearity could be used at this stage. We are testing estimates of the cointegrating relations, implying that it is preferable to use a conservative test. Most applications of nonlinearity tests to economic data are subject to similar concerns; the data must be correctly transformed to be stationary before being tested for nonlinearity as such tests require stationarity as a maintained assumption. Failure to remove any nonstationarity can lead to spurious acceptance of nonlinearity (Kiliç, 2004 , Lee et al., 2005 . A conservative test mitigates this problem. Monte Carlo comparisons of various tests for nonlinearity suggest that Hinich's (1982) nonparametric bispectral test is conservative. 5 In addition, we do not wish to impose strong priors on the form of the nonlinearity. The bispectral test is a portmanteau test against a variety of potential forms of nonlinearity. If the bispectral tests rejects linearity, further modeling of the particular parametric form of nonlinearity could be undertaken. The bispectral results would provide some guidance for such modeling since it has power against some types of nonlinearity, but not others. For example, the bispectrum does not suggest Garch models as it does not detect Garch effects. If a particular nonlinear alternative is more likely a priori, then a test with that alternative should be used instead.
Empirical Results
We apply our sequential procedure to a system of short-term U.S. interest rates. Short-term interest rates are available at a high frequency over an extended time period: constituting a larger sample size than many other business cycle variables, such as real output and in ation. In addition, interest rates directly capture the dynamics caused by monetary policy changes. We use business daily data for the nominal net interest on one-month Commercial Paper (C P), the secondary market rate on one-month Treasury Bills (T B), and the Federal Funds rate (F F) from 4=08=1971 to 8=29=1997. The Commercial Paper and Federal Funds rates are available from the Federal Reserve Board's website. The Commercial Paper rate series was discontinued in August 1997. The Federal Reserve Bank of St. Louis provided us with the secondary market rate on onemonth Treasury Bills. These interest rates are converted to one-month holding period yields on a bond interest basis, and averaged for the week ending on Wednesday. Figure 1 displays the natural logarithms of the weekly interest rates. We take logarithms because Bierens' (1997) nonparametric cointegration test is only scale invariant for logged series; he strongly recommends logging any data before applying the test.
We test this data with our two-stage method: testing for cointegration and then for nonlinearity. Two cointegrating vectors are found for the system of three interest rates. We test each cointegrating < 5:62 < 2:89 < 2:85 < 3:17 < 0:00355 10% c.v.
< 6:89 < 2:57 < 3:44 < 2:91 < 0:00450 relation for Gaussianity, which is strongly rejected for both the real and imaginary parts of the bispectrum. Finally, we nd strong evidence that the stationary or short-run dynamics are nonlinear.
Unit root tests
Before estimating cointegration relations, we run a series of unit root and stationarity tests with different null and alternative hypothesis on ln.C P/, ln.T B/, ln.F F/, and their rst differences .1/. We do not use standard unit root tests because they have little or no power near stationary nonlinear alternatives. From Choi and Moh (2006, 2007) , power is lost primarily due to the persistence of the process, rather than the speci c form of nonlinearity driving the persistence. Consequently, we focus on unit root tests that are designed to have power for persistent processes. We estimate the ef cient unit root tests from Elliott et al. (1996) and Elliott (1999) . These tests have been shown to be much more powerful than standard unit root tests, particularly against stationary but highly persistent alternatives such as long-memory or nonlinear processes. Each test has been run with a null of unit root with drift against the alternative of trend stationarity. Following Elliott (1999) , the lag length was set to one based on the Bayesian Information Criterion. The tests are one-sided and would reject the null of a unit root with drift for small enough values. The results are the rst four shown in Table 1 along with the 5 and 10 percent critical values. The nal column contains Breitung's (2002) nonparametric test which has power against a wide range of nonlinear alternatives. Each test accepts the unit root hypothesis for the levels and trend stationarity for the differences. The tests indicate that each interest rate is I .1/ as the unit root null is accepted at the 10% level for each series and rejected at the 5% level for the rst difference of each series.
In addition to the ef cient unit root tests, we ran several tests of the null of trend stationarity against the alternative of a unit root with drift. These tests, contained in Table 2 , have the opposite null hypothesis to the previous unit root tests; any difference in the conclusions would indicate (Kwiatkowski et al., 1992) . The truncation lag for the Newey-West estimator of the long run variance is set equal to 30; following the default formula in Bierens (2005) . The second and third columns contain tests from Bierens and Guo (1993) . The tests are derived from their Theorem 5 and Theorem 6 respectively. All three tests reject trend stationarity for each interest rate at the 95% con dence level.
Whether or not interest rates contain unit roots has been debated. Although many authors have found that U.S. interest rates are integrated (Nelson and Plosser, 1982 , Rose, 1988 , Rapach and Weber, 2004 , Psaradakis et al., 2006 , other research has suggested that interest rates are better described as long-memory or fractionally integrated series (Backus and Zin, 1993 , Tsay, 2000 , GilAlana, 2004 . Inconsistency between the ef cient unit root and stationarity tests could be interpreted as evidence of an alternative, such as a stationary nonlinear or long memory process. For example, Karanasos et al. (2006) interpret their simultaneous rejection of both the unit root and stationarity hypotheses as evidence for fractional integration and long-memory in real U.S. interest rates.
Our tests do not show any inconsistency between the tests with opposite null hypotheses. Our results do not seem to suffer from low power. Individually, the interest rates test as I .1/ processes, and collectively are candidates for cointegration analysis. Given evidence that interest rate dynamics are nonlinear (Pfann et al., 1996 , Maki, 2003 , the system of interest rates may not however be candidates for Johansen's Gaussian maximum likelihood cointegration analysis.
Cointegration
The cointegration analysis uses the system
The cointegration analysis is conducted in two steps: rank identi cation and estimation. The rank identi cation, which determines the number of cointegration relations, is based on the nonparametric test procedure developed by Bierens (1997 Bierens ( , 2005 . The number of cointegration relations is determined by a set of hypothesis tests, called -min tests, which are essentially nonparametric versions of the well-known Johansen (1988) parametric -max tests. The -min tests are non-parametric because the matrices involved are constructed from the data independently of the data-generating process. The number of cointegration relations can also be estimated using a Table 3 on the previous page. M is the smoothing parameter; the value is set optimally for the different con dence levels following Bierens (1997) . There is also a constant c set equal to 1 in all the tests to avoid the possibility of size distortion. The tests are run in sequence. First, the null hypothesis that the number of cointegration relations is zero is tested. If the null is rejected, we then test the null hypothesis that there is one cointegration relation. The testing continues for higher and higher numbers of cointegrating relations until the null cannot be rejected. We nd that r D 0 (no cointegration) is decisively rejected, as is the hypothesis that r D 1 (one cointegration relation), but we cannot reject the hypothesis that r D 2 (two cointegration relations).
For comparison, we also estimate the parametric maximum likelihood -max and trace tests of Johansen (1988) using the CATS package (Hansen and Juselius, 2006) . The I .1/ maximum likelihood method estimates a n i t e -o r d e rVECM, as in (2.1), where the coef cient matrices are 3 3. If the system is cointegrated then the matrices and are 3 by r matrices with rank r < 3, and the columns of are estimated cointegrating vectors that span the cointegration space. Pantula (1989) and Johansen (1992) suggested a procedure to jointly identify the deterministic components and the rank of and . The idea is to test the models sequentially, beginning with the most restrictive model considered. Each hypothesis can be tested using either the trace ormax test statistics. We conducted these tests for a set of lag lengths p D 4; 5; :::; 20. These tests uniformly nd that there are two cointegration relations and that the correct deterministic component is a constant that is restricted to the cointegration space. This speci cation is therefore extremely robust to the lag length and agrees with the rank determination of the non-parametric test. Table 4 reports the trace tests and the 90% and 95% critical values for a lag length of p D 6. 6 The results from the nonparametric and parametric estimators are very similar. The nonparametric estimate of the cointegration vectors is N P D second basis vector 2 re ects the near stationarity of the spread between the Treasury Bill rate and Federal Funds rates. 8 The nonparametric estimates of the two cointegration relations are shown in Figure 2 . The differences between the nonparametric and parametric estimates, shown in the bottom panel of the gure, are an order of magnitude smaller. Despite the consistency of the estimates, the parametric estimator is misspeci ed if the individual interest rates are nonlinear. The consistency of the nonparametric and parametric estimates contrasts with Coakley and Fuertes (2001) and Calza and Sousa (2006) ; they argue for accepting the nonparametric results because Bierens' estimator is valid for a broader range of data generating processes. Coakley and Fuertes (2001) further argues that the maximum likelihood estimates are distorted due to nonlinear mean reversion in exchange rates which would imply nonlinear coin- tegration. Our nonparametric and parametric estimates are consistent and provide no evidence of nonlinear cointegration between interest rates. The two estimators are clearly estimating the same long-run dynamics, so it is reasonable to conclude that the long-run dynamics are linear. We can therefore focus on the linearity or nonlinearity of the short-run or stationary dynamics.
Tests for nonlinearity of the cointegration relations
We test the estimated cointegration relations for nonlinear serial dependence using the bispectrum tests. Since the cointegration vectors 1 and 2 are basis vectors for the cointegration space, any linear combination of 1 and 2 also de nes a valid cointegration relation. Evidence of nonlinearity in either of the cointegration relations, therefore, provides evidence that the stationary components of the system are nonlinear. Prior to testing for nonlinearity, each of the estimated cointegration relations is pre-whitened by an AR.6/ lter to eliminate bias in the spectral estimation and to decrease the likelihood of falsely rejecting the null of linearity.
The bispectrum is the double Fourier transform of the third-order cumulant function of a stationary process. It is a function of frequency pairs. A necessary condition for the process to be linear is that the normalized bispectrum is at. A necessary condition for the process to be Gaussian is that the normalized bispectrum is identically zero. These properties form the basis of Hinich's (1982) tests of Gaussianity and linearity.
Hinich's test is conservative, both in theory and practice. The null hypothesis that 0 X . f; g/ is constant for all frequency pairs is a necessary, but not suf cient condition for linearity. Nonlinearity could be detected in higher order polyspectra, even if the normalized bispectrum is at. Most economic time series are not long enough, however, for consistent estimation of even the fourth-order polyspectrum. Nevertheless, Ashley et al. (1986) found that Hinich's bispectral test had substantial power against many common nonlinear time series models including bilinear models, nonlinear moving-average and autoregressive models, and linear and nonlinear threshold autoregressive models. If the time series are Gaussian, then the real and imaginary components of the bispectrum are zero. The test statistics for these two hypotheses, called Gauss1 and Gauss2 respectively, are reported in Table 5 . If either the real or imaginary components of the bispectrum are non-zero then Gaussianity is rejected. If the imaginary component is non-zero then the sequence is not timereversible. The results indicate that the stationary components of the system are highly non-Gaussian Rejecting Gaussianity is necessary but not suf cient to reject linearity. Table 6 on the previous page gives the results of Hinich's (1982) test for nonlinearity for the estimates of the cointegration relations. Hinich's original test was derived for the 80 th percentile, but is valid for any fractile; P values are independent and uniformly distributed under the null of linearity. A small value of P for any therefore rejects linearity. Because we are using estimated cointegration relations, there is a possibility that the variables are not truly stationary. It is well-known that nonstationarity leads to over rejection of linearity. Recently, Kiliç (2004) characterized the over rejection for L M-type tests for nonlinearity (Luukkonen et al., 1988, Granger and Teräsvirta, 1993) . Based on his results, we reject linearity only if the P-value is less than :005 as this should give at least a 5% rejection rate. Even at this very conservative level, the test rejects linearity at almost every fractile for the rst cointegration relation T 1;N P S t and for most fractiles for the second cointegration relation T 2;N P S t : In particular, linearity is rejected for the 80 th percentile for both relations.
The evidence of nonlinearity can be seen visually. Flatness of the normalized bispectrum is a necessary condition for linearity. Flatness at zero is necessary for Gaussianity. Figure 3 shows that the normalized bispectrum for the rst cointegration relation contains numuerous peaks and is far from at. Figure 4 on the next page shows that the normalized bispectrum of the second cointegration is also highly peaked. These visual patterns are consistent with the results from the Gaussianity and linearity tests. 
Conclusion
We have developed a representation for systems of nonlinear I .1/ processes. This representation preserves the decomposition of dynamics into long-run and short-run behavior while relaxing the assumption of linearity. As such, it provides support for stationary VECMs with nonlinear dynamics.
The representation suggests testing for a different type of nonlinearity than the threshold or switching models that have usually been applied to cointegrated systems. The representation clari es the potential for nding linear cointegration relations between nonlinear I .1/ processes. If such relations are found, the resulting stationary combinations can be tested for nonlinear serial dependence.
We found that this type of structure exists for U.S. interest rates. We found that short-term US interest rates are linearly cointegrated and there is strong evidence that the stationary components of the system are nonlinear. The test we employ is one of the most conservative tests for nonlinearity available. Such a ndinghas implications for modeling the business cycle, money demand, uncovered interest parity, and the monetary transmission mechanism. Our results do not determine the source or form of the nonlinearity, but there are several suggestions in the literature. For example, Choi (1999) suggested that monetary policy has asymmetric effects on interest rates which would be consistent with the bispectral analysis that suggests excessive skewness. Other authors, such as Pfann et al. (1996) , have suggested regime shifts as a source of nonlinearity in interest rates. Alternatively, models against which the bispectral test has good power, like bilinear models, could be explored. In any case, linear models seem unlikely to capture interest rate dynamics.
