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Capitolo 1
Introduzione
Le teorie che attualmente ambiscono a fornire una descrizione della fisica
fondamentale delle alte energie condividono una “caratteristica comune”: ad
una struttura formale basata su un numero limitato di idee precise, suggerite
dall’intuizione e dalla loro capacita` di rendere conto in modo naturale di una
parte dei fenomeni osservati, corrisponde una enorme difficolta` nell’estrarre
tutte le conseguenze dei principi primi usati per la loro costruzione. In par-
ticolare, le idee iniziali permettono spesso di ottenere informazioni solo su
un insieme ridotto delle predizioni che se potrebbero ricavare e si rendono
necessarie ulteriori analisi. In questo contesto, sin dalle pionieristiche idee di
Dirac sui monopoli magnetici, poi riprese da Montonen ed Olive per le teorie
di Yang-Mills [1], si e` rivelato particolarmente fecondo il campo d’indagine
della “fisica delle dualita`”, che cerca di individuare relazioni fra modelli di-
versi al fine di legare grandezze in regimi non accessibili di una teoria con
grandezze perfettamente trattabili in un’altra. Quasi sempre queste corri-
spondenze sono inizialmente proposte a partire da esempi concreti o analogie
formali e forniscono poi un ampio margine di possibilita` da esplorare per
gettare nuova luce sui modelli che legano.
Negli ultimi anni questa metodologia di analisi e` stata sfruttata in modo
intenso nell’ambito della teoria delle superstringhe, che attualmente si pre-
senta come il candidato piu` promettente per fornire una descrizione della
gravita` compatibile con i principi quantistici. Lo studio delle dualita` ha per-
messo di estrarne le prime informazioni non perturbative e di legare in un
unico scenario i cinque distinti modelli perturbativi di stringa consistenti che
erano stati costruiti [2], presentandoli come limite di una ancora poco nota
M-teoria. Una delle conseguenze nate dai metodi e dalle idee sviluppate in
questo periodo e` l’esempio abbastanza recente di “fisica delle dualita`” fornito
dalla congettura di Maldacena [3] che lega la teoria delle superstringhe, la
M-teoria ed i loro limiti di bassa energia alle teorie di gauge.
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1.1 La congettura di Maldacena
L’idea di Maldacena e` nata per cercare di risolvere un problema aperto ormai
da piu` di un quarto di secolo: capire se sia possibile dare una descrizione
in termini di teoria di stringa del limite di grande N delle teorie di gauge
SU(N), proposto da ’t Hooft nel 1974 [4] e ritenuto come una delle vie piu`
interessanti per comprendere a livello qualitativo importanti fenomeni come
il confinamento dei quark in QCD.
La congettura e` stata formulata grazie allo studio della fisica di un sistema
di N D-p -brane coincidenti: questi oggetti giocano il doppio ruolo di stati di
bordo in teoria di stringa, dove sono descritti da una teoria di super Yang-
Mills U(N) sul loro volume di universo, e di soluzioni classiche solitoniche
della supergravita`, che della teoria delle superstringhe e` il limite di bassa
energia. E` proprio la natura solitonica di questi stati che li protegge dalle
correzioni quantistiche e rende possibile questa dualita`. L’interazione della
gravita` con la D-p -brana puo` essere cos`ı descritta in due modi: da un punto
di vista fondamentale e` una interazione fra le stringhe chiuse che “vivono”
nello spazio non occupato dalla brana e le eccitazioni di gauge sulla brana.
Si puo` pero` assumere anche un punto di vista macroscopico e considerarla
come interazione fra gli stati di stringa nel background fornito dal solitone
supergravitazionale e la massa e carica della brana stessa.
Maldacena ha poi notato come sia possibile considerare in modo consi-
stente il limite di bassa energia sia dal punto di vista delle stringhe che della
supergravita`. Nel primo caso la teoria di gauge sulla brana si disaccoppia
dalla gravita` nel resto dello spazio, mentre nel secondo le eccitazioni nella re-
gione vicino all’orizzonte delle p -brane si disaccoppiano da quelle all’infinito.
Queste soluzioni presentano infatti un orizzonte degli eventi con strette ana-
logie con quello di un buco nero dell’ordinaria teoria della gravita` di Einstein
ed una struttura di spazio piatto all’infinito [5]. Il limite di distanza nulla
dall’orizzonte fornisce poi la metrica di uno spazio AdSp+2× (G/H)D−(p+2) a
partire dalla metrica di una (G/H)-p -brana [6] in D dimensioni, con D = 10
per le superstringhe e D = 11 per la M-teoria:
ds2brana = e
2A(r)ηµνdx
µdxν + e2B(r)(dr2 + λ−2r2ds2(G/H))
Ad esempio, per la M2-brana della M-teoria l’ansatz appena mostrato con-
duce a:
ds2brana =
(
R2(−dt2 + d~x) + 4k dR
2
R2
)
+ kds2(G/H)7+
+ k
( 1
(1−R3)− 13 − 1
)(
4
dR2
R2
+ ds2(G/H)7
) −∞ < R < 1
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L’orizzonte e` individuato dalla superficie con R = 0 e nel limite R → 0
la seconda riga e` dell’ordine di R3 e si annulla cos`ı piu` rapidamente della
prima, che fornisce la parametrizzazione di Bertotti-Robinson della metrica
dello spazio di Anti de Sitter in D = 4 (AdS4) piu` la metrica dello spazio
quoziente G/H.
Lo stesso limite in due diverse descrizioni dello stesso oggetto porta cos`ı
a descrivere due coppie di sistemi debolmente interagenti, di cui un membro
e` in entrambi i casi la supergravita` sullo spazio di Minkowski. Risulta cos`ı
naturale congetturare una dualita` fra i sistemi rimanenti: una teoria di super
Yang-Mills U(N) e la teoria di stringa su AdSp+2×(G/H)D−(p+2). Fra l’altro
questi background non sono oggetti “esotici”, ma sono le ben note soluzioni
di Freund-Rubin della supergravita`, studiate in modo intensivo negli anni
80 nell’ambito delle teorie di Kaluza-Klein supersimmetriche. Nate e fallite
come possibili descrizioni della natura, queste teorie si presentano ora come
un importante strumento di analisi della struttura delle teorie di gauge.
L’argomento qualitativo qui descritto e` stato applicato da Maldacena al
caso della teoria delle superstringhe (D = 10), considerando S5-brane. Nello
stesso lavoro e` stato effettuato l’ulteriore limite N →∞, che corrisponde al
limite in cui la teoria di stringa su AdS5 × S5 risulta approssimabile con la
supergravita`. Il legame fra questi limiti deriva dal fatto che i due sistemi sono
stati ottenuti da descrizioni alternative dello stesso oggetto ed i parametri
che li definiscono sono quindi dipendenti fra di loro. Nel limite emerge anche
un nuovo elemento a sostegno della dualita`: la teoria di gauge che si ottiene e`
infatti invariante per il gruppo conforme SO(2, 4) che corrisponde al gruppo
di isometrie di AdS5. La stessa analogia si incontra effettuando il limite per
una generica (G/H)-brana e fornisce un forte sostegno algebrico alla dualita`,
che in questo caso specifico assume il nome di corrispondenza AdS/Cft.
La corrispondenza AdS/Cft ha poi trovato una formulazione precisa in
[7] e [8] in termini di relazioni fra la funzione di partizione dei campi su
AdSp+2 e la funzione generatrice delle funzioni di correlazione della teoria
di campo conforme sul bordo conforme di AdSp+2, presentandosi come una
realizzazione concreta del principio olografico [7]. Nei sette anni successivi
il grande interesse suscitato dalla congettura di Maldacena ha portato alla
realizzazione di un numero impressionante di lavori indirizzati sia alla sua
verifica al di fuori del caso AdS/Cft, sia allo studio piu` approfondito di
questa sua realizzazione in casi piu` complicati del gia` citato AdS5 × S5 o
provenienti dalla M-teoria in D = 11.
Il presente lavoro di tesi e` nato per rendere possibile una indagine che si
inserisce fra i due filoni appena richiamati. Nelle prossime pagine presentiamo
un particolare limite delle soluzioni delle equazioni di Einstein introdotto da
Penrose nel lontano 1976 [9] per la gravita` pura e poi esteso da Gu¨ven alla
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supergravita` nel 2000 [10]. Il fine ultimo di questo studio e` un suo futuro uso
per analizzare nuove possibili implicazioni della dualita` fra la gravita` (nella
sua realizzazione come M-teoria) e le teorie di gauge, a partire dal limite di
Penrose di soluzioni della supergravita` della forma AdS4× (G/H)7 di cui sia
nota la teoria di gauge duale.
1.2 Il limite di Penrose e le pp-wave
Il limite di Penrose fornisce una (super)-pp-wave come limite di una gene-
rica soluzione della (super)-gravita`. Queste soluzioni verranno descritte in
dettaglio nella tesi e sono una estensione della classe delle onde piane gravita-
zionali. La loro importanza risiede nella struttura particolarmente semplice
che permette di risolvere un gran numero di problemi insormontabili per una
soluzione generica. D’altra parte il “nascere” da oggetti piu` complicati le
rende un importante strumento di indagine: capire il comportamento, alme-
no qualitativo, di una grandezza in un limite semplificatore e` quasi sempre
il primo fondamentale passo verso una sua piena comprensione. Per questo
motivo negli ultimi cinque anni il limite di Penrose e le pp-wave ad esso le-
gate hanno trovato applicazione in diversi campi di studio della teoria della
supergravita` o delle superstringhe. Poco dopo la rivisitazione di Gu¨ven, il
limite e` stato usato per ricavare in modo naturale le apparentemente “poco
fisiche” soluzioni di tipo pp-wave di Kowalski-Glikman [11] e di BFHP [12]
della supergravita` in D = 11 e D = 10 come limite [13] delle piu` intuiti-
ve soluzioni di Freund-Rubin. La riscoperta di soluzioni di tipo onda piana
della supergravita` ha rivestito un grande interesse poiche´ si e` notato che for-
niscono l’unico background non banale fino ad ora noto in cui sia possibile
quantizzare la stringa con le tecniche attualmente a disposizione [14]: la teo-
ria risulta addirittura libera nella gauge di cono di luce, che fra l’altro in
questo lavoro mostreremo essere in grado di semplificare drammaticamente
anche la descrizione delle stesse pp-wave. Gli sforzi compiuti in questo senso
hanno poi portato ad una estensione della congettura di Maldacena verso un
altro caso di corrispondenza fra le teorie di gauge e la gravita`: in [15] gli stati
della teoria di stringa di tipo IIB su un background con forma di pp-wave
sono stati messi in relazione con un settore della teoria di super Yang-Mills
SU(N) con N = 4 definito da un opportuno limite su alcune delle cariche
che sono associate agli operatori.
Nel corso del lavoro di tesi abbiamo sviluppato una riformulazone del
limite di Penrose che rende piu` chiaro il significato dell’operazione. Il risultato
permette di rivisitare le applicazioni appena citate in un contesto omogeneo
ed in alcuni casi ne rende piu` agevole l’aspetto calcolativo. Lo scopo finale
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del nuovo approccio e` un suo uso futuro nello studio della congettura di
Maldacena, in cui una corretta interpretazione di tutti gli aspetti collegati
al limite in gravita` e` indispensabile per poterne dare una definizione nella
teoria di gauge duale.
La presentazione e` organizzata in questo modo:
• nel primo capitolo, dopo un breve accenno alle caratteristiche generali
dei limiti di soluzioni delle equazioni della (super)-gravita`, richiamia-
mo la definizione del limite di Penrose-Gu¨ven seguendo la trattazione
usualmente presentata in letteratura [16];
• nel secondo capitolo definiamo invece un nuovo approccio intrinseco
al limite, che non fa ricorso ad una parametrizzazione esplicita del-
le soluzioni e che chiarisce l’interpretazione fisica della procedura di
calcolo;
• nel terzo e nel quarto capitolo gettiamo le basi per il futuro studio del
limite nell’ambito della congettura di Maldacena, sfruttando le tecni-
che sviluppate nel secondo capitolo per elaborare un metodo di calcolo
puramente algebrico per il limite di spazi quoziente. Fra questi sia-
mo chiaramente interessati alle soluzioni di Freund-Rubin della forma
AdS4 × (G/H)7 e ci restringeremo a studiare in dettaglio questo caso,
calcolando poi esplicitamente il limite di AdS4×N010.
Il problema di determinare il limite di AdS4×N010 e` quello che ha diretta-
mente ispirato questo lavoro di tesi, che nello specifico e` nato proprio per ana-
lizzare piu` in dettaglio la corrispondenza fra la supergravita` sul background
appena citato e la teoria duale individuata in [17].
I risultati originali qui presentati sono la caratterizzazione algebrica del
limite delle sezioni 3.1 e 3.2 ed il limite di Penrose di AdS4×N010, per cui
in letteratura erano presenti solo dei risultati parziali [18] e ricavati con
procedimenti non del tutto limpidi.
Capitolo 2
Il limite di Penrose
In questo capitolo presentiamo le caratteristiche salienti dei limiti di varieta`
spazio-temporali e ne mostriamo una realizzazione nella procedura di limite
proposta da Penrose in [9]. Nelle prossime pagine seguiremo la trattazio-
ne usuale di questo particolare limite, rimandando al prossimo capitolo la
descrizione del nuovo approccio sviluppato nel corso del lavoro di tesi.
2.1 Limiti sullo spazio-tempo: considerazioni
generali
Prima di definire il limite di Penrose a cui e` dedicato questo lavoro e` d’obbligo
fare luce su cosa significa “calcolare il limite di uno spazio-tempo” e quali
siano le proprieta` principali di questa operazione. Il modo piu` immediato per
definire un limite consiste nell’introdurre una grandezza da far tendere a zero
in una parametrizzazione esplicita della metrica che definisce una particolare
soluzione delle equazioni di Einstein. Il primo fatto da notare e` che in genere
queste operazioni non sono covarianti e prima di proseguire vogliamo chiarire
questo punto semplice ma molto importante con un esempio. Consideriamo
l’usuale soluzione di Schwarzschild
ds2 =
(
1− 2
Ω3r
)
dt2 −
(
1− 2
Ω3r
)−1
dr2 − r2(dθ2 + sin2θ dϕ2) (2.1)
in cui indichiamo la massa tramite il parametro Ω = M−1/3 ed adottiamo la
convenzione seguita in tutto il lavoro in cui G = c = 1. In questa forma la
metrica non ammette limite per Ω → 0, ma possiamo effettuare il cambio di
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coordinate: 
r˜ = Ωr
t˜ = Ω−1t
%˜ = Ω−1θ
(2.2)
La (2.1) diventa:
ds2 =
(
Ω2 − 2
r˜
)
dt˜2 −
(
Ω2 − 2
r˜
)−1
dr˜2 − r˜2(d%˜2 + Ω−2 sin2(Ω%˜) dϕ2) (2.3)
La (2.3) ammette chiaramente limite per Ω → 0: si ottiene
ds2 = −2
r˜
dt˜2 +
r˜
2
dr˜2 − r˜2(d%˜2 + %˜2dϕ2) (2.4)
che e` la metrica di una soluzione non piatta delle equazioni di Einstein come
si puo` verificare calcolandone il tensore di Ricci
Rµν =

12
r˜4
0 0 0
0 3
r˜2
0 0
0 0 2
ρ˜2
0
0 0 0 −2
 (2.5)
Quello scelto in (2.2) non e` pero` l’unico cambio di coordinate che porta la
(2.1) in una forma per cui esista il limite Ω → 0. Scegliendo{
x = r + Ω−4
ρ = Ω−4θ
(2.6)
nel limite si ottiene la metrica
ds2 = dt2 − dx2 − (dρ2 + ρ2dϕ2) (2.7)
che e` una riscrittura della metrica dello spazio di Minkowski. Ogni limi-
te e` cos`ı definito come limite di una particolare parametrizzazione o, come
definiremo meglio nel seguito, come limite di una soluzione a gauge fissata,
e gauge diverse possono fornire soluzioni limite diverse. Nonostante questa
ambiguita`, procedure di limite hanno applicazioni importanti e, come mo-
strato nell’esempio, spesso permettono di ottenere nuove soluzioni a partire
da soluzioni note.
La non covarianza delle operazioni di limite non cancella comunque l’e-
sistenza di proprieta` della soluzione di partenza che passino invariate a tutti
i possibili spazi limite non singolari. Queste proprieta` vengono usualmen-
te chiamate ereditarie e sono state studiate per la prima volta da Geroch
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nel 1969 [19] nell’ambito di una formalizzazione del concetto di limite sullo
spazio-tempo. La loro individuazione e` molto importante perche´ permette di
vincolare la forma degli spazi limite e di individuare relazioni fra le grandezze
fisiche di interesse di entrambe le soluzioni. In questa sezione richiamiamo le
idee del programma di Geroch che sono utili per caratterizzare le proprieta`
ereditarie che riteniamo piu` importanti, rimandando all’articolo originale per
una trattazione piu` completa.
Il punto di partenza in [19] e` una naturale estensione dell’idea intuitiva
che abbiamo introdotto con l’esempio precedente e che consiste nel defini-
re un particolare limite di uno spazio tempo in D dimensioni come uno dei
possibili bordi per una varieta` di dimensione D + 1 costituita da una fa-
miglia F ad un parametro di varieta` Riemanniane (MΩ, gΩ) di dimensione
D. Ogni elemento della famiglia corrisponde ad un valore del parametro Ω
della vecchia descrizione. La scelta di una famiglia di varieta` al posto di
una famiglia di metriche gΩ su di una varieta` fissata e` una conseguenza della
non covarianza: identificare i punti di MΩ con quelli di MΩ′ sarebbe equi-
valente a selezionare un particolare sistema di coordinate e di conseguenza
un limite definito. L’imposizione di una struttura di varieta` differenziale su
F e l’ulteriore richiesta che gΩ sia un campo C
∞ su F permette di gestire
gli argomenti di continuita` implicati dai limiti in modo formale. Allo stesso
scopo e` anche utile descrivere le MΩ come sottovarieta` individuate dal valore
assunto da un campo scalare Ω definito su F . Il bordo di F sara` poi indivi-
duato considerando una varieta` con bordo (M , g′λ, λ) in cui ∂M sia l’insieme
dei punti con λ = 0 e per cui esista un diffeomorismo ϕ fra i punti interni di
M ed F , tale che il push-forward di g′λ e λ siano gΩ ed Ω.
In questo contesto le proprieta` ereditarie saranno quelle comuni ad ogni
possibile bordo di F . L’esempio piu` semplice e` costituito dalle relazioni
che possono essere scritte uguagliando a 0 per ogni Ω un tensore costruito a
partire dalle curvature definite su MΩ: la continuita` di gΩ, e di conseguenza
di g′λ, implicano che la proprieta` valga anche sul bordo. Un primo risultato
e` cos`ı che spazi Ricci piatti o conformemente piatti (tensore di Weyl nullo)
continuano ad esserlo in un qualsiasi limite non singolare.
Un risultato meno banale e che sfrutteremo nel seguito riguarda invece
la dimensione del limite di sezioni di fibrati definiti sulle varieta` MΩ. Per
fissare le idee ci riferiremo al caso piu` semplice, fornito da spazi che per ogni
MΩ ammettono n campi di killing, corrispondenti all’esistenza di un gruppo
di isometrie di dimensione n1. Anche se a livello intuitivo ci aspettiamo
varieta` limite “piu` semplici”, una analisi superficiale sembrerebbe indicare
che nel limite la dimensione del gruppo di isometrie possa diminuire, poiche´
1Nella sezione 2.3 estenderemo poi questo argomento in modo ovvio ai fibrati spinoriali.
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due vettori di killing indipendenti per ogni valore finito di Ω potrebbero
andare a coincidere nel limite. Uno dei risultati piu` interessanti ottenuti da
Geroch e` la dimostrazione che questo fatto non puo` accadere e che quindi la
dimensione del gruppo di isometrie nel limite e` almeno uguale a quella dello
spazio-tempo di partenza. La dimostrazione si basa sul riconoscimento dei
campi di killing come sezioni parallele di una opportuna connessione definita
su ogni MΩ e chiamata connessione di killing
2. I vettori di killing ξ sono
infatti individuati dalla condizione:
Lξg = 0 ⇒ ∇aξb +∇bξa = 0 (2.8)
in cui con Lξ indichiamo la derivata di Lie lungo ξ. Combinando la (2.8)
con la definizione del tensore di Riemann come differenza da zero del com-
mutatore di due derivate covarianti si ricava:
∇aξb∇bξa = Rdabcξd (2.9)
Introducendo il tensore antisimmetrico Aab = ∇aξb le due condizioni possono
essere riscritte come: {
va∇aξb = vaAab
va∇aAbc = Rdabcξdva
(2.10)
in cui va sono le componenti del campo X tangente ad una generica curva
ς. Con una notazione piu` astratta, ma con ovvio significato dei termini, le
(2.10) diventano: {
∇Xξ = AξX
∇XAξ = R(X, ξ)
(2.11)
Le (2.11) possono cos`ı essere interpretate in modo soddisfacente come con-
dizioni di annullamento delle derivate covarianti:{
DXξ = ∇Xξ − A(X) ξ ∈ T (M)
DXA = ∇XA−R(X, ξ) A ∈ so(T (M))
(2.12)
I vettori di killing sulla varieta` M sono cos`ı descritti come sezioni paralle-
le (derivata covariante nulla) della connessione di killing (2.12) definita sul
fibrato T (M) ⊕ so(T (M)), in cui con T (M) indichiamo il fibrato tangente.
Localmente un campo di killing e` quindi un campo invariante sotto il grup-
po di olonomia della connessione (2.12), definito dal trasporto lungo curve
chiuse attorno ad un punto p fissato [21].
2Il concetto e` stato introdotto in gravita` in [19] e tutti gli elementi necessari per la sua
definizione sono richiamati in modo didattico in [20], senza che se riconosca pero` la natura
di connessione.
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Compiuto questo passo possiamo costruire la dimostrazione del fatto che
ci interessa. La dimensione del gruppo di isometrie non diminuisce nel limite
se non diminuisce il rango della sezione parallela della connessione di killing
e per dimostarare quest’ultima affermazione e` sufficiente osservare che:
1. Fissato un punto p0 appartenente al generico bordo M0 in un suo in-
torno si puo` scegliere un cammino Ω 7→ pΩ ∈ F tale che pΩ Ω→0−−−→ p0 e
si puo` banalizzare il fibrato lungo il cammino. Le fibre F (Ω) ottenute
dalla banalizzazione definiscono, nel caso in esame, una famiglia G di
sottospazi vettoriali di RD ⊕ so(RD).
2. L’insieme di tutti i sottospazi di dimensione k di uno spazio vettoriale
fissato (chiamato varieta` di Grassman) e` compatto. Ne segue che la
famiglia G definita dalla curva pΩ ha un punto di accumulazione F0.
3. Non resta che dimostrare che F0 e` una sezione parallela per la connes-
sione (2.12). Qui ci limitiamo a dimostrare la sua invarianza sotto il
gruppo di olonomia rimandando a [21] per i teoremi di estensione al
caso globale. Per raggiungere l’obiettivo consideriamo le curve chiuse
ςΩ ∈MΩ passanti per i punti pΩ e tali che nel limite forniscano la curva
chiusa ς0 ∈ M0 a cui appartenga p0. Per ipotesi il trasporto parallelo
di killing delle FΩ e` banale lungo le ςΩ quindi per continuita` deve es-
serlo anche quello lungo ς0 dell’F0, di cui abbiamo appena dimostrato
l’esistenza. 
Abbiamo voluto richiamare questo risultato all’inizio del lavoro perche´
la conservazione della dimensione del gruppo di isometrie e` stato un impor-
tante punto di riferimento nella riformulazione della definizione del limite di
Penrose, che introduciamo nella prossima sezione.
2.2 Definizione del limite
Ora che abbiamo chiarito gli aspetti piu` importanti del concetto di limi-
te, abbandoniamo la precisa ma poco pratica formalizzazione di Geroch per
dare una definizione operativa del limite di Penrose nello stile dell’esempio
(2.1). Consideriamo una generica varieta` Riemanniana di dimensione D e
con segnatura (+,−, . . . ,−): in un intorno che non contiene punti coniugati
12 Il limite di Penrose
e` sempre possibile parametrizzare la metrica con
gµν =

0 1
1 α
0 . . . 0
β1 . . . βD−2
0 β1
...
...
0 βD−2
C = Ct
 (2.13)
in cui α, βi e Cij sono funzioni delle D coordinate x
µ = (U, V, Y i).
Le coordinate che determinano questa parametrizzazione sono chiamate
nulle [22] ed estendono al caso nullo le coordinate sincrone o gaussiane [20],
che si ottengono foliando localmente lo spazio-tempo a partire da un campo di
vettori di tipo tempo. Nel caso in esame si considera invece il campo tangente
ad una geodetica di tipo nullo, ortogonale in ogni punto ad una superficie di
tipo spazio di dimensione D − 2: piu` in dettaglio, per costruire il sistema di
coordinate (2.13) si fissa un punto p ≡ 0 sulla geodetica nulla γ e si sceglie
una superficie space like Λ0 ortogonale a γ in 0, che assumera` una funzione
simile al folium delle coordinate sincrone. Si costruisce poi la superficie di
tipo nullo Ω0 generata dalle geodetiche nulle ortogonali a Λ0 in un intorno
di 0 e si individua una congruenza di geodetiche nulle variando Λ0 in modo
analitico in una famiglia ad un parametro di superfici space like, individuate
da V tale che Λ(0) = Λ0 e tale che ∇aV sia un vettore nullo diverso dal
vettore tangente a γ in 0 e che non appartenga all’intersezione fra il cono di
luce e ΛV . Individuiamo cos`ı anche una famiglia ad un parametro di superfici
nulle ΩV costruite in modo analogo ad Ω0. Per concludere si introducono la
coordinata U , tale che (U = 0 ∧ V = cost) individui la superficie Λcost e che
funga da parametro affine per γ, e le coordinate ~Y che parametrizzano ΛV
per ogni V fissata. Si puo` poi dimostrare che questa costruzione permette di
parametrizzare un intorno che non contiene punti coniugati [22].
Fissata la parametrizzazione (2.13), il limite di Penrose e` definito a partire
dal cambio di coordinate: 
u = U
v = Ω−2 V
yi = Ω−1 Y i
(2.14)
Dopo l’applicazione del diffeomorfismo (2.14) la metrica diventa:
g = 2Ω2dudv + α˜Ω3(dv)2 + β˜idvdy
i + C˜ijdy
idyj (2.15)
in cui α˜ = α(u, v, ~y), β˜i = βi(u, v, ~y) e C˜ij = Cij(u, v, ~y).
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Per concludere la definizione del limite di Penrose, si effettua il rescaling
conforme di parametro Ω−2 e si calcola il limite Ω → 0 ottenendo la nuova
metrica:
g = 2dudv + Cij(u)dy
idyj (2.16)
La (2.16) e` la metrica di una pp-wave in coordinate di Rosen. La forma
funzionale del risultato e` universale ma e` importante notare come, in generale,
lo spazio limite dipenda dalla scelta del punto p e della geodetica nulla γ
usati per costruire il sistema di coordinate nulle. Questo aspetto ribadisce la
non covarianza dell’operazione di limite che abbiamo messo in evidenza nella
sezione precedente.
In presenza di isometrie non tutte le scelte di p e di γ forniscono pero` limiti
inequivalenti: se due punti sono ottenibili uno dall’altro con una isometria
allora si ottiene lo stesso spazio nel limite. La stessa proprieta` vale per
due geodetiche passanti per lo stesso punto p e che vengono mandate l’una
nell’altra da una isometria che lascia fisso p3. Questa proprieta` e` stata notata
per la prima volta in [16] e si basa semplicemente sul fatto che le isometrie
che stiamo considerando non dipendono da Ω e continuano quindi ad esistere
anche nel limite. Una trattazione piu` approfondita di questo punto verra`
sviluppata nella sezione 4.5 in cui considereremo spazi omogenei, dotati di
un gruppo di isometrie transitivo.
Il fatto che la dimensione del gruppo di isometrie si conservi e che oggetti
isometrici continuino ad esserlo nel limite non implica pero` che il gruppo
di isometrie resti invariato. La forma funzionale della metrica (2.16) fissa
un gruppo di isometrie minimale comune a tutte le pp-wave, di dimensione
2D − 3 e generato dai vettori di killing:
e+ =
∂
∂v
; ei =
∂
∂yi
; e∗i = y
i ∂
∂v
−
∫
C ij(u)du
∂
∂yj
. (2.17)
Osservando la forma della (2.16) e` immediato verificare che e+ e gli ei sono
vettori di killing mentre, a partire dalla metrica in queste coordinate, per
individuare gli e∗i e` necessario risolvere il sistema di equazioni (2.10) [23]. Gli
(2.17) chiudono un’algebra di Heisenberg in cui e+ e` una carica centrale che,
rispetto alla scrittura usuale, “svolge il ruolo” di i~:
[ei, e
∗
j ] = δije+
[ei, ej] = [e
∗
i , e
∗
j ] = 0
(2.18)
Il gruppo di isometrie definito dalle (2.18) e` proprio quello che caratte-
rizza un’onda piana gravitazionale [24]. Il termine pp-wave indica infatti
3Trasformazioni di questo genere saranno studiate in dettaglio nella sezione 4.3 e
formano un gruppo chiamato gruppo di isotropia.
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una “plane fronted gravitational wave with parallel rays” in cui con la dici-
tura “raggi paralleli” si ricorda il fatto che i fronti d’onda di tipo space-like
sono ortogonali ad un vettore geodetico e quindi autoparallelo. Nel vuoto
questa caratteristica e` sempre vera per un’onda piana, mentre le pp-wave
non Ricci piatte sono una sottoclasse di tutte le possibili onde piane nella
materia4. Queste ultime pp-wave ci permetteranno di considerare soluzioni
delle equazioni di Einstein in cui compariranno campi di gauge accoppiati
alla gravita`.
Nell’ottica del limite di Penrose, la (2.18) non sara` in generale una sottoal-
gebra dell’eventuale algebra del gruppo di isometrie dello spazio di partenza
ma, alla luce della conservazione della dimensione delle sezioni dei fibrati, e`
naturale congetturare che si ottenga, almeno in parte, da una deformazio-
ne dell’algebra di partenza. Questa idea verra` analizzata in modo preciso
nella sezione 4.5 in cui studieremo le “deformazioni” come contrazioni di
Ino¨nu¨-Wigner [25].
2.3 Estensione del limite a soluzioni della su-
pergravita`
Anche in assenza di accoppiamento con la materia, la supergravita` in dimen-
sione D e con N generatori di supersimmetria contiene altri campi dinamici
oltre al gravitone descritto dalla metrica5 gµν , fra cui un numero di poten-
ziali di gauge, forniti dalle p -forme Ap, dipendente dallo specifico modello
considerato. Se vogliamo estendere il limite di Penrose alle soluzioni del-
la supergravita` dobbiamo almeno fissare una procedura di limite per le Ap
compatibile con quella della sezione 2.2. Per ora ci limitiamo a realizzare
questo punto, dedicandoci cos`ı al limite di soluzioni puramente bosoniche
delle equazioni della supergravita` (soluzioni di vuoto), in cui i gravitini siano
assenti6. La limitazione non ci impedira` comunque di studiare il destino delle
super-isometrie di queste soluzioni nel limite.
L’estensione alle p -forme e` stato realizzata da Gu¨ven [10] sfruttando l’in-
varianza di gauge delle Ap e ripercorrendo i passi che portano alla definizione
del limite sulla metrica. Il rescaling introdotto per la metrica nella 2.2 e` sem-
plicemente quello che permette di ottenere un limite finito nella particolare
4Per un richiamo piu` esteso alla geometria delle pp-wave rimandiamo all’appendice A.
5In realta` e` piu` corretto identificare il gravitone con il campo delle vielbein V aµ che
introduciamo nel prossimo capitolo.
6L’estensione a soluzioni generiche risultera` molto piu` semplice nell’approccio che
svilupperemo nel prossimo capitolo.
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gauge fissata dalle coordinate nulle (2.13). Anche per la forma
Ap = Aµ1...µp(U, V, ~Y ) dx
µ1∧ . . . ∧ dxµp ,
con una trasformazione di gauge Ap 7→ Ap + dΛp−1 si puo` sempre scegliere
la parametrizzazione tale che:
AUi1...ip−1 = 0 (2.19)
In questo modo si eliminano le componenti associate al prodotto di diffe-
renziali dU ∧ dY i che nel cambio di coordinate (2.14) riscalerebbe con la
potenza minore di Ω. Questo accorgimento e` lo stesso adottato nella scelta
di (2.13) che, come mostrato in [16], e` l’unico sistema di coordinate tale che
gUU = gUV = 0. Senza questa scelta il riscalamento che fornirebbe un limite
non singolare dopo il cambio di coordinate (2.14), annullerebbe tutte le com-
ponenti al di fuori di quelle associate a dU ∧ dY i. Nella gauge fissata dalla
(2.19) si possono invece riscalare le p -forme con:
Ap → Ap = Ω−pAp , (2.20)
Nel limite Ω →∞ si ottiene:
Ap = Ai1...ip(u, 0,~0)dy
i1 ∧ dyip + termini di gauge (2.21)
Dato che, come nel caso della metrica, le componenti limite di Ap sono
semplicemente le Aµ1...µp(u, 0,~0) si ha infatti:
Auvi1...ip−2(u)du ∧ dv ∧ . . . ∧ dyip = d
( ∫ u
0
[Auvi1...ip−2(x)dx]dv
)
(2.22)
La (2.21) implica anche che le field-strenght assumono nel limite la forma
particolarmente semplice:
F = du ∧ ∂Ap
∂u
= F ui1...ip−1(u)du ∧ dyi1 . . . ∧ dyip−1 (2.23)
Il limite risulta cos`ı ben definito anche sulle p -forme. Per concludere
questa sezione, facciamo notare come il limite sia facilmente caratterizzabile
anche sotto l’aspetto del numero di supersimmetrie conservate dalle soluzioni
bosoniche. Per ora possiamo anticipare che le super-isometrie di una solu-
zione bosonica sono determinate, in modo del tutto analogo alle isometrie
bosoniche, dall’esistenza di campi di spinori di killing sulla varieta`. Questi
campi sono sezioni parallele di una opportuna connessione (la super-derivata
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covariante della supergravita`7) definita su un fibrato spinoriale [20], che even-
tualmente soddisfino ulteriori condizioni di tipo algebrico. Si possono cos`ı
sfruttare direttamente gli argomenti della sezione 2.1 per dimostrare che la
dimensione di questa sezione non puo` diminuire nel limite. Una volta verifi-
cata l’esistenza di una sezione limite seguendo il procedimento di Geroch, si
dimostra che questa continua a soddisfare le ulteriori condizioni algebriche
per continuita` [16]. Anche il numero di supersimmetrie conservate da una
soluzione non puo` cos`ı diminuire nel limite. Un altro aspetto interessante e`
che la connessione che definisce gli spinori di killing e` costruita a partire dalla
metrica e dalle p−forme bosoniche: la struttura particolarmente semplice che
queste assumono nel limite fa in modo che una generica pp-wave conservi al-
meno meta` delle supersimmetrie [23]. Questo risultato e` la super-estensione
della (2.18) che fissava il contenuto minimo di isometrie delle pp-wave.
Possiamo riassumere la procedura che abbiamo descritto in questo modo:
la pp-wave limite si individua ponendo V = Y i = 0 nella matrice C(U, V, ~Y )
ottenuta dalla (2.13), scartando le funzioni α e β e scegliendo la gauge (2.19)
per le forme. Costruire il sistema di coordinate (2.13) a partire da una para-
metrizzazione generica della metrica non e` pero` sempre elementare e richiede
l’integrazione dell’equazione delle geodetiche per definire il parametro affine
U e la coordinata V [16]. Inoltre, il significato fisico della procedura che
abbiamo descritto non risulta molto chiaro. Per risolvere questi problemi
abbiamo sviluppato un approccio alternativo al limite, che descriviamo nel
prossimo capitolo. Nella prossima sezione mostriamo invece alcuni sempli-
ci esempi in cui le tecniche che abbiamo appena descritto possono essere
applicate in modo immediato.
2.4 Esempi
Fra le sue prime applicazioni il limite di Penrose-Gu¨ven ha permesso di ri-
cavare le soluzioni massimalmente supersimmetriche di tipo pp-wave della
supergravita` a partire dalle soluzioni di Freund-Rubin della forma AdSp+2×
SD−(p+2). Richiamiamo ora brevemente il limite di questi spazi, che si presta
bene anche ad esemplificare le tecniche che abbiamo descritto in questo ca-
pitolo per la sua semplicita`. Nel seguito useremo questo limite come prima
verifica concreta della validita` dell’approccio algebrico che svilupperemo nel
prossimo capitolo.
7Anche in questo punto per una definizione piu` precisa rimandiamo ai capitoli 3 e 4:
ora vogliamo solo mostrare gli argomenti usualmente presentati in letteratura che hanno
ispirato questo lavoro di tesi.
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Lo spazio di Anti de Sitter e` uno spazio con curvatura costante R < 0 ed in
p+2 dimensioni puo` essere caratterizzato come un iperboloide di raggio R in
R
p+3, dato dal luogo dei punti equidistanti dall’origine secondo un prodotto
scalare pseudo-euclideo di segnatura (+,−, . . . ,−,+):
(X0)2 − (X1)2 − . . .− (Xp)2 + (Xp+1)2 = R2 (2.24)
Questa definizione fornirebbe uno spazio contenente linee chiuse temporali e
non semplicemente connesso e di conseguenza con il simbolo AdSp+2 si indica
il ricoprimento universale dello spazio che abbiamo appena definito, che non
contiene curve chiuse temporali [26]. Dalla definizione risulta immediato
individuarne il gruppo di isometrie SO(2, p+1) generato dai vettori di killing
associati alle rotazioni nello spazio di immersione:
X i∂j +X
j∂i per i ∈ {1, . . . , p} e j ∈ {0, p+ 1}
X i∂j −Xj∂i per i, j ∈ {1, . . . , p} e per i, j ∈ {0, p+ 1}
(2.25)
L’iperboloide puo` poi essere parametrizzato in diversi modi ed in questo
contesto sceglieremo un sistema di coordinate analogo alle coordinate polari
usate per la sfera:
X0 = R cos t
Xp+1 = R sin t coshα
X i = R sin t sinhαχi i ∈ {1, . . . , p}
(2.26)
in cui le coordinate χi, con
∑
(χi)2 = 1, parametrizzano una sfera di dimen-
sione p. La carta locale che abbiamo appena definito non ricopre tutto lo
spazio ma questo fatto non rappresenta un problema ai fini del calcolo del
limite di Penrose che e` un’operazione locale. La metrica si scrive:
R−2ds2AdS = dt
2 − sin2t (dα2 + sinh2 α dΩ2p) (2.27)
Per calcolare il limite di Penrose di AdSp+2 × SD−(p+2) introduciamo anche
la metrica di una sfera SD−(p+2) ≡ Sn di raggio ρ in coordinate polari:
ρ−2ds2S = −dθ2 − sin2 θ (dϕ2 + sin2ϕ dΩ2n−2) (2.28)
Quando si considerano soluzioni di Freund-Rubin della supergravita` il rap-
porto fra i due raggi e` fissato e, ad esempio, R/ρ = λ = 1/2 nel caso della
soluzione AdS4×S7 della supergravita` in D = 11.
Il primo passo verso il calcolo del limite di Penrose consiste nel determi-
nare il numero di possibili limiti inequivalenti: sia su AdSp+2 che sulla sfera
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agisce un gruppo di isometrie transitivo ed in grado di trasformare una qual-
siasi geodetica in un’altra8, quindi le geodetiche di tipo nullo su AdS × S si
dividono in due sole classi di equivalenza. Per ottenere una geodetica nulla
e` infatti necessario che il suo vettore velocita` abbia una componente diversa
da zero nel tangente allo spazio di Anti de Sitter: poi puo` esserci o meno una
componente diversa da zero nel tangente alla sfera.
Nel primo caso il limite si riduce al prodotto del limite di Penrose dello
spazio di Anti de Sitter per il limite di volume infinito della sfera, che e`
R
n. Anche il limite di Penrose dello spazio di Anti de Sitter si ricava senza
bisogno di effettuare calcoli: e` sufficiente notare che il limite di uno spazio
di Einstein deve essere Ricci piatto. Infatti:
Rµν(g) = Λgµν ⇒ Rµν(Ω2g) = Ω2Λgµν Ω→0−−−→ 0 (2.29)
Lo spazio di Anti de Sitter e` anche conformemente piatto e nella sezione
2.1 abbiamo ricordato che questa proprieta` e` ereditaria. Di conseguenza
il limite di Penrose di AdSp+2 e` lo spazio di Minkowski che e` l’unico spa-
zio globalmente Ricci piatto e conformemente piatto. Le considerazioni che
abbiamo usato per calcolare il primo limite di Penrose delle soluzioni della
forma AdS × S valgono per una qualsiasi soluzione di Freund-Rubin della
supergravita`. Tutte le soluzioni di questa classe contengono sempre lo spazio
di Minkowski nell’insieme dei propri limiti di Penrose.
Passiamo ora al calcolo del secondo limite di Penrose che richiede di se-
guire i passi delineati nella sezione 2.2, a partire dalla trasformazione della
somma delle metriche (2.27) e (2.28) in una metrica di tipo (2.13). In questo
caso l’operazione si riduce al cambio di coordinate:{
U = λ t+ θ
V = λ t− θ (2.30)
La metrica g = ds2AdS + ds
2
S diventa:
R−2g = dUdV − λ2 sin2
(
U + V
2λ
) (
dα2 + sinh2α dΩ2p
)
+
− sin2
(
U − V
2
) (
dϕ2 + sin2ϕ dΩ2n−2
) (2.31)
La coordinata U individua la parametrizzazione affine lungo una geodetica
nulla e la metrica assume la forma (2.13) richiesta per il calcolo del limite.
8Un’analisi piu` formale di questa affermazione intuitiva e` rimandata alla sezione 4.6 in
cui riproporremo questo esempio nel contesto dell’approccio algebrico.
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Applicando il diffeomorfismo (2.14) e mandando al limite Ω → 0 tutte le
funzioni che compaiono nella metrica perdono la dipendenza dalle coordinate
diverse da u ≡ U e si ottiene:
R−2g = dudv−λ2 sin2
( u
2λ
)(
dα2 +dΩ2p−2
)
− sin2
(u
2
)(
dθ2 +dΩ2n−2
)
(2.32)
Fra parentesi abbiamo ottenuto le parametrizzazioni in coordinate polari de-
gli spazi Rp+1 e RD−(p+1). Introducendo le coordinate cartesiane ya e yi per
descrivere questi due spazi e definendo il cambio di coordinate
x− =
u
2
x+ = v +
1
4
(
λ sin
(u
λ
) p+1∑
a=1
yaya + sin(u)
D−(p+1)∑
i=1
yiyi
)
xa = λ sin
( u
2λ
)
ya
xi = sin
(u
2
)
yi
(2.33)
la (2.32) puo` essere trasformata in:
R−2g = 2 dx−dx+ +
 1
λ2
p+1∑
a
xaxa +
D−(p+1)∑
i=p+2
xixi
 (dx−)2 − D−2∑
i=1
dxidxi
(2.34)
La (2.34) e` la metrica di uno spazio di Cahen-Wallach9 e quando si consi-
dera il limite della soluzione di Freund-Rubin AdS4×S7 diventa la metrica
della soluzione massimalmente supersimmetrica di Kowalsky-Glikmann della
supergravita` in D = 11 [11].
In casi piu` complicati il cambio di coordinate che permette di passare alle
coordinate nulle puo` essere molto piu` difficile da individuare rispetto a (2.30)
e diventare cos`ı il punto piu` problematico della trattazione.
9Una breve richiamo della geometria di questi spazi si trova nell’appendice A.
Capitolo 3
Formulazione algebrica del
limite
Questo capitolo e` dedicato alla ridefinizione del limite di Penrose in termini
intrinseci: a partire dall’usuale trattazione in coordinate stabiliamo l’azio-
ne del limite direttamente sui fibrati definiti sulle varieta` spazio-temporali.
Per raccogliere in un unico scenario tutti gli elementi necessari per studia-
re il limite in supergravita` sfruttiamo poi l’estensione al superspazio della
teoria. Oltre a rendere evidente il significato fisico della procedura introdot-
ta da Penrose, il nuovo approccio verra` sfruttato nei capitoli successivi per
ottenere un metodo di calcolo puramente algebrico del limite di vuoti della
supergravita`.
3.1 Il limite sulle vielbein
Nel lavoro del 1976 [9] Penrose ha generalizzato un fatto gia` emerso, in casi
particolari, nell’analisi della radiazione gravitazionale sviluppata verso la fine
degli anni 50. Nel 1959 Pirani [27] aveva infatti mostrato come un osservatore
che si muove con velocita` sempre piu` vicina a c in un vuoto di Schwarzchild
della gravita` pura misuri una struttura dello spazio-tempo a cui risulta as-
sociato un tensore di Riemann che tende ad assumere le proprieta` algebriche
di quello di un’onda piana. Lo stesso Penrose nel lavoro citato propone
di interpretare la procedura di limite da lui descritta (che fornisce proprio
un’onda piana) come un limite di velocita` tendente a c. La geodetica nulla
γ, usata per definire il limite a partire dalla scrittura del sistema di coordi-
nate nulle ad essa associato, risulta cos`ı essere la geodetica verso cui tendono
le linee di universo di osservatori che si muovono con velocita` che tendono
asintoticamente a c. All’aumento della velocita` deve pero` corrispondere una
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ricalibrazione degli orologi tale che nel limite il tempo proprio degli osserva-
tori coincida con il parametro affine lungo la geodetica γ. In caso contrario
si otterrebbe uno spazio-tempo singolare.
Associando queste idee ad una descrizione intrinseca dello spazio-tempo
basata sul formalismo delle vielbein, e` possibile riformulare il limite di Pen-
rose senza ricorrere alle coordinate, confermando anche in modo molto chiaro
l’interpretazione fisica appena tracciata. Il nuovo approccio fornira` inoltre un
piu` potente strumento di calcolo nella trattazione degli stati di vuoto, men-
tre la trattazione usuale restera` uno strumento importante per dimostrare in
generale l’esistenza del limite.
Dato un generico spazio-tempo descritto da una varieta` pseudo-Riemanniana
(M, g), fissiamo quindi una metrica ηab sullo spazio tangente con segnatura
(+,−, . . . ,−), una sua base ortogonale {ea} e la base {V a} dello spazio co-
tangente tali che in ogni punto p ∈M (parametrizzato da x = (x0, . . . , xD−1)
in una carta locale fissata) si abbia:
gp(ea, eb) = ηab V
a(eb) = δ
a
b (3.1a)
ea(p) =
(
∂
∂xµ
)
V µa(x) V
a(p) = V aµ(x) dx
µ V aµ = (V
µ
a)
−1 (3.1b)
gp = ηabV
a(p)⊗ V b(p) (3.1c)
gµν(x) = ηabV
a
µ(x)V
b
ν(x) (3.1d)
Le 1-forme V a sono chiamate vielbein e la loro introduzione mette in
evidenza come la teoria della gravitazione di Einstein in D dimensioni sia
la teoria di gauge del gruppo di Poincare´1 ISO(1, D − 1) o dei gruppi di de
Sitter o Anti de Sitter. Oltre ai vantaggi formali questo approccio permette
una descrizione piu` trasparente di molte delle implicazioni fisiche della teoria
di Einstein. Consideriamo ad esempio due basi ortogonali {ea} ed {e′a} i cui
vettori di tipo tempo siano dati dalle D-velocita` di due osservatori O ed O′
le cui linee di universo (geodetiche di tipo tempo su M) si incrocino in p. La
trasformazione di Lorentz locale che porta O sulla linea di universo di O′ e`
la trasformazione di gauge di SO(1, D − 1) che manda {ea} in {e′a}.
Il limite di velocita` tendente a c per un osservatore che in p si muove
“spazialmente” lungo e• ∈ Span(ea) con D-velocita` v = α e0 + β e• risulta
cos`ı dato da un boost di Lorentz Λ(p) nel piano (0, •) di rapidita` ζ →∞. La
ricalibrazione degli orologi necessaria per ottenere un limite finito e` invece piu`
1L’azione da cui si ricavano le equazioni del moto e` pero` diversa dall’usuale azione
di Yang-Mills delle teorie di gauge e non e` invariante per traslazioni di gauge. Per una
introduzione alla trattazione geometrica della gravita` si rimanda alla referenza [28].
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difficile da formulare in modo univoco: scegliamo cos`ı di ottenere il risultato
di “misurare il parametro affine” lungo la geodetica nulla γ nel limite di
rapidita` infinita grazie ad un riscalamento uniforme dello spazio lungo tutte le
direzioni e non solo lungo la direzione tangente a γ. In sostanza combiniamo
il boost con un limite di volume infinito attorno alla geodetica, seguendo
un’altra descrizione euristica del limite introdotta da Penrose in [9]. Questa
operazione corrisponde ad un riscalamento uniforme di tutte le vielbein che
fornisce un riscalamento conforme della metrica.
Per dimostrare che questa procedura riproduce il limite di Penrose descrit-
to nella sezione 2.2 conviene usare una metrica tangente ηab non diagonale e
passare ad una gauge di cono di luce, come suggerito dall’importanza della
geodetica γ (che si ottiene dall’integrazione di un campo di vettori di tipo
nullo) nella definizione del limite. Un’altra forte spinta in questa direzione
arriva dal fatto che lo studio delle proprieta` algebriche delle pp-wave (af-
frontato nell’appendice A) risulta molto piu` semplice con questa scelta. Per
comodita` in questa sezione ridefiniremo i vettori di {ea} in modo che e• ≡ e1.
Nel seguito verra` poi analizzato in quali casi diverse scelte di e• portino a
limiti di Penrose non equivalenti, ma per ora preferiamo sorvolare su questo
punto e concentrare l’attenzione sulla corretta definizione del limite ad e•
fissato. Nella gauge di cono di luce la metrica ηab assume quindi la forma:
ηab =

0 1
1 0
0 . . .
0 . . .
0 0
...
...
−1
 (3.2)
A questa scelta corrisponde una ridefinizione delle vielbein tale che:
V + =
1√
2
(V 0 + V 1)
V − =
1√
2
(V 0 − V 1)
(3.3)
Nell’intorno descritto dal sistema di coordinate (2.13) introdotto nel capitolo
2 le nuove vielbein possono essere parametrizzate con:
V + = dV
V − = dU + α(U, V, ~Y )dV + 2βm(U, V, ~Y )dY m
V i tale che V iV i = Cmn(U, V, ~Y )dY
mdY n
(3.4)
La parametrizzazione specifica delle V i non e` importante per il nostro scopo:
e` sufficiente sapere che in linea di principio e` sempre possibile trovarne una
tale che V imV
i
n = Cmn(U, V, ~Y ).
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E` poi necessario definire i boost di Lorentz nella base associata a (3.2).
Nell’appendice A viene mostrato come il generatore del boost Λ(p) = exp( ζ(p) J01)
necessario per definire il limite di velocita` tendente a c si riscriva:
J01 =

1 0
0 −1
0 . . .
0 . . .
0 0
...
...
O
 (3.5)
Introducendo il parametro Ω = − ln(ζ) le rotazioni nel piano (0, 1) sono
quindi definite da:
[e ζJ01 ]ab =

eζ 0
0 e−ζ
0 . . .
0 . . .
0 0
...
...
1
 =

Ω−1 0
0 Ω
0 . . .
0 . . .
0 0
...
...
1
 (3.6)
Un generico boost non singolare corrisponde ad una trasformazione del
gruppo di gauge SO(1, D − 1) e lascia di conseguenza invariata la geome-
tria dello spazio tempo. Se, oltre ad applicare la (3.6), effettuiamo anche
il rescaling conforme della metrica previsto dalla trattazione “euristica” del
limite di Penrose otteniamo pero` un nuovo spazio-tempo, il cui fibrato tan-
gente si ottiene da quello del precedente con una trasformazione di GL(D).
Riscalando le V a con Ω−1 otteniamo le nuove vielbein:
V˜ + = Ω−2V + = Ω−2dV
V˜ − = V − = dU + α(U, V, ~Y )dV + 2βm(U, V, ~Y )dY m
V˜ i = Ω−1V i ⇒ V˜ imV˜ in = Ω−2Cmn(U, V, ~Y )
(3.7)
Per concludere calcoliamo il limite ζ →∞⇒ Ω → 0. Osservando le (3.7) si
nota che e` possibile scrivere una parametrizzazione non singolare nel limite
definendo le nuove coordinate (u, v, ~y) dipendenti da Ω:
U = u
V = Ω2 v
Y i = Ω yi
(3.8)
Questa trasformazione coincide con la (2.14) usata per definire il limite di
Penrose nel capitolo 2. L’esistenza del limite Ω → 0 e` cos`ı dimostrata dall’esi-
bizione di una parametrizzazione delle vielbein ottenute dal limite, costruita
a partire dalla parametrizzazone locale (2.13) del capitolo 2. La procedura
matematica descritta da Penrose serve quindi per verificare, in termini gene-
rali, che il limite (3.7) ottenuto combinando un boost di rapidita` infinita ad
un riscalamento conforme non e` singolare.
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3.2 Il passaggio alle super-vielbein
Nella sezione precedente abbiamo descritto come reinterpretare il limite di
Penrose per soluzioni della gravita` pura. Per estendere l’approccio algebrico
al limite delle soluzioni della supergravita` e` necessario definire il limite sui
fibrati che si aggiungono a quello tangente in queste teorie. In questa sezione
seguiremo da vicino la trattazione sviluppata in quella precedente per definire
il limite sulle 1-forme spinoriali ψA che costituiscono i campi di gauge della
supersimmetria:
ψA(p) = ψ
α
µA(x)dx
µQαA A = 1, . . . ,N ; α = 1, . . . , 2[
D
2
] (3.9)
Il punto di partenza sara` la trasformazione a cui sottoporre le (3.9) in as-
sociazione al boost di Lorentz (3.6). L’azione simultanea delle SO(1, D−1)
trasformazioni di gauge sulle V a e sulle ψA e` una caratteristica delle teo-
rie della supergravita` ed e` chiaramente motivata dall’interpretazione fisica
delle (3.9) come “particelle di spin 3/2”. Nella prossima sezione ristabi-
liremo questo fatto studiando la supergravita` in D dimensioni e con N
generatori di supersimmetria come la teoria di gauge del super-gruppo di
Poincare´2 Osp (N |D) ed interpretando cosi le ψαA come componenti delle
super-vielbein EX = (V a, ψαA).
Per ora preferiamo pero` sorvolare su questo punto per mostrare subito
le analogie fra la definizione del limite sulle V a e sulle ψαA. Iniziamo ri-
chiamando la forma dei generatori del gruppo di Lorentz SO(1, D−1) nella
rappresentazione spinoriale in D dimensioni:
Jab =
1
2
Γab =
1
4
[Γa,Γb] (3.10)
A partire dalle proprieta` delle matrici Γ descritte nell’appendice B si ricavano
delle relazioni che permettono di scrivere il boost di Lorentz (3.6) in una
forma particolarmente adatta per la trattazione del limite di Penrose. Per
iniziare:
[Γa,Γb] = 2 ΓaΓb ⇒ Jab = 1
2
ΓaΓb (3.11)
Ne segue che nella rappresentazione spinoriale:
(J0i)
2 = (
1
2
Γ0Γi)
2 =
1
4
1
(Jij)
2 = (
1
2
ΓiΓj)
2 = −1
4
1
(3.12)
2In completa analogia al caso della gravita` pura si possono anche considerare le esten-
sioni supersimmetriche dei gruppi di de Sitter o di Anti de Sitter. Si rimanda a [28] anche
per la trattazione dell’approccio alla supergravita` usato in questo lavoro.
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Questa proprieta` permette di scrivere un boost di Lorentz come funzione
algebrica delle matrici Γ. Un generica trasformazione di SO(1, D − 1) e`
infatti data da:
e
ζ
2
Γ0Γi =
∞∑
n=0
( ζ
2
)2n
(2n)!
1+
∞∑
n=0
( ζ
2
)2n+1
(2n+ 1)!
Γ0Γi = cosh(
ζ
2
)1+ sinh(
ζ
2
)Γ0Γi (3.13)
e
θ
2
ΓiΓj =
∞∑
n=0
(−1)n (
θ
2
)2n
(2n)!
1+
∞∑
n=0
(−1)n (
θ
2
)2n+1
(2n+ 1)!
ΓiΓj
= cos(
θ
2
)1+ sin(
θ
2
)ΓiΓj
(3.14)
Seguendo il percorso gia` tracciato per le vielbein si puo` scegliere la gauge
di cono di luce ed introdurre la base {Γ+,Γ−,Γi} di matrici che soddisfano
l’algebra di Clifford (in cui ηab e` la (3.2)):
{Γa,Γb} = 2 ηab 1 a, b ∈ {+,−, i} (3.15)
Γ+ =
1√
2
(Γ0 + Γ•)
Γ− =
1√
2
(Γ0 − Γ•)
(3.16)
Come nella sezione precedente per ora sfruttiamo la ridefinizione dei vet-
tori della base per identificare Γ• con Γ1. Per riscrivere nella nuova base il
boost di Lorentz che definisce il limite di Penrose si puo` sfruttare la relazione:
Γ0Γ1 = Γ+Γ− − 1 (3.17)
Di conseguenza:
e
ζ
2
Γ0Γ1 = [cosh(
ζ
2
)− sinh(ζ
2
)]1+ sinh(
ζ
2
)Γ+Γ− (3.18)
Ricordando la scelta eζ = Ω−1 introdotta nella sezione 3.1 il boost puo` essere
riscritto come:
e
ζ
2
Γ0Γ1 = Ω
1
2 (1− 1
2
Γ+Γ−) + Ω−
1
2
1
2
Γ+Γ− (3.19)
Come vedremo in dettaglio nella prossima sezione, un rescaling uniforme
delle vielbein V a di parametro Ω−1 deve essere associato ad un rescaling di
parametro Ω−
1
2 delle ψαA. Di conseguenza la trasformazione che definisce il
limite di Penrose sui gravitini ψαA (o su un generico fibrato spinoriale ψ) e`:
Ω−
1
2 eζJ01 = (1− 1
2
Γ+Γ−) + Ω−1Γ+Γ− (3.20)
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Nell’espressione compaiono i due proiettori di “cono di luce”:
P+ = 1
2
Γ+Γ− (3.21)
P− = (1− 1
2
Γ+Γ−) =
1
2
Γ−Γ+ (3.22)
Dalle proprieta` delle matrici Γ+ e Γ− si verifica che i due operatori sono
proiettori ortogonali. Per estendere l’approccio algebrico al limite di Penrose
al caso supersimmetrico si deve cos`ı considerare la scomposizione delle forme
ψ in due complementi ortogonali ψ = ψ+ + ψ− con:
ψ+ =
1
2
Γ+Γ−ψ ψ− =
1
2
Γ−Γ+ψ (3.23)
Il limite si definisce riscalando la componente ψ+ con Ω−1, lasciando invariata
ψ− e mandando al limite Ω → 0.
Una proprieta` interessante della scomposizione che abbiamo introdotto e`
che ψ± ∈ Ker(Γ±). Questo risultato sara` utile per studiare il limite di Penrose
nei casi specifici che tratteremo in seguito e ristabilisce nel nuovo linguaggio
un risultato consolidato della trattazione in coordinate del limite [29]. In
quell’approccio la scomposizione (3.23) emergeva dallo studio dell’equazione
per gli spinori di killing su una pp-wave: nel nuovo linguaggio risultano piu`
chiare l’interpretazione fisica del risultato e la sua interpretazione geometrica.
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Per completare il programma delineato in questo capitolo non resta che rifor-
mulare il limite sulle p -forme, che sono l’unico elemento non ancora trattato
fra gli oggetti geometrici che definiscono le teorie della supergravita`. Le
p -forme in esame sono scalari di Lorentz, quindi l’unica operazione che le
“influenza” fra quelle presentate nella trattazione “euristica” della sezione
3.1 e` il riscalamento. La riformulazione algebrica del limite e` quindi subito
delineata: e` sufficiente considerare la gauge (2.19) solo come quella che mo-
stra l’esistenza di una parametrizzazione finita della forma riscalata con Ω−p
nel limite Ω → 0. Chiaramente questo rescaling singolare non puo` essere ef-
fettuato sulla sola forma, ma deve essere associato ai rescaling gia` introdotti
per le V a e per le ψ. Nell’approccio usuale questo legame viene “mediato”
dalla ridefinizione singolare delle coordinate che ha effetto su tutti gli ele-
menti costituenti la teoria. Il fatto che in questo modo si ottenga ancora una
soluzione della supergravita` e` poi presentato come una conseguenza della
scelta dei rescaling usata per definire un limite non singolare. Nel seguito di
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questa sezione vogliamo invece dare una interpretazione alla riformulazione
algebrica del limite, mostrando come i rescaling Ω−1, Ω−
1
2 e Ω−p siano fissati
dalla struttura della supergravita`. Per raggiungere questo scopo, riunendo in
un unico contesto anche il lavoro delle sezioni precedenti, un punto di vista
particolarmente soddisfacente e` dato dal considerare la supergravita` come la
teoria del superspazio.
3.3.1 Richiami sul super-spazio
L’idea di superspazio e` alla base dell’approccio reonomico3 alla supergravita`,
secondo cui il contesto naturale per lo studio di questa teoria non siano le
usuali varieta` “bosoniche”, bens`ı degli oggetti in parte parametrizzati da
variabili di Grassmann e chiamati super-varieta`. Questa estensione permette
di dare un significato geometrico agli elementi coinvolti nelle teorie della
supergravita`: le trasformazioni di supersimmetria vengono interpretate come
diffeomorfismi nel superspazio, mentre le forme ψA introdotte nella sezione
3.2 vanno naturalmente a completare la base dello spazio tangente, fornendo
i campi tangenti alla parte “fermionica” del superspazio. L’azione del boost
di Lorentz descritta nelle due sezioni precedenti risulta essere cos`ı l’azione
naturale di SO(1, D−1) sul fibrato tangente alla super-varieta` che estende
lo spazio-tempo e che risulta parametrizzata da (x,θ), in cui:{
x = (x0, . . . , xD−1) [xi, xj] = 0
θ = (θ1, . . . , θN·[D/2]) {θα, θβ} = 0 (3.24)
In questo approccio tutti i campi vengono promossi a campi sul super-
spazio e se ne ristabilisce la corretta interpretazione fisica tramite il principio
reonomico, secondo cui tutti i campi f(x,θ) devono essere fissati dal loro
valore al bordo per θα = 0 e dθα = 0.
La teoria del superspazio e` poi definita in modo del tutto analogo alla
teoria della gravita` di Einstein: per entrambe il punto di partenza risultano
essere le equazioni di struttura ricavate a partire dalle equazioni di Maurer-
Cartan del gruppo di gauge G, ISO(1, D−1) per la gravita` o Osp (N |D)
per la supergravita` in D dimensioni con N generatori di supersimmetria4.
Indicando con g gli elementi di G e con TL i generatori della sua algebra di
3Un’ampia parte della referenza [28] e` dedicata alla descrizione dell’approccio reonomico
alla teoria della supergravita`.
4Ricordiamo ancora una volta la possibilita` di considerare anche i gruppi di anti de
Sitter SO(2, D−1) (o la sua super-estensione Osp (N |D)) e de Sitter SO(1, D).
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Lie ed introducendo la G-Lie algebra valued 1-forma left-invariante
µ = g−1dg = µLTL =
1
2
ωabJab + V
aPa + ψ
α
AQαA , (3.25)
le equazioni di Maurer-Cartan si scrivono:
dµ+ µ ∧ µ = 0 (3.26)
Al gruppo G si impone poi una struttura di fibrato, con lo spazio o il super-
spazio come varieta` di base e SO(1, 3) come gruppo di fibra, e si definiscono le
equazioni di struttura passando a forme µL non piu` left-invarianti. Le curva-
ture risultano cos`ı date dallo scostamento da 0 delle (super)-Maurer-Cartan.
Nel seguito specializzeremo l’analisi alla supergravita`, per cui e` necessario un
ulteriore passaggio per realizzare il principio reonomico.
Le curvature sono state appena definite come:
RL(x,θ) = dµL(x,θ) + CLMNµ
M(x,θ) ∧ µN(x,θ) (3.27)
Per fissare le idee si puo` considerare ad esempio l’estensione N = 1 della
gravita` ordinaria in D = 4. Scomponendo le curvature nella base dei gene-
ratori usata per definire le µL ed indicando con D la derivata SO(1, D−1)-
covariante, in questo caso si ha:
RL = (Rab, Ra, ρ) (3.28)
Rab = dωab − ωac ∧ ωcb
Ra = dV a − ωab ∧ V b −
i
2
ψ ∧ γaψ
ρ = Dψ
(3.29)
La chiusura dell’operatore di differenziazione esterna d2 = 0 implica poi
che le curvature soddisfano le super-identita` di Bianchi (dove con ∇ si indica
la derivata G-covariante):
∇RL(x,θ) ≡ dRL(x,θ) + CLMNµM(x,θ) ∧RN(x,θ) = 0 (3.30)
Una volta fissate le curvature e` necessario implementare il principio reo-
nomico, fornendo una mappa che permetta di estendere i campi definiti sullo
spazio-tempo a campi sul superspazio. La definizione naturale consiste nel
considerare i diffeomorfismi nello spazio generati dalla derivata di Lie, che in
questa formulazione corrispondono a trasformazioni di supersimmetria locali.
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In questo modo e` possibile ricostruire i campi µ(x,θ) in tutto il super-spazio
a partire a partire dalla conoscenza di un set completo di dati di Cauchy:
µLµ(x, 0)
∂
∂θα
µLµ(x,θ)

θ=0
(3.31)
In [28] viene dimostrato come la conoscenza delle derivate normali sia equiva-
lente alla conoscenza delle curvature RLαΣ(x, 0). Potendo esprimere queste
ultime in funzione di grandezze puramente spazio-temporali si ottiene cos`ı
una realizzazione esplicita del principio reonomico. Nel seguito caratterizze-
remo quindi le teorie reonomiche del superspazio, che sono l’unica possibile
estensione al superspazio della supergravita`, con l’imposizione del vincolo:
RLαΣ(x, 0) = (K
L
αΣ)
µν
MR
M
µν(x, 0) Σ = (µ, α) (3.32)
Le (3.28), (3.30) ed il vincolo reonomico (3.32) definiscono le varie teorie
della supergravita`. In presenza della (3.32) le (3.30) perdono il carattere di
identita` e diventano equazioni di integrabilita` del vincolo. Riscrivendole im-
ponendo la (3.32) e sfruttando le (3.28) si ottengono cos`ı una scrittura espli-
cita del vincolo reonomico, le usuali equazioni del moto per la supergravita`
e le identita` di Bianchi bosoniche.
Lo spettro dei campi della supergravita` pura, cioe` non accoppiata a su-
permultipletti di materia, non e` pero` fissato dalle super-Maurer-Cartan del
gruppo ma dallo studio delle rappresentazioni irriducibili del gruppo di gauge
Osp (N |D) o Osp (N |D). Alcune combinazioni di N e D di possibile inte-
resse fisico richiedono l’introduzione di altre p -forme oltre alle super-vielbein
EX = (V a, ψαA) ed alla spin-connection ω
ab anche nella teoria pura: sono le
p -forme trattate in questa sezione. In questi casi l’insieme delle curvature
viene esteso a comprendere anche le field-strenght F dei nuovi campi: chia-
ramente non e` piu` possibile ricavare le equazioni di struttura dalle equazioni
di Maurer-Cartan5, ma non cambia lo schema di base secondo cui la teoria
risulta definita dalle equazioni di struttura, piu` le identita` di Bianchi, piu` il
vicolo reonomico.
3.3.2 Invarianza di scala
Ora che abbiamo mostrato le equazioni che definiscono una generica teo-
ria della supergravita` possiamo concludere la caratterizzazione algebrica del
limite di Penrose, giustificando le leggi dei riscalamenti. Fissata la trasforma-
zione delle vielbein si trova che per una generica teoria della supergravita` le
5Per ricavare le equazioni di struttura estese si deve ricorrere al concetto di
free-differential algebra presentato in [28] e richiamato brevemente nel prossimo capitolo.
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equazioni che definiscono le curvature, le identita` di Bianchi e di conseguenza
la parametrizzazione esplicita del vincolo reonomico, presentano invarianza
di scala sotto il seguente insieme di trasformazioni6:
V a → Ω−1V a Ra → Ω−1Ra
ωab → ωab Rab → Rab (3.33)
ψA → Ω− 12ψA ρA → Ω− 12ρ
Ap → Ω−pAp Fp+1 → Ω−(p+1)Fp+1
Riscalando un insieme di forme che costituiscono una soluzione classica
della supergravita` secondo le (3.33) si ottiene ancora una soluzione. Possiamo
cos`ı ribaltare il punto di vista rispetto al capitolo 2 e definire il limite sulle
p -forme come la trasformazione che, associata al limite sulle EX , preservi
l’invarianza di scala delle (3.28) e delle (3.30). Rispetto alla trattazione
“in coordinate” del limite [16] si scopre anche che la legge di trasformazione
usualmente assegnata alle generiche p -forme e` valida soltanto per i campi
dinamici. Le 1-forme non dinamiche ωab infatti non riscalano nel limite di
Penrose e, per rispettare questa legge, nel caso di spazi quoziente7 le H-
connection presenteranno diverse proprieta` di trasformazione per compensare
le “trasformazioni” delle costanti di struttura indotte dalle (3.33).
Per esaminare piu` in dettaglio l’azione del limite di Penrose sulle (3.28),
(3.30) e (3.32) preferiamo pero` rendere piu` concreta la trattazione dedicando-
ci all’analisi del limite di Penrose di super-spazi quoziente. In questo contesto
l’approccio algebrico diventa un potente strumento di calcolo e non una sem-
plice reinterpretazione dei concetti del capitolo 2 vuota di nuovi contenuti. In
particolare metteremo in luce le proprieta` del limite di Penrose applicandolo
ai vuoti di Freund-Rubin della supergravita` in D = 11 ed ottenendo cos`ı
dei risultati utili nell’ambito dello studio della congettura di Maldacena. Lo
studio di soluzioni dotate di un super-gruppo di isometrie permettera` anche
di analizzare la dipendenza del limite dalla scelta della geodetica γ, fino ad
ora tralasciata nell’ambito della trattazione algebrica.
6Nel caso della supergravita` di anti de Sitter e` necessario anche riscalare il raggio dello
spazio, come mostrato in [28].
7Questo punto anticipa dei risultati che verranno ricavati nel prossimo capitolo.
Capitolo 4
Soluzioni di Freund-Rubin della
supergravita` in D = 11 e loro
limite di Penrose
In questo capitolo applichiamo i metodi sviluppati nelle sezioni precedenti al
calcolo del limite di Penrose di super-spazi quoziente. Per snellire la tratta-
zione ci concentriamo sul limite di vuoti di Freund-Rubin della supergravita`
in D = 11 della forma AdS4×(G/H)7, di cui daremo un esempio concreto nel
prossimo capitolo. Lo studio dettagliato di queste soluzioni e` motivato dalle
loro applicazioni nel campo della corrispondenza AdS/Cft. Dopo un breve
richiamo alla costruzione ed alle proprieta` dei vuoti AdS4 × (G/H)7, carat-
terizzeremo il limite come contrazione di Ino¨nu¨-Wigner della loro algebra di
isometrie Osp (N |4)×G′ (in cui G = G′ × SO(N )).
4.1 La supergravita` in D = 11 nell’approccio
reonomico
Per iniziare richiamiamo la struttura della supergravita` in D = 11 in modo
da fissare la notazione1. Questa teoria e` unica nel senso che, in D = 11,
solo l’estensione supersimmetrica con N = 1 del gruppo di Poincare´ contie-
ne supermultipletti senza particelle con spin S > 2 e non e` possibile l’ac-
coppiamento con multipletti di materia. In questa sezione raccogliamo cos`ı
gli elementi che definiscono la teoria di gauge reonomica del supergruppo
Osp (1 |11)2, il cui contenuto di materia e` dato dal campo delle vielbein V aµ
1Si veda anche l’appendice B che riassume le convenzioni adottate.
2La rappresentazione usata per costruire la supergravita` in D = 11 non compare fra
quelle di Osp (1 |11).
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di spin 2, dal gravitino di Majorana con 32 componenti Ψµ di spin 3/2 e
dal campo di spin 1 associato alla 3-forma Aµνρ di super-field-strenght R.
La presenza della 3-forma A permettera` di studiare il limite di Penrose su
tutti gli oggetti richiamati nel capitolo 3, ma impedisce di definire la teoria
a partire dalle sole super-equazioni di Maurer-Cartan di Osp (1 |11).
Seguendo il procedimento esposto in [28], le equazioni di struttura si
possono comunque definire in modo geometrico, estendendo l’algebra del
super-gruppo di Poincare´ alla free-differential algebra ottenuta usando la
4-forma:
Υ(V a, ωab,Ψ)(x,θ) =
1
2
Ψ ∧ ΓabΨ ∧ V a ∧ V b (4.1)
Usando le equazioni di Maurer-Cartan per Osp (1 |11), che hanno la stessa
forma delle (3.29) con tutte le curvature nulle, e sfruttando l’identita` di Fierz
Ψ ∧ ΓabΨ ∧Ψ ∧ ΓaΨ = 0 , (4.2)
si ottiene infatti che la (4.1) soddisfa:
dΥ =
i
2
Ψ ∧ ΓabΨ ∧Ψ ∧ ΓaΨ ∧ V b = 0 (4.3)
La (4.1) non puo` pero` essere espressa come derivata delle forme che compa-
iono nelle equazioni di Maurer-Cartan di Osp (1 |11) e di conseguenza si puo`
introdurre in modo consistente la nuova 3-forma A tale che:
dA−Υ(V a, ωab,Ψ) = 0 (4.4)
In modo analogo a quanto descritto per le (3.26), si puo` poi passare al
gauging della free-differential algebra, definendo le curvature come scosta-
mento dallo zero delle equazioni di Maurer-Cartan piu` la (4.4) nel caso in cui
si considerino forme non piu` left-invarianti3:
RAB = dωAB − ωAC ∧ ω BC (4.5a)
RA = dV A − ωAB ∧ V B −
i
2
Ψ ∧ ΓAΨ = DV A − i
2
Ψ ∧ ΓAΨ (4.5b)
ρ = dΨ− 1
4
ωAB ∧ ΓABΨ = DΨ (4.5c)
R = dA− 1
2
ΓABΨ ∧ V A ∧ V B (4.5d)
3In realta` per le free-differential algebra la definizione delle curvature avviene in modo
piu` sottile. In questo caso comunque l’approccio usato nel testo fornisce lo stesso risultato
di quello corretto, per cui si rimanda alla referenza [28].
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Le (4.5) soddisfano le identita` di Bianchi:
DRAB = 0 (4.6a)
DRA +RAB ∧ V B − iΨ ∧ ΓAρ = 0 (4.6b)
Dρ+
1
4
RAB ∧ ΓABΨ = 0 (4.6c)
dR−Ψ ∧ ΓABΨ ∧ V A ∧ V B + Ψ ∧ ΓABΨ ∧RA ∧ V B = 0 (4.6d)
Sostituendo la (3.32) nelle (4.6) ed imponendo il vincolo cinematico Ra =
0 ed il rispetto dell’invarianza di scala (3.33), si ottiene la parametrizzazione
reonomica delle curvature:
RAB = RABCDV
C ∧ V D+ (4.7a)
+ i ρCD(
1
2
ΓABCDE −
2
9
ΓCD[Aη
B]
E + 2 Γ
AB[Cη
D]
E)Ψ ∧ V E+
+
1
24
FC1... C4Ψ ∧ ΓABC1... C4Ψ
RA = 0 (4.7b)
ρ = ρABV
A ∧ V B+ (4.7c)
+
i
3
(ΓA1A2A3FBA1A2A3 −
1
8
ΓBA1... A4FA1... A4)Ψ ∧ V B
R = FA1... A4V A1 ∧ . . . ∧ V A4 (4.7d)
Tutte le grandezze che compaiono nelle (4.7) sono funzioni della sola varia-
bile x, ma le curvature possono essere estese al superspazio per mezzo di
una trasformazione di supersimmetria locale, come richiamato brevemente
in 3.3.1. La stessa sostituzione permette di ricavare anche le equazioni del
moto della supergravita` in D = 11 come equazioni di integrabilita` del vincolo
reonomico (3.32) (la parametrizzazione reonomica e` valida solo on-shell). I
campi che possono essere promossi a campi sul superspazio sono quindi quelli
che soddisfano le equazioni del moto di una teoria di Einstein-Maxwell, piu`
l’equazione del moto per il gravitino:
RACBC = 6F
AC1C2C3FBC1C2C3 +
1
2
ηABF
C1... C4FBC1... C4 (4.8a)
DAF
AB1B2B3 +
1
96
B1B2B3C1... C8FC1... C4FC5... C8 = 0 (4.8b)
ΓABCρBC = 0 (4.8c)
Le equazioni di Einstein sono state riscritte in una forma piu` comoda sfrut-
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tando l’uguaglianza:
RACBC −
1
2
ηABR
MN
MN = 3F
AC1C2C3FBC1C2C3 +
3
8
ηABF
C1... C4FBC1... C4
(4.9)
Come esposto in dettaglio in [28], la parametrizzazione reonomica (4.7) puo`
poi essere sostituita nella scrittura di un diffeomorfismo infinitesimo generato
dallo spinore tangente ε per ottenere le trasformazioni di supersimmetria:
δεV
A = iΨ ΓAε (4.10a)
δεΨ = Dε+
i
3
(ΓB1B2B3FAB1B2B3 −
1
8
ΓAB1...B4F
B1...B4)ε V A (4.10b)
δεA = εΓABΨ ∧ V A ∧ V B (4.10c)
Ora che abbiamo presentato le equazioni che definiscono la supergravita`
in D = 11 possiamo passare a studiarne una classe di soluzioni classiche,
su cui andremo poi ad applicare le tecniche sviluppate nel capitolo 3 per
calcolare il limite di Penrose.
4.2 Soluzioni di Freund-Rubin
All’inizio degli anni 80 [30] e` stato notato che le equazioni del moto (4.8)
ammettono soluzioni che presentano una “compattificazione spontanea”, nel
senso che sono date dal prodotto di due spazi di cui uno compatto4. InD = 11
esistono diverse classi di soluzioni compattificate che sono presentate, ad
esempio, in [28]: in questo lavoro ci concentreremo sulle soluzioni di Freund-
Rubin definite a partire dall’ansatz per le equazioni del moto
gµν(x, y) = gµν(x) ,
gαβ(x, y) = gαβ(y) ,
Fµνρσ = e
√
g εµνρσ ,
ΨΠ = 0 ,
(4.11)
in cui x = (x0, . . . , x3), y = (x4, . . . , x10), e = cost e per cui si rimanda all’ap-
pendice B per la notazione adottata per gli indici. Le componenti bosoniche
della metrica e della field-strenght che non abbiamo indicato nelle (4.11) so-
no poste uguali a zero. L’ansatz (4.11) e` stato proposto per individuare una
soluzione delle equazioni del moto ed e` quindi valido solo sullo spazio-tempo,
cioe` su una sezione a θ = 0 del superspazio. Allo stesso modo non fornisce
4In un lessico piu` attuale soluzioni di questo genere sono chiamate compattificazioni
della M-teoria, di cui la supergravita` in D = 11 e` la teoria efficace di bassa energia.
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alcun vincolo a priori sulle componenti fermioniche che possono pero` essere
ricavate dalla soluzione delle equazioni del moto grazie al vincolo reonomico
(4.7). In [28] l’ansatz e` ricavato da considerazioni generali come restrizione
della classe degli spazi che presentano invarianza sotto un insieme massimale
di rotazioni e traslazioni in 4 delle 11 dimensioni totali, ma in fondo le (4.11)
non fanno altro che descrivere la piu` semplice struttura prodotto con field
strenght non banale. La condizione su F puo` essere infatti riscritta in indici
piatti come: {
Fmnrs = e mnrs
Fabcd = 0
(4.12)
Con  abbiamo indicato la forma di volume in D = 4 e possiamo cos`ı notare
come la dimensione D = 4 sia selezionata naturalmente dal rango di F .
In realta` e` possibile costruire anche una compattificazione di Freund-Rubin
in cui il ruolo giocato dalle dimensioni 4 e 7 sia scambiato: basta infatti
formulare l’analogo ansatz per l’Hodge duale della forma F . In questo lavoro
studieremo pero` solo il caso (4.11), prima come semplice soluzione bosonica
delle equazioni del moto e poi come soluzione per le equazioni per i campi
nel superspazio.
Per raggiungere il primo obiettivo si puo` sostituire l’ansatz (4.11) nelle
(4.8) per controllare se esistono soluzioni della supergravita` in questa forma.
La (4.8c) risulta soddisfatta in modo banale grazie alla condizione ΨΠ = 0
che implica ρAB = 0, mentre il sistema di equazioni di Einstein-Maxwell
diventa:
Rµν = gµν(−24 e2 − 1
2
FαβγδF
αβγδ)
Rαβ = gαβ(12 e
2 − 1
2
FγδηF
γδη) + 6FαγδF
γδ
β
Rµα = 0
(4.13)
DmF
mpqr = 0
DmF
abcd − 1
2
e bcde1...e4Fe1...e4 = 0
(4.14)
La forma molto semplice delle (4.13) e (4.14) permette di verificare diretta-
mente l’esistenza della soluzione:
Rµν = −24 e2gµν
Rαβ = 12 e
2gαβ
Fµνρσ = e
√
g εµνρσ
⇐⇒

Rmn = −24 e2ηmn
Rab = 12 e
2gab
Fmnrs = e mnrs
(4.15)
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Entrambi i “fattori” della soluzione prodotto che abbiamo ottenuto sono
spazi di Einstein. Lo spazio descritto da Rab e` uno spazio di Einstein con
curvatura scalare positiva ed e` di conseguenza uno spazio compatto. Per
questo motivo le soluzioni di Freund-Rubin sono chiamate compattificazioni
spontanee della supergravita` in D = 11 (o della M-teoria).
Nel seguito ci concentreremo sulle soluzioni di Freund-Rubin della forma
AdS4 × (G/H)7 = SO(2, 3)
SO(1, 3)
×
(
G
H
)
7
, (4.16)
che sono state studiate a partire dai primi anni 80 nell’ambito della ricerca
sulle teorie di Kaluza-Klein supersimmetriche5 e per cui e` presente in lette-
ratura una classificazione completa [32]. L’interesse originario verso questa
classe di soluzioni derivava principalmente da due fatti:
• AdS4 e` l’unico spazio di Einstein massimalmente simmetrico in D = 4
con curvatura negativa: di conseguenza e` l’unico stato di vuoto in
D = 4 ammissibile nel contesto delle soluzioni di Freund-Rubin
• le eccitazioni a massa nulla su AdS4 ottenute sviluppando i campi in
armoniche dello spazio compatto contengono i campi di Yang-Mills del
gruppo di isometrie G del generico spazio quoziente G/H
Le soluzioni AdS4 × (G/H)7 si prestavano cos`ı molto bene alla costruzione
di modelli con possibili applicazioni fenomenologiche. I tentativi in questo
senso hanno mostrato come le teorie di Kaluza-Klein supersimmetriche non
siano in grado di descrivere il nostro mondo, ma le tecniche sviluppate in
quel periodo forniscono dei potenti strumenti di analisi che sfrutteremo nel
seguito di questo lavoro.
4.3 Costruzione di soluzioni della forma
AdS4 × (G/H)7
Dal punto di vista puramente bosonico adottato nella sezione precedente,
per costruire soluzioni della forma AdS4 × (G/H)7 e` sufficiente individuare
quali spazi quoziente ammettano una struttura metrica che li renda varieta`
Riemanniane di Einstein. Gli spazi quozienteG/H descrivono spazi omogenei
M , su cui agisce transitivamente un gruppo di isometrie G per cui esiste un
5Per una introduzione alle teorie di Kaluza-Klein supersimmetriche si veda il chiaro
anche se datato [31]. Per una trattazione completa il punto di riferimento e` la referenza
[28].
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sottoguppo H, chiamato sottogruppo di isotropia, con un punto fisso O.
Grazie all’azione transitiva di G qualsiasi punto y = g O (g /∈ H) in M
risulta poi invariante per l’azione del sottogruppo gHg−1 ⊂ G isomorfo ad
H. E` quindi naturale parametrizzare lo spazio omogeneo M identificando i
punti y con gli elementi del gruppo G che mandano una origine O del tutto
convenzionale in y = g O. Tutti gli elementi della forma gH trasformano
pero` l’origine nello stesso punto ed M puo` di conseguenza essere identificato
con l’insieme delle classi di equivalenza di G per moltiplicazione destra per
elementi di H:
M =
G
H
= { [g]∼ | g ∼ g′ ⇔ g = g′ h ; g ∈ G , h ∈ H}
La scelta di considerare classi di equivalenza destra e` solo convenzionale e
perfettamente equivalente a quella opposta, ma la scrittura esplicita di alcuni
risultati e` sensibile alla convenzione adottata.
Nel seguito considereremo solo spazi quoziente in cui G sia un gruppo di
Lie e che ereditano cos`ı una struttura di varieta` C∞. Questa scelta ci dara`
la possibilita` di descrivere gli spazi G/H in modo puramente algebrico e di
sfruttare cos`ı con profitto le tecniche sviluppate nel capitolo 3. Una varieta`
quoziente (come varieta` differenziale) e` definita dalla scelta di G, H e dal-
l’immersione del sottogruppo H in G. Piu` concretamente, data l’algebra di
Lie G di G, uno spazio G/H semplicemente connesso puo` essere definito dalla
esponenziazione dei generatori di coset Ka ∈ K definiti dallo spezzamento
G = K⊕H , (4.17)
in cui H indica l’algebra di Lie del sottogruppo H ⊂ G. A livello di costanti
di struttura la selezione dei due sottospazi fornisce:
[Ka, Kb] = KcC
c
ab +HiC
i
ab
[Hi, Ka] = KbC
b
ia +Hj C
j
ia
[Hi, Hj] = Hk C
k
ij
(4.18)
Come rappresentativi dei punti y = [g]∼ di G/H si possono cos`ı considerare:
L(y) = e y
aKa ∈ G (4.19)
Per i nostri scopi questa caratterizzazione sara` piu` che sufficiente dato
che il limite di uno spazio tempo e` un’operazione locale e di conseguenza i
limiti di G/H con Π1 non banale saranno uguali a quelli del loro ricoprimento
universale.
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Ai G/H sotto esame imponiamo un’ultima restrizione, chiedendo che
l’algebra di Lie sia reductive cioe` che esista una base in cui:
Cjia = 0 (4.20)
Questa condizione e` sempre soddisfatta per i gruppi H compatti o sempisem-
plici [33] che incontreremo nella costruzione delle soluzioni di Freund-Rubin.
Per studiare le possibili strutture Riemmaniane di uno spazio omogeneo
G/H fissato si deve cercare di costruire sulla varieta` una metrica che sia
invariante sotto il gruppo di isometrie G. Un possibile via verso la soluzione
del problema inizia dall’introdurre la G 1-forma:
V (y) ≡ L−1(y)dL(y) = V L TL = V aKa + ΩiHi (4.21)
La (4.21) non e` invariante per moltiplicazione sinistra del suo argmento per
elementi g ∈ G (come la g−1dg usata per definire le equazioni di Maurer-
Cartan di un gruppo di Lie), ma le V a fungono comunque il ruolo di vielbein
per lo spazio G/H. Considerando la trasformazione della (4.21):
gL(y) = L(y′)h ; y′ = g y (4.22)
V (y′) = hL−1g−1d(gL(y)h−1) = hV (y)h−1 + hdh−1 (4.23)
Si trova infatti che le V a trasformano secondo la legge
V a(y′) = (hV (y)h−1)a = Dab(h
−1)V b(y) , (4.24)
in cui le Dab sono gli elementi di matrice della rappresentazione aggiunta di
h−1 ∈ H, i cui generatori sono le dim(H) matrici:
CLiM ∈ GL(dim(G)) (4.25)
Delle CLiM le componenti C
a
ij si annullano perche´ H e` un sottogruppo di
G, le CjiA si annullano per l’ipotesi di base reductive e sotto questa ipotesi e`
anche sempre possibile scegliere una base per K tale che le restanti
Caib ∈ GL(N) ; N = dim(K) = 7 per (G/H)7 , (4.26)
risultino antisimmetriche in a e b [33]. Di conseguenza per effetto della molti-
plicazione a sinistra per g le V a trasformano con D(h−1) ∈ SO(N). E` quindi
possibile definire una struttura Riemanniana su G/H definendo la metrica
gαβ = δabV
a
αV
b
β (4.27)
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che risulta G-invariante grazie alla proprieta` di trasformazione delle vielbein
appena descritta. In alternativa si sarebbe potuta scegliere come metrica
G-invariante anche quella ottenuta a partire dalla metrica di killing γLM =
CPLQC
Q
MP di G:
gαβ = γabV
a
αV
b
β (4.28)
In realta`, il gruppo delle isometrie della varieta` quoziente G/H potrebbe
essere piu` grande. Se si considera anche l’azione destra di G sui rappre-
sentativi si scopre il gruppo di isometrie destre N(H)/H in cui N(H) e` il
normalizzatore di H in G, definito come l’insieme di elementi di G tali che
gHg−1 = H. Nel caso specifico che tratteremo nel prossimo capitolo avre-
mo N(H) = ∅, per cui rimandiamo alla referenza [34] per l’analisi di questo
punto.
Le scelte (4.27) e (4.28) non esauriscono le possibili metriche G-invarianti
su G/H: quando la rappresentazione del gruppo di isotropiaH generata dalle
Caib e` riducibile allora e` possibile riscalare in modo indipendente le vielbein
che appartengono a sottospazi irriducibili diversi ed ottenere comunque una
metrica G-invariante. La dimostrazione e` molto semplice: se si riscalano le
vielbein V aˆ e V bˆ (dove con aˆ e bˆ indichiamo due indici fissati) con
V aˆ → αV aˆ V bˆ → βV bˆ (4.29)
si ottiene un riscalamento delle costanti di struttura:
C aˆ
ibˆ
→ β
α
C aˆ
ibˆ
(4.30)
Perche´ le nuove costanti di struttura generino ancora un sottoinsieme di
SO(N) e` necessario e sufficiente che:
C aˆ
ibˆ
6= 0 ⇒ β
α
= 1 (4.31)
In caso contrario una traslazione di g ∈ G non corrisponderebbe piu` ad una
rotazione delle vielbein e quindi ad una isometria. Questo risultato e` utile
per andare a definire metriche di Einstein su varieta` quoziente e sara` partico-
larmente importante nella classificazione dei limite di Penrose inequivalenti
di queste soluzioni, che tratteremo nella sezione 4.5.
A partire dalle equazioni di Maurer-Cartan per la 1-forma (4.21) e` possi-
bile calcolare in modo algebrico tutte le grandezze geometriche della varieta`
Riemanniana che abbiamo costruito per un generico rescaling G-simmetrico
delle vielbein. In una reductive base si ha
dV + V ∧ V = 0 , (4.32)
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a cui corrispondono le6:
dV a +
1
2
βγ
α
CabcV
b ∧ V c + CabiV b ∧ Ωi = 0 (4.33a)
dΩi +
1
2
αβ C iabV
a ∧ V b + 1
2
C ijkΩ
j ∧ Ωk = 0 (4.33b)
Le (4.33) contengono tutti gli elementi necessari per calcolare la connessione
di Levi-Civita ωab di G/H con metrica (4.27) o (4.28), individuata dalle
condizioni di torsione nulla e compatibilita` metrica:
dV a − ωab ∧ V b = 0 (4.34a)
dη = ωt · η + η · ω = 0 ⇒ ωcaηcb + ηacωcb = 0 (4.34b)
In D = 11 le ωab fungeranno da componenti “compatte” della spin connec-
tion.
Comparando la (4.34a) con la (4.33a) si ottiene:
ωab =
1
2
βγ
α
CabcV
c + CabiΩ
i +KabcV
c (4.35)
Kabc e` un tensore antisimmetrico in b e c che puo` essere aggiunto per l’anti-
simmetria dell’operatore wedge e che viene determinato sostituendo la (4.35)
nella (4.34b). Permutando ciclicamente gli indici liberi nella (4.34b) e som-
mando i tensori cos`ı ottenuti si ricava:
Kabc = −
1
2
αηad
(γ
β
ηbeC
e
dc +
β
γ
ηceC
db
e
)
(4.36)
Da cui:
ωab =
1
2
(βγ
α
Cabc −
αγ
β
ηbgC
g
dcη
ad − αβ
γ
ηcgC
g
dbη
ad
)
+ CabiΩ
i (4.37)
Si puo` poi calcolare il tensore di Riemann:
Rab = dω
a
b − ωac ∧ ωcb = RabdeV d ∧ V e (4.38)
Anche in questo caso per passare alle componenti della curvatura in D = 11
sara` sufficiente alzare l’indice b con ηab. Il risultato finale dipende solo dalle
costanti di struttura di G ed e`:
Rabde = −
1
4
δε
γ
C
a
bcC
c
de −
1
2
δγCabiC
de
i −
1
8
C
a
cdC
c
be +
1
8
C
a
ceC
c
bd (4.39)
6Facciamo notare un leggero abuso di notazione: anche se nella (4.33a) Cabi non riscala
per la (4.31), la presenza di β/α nel primo addendo e` consistente perche´ b e` un indice muto.
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in cui con C si indica il tensore fra parentesi nella (4.37).
Per verificare se sia possibile definire una metrica di Einstein per ogni
singolo G/H non resta che calcolare il tensore di Ricci e verificare se esiste
un insieme di riscalamenti delle vielbein che soddisfi la condizione per Rab
data dalle (4.15). L’insieme degli spazi omogenei di Einstein di dimensione
N non e` vuoto e contiene ad esempio la sfera SO(N+1)/SO(N). Un’altra
possibilita` verra` studiata nel capitolo 5, mentre per la classificazione completa
si rimanda al gia` citato [32].
4.4 Reinterpretazione come super-spazio
quoziente
Nelle sezioni precedenti abbiamo mostrato come costruire soluzioni delle
equazioni del moto (4.8) della forma AdS4 × (G/H)7. A questo punto po-
tremmo gia` mostrare l’efficacia dell’approccio presentato nel capitolo 3 cal-
colandone il limite di Penrose in modo algebrico con la procedura descritta
nella sezione 3.1. Preferiamo pero` ottenere una parziale estensione al super-
spazio delle soluzioni di Freund-Rubin che ci permettera` di sfruttare in un
unico contesto anche le tecniche esposte nelle sezioni 3.2 e 3.3, dandoci la
possibilita` di ricavare in un’unica operazione tutte le strutture dello spazio
limite, dalla forma della metrica fino alle supersimmetrie non rotte.
Ad esclusione del caso massimalmente supersimmetrico AdS4×S7, le so-
luzioni di Freund-Rubin non hanno pero` un’estensione ovvia al superspazio,
nel senso che la possibilita` di individuare la soluzione delle (4.5) e delle (4.7)
nelle 11 variabili bosoniche e nelle 32 variabili fermioniche a partire dalla
soluzione sulla sezione a θ = 0 e` assicurata dalla struttura della teoria ma
richiede uno sforzo di calcolo imponente che non e` stato ancora affrontato
in modo completo. Si puo` pero` realizzare in modo semplice una estensione
parziale che codifica in un contesto unitario la struttura bosonica della so-
luzione e la sua invarianza sotto trasformazioni di supersimmetria globali e
che e` sufficiente per i nostri scopi.
Per richiamare questo risultato iniziamo con il ricordare il legame di
una soluzione puramente bosonica con la supersimmetria: la condizione
ΨΠ(x, 0) = 0 che caratterizza i vuoti di Freund-Rubin implica che fra le
(4.10) l’unica trasformazione di supersimmetria non banale sulla sezione a
θ = 0 sia quella del gravitino. La struttura della soluzione delle equazioni
del moto permette di riscriverla come:
δεΨ = D ε =
(
D − e i
3
(ΓABCV D +
1
8
ΓABCDEV
E)ABCD
)
ε (4.40)
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Le trasformazioni generate da spinori ε tali che
δεΨΠ(x, 0) = DΠε(x, 0) = 0 , (4.41)
permettono quindi di rispettare la condizione ΨΠ(x, 0) = 0 imposta con l’an-
satz (4.11) e di conseguenza la struttura della soluzione, presentandosi come
super-isometrie. Come abbiamo anticipato nel capitolo 2 le supersimmetrie
non rotte da una specifica soluzione sono cos`ı legate all’esistenza di spinori
di killing ε, cioe` di sezioni parallele della connessione (4.41), definita su un
fibrato spinoriale Spin(1,10) sulla varieta` AdS4 × (G/H)7.
La parziale estensione della soluzione si ottiene interpretando gli spinori
ε(x) come sezioni a θ = 0 di spinori di killing sul superspazio, cioe` di campi
spinoriali ε = q · ∂
∂θ
sul superspazio che generano diffeomorfismi che lasciano
invariati i campi:
LεV
A = WAB(ε)VB
LεΨ =
1
2
WAB(ε)ΓABΨ
LεA = dΛ(ε)
(4.42)
Abbiamo introdotto le WAB(ε), che sono elementi dell’algebra di Lie di
SO(1, 10), e la Λ(ε), che e` il parametro di una trasformazione di gauge di
Maxwell, in quanto l’invarianza e` definita a meno di trasformazioni di gau-
ge. Valutando la derivata di Lie del gravitino Ψ in θ = 0 e dθ = 0 per
una soluzione di Freund-Rubin si ottiene di nuovo la legge di trasformazione
(4.41).
L’aver riconosciuto questa struttura permette poi di realizzare l’estensio-
ne alla sezione del superspazio definita integrando la mappa di estensione
reonomica lungo gli spinori di killing [35]: i campi sono left-invarianti per
traslazioni lungo questa direzione ed hanno cos`ı una dipendenza banale dalle
coordinate fermioniche che la parametrizzano. Questo tipo di costruzione e`
del tutto analoga a quella che abbiamo richiamato nella sezione (4.3) per gli
spazi quoziente bosonici. Si ottiene quindi una suddivisione delle variabili
fermioniche in θ = θ ⊕ ϑ, in cui le ϑ sono le variabili associate ai generatori
delle supersimmetrie rotte dalla specifica soluzione. Dalla soluzione (4.15)
delle equazioni del moto si ottiene poi la sezione della soluzione a ϑ = 0 che
ha una struttura di super-spazio quoziente.
L’individuazione del super-spazio quoziente che estende una data soluzio-
ne di Freund-Rubin avviene in due passaggi: prima si studiano le soluzioni
dell’equazione per gli spinori di killing (4.41) per ottenere il numero di su-
persimetrie non rotte dalla soluzione e poi si estende il gruppo di isometrie
aggiungendo il giusto numero di generatori fermionici. Una volta compiuto il
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primo passo, il secondo risulta banale poiche´ l’unica possibile estensione del
gruppo di isometrie SO(2, 3) dello spazio di Anti de Sitter con N generatori
di supersimmetria e` il supergruppo Osp (N |4).
Al fine di individuare il numero di super-isometrie e` conveniente intro-
durre la base delle matrici Γ in D = 11:
ΓA = (γm ⊗ 1, γ5 ⊗ τa) , (4.43)
L’ansatz di Freund-Rubin permette cos`ı di spezzare la (4.41) in:
δεΨµ(x, y) = (∂µ − 1
4
ωmnµγmn + 2 e γ5γmV
m
µ) ε(x, y) = 0 (4.44a)
δεΨα(x, y) = (∂α − 1
4
ωabαγab + 2 e τaV
a
α) ε(x, y) = 0 (4.44b)
Alla scelta della base (4.43) corrisponde una naturale scomposizione degli
spinori nel prodotto tensoriale di spinori a 4 ed a 8 componenti. Espan-
dendo gli spinori in armoniche dello spazio G/H [28], si puo` poi ottenere la
scomposizione del campo spinoriale ε e della 1-forma spinoriale Ψ in:
Ψµ(x, y, 0) = ψµM(x)⊗ ηM(y)
Ψα(x, y, 0) = ψαM(x)⊗ ηM(y)
ε(x, y, 0) = εM(x)⊗ ηM(y)
ηM ∈ Spin(7) (4.45)
Passando anche agli indici anolonomi, le equazioni (4.44) si possono cos`ı
riscrivere:
(∂m − 1
4
ωpqmγpq + 2 e γ5γm)εM(x) = 0 (4.46a)
(∂a − 1
4
ωbcaτbc + e τa)ηM(y) = 0 (4.46b)
La (4.46) e` sempre soddisfatta su AdS4, quindi le super-isometrie di AdS4×
(G/H)7, ed in particolare il loro numero N , sono fissati dalle soluzioni
dell’equazione (4.44b) per gli spinori di killing su G/H.
Come gia` accennato, per concludere l’individuazione del super-gruppo di
isometrie, fissato N , siamo vincolati a considerare l’estensione:
SO(2, 3) −→ Osp (N |4) (4.47)
Il gruppo Osp (N |4) contiene pero` anche il sottogruppo bosonico SO(N ) ed
e` quindi necessario introdurre la scomposizione
G = G′ × SO(N ) (4.48)
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per poter mantenere invariato il contenuto bosonico del super-gruppo di
isometrie che assume cos`ı la forma:
Osp (N |4)×G′ (4.49)
Stabilito questo risultato, si puo` poi congetturare che la sezione a ϑ = 0
della super-varieta` di base del fibrato che costituisce una soluzione completa
delle equazioni per i super-campi sia il superspazio quoziente:
Osp (N |4)×G′
SO(1, 3)×H
loc∼ Osp (N |4)
SO(1, 3)× SO(N ) ×
G
H
(4.50)
La correttezza dell’affermazione si puo` verificare sostituendo le forme left-
invarianti fornite dalle super-equazioni di Maurer-Cartan di (4.49), nelle
equazioni (4.5) e (4.7) e dimostrare che forniscono una soluzione a ϑ = 0.
Costruiamo quindi le equazioni per le super-vielbein e per le estensioni
reonomiche delle forme ωAB ed A al super-spazio, sostituendo la definizione
delle curvature (4.5) nella parametrizzazione del vincolo reonomico (4.7).
Imponiamo poi le condizioni dell’ansatz di Freund-Rubin, che devono essere
chiaramente rispettate anche dall’estensione (4.50), introducendo i vincoli
ωma = 0, ρAB = 0 e la condizione (4.12) sulla struttura della field-strenght
della forma bosonica F . Le equazioni per i super-campi diventano cos`ı:
dωmn = ωmr ∧ ωrn − 16 e2 V m ∧ V n + 2 i eΨ ∧ γ5γmnΨ (4.51a)
dV m = ωmn ∧ V n +
i
2
Ψ ∧ γmΨ (4.51b)
dωab = ωac ∧ ωcb +RabcdV c ∧ V d − i eΨ ∧ γ5τabΨ (4.51c)
dV a = ωab ∧ V b +
i
2
Ψ ∧ τ aΨ (4.51d)
dΨ =
1
4
ωmn ∧ γmnΨ + 1
4
ωab ∧ τabΨ + e V a ∧ τaΨ (4.51e)
+ 2 e V m ∧ γ5γmΨ
dA =
1
2
Ψ ∧ γmnΨ ∧ V m ∧ V n + Ψ ∧ γ5γmτaΨ ∧ V m ∧ V n+ (4.51f)
− 1
2
Ψ ∧ τabΨ ∧ V m ∧ V n
Per proseguire supponiamo inoltre che esistano N SO(7)-spinori ortogonali
ηM che soddisfino l’equazione per gli spinori di killing (4.41) e che permettano
di effettuare la scomposizione (4.45) per il gravitino. Per sostituzione diretta
e sfruttando le identita` di Fierz, e` poi possibile dimostrare [35] che il sistema
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(4.51) ammette come soluzione i potenziali definiti sulla varieta` base (4.50)
dati da:
V m = V̂ m(x, θ) (4.52a)
ωmn = ω̂mn(x, θ) (4.52b)
V a = V a(y) +
1
8
ηM(y)τ
aηN(y)Â
MN(x, θ) (4.52c)
ωab = ωab(y)− e
4
ηM(y)τ
abηN(y)Â
MN(x, θ) (4.52d)
ωma = 0 (4.52e)
Ψ = ηM(y)ψM(x, θ) (4.52f)
A = Â(x, y, θ) (4.52g)
Le V̂ m, ω̂mn, ψ ed ÂMN sono le 1-forme Osp (N |4) left-invarianti sullo spazio
Osp (N |4)
SO(1, 3)× SO(N )
che sono soluzione delle equazioni di Maurer-Cartan di Osp (N |4):
dV̂ m + ω̂mn ∧ V̂ n −
i
2
ψ ∧ γmψM = 0 (4.53a)
dω̂mn + ω̂mr ∧ ω̂rn + 16 e2 V̂ m ∧ V̂ n − 2 i ψM ∧ γ5γmnψM = 0 (4.53b)
dÂ+ eÂMN ∧ ÂRN − 4 i ψM ∧ ψN = 0 (4.53c)
dψM − 1
4
γmnω̂mn ∧ ψM − γ5γmψM − e ÂMN ∧ ψN = 0 (4.53d)
Le V a e le ωab sono invece le vielbein e la spin-connection dello spazio (G/H)7,
che si ottengono a partire dalle 1-forme G left-invarianti che soddisfano le
equazioni di Maurer-Cartan di G, come mostrato nella sezione 4.3. Â e` la
soluzione dell’equazione:
dÂ = e mnpqV
m ∧ V n ∧ V p ∧ V q + 1
2
ψM ∧ γmnψM ∧ V m ∧ V n =
= ηψM ∧ γ5γmψN ∧ V m ∧ ηMτaηNV a
+
1
2
ψM ∧ ψN ∧ ηMτabηN ∧ V a ∧ V b = 0
(4.54)
La scrittura esplicita di Â non e` importante per concludere la dimostrazione:
se le altre equazioni sono soddisfatte la (4.54) e` infatti integrabile e fornisce
una 3-forma sulla varieta` di base (4.50).
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Un importante risultato di questi passaggi e` il riconoscimento della possi-
bilita` di interpretare le (4.51) come super-equazioni di Maurer-Cartan per il
superspazio (4.50). Per super-spazi quoziente le componenti delle curvature
scritte in una base delle super-vielbein sono infatti costanti e l’identificazione
risulta cos`ı immediata: l’unica differenza e` che per casi non massimalmente
simmetrici il numero di equazioni indipendenti nelle (4.51) si riduce a quello
delle equazioni di Maurer-Cartan di (4.50). Nella prossima sezione vedremo
come questa struttura permetta di calcolare in un’unica operazione ed in
modo algebrico il limite di Penrose della soluzione bosonica AdS4 × (G/H)7
e del fibrato spinoriale di killing definito su di essa.
4.5 Limite di Penrose come contrazione di
Ino¨nu¨-Wigner
Fin dal capitolo 2 abbiamo messo in evidenza come la conservazione della
dimensione del gruppo di super-isometrie suggerisca che l’algebra di Heisen-
berg e la sua estensione supersimmetrica si ottengano deformando l’algebra
del gruppo di partenza. In questa sezione daremo un significato preciso a
questa affermazione, inquadrandola nel contesto delle contrazioni di Ino¨nu¨-
Wigner di algebre [25]. Alla base di questa nozione c’e` la semplice idea
secondo cui un’algebra di Lie, o una sua estensione graduata, possono essere
caratterizzate come una classe di equivalenza per cambiamenti di base dei
tensori di rango 3 associati alle costanti di struttura:
C ′abc = (M
−1)adC
d
efM
e
bM
f
c M ∈ GL(D) (4.55)
Cambiando base con una matrice non singolare si ottiene ancora la stessa
algebra: se invece si effettua un cambiamento di base dipendente da un
parametro Ω e poi si calcola il limite Ω → 0 si puo` ottenere una nuova
algebra.
Alla luce del lavoro presentato nel capitolo 3 e` immediato descrivere il
limite di Penrose di spazi quoziente come contrazione di Ino¨nu¨-Wigner. Nel
caso bosonico la (3.7) definisce infatti un cambiamento di base per i gene-
ratori di K dipendente da un parametro Ω che viene fatto tendere a 0 nel
limite di Penrose e lo stesso accade con i generatori di supersimmetria, su cui
agisce la trasformazione (3.20). Per definire correttamente una contrazione
di algebre dobbiamo poi fissare la trasformazione per i generatori di H che,
come abbiamo anticipato nella sezione 3.3, non e` pero` nota a priori e deve es-
sere ricavata imponendo il corretto riscalamento (3.33) della spin-connection.
Questo metodo e` pero` poco pratico e risulta piu` diretto individuare la trasfor-
mazione delle H-connection che permetta di ottenere un limite non singolare
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delle equazioni di Maurer-Cartan una volta fissata la trasformazione sulle
super-vielbein. Esiste infatti almeno una trasformazione con questa pro-
prieta` come conseguenza dell’esistenza del limite o, in modo piu` diretto, per
i teoremi che abbiamo dimostrato nella sezione 2.1. In caso di una sua non
unicita` si puo` poi selezionare il rescaling corretto a partire dalla trasforma-
zione della spin connection. Una volta individuata la corretta contrazione
di Ino¨nu¨-Wigner dell’algebra delle isometrie di super-spazi quoziente la geo-
metria della pp-wave limite si determina in modo algoritmico, applicando le
tecniche descritte nella sezione (4.3)
La nuova descrizione del limite per spazi quoziente permette di trattare in
modo soddisfacente anche lo studio delle classi di equivalenza di spazi limite
di una soluzione data7. Nella sezione 2.2 abbiamo mostrato come le classi di
equivalenza siano definite dalle isometrie. L’esistenza di un gruppo di isome-
trie transitivo elimina quindi la dipendenza del limite dal particolare punto p
scelto per “centrare” il sistema di coordinate nulle (2.13). La classificazione
delle geodetiche sotto isometrie e` poi banale nel caso di spazi quoziente, dato
che si riduce allo studio delle trasformazioni dei loro vettori tangenti sotto
isometrie. Un riscalamento del parametro affine e` infatti un’ovvia isometria.
A sua volta questa classificazione si riduce allo studio della scomposizione
dello spazio tangente T (G/H) in sottospazi base di rappresentazioni irridu-
cibili di H, dato che in ogni punto Tp(G/H) puo` essere definito dall’insieme
delle velocita` alle curve passanti per p. Date due geodetiche nulle per cui
esista un sottospazio invariante in cui solo una dei due ha un vettore tangen-
te con proiezione non nulla si otterranno cos`ı limiti inequivalenti, mentre nel
caso contrario la pp-wave ottenuta come risultato sara` la stessa. Il grande
vantaggio e` che l’analisi necessaria per studiare la non equivalenza di due
limiti e` la stessa che rende possibile lo studio delle strutture Riemanniane
definibili su G/H, come abbiamo mostrato nella sezione 4.3. Come contra-
zione di Ino¨nu¨-Wigner, limiti non equivalenti si calcolano poi semplicemente
scegliendo boost lungo direzioni che appartengono a sottospazi invarianti
diversi.
Dal punto di vista fermionico la trasformazione (3.20) risulta particolar-
mente semplice ed a livello algebrico permette di evidenziare delle caratte-
ristiche valide per un generico limite di Penrose, che si trasformano poi in
proprieta` delle super-pp-wave limite. Come abbiamo gia` accennato nella se-
zione 3.2 i due sottospazi selezionati dai proiettori di cono di luce (3.21) e
(3.22) sono i Ker delle matrici Γ±. Questo fatto permette di ricavare delle
soluzioni per il gravitino dalle (4.51) in modo immediato, senza bisogno di
7Con limiti intendiamo sempre i limiti di Penrose, che sono solo una sottoclasse di tutti
i possibili limiti a cui abbiamo accennato nella sezione 2.1.
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introdurre gli spinori di killing ηM . Per chiarire meglio questo punto e per
mostrare in modo esplicito l’applicazione delle idee che abbiamo esposto, nel-
la prossima sezione riproponiamo il calcolo del limite di Penrose dello spazio
AdS4×S7, che avevamo gia` effettuato in coordinate nella sezione (2.4). In
questo caso l’approccio algebrico al limite potrebbe sembrare piu` laborioso,
ma nel prossimo capitolo calcoleremo il limite di Penrose della piu` compli-
cata soluzione AdS4×N010 sfruttando lo stesso algoritmo adottato per la
compattificazione sulla sfera.
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Nella sezione 2.4 abbiamo visto come sia abbastanza immediato calcolare i
limiti di Penrose dello spazio AdS4×S7 in coordinate. Queste soluzioni sono
massimalmente simmetriche e supersimmetriche [28] e questa caratteristica
rende molto semplice anche il calcolo dei limiti nell’approccio algebrico. Inol-
tre, fin dal riconoscimento della soluzione di Kowalsky-Glikmann come limite
di Penrose di AdS4×S7, ha permesso di congetturare che le algebre dei gruppi
di isometrie bosonici dei due spazi fossero legate da una contrazione di Ino¨nu¨-
Wigner [13]. Poco dopo la contrazione esplicita e` stata individuata in [36] e
[37] ed estesa all’intera algebra del gruppo di super-isometrie, senza pero` da-
re una interpretazione alla trasformazione utilizzata o riconoscerla come caso
particolare del procedimento che abbiamo presentato nella sezione 4.5. Ri-
proponiamo ora questi risultati nel piu` sintetico approccio delle equazioni di
Maurer-Cartan, mostrando la contrazione di Ino¨nu¨-Wigner-Penrose-Gu¨ven
di:
AdS4 × S7 = SO(2, 3)
SO(1, 3)
× SO(8)
SO(7)
−→ Osp (N |4)
SO(1, 3)× SO(7)
Per iniziare individuiamo una base reductive, suddividendo le forme left-
invarianti di SO(2, 3) e di SO(8) in vielbein e H-connection. Per distin-
guere piu` chiaramente l’origine delle forme che compaiono nelle equazioni di
Maurer-Cartan di AdS4×S7 le indichiamo con lo stesso simbolo dei loro ge-
neratori duali ma con gli indici alzati. Le algebre di Lie dei gruppi SO(2, 3)
e SO(8) sono date nell’ordine da:
[Jab, Jcd] = ηacJbd − ηbcJad − ηadJbc + ηbdJac (4.56)
[Lij, Lkl] = −δikLjl + δjkLil + δilLjk − δjlLik (4.57)
in cui ηab = diag(+1,−1, . . . ,−1), δij = [1]ij, a, b, . . . ∈ {•, 0, . . . , 3} e i, j ∈
{1, . . . , 8}. Una base reductive per so(2, 3)⊕ so(8) puo` cos`ı essere fissata da:
J•a ≡ Pa ∈ K L8i ≡ Ki ∈ K (4.58)
Jab ∈ H Lij ∈ H
Introducendo anche i rescaling
Pa → RPa , (4.59)
Ki → ρKi , (4.60)
in cui con R e ρ indichiamo il raggio dei due spazi AdS4 e S
7, le equazioni di
Maurer-Cartan di SO(2, 3) e di SO(8) possono quindi essere scritte come:
dP a = ηbcJ
ab ∧ P c = Jab ∧ P c ,
dJab = Jac ∧ J cb −
1
R2
P a ∧ P b , (4.61)
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dKi = −δjkLij ∧ P k = −Lij ∧Kj ,
dLij = −Lik ∧ Lkj +
1
ρ2
Ki ∧Kj . (4.62)
Osservando le (4.61) e le (4.62) si nota che le costanti di struttura Ca(bc)d e
C i(jk)l non si scompongono in blocchi e ritroviamo cos`ı i due soli limiti non
equivalenti che avevamo presentato nella sezione 2.4.
Lo spazio AdS4×S7 e` simmetrico [28], quindi il passaggio dalle equazioni
di Maurer-Cartan di SO(2, 3)×SO(8) alle (4.51) avviene in modo immediato
con l’identificazione:
ωab = C
a
ibΩ
i , (4.63)
in cui con Ωi indichiamo l’insieme di tutte le H-connection, seguendo la
notazione della sezione 4.3. Ne segue che per calcolare i due limiti possiamo
facilmente riscrivere le (4.51) mostrando in modo esplicito le H-connection.
Una volta compiuta questa operazione, non resta che passare alla gauge di
cono di luce, applicare il boost di rapidita` infinita descritto nelle sezioni 3.1
e 3.2 ed individuare il corretto rescaling delle H-connection.
Questa operazione permette di calcolare entrambi i limiti ma, per ren-
dere piu` scorrevole la presentazione, nel seguito presentiamo solo i passaggi
che portano alla pp-wave con una struttura non banale, che possiamo poi
confrontare con quella ottenuta nella sezione 2.4. Per lo stesso motivo non
riportiamo il limite dell’equazione (4.51f), che dopo aver mandato Ω → 0
ammette come soluzione la 4-forma invariante sotto il gruppo di isometrie fi-
nale descritta in [29]. Iniziamo il calcolo riscrivendo le (4.51) meno la (4.51f)
nella gauge di cono di luce, definendo le nuove forme di Maurer-Cartan:
P+ =
Ω2√
2
(P 0 +K1)
P− =
1√
2
(−P 0 +K1)
(4.64)
Riscaliamo poi solo le H-connection che hanno un wedge product diverso da
zero con P+ secondo:
J0anew = ΩJ
0a
old
L1inew = ΩL
1i
old
(4.65)
Questa scelta e` stata motivata dalla necessita` di ottenere delle equazioni di
Maurer-Cartan diverse da zero nel limite Ω → 0. Applicando le operazioni
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che abbiamo appena descritto le (4.51) diventano infatti:
dP+ = − 1√
2
J0a ∧ P a − 1√
2
L1i ∧K i + i
2
Ψ
− ∧ Γ+Ψ− (4.66a)
dP− = Ω2
( 1√
2
J0a ∧ P a + 1√
2
L1i ∧K i
)
+ i
Ω2
2
Ψ
+ ∧ Γ−Ψ+ (4.66b)
dP a = −Ω
2
√
2
Joa ∧ P+ + 1√
2
Joa ∧ P− − Jab ∧ P b+ (4.66c)
+ iΨ
− ∧ ΓaΨ+ + iΨ+ ∧ ΓaΨ−
dJ0a =
Ω2√
2R2
P a ∧ P+ − 1√
2R2
P a ∧ P− − J0c ∧ J ca+ (4.66d)
+
i
R2
(
Ψ
− ∧ Γa−Ψ+ −Ψ+ ∧ Γa+Ψ−
)
dJab = Jac ∧ J cb −
Ω2
2R2
P a ∧ P b + i
R2
Ψ
− ∧ ΓabΨ−+ (4.66e)
+ i
Ω2
2R2
Ψ
+ ∧ ΓabΨ+
dKi =
Ω2√
2
L1i ∧ P+ + 1√
2
L1i ∧ P− − Lij ∧Kj+ (4.66f)
+ iΨ
− ∧ ΓiΨ+ + iΨ+ ∧ ΓiΨ−
dL1i = − Ω
2
√
2ρ2
Ki ∧ P+ − 1√
2ρ2
Ki ∧ P− + L1j ∧ Lji+ (4.66g)
− i
ρ2
(
Ψ
− ∧ Γi−Ψ+ + Ψ+ ∧ Γi+Ψ−
)
dLij = −Lik ∧ Lkj +
Ω2
ρ2
Ki ∧Kj − i
2ρ2
Ψ
− ∧ ΓijΨ−+ (4.66h)
− i Ω
2
2ρ2
Ψ
+ ∧ ΓijΨ+
dΨ± =
Ω
2
Ja∓ ∧ Γa∓Ψ± + Ω
2
Li∓ ∧ Γi∓Ψ± + 1
4
Jab ∧ ΓabΨ±+ (4.66i)
+
1
4
J ij ∧ ΓijΨ± + Ω
2R2
P a ∧ ΓaΨ± + Ω
2ρ2
Ki ∧ ΓiΨ±+
+
1
2
√
2R2
P±(Ω2P+ ∧ Γ+Ψ− − P− ∧ Γ−Ψ+)+
+
1
2
√
2ρ2
P±(Ω2P+ ∧ Γ+Ψ− + P− ∧ Γ−Ψ+)
Nelle (4.66) abbiamo semplificato la scrittura delle espressioni in cui compare
il gravitino sfruttando Ψ± ∈ Ker(Γ∓) e le proprieta` delle matrici Gamma,
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che si traducono nelle identita`:
Ψ
± ∧ Γ∓Ψ± = Ψ± ∧ Γ∓Ψ∓ = 0 (4.67)
Ψ
± ∧ ΓIΨ± = 0 (4.68)
Γi±Ψ∓ = 0 (4.69)
Ψ
± ∧ ΓIJΨ∓ = 0 (4.70)
Ψ
± ∧ Γ+−Ψ± = Ψ± ∧ Γ+−Ψ∓ = 0 (4.71)
Nel limite Ω → 0 si ottiene poi:
dP+ = − 1√
2
J0a ∧ P a − 1√
2
L1i ∧K i + i
2
Ψ
− ∧ Γ+Ψ− (4.72a)
dP− = 0 (4.72b)
dP a =
1√
2
Joa ∧ P− − Jab ∧ P b + iΨ− ∧ ΓaΨ+ + iΨ+ ∧ ΓaΨ− (4.72c)
dJ0a = − 1√
2R2
P a ∧ P− − J0c ∧ J ca+ (4.72d)
+
i
R2
(
Ψ
− ∧ Γa−Ψ+ −Ψ+ ∧ Γa+Ψ−
)
dJab = Jac ∧ J cb +
i
2R2
Ψ
− ∧ ΓabΨ− (4.72e)
dKi =
1√
2
L1i ∧ P− − Lij ∧Kj + iΨ− ∧ ΓiΨ+ + iΨ+ ∧ ΓiΨ− (4.72f)
dL1i = − 1√
2ρ2
Ki ∧ P− + L1j ∧ J ji+ (4.72g)
− i
ρ2
(
Ψ
− ∧ Γi−Ψ+ + Ψ+ ∧ Γi+Ψ−
)
dLij = −Lik ∧ Lkj −
i
2ρ2
Ψ
− ∧ ΓijΨ− (4.72h)
dΨ+ =
1
4
Jab ∧ ΓabΨ+ + 1
4
J ij ∧ ΓijΨ++ (4.72i)
1
2
√
2
( 1
R2
+
1
ρ2
)
P− ∧ Γ−Ψ+
dΨ− =
1
4
Jab ∧ ΓabΨ− + 1
4
J ij ∧ ΓijΨ− (4.72j)
Le (4.72) forniscono l’algebra di super-isometrie della soluzione di Kowalsky-
Glikmann della supergravita` in D = 11, a patto di identificare le J 0a e le L1i
con le forme V ∗i che compaiono nelle (A.19) [37][29]. Le altre H-connection
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forniscono nel limite gli automorfismi esterni legati all’esistenza di autovalori
degeneri della matrice che fissa la geometria della pp-wave limite8. Come
ulteriore verifica possiamo calcolare il tensore di Riemann dello spazio limite a
partire dalla sua algebra di isometrie. Mantenendo invariata l’identificazione
delle vielbein e sfruttando le tecniche descritte nella sezione 4.3, si ottiene:
Rab =

0 0
0 0
− 1
R2
(P a ∧ P−) − 1
ρ2
(K i ∧ P−)
0 0
0 1
R2
(P a ∧ P−)
0 1
ρ2
(K i ∧ P−) O
 (4.73)
Nella soluzione di Freund-Rubin della forma AdS4×S7 il rapporto fra i raggi
dei due spazi e` pero` fissato. Se introduciamo
1
R2
= 16 e2
1
ρ2
= 4 e2 (4.74)
possiamo riconoscere nella (4.73) il tensore di Riemann dello spazio di Cahen-
Wallach con metrica:
g = 2dx−dx+ + (4e2
3∑
i=1
xixi + e2
9∑
i=4
xixi)(dx−)2 −
9∑
i=1
dxidxj (4.75)
Quest’ultimo passaggio puo` essere effettuato considerando la scrittura del
tensore di Riemann di una pp-wave a partire dalla sua parametrizzazione in
coordinate di Brinkmann che e` presentata nell’appendice A. La (4.75) e` la
forma usuale con cui viene presentata la soluzione di Kowalsky-Glikmann e
risostituendo le (4.74) mostra un perfetto accordo con il risultato (2.34) del
calcolo in coordinate.
8Per la caratterizzazione della classe degli spazi di Cahen-Wallach di cui fa parte la
soluzione di Kowalsky-Glikmann rimandiamo all’appendice A, mentre per una trattazione
piu` approfondita di questo punto rimandiamo direttamente a [29].
Capitolo 5
Un esempio concreto: il limite
di AdS4×N010
In questo capitolo applichiamo le tecniche che abbiamo sviluppato al calcolo
del limite di Penrose del vuoto di Freund-Rubin AdS4×N010. L’interesse
dei risultati risiede nella ricchezza della struttura geometrica di N 010, che
mette in evidenza alcuni aspetti del limite di Penrose spesso trascurati in
letteratura, e nella possibilita` di studiare il limite corrispondente nella gia`
nota teoria di gauge duale [17].
5.1 Geometria di N 010
Lo spazio omogeneoN 010 appartiene alla classe di spaziN pqr introdotti in [38]
nell’ambito delle compattificazioni della supergravita` in D = 11 e descritti
dalla struttura quoziente:
Npqr =
SU(3)× U(1)
U(1)× U(1)
Gli indici p, q, ed r corrispondono ad interi coprimi e definiscono l’immersione
di U(1)×U(1) in SU(3)×U(1), specificando la scrittura dei generatori M , N
di U(1)×U(1) nella rappresentazione fondamentale di SU(3)×U(1) e nella
base {− i
2
λi, Y }, in cui con λi indichiamo le matrici di Gell-Mann. Per una
trattazione della geometria degli spaziN pqr si rimanda al lavoro originale [38],
mentre in questa sezione richiameremo direttamente la struttura di N 010.
Lo spazio omogeneo N 010 puo` essere descritto anche in un altro modo
come spazio quoziente: in questo lavoro sfrutteremo come punto di partenza
la definizione
N010 =
SU(3)× SU(2)
SU(2)× U(1) (5.1)
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in cui il generatore di U(1) e` identificato con il generatore dell’“ipercarica”
in SU(3) e SU(2) e` immerso diagonalmente in SU(3) × SU(2). In so-
stanza, introducendo con τ le matrici di Pauli e scrivendo esplicitamente
lo spezzamento G = K⊕H si ha:
• generatori di SU(3): − i
2
λi
• generatori di SU(2): − i
2
τi
• generatori di K:
Ka = − i
2
 λ1−τ1λ2−τ2
λ3−τ3
 KA˙ = − i2
(
λ4
λ5
)
KAˆ = −
i
2
(
λ6
λ7
)
(5.2)
• generatori di H:
Hi = − i
2
 λ1 + τ1λ2 + τ2
λ3 + τ3
 HN = − i
2
λ8 (5.3)
La base usata per definire N 010 e` reductive e le costanti di struttura che
definiscono la rappresentazione di H su K hanno una struttura a blocchi
[39], che rende possibile introdurre dei rescaling indipendenti per le vielbein.
Indicando con α il rescaling delle forme Ka duali ai generatori Ka e con β
il rescaling per le forme KA duali ai generatori KA = K(A˙,Aˆ), le equazioni di
Maurer-Cartan di G = SU(3)× SU(2) si scrivono:
dKa = −aibH i ∧Kb −
α
4β2
faABK
A ∧KB (5.4a)
dKA˙ = −f A˙
iB
H i ∧KB − 1
α
f A˙
aB
Ka ∧KB −
√
3
2
A˙
B˙
L ∧KB˙ (5.4b)
dKAˆ = −f Aˆ
iB
H i ∧KB − 1
α
f Aˆ
aB
Ka ∧KB −
√
3
2
Aˆ
Bˆ
L ∧KBˆ (5.4c)
dH i = −1
2
ijkH
j ∧Hk − 1
2α2
iabK
a ∧Kb − 1
4β2
f iABK
A ∧KB (5.4d)
dL = − 1
2β2
f 8ABK
A ∧KB (5.4e)
Come descritto nella sezione 4.3, una volta individuate le vielbein e fis-
sato i loro rescaling possiamo fornire N 010 di una struttura Riemanniana
introducendo una metrica tangente. Seguendo la scelta di [39], imponiamo
ηab = −δab (5.5)
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e dalle (5.4) otteniamo uno spazio metrico con tensore di Ricci:
Rab =
(
α2 +
1
32
β4
α2
)
δab
RAB =
3
4
β2
(
1− 1
16
β2
α2
)
δAB
(5.6)
Per ricavare una soluzione di Freund-Rubin e` poi necessario che il tensore
di Ricci soddisfi la condizione (4.15), che puo` essere tradotta nelle seguenti
condizioni sui rescaling:
α2 = 4 e2 β2 = 32 e2 (5.7)
oppure
α2 =
100
9
e2 β2 =
160
9
e2 (5.8)
Studiando l’equazione per gli spinori di killing per le soluzioni delle (5.7)
e (5.8) si scopre che scelte diverse corrispondono all’esistenza di un numero
diverso di super-isometrie. Per questo punto rimandiamo a [38] e ci limitia-
mo a richiamare il numero N di supersimmetrie “non rotte” delle soluzioni
di Freund-Rubin ottenute dalle quattro possibili strutture Riemanniane di
Einstein definibili sulla varieta` omogenea N 010:
Spazio α β N susy
N010I 2 e ±4
√
2 e 3
N˜010I −2 e ±4
√
2 e 0
N010II −103 e ±43
√
10 e 1
N˜010II
10
3
e ±4
3
√
10 e 0
Per lo studio della corrispondenza fra teorie di gauge e gravita` siamo
interessati al solo caso con N = 3 di cui e` gia` stata individuata la teoria
duale, quindi nel seguito con N 010 indicheremo lo spazio metrico N 010I .
5.2 Il limite bosonico
Per semplificare la presentazione dei risultati iniziamo ad individuare le pp-
wave limite di AdS4×N010, rimandando alla prossima sezione lo studio com-
pleto del superspazio quoziente. Il punto di partenza e` l’individuazione dei
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sottospazi H-invarianti che determinano il numero di possibili limiti inequi-
valenti. Nella sezione 4.3 abbiamo mostrato come le costanti di struttura Caib
generino la rappresentazione di H sullo spazio cotangente ad M , individuato
dalle forme left-invarianti V A ∈ T ∗(M). Nel caso in esame, dalle (5.4) si
nota l’esistenza di due sottospazi invarianti in T ∗(N 010). Inoltre la struttu-
ra di prodotto della soluzione di Freund-Rubin fa in modo che T ∗(N 010) e
T ∗(N 010) siano sottospazi invarianti del gruppo di isotropia complessivo:
H = SO(1, 3)× SU(2)× U(1) (5.9)
Lo spazio cotangente si scompone quindi in 3 sottospazi irriducibili indivi-
duati dalle vielbein:
V A = (Pm, Ka, KA), (5.10)
La forma delle costanti di struttura permette anche di individuare quali siano
le rappresentazioni supportate dai vari sottospazi invarianti. Si ottengono le
seguenti rappresentazioni di SO(1, 3)× SU(2):
Pm −→ (4, 0)
Ka −→ (0,3)
KA −→ (0,4)
(5.11)
in cui la 3 e` la rappresentazione J = 1 di SU(2) e la 4 e` la J = 1/2 vista come
rappresentazione reale. A sua volta la 4 di SU(2) si scompone in una 2⊕ 2
sotto U(1), ma questo non e` rilevante dal punto di vista della classificazione
dei limiti di Penrose dato che i due sottospazi che supportano la 2⊕2 vengono
mescolati dall’azione di SU(2).
Di conseguenza AdS4×N010 presenta 4 limiti di Penrose a priori inequi-
valenti, definiti dalla scelta del vettore tangente v alla geodetica nulla γ che
puo` assumere la forma:
1) v = vmPm
2) v = vmPm + v
aKa
3) v = vmPm + v
AKA
4) v = vmPm + v
aKa + v
AKA
(5.12)
La proiezione lungo la 4 di SO(2, 3) non puo` mai annullarsi perche´ il sotto-
spazio invariante T (N 010) contiene solo vettori di tipo spazio e v deve essere
un vettore di tipo nullo. Un modo semplice di caratterizzare i limiti con-
siste nell’individuare la forma normale in cui un vettore dei vari sottospazi
invarianti puo` essere trasformato con l’azione del gruppo. Nel caso della 4
di SO(2, 3) e della 3 di SU(2), che e` anche una rappresentazione di SO(3),
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la risposta e` banale: i vettori dello spazio su cui agiscono queste rappresen-
tazioni possonto essere trasformati rispettivamente in (1, 0, 0, 1) o (1, 0, 0, 0)
ed in (1, 0, 0) per mezzo di una rotazione. Lo stesso puo` essere dimostrato
per la 4 di SU(2). Quando si considera la possibilita` 4 la situazione diven-
ta pero` piu` complicata: non possiamo infatti ridurre contemporaneamete i
vettori nella 3 e quelli nella 4 alla forma normale (1, 0, . . . , 0) con l’azione
di una trasformazione di SU(2). Possiamo pero` adottare questa forma per
uno dei due e sfruttare il gruppo U(1), che fino ad ora avevamo trascurato,
per semplificare la forma normale sull’altro spazio invariante. U(1) genera le
rotazioni nei piani (4, 5) e (6, 7) di N 010: una possibilita` consiste quindi nel
portare il vettore (v4, v5, v6, v7) ∈ 4 nella forma (1, 0, 0, 0), a cui corrisponde
una forma generica di (v1, v2, v3) ∈ 3. Con una rotazione SO(2) ⊂ SU(2) si
puo` poi annullare la componente v2. Questa trasformazione puo` essere scelta
in modo da agire sulla 4 in modo da passare alla forma (v4, v5, 0, 0), che puo`
poi essere ridotta a (v4, 0, 0, 0) usando una rotazione U(1).
Abbiamo cos`ı ottenuto le forme normali:
1) v = P0 + P1 (5.13a)
2) v = P0 +K1 (5.13b)
3) v = P0 +K4 (5.13c)
4) v = P0 +K1 +K3 +K4 (5.13d)
Possiamo cos`ı definire i possibili limiti di Penrose di AdS4×N010 a partire
dai boost J0• nei piani individuati da P0 e v−P0, dove con v indichiamo una
delle quattro forme normali presentate nelle (5.13). Il rescaling delle ωab,
H i e di L da associare alla (3.7) riscritta con il J0• opportuno e` quello che
permette di ottenere un limite finito per le (5.4) e dipendera` dalla forma
normale scelta.
Prima di proseguire richiamiamo i rescaling delle vielbein che permettono
di ottenere la soluzione di Freund-Rubin con N = 3 e che per ogni gruppo
di vielbein sono dati da:
Pm −→ 1
R
=
√
48
3
e
Ka −→ 2 e
KA −→ 4
√
2 e
(5.14)
Nel seguito riscriveremo le equazioni di Maurer-Cartan di SO(2, 3)×SU(3)×
SU(2) con questi valori fissati.
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1◦ limite: γ∗ ddt ∈ (4, 0) di SO(2, 3)× SU(2)
Questo primo limite si riduce al prodotto del limite di Penrose di AdS4 e
del limite di raggio e infinito per lo spazio omogeneo N 010: come abbiamo
mostrato nella sezione 2.4 il risultato di questa operazione non dipende dal
particolare spazio omogeneo considerato ed e` lo spazio di Minkowski.
2◦ limite: γ∗ ddt ∈ (4,3) di SO(2, 3)× SU(2)
In questo caso non e` possibile ricavare il limite da semplici considerazioni
sulle proprieta` ereditarie e dobbiamo individuare la corretta contrazione di
Ino¨nu¨-Wigner, seguendo il procedimento delineato nella sezione 4.5. Come
nell’esempio 4.6, il primo passo consiste nel riscrivere le equazioni di Maurer-
Cartan nella base di cono di luce individuata da:
P+ =
Ω2√
2
(P 0 +K1)
P− =
1√
2
(−P 0 +K1)
(5.15)
Poi si deve fissare il riscalamento delle H-connection in modo da ottenere un
limite di contrazione finito. In questo caso si puo` verificare che il rescaling
corretto e` dato da:
J0mnew = ΩJ
0m
old
H inew = ΩH
i
old con i 6= 1
(5.16)
in cui tutte le forme non riportate non vengono riscalate. La riscrittura delle
Maurer-Cartan che si ottiene nel cambio di base e` poco interessante e piut-
tosto pesante dal punto di vista grafico. Ne presentiamo quindi direttamente
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il limite Ω → 0:
dP+ = − 1√
2
aiK
a ∧H i − 1√
2
Pm ∧ J0m − 2
√
2 e A˙BˆK
A˙ ∧KBˆ (5.17a)
dP− = 0 (5.17b)
dPm =
1√
2
P− ∧ J0m − Jmn ∧ P n (5.17c)
dJ0m = − 1√
2 R2
P− ∧ Pm − J0n ∧ Jnm (5.17d)
dJmn = −Jmp ∧ Jpn (5.17e)
dKa = − 1√
2
aiP
− ∧H i − abH1 ∧Kb (5.17f)
dKA˙ = − e√
2
A˙
Bˆ
P− ∧KBˆ − 1
2
A˙
Aˆ
H1 ∧KBˆ −
√
3
2
A˙
B˙
L ∧KB˙ (5.17g)
dKAˆ = − e√
2
Aˆ
B˙
P− ∧KB˙ − 1
2
Aˆ
A˙
H1 ∧KB˙ −
√
3
2
Aˆ
Bˆ
L ∧KBˆ (5.17h)
dH1 = 0 (5.17i)
dH i = −2
√
2 e2 ibP
− ∧Kb − ijHj ∧Hb (5.17j)
dL = 0 (5.17k)
Si puo` subito notare la struttura tipica di un’algebra di Heisenberg con V +
che svolge il ruolo di carica centrale, in modo del tutto analogo all’esempio
fornito dal limite della compattificazione sulla sfera. A partire dalle nuove
equazioni di Maurer-Cartan si puo` poi calcolare il tensore di Riemann della
pp-wave limite, ottenendo le componenti indipendenti:
R+m = −
1
2 R2
(P a ∧ P−)
R+a = −2 e2 (Ka ∧ P−)
R+A = −2 e2 (KA ∧ P−)
(5.18)
Sfruttando il lavoro svolto nell’appendice A e ricordando le (5.14) si ricava
poi che (5.18) e` il tensore di Riemann dello spazio di Cahen-Wallach:
g = 2dx−dx+ + (4e2
3∑
i=1
xixi + e2
9∑
i=4
xixi)(dx−)2 −
9∑
i=1
dxidxi (5.19)
La (5.19) e` la metrica della soluzione di Kowalski-Glikmann della supergra-
vita` in D = 11. Questo risultato e` interessante per diversi motivi: in primo
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luogo abbiamo individuato una secondo limite massimalmente supersimme-
trico oltre allo spazio di Minkowski. Inoltre il limite di Penrose e` uno spazio
di Cahen-Wallach non decomponibile [29] in D = 11 e non uno spazio prodot-
to come il risultato del primo limite1, che era stato ottenuto in modo simile
ruotando con J0• in un piano ortogonale ad un sottospazio H-irriducibile del-
lo spazio tangente. Risulta cos`ı chiara la peculiarita` del primo limite, legata
alla struttura prodotto dello spazio.
3◦ limite: γ∗ ddt ∈ (4,4) di SO(2, 3)× SU(2)
Il calcolo del terzo limite e` analogo a quello del secondo. Per ottenere nel
limite un’algebra di Heisenberg nella forma usuale in questo caso e` pero` ne-
cessario effettuare un ulteriore cambio di base e ridefinire delle nuove vielbein,
passando ad un’altra base reductive:
P+ =
Ω2√
2
(P 0 +K4) J0m = ΩJ0m
P− =
1√
2
(−P 0 +K4) Jmn = Jmn
Pm = ΩPm H i = H i (5.20)
Na = Ω
(
Ka +
1
2 e
Ha
)
L = L
N3 = Ω
(
Ka +
1
2 e
Ha +
√
3
2 e
L
)
KA = ΩKA
1Si veda la sezione 2.4, in cui la struttura generale di questa sottoclasse dei limiti di
Penrose delle soluzioni di Freund-Rubin e` trattata in dettaglio.
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Nel limite Ω → 0 si ottengono le nuove equazioni di Maurer-Cartan:
dP+ = − 1√
2
J0m ∧ Pm − e√
2
δAaK
A ∧Na (5.21a)
dP− = 0 (5.21b)
dPm =
1√
2
P− ∧ J0m − Jmn ∧ P n (5.21c)
dJ0m = − 1√
2 R2
P− ∧ Pm − J0n ∧ Jnm (5.21d)
dJmn = −Jmp ∧ Jpn (5.21e)
dNa = 4
√
2e δaBK
B ∧ P− −
√
3 abL ∧N b (5.21f)
dN3 = 16
√
2eK5 ∧ P− (5.21g)
dK5 = − e√
2
N3 ∧ P− (5.21h)
dKA =
√
3 ABL ∧KB − δAbN b ∧ P− B 6= 5 (5.21i)
dH i = ijkH
j ∧Hk + ilL ∧H l l 6= 3 (5.21j)
dH3 = 1jkH
j ∧Hk (5.21k)
dL = 0 (5.21l)
Anche in questo caso il limite di Penrose e` uno spazio di Cahen-Wallach:
g = 2dx−dx+ + Aijxixj(dx−)2 − dxidxj (5.22)
in cui la matrice Aij e` data da:
Aij = e
2

−4 0 0 0 0 0 0 0 0
0 −4 0 0 0 0 0 0 0
0 0 −4 0 0 0 0 0 0
0 0 0 −4 0 0 0 0 0
0 0 0 0 −4 0 0 0 0
0 0 0 0 0 −64 0 0 0
0 0 0 0 0 0 184 0 0
0 0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 0 10

(5.23)
4◦ limite: γ∗ ddt ∈ (4,3⊕ 4) di SO(2, 3)× SU(2)
Anche quest’ultimo limite fornisce lo spazio di Minkowski ed e` cos`ı meno
interessante dal punto di vista algebrico. E` pero` un fatto notevole che dalla
soluzione di Freund-Rubin AdS4×N010 si ottenga lo spazio di Minkowski
anche in un limite non banale.
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5.3 Il limite del superspazio quoziente
Nel caso in esame, il limite sulla sezione del superspazio con una struttura di
spazio quoziente non e` banale come per l’esempio 4.6 poiche´ il sistema (4.51)
contiene anche equazioni dipendenti fra di loro, dato che AdS4×N010 non e` ne
massimalmente simmetrico ne massimalmente supersimmetrico. A differenza
del calcolo bosonico che abbiamo appena svolto non e` pero` possibile ottenere
il limite come contrazione delle equazioni di Maurer-Cartan di Osp (3 | 4) ×
SU(3), a causa della necessita` di immergere le forme spinoriali left-invarianti
di Osp (3 | 4) in Spin(1, 10). Questo passaggio si puo` effettuare seguendo il
percorso delineato nella sezione 4.4 ed e` imposto dalla struttura di base del
limite di Penrose che e` data da un boost di SO(1, 10) e che “distrugge” la
struttura di prodotto delle soluzioni di Freund-Rubin.
Per le forme bosoniche questa immersione e` banale e si ottiene calcolando
le componenti della spin connection a partire dalle tecniche della sezione 4.3 e
sostituendole nelle (4.51). Nel caso degli spinori il passaggio e` piu` complicato
e richiede di risolvere l’equazione per gli spinori di killing ηM sullo spazio
omogeneo (in questo caso specifico N 010) in modo da poter ricostruire la
forma del gravitino Ψ in D = 11 a partire dalle forme left-invarianti ψM di
Osp (3 |4) secondo:
Ψ = ψM ⊗ ηM (5.24)
Nel caso di AdS4×N010 non abbiamo ancora concluso questa analisi che di-
ventera` lo sviluppo piu` immediato del lavoro di tesi. Oltre a portare a termine
la prima applicazione dell’approccio algebrico ad un caso non massimalmen-
te supersimmetrico, la conclusione del calcolo fornira` come risultato anche
un primo studio delle supersimmetrie non rotte dalla pp-wave ottenuta nel
terzo limite, senza bisogno di risolvere l’equazione per gli spinori di killing
sul nuovo background che abbiamo ottenuto.
Capitolo 6
Conclusioni e sviluppi futuri
Il risultato principale di questo lavoro e` la caratterizzazione algebrica del li-
mite di Penrose, di cui abbiamo riconosciuto una prima applicazione come
metodo di calcolo del limite di super-spazi quoziente. I semplici algoritmi
che abbiamo presentato rivestono un certo interesse di per se dato che la
loro natura algebrica ne rende molto semplice una implementazione informa-
tica. Inoltre il nuovo approccio permette di studiare con facilita` le classi di
equivalenza di limiti che si ottengono a partire da un superspazio quoziente
fissato: e` sufficiente rileggere il lavoro sulla scomposizione della rappresen-
tazione di so(N) sul tangente a (G/H)N in rappresentazioni irriducibili di
H, svolto nei primi anni 80 per la costruzione di strutture Riemanniane di
Einstein sugli spazi quoziente. Il calcolo e la classificazione dei limiti delle
soluzioni di Freund-Rubin e` pero` l’aspetto meno interessante delle possibi-
li conseguenze di questo lavoro, fra cui la piu` importante rimane lo studio
della corrispondenza fra teorie di gauge e gravita` che abbiamo accennato
nell’introduzione.
6.1 Il limite nella teoria di gauge duale alla
supergravita` su AdS4×N 010
Lo spazio AdS4×N010 e` stato scelto come esempio per un duplice scopo:
dal punto di vista della supergravita` il limite potrebbe chiarire alcune ca-
ratteristiche delle teorie in D = 4 con N = 3 che si possono costruire per
riduzione dimensionale dalla soluzione in D = 11 seguita da una troncazione
consistente. In particolare e` stata congetturata l’esistenza di una troncazione
consistente ottenuta considerando solo i modi associati all’armonica costante
data dal breathing mode della varieta` interna. Questa contiene un supermul-
tipletto con un gravitino massivo, che sembrerebbe indicare l’esistenza di un
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fenomeno di super-Higgs, in cui la teoria con N = 3 si presenti come fase
rotta di una teoria con N = 4. Se si considera la piu` generale Lagrangiana
che descrive una teoria in D = 4 che presenti vuoti che realizzano una rot-
tura spontanea di simmetria N = 4 → N = 3, si trova pero` che la massa
del gravitino ottenuto dalla compattificazione e` l’estremo superiore (e non
il massimo!) delle masse ammissibili nel contesto di un fenomeno di super-
Higgs. E` naturale congetturare che la spiegazione di questo risultato risieda
in un procedimento di limite. La speranza e` che il limite di Penrose della
soluzione di Freund-Rubin permetta di comprendere meglio questo fenome-
no: un suggerimento in questo senso e` dato dal numero minimo di cariche
di supersimmetria conservate da una pp-wave in D = 11, che e` proprio il 16
che in D = 4 corrisponde a N = 4. In questo momento non siamo ancora in
grado di dare una risposta a questa domanda, ma la possibilita` resta aperta.
Dal punto di vista della corrispondenza fra teorie di gauge e gravita` l’evo-
luzione futura del lavoro e` invece piu` chiara: il risultato ottenuto nel capitolo
5 e` il primo passo verso una analisi della congettura di Maldacena al di fuori
della corrispondenza AdS/Cft. Questa possibilita` e` offerta dalla conoscen-
za della teoria di gauge duale alla supergravita` su AdS4×N010, costruita in
[17] nell’ambito della corrispondenza AdS/Cft, che fornisce la possibilita` di
studiare i limiti di Penrose di AdS4×N010 come limiti sulla teoria di gauge.
In sostanza il piu` immediato sviluppo di questo lavoro` consistera` nel cercare
di completare il diagramma:
AdS4 ×N010 Penrose−−−−→ super-pp-wave
l AdS/Cft ↓ ?
(N =3)-Cft ?−−−−−→ ?
In questo lavoro di tesi abbiamo fissato la relazione fra la soluzione di Freund-
Rubin ed i suoi limiti di Penrose e le tecniche algebriche che abbiamo svilup-
pato forniscono degli strumenti interessanti anche per la futura individua-
zione del limite sulla teoria di gauge. La struttura di quest’ultima e` stata
infatti ricavata a partire dalla forma dei supermultipletti con spin S ≤ 2 della
supergravita` su AdS4×N010, che a sua volta e` stata ottenuta in [40] a partire
dall’analisi dello spettro di massa delle eccitazioni di Kaluza-Klein calcolato
in [41]. La nota piu` interessante e` che nel caso di soluzioni AdSn×(G/H)D−n
lo spettro di massa e` fissato dall’analisi armonica sullo spazio quoziente G/H,
che in ultima analisi si riduce allo studio delle rappresentazioni irriducibili
del gruppo di isometrie G [42] [43]. L’aver caratterizzato il limite come con-
trazione di Ino¨nu¨-Wigner permette di studiare direttamente la deformazione
delle rappresentazioni irriducibili. Risultati in questo senso sono stati gia` in-
dividuati nel caso delle soluzioni della forma AdS×S [44] ma, come abbiamo
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mostrato, anche i limiti di spazi piu` complicati possono essere ottenuti come
contrazione. L’evoluzione diretta di questo lavoro sara` quindi lo studio della
trasformazione delle rappresentazioni irriducibili di Osp (3 | 4) × SU(2), nel
tentativo di eliminare il punto interrogativo dalla freccia in basso nel dia-
gramma. Una volta compiuto questo passo sara` interessante confrontare le
deformazione della teoria di gauge con le pp-wave ottenute nel limite, nella
speranza di individuare nuovi legami fra teorie di gauge e gravita`.
6.2 Possibili applicazioni dell’approccio alge-
brico
Gli sviluppi che abbiamo suggerito nella sezione precedente sono quelli che
erano gia` evidenti all’inizio del lavoro di tesi. Nell’appendice A mostriamo
pero` alcuni risultati trasversali che sono emersi nel corso dello studio del
problema. La caratterizzazione algebrica di una generica pp-wave potrebbe
avere dei riscontri anche negli altri campi di indagine accennati nell’introdu-
zione e poi trascurati nel corpo della tesi. In particolare, l’aver riconosciuto
una generica pp-wave come spazio ad olonomia ridotta potrebbe permettere
di estendere i risultati ottenuti per gli spazi di Cahen-Wallach nel loro stu-
dio come vuoti di stringa con flussi [29]. Questo argomento sta assumendo
un’importanza crescente negli ultimi anni e le soluzioni di Freund-Rubin e
di tipo pp-wave che abbiamo presentato in questo lavoro sono i prototipi piu`
semplici di queste soluzioni della supergravita`. Un’altra via che potrebbe
portare a risultati interessanti e` la traduzione nel linguaggio algebrico del
lavoro svolto sulla quantizzazione della stringa su pp-wave, al fine di otte-
nere informazioni utili sulla M2-brana che ne e` l’analogo in M-teoria. I due
sviluppi che abbiamo appena presentato sono ancora molto lontani da una
loro realizzazione concreta, ma una riformulazione algebrica dei problemi ci-
tati potrebbe almeno ristabilire parte dei risultati noti in un linguaggio piu`
chiaro ed intutitivo come e` accaduto per il limite di Penrose.
Appendice A
Struttura algebrica delle
pp-wave
Nella presentazione abbiamo dato enfasi alla descrizione algebrica del limite
di Penrose che abbiamo sviluppato nel corso della tesi. Il lavoro che ci ha por-
tato alla sua formulazione ha anche permesso di riconoscere alcune proprieta`
algebriche delle pp-wave che raccogliamo in questa appendice. Iniziamo con
il descrivere la geometria di una generica pp-wave per poi aggiungere alcune
semplici considerazioni sugli spazi di Cahen-Wallach.
A.1 pp-wave come spazi ad olonomia ridotta
Nel corpo della tesi abbiamo presentato le pp-wave a partire dalla loro de-
scrizione nelle coordinate di Rosen, ma fra le possibili parametrizzazioni e`
utile considerare anche quella di Brinkmann. Nei due sistemi di coordinate
la metrica assume la forma:
• Coordinate di Rosen:
g = 2dudv + Cij(u)dy
idyj (A.1)
• Coordinate di Brinkmann:
g = 2dx−dx+ + Aij(x−)xixj(dx−)2 − dxidxj (A.2)
Il cambio di coordinate che permette di passare dal primo al secondo e` dato
da: 
u = x−
v = x+ − 1
2
Mij(x
−)xixj
yi = Qij(x
−)xj
(A.3)
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in cui Q(x−) e` una matrice invertibile che in ogni punto soddisfa:
CijQ
i
kQ
j
l = δkl Cij
(
(∂−Qij)Q
j
l −Qik(∂−Qil)
)
= 0 (A.4)
La trasformazione resta poi fissata da
Mij = Ckl(∂−Qki)Q
l
j , (A.5)
mentre la relazione fra Aij e Cij e` data da:
Aij = − ∂−(Ckl∂−Qlj)Qki (A.6)
Per la dimostrazione dell’esistenza di una Q(x−) che rispetti le (A.4) ri-
mandiamo a [16], mentre il piu` complicato problema del passaggio inverso e`
accennato in [23], che in appendice contiene anche una trattazione della geo-
metria delle pp-wave che propone con un linguaggio diverso anche risultati
simili ad alcuni di quelli che presenteremo.
In questo contesto sfruttiamo semplicemente l’equivalenza fra i due siste-
mi per adottare le coordinate di Brinkmann, che permettono di passare in
modo semplice ad una descrizione intrinseca della geometria delle pp-wave.
Infatti e` immediato individuare una parametrizzazione delle vielbein che for-
nisca la metrica (A.2) a patto di utilizzare una metrica tangente ηab di cono
di luce1:
ηab =

0 1
1 0
0 . . .
0 . . .
0 0
...
...
−1
 (A.7)
Grazie alla metrica “diagonale per quasi tutte le coordinate”, le vielbein si
possono scrivere come:
V + = dx+ + Aij(x
−)xixjdx−
V − = dx−
V i = dxi
(A.8)
A partire dalla (A.2) si possono poi calcolare i simboli di Christoffel della
rispettiva connessione di Levi-Civita ed il tensore di Riemann:
Γµνρ =
1
2
gµξ(∂νgξρ + ∂ρgξν − ∂ξgνρ) (A.9)
1Ricordiamo che questa scelta e` strettamente legata anche alla definizione del limite di
Penrose presentata nel capito 2
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Rµνρσ = ∂ρΓ
µ
νσ − ∂σΓµνρ − ΓµρξΓξνσ + ΓµσξΓξνρ (A.10)
La parametrizzazione delle vielbein permette poi di passare agli indici
piatti nel tensore di Riemann:
Rab = R
a
bcdV
c∧V d = RabcdV cρV dσ dxρ∧dxσ = RµνρσV aµV νb dxρ∧dxσ (A.11)
La notazione qui adottata e` quella usata in tutto lavoro e descritta nella
sezione 3.1. Esplicitamente per una pp-waves si ha:
V aµ =

1 Aij(x
−)xixj
0 1
0 . . .
0 . . .
0 0
...
...
1
 (A.12)
Da cui si ottiene il tensore di Riemann:
Rab =

0 0
0 0
−A1i(x−)dx− ∧ dxi . . .
0 . . .
0 A1i(x
−)dx− ∧ dxi
...
...
O
 (A.13)
Ricordiamo che il tensore di Riemann e` una 2-forma a valori nell’algebra
di Lie di SO(1, 3), come risulta chiaro dai richiami presentati nella sezione
3.3 o dalle proprieta` di simmetria ereditate dalla condizione di torsione nulla
per la spin connection:
ωt · η + η · ω = 0 ⇒ Rcaηcb + ηacRcb = 0 (A.14)
La scrittura piu` generale per un tensore che rispetti la (A.14) sarebbe:
Rab =

a 0
0 −a
b1 . . . bD−2
c1 . . . cD−2
−c1 −b1
...
...
−cD−2 −bD−2
M = −M t
 (A.15)
E` evidente come il tensore di Riemann di una pp-wave sia a valori in un sot-
toinsieme di so(1, D − 1): spazi con questa caratteristica vengono chiamati
spazi ad olonomia ridotta [21]. Possiamo anche essere piu` precisi ed identifi-
care la sottoalgebra di so(1, D−1) che caratterizza le pp-wave. Consideriamo
infatti i generatori di SO(1, D−1) nella rappresentazione fissata dalla forma
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(A.7) dalla metrica, che puo` essere descritta cambiando base ai generatori
dell’usuale rappresentazione vettoriale con:
M =

1√
2
1√
2
− 1√
2
1√
2
0 . . .
0 . . .
0 0
...
...
1
 (A.16)
La nuova forma dei generatori e`:
J01 =

1 0
0 −1
0 . . .
0 . . .
0 0
...
...
O
 J0i =

0 0
0 0
0 . . . 1√
2
. . . 0
0 . . . − 1√
2
. . . 0
0 0
...
...
1√
2
− 1√
2
...
...
0 0
O

Jij =

0 0
0 0
0 . . .
0 . . .
0 0
...
...
Lij
 J1i =

0 0
0 0
0 . . . 1√
2
. . . 0
0 . . . 1√
2
. . . 0
0 0
...
...
− 1√
2
− 1√
2
...
...
0 0
O

dove con Lij indichiamo i generatori di SO(D − 2) nella rappresentazione
vettoriale. Per concludere si possono poi definire:
J+i =
1√
2
(J0i + J1i)
J−i =
1√
2
(−J0i + J1i)
Si nota che il tensore di Riemann di una pp-wave e` a valori in
Span(J+i) ⊂ so(1, D − 1) . (A.17)
Questo risultato ha strette analogie con le prime caratterizzazioni della
radiazione gravitazionale [45] proposte verso la fine degli anni 50 e basate
sul tipo di Petrov del tensore di Weyl [20]. Nei primi anni 60 e` stata infatti
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mostrata una completa analogia fra la classificazione di Petrov e quelle basate
sul gruppo di olonomia [46]. La differenza principale rispetto a quei lavori
e` che una generica pp-wave non e` Ricci piatta come gli spazi candidati a
descrivere la pura radiazione gravitazionale, che devono essere stati di vuoto.
Il tensore di Ricci di una pp-wave descritta da (A.2) e` infatti:
R−−(x) = −Tr(A(x−)) (A.18)
A.2 Richiami sugli spazi di Cahen-Wallach
Gli spazi di Cahen-Wallach sono particolari pp-wave in cui la matrice Aij(x
−)
delle coordinate di Brinkmann e` costante. Un’ottima introduzione alle pro-
prieta` di questi spazi e` fornita da [29] ed in queste pagine ci limitiamo a
richiamarne gli aspetti a cui facciamo ricorso nel corpo della tesi. Rispetto
a [29] adottiamo il piu` chiaro formalismo delle forme di Maurer-Cartan ed
aggiungiamo alcune precisazioni che sono emerse nel corso dello studio del
limite di Penrose di AdS4×N010.
Rispetto ad una generica pp-wave, A = cost implica l’esistenza di un ulte-
riore vettore di killing che svolge il ruolo di automorfismo esterno per l’algebra
di Heisenberg che abbiamo introdotto nella sezione 2.2. Quest’ultima puo` poi
essere riscritta in una base tale che:
dV + = −Aij V ∗i ∧ V j
dV i = −Aij V − ∧ V ∗j
dV ∗i = −V − ∧ V i
dV − = 0
(A.19)
Introducendo i campi ea duali alle forme left-invarianti V
a, gli spazi di Cahen-
Wallach sono poi caratterizzabili come spazi quoziente con:
K = Span(e+, e−, ei) H = Span(e∗i ) (A.20)
Seguendo i metodi introdotti nella sezione 4.3 e` poi immediato calcolare le
curvature e si ritrovano per i tensori di Riemann e Ricci le forme (A.13) e
(A.18), in cui la matrice Aij che compare nelle (A.19) diventa la matrice Aij
della parametrizzazione di Brinkmann. Dall’algebra di isometrie di uno spa-
zio di Cahen-Wallach si ricava cos`ı direttamente anche la scrittura esplicita
della metrica.
Lo studio algebrico delle pp-wave ci ha anche permesso di ottenere alcuni
semplici risultati sulla struttura di spazio quoziente dei Cahen-Wallach. Os-
servando le (A.19) si nota che H e` un’algebra abeliana, dato che non compare
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il prodotto V ∗i∧V ∗j. In genere in letteratura gli spazi di Cahen-Wallach C W
di dimensione D sono stati cos`ı caratterizzati come:
C W =
G
RD−2
G = gruppo di Heisenberg (A.21)
E` pero` possibile essere piu` precisi e definire meglio la struttura della sot-
toagebra abeliana H. Il modo piu` immediato consiste nel considerare la
rappresentazione di H su K definita nella base reductive (A.19) dalle costan-
ti di struttura Caib, dove per comodita` abbiamo reintrodotto la notazione
della sezione 4.3 per distinguere gli indici a di K dagli i di H:
Caib =

0 0
0 0
0 . . . 0
−Ai1 . . . −AiD−2
Ai1 0
... 0
A1D−2 0
O
 (A.22)
Ricordando i risultati della sezione precedente si nota come l’algebra abeliana
H sia isomorfa alla sottoalgebra Span(J−i) di so(N), costituita da operato-
ri nilpotenti di ordine 3. Le due sottoalgebre generate dai J+i e dai J−i
sono cos`ı gli elementi di base della geometria di questi spazi. La loro se-
lezione e` interessante anche perche´ sono quelle che definiscono il 3-grading
indispensabile per costruirne le rappresentazioni irriducibili [44].
Appendice B
Notazione e convenzioni
Dove possibile la notazione e le convenzioni di questo lavoro sono state scelte
in modo da risultare compatibili con quelle della referenza [28].
B.1 Indici
B.1.1 Notazione
In tutti i capitoli gli indici piatti (indici sulla fibra) sono individuati da let-
tere latine mentre gli indici curvi (indici delle coordinate sullo spazio tempo)
sono caratterizzati da lettere greche. Per non appesantire troppo la nota-
zione lettere diverse assumono pero` significati diversi in base all’argomento
trattato.
Notazione in geometria differenziale
• Indici piatti: a, b, . . . = 0, . . . , D − 1
• Indici curvi: µ, ν, . . . = 0, . . . , D − 1
• Indici spinoriali: α, β, . . . = 1, . . . , 2[D2 ]
• Indici di R-simmetria: A,B, . . . = 1, . . . ,N
Notazione nella teoria degli spazi quoziente
• Indici piatti di coset (∈ K): a, b, . . . = 1, . . . , dim(K)
• Indici piatti di isotropia (∈ H): i, j, . . . = dim(K) + 1, . . . , dim(G)
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Notazione per le soluzioni di Freund-Rubin della super-
gravita` in D = 11
In questo caso e` utile distinguere gli indici che si riferiscono allo spazio com-
patto di dimensione D = 7 da quelli che si riferiscono allo spazio-tempo con
D = 4. Nelle sezioni sull’argomento gli indici spinoriali sono sottointesi.
• Indici in D = 11
- Piatti: A,B, . . . = 0, . . . , 10
- Curvi: Π,Σ,Λ = 0, . . . , 10
• Indici in D = 4
- Piatti: m,n, . . . = 0, . . . , 3
- Curvi: µ, ν, . . . = 0, . . . , 3
• Indici in D = 7
- Piatti: a, b, . . . = 4, . . . , 10
- Curvi: α, β, . . . ,= 4, . . . , 10
• Indici di R-simmetria: M,N, . . . = 1, . . . ,N
Da notare il passaggio dalle lettere di inizio a quelle di meta` alfabeto per
gli indici di R-simmetria e l’uso delle lettere usualmente destinate agli indici
spinoriali per indicare gli indici curvi dello spazio compatto.
B.1.2 Fibrati ed algebre di Lie
L’approccio alla geometria differenziale sfruttato nella trattazione considera
le p -forme alternanti come oggetti geometrici fondamentali. Per questo mo-
tivo la notazione per i cambi di base sui fibrati e` stata scelta in modo da
privilegiare le forme rispetto ai campi. La matrice associata alla trasforma-
zione e` cos`ı scritta a sinistra delle forme ed a destra dei campi. Ad esempio
M ∈ GL(D) agisce su una base dello spazio tangente e sulla sua base duale
con:
e′a = ebM
b
a
V
′a = MabV
b
(B.1)
Le componenti della matrice M vengono cos`ı indicate con M ab al posto che
con la piu` comune notazione M ba .
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La differenza piu` rilevante si ha per le costanti di struttura che vengono
indicate con Cabc piuttosto che con C
a
bc , portando ad una scrittura inusuale
delle regole di commutazione a favore della notazione per le equazioni di
Maurer-Cartan. Introducendo le forme duali ai generatori dell’algebra tali
che Ωa(Tb) = δ
a
b, si ha:
[Ta, Tb] = TcC
c
ab ⇐⇒ dΩa = dΩa +
1
2
CabcΩ
b ∧ Ωc (B.2)
Come risulta chiaro dalle (B.2) in entrambe le notazioni si ha antisimmetria
per scambio degli indici in basso (almeno per costanti di struttura con soli
indici “bosonici”).
Come componenti della spin connection fondamentale scegliamo poi i
coefficienti ωab dell’espansione delle 1-forme left invarianti del gruppo SO(1, D−1)
rispetto ai suoi generatori. In alcuni casi calcoleremo pero` la sua versione
con un indice abbassato ωab = ω
acηcb.
B.2 Metrica tangente e matrici Γ
In questo lavoro sono usate due metriche tangenti: la prima e` la usuale me-
trica diagonale mentre la seconda e` una metrica di “cono di luce”, partico-
larmente adatta per la descrizione delle proprieta` delle pp-wave. In dettaglio
le metriche considerate sono:
ηab = diag(+,−, . . . ,−) (B.3)
η̂ab =

0 1
1 0
0 . . .
0 . . .
0 0
...
...
−1
 (B.4)
Alle due scelte corrispondono due diverse basi per le matrici Γ definite in
modo da soddisfare l’algebra di Clifford:
{Γa,Γb} = 2 ηab (B.5)
A (B.3) corrisponde la base {Γ0,Γ1,Γi}mentre (B.4) individua la base {Γ+,Γ−,Γi}
in cui:
Γ+ =
1√
2
(Γ0 + Γ1)
Γ− =
1√
2
(Γ0 − Γ1)
(B.6)
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Ad entrambe le basi si aggiunge la matrice ΓD+1 definita da:
ΓD+1 ≡ αDΓ0Γ1Γ2 . . .ΓD−1 (B.7)
Γ2D+1 ≡ 1⇒
{
αD = 1 per [D/2] dispari
αD = i per [D/2] pari
Dalla definizione si ricava:
{Γa,ΓD+1} = O (B.8)
La convenzione sulle proprieta` dell’aggiunto delle matrici Γ e` fissata nel-
l’usuale base con metrica diagonale e definisce il comportamento anche della
base di “cono di luce”:
{
Γ†0 ≡ Γ0
Γ†a ≡ −Γa
⇒

Γ†+ = Γ−
Γ†− = Γ+
Γ†D+1 = −ΓD+1
(B.9)
Dalla (B.5) si ricavano i quadrati delle matrici Γ e la scrittura di prodotti e
commutatori utili:
Γ20 = 1 Γ
2
+ = O (B.10)
Γ2i = −1 Γ2− = O
La matrice di coniugazione di carica e` invece definita da:
ΓTa = −CΓaC−1 CT = −C (B.11)
Gli spinori di Dirac coniugata sono definiti nel modo usuale:
Ψ ≡ Ψ†Γ0 (B.12)
Sfruttando le relazioni precedenti la condizione di Majorana risulta data da:
Ψ = ΨTC (B.13)
Bibliografia
[1] C. Montonen and D. Olive, Magnetic monopoles as gauge particles?,
Phys. Lett. B72 (1977) 117–120.
[2] J. Polchinski, String Theory. Cambridge Univ. Press, Cambridge, 1998.
[3] J. M. Maldacena, The large N limit of superconformal field theories
and supergravity, Adv. Theor. Math. Phys. 2 (1998) 231–252
[hep-th/9711200].
[4] G. ’t Hooft, A planar diagram theory for strong interaction, Nucl.
Phys. B72 (1974) 461–473.
[5] K. S. Stelle, Lectures on supergravity p-branes, hep-th/9701088.
[6] L. Castellani et. al., G/H M-branes and AdS(p+2) geometries, Nucl.
Phys. B527 (1998) 142–170 [hep-th/9803039].
[7] E. Witten, Anti-de Sitter space and holography, Adv. Theor. Math.
Phys. 2 (1998) 253–291 [hep-th/9802150].
[8] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, Gauge theory
correlators from non-critical string theory, Phys. Lett. B428 (1998)
105–114 [hep-th/9802109].
[9] R. Penrose, Any space time as a plane wave as a limit, in Differential
Geometry and Relativity, pp. 271–275. Reidel, Dordrecht, 1976.
[10] R. Gueven, Plane wave limits and T-duality, Phys. Lett. B482 (2000)
255–263 [hep-th/0005061].
[11] J. Kowalski-Glikman, Vacuum states in supersymmetric Kaluza-Klein
theory, Phys. Lett. B134 (1984) 194–196.
[12] M. Blau, J. Figueroa-O’Farril, C. Hull and G. Papadopoulos, A new
maximally supersymmetric background of type IIB superstring theory,
JHEP 01 (2002) 047 [hep-th/0110242].
82 BIBLIOGRAFIA
[13] M. Blau, J. Figueroa-O’Farrill, C. Hull and G. Papadopoulos, Penrose
limits and maximal supersymmetry, Class. Quant. Grav. 19 (2002)
L87–L95 [hep-th/0201081].
[14] R. R. Metsaev and A. A. Tseytlin, Exactly solvable model of
superstring in plane wave Ramond-Ramond background, Phys. Rev.
D65 (2002) 126004–126023 [hep-th/0202109].
[15] D. Berenstein, J. M. Maldacena and H. Nastase, Strings in flat space
and pp waves from N = 4 super Yang Mills, JHEP 04 (2002) 013
[hep-th/0202021].
[16] M. Blau, J. Figueroa-O’Farrill and G. Papadopoulos, Penrose limits,
supergravity and brane dynamics, Class. Quant. Grav. 19 (2002)
4753–4805 [hep-th/0202111].
[17] M. Billo, D. Fabbri, P. Fre´, P. Merlatti and A. Zaffaroni, Rings of short
N = 3 superfields in three dimensions and M-theory on AdS4 ×N010,
Class. Quant. Grav. 18 (2001) 1269–1290 [hep-th/0005219].
[18] C. Ahn, Penrose limit of AdS4 ×N010 and N = 3 gauge theory, Mod.
Phys. Lett. A17 (2002) 1847–1860 [hep-th/0206176].
[19] R. Geroch, Limits of spacetimes, Commun. Math. Phys. 13 (1969)
180–193.
[20] R. M. Wald, General Relativity. The University of Chicago Press,
Chicago, 1984.
[21] S. Kobayashi and K. Nomizu, Foundations of Differential Geometry.
John Wiley & Sons, New York, 1963.
[22] R. Penrose, Techniques of Differential Topology in Relativity. SIAM,
Philadelphia, 1972.
[23] M. Blau and M. O’Loughlin, Homogeneous plane waves, Nucl. Phys.
B654 (2003) 135–176 [hep-th/0212135].
[24] H. Bondi, F. A. E. Pirani and I. Robinson, Gravitational waves in
general relativity III. Exact plane waves, Proc. Roy. Soc. A 251 (1959)
519–533.
[25] E. Ino¨nu¨ and E. P. Wigner, On the contraction of groups and they
representations, Proc. Natl. Acad. Sci. 39 (1953) 510–524.
BIBLIOGRAFIA 83
[26] S. W. Hawking and G. F. R. Ellis, The Large Scale Structure of
Space-Time. Cambridge Univ. Press, Cambridge, 1973.
[27] F. A. E. Pirani, Gravitational waves in general relativity IV. The
gravitational field of a fast moving particle, Proc. Roy. Soc. A 252
(1959) 96–101.
[28] L. Castellani, R. D’Auria and P. Fre´, Supergravity and Superstrings: a
Geometric Perspective. World Scientific, Singapore, 1991.
[29] J. Figueroa-O’Farrill and G. Papadopoulos, Homogeneous fluxes,
branes and a maximally supersymmetric solution of M-theory, JHEP
08 (2001) 036 [hep-th/0105308].
[30] P. G. O. Freund and M. A. Rubin, Dynamics of dimentional reduction,
Phys. Lett. B97 (1980) 233–235.
[31] E. Witten, Search for a realistic Kaluza-Klein theory, Nucl. Phys.
B186 (1981) 412–427.
[32] L. Castellani, L. J. Romans and N. P. Warner, A classification of
compactifying solutions for D = 11 supergravity, Nucl. Phys. B241
(1984) 429–462.
[33] P. van Nieuwenhuizen, General theory of coset manifolds and
antisymmetric tensors applied to Kaluza-Klein supergravity, in
Supersymmetry and supergravity ’84, Proceedings of the Trieste Spring
School 1984 (B. de Wit, P. Fayet and P. van Nieuwenhuizen, eds.),
pp. 239–323. World Scientific, Singapore, 1984.
[34] L. Castellani, L. J. Romans and N. P. Warner, Symmetries of coset
spaces and Kaluza-Klein supergravity, Annals of Phys. 157 (1984)
394–407.
[35] L. Castellani, R. D’Auria and P. Fre´, SU(3)⊗ SU(2)⊗ U(1) from
D = 11 supergravity, Nucl. Phys. B239 (1984) 610–652.
[36] M. Hatsuda, K. Kamimura and M. Sakaguchi, From super-AdS5 × S5
algebra to super-pp-wave algebra, Nucl. Phys. B632 (2002) 114–120
[hep-th/0202190].
[37] M. Hatsuda, K. Kamimura and M. Sakaguchi, Super-pp-wave algebra
from super-AdS × S algebras in eleven-dimensions, Nucl. Phys. B637
(2002) 168–176 [hep-th/0204002].
84 BIBLIOGRAFIA
[38] L. Castellani and L. J. Romans, N = 3 and N = 1 supersymmetry in a
new class of solutions for D = 11 supergravity, Nucl. Phys. B238
(1984) 683–701.
[39] L. Castellani, On G/H geometry and its use in M-theory
compactifications, Annals Phys. 287 (2001) 1–13 [hep-th/9912277].
[40] P. Fre´, L. Gualtieri and P. Termonia, The structure of N = 3 multiplets
in AdS4 and the complete Osp(3|4)× SU(3) spectrum of M-theory on
AdS4 ×N010, Phys. Lett. B471 (1999) 27–38 [hep-th/9909188].
[41] P. Termonia, The complete N = 3 Kaluza-Klein spectrum of D = 11
supergravity on AdS4 ×N010, Nucl. Phys. B577 (2000) 341–389
[hep-th/9909137].
[42] R. D’Auria and P. Fre´, On the fermion mass spectrum of Kaluza-Klein
supergravity, Ann. Phys. 157 (1984) 1–100.
[43] R. D’Auria and P. Fre´, Universal Bose-Fermi mass relations in
Kaluza-Klein supergravity and harmonic analysis on coset manifolds
with killing spinors, Ann. Phys. 162 (1985) 372–412.
[44] S. Fernando, M. Gunaydin and S. Hyun, Oscillator construction of
spectra of pp-wave superalgebras in eleven dimensions,
hep-th/0411281.
[45] F. A. E. Pirani, Invariant formulation of gravitational radiation theory,
Phys. Rev. 105 (1957) 1089–1099.
[46] J. N. Goldberg and R. P. Kerr, Some applications of the
infinitesimal-holonomy group to the Petrov classification of Einstein
spaces, J. Math. Phys. 2 (1961) 327–332.
