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Simulation of the dynamics of ion-bombarded surfaces 
on a desktop computer 
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(Received 8 September 1988; accepted 16 March 1989) 
It is showt?- that desktop computers are excellent tools for carrying out the detailed calculations 
m The high-quality graphical capabilities of these 
machmes presentations of dynamically evolving collision cascades which 
can help provide new msights mto the mechanisms by which atoms are ejected. 
INTRODUCTION 
The availability of new, fast desktop computers, such as 
those using the 80386 chips or the 68000 series, means that 
many problems in computational physics which previously 
could only run as batch jobs on mainframe computers can 
now be run in the office with greater flexibility and ease. 
These 32 bit machines are ideal for many problems in com-
putational physics and are arguably much better research 
tools than the traditional mainframe computer. If greater 
power than that provided by a desktop computer is re-
quired, supercomputers can provide it. 
Molecular dynamics calculations of atomic collision 
cascades in solids are an example which illustrates some of 
the advantages of these machines. Sputtering simulations 1 
require the accumulation of data from a large number of 
similar calculations. Atom ejection mechanisms are com-
plex and their explanation is made easier using a graphical 
display. 
One advantage of a desktop machine is that, in addi-
tion to greater user control, windowing and other features 
allow greater insight into the progress of a calculation. This 
control is not possible on a multiuser machine where jobs 
are queued and run in batch or where the machine is shared 
with other users. Speed and storage have always been ma-
jor restrictions in the past, but now desktop machines have 
speeds comparable to some mainframes and sufficient stor-
age to simulate large-scale systems. The 68020 Macintosh 
II, using the Absoft FORTRAN compiler, runs at about a 
fifth of the speed of an IBM 3033 using VS FOR TRAN and 
the compiler option "opt = 2" for the molecular dynamics 
simulations described in this paper. The Macintosh II has 
excellent color capabilities and allows windowing to main-
tain both a numerical and graphical display of the calcula-
tion as it progresses. Dynamical graphics can be achieved 
by using the machine's capabilities to create unions of re-
gions on the screen, clip regions, and off-screen bitmap-
ping, which give the impression of "real time" three-di-
mensional moving images. Graphical displays are useful in 
many computational physics simulations, especially when 
the user can interact with them. The Macintosh system is 
•>On leave from Loughborough University, LEI I 3TU, United King-
dom. 
h> Deceased 24 August 1988. 
designed precisely to allow this kind of user interaction. 
Particle types can be represented by circles and patterns, 
while color and size can be used to illustrate other physical 
properties such as state, energy, or depth. Flaws in the pro-
grams can often be seen and identified more easily from the 
graphical display, rather than from reams of numbers. The 
presentations are also useful for identifying three-dimen-
sional symmetries in cascades, which are difficult to deter-
mine from printed output. 
A second advantage of the desktop machine is in its 
ability to post-process cascades. With, for example, an 80 
MB hard disk, there is sufficient space to store information 
from a large number of cascades. The programs can be run 
on larger, faster computers if necessary and cascade infor-
mation transferred to the desktop machine for detailed ex-
amination. 
We use both approaches. The first is useful in the ini-
tial stages of a research project, the latter is more useful 
when a program has been fully developed. 
The of color graphics in the study of evolving 
cascades was first demonstrated in 19832•3 in a study of 
sputtering (the ejection of atoms from a target by bom-
ions). A color movie was made by superimposing 
still pictures of the target crystal as time evolved. This mov-
ie has proved useful in analyzing ion ejection mechanisms 
and pit formulation on a surface. Often visualization of 
complex calculations is required to communicate the re-
sults of one's research to the outside world. Molecular dy-
namics give an excellent example of this point. 
This paper presents some graphical results of sputter-
ing calculations on pure crystal surfaces, and shows the 
of the small computer in this area. The paper does 
not mtend to present a review of the simulation method 
(see, for example, Ref. 1 ), but some background is neces-
sary to follow the presentation. In brief, the simulation is 
performed by assuming the laws of classical mechanics for 
the particle motion, using results from quantum mechanics 
and experiments to define the interaction forces between 
the particles. 
I. THE INTERACTION POTENTIALS 
Here the particle interactions are described both by pair 
potentials1 and by many-body potentials.4•5 The repulsive 
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pair potentials for the interactions are assumed to be modi-
fied Moliere potentials of the form 
U(r) = (Z1Z 2e2/r)</J(r/a), 
where 
and 
</J(x) = 0.35 exp( - 0.3x) + 0.55 exp( - l.2x) 
+ 0.10 exp( - 6.0x) 
a= 0.8853aof( /(Z :12 + z i12 ) 213• 
In the above expressions a0 is the Bohr radius, Z 1 and Z 2 
are the atomic numbers of the interacting particles, e the 
electronic charge, and r the particle separation. In the pair 
potential formalism the constant K allows the Moliere po-
tential function to be joined smoothly to a Morse potential 
U(r) =DE(exp[-2/3(r-RE)] -2exp[/3(r-RE)]), 
which represents the binding of the atoms into a solid mate-
rial. Here DE is the attractive well depth in eV, RE is the 
equilibrium separation of the pair (nm), and f3 is a fitting 
parameter (nm - 1). Further information on the form of 
these potentials is given in Ref. 1. 
These "screened Coulomb" potentials behave like a 
classical l!r potential function for small values of the sepa-
ration r between particles. For larger distances the interac-
tion potential of the target atoms contains an attractive 
part. Pair potentials have been successful in simulating cas-
cades in fee metals, but for covalent materials such as sili-
con a many-body potential formalism must be used4 in-
stead of the Morse potential. The one used by the authors is 
due to Tersoff,5 where the total potential energy E has the 
form 
where r;j is the distance between atoms i and j, VR is a 
repulsive term, VA is an attractive term, and Bij is a many-
body term that depends on the positions of atoms i and j 
and the neighbors of atom i. Like the Morse potential, this 
is insufficiently repulsive at small distances and the repul-
sive pair part VR is smoothly connected to the Moliere 
potential for close particle separation. 
11. CHOICE OF ALGORITHM 
In sputtering calculations, the collisions are "hard" and a 
number of important considerations arise that may be dif-
ferent from molecular dynamics calculations involving 
some liquid simulations. In this context "hard" refers to 
those interactions where colliding particles attain a high 
relative potential energy. The kinetic energy of the incom-
ing particle provides an upper bound for this interaction. In 
a typical cascade there are many "hard" interactions early 
on. For liquid simulations, the interaction distance 
between particles is larger and "soft," less energetic colli-
sions occur, and the numerical integration can often be 
carried out using a fixed integration step size. In a cascade, 
the energy is initially assigned to one particle and becomes 
distributed among the collisional partners. Therefore it is 
best not to use a fixed step size for the numerical integration 
of the equations of motion and the step size is adjusted as 
the cascade continues to be commensurate with the maxi-
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mum forces and energy transfers in the cascade. In addi-
tion it is the speed of the computation rather than memory 
that is the primary consideration in designing an algorithm 
for a small computer. 
Because of the way in which the energy is transferred 
in the cascade, it is not sensible to involve every particle in 
the target in the integration of the equations of motion. 
Particles only become involved in the calculation when 
they fall within the sphere of influence of another moving 
particle. For calculations on a serial computer, with no 
vector or parallel capabilities, the efficiency of the algo-
rithm is dominated by the choice of integration algorithm 
and the way in which the neighbor list of moving atoms is 
determined and updated. These two aspects are discussed 
in detail separately. 1·4•6 Reference 6 tests a number of algo-
rithms on different problems; Ref. 1 describes the moving 
atom logic that only integrates the trajectories for those 
atoms that have been hit by another moving atom. Refer-
ence 4 describes the application of this moving atom logic 
to sputtering calculations of silicon. The moving atom logic 
can speed up the calculations by a factor of 3 or more from 
a full molecular dynamics simulation4 and is therefore par-
ticularly appropriate for a small computer where speed is 
of the essence. 
The integration algorithm that was found to be the 
most appropriate after a series of exhaustive tests was a 
multistep algorithm which evaluates the forces only once 
per time step and is 
rn+ I= rn + vniltn + [ (3 + R)an -Ran- I 
(
(3+2R)an+l v -v + n+I - n (l+R) 
+(3+R)a _ n-1 __ n, R 
2a ) ilt 2 
n (l+R) 6 
where r n' v n' and an are the position, velocity, and accelera-
tion vectors at the nth time step whose increment is Lltn, 
and R is the time step ratio Llt n I at n - I . 
This algorithm is equivalent to the Adams-Moulton 
method for v with a fixed step size and requires that the 
forces and positions be stored over two time steps. The 
neighbor list of moving atoms can be updated in two differ-
ent ways. One method is to calculate a fixed crystal target 
before any trajectory calculations are performed and to 
store the positions of the target atoms. The other is to cal-
culate the positions of the neighbors in the crystal as the 
cascade evolves. The first method can be expensive in stor-
age and therefore limits the size of target that can be han-
dled. The second allows the calculation of deeper trajector-
ies but can be expensive in computing time for fee 
materials. 
With our current QDYN 1 program, a 2MB Macin-
tosh II can simulate a system that contains up to 14 000 
moving atoms. 
Ill. PROGRAMMING STYLE 
The new style of computer which provides pull-down 
menus and dialogue boxes requires a new way of thinking 
for traditional scientific programmers. The initial ap-
proach in running the cascades was to use a standard 
FORTRAN program with some color graphics output to 
the screen as the calculation proceeded. This was very use-
ful in the early stages of program development. However, 
this approach proved to be fairly cumbersome for produc-
tion runs and it was difficult to change the display or other 
program parameters. To make better use of the new fea-
tures it was decided to post-process the data output from 
the calculations. 
One of the more unusual aspects of a Macintosh style 
program is that the main program segment is often com-
prised of an event loop whose primary purpose is to do 
nothing and to wait for the user to interact with the com-
puter. This interaction is done either by hitting a key or by 
clicking the mouse in one of the windows or the menu bar 
and is especially useful in post-processing data. Most 
FORTRAN programs do not proceed in this way and so 
although the cascade calculations were carried out in 
FORTRAN, the post-processing was performed using 
MPW Pascal. Data from both mainframe and Macintosh 
runs have been analyzed with a post-processor program. 
The post-processor converts the output data, consisting of 
the position and energy of the particle, into a color picture. 
The color picture can be stored on disk as a "pict" file 
containing all the three-dimensional drawing operations or 
as a pixel-mapped image. The full three-dimensional na-
ture of the image is presented each time a picture is drawn 
in the first method. In the second case, only the final color 
image is drawn. The first method enables depth informa-
tion to be seen. The second is more useful in "playing back" 
pictures stored on disk to simulate apparent particle mo-
tion. Hours of calculations can thus be presented visually in 
a few minutes. The picture can be rotated and redrawn if 
the viewing direction is unsatisfactory because important 
information is hidden. Scaling can also be adjusted as a 
menu item while the program is in the main event loop. 
Dialogue boxes and menus provide a means of interacting 
with the program to produce the best possible graphical 
display. The damage cascades presented in Fig. 4 illustrate 
the ability of the post-processor to show the lattice damage 
from different perspectives. 
The graphics presented in Fig. 3, which make full use 
of the 8 bit color, have been produced by direct photogra-
phy of the computer screen. Those presented in Figs. 4 and 
5 were printed using a "HP Paintjet" printer. 
IV. SIMULATIONS 
If the positions of all the stationary particles within the 
target are stored, then a 2MB Macintosh II can deal with 
more than enough particles ( :::::: 14 000 in our program) 
than can be realistically handled with existing machine 
speeds. The largest cascade treated by the authors involved 
a target of 11 975 atoms of Cu and a single 20 keV incident 
Ar+ trajectory on the ( 11 3 1) crystal face. Calculation 
time for this trajectory was nearly 5 days and was terminat-
ed when the maximum energy of particles left in motion in 
the target had dropped below 2 eV. This trajectory was an 
example of a "worst case" for surface damage in that a 
senes of collisions early on in the cascade caused the initial-
ly perpendicular momentum to be redirected parallel to the 
surface. This case can be a feature of high-index crystal 
faces close to a major axis, and trajectories such as these 
produce a large contribution to the overall sputtering yield 
from these faces. This trajectory is described in more detail 
in Ref. 7. The target was approximately 42 lattice units 
square and 12.58 lattice units deep, the impact point being 
close to the center of the target. (For Cu 2 lattice 
units= 3.615 A.) Nonetheless, even this large a target was 
not sufficient to contain the cascade totally, and 47 atoms 
left the sides. This single impact also sputtered 134 parti-
cles and 9600 particles were set in motion at the end of the 
cascade. Although the trajectory took nearly 5 days to 
compute, it was performed over a holiday weekend (and on 
a collegue's machine!). It illustrates an advantage of a dedi-
cated desktop machine. On a typical mainframe computer, 
it might have been possible to run the trajectory only by 
reloading the program or by making special arrangements 
with the operators to run longjobs. The number of particles 
set in motion by the cascade when the energy of the highest 
energy particle left in the target is reduced to 2 eV can be 
estimated by dividing this cutoff value into the incident 
energy. This gives a rough estimate for the number of parti-
cles needed to contain the cascade. However, since parti-
cles which exit from the bottom of the target do not usually 
affect sputtering calculations, this estimate is usually an 
upper bound. Such a large target is required only for a few 
trajectories which redirect the momentum of the initial 
particle early on in the cascade. 
The desktop machine has been very useful for the de-
tailed examination of individual ion trajectories. Main-
frame runs have also been carried out to amass data and 
perform routine statistical analyses. By this kind of de-
tailed examination it has been possible to draw the conclu-
sion that as the energy of an impacting ion increases from 1 
to 20 keV, the nature of the sputtering yield changes. For 
the higher energies, a large contribution to the overall yield 
is made by ions incident on only certain specific regions of 
the crystal surface. These trajectories sputter a large num-
ber of atoms. At other impact points, channeling occurs 
and the ion passes deep into the crystal lattice, creating 
very little surface damage. 
Other well-documented effects such as focused colli-
sion sequences can also be simulated, and some color exam-
ples are shown in Fig. 1. This figure gives an example of a 
series of stages in the development of a focused collision 
sequence along a line. The example chosen here is 20 
keV Ar+ bombardment of the (1 0 0) surface of single-
crystal Cu and the incident plane is chosen to be the ( 0 0 1 ) 
plane at normal incidence. The impact point along this di-
rection was chosen to maximize the sputtering yield. The 
surface area of 32 X 20 lattice units is about as big as can be 
handled with reasonably clear computer graphics. The col-
lision sequence sputters 43 atoms from along the initial 
plane of incidence. This sum is made up of 16 atoms from 
the first layer, 11 from the second, 8 from the third, 6 from 
the fourth, and 2 from the fifth. No atoms other than those 
lying in the plane of incidence were sputtered, but the tra-
jectory was not run for long enough time to cool the crystal 
and therefore to determine whether the resulting surface 
damage consisted of a trench of one atom in width, as 
would be expected from the initial locations of the sput-
tered atoms. In order to contain the cascade laterally, a 
target size of at least 50 atoms along the focusing direction 
is required. This size is important because, otherwise, edge 
effects enhance the calculated yield if the cascade expands 
beyond the edge of the target. 
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(a) (d) 
(b) (e) 
(c) (f ) 
FIG. I. On a Macintosh II the RGB color scheme is used whereby colors are assigned coordinates in three-dimensional red, green, blue space with coordinates from 0 to 216 - I. 
Thus black is (0,0,0), white is (2 16 - I, 2 16 - I, 216 - I), red is (2 11' - 1,0,0), etc. For particles within the target, undisturbed atoms are shown as black points; low-energy 
particles are colored red-yellow-white for high energy on a logarithmic scale according to [In ( I + KE) /In ( 2000) ] . Here the kinetic energy ofa particle (KE) is in electr-0n 
volts, and any particle whose kinetic energy is greater than 1999 eV is colored white. Particles which lie above the initial surface are colored from dark blue-cyan-white with 
the same logarithmic scaling. Note that not all particles colored blue are sputtered. They must still have enough energy to escape from the attractive part of the interaction 
potential. This figure shows a series of six snapshots viewed at 16• off normal incidence which depicts a focused collision sequence from a 20 keV Ar+ ion at normal incidence on 
the (I 0 0) face of single-crystal Cu. The particles are colored to represent their energy according to the scheme given above. The striped particle is the incident ion. Only 
particles that come within the sphere of influence of a moving particle are colored. The centers of undisturbed particles are colored as black dots. The time sequence is 
femtoseconds (10-" s) is (a) 8 fs, (b) 20fs, (c) 40fs, (d) 86 fs, (e) 134fs, and (f) 174fs. The incident ion is reflectedandafter4fs leaves the target, but imparts> 18 keV of ki-
netic energy to the primary recoil which eventually leaves the bottom of the target. The primary recoil attains some lateral momentum and dissipates its energy along the 
focusing direction. 




For a lower energy of 1 keV but with a geometrically 
similar collision point, the cascade develops much less in 
lateral extent. Attempts to maximize the yield by adjusting 
the impact point along this line resulted in no significant 
increase in the sputteri,ig yield or the lateral dimensions of 
the cascade. At 1 keV, the maximum yield along the sym-
metry line was seven atoms. A set of simulations that illus-
trate the development of this cascade are given in Fig. 2. 
Figures 1 and 2, although special cases, illustrate an impor-
tant point about the dependence of sputtering yields with 
energy. As the energy increases, large riumbers of particles 
can be sputtered from certain initial impact points but the 
overall calculated yields at higher energies are often less, 
(d) 
(e) 
FIG. 2. Five same la11ice and lhe same rela1i vc im pact point as in Fig. 
I but for a I kcV rnc1den1 ion. T he color scheme is lhe same as fo r Fig. I. The lime 
sequence is (a) !9fs, (b) 40fs, (c) 74 fs, (d) 158 fs, (c) 243 fs. In 1h iscase 1hc 1argct 
1s of sufficient size to conlain 1he cascade lalerall y. 
due to ions which travel deep into the lattice before losing 
their energy. 
Figure 3 shows a cascade on the ( 11 3 1 ) face of Cu. 
This face was chosen for study because it is a high-index 
crystal surface close to the ( 1 0 0) face and it is known to 
develop peculiar topographical structures after high 
doses. 8•9 The target consisted of 1616 atoms, 22 X 22 lattice 
units square and 6.58 lattice units deep. The trajectory cho-
sen for illustration is one which is not contained laterally in 
a target of this size, and the ion sputters large numbers of 
atoms. It is the trajectory with the same initial conditions 
as the 5 day calculation referred to earlier, but run on a 
smaller target. Megatrajectories such as these are inherent-






ly chaotic as small changes in the initial conditions (such as 
impact point or particle energy) result in different sput-
tered particles, although the calculated sputtering yields do 
not change radically. Symplectic integrators can improve 
the accuracy of the calculation, but so far these have only 
been used on small-scale Hamiltonian systems. In addition, 
thermal vibrations in a crystal lattice always result in some 
uncertainty in the atomic positions of the crystal atoms. 
Visual representations can also be used to show the 
differences between the initial and final positions of parti-
cles in a cascade. Figure 4 illustrates the positional changes 
for the bombardment of Si ( 1 0 0) surface. Here color is 
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(d) 
(e) 
0 0 0 
Oo 0 0 
FIG. 3. A sequence of five snapshots showing the development of a cascade follow· 
ing bombardment of a 20 keV Ar + ion at normal incidence on the ( 11 3 I) face of 
si ngle-crystal Cu. The particles are colored using the same color scheme as in Fig. I. 
The viewing angle is now 86• from normal. The time sequence is (a) 21 fs, (b) 49 fs, 
(c) 149 fs, (d) 232 fs , and (e) 345 fs . Most of the spunering has taken place by 
I = 345 fs, at which ti me over 70 atoms have been ejected from the surface. The ion 
has lost most of its energy, down to 163 eV. Forty-four particles have left the boltom 
urfaceofthe target and thirty-one from the sides. For this trajectory, collisions early 
on in the cascade transfer most of the momentum parallel to the surface so that most 
of the incident ion"s 20 keV of energy is deposi ted near the surface, causing a high 
spunering yield. 
used to distinguish between particle type. By judicious 
choice of the viewing angle, some excellent pictures can be 
drawn which illustrate the structure of the cascade. 
Three-dimensional graphical representations of dy-
namic collision cascades may be aesthetically pleasing, but 
there are a number of important physical effects which the 
graphical representations have helped elucidate. The infor-
mation contained in the sequence in Fig. 1 was initially 
obtained in printed form. Only when a dynamic color sim-
ulation of the cascade was observed did the full symmetries 
of the focused sputtering sequence become apparent and 
the means by which energy transfer in the cascade had oc-
(a) (c) 
................ .. 
·. ·. . . · .·. . ·. ·. ·. · . . ·. . ·. ·. ·. . . ·. .. · . ·. ·. . · .·. ·. . . 
·. . · . ·. · . . ·. ·. ·. ·. ·. ·. ·. ·. ·. ·. ·. ·. . ·. ·. . ·. ·. 
. · . ·. ·. ·. ·. ·. . ·. . ·. ·. ·. ·. ·. ·. ·. ·. ·. ·. . . ... · ..
FIG. 4. Cascades from an Ar ion impacting at normal incidence on the (I 00) face of Si at I keV. The lines join the particles to their original positions in the lattice. The original 
lattice sites are drawn in dark blue. The viewing angles from normal are (a) 66°, ( b) 72°, ( c) 85°, and ( d) 27'. The disturbed atoms are shown in red and the ion in green. 
curred. The ability to color particles by type and energy 
shows that it is not the primary incoming particle which 
causes atom ejection from the crystal, but a number of 
high-energy secondary knock-ons. The graphical presenta-
tion of the trajectories in Fig. 3 also show that a high yield 
occurs as a result of early collsions which redirect the initial 
perpendicular momentum of the incoming ion parallel to 
the surface. For this simulation three atoms with energies 
in excess of 1 keV tunnel just below the surface and deposit 
energy near the surface over a wide area. Analysis of a large 
target shows this area to be > 100 A square. 
Figure 5 illustrates how the computer can be used to 
gain insight into the ejection mechansims for ion bombard-
ment of covalent materials, in this case Ar bombardment of 
Si. Only recently have the potentials5 been available for 
modeling these materials. The simulations have helped to 
illustrate that different ejection mechanisms occur in the 
more open semiconductor lattices than for fee metals. It 
can be demonstrated4 that direct neighbor/neighbor hits 
are important mechanisms by which atoms eject. For fee 
metals it is channeling and blocking by surface atoms that 
dominate the angular ejection distributions. Figure 5 
shows stages in the ejection of a single atom along the 
( 100) direction. The important collision which causes 
ejection is shown in Fig. 5(b) . For the depicted ( 110) face 
of Si in the diamond lattice structure, the calculated sput-
tering yield turned out to be 0.43 per incoming ion at 1 ke V 
bombardment energy and there were many ion trajectories 
that did not emit any atoms. These calculations are con-
trasted with those for fee metals where the yields are gener-
ally much higher. 
The graphical representations of collision cascades 
presented here have been used in the study of surface mor-
phological effects of metals and in the determination of the 
mechanism of ejection in semiconductor bombardment. 
There are many more potential applications for these kind 
of simulations in surface physics and chemistry, such as in 
the study of surface chemical reactions and surface recon-
struction. Fast, high-quality graphics workstations will be-
come extremely important in the study of these complex 
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I•) 
(b) 
·• .. ge•o .. . ' . . .. 
.. •· .. • •• •• •• .  .. ·• 
le) 
(d) 
•· •• •• • • ••• •• .. .. .. .. .. .. •· •· . .. .. le .• .  ..... . . .. .., . .,_ , .... . . ...... . . ·• .. .... ·• . ............ . . .. ..... .,,. .. .... , ... .. . . .. ..,. . . . .. •· 
FIG. 5. Snapshots in time of a collision cascade on Si ( 11 0). The cascade is viewed above the surface layer. The blue dots represent the unmoving atoms. The largerofthese dots 
represent the first layer atoms. Frames are shown at (a) !Ofs, (b) 18 fs, (c) 64 fs, and (d) 134 fs . The atoms sizes of the moving atoms (shown in red) decrease with increasing 
energy for three discrete energy ranges of < lOeV, < IOOeV, arid > 100 eV. The atom that will ultimately eject is flagged with hatching before it ejects and a stippled pattern 
after ejection. This is a collision sequence where bombarding argon ion (shown in green) strikes a surface Si atom. This Si atom reflects off a second layer atom and strikes 
another surface Si atom thereby ejecting it. 
phenomena. However, desktop computers are also rela-
tively inexpensive tools that can greatly assist in these stud-
ies. 
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