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Setiap tanaman memiliki daun dengan bentuk dan ukuran yang berbeda. Meskipun demikian, mata 
manusia memiliki kesulitan untuk mengidentifikasi dengan tepat jenis tanaman hanya berdasarkan dari 
daunnya saja. Pada penelitian ini digunakan "Supervised Learning” untuk membantu mengenali jenis 
tanaman berdasarkan daunnya. Pertama-tama sejumlah daun akan difoto, lalu foto tersebut akan di-
resize menjadi citra baru dengan ukuran tertentu, kemudian dimasukkan ke dalam dataset. Lalu citra 
akan dikonversi menjadi matriks dimana matriks ini akan dimasukkan ke dalam algoritma CNN 
(Convolutional Neural Network). Pada algoritma CNN, matriks tersebut akan digunakan untuk 
mengekstraksi fitur yang ada pada citra menggunakan beberapa filter yang sebelumnya telah 
ditentukan menggunakan metode konvolusi. Lalu hasil konvolusi tersebut akan digunakan untuk 
pelatihan menggunakan algoritma feedforward dan backpropagation untuk mendapatkan data weight 
dan bias yang optimal. Setelah itu dilakukan proses test dimana citra uji akan melalui proses konvolusi. 
Hasil konvolusi akan diklasifikasi menggunakan algoritma feedforward berdasarkan data weight dan 
bias yang sudah didapatkan dari proses training sebelumnya. Pengujian dilakukan dengan 375 gambar 
daun: 250 citra sebagai data training (latih), dan 125 citra sebagai data test (uji). Hasil pengujian 
menunjukkan algoritma CNN memiliki tingkat akurasi yang baik dalam pengidentifikasian piksel dan 
dapat mengenali setiap jenis daun yang ada. Pengujian ini menghasilkan tingkat akurasi 76%. Dari 
hasil pengujian dapat dinyatakan bahwa pada penelitian ini CNN adalah classifier terbaik. 
Kata kunci—Identifikasi Jenis Daun, Supervised Classification, Deep Learning, CNN  
 
Abstract 
Each plant has different shape and size of leaf. Nontheless, human eye has difficulty in identifying 
accurately plant type just based on the leaf only. In this research, "Supervised Learning" is used to assist 
in identifying plant type based on the leaf. Firstly, some leaves will be photoed, then the photo will be 
resized into a new image with certain size, then inserted into a dataset. Next, the image will be converted 
into matrix which will be inserted into CNN (Convolutional Neural Network) algorithm. In CNN 
algorithm, the matrix will be used to extract features in the image using some filters which has been 
determined by using convolution method. Then, the convolution result will be used for training using 
feedforward and backpropagation algorithm to obtain optimum weight and bias data. Then, testing 
process will be made in which the test image will undergo convolution process. The convolution will be 
classified using feedforward algorithm based on the weight and bias data obtained from the previous 
training process. Testing will be made using 375 leaf images: 250 images as training data and 125 
image as testing data. The training result shows CNN algorithm has a good accuracy rate in pixel 
identification and able to identify each available leaf. This test result has 76% accuracy rate. From the 
test result, it can be stated that CNN is the best classifier in this research. 
Keywords—Leaf Type Identification, Supervised Classification, Deep Learning, CNN  
 
1. PENDAHULUAN 








Dalam kehidupan sehari-hari, manusia sering melihat tanaman di sekitar nya dengan ciri-ciri 
yang beraneka ragam. Tetapi saat ini masih banyak orang-orang yang belum sanggup membedakan jenis 
tanaman. Hal ini dikarenakan terdapat beberapa tanaman yang memiliki ciri yang sama dan terbatasnya 
kemampuan manusia dalam membedakan jenis dari tanaman. Jenis dari tanaman dapat dikenal 
berdasarkan ciri-ciri unik yang terdapat pada tanaman tersebut. Ciri-ciri tersebut dapat berupa buah, 
kulit pohon, ataupun daunnya. Namun semua tanaman belum tentu memiliki buah, sedangkan kulit 
pohon relatif sulit dibedakan, karena itu daun merupakan salah satu ciri tanaman yang dapat digunakan 
untuk mengenali jenis tanaman karena setiap tanaman memiliki daun dan lebih mudah dibedakan 
dibandingkan dengan kulit pohon [1]. 
Sebelumnya, ada juga penelitian-penelitian yang sudah dilakukan misalnya “Pengenalan 
Bentuk Daun dengan menggunakan metode Kombinasi Transformasi Wavelet dan Interpolasi 
Gaussian” dengan tingkat akurasi 93% [2] namun perlu dilakukan ekstraksi bentuk, tulang dan kurang 
sensitive terhadap informasi warna daun sehingga jika warna daun bukan hijau akan ada kemungkinan 
tingkat akurasi akan berkurang.  Penelitian berikutnya yaitu “Algoritma Pengenalan Daun yang Efisien 
untuk Klasifikasi Pada Tanaman menggunakan Support Vector Machine” menghasilkan tingkat akurasi 
96%. Namun penelitian ini masih memerlukan ekstraksi fitur geometri daun dan fitur morfologi. Selain 
itu harus dilakukan lagi minimalisasi input menggunakan PCA (Principal Component Analysis) dimana 
cara tersebut membutuhkan biaya komputasi yang besar [3]. 
Machine Learning merupakan suatu algoritma yang mengolah data, mempelajari data tersebut, 
dan menerapkan apa yang telah dipelajari untuk membuat sebuah keputusan. Deep Learning merupakan 
bagian dari Machine Learning yang di rancang untuk terus menganalisis suatu data dengan struktur 
logika yang mirip dengan bagaimana manusia mengambil keputusan [4]. Convolutional Neural Network 
(CNN) merupakan salah satu metode Deep Learning yang digunakan untuk medeteksi dan mengenali 
sebuah objek pada citra digital. Kemampuan CNN di klaim sebagai model terbaik untuk memecahkan 
permasalahan Object Detection dan Object Recognition. Pada tahun 2012, penelitian tentang CNN dapat 
melakukan pengenalan citra digital dengan akurasi yang menyaingi manusia pada dataset tertentu [5]. 
Dalam penelitian ini dilakukan pengujian terhadap citra 2D, kemudian dilakukan proses 
pengecilan (rezise) citra daun. Setelah itu citra yang telah melalui tahap rezise akan diklasifikasi 
menggunakan algoritma Convolutional Neural Network (CNN) dimana terdapat layer convolution untuk 
memperkecil data pada citra, layer flatten untuk ekstraksi fitur dari citra yang dikonvolusi, dan Fully 
Connected Layer yang mana akan melakukan pelatihan dan pengujian fitur menggunakan algoritma feed 
forward dan back propagation. 
Batasan masalah yang dipergunakan untuk menyelesaikan penelitian ini adalah: 
1. Objek penelitian adalah satu helai daun dalam bentuk citra digital. 
2. Dataset daun diambil dari website resmi Computer Vision Laboratory yang menyediakan beberapa 
dataset untuk keperluan machine learning (Swedish Leaf Dataset, 2016). 
3. Jumlah jenis daun dari dataset terdiri dari 5 kelas daun dan berjumlah 375 gambar daun. 5 kelas 
masing-masing berjumlah 50 untuk data training dan 25 untuk data test. Daun yang akan kita 
gunakan dalam penelitian ini berjumlah 5 daun. Kelima daun tersebut adalah sebagai berikut: 













Gambar 1 Jenis Daun dalam Penelitian 
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4. Daun yang dideteksi adalah daun lengkap (memiliki tulang daun dan bentuk daun). 
5. Daun yang akan digunakan pada penelitian ini adalah daun yang telah diletakkan di sebuah bidang 
monochrome. 
6. Penelitian pada jenis tanaman berbasis daun ini hanya dilakukan pada 5 (lima) jenis tanpa ada 
melibatkan gambar yang tidak dikenal. 
2. METODE PENELITIAN 
2.1 Analisis Proses 
Sistem deteksi dan pengenalan jenis daun yang dikembangkan pada penelitian ini dapat 
dimodelkan dengan flowchart yang terdapat pada Gambar berikut: 
 
   (a)                            (b) 
Gambar 2 Flowchart Sistem (a) Training dan (b) Test  
Pada gambar 2, terdapat dua alur proses, alur proses (a) adalah alur proses sistem data training 
dan (b) data test. Pada permulaan dari kedua alur proses, baik citra uji dan citra test akan dimuat untuk 
masuk ke tahap Preprocessing. Pada tahap ini dilakukan resize gambar pada citra test maupun citra 








training. Setelah citra melewati tahap preprocessing, citra akan melalui proses convolution, dimana pada 
tahap ini citra akan direpresentasikan dalam bentuk matriks 2 dimensi yang mana akan dilakukan 
perhitungan dot product dengan filter yang telah ditentukan. Setelah proses convolution selesai 
dilakukan, tiap nilai elemen dari hasil Convolution akan menggunakan fungsi aktivasi ReLU (Rectified 
Linear Unit). Setelah proses Convolution dan ReLU, hasil matriks dari proses sebelumnya akan 
dilakukan pooling, dimana jenis pooling yang digunakan di tahap ini adalah max pooling untuk 
mengambil nilai terbesar dari area matriks dan mengumpulkannya menjadi suatu matriks baru dengan 
ukuran yang lebih kecil. Setelah itu, dilakukan proses flatten, dimana matriks 2 dimensi yang dihasilkan 
di tahap pooling akan diubah menjadi satu baris array, lalu data citra training yang di-flatten akan 
disimpan ke notepad yang akan diakses oleh proses training sedangkan data citra test yang di-flatten 
akan langsung di lewatkan ke proses citra selanjutnya. 
Pada proses (a), hasil dari proses flatten pada citra traning akan dilanjutkan ke proses Fully 
Connected Layer. Pada tahap ini data flatten pada citra pelatihan yang disimpan di notepad akan di-
traning dengan algoritma ANN (Artificial Neural Network) yang mana proses pelatihan meliputi tahap 
feed forward untuk menentukan nilai neuron berdasarkan target yang dituju dan backpropagation untuk 
menentukan weight dan bias berdasarkan jumlah iterasi pelatihan (epoch) dan learning rate yang mana 
meruapakan parameter tambahan yang diperlukan agar neuron yang dihasilkan pada tahap feed forward 
mendekati target dengan error seminim mungkin, hasil pelatihan berupa nilai weight (w) dan bias (b) 
yang akan digunakan untuk mengklasifikasikan tanaman. 
Pada proses (b), hasil dari proses flatten akan citra test akan dilakukan proses klasifikasi, 
sebelum melakukan proses klasifikasi akan dilakukan pengecekan apakah data training sudah dilatih 
atau belum. Setelah melakukan pengecekan, hasil dari proses flatten citra test akan diklasifikasi 
menggunakan feed forward. Hasil akhir akan ditampilkan pada sistem. Penjelasan ringkas mengenai 
tahapan yang dilakukan akan dijelaskan sebagai berikut: 
1. Memuat dataset citra 
Disiapkan sebuah dataset yang terdiri dari dataset citra training dan dataset citra test. Masing-masing 
dataset berupa beberapa citra RGB, kemudian citra ini direpresentasikan ke dalam bentuk matriks 3 
channel (Red, Green, Blue). 
2. Preprocessing 
Tahap ini bertujuan untuk memperkecil (rezise) tiap citra yang ada menjadi ukuran tertentu agar 
mirip dan memudahkan proses selanjutnya. 
3. Convolution & ReLU 
Citra yang telah di-processing dari tahap sebelumnya akan dilakukan proses convolution. Dimana 
pada tahap ini, citra akan digambarkan dalam bentuk matriks yang terdiri dari angka 0 sampai 255. 
Lalu, citra akan di konvolusi (convolution) dengan beberapa filter yang mana hasilnya akan 
diteruskan pada proses ReLU yang dilakukan dengan mengubah setiap elemen citra konvolusi yang 
bernilai dibawah 0 (minus/negatif) diubah atau dimutlakan menjadi 0 (nol). 
4. Pooling layer 
Membagikan nilai output dari convolution layer menjadi beberapa kotak kecil, kemudian 
mengambil nilai maksimal dari setiap kotak untuk menyusun matriks citra yang telah ditentukan 
untuk mengurangi dimensi fitur matriks. 
5. Flatten 
Mengubah nilai masukan menjadi sebuah nilai array hasil pooling. Setiap hasil dari proses Pooling 
Layer akan diubah ke dalam array satu dimensi. 
6. Fully Connected Layer 
Proses dimana matriks yang sudah di-flatten dimasukkan untuk melewati jaringan neuron agar dapat 
memprediksi probabilitas keluaran Nilai flatten dari proses akan digunakan untuk melatih neural 
network. 
2.2 Analisis Kebutuhan Fungsional 
Hubungan antara fungsi-fungsi diatas dapat digambarkan dalam bentuk use case diagram 
seperti terlihat pada gambar berikut ini: 
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Gambar 3 Use Case System 
 
Pada Gambar 3 menunjukkan hal yang dapat dilakukan oleh user di dalam sistem. Hal-hal 
tersebut antara lain: 
a. Menginput data citra uji coba 
b. Melihat tahapan perubahan gambar dari tiap proses 
c. Melihat kesimpulan hasil klasifikasi 
 
3. HASIL DAN PEMBAHASAN 
Setelah sistem dianalisis dan didesain secara rinci, maka akan menuju tahap implementasi. 
Implementasi merupakan tahap meletakkan sistem sehingga siap untuk dioperasikan. Implementasi 
bertujuan untuk mengkonfirmasi modul-modul perancangan, sehingga pengguna dapat memberikan 
masukan kepada pembangun sistem.  
Sebelum dilakukan proses klasifikasi menggunakan Convolutional Neural Network, pertama 
sekali, user akan diminta untuk memulai pelatihan jika data pelatihan tidak ada status pelatihan dapat 
diketahui melalui pesan status yang ada disamping tombol “Latih data”. 
 
Gambar 4 Tampilan Input Citra Masukan 








Pada form Deteksi dan Pengenalan Jenis Daun, proses – proses tersebut akan di klik pada tombol 
yang tersedia pada Gambar 4. Penjelasan mengenai tombol dan proses yang terjadi ketika tombol di klik 
adalah sebagai berikut: 
Tombol “Cari”, tombol yang digunakan untuk memasukkan citra berwarna objek daun yang 
sudah ada di dalam data test. Cara memasukkan citra tersebut dapat dilakukan dengan cara menekan 
tombol Open. Tombol “Latih Data”, tombol yang digunakan untuk men-training data daun yang belum 
di training. Status latih data akan berwarna merah jika data daun belum di training dan akan berwarna 
hijau jika data daun sudah di training dan juga tombol “Lanjut” tidak berfungsi. Tombol “Lanjut”, 
tombol yang digunakan untuk masuk ke tab hasil konvolusi. Gambar yang diambil dari data test hanya 
gambar yang memiliki background monochrome (satu warna). Gambar yang bisa di test adalah gambar 
yang sudah ada di dalam data test (uji). 
Proses pembacaan gambar akan diteruskan ke dalam proses konvolusi yang mana proses 
konvolusi tersebut akan di tampilkan seperti gambar berikut. 
 
 
Gambar 5 Hasil Proses Konvolusi Dari Citra Daun 
 
Setelah pengguna / user memilih citra yang akan diproses, maka user dapat melihat proses 
konvolusi I, konvolusi II, dan konvolusi III dalam setiap ukuran filter yang berbeda – beda melakukan 
proses deteksi dan pengenalan jenis daun sebagaimana yang ditunjukkan oleh Gambar 4. Setelah 
melakukan proses konvolusi, maka selanjutnya menekan tab pelatihan I, pelatihan II, dan pelatihan III 
untuk proses hasil angka dalam objek daun tersebut. 
Kemudian hasil konvolusi akan diflatten menjadi 1 baris yang mana hasilnya di tampilkan 
dengan gambar sebagai berikut. 
ISSN 2622-8130 VOL 21, NO 1, APRIL 2020 
 
Felix, Jeffry Wijaya, Stephen Putra Sutra, Pyter Wahyu Kosasih, Pahala Sirait | Jurnal SIFO Mikroskil 7 




Gambar 6 Hasil Proses Konvolusi Dari Pelatihan I 
 
 
Gambar 7 Hasil Proses Konvolusi Dari Pelatihan II 
 









Gambar 8 Hasil Proses Konvolusi Dari Pelatihan III 
 
Setelah nilai flatten, weight, dan bias dari hasil pelatihan yang didapatkan, maka dilakukan 
klasifikasi yang mana hasilnya ditunjukan seperti gambar berikut. 
 
Gambar 9 Hasil Tampilan Klasifikasi 
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1 001.jpg      Benar 
2 002.jpg      Benar 
3 003.jpg      Benar 
4 005.jpg      Benar 
5 006.jpg      Benar 
6 007.jpg      Benar 
7 008.jpg      Benar 
8 028.jpg      Benar 
9 029.jpg      Benar 
9 030.jpg      Benar 
10 031.jpg      Salah 
11 032.jpg      Benar 
12 033.jpg      Salah 
13 035.jpg      Benar 
14 052.jpg      Salah 
15 053.jpg      Salah 
16 059.jpg      Benar 
17 055.jpg      Salah 
18 056.jpg      Benar 
19 057.jpg      Salah 
20 058.jpg      Benar 
21 079.jpg      Salah 
22 080.jpg      Salah 
23 081.jpg      Salah 
24 082.jpg      Benar 
25 084.jpg      Benar 
26 085.jpg      Benar 
27 088,jpg      Benar 
28 101.jpg      Benar 
29 105.jpg      Benar 
30 108.jpg      Benar 
31 110.jpg      Benar 
32 116.jpg      Benar 
33 119.jpg      Benar 
34 120.jpg      Benar 
35 122.jpg      Benar 
36 123.jpg      Benar 
37 124.jpg      Benar 
 
Pada Tabel 1 di atas terlihat bahwa dari 37 pengujian yang dilakukan terdapat 28 pengujian 
yang menghasilkan jawaban yang akurat (ditandai dengan warna hijau). Untuk 9 pengujian yang 








menghasilkan jawaban yang salah ditandai dengan warna merah pada jawaban yang seharusnya 
diperoleh. Contohnya pada pengujian ke-10 seharusnya jawabannya Quercus tetapi sistem menyatakan 
Alnus Incana. Oleh karena itu pada kolom Quercus berwarna merah dan Alnus Incana berwarna hijau. 
 
4. KESIMPULAN 
Berdasarkan hasil dari penelitian yang telah dilakukan terhadap algoritma CNN dapat 
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