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Oscillatory and nonoscillatory properties are discussed here, by means of the dif- 
ferential inequalities, for a class of delay direct control systems. IT) 1988 Academic 
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1. INTRODUCTION 
There have been many results for oscillation of delay systems now [ 1, 21. 
Here we will give some oscillation results for a class of delay direct control 
systems. 
For the scalar case, the definition of oscillation is as usual, i.e., untrivial 
solution has arbitrary large zeros. For the vector case, we define that if the 
norm of a solution are oscillatory, we say the solution is oscillatory. This is 
stronger than the definition in [ 11. 
The scalar case here is 
dw(f) -=p(t)w(t-T)+F(rw) 
dt 
where p(t) > 0 is continuous, t E [to, + CXI), r > 0 is a constant, F(o) is 
continuous, (T = rw, F(0) = 0, aF(o) > 0, for 0 # 0. 
The vector case is 
i = 1, 2, . . . . n, aV( t) are continuous, uj( e) are piecewise continuous, 
au,(a) > 0, for f3 # 0, q(O) = 0, where [T = C;: =, rkxk. 
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We always assume that the existence and uniqueness of (1.1) or (1.2) 
hold. And if all continuous solutions of (1.1) or (1.2) are oscillatory, we say 
(1.1) or (1.2) is oscillatory. 
2. RESULTS OF OSCILLATION 
(1) The Scalar Case 
THEOREM 2.1. Ifr>O, in (l.l), and 
iiiii 
5 
’ IF(rx(s)) 1 ds < + 00, izi t p(s) ds < + GO, (2.1) 
I-+m 10 I f-f- 10 
where 0 < x(t) E C( [ t,, + co)), then (1.1) is oscillatory. 
Proof: If w(t) is a solution of (1.1 ), which is positive eventually 
(negative case is similar), then dw(t)/dt > 0, for t is large enough, this 
implies that w(t) increases tending to + co, from (1.1) we have 
w(t) = w(t,) + 1’ p(s) w(s - z) ds + f’ F(rw) ds 
10 10 
where A4 > 0, such that 1 w(t,) + S:,, F(rw) dsl < M, by Bellman’s inequality 
we have 
hence w(t) is bounded which is a contradiction. 
When r < 0, we also have a similar theorem. 
(2) The Vector Case 
First we prove a lemma. 
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LEMMA 2.1. rf v’(t)<G(t,v(t-r),v(t)), where v: Rt-+R’, G(t?x,y): 
R3 ++ R, both are continuous, and G(t, x, y) increases with respect o the last 
two variables, also, z(t) is the unique solution of 
z’(t)=G(t,z(t--),z(t)) 
z(e) = 4+(e), eE c-501, 
on t > 0, where b(8) is continuous, v(8) = z(0), for 8 E [ - 5,0], then we have 
z(t) > u(t), for t 2 0. 
ProoJ Set H(t)=z(t)-v(t), t> -5, then H(t)=Ofor tE[--,O], but 
u’(O) d (70, v( -z), v(O)) = G(0, z( -t), z(O)), 
hence there exists T> 0, H(t) > 0 for t E [O, T]. 
If T* = sup{ TI H(t) 3 0, t E [0, T] ) < + co, from the continuity of H(t), 
we have H( T*) = 0, and H( T* + q) < 0, for any v] > 0. We repeat the proof 
above; 
v’(T*)<G(T*, o(T*-r), v(T*)) 
=G(T*,z(T*-T), z(T*))=z’(T*), 
which is leads to a contradiction; this completes the proof. 
We will consider oscillatory property of (1.2), by using this lemma. 
If lui(o)l is increasing, we have 
where R=max{ Ir, 1, . . . . Irnl}, assuming that a*(t) = max, { Ia& ()I}, then 
dC:=, lxil 
dt ~(&-CW)~, lXj(l-7)l+~j ui(Ri, IXkl). 
We write v(t)=C:=, (x,1, Q(t)=c?=, a*(t), E(v)=C;=, u,(Ru), then 
40 - < Q(t) v(t - 7) + E(v); 
dt (2.3) 
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THEOREM 2.2. If jui(a)l increases, and a*(t) = maxi{ [aJt)l}, the scalar 
equation 
f$&&r)w(r-r)+E(w) (2.4) 
is oscillatory, where Q(t), E(w) are defined as in (2.3), then (1.2) is 
oscillatory. 
In fact, for any 4(e) E C( [ -5, 0] H R”), the initial function is 
x(e) = d(e), eE[-T,o]. 
Because w(e) = Cy=, j4i(e)j, 0 E C-T, 0] can be the initial function of (2.4), 
and from Lemma 2.1, we conclude that (1.2) is oscillatory. 
Now we define partial oscillation of the system: 
If there is a component x,Jt) of a solution x(t), which is oscillatory, we 
say x(t) is partial oscillatory with respect o xk(f), and call it a k-oscillatory 
solution. If k = 1, 2, . . . . m, e say x(t) is partial oscillatory with respect to 
( = (x, . . . . x), and call it <-oscillatory solution for short. 
THEOREM 2.3. ,Zfa,(t) >O, j= 1, . . . . n, 1 <k <n, and the term of control 
has the special form ui(C; = I Ix,,, I), we assume that 
Eii ’ 
n 
Ix 
akj(s) ds < + ~0, 
r-+m 'Oj=, 
iiiii I 5 uk(o) ds = + co, t-+-x ,o 
where o(t) > 0 is a bounded continuous function, then the bounded solutions 
are oscillatory with respect o xk, 
Proof: Let x(t) be a bounded solution of (1.2), there exists M> 0, such 
that Ilx(t)ll d M; if it is not oscillatory with respect o xk, then there is a to 
which is large enough, such that x,Jt) > 0 (or xk(t) < 0) for t > t,: 
%> -A4 i a,,(t)++ 
j=l @, lx4 
( 
or-%<A4 i akj(t)-uu, 
/=I (f, lx4 
OSCILLATION FOR DELAY SYSTEMS 85 
Integrating it from t, to t, 
This leads to a contradiction, as t + + 00. 
3. RESULTS OF NONOSCILLATION 
All the solutions considered in this section are bounded solutions. 
LEMMA 3.1. If u’(t)>G(t,o(t-t), u(t)), v, G are defined as in 
Lemma 2.1, G(t, x, y) is increasing with respect o the last two variables, and 
z(t) is the unique solution of 
on t 2 -T, then we have u(t) 3 z(t) for u(B) = z(0), t3 E [ - t, 01, t >/ 0. 
The proof is similar to that for Lemma 2.1. 
Assume that there is an integer k, such that akk(t) < 0, and 
akj(t) 2 O, j = 1) 2, . ..) k - 1, k + 1, . . . . n. 
- luda)l 3 Pk(t)y for t > 0 and the bounded solution x(t), 
where pk(t) is continuous. 
Thus we have 
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akj(s) ds < + CO, 
j#k 
for the integer k, then (1.2) is nonoscillatory. 
We give a lemma before proving the theorem. 
LEMMA 3.2. For the scalar equation 
4(t) --AA(t) y(t-z)+R(t), dt (3.1) 
where R(t) and A(t) are continuous, if So+= A(t) dt < +a~, I!$” R(s)dsl 
< + co, A(t) 2 0, then (3.1) has a nonoscillatory solution among the bounded 
solutions. 
Proof Let t, q E (0, + co), t 6 9, we have 
l~Ol~I~~~~l+j,~A(~~l~(~-~)ld~+~j~~(s)ds~ 
I 
~lr(?)l+Mjr A(t+T)&+ 1-r +j'A(t+~)/);(t)ldt rl 
Q Iv(?)1 +B+ j”A(t+T) Iv(t)1 &, (3.2) I 
where B>O, such that MS:_, A(t+T) d< + IJzrn R(S) dsl G B. 
Dividing it by [Iy(v)l+B+f:A(<+t)Iy(5)ld~]/-A(t+T), and 
integrating it from t to v, 
ln lY(rl)l +B+h’Att+~) I~(01 &, 
Iy(v)l +B s 
TA(i,+T)dS 
, 
(3.3) 
I y(t)1 G (I Y(v)I + B) exp r” A(( + T) &. 
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If we write t instead of 8, and vice versa, it can be found that 
(At) + B) b I Al exp ( i - 
kc+?)& . 
‘I > (3.4) 
Thus from (3.2) and (3.4), if we take the initial function such that 1 y(O)/ > 
Bexpj,+” A (t;+t) d5, thisimplies Iv(t)1 > l.~(O)l exp(-jI, A((+z) d5)--B, 
and the result is proved. 
Proof of Theorem 3.1. Because x(t) is a bounded solution of (1.2), there 
is a constant M> 0 such that 11x( t)ll GM, thus we have 
fy> -a/&(t) 1x,(2--)I-M f akj(t) + Pk(?) (3.5) 
j=l 
jfk 
From Lemma 3.1, Lemma 3.2, and the conditions of the theorem, we can 
obtain that there is a nonoscillatory solution of the scalar equation 
b(t) -= 
dt -akk(t) y(t-z)-M i akj(f) + Pktt); j=l 
ifk 
this implies (1.2) is nonoscillatory. 
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