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In this paper, we consider the weakly dissipative Degasperis–
Procesi equation. The present paper is concerned with some
aspects of existence of global solutions, persistence properties and
propagation speed. First we try to discuss the local well-posedness
and blow-up scenario, then establish the suﬃcient conditions on
global existence of the solution. Finally, persistence properties
on strong solutions and the propagation speed for the weakly
dissipative Degasperis–Procesi equation are also investigated.
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1. Introduction
Recently, Degasperis and Procesi [5] considered the following family of third-order dispersive con-
servation laws,
ut + c0ux + γ uxxx − α2uxxt =
(
c1u
2 + c2u2x + c3uuxx
)
x,
where α,γ , c0, c1, c2 and c3 are real constants. Within this family, only three equations satisfy asymp-
totic integrability conditions: the KdV equation, the Camassa–Holm equation, and the Degasperis–
Procesi equation.
The KdV equation reads
ut + ux + uux + uxxx = 0, (1.1)
E-mail address: gzg19801213@yahoo.com.cn.0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.01.032
Z. Guo / J. Differential Equations 246 (2009) 4332–4344 4333the Camassa–Holm equation [1] is
ut − uxxt + 3uux = 2uxuxx + uuxxx, (1.2)
and the Degasperis–Procesi equation which can be written as the dispersionless form [5]
ut − uxxt + 4uux = 3uxuxx + uuxxx. (1.3)
Formally, the Camassa–Holm equation and the Degasperis–Procesi equation are similar, the difference
only lies in the coeﬃcients. In the paper by Dullin, Gottwald and Holm [3], both the Camassa–Holm
and Degasperis–Procesi equations are derived as members of a one-parameter family of asymptotic
shallow water approximations to the Euler equations: this is important because it shows that (after
the addition of linear dispersion terms) both the Camassa–Holm and Degasperis–Procesi equations are
physically relevant. Otherwise the Degasperis–Procesi equation would be of purely theoretical interest.
After the Camassa–Holm equation was derived, many papers were devoted to its study [2,10–12,
17–19] and citations therein. Analogous to the Camassa–Holm equation, (1.3) can be written in Hamil-
tonian form and has inﬁnitely many conservation laws. Here we list some of the simplest conserved
quantities [4]:
H−1 =
∫
R
u3 dx, H0 =
∫
R
y dx, H1 =
∫
R
yv dx, H5 =
∫
R
y1/3 dx, (1.4)
where v = (4 − ∂2x )−1u, y = u − uxx . So they are different from the invariants of the Camassa–Holm
equation [1],
E(u) =
∫
R
(
u2 + u2x
)
dx, F (u) =
∫
R
(
u3 + uu2x
)
dx. (1.5)
The Degasperis–Procesi equation can be regarded as a model for the motion of shallow water waves,
and its asymptotic accuracy is the same as for the Camassa–Holm shallow water equation [3]. The
cauchy problem of the Degasperis–Procesi equation is locally well-posed for initial data u0 ∈ Hs(R)
with s > 3/2. It not only has global strong solutions [9,20,21] but also blow-up solutions in ﬁnite
time [9,20,21].
Generally speaking, energy dissipation is very common in the real world. It is interesting for us to
study this kind of equation. Recently, Wu and Yin [16] considered the weakly dissipative Camassa–
Holm equation. Guo [6] discussed the blow-up, global existence, and inﬁnite propagation speed for
the weakly dissipative Camassa–Holm equation. In this paper, we would like to study the Degasperis–
Procesi equation with weakly dissipative term, which reads:
⎧⎨
⎩
yt + uyx + 3yux + λy = 0, t > 0, x ∈ R,
y = u − uxx, t > 0, x ∈ R,
u(x,0) = u0(x), x ∈ R,
(1.6)
where λy = λ(I − ∂2x )u is the weakly dissipative term. λ > 0 is a constant, u0 is a given initial value.
We know Eqs. (1.3) and (1.6) possess many similar properties under certain conditions, such as
wave breaking, blow-up rate [15], etc. These results were established by other authors ﬁrst. We ﬁnd
there are some differences between Eq. (1.3) and Eq. (1.6) in their long time behaviors. Global solution
of Eq. (1.6) decays to zero as time goes to inﬁnity provided the potential y0 = (I−∂2x )u0 is of one sign,
this behavior is an important feature that Eq. (1.3) does not possess. It is well known that Eq. (1.3)
has peaked traveling wave solutions while Eq. (1.6) does not have. It is very interesting that Eq. (1.6)
has the same blow-up rate as Eq. (1.3) does when blow-up occurs. This fact shows us that blow-up
4334 Z. Guo / J. Differential Equations 246 (2009) 4332–4344rate is not affected by the weakly dissipative term. But the development of singularities is affected by
the dissipative parameter [15].
The principal results of the present paper are the following.
2. Local well-posedness and blow-up scenario
In this section, we establish the local well-posedness theorem of Eq. (1.6) and suﬃcient and nec-
essary condition on blow-up.
Set Q = (I − ∂2x ), then the operator Q −1 can be expressed by its associated Green’s function
G = 12 e−|x| as
Q −1 f = G ∗ f = 1
2
∫
R
e−|x−y| f (y)dy.
Using this identity and G ∗ y = u, Eq. (1.6) can be rewritten as
⎧⎨
⎩ut + uux + ∂xG ∗
(
3
2
u2
)
+ λu = 0, t > 0, x ∈ R,
u(x,0) = u0(x), x ∈ R.
(2.1)
Just following what was done for the weakly dissipative Degasperis–Procesi equation in [15], we
can establish the following well-posedness theorem for Eq. (2.1) (or (1.6)) easily.
Theorem 2.1. (See [15].) Given u0 ∈ Hs(R), s > 3/2, then there exist T = T (λ,‖u0‖Hs ) > 0 and a unique
solution u(x, t) to Eq. (1.6), which depends continuously on the initial datum u0 , such that
u(x, t) ∈ C([0, T ); Hs(R))∩ C1([0, T ); Hs−1(R)).
The proof follows from Kato’s semigroup theory [8] directly. So to be concise, we omit the detailed
proof.
The maximal value of T in Theorem 2.1 is called the lifespan of solution in general. We say wave
breaking or blow-up occurs if the solution (representing the wave) remains bounded but its slope
becomes inﬁnity in ﬁnite time: the proﬁle will gradually steepen as it propagates until it ﬁnally
develops a point where the slope is vertical and the wave is said to have broken [14]. If T < ∞, that
is limsupt↑T ‖u(·, t)‖Hs = ∞, we say the solution blows up in ﬁnite time. The following theorem tells
us the solution blows up if and only if the ﬁrst-order derivative blows up.
Theorem 2.2. Let u0 ∈ Hs, s  2, and u be the corresponding solution to problem (1.6) with lifespan T . Then
T is ﬁnite if and only if
lim
t↑T inf
{
inf
x∈R
[
ux(x, t)
]}= −∞.
Remark. It is very common to use the ﬁrst-order derivative considering blow-up phenomena. We will
give another proof here which is different from what it is in [15]. In the following proof we denote
L2(R) by L2, etc., just for simplicity.
Proof. By direct computation, one has
‖y‖2L2 =
∫
(u − uxx)2 dx =
∫ (
u2 + 2u2x + u2xx
)
dx.R R
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d
dt
∫
R
y2(x, t)dx = 2
∫
R
yyt dx
= −2
∫
R
uyyx dx− 6
∫
R
ux y
2 dx− 2λ
∫
R
y2 dx
= −5
∫
R
ux y
2 dx− 2λ
∫
R
y2 dx.
Due to Gronwall’s inequality, it is clear that ux is bounded from below on [0, T ) then H2-norm of the
solution is also bounded on [0, T ). On the other hand,
u(x, t) = (I − ∂2x )−1 y(x, t) =
∫
R
G(x− ξ)y(ξ)dξ.
Therefore
‖ux‖L∞ 
∣∣∣∣
∫
R
Gx(x− ξ)y(ξ)dξ
∣∣∣∣
 ‖Gx‖L2‖y‖L2 =
1
2
‖y‖L2  ‖u‖H2 , (2.3)
where we used (2.2). Hence, (2.3) tells us if H2-norm of the solution is bounded then the L∞-norm
of the ﬁrst derivative is also bounded. This completes the proof. 
3. Global existence
First we introduce the particle trajectory method. Let u(x, t) solve Eq. (2.1), q(x, t) satisfy the fol-
lowing equation:
{
qt = u(q, t), 0< t < T , x ∈ R,
q(x,0) = x, x ∈ R, (3.1)
where T is the lifespan of the solution, then q is a diffeomorphism of the line. Assume that u0 ∈
H3(R), associating to the solution of Eq. (2.1) the potential y = u − uxx . Differentiating (3.1) with
respect to x, one has
d
dx
qt = qxt = ux(q, t)qx, t ∈ (0, T ).
Hence
qx(x, t) = e
∫ t
0 ux(q,s)ds, qx(x,0) = 1.
Since
d (
y(q)q3x
)= −λy(q)q3x ,dt
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y(q)q3x = y0(x)e−λt . (3.2)
In this section, we establish a suﬃcient condition to guarantee the global existence of solutions to
Eq. (2.1).
Theorem 3.1. Assume that u0 ∈ H3(R), and y0 = u0 − u0xx satisﬁes
y0(x) 0, x ∈ (−∞, x0) and y0(x) 0, x ∈ (x0,+∞),
for some point x0 ∈ R, then the corresponding solution to Eq. (2.1) exists globally in time.
Remark. In particular, if x0 is regarded as ±∞, we recover the result obtained by Wu and Yin in [15].
In order to prove this theorem we need the following lemma.
Lemma 3.2. (See [15].) Assume u0 ∈ Hr(R), r > 3/2. Let T be the lifespan of the solution, then we have the
estimate
∥∥u(x, t)∥∥L∞  e−λt
(
3
λ
‖u0‖2L2 + ‖u0‖L∞
)
, ∀t ∈ [0, T ).
Now we prove Theorem 3.1 as follows.
Proof of Theorem 3.1. As y(x, t) = u(x, t) − uxx(x, t), u(x, t) is given by the convolution u(x, t) =
(G ∗ y)(x, t) with G = 12 e−|x| , and therefore
u(x, t) = 1
2
e−x
x∫
−∞
eξ y(ξ, t)dξ + 1
2
ex
+∞∫
x
e−ξ y(ξ, t)dξ, t ∈ [0, T ), x ∈ R,
from which we get that
ux(x, t) = −1
2
e−x
x∫
−∞
eξ y(ξ, t)dξ + 1
2
ex
+∞∫
x
e−ξ y(ξ, t)dξ, t ∈ [0, T ), x ∈ R.
On the other hand, we have y(x, t) 0, q(x0, t) x < +∞; y(x, t) 0, −∞ < x q(x0, t). From the
computation above, we obtain
u(x, t) + ux(x, t) = ex
+∞∫
x
e−ξ y(ξ, t)dξ  0 as x q(x0, t),
so −ux(x, t) u(x, t) ‖u‖L∞ . In view of the L∞ estimate of u(x, t), we can infer ux(x, t) is bounded
below. Similarly,
u(x, t) − ux(x, t) = e−x
x∫
−∞
eξ y(ξ, t)dξ  0 as x q(x0, t),
so −ux(x, t)  −u(x, t). We can also get the bounded below result as before. Thus the theorem is
proved by Theorem 2.2. 
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In this section, we shall investigate persistence properties on the solution to Eq. (2.1) in L∞-space.
The main idea comes from a recent work of Himonas, Misiolek, Ponce and Zhou [7].
Theorem 4.1. Assume that u0(x) ∈ Hs(R) with s > 3/2 satisﬁes that for some θ ∈ (0,1)∣∣u0(x)∣∣, ∣∣u0x(x)∣∣∼ O (e−θx) as x ↑ ∞.
Then the corresponding strong solution u(x, t) ∈ C([0, T ]; Hs(R)) to Eq. (2.1) satisﬁes that
∣∣u(x, t)∣∣, ∣∣ux(x, t)∣∣∼ O (e−θx) as x ↑ ∞,
uniformly in the time interval [0, T ].
Notation.
∣∣u(x)∣∣∼ O (e−θx) as x ↑ ∞ if lim
x→∞
|u(x)|
e−θx
= L,
and
∣∣u(x)∣∣∼ o(e−αx) as x ↑ ∞ if lim
x→∞
|u(x)|
e−αx
= 0.
Proof. The ﬁrst step we will give estimates on ‖u(x, t)‖∞ and ‖ux(x, t)‖∞ . Here ‖ · ‖p means the
Lp norm. Multiplying Eq. (2.1) by u2n−1 with n ∈ Z+ then integrating the both sides with respect to
x variable, we can get
∫
R
u2n−1ut dx+
∫
R
u2n−1uux dx+
∫
R
u2n−1∂xG ∗
(
3
2
u2
)
dx+
∫
R
λu2n dx = 0. (4.1)
The ﬁrst term of the above identity is
∫
R
u2n−1ut dx = 1
2n
d
dt
∥∥u(t)∥∥2n2n = ∥∥u(t)∥∥2n−12n ddt
∥∥u(t)∥∥2n, (4.2)
and for the second term, we have
∣∣∣∣
∫
R
u2n−1uux dx
∣∣∣∣ ∥∥ux(t)∥∥∞∥∥u(t)∥∥2n2n. (4.3)
In view of Hölder’s inequality
∫
R
u2n−1∂xG ∗
(
3
2
u2
)
dx
∥∥u(t)∥∥2n−12n
∥∥∥∥∂xG ∗
(
3
2
u2
)∥∥∥∥
2n
. (4.4)
Therefore
d
dt
∥∥u(t)∥∥2n  (∥∥ux(t)∥∥∞ + λ)∥∥u(t)∥∥2n +
∥∥∥∥∂xG ∗
(
3
2
u2
)∥∥∥∥ . (4.5)2n
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∥∥u(t)∥∥2n  eMt
(∥∥u(0)∥∥2n +
t∫
0
∥∥∥∥∂xG ∗
(
3
2
u2
)∥∥∥∥
2n
dτ
)
. (4.6)
Note that
lim
p→∞‖ f ‖p = ‖ f ‖∞, when f ∈ L
1(R) ∩ L∞(R). (4.7)
Taking limits in (4.6) we obtain
∥∥u(t)∥∥∞  eMt
(∥∥u(0)∥∥∞ +
t∫
0
∥∥∥∥∂xG ∗
(
3
2
u2
)∥∥∥∥∞ dτ
)
. (4.8)
Next, we will establish an estimate on ‖ux(t)‖∞ using the same method as above. Differentiating
Eq. (2.1) with respect to x variable produces the following equation:
uxt + uuxx + u2x + ∂2x G ∗
(
3
2
u2
)
+ λux = 0. (4.9)
Multiplying the above identity by u2n−1x , considering the second term with integration by parts
∫
R
uuxxu
2n−1
x dx = −
1
2n
∫
R
u2nx ux dx, (4.10)
we get
∫
R
u2n−1x uxt dx+
∫
R
u2n+1x dx−
1
2n
∫
R
u2nx ux dx+
∫
R
u2n−1x ∂2x G ∗
(
3
2
u2
)
dx+
∫
R
λu2nx dx = 0. (4.11)
Similarly, one can get the inequality
d
dt
∥∥ux(t)∥∥2n  (2∥∥ux(t)∥∥∞ + λ)∥∥ux(t)∥∥2n +
∥∥∥∥∂2x G ∗
(
3
2
u2
)∥∥∥∥
2n
, (4.12)
and therefore as before we obtain
∥∥ux(t)∥∥2n  e2Mt
(∥∥ux(0)∥∥2n +
t∫
0
∥∥∥∥∂2x G ∗
(
3
2
u2
)∥∥∥∥
2n
dτ
)
. (4.13)
Taking limits in (4.13) to obtain
∥∥ux(t)∥∥∞  e2Mt
(∥∥ux(0)∥∥∞ +
t∫ ∥∥∥∥∂2x G ∗
(
3
2
u2
)∥∥∥∥∞ dτ
)
. (4.14)0
Z. Guo / J. Differential Equations 246 (2009) 4332–4344 4339In order to get the desired result, we introduce the function ψN (x) which is independent on t as
follows
ψN (x) =
⎧⎨
⎩
1, x 0,
eθx, x ∈ (0,N),
eθN , x N,
(4.15)
where N ∈ Z+ . From Eq. (2.1) we obtain
ψNut + ψNuux + ψN∂xG ∗
(
3
2
u2
)
+ λψNu = 0, (4.16)
while for (4.9) we get
uxtψN + ψNuuxx + ψNu2x + ψN∂2x G ∗
(
3
2
u2
)
+ λψNux = 0. (4.17)
In order to get the estimate on uxψN , we need to remove the second derivatives. By using integration
by parts we obtain
∣∣∣∣
∫
R
ψNuuxx(uxψN )
2n−1 dx
∣∣∣∣=
∣∣∣∣
∫
R
u(ψNux)
2n−1((uxψN )x − uxψ ′N)dx
∣∣∣∣
=
∣∣∣∣
∫
R
u
(
(uxψN )2n
2n
)
x
dx−
∫
R
uuxψ
′
N(uxψN )
2n−1 dx
∣∣∣∣
 2
(‖u‖∞ + ∥∥ux(t)∥∥∞)‖uxψN‖2n2n, (4.18)
where we use the fact: 0  ψ ′N (x)  ψN (x) a.e. x ∈ R. Next, we will do estimates on ‖uψN‖∞ and‖uxψN‖∞ step by step as before we do on ‖u‖∞ and ‖ux‖∞ , then we may get
∥∥u(t)ψN∥∥∞ + ‖uxψN‖∞  e2Mt(∥∥u(0)ψN∥∥∞ + ∥∥ux(0)ψN∥∥∞)
+ e2Mt
t∫
0
(∥∥∥∥ψN∂xG ∗
(
3
2
u2
)∥∥∥∥∞ +
∥∥∥∥ψN∂2x G ∗
(
3
2
u2
)∥∥∥∥∞
)
dτ . (4.19)
On the other hand, we compute the integral then show that there exists c > 0, only depending on
θ ∈ (0,1) such that
ψN(x)
∫
R
e−|x−y| 1
ψN (y)
dy  c. (4.20)
Therefore, one gets
∣∣∣∣ψN∂xG ∗
(
3
2
u2
)∣∣∣∣ 34ψN (x)
∫
R
e−|x−y| 1
ψN (y)
ψN (y)u(y)u(y)dy
 3
4
‖ψNu‖∞‖u‖∞
(
ψN (x)
∫
R
e−|x−y| 1
ψN(y)
dy
)
 c‖ψNu‖∞‖u‖∞. (4.21)
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∣∣∣∣ψN∂2x G ∗
(
3
2
u2
)∣∣∣∣ c‖ψNu‖∞‖u‖∞. (4.22)
Thus, combining (4.21), (4.22) with (4.19) it follows that there exists a constant C1 = C1(M, T ) > 0
such that
∥∥u(t)ψN∥∥∞ + ‖uxψN‖∞  C1(∥∥u(0)ψN∥∥∞ + ∥∥ux(0)ψN∥∥∞)
+ C1
t∫
0
(∥∥u(τ )∥∥∞ + ∥∥ux(τ )∥∥∞)(∥∥u(τ )ψN∥∥∞ + ∥∥ux(τ )ψN∥∥∞)dτ
 C1
(∥∥u(0)ψN∥∥∞ + ∥∥ux(0)ψN∥∥∞ +
t∫
0
(∥∥u(τ )ψN∥∥∞ + ∥∥ux(τ )ψN∥∥∞)dτ
)
.
(4.23)
Then for any N ∈ Z+ and any t ∈ [0, T ], x > 0 we have
∥∥u(t)ψN∥∥∞ + ‖uxψN‖∞  C1(∥∥u(0)ψN∥∥∞ + ∥∥ux(0)ψN∥∥∞)
 C1
(∥∥u(0)eθx∥∥∞ + ∥∥ux(0)eθx∥∥∞). (4.24)
Taking the limit as N goes to inﬁnity in (4.24), we obtain
(∣∣u(x, t)eθx∣∣+ ∣∣ux(x, t)eθx∣∣) C1(∥∥u(0)eθx∥∥∞ + ∥∥ux(0)eθx∥∥∞). (4.25)
This completes the proof. 
Remark 4.1. In fact, this theorem tells us the strong solution u(x, t) corresponding to initial data with
fast decay at inﬁnity will behave asymptotically in the x-variable at inﬁnity in its lifespan.
The following result is to formulate decay conditions on a solution, at two distinct times, which
guarantee that u ≡ 0 is the unique solution of Eq. (2.1).
Theorem 4.2. Assume that u0(x) ∈ Hs(R) with s > 3/2 satisﬁes that for some δ ∈ ( 12 ,1)
∣∣u0(x)∣∣∼ o(e−x) and ∣∣u0x(x)∣∣∼ O (e−δx) as x ↑ ∞,
u(x, t) ∈ C([0, T ]; Hs(R)) is the corresponding strong solution to Eq. (2.1), and there exists t1 ∈ (0, T ] for
some T > 0 such that
∣∣u(x, t1)∣∣∼ o(e−x) as x ↑ ∞, (4.26)
then u ≡ 0.
Z. Guo / J. Differential Equations 246 (2009) 4332–4344 4341Proof. Integrating Eq. (2.1) from 0 to t1 we get
u(x, t1) − u(x,0) +
t1∫
0
uux dτ +
t1∫
0
λu(x)dτ +
t1∫
0
∂xG ∗
(
3
2
u2
)
dτ = 0. (4.27)
According to the hypothesis, we easily have
u(x, t1) − u(x,0) ∼ o
(
e−x
)
as x ↑ ∞. (4.28)
At the same time, in view of Theorem 4.1 it follows that
t1∫
0
uux dτ ∼ O
(
e−2δx
)
as x ↑ ∞, (4.29)
and so
t1∫
0
uux dτ ∼ o
(
e−x
)
as x ↑ ∞. (4.30)
If u(x, t) = 0, then ∫ t10 λu(x, τ )dτ ∼ O (e−δx) as x ↑ ∞ by Theorem 4.1. Meanwhile, the following
deduction tells us the last term of (4.27) is inﬁnitesimal with the same order not higher order of e−x .
Thus a contradiction occurs:
t1∫
0
∂xG ∗
(
3
2
u2
)
dτ = ∂xG ∗
t1∫
0
(
3
2
u2
)
dτ
= ∂xG ∗ f (x). (4.31)
However,
0 f (x) ∼ O (e−2δx) so that f (x) ∼ o(e−x) as x ↑ ∞. (4.32)
Therefore
∂xG ∗ f (x) = −1
2
e−x
x∫
−∞
ey f (y)dy + 1
2
ex
∞∫
x
e−y f (y)dy, (4.33)
from (4.32) it follows that
ex
∞∫
x
e−y f (y)dy = ex
∞∫
x
e−yo
(
e−y
)
dy = o(1)ex
∞∫
x
e−2y dy ∼ o(1)e−x ∼ o(e−x). (4.34)
If f (x) = 0 one has that
x∫
ey f (y)dy  C0 for x large enough. (4.35)−∞
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−∂xG ∗ f (x) = 1
2
e−x
x∫
−∞
ey f (y)dy − 1
2
ex
∞∫
x
e−y f (y)dy
 C0
2
e−x for x large enough. (4.36)
So a contradiction occurs by combination of (4.27)–(4.30) and (4.36). Thus, f (x) ≡ 0 and consequently
u(x, t) ≡ 0. The theorem is proved. 
5. Inﬁnite propagation speed
Recently, Mustafa [13] showed that the smooth solutions to the Degasperis–Procesi equation have
inﬁnite propagation speed: they loose instantly the property of having compact x-support. In [7], the
inﬁnite propagation speed for the Camassa–Holm equation was established. Later, Zhou and Zhu [21]
considered the similar problem on the Degasperis–Procesi equation. Motivated by Zhou and his collab-
orator’s work, the purpose of this section is to give a more detailed description on the corresponding
strong solution u(x, t) to Eq. (2.1) in its lifespan with initial data u0(x) being compactly supported.
The main theorem reads:
Theorem 5.1. Assume that for some T > 0 and s > 5/2, u ∈ C([0, T ); Hs(R)) is a strong solution of Eq. (1.6).
If u0(x) = u(x,0) has compact support in [a,b], then for any t ∈ (0, T ), we have
u(x, t) =
{
f+(t)e−x for x> q(b, t),
f−(t)ex for x< q(a, t),
(5.1)
where f+(t), f−(t) denote continuous non-vanishing functions, with f+(t) > 0 and f−(t) < 0 for t ∈ (0, T ).
Furthermore, f+(t) is a strictly increasing function, while f−(t) is a strictly decreasing function.
Remark. Theorem 5.1 implies that the strong solution does not have compact x-support for any t > 0
in its lifespan unless it is the zero solution, although the initial value u0 has compact support.
Proof. From (3.2), we can easily get
y = (I − ∂2x )u(x, t) = (I − ∂2x )u0(q−1(x, t))e−λt(∂xq(q−1(x, t), t))3 . (5.2)
Since u0 has compact support in x in the interval [a,b], so does y(·, t) in the interval [q(a, t),q(b, t)],
for any t ∈ (0, T ). Hence the following functions are well deﬁned:
E+(t) =
∫
R
eξ y(ξ, t)dξ and E−(t) =
∫
R
e−ξ y(ξ, t)dξ, (5.3)
with
E+(0) =
∫
R
eξ y0(ξ)dξ =
∫
R
eξu0(ξ)dξ −
∫
R
eξu0xx(ξ)dξ = 0 (5.4)
and E−(0) = 0 by integration by parts.
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u(x, t) = 1
2
e−|x| ∗ y(x, t) = 1
2
e−xE+(t), x > q(b, t), (5.5)
and
u(x, t) = 1
2
e−|x| ∗ y(x, t) = 1
2
exE−(t), x < q(a, t). (5.6)
Hence, it follows that for x> q(b, t),
u(x, t) = −∂xu(x, t) = ∂2x u(x, t) =
1
2
e−xE+(t), (5.7)
and for x< q(a, t),
u(x, t) = ∂xu(x, t) = ∂2x u(x, t) =
1
2
exE−(t). (5.8)
On the other hand,
dE+(t)
dt
=
∫
R
eξ yt(ξ, t)dξ.
According to Eq. (1.6), we get
yt + yxu + 2yux + yux + λy = yt + yxu + 2yux + 1
2
(
u2 − u2x
)
x + λy = 0.
So we obtain
dE+(t)
dt
= −
∫
R
eξ
(
yxu + 2yux + 1
2
(
u2 − u2x
)
x + λy
)
dx
=
∫
R
eξ
(
u2 + 1
2
u2x
)
dξ − 1
2
∫
R
eξ
(
u2 − u2x
)
x dξ
=
∫
R
eξ
(
u2 + 1
2
u2x
)
dξ + 1
2
∫
R
eξ
(
u2 − u2x
)
dξ
=
∫
R
eξ
(
3
2
u2
)
(ξ, t)dξ > 0. (5.9)
Therefore, in the lifespan of the solution u(x, t), E+(t) is an increasing function. Thus from (5.4) it
follows that E+(t) > 0 for t ∈ (0, T ), and
E+(t) =
t∫ ∫
eξ
(
3
2
u2
)
(ξ, τ )dξ dτ > 0.0 R
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t ∈ (0, T ), and
E−(t) = −
t∫
0
∫
R
e−ξ
(
3
2
u2
)
(ξ, τ )dξ dτ < 0.
Taking f±(t) = 12 E±(t), we obtain the desired result. Then the theorem is proved. 
It is really a nice property for the Degasperis–Procesi equation with weakly dissipative term.
No matter the proﬁle of the compactly support initial data u0(x) is (no matter it is positive or neg-
ative), for any t > 0 in its lifespan, the solution u(x, t) is positive at inﬁnity and negative at minus
inﬁnity.
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