This paper solves a data-driven control problem for a flow-based distribution network with two objectives: a resource allocation and a fair distribution of costs. These objectives represent both cooperation and competition directions. It is proposed a solution that combines either a centralized or distributed cooperative game approach using the Shapley value to determine a proper partitioning of the system and a fair communication cost distribution. On the other hand, a decentralized noncooperative game approach computing the Nash equilibrium is used to achieve the control objective of the resource allocation under a non-complete information topology. Furthermore, an invariant-set property is presented and the closed-loop system stability is analyzed for the non-cooperative game approach. Another contribution regarding the cooperative game approach is an alternative way to compute the Shapley value for the proposed specific characteristic function. Unlike the classical cooperative-games approach, which has a limited application due to the combinatorial explosion issues, the alternative method allows calculating the Shapley value in polynomial time and hence can be applied to large-scale problems.
Introduction
The ideal centralized control scheme in which a single entity governs a system using full information, disposing of enough time to gather all the measurements, and to compute and transmit all the control inputs, may not be realistic for certain systems. Real large-scale control problems usually present issues that limit the application of centralized control strategies, e.g., fast dynamics with demanding response times, unavailability of full information, intractability of the problem due to its sheer size, among others. These issues are of special interest in the control field and a great effort has been placed into the development of non-centralized control techniques in order to mitigate them. In addition, significant technological changes have occurred during the last decades that have modified the way these problems are addressed. This is particularly visible if the methods used some decades ago [34] are compared with those used today [17] . Nowadays, computing and networking elements are pervasive and state-of-the-art control techniques are more and more sophisticated to take advantage of the new possibilities that technology offers. This paper focuses on one of the recent trends in the development of non-centralized control techniques. In particular, during the last years different control strategies, which are able to adapt dynamically to the evolution of the system under control and its structure, have been presented. For example, in [25] it is proposed a suitable on-line method to decide which information should be shared and used between different local predictive controllers operating with various topologies. In [33] , plug-and-play decentralized model predictive controllers are studied. In [14] , a method to design simultaneously the communication topology and feedback control laws is proposed. Likewise in [18] , a control method that switches between different linear feedback controllers to attain a trade-off between communication burden and performance is proposed. This latter work has been extended to the model predictive framework in [7] . The rationale of this work is somehow similar to [18] since the control architecture changes its topology in order to reduce the communication burden. However, unlike the aforementioned works, the control strategy proposed in this work uses both a cooperative and a non-cooperative game-theory approaches. Game theory has become a powerful tool in the design of learning and optimization-based systems [4] [19] [31] . Both cooperative and non-cooperative game approaches have been widely used in the design of controllers depending on their control objectives. In some cases, it is more suitable to work with a cooperative perspective when agents can collaborate among them, whereas there are other situations in which it is more appropriate to state the problem as a competition. However, there are control problems that integrate both cooperation and competition in two different stages. Furthermore, the proposed approach is a data-driven control inspired by the dynamic resource allocation problem [1] [29] .
Another contribution of this paper is to deepen into the relationship between game theory and control. Being the mathematical field that deals with situations of mutual interaction [22] , game theory has a natural application in the context of non-centralized controllers. Broadly speaking, game theory has two main branches depending on whether the players of the game are capable to cooperate with each other or not. In particular, non-cooperative game theory deals with problems where players make decisions to maximize their utilities. A typical outcome of a non-cooperative game is given by the Nash equilibrium, condition in which no player can improve their utilities without the detriment of the utility of other players. In order to solve the non-cooperative game, it is proposed the use of population games, e.g., replicator, projection, Smith, Brown-Von-Neumann-Nash, best response, and logit choice dynamics [35] . In contrast, cooperative game theory studies the conditions and payoff rules for groups of players that form coalitions. A solution of a cooperative game is given by the Shapley value, which assigns a fair payoff to each player according to its contribution. There are several control solutions that use both game theory approaches. For instance in [16] , an application of non-cooperative game theory can be found, where a distributed control strategy based on the convergence to a Nash equilibrium is proposed [24] . Furthermore, convergence to Nash equilibrium by using evolutionary-game theory has been used in the design of control and optimization strategies [3] [26] [39] . On the other hand, cooperative game theory has been used for example in [6] , where a coalitional control approach is introduced, or in [18] , where a control scheme considering different network topologies is presented. In this and other related works such as [21] , the links that compose the network topology are transformed into the players of a game and the payoff given by the Shapley value is used as a mean to determine the relevance of the links [37] . Other works that mainly use the Shapley value are [10] , and [15] . In [10] the Shapley value as a distribution rule is used to guarantee the existence of a Nash equilibrium in any game. In [15] an evolutionary coalitional approach is proposed so that entities can decide in an autonomous manner whether it is profitable or not to make a coalition.
Several engineering problems may be addressed as a flow-based distribution network as discussed in [11] . In this paper, a specific flow-based distribution network is considered, and a combination of two game-theoretical approaches is used to propose a decentralized control strategy (i.e., population and cooperative games). The incentives of the aforementioned combination are given by the fact that the control problem involves both competition and cooperation in two different objectives, i.e., competition in a dynamical resource allocation problem, and cooperation in the fair distribution of communication costs. More specifically, the flow-based distribution network is divided into different partitions. These partitions are determined by a criterion based on a cooperative game, i.e., by using the Shapley value. Unlike [20] , where the Shapley value is computed by considering weights of the links in a complete graph, this paper proposes the use of the error with respect to the maximum capacity of storage elements in the network. Furthermore, a population-game approach is implemented at each partition to solve the resource allocation problem without using a complete information topology. Then, a data-driven dynamic resource allocation problem is solved at each sub-system by converging to a Nash equilibrium. The stability of the closed-loop system, composed of the flow-based distribution network and the population games, is analyzed by using passivity theory as in [1] [8] [30] [32] . Moreover, this paper proposes a different way to compute the Shapley value for a specific characteristic function in the cooperative game in order to reduce the computational burden, which is one of the main issues when using this game-theoretical approach. Unlike the classical cooperative-games approach, which has a limited application due to the combinatorial explosion issues, the alternative method allows calculating the Shapley value in polynomial time and hence can be applied to large-scale problems. Besides, the considerable reduction in the computational cost also allows computing the Shapley value in a distributed way. Finally, in order to show the performance of the proposed methodology based on cooperative and non-cooperative games, a resource allocation problem in a water system treated in [32] is presented. Different from the preliminary work presented in [2] , this paper includes analysis regarding invariant-set properties that guarantee a limitation resource constraint, and the stability of the whole closed-loop system. The resource allocation problem has been addressed with replicator and projection dynamics since they share some important gradient characteristics, which have been studied in [36] . Besides, it is discussed the fact that the main result related to the cooperative game approach allows to compute the Shapley value under a distributed structure, i.e., without considering a complete graph connecting the whole set of players. Also, it is shown that this result leads to an additional alternative to compute the Shapley value by using a linear set of equations and using the coalitional rationality axiom (in a centralized manner, or under a distributed structure). As a consequence of the decrement of required communication links to make the computation under distributed structures, there is an increment in the computational cost. However, a comparison between three alternatives to compute the Shapley value, including the computation under a distributed structure, has been added in function of the number of players. This comparison shows that the computation under a distributed structure is faster with respect to the traditional computation of the Shapley value as there is an increment in the number of players.
The remainder of this paper is organized as follows. Section 2 presents the flow-based distribution network and the corresponding control objectives for a resource allocation problem. In addition, it is shown that the considered flowbased distribution network is passive. Section 3 presents the population-games approach used to find the solution given by the Nash equilibrium. Replicator and projection dynamics are also introduced. Afterwards, it is shown that these dynamics satisfy invariance of the simplex set, and that the population games are lossless. Besides, the stability analysis of the closed loop with the flow-based distribution network and the population dynamics is presented. In Section 4, the role of the cooperative-game approach in a particular control problem is shown. This cooperative direction is addressed by finding the solution given by the Shapley value. This section also presents the distributed computation of the Shapley value, including a comparison among the computational burden for the different methodologies used. Also, the partitioning is performed using the Shapley value. Section 5 describes a water distribution network as a case study and the related control objectives. Besides, results for three different sizes of partitions are discussed. Finally, concluding remarks are drawn in Section 6.
Notation:
Column vectors are denoted by bold style, e.g., x. Matrices are denoted by upper case bold style, e.g., A. Scalar numbers are denoted by non-bold style, e.g., N . Sets are denoted by calligraphic upper case, e.g., T . Sub-index refers to the topologies in the system, and super-index refers to partitions, e.g., V j i refers to a set of a partition j of a topology i. It is worth to point out that super-index is not operational, i.e, N 3 i refers to partition 3, and not to N i N i N i . Real numbers are denoted by R, and all the non-negative real numbers by R ≥0 . Positive integer numbers are denoted by Z >0 . The column tile with N unitary entries is denoted by 1 N , and the cardinality of set is defined by | · |, e.g., |O| is the amount of elements of the set O. Finally, the time dependency in most of the variables is omitted throughout this paper to simplify the notation.
Problem Statement in Distribution Flow-based Networks
Several engineering problems may be addressed as a flow-based distribution network just by defining general elements such as suppliers and demands, flow capacity, and storage capacity [11] . Consider a specific resource flow-based distribution network, which is composed of three types of elements:
• Storage: element that stores the resource and with both inflows and outflows. Let V = {1, . . . , N } be the set of N ∈ Z >0 storage nodes 1 .
• Sink: element that receives the resource from a storage node and with only inflows. Let B = {N + 1, . . . , 2N } be the set N ∈ Z >0 of sink nodes.
• Source: element that provides the resource and with only outflows. Let R = {2N + 1} be the singleton set of a source node.
Consider a directed graph denoted byG = (Ṽ,Ẽ), whereṼ = {V ∪ B ∪ R} is the set of 2N + 1 nodes representing the storage, sink, and source elements in the flow-based distribution network, andẼ ⊂ {(r, ) : r, ∈Ṽ} is the set of directed links composed of two ordered pairs of nodes, which represent the resource outflow from r, being an inflow to node , with r, ∈Ṽ. On the other hand, consider a bidirectional communication network among the sub-systems, which determines the possible information sharing in order to compute the control inputs. The communication network is represented by an undirected graph denoted by G = (V, E, A), where E ⊂ {(r, ) : r, ∈ V} is the set of links allowing bidirectional communication between r, ∈ V, i.e., (r, ) and ( , r) represent the same link, and A ∈ R N ×N is the adjacency matrix of the graph G. These two graphs are presented in Figure 1 . Notice that the storage elements in the distribution flow-based network presented in Figure 1 (a) may be considered as source elements supplying other lower-level storage elements as presented in Figure 2 . Storage nodes have discharge coefficients given by K > 0, for all ∈ V, which determine the outflow resource from the storage nodes.
Furthermore, the inflows of the storage nodes x ∈ R >0 , for all ∈ V, are manipulated imposing a proportion of resource, i.e., Qx , where 0 < x ≤ 1, for all ∈ V, being Q ∈ R >0 the total resource in the system. Besides, storage nodes have associated a vector of states denoted by z ∈ R N >0 determining the amount of resource at each of these nodes. The storage nodes show the following dynamics:
where the equilibrium duple (x * , z * ) implies that a non-null steady state has been achieved for the stored resource, i.e., z * > 0 since x * > 0. In the aforementioned flow-based network, the resource Q is distributed throughout the storage nodes, which can be seen as sub-systems within the network. For this distribution system, there are two objectives. First, it is desired to make an evenhanded distribution of a resource throughout different sub-systems, i.e.,
As a second objective, it is desired to determine the appropriate distribution of costs for the sub-systems in function of their contribution to the first control objective, which is attained by using the available communication channels to coordinate the distribution of the resource. The communication cost in an time interval [t 0 , t f ] associated to the use of G = (V, E, A) is given by ϕ links = 1 2
1 N A1 N dt. As a second objective, the fair cost L that the th sub-system should pay for using the communication network must be found. It should be satisfied that ∈V L = ϕ links .
Finally, assume that the communication graph can have T different topologies from the set T = {1, . . . , T }. Moreover, each topology i ∈ T has P i different partitions from the set P i = {1, . . . , P i }, where each partition j ∈ P i of the topology i ∈ T is a complete undirected graph denoted by The two different control objectives are achieved by using a game-theoretical approach in a distributed manner. The first control objective associated to an evenhanded distribution of the resource is reached with a non-cooperative approach. In contrast, the determination of the fair distribution of costs for all the sub-systems is made with a cooperative game approach. Furthermore, suppose that the topology of the communication graph can be reconfigured conveniently to achieve the control objectives every time τ > 0 (this fact is discussed in Section 3).
A feature of the flow-based distribution network is its passivity property. Lemma 1 presents this property as in [1] [8] .
Lemma 1 The storage model of the flow-based distribution network Σ j i in Figure 3 is passive defining its inputs as the error e z = z − z * , and its outputs as the error e x = x − x * , for all ∈ V j i , and for all partitions j ∈ P i of the topology i ∈ T .
Proof: The proof is presented in the Appendix.
Population Games
Consider a population composed of a finite and large number of rational agents that make the decisions to select among a set of possible strategies V = {1, . . . , N } (each strategy associated to a storage node, see Section 2). Agents change the strategy to improve their utilities or benefits.
Within the population there are T ∈ Z >0 possible different topologies given by a graph that determine how the population structure is configured, i.e., how the agents can interact among them. The set of the population topologies is denoted by T = {1, ..., T }. Each topology i ∈ T is given by a non-complete graph denoted by
where V is the set of N nodes representing the strategies, the set of links that represent the possible interaction among agents selecting the corresponding strategies is denoted by E i , and A i is the adjacency matrix of the corresponding topology.
Each topology i ∈ T has P i ∈ Z >0 disjoint partitions. The set of partitions of the population topology i ∈ T is given by P i = {1, ..., P i }. The partition j ∈ P i of the topology i ∈ T is denoted by a complete graph G In the population, the scalar x ∈ R ≥0 is the proportion of agents selecting the strategy ∈ V. The vector x ∈ R N ≥0 is a population state or a strategic distribution composed of all the proportion of agents selecting the available strategies. The set of all the possible population states is given by a simplex denoted by ∆ = x ∈ R N ≥0 : x 1 N = 1 . Similarly, x j i, ∈ R ≥0 is the proportion of agents selecting the strategy ∈ V j i available in the partition j ∈ P i of the topology i ∈ T . The vector
≥0 is the strategic distribution of agents in the partition j ∈ P i of the topology i ∈ T . Finally, let m j i be the total mass in the partition j ∈ P i of the topology i ∈ T given by m The payoff that agents receive for selecting a particular strategy is given by a fitness function f : ∆ → R, for the associated strategy ∈ V. The vector of fitness functions in the population is denoted by f and is composed of all the fitness functions f (x), ∈ V. Similarly, the vector of fitness functions of the partition j ∈ P i of the topology i ∈ T is denoted by f j i , which is composed of all the fitness functions f (x), ∈ V j i . The average fitness function in the population is given byf = x f . The average fitness for each partition of each topology is given bȳ f
, and the average fitness vector for the partition j ∈ P i of the topology i ∈ T is f
The framework proposed in this paper is given by stable games, which establish conditions over the fitness functions for control design. The condition of stable games stated in Definition 1 allows proving asymptotic convergence to the solution in the non-cooperative game approach addressed by population games as presented in Section 3.2.
Definition 1 (Adapted from [12] ) f is a stable game if the Jacobian matrix Df is negative semi-definite with respect to the tangent space denoted by
In this paper, both replicator and projection dynamics are used [35] . These two population dynamics are especially appealing since they have gradient properties that are discussed in [36] .
Replicator and Projection Dynamics
For a fixed topology, there is a replicator dynamics system for each partition. For a topology i ∈ T and a partition j ∈ P i , the replicator dynamics introduced in [38] are given bẏ
and the projection dynamics introduced in [23] are given bẏ
Then, the system changes among topologies 2 in order to use, at each iteration, a limited number of communication links. The equilibrium of interest in (2) for this work is the non-pure Nash equilibrium given by the condition f j * i =f j * i , for all j ∈ P i , i ∈ T . This is equivalent to f
}, for all i ∈ T and j ∈ P i . Notice that the dynamics (2) have an equilibrium point x j * i = 0, which implies the extinction of the agents. Consequently, it is assumed that, under the replicator dynamics (2), there is not extinction of proportion of agents. Regarding the equilibrium for (3), it is achieved when all the fitness functions get the same value, i.e., f
}, for all i ∈ T and j ∈ P i . Due to the fact that each topology is a non-connected graph, this equilibrium is achieved at each partition. Moreover, since topologies and partitions are varying over time, it is necessary to identify the equilibrium for all topologies and for all partitions, i.e., f k (x * ) = f (x * ), for all k, ∈ V.
Remark 1 Suppose that f is a stable game, then (x − x * ) (f (x) − f (x * )) ≤ 0 according to Definition 1. Moreover, due to the fact that f (x * ) ∈ span{1 N }, and that
Once some population dynamics have been introduced, i.e., replicator and projection dynamics, their properties such the invariance of the simplex set under these dynamics and the convergence to the equilibrium point are presented next.
Population Dynamics Properties
The first property of both replicator and projection dynamics is the invariance of the simplex set ∆, which is analyzed in Proposition 1.
Proposition 1 Let x(0) be the initial condition of (2) or (3). If x(0) ∈ ∆, then x ∈ ∆, for all t ≥ 0, i.e., the simplex ∆ is an invariant set under replicator dynamics (2) or projection dynamics (3), for any partition topology.
Proof: The proof is presented in the Appendix. Now, the passivity property of both the replicator and the projection dynamics is analyzed in Lemma 2.
Lemma 2 In Figure 3 , Γ j i can be given by either the replicator dynamics (2) or the projection dynamics (3). For any of these dynamics, Γ j i is lossless defining its inputs as f j i , and its outputs as x j i − x j * i , for all partitions j ∈ P i of the topology i ∈ T .
Remark 2 According to Remark 1 and taking into account the derivative of the storage functions (also Lyapunov functions)L 2 ≤ 0, andL 3 ≤ 0, there exists a time τ > 0 such that
Once the passivity features of the considered flow-based distribution network and both the replicator and projection dynamics have been presented, it is shown that the equilibrium point of the closed-loop system in Figure 3 is stable as stated in Proposition 2. Notice that the population-games-based controller in Figure 3 is of data-driven nature since it is designed without requiring the model of the system.
Coalitional-Game Role and Partitioning Criterion
Consider a cooperative game with transferable utility defined as a pair (V, V ), where V = {1, .., N } is the set of players (each player associated to a storage node, see Section 2), and V is the characteristic function. From the cooperative-game viewpoint for each topology i ∈ T , each node ∈ V is a player and each partition j ∈ P i represents a coalition of players.
Computation of the Shapley Value
The characteristic function V assigns a real value to each of the 2 V coalitions and returns a real value. Formally, the characteristic function is a mapping V : 2 V → R. For each coalition, O ⊆ V, V (O) is the value that players can share among themselves. Additionally, for the empty coalition, V (∅) 0.
Prior to defining the characteristic function, costs associated to each coalition are defined as
where C is the individual cost of player belonging to the coalition ∈ O. For the considered flow-based distribution networks, costs are defined to be C = z max, − z , for all ∈ V, where z max, is the maximum capacity of the storage node, and z is the current state of the corresponding storage node. This individual value represents a cost that a player would have to assume in case that it does not cooperate with anyone. Notice that the error C is an appropriate selection for the costs since a player with null error does not have incentives to cooperate with others due to the fact it has achieved the first control objective, and cooperation would imply to increment the error. In contrast, a player with a big error C has incentives to cooperate in order to minimize its error and should assume costs for it. In addition, if two players have identical errors C , then it is reasonable that both assume the same costs to cooperate each other. In other words, it is reasonable that those players with bigger errors incur in higher costs to achieve the first control objective.
Furthermore, the individual cost allows the player to determine its incentives to establish a coalition with another player, i.e., the player would have incentives to cooperate with others as long as the cooperation implies a reduction of its costs. Besides, these individual costs allow computing the contribution of a player to a coalition, i.e., how the cost is reduced as the player collaborates with an existing coalition. Afterwards, the specific considered characteristic function is given by the difference between the sum of individual costs and the cost of the corresponding coalition. Then, the difference between the costs when each player operates by itself and the costs when all these players collaborate with each other can be used to define the cost function as
A solution of the cooperative game is an allocation rule that provides each player with a payoff according to its contribution. Let y ∈ R N be the payoff vector given by y = [y 1 · · · y N ] . Some desirable properties for the distribution of the V (O) among the players are:
(1) Efficiency:
∈O y ≤ V (V), (2) Coalitional rationality:
A payoff rule that satisfies the mentioned desired requirements is the Shapley value (or Shapley power index) [28] [37], which is given by
where Ψ(O) = (|O|! (N − |O| − 1)!)/(N !). Notice that the sum considers all the possible coalitions where player ∈ V can be added. Its computation requires full information from all the players and coalitions of the cooperative game, resulting in high computational burden. In particular, the combinatorial explosion when having a high number of players is a common issue in this context.
Once the characteristic function has been defined as in (5), a mathematical relationship between the Shapley values can be determined to mitigate the high computational cost enhancing the possibilities to use a distributed structure. This result is presented in Proposition 3.
Proposition 3 Let (5) be the characteristic function of a cooperative game with the set of players V = {1, ..., N }. Let C be the cost associated to each player ∈ V, and (4) be the costs associated to each coalition O ⊆ V. The Shapley value Φ( ) for any player ∈ V is computed as follows:
where Θ > 0 is a constant for the cooperative game whose value only depends on the number of players N , i.e.,
Besides, there is a relationship between Shapley values given by Φ(r) = Φ( ) + (C r − C )Θ, for all r, ∈ V.
Proof: First, it is proven the relationship between the Shapley values of different players with the constant Θ given by Φ(r) = Φ( ) + (C r − C )Θ, for all r, ∈ V. The Shapley value Φ( ) of the player ∈ V in (6) may be re-written by expressing the set of coalitions to which the player ∈ V can be added, in terms of a second player r ∈ V, as follows:
Similarly, the Shapley value Φ(r) of the player r ∈ V may be written in terms of player ∈ V as follows:
Now, it is found the difference between the Shapley values Φ(r) and Φ( ), denoted byΦ(r, ) = Φ(r) − Φ( ). Here it is taken into account that Ψ(O ∪ {r}) = Ψ(O ∪ { }).
Hencẽ
Replacing (5) and (4) in (8), it is obtained
Briefly, the difference between the Shapley valuesΦ(r, ) = Φ(r) − Φ( ) is given bỹ
Notice that the constant value Θ can be re-written as
where θ 3 represents the amount of coalitions that can be formed in the cooperative game with s players, i.e., |O| = s. Finally, Φ(r) = Φ( ) + (C r − C )Θ, obtaining the desired relationship from which it follows:
adding Φ( ) at both sides yields r∈V Φ(r) = N Φ( ) + Θ r∈V C r − (N − 1)C , and since V (V) = r∈V Φ(r), then
completing the proof.
Remark 3 If C r > C , then Φ(r) > Φ( ), for all r, ∈ V. Suppose that C r > C , and since Θ > 0, then Φ(r) = Φ( ) + (C r − C )Θ > Φ( ). ♦
Computation of the Shapley Value under a Distributed Structure
The reduction of computation time according to the result obtained in Proposition 3 allows investing extra computational effort to gather all the needed information to compute the Shapley value under a distributed structure. In order to make the distributed Shapley computation, let one player be a pivot player in charge of collecting all the required information from all the other players known as supply players.
Remark 4 Even though the computation of the Shapley value is performed by one player, the required structure is a non-complete graph. In this regard, the computation of the Shapley value is made under a distributed structure. ♦ 2 3 N . . . 1 pivot 
Consider a connected non-complete graph for the distributed computation of the Shapley value denoted by G = (V, E),
where V is the set of nodes representing the players within the cooperative game. Moreover, let p ∈ V denote the pivot player, and V\{p} is the set of supply players. E is the set of links that represent possible communication among the players. Moreover, let N be the set of neighbors of player ∈ V, i.e., N = {r : ( , r) ∈ E}. Figure 4 shows the case for a path graph where the first player is the pivot player, i.e., p = 1 ∈ V. Notice that the required information to compute the Shapley value is given by all the individual costs of all the supply players according to (4) (since the pivot player knows its own individual cost), and the total number of players. This information is required by the pivot player who is in charge of the Shapley value computation in order to perform the partitioning (which is used for establishing the proper topologies introduced in Section 3) and also assign the fair distribution of costs associated to the communication links. It is necessary that the pivot player obtains the information in a distributed way subject to the communication topology given by the graph G.
The distributed algorithm is inspired by the work presented in [9] , and it is divided into two different tasks, i.e., the distributed computation of the number of players N , and the distributed computation of all the individual costs for all the supply players C , for all ∈ V\{p}. Each stage of the algorithm is presented next.
Computation of the Number of Players
Consider an auxiliary variable for the pivot player ξ p , and for each supply player ξ , where ∈ V\{p}. The initial conditions of these auxiliary variables are given by ξ p (0) = 1, and ξ (0) = 0, for all ∈ V\{p}. The following consensus algorithm can be implemented taking advantage of the relationship between the initial conditions and the stationary point as [27] 
Since the communication graph G among players is connected, according to [27] the stationary value of (9) is ξ * = ( r∈V ξ r (0))/N , for all ∈ V. Consequently, the stationary value is given by ξ * = N −1 , for all ∈ V. This fact shows that the pivot player can get information about the total number of players N in a distributed way.
Computation of the Individual Costs
For simplicity, it is assumed that the pivot player is the player p = 1 ∈ V (see, e.g., Figure 4 ). Since there are N − 1 values for individual costs that should be sent to the pivot player, then there is a turn value denoted by π ∈ Z >0 . The token assigns a flag for each player to distribute its individual cost. For the case with a pivot player p = 1 ∈ V, the turn value π should vary from 2 to N in order to cover the total number of players in the cooperative game. After determining the possible values for the turn variable π, i.e., π = 2, . . . , N , this variable is initialized for the first supply player, i.e., π = 2. Once the pivot player determines the individual cost corresponding to this supply player, the turn value is increased, i.e., π = π + 1 in order to allow the next supply player distribute its individual cost. This process is repeated until the last player distributes its cost to the pivot player, i.e., until π = N .
Consider the auxiliary variables ψ , for all ∈ V. The initial conditions of these auxiliary variables are given by ψ π = C π from (4), and ψ = 0, for all ∈ V\{π}. Then, the consensus algorithm [27] is implemented, i.e,
The stationary value is given by ψ * = 1 N r∈V ψ r (0). For the selected initial conditions, ψ * = N −1 C π . Furthermore, since the number of players is already known from the procedure presented in Subsection 4.2.1, then
It is concluded that, finding the number of players and finding each individual cost by assigning turns to the supply players, it is possible to compute the Shapley value in a distributed way.
Remark 5 Notice that it is necessary to compute N distributed consensus algorithms, one algorithm for the determination of the number of players, and N − 1 algorithms to distribute the individual costs of supply players to the pivot player. This fact implies an extra computational burden. However, it is shown that the distributed computation of the Shapley value using distributed consensus and Proposition 3 is lower than the computational burden of the classical approach (6) as the total number of players is increased. ♦
In order to verify the difference between the computational burden of computing the Shapley value with (6), and by using the relation in Proposition 3 with the constant value Θ, different Shapley values for several amount of players have been computed. The comparison among the computation of the Shapley value in a distributed way using Proposition 3, in a centralized way using Proposition 3, and in a centralized way using (6) , is presented in Table 1 . n ← 1 index for partitions 5: end procedure 6: while |H| ≥ g do 7: b ← 0 flag for amount of players 8: C n ← ∅ initialization of the n th partition
9:
r ← arg max ∈V {H} player with maximum value
10:
H ← H\{H} r reduce the set without r th value
11:
C n ← C n ∪ {r} 12: b ← b + 1 number of players in C n 13:
r ← arg min ∈V {H} player with minimum value
15:
16:
C n ← C n ∪ {r} n ← n + 1 number of partitions 20: end while 21: if H = ∅ then
22:
C n ← H leftover players forming a smaller partition 23: end if
Partitioning Procedure
In order to perform the partitioning of the system, first it is established a time τ that satisfies Remark 2, which defines when the proper topology is evaluated 3 . Every time τ , the Shapley value Φ( ) of all the players ∈ V is computed by using the low-computational-cost operation with the factor Θ. A second necessary parameter is the size of the desired partitions, denoted by g ∈ Z >0 , i.e., make partitions with a number g < N of players.
In the partitioning procedure, it is desired to gather the player with the highest Shapley value with the g − 1 players with the lowest Shapley values. In this sense, it is possible to make a cooperation in which the best players share their benefits with those in worse situation. Details of this partitioning process at every time τ are presented in Algorithm 1. It is worth to highlight that this partitioning criterion might be different depending on the control objectives and the system dynamical behavior. In this paper, the partitioning is performed in function of the Shapley value by grouping players with the highest power index with those with lowest power index. This procedure allows players to unify their power index and therefore to achieve an evenhanded distribution of resource.
Lemma 3
The stable closed-loop system presented in Figure 3 , changing the partitions every τ by using the Shapley values, converges to the common equilibrium z * = z * r for all r, ∈ V. ♦ Proof: The proof is presented in the Appendix.
Finally, notice that similar to the population-games approach, the cooperative approach neither requires information about the model of the system. Therefore, the cooperative game is also data-driven.
Case Study: Water Distribution Network
As a case study, a multi-objective problem involving both competition and cooperation is presented. The case study is shown in Figure 5 , which is composed of N = 13 tanks. There are two control objectives. The former objective is to maintain all the tanks at the same maximum level, which is solved by finding a Nash equilibrium. The latter objective is to determine the cost each player should pay for these communication links according to its contribution to achieve the desired equilibrium. The fair cost that each player should pay is given by the Shapley value.
Let ϕ links denote the communication cost associated to the undirected graph G (see Figure 1(b) ). Therefore, the fair cost distribution is given by the Shapley value, i.e.,
where L is the fair cost corresponding to the player ∈ V. The Shapley value is normalized in (11) since it is computed in terms of the error rather than in economical units. These communication links allow sharing, in a local way, information about the measured levels in order to achieve the first control objective. Notice that this is a decentralized control scheme since each control input is computed by using only partial and local information.
In order to solve the control problem, it is proposed to make a partitioning based on the Shapley value as presented in Section 4. Therefore, the individual cost associated to each player is the error between the current level and the maximum level of each tank, i.e.,
where h max, denotes the maximum and constant possible level for the th tank, and h l is the current measured level of the th tank. Once the partitions are determined, a population-dynamics approach is applied to each partition, where the fitness function for each strategy is given by the error defined according to Proposition 2, i.e., f = h max, − h , for all ∈ V. It is assumed that this fitness function is always non-negative since physically the current measured level is h ≤ h max, . Notice that, with this fitness function, more resource is assigned to those tanks with lower level. The dynamics for the th tank are given byḣ = q in, − q out, , q out, = K h , where h is the current level, q in, is the inflow, q out, is the outflow, and K is a constant factor characterizing the outflow, for the th tank. There is a constant available resource given by Q = 30 m 3 /s. Each inflow q in, is controlled by a valve commanded by a control signal x , i.e., q in, = Qx , with 0 ≤ x ≤ 1. It is assumed that there is a local controller at each valve that guarantees the desired flow given by x . The limited resource establishes a constraint over all the inflows, i.e., In order to analyze the performance of the closed-loop system composed of the flow-based distribution network and the population dynamics, three Key Performance Indicators (KPIs) are stated.
• The costs associated to the communication links ϕ links is taken as a KPI given by
for the current topology i ∈ T , where t 0 is an initial time and t f a final time.
• The error of each tank level with respect to the average levels of the system tanks is also considered as a performance indicator, i.e.,
Then, there is a KPI for the whole system in function of the mentioned error levels, i.e.,
• The settling time of the system states (level of tanks) with criterion of the 5%, i.e.,
where h = 0.95h * ,h = 1.05h * , with h * corresponds to the equilibrium point of the system.
Results
As a reference to analyze the performance of the proposed control strategy, results for the centralized case are also presented. This is equivalent to the case with a topology given by a complete graph (see Figure 6 ). For this example, τ = 2.5 s, and the Shapley value is computed as a function of the error costs in (12) . It is important to mention that the initial condition for each tank level has been established as a random value from the interval [0, 1]. The objectives are: i) maintain all the tank levels at the same maximum value; and ii) determine the fair costs for the players. Figure 7 shows the evolution of the tank levels for three different cases (partitions of 2 players, partitions of 3 players and the grand partition), where it is also shown the gap that determines the settling time. Every τ , the topology of the system is determined. In Figure 7 , it can be also seen that the first objective is met for all the cases. The second objective is achieved by determining the Shapley value as presented in Table 2 . Figure 8 shows some different topologies obtained based on the Shapley value (see Algorithm 1) at five time instants. In that figure, it can be seen how topologies vary dynamically with partitions of two and three players. Figure 9 shows a sensitivity analysis for the evolution of the tank levels for N s = 10 different scenarios. The only difference among these ten scenarios is the vector of initial conditions, which are selected randomly within the interval [0, 2] . First, it is presented the mean of all the tank levels for the scenarios, i.e., deviation throughout time is presented to analyze the transitory event for each one of the three cases, partitions of two players, three players, and the grand partition. The standard deviation is computed as follows:
It can be seen in Figure 9 that the standard deviation is smaller as there is an evolution of the tank levels. Besides, the standard deviations are reduced more quickly when there are larger partitions. This fact is because when having bigger partitions, there are more communication exchange among strategies in the population game achieving the closed-loop system equilibrium in a faster way. The graph sequence presented in Figure 8 varies as the initial conditions are modified because the Shapley value depends on them. However, the sensitivity analysis presented in Figure 9 shows that the system achieves the equilibrium point for all the different initial conditions.
Finally, the comparison of the three cases with the proposed KPI is presented in Table 3 . In these results, it can be seen the proper performance of the proposed methodology with respect to the centralized case with full information (partition of N players). Economical costs are reduced significantly, but it implies an increment of the transitory errors and settling time of the system states (tank levels). 
Discussion
In general, game theory models the interaction between rational players. The two different main approaches, the cooperative and the non-cooperative game directions, solve quite different problems. One approach addresses problems in which there is competition whereas the other one is more appropriate to model cooperation. As it has been seen here, it is possible to face engineering applications by implementing both approaches in different but related objectives.
The combination of both approaches demands that the elements within the system take different roles. For instance, in the presented flow-based distribution network, storage nodes represent strategies in the non-cooperative game approach. In contrast, storage nodes assume the role of players that demand information by using the communication network in the cooperative game. This multi-role situation is quite interesting due to the fact that each role is tightly related to each particular control objective, i.e., the optimal resource distribution for the non-cooperative game and both the fair distribution of costs and proper partitioning for the cooperative game.
It has been shown that the closed-loop system with the non-cooperative approach (i.e., with both the replicator and the projection dynamics) is stable, performing the partitioning criteria based on cooperative games. This is achieved based on the assumption that all the partitions, for all the topologies, form a complete graph. Aditionally, when selecting conveniently the characteristic function of the cooperative game, it is possible to compute the Shapley value of the whole set of players from the Shapley value of any arbitrary player by following a polynomial-time procedure. Moreover, it has been shown that, by taking advantage of the coalition rationality axiom, it is possible to compute the Shapley value by solving a set of linear equations. This result allows to reduce considerably the computational burden from an exponential-time procedure to a polynomial one. Besides, due to the fact that the computation can be reduced, it is also possible to spend time to compute the Shapley value under a distributed structure. For example, the comparison of the computational burden in Table 1 shows less computation cost, for the distributed structure with respect to the traditional Shapley equation and a case involving more than ten players.
Conclusions
A control problem involving two objectives associated to competition and cooperation has been presented. In particular, a flow-based distribution network composed of different sub-systems (storage nodes) has been considered. The first objective is associated to an optimal distribution of the available resource, i.e., it is desired to achieve a maximum and equal amount of resource throughout all the sub-systems (storage nodes). To this end, a communication network allows the interaction among different storage nodes, whose communication links have an economical cost. As a second objective, it is desired to distribute the costs of the communication network throughout the subsystems, where more influent tanks (with higher power index) must pay less than those with lower influence (with lower power index), i.e., it is desired to assign fair costs for each storage node according to their contributions to the achievement of the first objective. A non-cooperative-game approach is used to solve the former objective, whereas a cooperative-game approach is proposed to solve the latter objective.
Furthermore, for the non-cooperative-game approach, the stability of the closed-loop system is analyzed to guarantee that the first objective is achieved. On the other hand, regarding the cooperative-game approach that determines the fair distribution of communication costs, an alternative way to compute the Shapley value for the selected specific characteristic function has been presented in order to mitigate the computation burden. The proposed approach also allows the computation of the Shapley value under distributed structures within reasonable computational times with respect to the standard computation.
Moreover, bigger partitions imply more information exchange among the storage nodes, and therefore the resource distribution objective is achieved faster. Simulation results have shown that the steady state is achieved faster as the number of players in the partitions is greater. When having large partitions, the dynamic resource allocation is made faster due to the fact that there is more available information in the non-cooperative game approach. Nevertheless, when having more players making partitions, more communication links are required and this implies higher economical costs. Furthermore, a smaller overshoot and settling time for the system states (tank levels) are obtained when partitions are larger. Hence, there is a need for balancing economical cost and performance in relation to the complexity of the system and the number of players involved in the cooperative game to perform the partitioning. Finally, the sensitivity analysis for the evolution of the system states with arbitrary initial conditions shows that, despite the fact that the partitioning highly depends on the initial conditions of the system, the equilibrium is always achieved.
Replacing dynamics (2) in (16) Projection dynamics: consider the quadratic error as a storage function (also Lyapunov function), i.e.,
where L(x) > 0 for all x = x * , and L(x * ) = 0. Replacing dynamics (3) in the storage function derivative yieldṡ are the outputs, both results show that the replicator and projection dynamics are lossless.
Proof of Lemma 3:
Consider the arbitrary initial condition for the storage nodes z(0) ∈ R N ≥0 , the maximum capacities for the storage nodes z max ∈ R N ≥0 , and the costs C i (0) = z max,i − z i (0), for all i ∈ V. Now, consider r 0 = arg max i∈V C i (0), and 0 = arg min i∈V C i (0). Then, it is known that according to Remark 3, Φ(r 0 ) > Φ( 0 ) and that r 0 , 0 ∈ V are assigned to the same partition according to the proposed partitioning procedure (Algorithm 1). It follows that, during the interval time τ with the closed loop presented in Figure 3 and according to Remark 2, it is obtained C 0 ≤ z max,r 0 − z r 0 (τ ) ≤ C r 0 , and C 0 ≤ z max,r 0 − z r 0 (τ ) ≤ C r 0 . Then computing r 1 = arg max i∈V C i (τ ), and 1 = arg min i∈V C i (τ ), it is obtained that C 0 ≤ C 1 , and C r 1 ≤ C r 0 . Making the partitioning, it follows that C 0 ≤ C 1 ≤ z max, 1 − z 1 (2τ ) ≤ C r 1 ≤ C r 0 , and C 0 ≤ C 1 ≤ z max,r 1 − z r 1 (2τ ) ≤ C r 1 ≤ C r 0 . It is concluded that min i∈V C i (kτ ) ≤ z max, − z ((k + 1)τ ) ≤ max i∈V C i (kτ ), min i∈V C i (kτ ) ≤ z max,r − z r ((k + 1)τ ) ≤ max i∈V C i (kτ ), where r = arg max i∈V C i (kτ ), and = arg min i∈V C i (kτ ). Then [max i∈V C i (kτ ) − min i∈V C i (kτ )] → 0 as k → ∞, until max i∈V C i (kτ ) = min i∈V C i (kτ ). This situation leads to the equilibrium z * r = z * , for all r, ∈ V. Consequently, it is obtained that all fitness functions are the same, then x * is achieved for all ∈ V.
Proof of Proposition 1: The invariant-set property is analyzed for both population dynamics.
