2000; Yin & Han, 2003) . Associative classification generates highly accurate classifiers, since, differently from decision trees (Quinlan, 1993) , it considers the simultaneous correspondence of values of different attributes.
The generation of an associative classifier usually consists of two steps. First, a large set of classification rules is extracted from the training data to allow a wide selection of rules and the generation of accurate classifiers. Then, pruning techniques are applied to select a small subset of high quality rules and build an accurate model of the training data.
Similarly to decision tree based approaches, associative classification exploits pruning techniques (a) to deal with the problem of combinatorial explosion of the solution set and (b) to improve the accuracy in classification. While a pruning technique in case (a) aims at reducing the size of the rule set without affecting its accuracy, in case (b) pruning aims at removing those rules that can decrease classification accuracy, because introducing noise and overfitting.
So far, associative classification mainly exploited ad hoc versions of pruning methods previously proposed in decision tree based classification (Esposito, Malerba, & Semeraro, 1997) or high quality measures proposed for association rule selection (Tan, Kumar, & Srivastava, 2002) . Significant improvements in classification accuracy have been obtained by slight modifications of the same pruning methods, and different combinations of them (Arunasalam & Chawla, 2006; Baralis & Paolo, 2002; Baralis, Chiusano, & Garza, 2008; Dong, Zhang, Wong, & Li, 1999; Li, Han, & Pei, 2001; Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000; Thabtah, Cowling, & Peng, 2004; Wang & Karypis, 2005; Wang, Zhou, & He, 2000; Yin & Han, 2003) . However, to the best of our knowledge, the specific contribution of the different techniques has never been investigated. Thabtah (2007) surveys the existing associative classification methods and the pruning techniques used by them. Differently from (Thabtah, 2007) , this chapter focuses on the pruning methods used in associative classification, and deeply investigates their theoretical properties and experimentally evaluates their effects. Because of the increasing relevance of associative classification, we believe that a systematic and experimental analysis of the effects of rule pruning in this context can be beneficial. A similar analysis concerning the effects of pruning in decision tree based classification was presented in (Esposito, Malerba, & Semeraro, 1997) .
In the proposed chapter we present a comparative study of five well-known classification rule pruning methods with the aim of understanding their properties by a mathematical point of view, and their impact on classification accuracy, percentage of pruned rules, characteristics of the selected and pruned rules and their information content by means of a large set of experiments. We considered the following five classification rule pruning methods: database coverage (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001; Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000; Thabtah, Cowling, & Peng, 2004) , redundancy removal (Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000; Wang, Zhou, & He, 2000) , chi-square test (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001) , pessimistic error rate (Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000) , and pruning based on minimum confidence threshold (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001; Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000) . We investigate first the effects of the pruning methods when applied individually, and next explore the effects of combining different techniques.
We perform our experiments by using a CBAlike framework. The CBA associative classifier (Liu, Hsu, & Ma, 1998 ) is one of the top 18 algorithms according to the ICDM'06 panel on "Top 10 Algorithms in Data Mining", and various associative classifiers are based on a CBA-like framework. Rules are sorted based on confidence, support, and length, and data are classified by using the first most confident matching rule approach.
Other rule sorting and classification approaches have been proposed (e.g., (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001) ), and their effect on the considered pruning methods is an interesting topic. However, for sake of clarity, we do not consider them in this chapter.
The chapter is organized as follows. Firstly, we describe the associative classification. We also formally define the analyzed mathematical properties of the pruning techniques and the characteristics of the pruned and unpruned rules. Then, five commonly used classification rule pruning techniques are described and their properties are analyzed. Finally, a set of experimental results is reported for the five techniques and conclusions are drawn.
aSSociative cLaSSification
Traditional framework in associative classification represents the data set as a relational table D, which consists of N data cases described by k distinct attributes and a class attribute C. Attributes may be either categorical or continuous. To treat them uniformly, values in the domain of a categorical attribute are mapped to consecutive positive integers, and the value of a continuous attribute is discretized into intervals, that are then mapped into consecutive positive integers (Fayyad & Irani, 1993) . In this way, each tuple in D can be described as a collection of pairs (attribute, integer value), plus a class label (a value belonging to the domain of class attribute C). Each pair (attribute, integer value) will be denoted as item in the paper. A training case is a tuple in relation D, where the class label is known, while a test case is a tuple in D where the class label is unknown.
Association rules are rules in the form X→ Y. In the context of associative classification, X is a set of items, while Y is a class label. A case d is matched by a set of items X when X⊆d. The quality of an association rule is measured by two parameters, its support, given by the number of cases matched by X∪Y over the number of cases in the data set, and its confidence given by the number of cases matched by X∪Y over the number of cases matched by X. Classification rules are usually characterized also by their length. The length of a classification rule r:X→c is the number of items in X and is denoted len(r).
The generation of an associative classification model is usually performed in two main steps: (i) classification rule mining and (ii) rule selection. In the first step all the classification rules satisfying a minimum support threshold are extracted, while in the second step a small set of high quality rules is selected by applying rule pruning techniques and included in the associative classification model. In this chapter, we focus on the second step by analyzing five well-known rule pruning techniques.
To build the classifier, the data in D are bipartite into training and test data sets. The training data are used to extract the rules to form the classifier, while the test data to assess the accuracy of the classifier. A classification rule X→c is said to classify or match (or cover) a data d when X⊆d. A rule matching a data d is said to correctly or properly classify d when the class label of d and the class label of the rule are equal. The quality of the generated classification model is usually evaluated by using the accuracy measure.
Definition 1. (Classification accuracy)
. The accuracy of a classifier is expressed as the fraction of test data correctly classified over the whole test data set.
Since potentially more rules match a test data, the accuracy achieved by a rule set depends on which rules are actually used for classification. Usually, rules are sorted according to an order relation (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001; Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000; Wang, Zhou, & He, 2000) and the rule with higher priority and matching the data is used for classification (Baralis, Chiusano, & Garza, 2008; Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000; Wang, Zhou, & He, 2000) .
Definition 2. (Rule sorting)
. Let r i and r j be two rules, and let > be a total order relation. r i is said to rank higher than r j if it precedes r j according to the relation >, and it is denoted as r i >r j .
Definition 3. (Most-confident-first principle (MCF)). Let consider a set of rules R, and the rules in R being sorted according to the total order relation >. The most-confident-first principle classifies a given data using the rule in R with higher priority according to > and matching the data.
The MCF principle was introduced in (Liu, Hsu, & Ma, 1998) and is based on the idea that rules with higher priority are the most predictive ones and therefore have to be preferred. The order relation commonly used lists the rules based on confidence, support, and length (Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000; Wang, Zhou, & He, 2000) .
Definition 4.
(Rule sorting based on confidence, support, and length). Let r i and r j be two rules. r i precedes r j denoted as r i >>r j , if (i) conf(r i )>conf(r j ), or (ii) conf(r i )=conf(r j ) and sup(r i )>sup(r j ), or (iii) conf(r i )=conf(r j ) and sup(r i )=sup(r j ) and len(r i )<len(r j ), or (iv) if conf(r i )=conf(r j ) and sup(r i )=sup(r j ) and len(r i )=len(r j ) and r i precedes r j based on the lexicographical order of items. Li, Han, and Pei (2001) proposed an alternative to the MCF principle. Rules are sorted based on >>, and for a given test data the first δ rules matching it are used to classify the test data by applying a majority classification approach.
In this chapter, we use a framework based on the MCF principle and the rule sorting based on confidence and support (>>).
propertieS of pruning techniqueS and cLaSSification ruLeS
This section formally defines the properties of pruning techniques that are useful to understand by a theoretical point of view the obtained results. They support in understanding the effects when different pruning techniques are joined together, as the characteristics of the selected rules. First, we define the idempotency, transparency, and commutative property for a pruning technique. Then, we define the concepts of specialization and general rule, and redundant and essential rule, which are used to characterize pruned and unpruned classification rules.
In the following, R denotes a given rule set, P is the set of rules discarded from R by pruning (P ⊆ R), and M is the set of selected rules which actually form the classifier (i.e., M=R−P).
Definition 5. (Idempotency). A pruning technique
satisfies the idempotency property if applied once or multiple times to set R, it always provide the same rule set M.
Definition 6. (Transparency).
A pruning technique satisfies the transparency property if the classifier built on set R has the same classification accuracy than the classifier built on set M.
The transparency property has a relevant application impact. The techniques that satisfy this property can be used to reduce the size of the classification model without affecting its accuracy.
Definition 7. (Commutativity). Let consider a rule set R and two pruning techniques, sequentially applied to it. The two techniques are said to be commutative if the same rule set M is obtained independently of their application order.
When two techniques are commutative, independently of their application order, the same rule set M is generated. Hence, independently of the algorithm used to build the classifier from set M, the same final classifier will be generated, in terms of number and type of selected rules, and classification accuracy.
We now define the concepts of specialization and general rule, and redundant and essential rule. These concepts will be used to characterize the set of pruned and unpruned rules in the set R. Definition 8. (Rule specialization and general rule). Given two rules r i :X→c and r j :Y→c, r i is said to be a general rule of r j (and r j a specialization of r i ) if (i) r i has fewer conditions in the rule antecedent than r j , i.e., X⊂Y, and (ii) r i and r j have the same class label.
An alternative definition of general and specialistic rule has been proposed, similar to the one reported in this chapter, but a few less restrictive. With respect to Definition 8, in (Wang, Zhou, & He, 2000) , a rule does not need to have the same class label of the rule whose it is specialization.
Based on the notion of specialization of rule, we introduce the concepts of essential and redundant classification rule. These rules characterize the more general (shorter) and more specific (longer) classification rules in a given classification rule set. Essential rules are referred also as not redundant rules.
Definition 9. (Redundant rule)
. Let R be a rule set, > a total order relation on R, and r i and r j two rules in R. r j is said to be redundant with respect to r i if (i) r i is a general rule of r j , and (ii) r i precedes r j according to the order relation >, r i >r j .
Definition 10. (Essential rule)
. Let R be a rule set and > a total order relation on R. A rule r i is said to be essential if there is no rule r j in R such as (i) r i is a specialization of r j , and (ii) r j >r i .
Let consider a rule set R, and an order relation > defined on R. According to Definitions (9) and (10), the rules in R can be divided between the set of essential rules (denoted S > ) and the set of redundant rules (denoted U > , S > =R−U > ). When the order relation on set R is >>, the sets of essential and redundant rules are denoted as S >> and U >> (S >> =R−U >> ). In this case, each rule in R precedes all the rules that are a specialization of it, and have either a lower confidence or equal confidence but a lower or equal support.
Nevertheless the formal analysis of the properties of the pruning techniques is performed in a general context, for the accuracy evaluation the present work relies on the most commonly used classification approach. Hence, rules are sorted based on >> and they are selected for classification based on the MCF principle.
a review of pruning methodS
In this section, five of the main pruning techniques in the context of associative classification are reviewed and their properties are formally proven. Table 1 summarizes the mathematical properties satisfied by each pruning method and the characteristics of the selected rule sets in terms of essential and redundant rules.
Redundancy Removal
This pruning technique comes from the association rule cover approach introduced in (Toivonen, Klemettinen, Ronkainen, Hatonen, & Manilla, 1995) . The approach relies on the idea that a general rule can replace, without information loss, the subset of rules that have lower rank and are a specialization of it. In fact, a general rule r i matches a superset of the data covered by any its specialization rule r j , since the antecedent of r i has fewer conditions than r j . Moreover, any data properly classified by r j is also properly classified by r i , since r i and r j assign the same class label.
Finally, r i has to be preferred since it ranks higher than r j . Hence, a general rule yields classification accuracy at least equal to the accuracy achieved by the whole set of rules redundant with respect to it. For this reason, the redundancy removal technique discards from a given set the rules that are redundant according to a certain order relation. Only rules that are essential are selected by the approach.
Definition 11. (Redundancy removal). Let R be a rule set, > an order relation on R, and U > and S > the sets of redundant and essential rules in R according to >. The redundancy removal technique discards from R the rules in U > . The selected rule set M is equal to S > .
Starting from a given rule set R, the subset M selected by the pruning technique depends on the order relation adopted to rank the rules in R and thus identify redundant and essential rules.
The redundancy removal pruning technique satisfies the idempotency, transparency, and commutative properties.
Property 1. (Idempotency)
. Let R be a rule set and > an order relation on R. The redundancy removal satisfies the idempotency property.
Proof. The idempotency property easily follows from the definition of redundant rules. □
The transparency property comes from the observation that when data are classified by means of the first sorted rule matching them (MCF principle), only the essential rules are used for classification. In a set R sorted by an order relation >, a rule r i always precedes all the rules r j that are redundant with respect to it. Due to the MCF principle, only r i can be selected for classification but never r j . Therefore, discarding redundant rules from R does not affect the classification accuracy yielded by R.
Property 2. (Transparency)
. Let R be a rule set, > an order relation on R, and S > the subset of essential rules in R according to >. Let M be the subset selected by redundancy removal (M=S > ). R and M yield the same accuracy if in both the cases, for the classification task, rules are sorted by > and rule selection is based on the MCF principle.
Proof. Under the conditions, for the set R only the rules in its subset S > are used for classification. The set M selected by redundancy removal is equal to S > . Both sets M and S > are sorted by the same order relation >. Thus, the same rules in R and in M are used for classifications, and the same accuracy is achieved by the two sets. □ From the transparency property it follows that the redundancy removal technique does not provide any accuracy improvement, but it can be exploited to reduce the size of the original rule set.
Property 3. (Commutativity). The redundancy removal satisfies the commutative property when combined with one of the following pruning techniques: (i) chi-square test, (ii) database coverage, (iii) confidence-based pruning.
The commutativity property will be proved in the following sections in which the mentioned techniques are detailed. Nevertheless the definition of redundant rules is valid for any order relation, usually the pruning technique is implemented sorting rules based on confidence and support according to >> (Liu, Hsu, & Ma, 1998) .
Confidence-Based Pruning
The confidence-based pruning is the main approach traditionally used in the contexts of association rules and associative classification (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001; Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000) . The approach considers low confidence rules as less accurate than high confidence rules. Hence, it operates by selecting rules with confidence above a given threshold minconf. Differently from the support, the confidence does not satisfy the downward closure property. For this reason, pruning based on confidence is performed a-posteriori, after having extracted the rules.
In a rule set sorted based on the order relation >>, the pruning technique performs a "horizontally" cut of the original rule set. According to >>, rules are sorted by decreasing confidence and the approach discards the rules ranking below minconf. The accuracy achieved by the selected rule set is always lower or equal than the accuracy by the initial set. Hence, similarly to redundancy removal, pruning based on confidence can reduce the size of the initial set, but it does not provide any accuracy improvement.
The confidence-based pruning satisfies the idempotency property and the commutative property when combined with the redundancy removal technique. In this case, the final rule set includes the essential rules with confidence above minconf. The confidence-based pruning does not satisfy the transparence property.
Property 4. (Idempotency). The confidence-based pruning satisfies the idempotency property.
Proof. The proof trivially follows from the definition of the confidence-based pruning technique. □ Property 5. (Commutativity). Let R be a rule set, >> the order relation on R, S >> the essential rule set in R according to >>, and minconf the confidence threshold. The redundancy removal and the confidence-based pruning are commutative. The rule set computed by joining the two techniques includes the rules in S >> with confidence above minconf.
Proof. Let r i and r j be two rules in R, with r i >>r j and r j redundant with respect to r i . Since conf(r i )≥conf(r j ), the confidence-based approach selects either both r i and r j , or only r i , or none of the two, but never r j and not r i . By applying first the confidence-based approach, the rules below minconf are discarded from R; then the redundancy removal eliminates from the selected set the redundant rules. By inverting the application order, the redundancy removal selects the essential rules in R; then the confidence-based pruning discards rules below minconf. In both the cases, the final rule set includes the essential rules in the set R with confidence higher than minconf.
Database Coverage
The database coverage was introduced in (Liu, Hsu, & Ma, 1998) as a variation of the covering method proposed in (Michalski, 1980) . The approach exploits the training set for both rule extraction and pruning. By means of a heuristic, it selects the minimal set of high-precedence rules needed to cover the training data. It discards from the original set the rules that either do not classify any training data or cause incorrect classifications only. First, a global order > is imposed on the rule set. Then, rules are considered one at a time according to the sort order. A rule is selected if it properly classifies at least one training data not covered yet by the rules previously analyzed. The database coverage consists of the following steps:
1. Sort the rules in R based on >. 2. Select from R the rule r with the highest precedence. 3. Compute the subset O of training data matched by r.
If at least one training data in O is correctly
classified by r (i.e., the proper class label is assigned), include r in final rule set M and remove O from the training set. Otherwise, discard r. 5. Repeat from step 2 until all the rules in R have been considered or the training set became empty.
The characteristics of the selected rule set are summarized in the following proposition.
Proposition 1. (Database coverage)
. Let R be a rule set, > an order relation on R, and S > the set of essential rules in R according to >. The subset M of R selected by the database coverage is the minimal subset of essential rules of R (M⊆S > ) that have high-precedence and contribute to the correct classification of the training set.
Proof. Let first prove that none redundant rule in R belongs to M. Let r i and r j be two rule in R, r j redundant with respect to r i according to >. Let O i and O j be the subsets of training data that could be classified by r i and r j respectively, O j ⊆O i by construction. Since r i precedes r j according to >, the database coverage first classifies data with r i , and it could update the training set. Later on, it classifies the remaining data with r j . Two cases are possible. (a) At least one data in O i is correctly classified. Thus, r i is added to M and O i is removed from the training set. Since O j ⊆O i , O j becomes an empty set and thus r j will be pruned. (b) r i does not match any training data or causes incorrect classifications only. Thus, r i is pruned. Since O j ⊆O i , r j will be discarded for the same reason. The set M is a minimal set since each rule in M properly classifies at least one training data not covered the other rules in M. Finally, M includes high-precedence rules since the database coverage analyzes the rules in R for decreasing ranking values. □ The database coverage technique satisfies the idempotency property and the commutative property when combined with the redundancy removal technique.
Property 6. (Idempotency). Let R be a rule set and > an order relation on R. The database coverage satisfies the idempotency property.
Proof. The proof trivially follows from the definition of the database coverage pruning.
Property 7. (Commutativity). Let R be a rule set and > an order relation on R. The database coverage and the redundancy removal approach are commutative. The final rule set M is the rule set obtained by pruning R only by means of the database coverage.
Proof. The property easily follows from the fact that the redundancy removal selects the whole set S > of essential rules in R (see Definition 11) and the database coverage only a subset of S > (see Proposition 1).
From Property 7, it follows that the database coverage technique further compacts the rule set selected by redundancy removal.
The database coverage is described in this section according to its commonly adopted implementation (Baralis, Chiusano, & Garza, 2008; Liu, Hsu, & Ma, 1998; Liu, Ma, & Wong, 2000) . Because of the implemented strategy, the selected rule set is strongly customized on the characteristics of the training set. As a main drawback, it may not be able to cover some discrepancies between the test and the training set. (Li, Han, & Pei, 2001 ) proposed a variation to limit the dependency of the selected rule set from the characteristics of the training set. Mainly, a data is discarded from the training set when it has been properly classified by at least δ rules, instead of by a single one.
Correlation Based Pruning: The Chi-Square Test
Many works discussed the limitation of the support-confidence framework for association rules selection (Brin, Motwani, & Silverstein, 1997; Liu, Hsu, & Ma, 1999; Meo, 2000) . Mainly, this framework could not reflect the actual underline relationship among the data in the domain since negative implications are not taken into account. As main drawbacks, the evaluation of the rule relevance could be not enough accurate, and many rules are extracted but only a subset of them is actually significant (Brin, Motwani, & Silverstein, 1997; Liu, Hsu, & Ma, 1999; Meo, 2000) . As an alternative, the chi-square test has been proposed in association rule mining (Brin, Motwani, & Silverstein, 1997; Liu, Hsu, & Ma, 1999) and in associative classification (Li, Han, & Pei, 2001) to identify the most significant rules.
Chi-square test (χ 2 ) is a widely used statistical method for testing independence or correlation of attributes (or variables) (Mills, 1965) . It compares observed and expected frequencies, being the expected frequencies calculated under the assumption of independence. The closer the two frequencies are, greater is the evidence of independence. In the association rules context, the chi-square test has been initially proposed to study the correlation of a set of items (Brin, Motwani, & Silverstein, 1997) . For classification rules (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001) , the chi-square test has been used to check the correlation between the antecedent and consequent of a rule, to state whether a rule was statistically significant.
The correlation based pruning based on the chi-square test exclusively selects "correlated" rules. A rule is considered not relevant, and it is pruned, when its antecedent and its consequent are not correlated according to the chi-square test (i.e., the rule does not pass the chi-square test). Let consider a rule r:X→c. To perform the chi-square test, the rule r is tested against the whole data set. The observed and expected frequencies of r are computed respectively as the actual support of the rule, indicated O(r), and the support of the rule under the assumption of independence, indicated E(r). By definition, O(r)=sup(r)=sup (X∪c) , and E(r)=sup(X)sup(c)/N, being N the number of transactions in the data set. The chi-square test compares the observed and expected frequencies of X∪c, with the observed and expected frequencies of X when labeled with classes different than c (denoted as ¬c), of c when appearing with itemsets different than X (denoted as ¬X), and of ¬X∪¬c. This corresponds to compare r with all the other rules in the data set, represented as X→¬c, ¬X→c, and ¬X→¬c.
The information necessary to compute the chi-square value can be represented by means of a 2×2 contingency table where the four cells cover the cases mentioned before. In particular, Tables 2 and 3 are the observed and expected contingency tables and report the observed and expected frequencies for the four cases. Based on Table 2 and 3, the chi-square value for a rule r:X→c is defined as:
being O(c ij ) and E(c ij ) the observed and expected frequencies in the cell c ij in Table 2 and 3 respectively.
The χ 2 test relies on the concept of positive correlation, defined based on the chi-square value, to perform rule pruning. As a comparison, the support-confidence framework only exploits the content of the top-left cell in the contingency table. For this reason, in (Brin, Motwani, & Silverstein, 1997; Liu, Hsu, & Ma, 1999 ) the authors assert that the statistic significance expressed by means of the chi-square value is more reliable and the confidence measure in some cases can be misleading.
Definition 12. (Correlated and uncorrelated rule).
Let s be a minimum support and l a significance level. Let r be a rule r:X→c. X and c are said to be (s,l) correlated, or simply correlated, if (i) sup(r)>s and (ii) χ 2 (r)>l. Instead, X and c are said to be (s,l) uncorrelated, or simply uncorrelated, if (iii) sup(r)>s and (iv) χ 2 (r)<l. Rule r is said to be correlated if X and c are correlated, uncorrelated otherwise.
The significance level usually adopted to check the correlation is equal to 3.84% (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001) . A chi-square value of 0 implies the statistical independence of X and c. Proof. The proof trivially follows from the definition of the chi-square based pruning. □
The chi-square test has been proved to satisfy the upward closure property when used to evaluate the correlation of sets of items (Brin, Motwani, & Silverstein, 1997) . In other words, if a set of items is correlated at a certain significance level, then any its superset is also correlated at the same significance level. This property is no longer valid in the chi-square formalization for classification rules in equation (1). In fact, equation (1) evaluates the statistical correlation between the rule antecedent X and rule consequent c, but the correlation of the items in X is not directly taken into account. In the present work, it is shown that in the case of classification rules the chi-square test still satisfies a sort of downward closure property. Mainly, if a rule is positively correlated at a certain significance level l then any rule with higher or equal confidence and higher or equal support for the rule antecedent is also positively correlated at the same significance level. Before presenting the property let introduce an alternative formulation of equation (1) The dependence value has been presented in (Meo, 2000) as an alternative measure to represent the correlation of a set of items. It can be easily proved that the absolute value of the difference between the observed and expected occurrences in the four cases in the 2×2 contingency table is always equal to Δ. The chi-square in equation (1) can be expressed as a function of the dependence value in the following more compact form:
where N is the number of transactions in the data set.
Let now present the downward closure property for the chi-square test in the case of classification rules.
Property 9. (Downward closure property). Let R be a rule set and r i :X→c and r j :Y→c two rules in R, with conf(r i )≥conf(r j ) and sup (X) 
Proof. Let first prove (i). The condition
and therefore
Let now prove (ii). In relation (3), sup(X∪c) can be replaced by sup( )sup( ) 
The chi-square of rule r j can be expressed according to equation (2) 
and sup(X)≥sup(Y).
If r j is (s,l) positively correlated then also r i is positively correlated, since sup(r i )≥sup(r j ) and due to Property 9 (O(r i )/E(r i ))>1 and χ 2 (r i )≥χ 2 (r j ). Point (ii) is because the condition χ 2 (r i )≥χ 2 (r j ) has to be satisfied for any rule r j redundant of r i and positively correlated.
However, a rule r i may be (s,l) positively correlated also if none of its redundant rules is positively correlated, but the vice versa it is not true. From Proposition (2) it follows that when a rule r j is selected by the chi-square based pruning, then all the rules r i , with r j redundant of r i according to >>, are also selected.
Proposition 3. (Selected rule set)
. Let R be a rule set, >> the order relation on R, and S >> and U >> the sets of essential and redundant rules in R according to >>. Let M be the set of rules selected by the chi-square test. For any redundant rule r j (r j ⊂U >> ) included in M, M also includes all the essential rule r i (r i ⊂S >> ), such that r j is a redundant rule of r i . Proposition (3) has two relevant implications. The redundant rules selected by the chi-square test are actually useless, when for the classification task rules are sorted by the order relation >> and data are covered by the first rule matching them (MCF principle). In fact, in the selected set each redundant rule is preceded by all the corresponding essential rules, and only these rules are used for classification according to the MCF principle. Moreover, from Proposition (3) the commutativity between the chi-square test and the redundancy removal technique follows.
Property 10. (Commutativity)
. Let R be a rule set, >> the order relation on R, and S >> the set of es-sential rules in R according to >>. The redundancy removal and chi-square test are commutative. By joining the two techniques, the rules in S >> that are positively correlated at a given significance level are selected.
Proof. Let consider two rules r i :X→c and r j :Y →c, with r i >>r j and r j redundant of r i . Since r i >>r j and r j is redundant of r i , it follows that conf(r i )≥conf(r j ) and sup(X)≥conf (Y) . By Property 9 it follows that the chi-square test selects either both r i and r j , or only r i , or none of the two, but never r j and not r i . By applying first the chi-square test, the rules which are uncorrelated or negatively correlated are discarded from R; then the redundancy removal technique eliminates from the selected set the rules that are redundant. By inverting the application order, first the redundancy removal technique selects the essential rules in R; then the chi-square test discards those rules which are uncorrelated or negatively correlated. Therefore, in both the cases the final rule set includes the essential rules which are positively correlated.
Pessimistic Error Rate Based Pruning
The pessimistic error rate based pruning method relies on the concepts of pessimistic error rate (PER) and was initially proposed in C4.5 (Quinlan, 1993) for pruning decision trees. In this approach, the training set is used for both generating and pruning the rule set. C4.5 examines each decision node in the tree starting from the bottom, and replaces the subtree rooted by a node with either the leaf or the most frequently used branch which has fewer estimated errors. In associative classification pruning algorithms based on the pessimistic error rate have been proposed in (Liu, Hsu, & Ma, 1998) . In the context of associative classification, the pessimistic error rate (PER) is used to evaluate the expected classification error of the rules. For a given rule, the approach compares the PER value of the rule with the PER values of its general rules. The rule is pruned if its PER value is higher than the PER value of at least one of its general rules. In this case the rule is expected to be less accurate than its general rules.
In the following the formal definitions are reported for the PER measure (Quinlan, 1993 ) and the pruning method based on PER as proposed in the context of associative classification (Liu, Hsu, & Ma, 1998 
where, with respect to the training set, e(r) is the number of data incorrectly classified by r and n(r) the number of data matched by r. The term 1 2 ( ) n r is the continuity correction factor for binomial distribution introduced by Quinlan (1993) .
Definition 17.
(PER based pruning) Let R be a rule set. A rule r j is discarded from R if there is a rule r i in R such that (i) r j is a specialization of r i , (ii) len(r j )−len(r i )=1, and (iii) er(r i )<er(r j ).
Differently from the database coverage, the PER based pruning does not eliminate either data from the training set or rules from the initial set until the end of the pruning process. Hence, each rule is always compared with any rule available in the initial set, and its pessimistic error rate is computed by considering the whole data set. The PER based pruning satisfies the idempotency property.
Property 11. (Idempotency). The PER based pruning satisfies the idempotency property.
Proof. The proof trivially follows from the definition of the PER based pruning. □ This chapter presents alternative formulations of the PER measure and pruning method which rely on the concepts of rule confidence and support. By means of these formulations, rules selected by the approach can be characterized in terms of essential and redundant rules of the original set. The following expression of the PER measure can be easily derived from equation (6) by considering that for a rule r:X→c is n(r)=sup(X) and e(r)=sup(X)−sup(X∪c). By replacing these relations in equation (6), the alternative formulation of the PER measure in Proposition (4) follows.
Proposition 4. (PER (II))
The pessimistic error rate for a rule r:X→c, can be expressed as
where the term 1 2sup( ) X represents the continuity correction factor. An alternative formalization of the PER based pruning method is obtained by replacing in the pruning condition er(r i )<er(r j ) the pessimistic error rates of the rules r i and r j , expressed in terms of confidence and support as in equation (7). Proposition 5. (PER based pruning (II)) Let R be a rule set. A rule r j is discarded from R if there is a rule r i in R such that (i) r j is a specialization of r i , (ii) len(r j )−len(r i )=1, and (iii) conf(r i )>conf(r j )−k,
The term k comes from the continuity correction factors in the PER expressions of the two rules; k is always positive since sup(X)≥sup(Y) being r j a specialization of r i .
Proposition (5) states that the PER pruning method favors shorter rules with high values of confidence and support instead of longer rules. Longer rules with high confidence can be discarded if their high confidence is balanced by a low support. A rule r j is pruned if at least one rule among those having r j as specialization (and length the r j length minus one) has confidence higher than r j . Otherwise, rule r j is pruned if at least in one case the higher confidence of r j is balanced by a lower support of the rule antecedent.
Proposition 6. (Selected rules) Let R be a rule set, >> the order relation on R, and S >> and U >> the set of essential and redundant rules in R according to >>. The rule set M selected by PER based pruning includes (i) all the rules in S >> and a subset of U >> , when the correction factor is null, and (ii) a subset of U >> and a subset of S >> otherwise.
Proof. Let first prove (i). When the correction factor is null (i.e., k=0), a rule r j is pruned if there is a rule r i where (a) r j is a specialization of r i with len(r j )−len(r i )=1 and (b) conf(r i )>conf(r j ). From (a) and (b), it follows that pruned rule r j is a redundant rule of r i according to the order relation >>. Let now prove (ii). When the correction factor is not null (i.e., k≠0), a rule r j can be pruned because of a rule r i with (a) len(r j )−len(r i )=1, (b) conf(r i )>conf(r j )-k, but (c) conf(r j )≥conf(r i ). Due to (a), r j is a specialization of r i , but due to (c) rule r j is not a redundant rule of r i . Hence, either r j is redundant with respect to a rule different from r i or r j is an essential rule.
From Proposition 6 it follows that for null correction factor the pessimistic error rate and the redundancy removal are commutative and the final rule set joining the two techniques includes all the essential rules in the initial set R.
experimentaL reSuLtS
This section reports the experimental results for the five pruning techniques considered in this chapter. The effects of pruning are investigated when the techniques are applied individually as well as when they are combined.
The five pruning techniques are evaluated by comparing the characteristics of the selected rule set M (i.e., unpruned rules) with respect to the characteristics of the initial rule set R. In particular, we analyzed the number of rules pruned by each technique and the quality of the rule sets M and R. In all the Tables, PER stands for pessimistic error rate based pruning, DBcov for database coverage, RR for redundancy removal pruning, and Conf for confidence-based pruning.
To run the experiments, the rule set R is extracted by setting as a unique constrain a minimum support of 1%, which is a standard value usually used to build associative classifiers (e.g., (Li, Han, & Pei, 2001; Liu, Hsu, & Ma, 1998) ). For classification, a CBA-like approach is used (Liu, Hsu, & Ma, 1998) . In particular, rules are sorted based on the order relation >> (see Definition 4) and are selected according to the MCF principle (see Definition 3). The 10 fold cross validation test (Liu, Hsu, & Ma, 1998 ) was applied to compute accuracy values. Since the 10 fold cross validation is based on multiple runs, it is less sensible to bias than the holdout method.
The experiments were run on 17 frequently used data sets downloaded from the UCI Machine Learning Repository (Asuncion & Newman, 2007) . Continuous attributes were discretized by means of the same technique used by CBA (Liu, Hsu, & Ma, 1998) . The experiments were performed on a 1GHz Pentium III PC with 1.0GB main memory, running Kubuntu 6.06. Table 4 summarizes the characteristics of the 17 UCI data sets and of the rule set R mined from each data set by setting a minimum support of 1%.
Characteristics of Data Sets and Initial Rule Sets R
The average accuracy achieved by set R is 83.43%, the percentage of not classified data (NC%) is always 0, and the average percentage of wrongly classified data (WC%) is 16.57%. Therefore, the set R covers all the data in the data sets, but on average in 16.57% of the cases the assigned class is not correct.
To analyze the information content for R, we also evaluated the maximum achievable accuracy of R. This value represents the maximum accuracy than can be achieved by using R if the right rules are selected during classification. Given a data set D and a rule set R extracted from D, the maximum achievable accuracy of R on D is the percentage of data in D for which there is at least one rule in R correctly covering it. Hence, it is the percentage of data in D that can be potentially correctly classified by at least one rule in R, if a proper rule is used during classification.
Results reported in Table 4 show that, except for Anneal, the maximum achievable accuracy for R is always equal to 100% (i.e., for each data in D there is at least one rule in R that can potentially correctly classify it). Thus, except for Anneal, R can potentially properly classify all the data if during classification a technique different from the MCF approach is used.
Experimental Comparison of Pruning Methods
This section compares the effects of the five pruning techniques when they are used individually. In particular, classification accuracy, percentage of pruned rules, model size, number of wrongly and not classified data, and the information content of the pruned and unpruned rule sets are analyzed. Table 5 reports the difference (Δacc) between the classification accuracy obtained by using M (the unpruned rule set) and the initial accuracy value obtained by using R. For each data set the Δacc of the pruning technique which achieves the highest accuracy value is in boldface.
Classification Accuracy Comparison
The highest average accuracy improvement comes from the database coverage (1.57%), fol-lowed by the chi-square test (0.13%), and the pessimistic error rate based pruning (0.02%). The chi-square test has been implemented by considering the usual threshold of 3.84% (e.g., (Baralis, Chiusano, & Garza, 2008; Li, Han, & Pei, 2001) ). Redundancy removal yields no accuracy improvement due to the transparency property as discussed in the previous section. Hence, this technique can be only used to reduce the size of the rule set R.
Results show that chi-square test or pessimistic error rate based pruning are quite conservative. These techniques reduce the size of the rule set but substantially preserve the initial accuracy. None improvement is yielded by the chi-square test except than in 4 data sets which slightly increase with respect to R. For the pessimistic error rate based pruning, the accuracy is slightly higher than R in 4 cases, lower in 3 cases, and equal in the remaining cases. Instead, the database coverage yields higher accuracy in 11 cases and lower accuracy in 4 cases. Hence, it generates more accurate models, by selecting a subset of high quality rules and pruning harmful rules.
Confidence-based pruning yields no improvement or negative improvement. Since rules in R are sorted for decreasing confidence according to >>, the approach cuts R "horizontally". In particular, the bottom rules are pruned. The experimental results show that when only low confidence rules are pruned (confidence threshold lower than 50%) the same accuracy of R is achieved. A lower accuracy is obtained when too many rules are pruned (confidence threshold higher than 50%), because not enough rules are available for classification. Thus, the 50% confidence threshold, Table 5 . Accuracy improvement given by each pruning technique usually used in associative classification, seems to be appropriate to prune the rule set without affecting accuracy.
Percentage of Pruned Rules and Model Size
For each pruning technique, Table 6 reports the percentage of pruned rules, while Table 7 reports the model size (i.e., the number of unpruned rules). The database coverage is the most aggressive pruning approach and discards the largest rule set (99.16%), followed by redundancy removal (90.99%), pessimistic error rate based pruning (77.16%), chi-square test (42.01%), and confidencebased pruning (17.95% with threshold 50%).
The database coverage prunes a large set of rules because it greedily selects the minimum number of rules needed to cover all the training data, by choosing at most one rule for each training data. It generates a compact and hence humaninterpretable model (see Table 7 ). Also the redundancy removal approach prunes a high percentage of rules (about 91%). However, the majority of the generated models include thousands of rules and therefore they are less human-interpretable. The other approaches also prune on average a large set of rules, but they generate huge models that are not interpretable by a human being. Table 6 shows that on average 90.99% of the rules in R are redundant rules. As discussed in the previous section, these rules are useless for the classification task when the MCF classification approach is used. Hence, most of the rules in R can be pruned without affecting the classification accuracy, but reducing the model size and therefore the classification time. While the database coverage prunes all redundant rules in R, the other techniques discard only a subset of them. This behavior is showed by a percentage of pruned rules significantly lower than 90.99% for chi-square test, pessimistic error rate, and confidence-based pruning (with threshold 50%). Thus, many selected rules are useless for classification, and the model size could negatively affect the classification time.
Percentage of Not Classified and Wrongly Classified Data
This section analyzes the impact of each pruning technique on the percentage of not classified (NC%) and wrongly classified data (WC%). Table  8 reports the differences between the values of NC% (ΔNC%) and of WC% (ΔWC%) after and before pruning, i.e., on set M with respect to R. The NC% value never decreases since M⊆R, while WC% decreases in correspondence of accuracy improvements.
For the redundancy removal technique, both NC% and WC% neither increase nor decrease due to the transparency property. Experiments show similar results for the confidence-based pruning with threshold 50%. For the chi-square test, ΔNC% is always zero. Thus, the accuracy improvements in Table 5 are due to a reduction of WC%. These results point out that the chi-square test selects a suitable and sufficient number of rules in R (i.e, it does not overprune the initial rule set). The pessimistic error rate based pruning, except in one case (Diabetes), shows a similar behavior, where NC% increases causing an accuracy value lower than of R. 
Information Content of Unpruned and Pruned Rules
An interesting question we try to answer in this chapter is "Are pruned rules really useless?". To this aim, we have already analyzed the percentage of not classified data. To give a more precise answer, we compared the maximum achievable accuracy of sets R and M. The difference between the two values represents the amount of information lost by applying the pruning techniques. It represents those data that can be potentially classified correctly by set R but not by M. Results are reported in Table 9 . Table 9 shows that the rule sets M selected by the confidence-based pruning (with threshold 50%) have the same maximum achievable accuracy of set R. Hence, M contains the same information of R, and the pruned rules are actually useless. For the redundancy removal technique, M and R always have the maximum achievable accuracy due to the transparency property.
The sets M obtained by chi-square, database coverage, and pessimistic error rate based pruning are characterized on average by a maximum achievable accuracy lower than set R. Therefore, these techniques discard some potentially useful rules. However, only the database coverage approach prunes a significant percentage of potentially useful rules (the maximum achievable accuracy lost is 9.73%). As discussed above, this technique performs a "greedy" pruning and selects a minimal subset of classification rules. Hence, even if it allows achieving on average the highest accuracy value, it potentially selects the least "rich" rule set. The database coverage pruning may be not the best choice if a classification approach different from the MCF principle is used.
Combining Pruning Techniques
This section analyses the accuracy values and the percentage of pruned rules when joining different pruning techniques. We performed experiments for all pairs of techniques analyzed in this chapter and for some combinations of more than two techniques. For the sake of clarity, detailed results are reported only for frequently used combinations (e.g., pessimistic error rate followed by database coverage (Liu, Hsu, & Ma, 1998 ) and chi-square followed by database coverage (Li, Han, & Pei, 2001) ) and for combinations that yield significant accuracy values or prune high percentage of rules. Classification Accuracy Comparison Table 10 shows the accuracy improvement with respect to set R when coupling two techniques. We omit the combinations where the redundancy removal technique follows another pruning technique. Due to the transparency property, these combinations yield the same accuracy values obtained when the techniques are applied separately (see Table 5 ). The highest average accuracy improvement is given by the pessimistic error rate based pruning followed by the database coverage (+2.16%), but the most interesting combination is represented by the chi-square test followed by the database coverage (+1.86%). The first combination is more accurate than the database coverage alone only in 3 data sets, while the second combination in 9 data sets. The higher average accuracy by the first combination is mainly due to the accuracy on the Austral data set (about +11% with respect to the second combination).
When a pruning technique (the chi-square test or the pessimistic error rate based pruning) is applied after the database coverage, the final accuracy is almost always lower to or equal than by the database coverage alone. The database coverage selects a minimal rule set, where each rule classifies at least one training data uncovered by the rules with higher precedence in the set. Further pruning this set often decreases the accuracy. Hence, the database coverage should be preferably applied by last.
Combining in any order the chi-square test and the pessimistic error rate based pruning does not provide any interesting accuracy improvement. These combinations achieve the same average accuracy values obtained when applying separately the two techniques. The redundancy removal technique followed by the pessimistic error rate based pruning does not yield a positive effect on accuracy. In many data set it has no effect, while in some data sets the accuracy decreases significantly (-36.67% on Glass). Table 11 reports the percentage of pruned rules for the considered combinations of pruning techniques. Any combination including either the database coverage or the redundancy removal technique discards a large rule set, due to the tendency of the two approaches to prune many rules. As shown in Table 11 , for each combination the final percentage of pruned rules is comparable to that obtained by applying the database coverage or the redundancy removal technique alone.
Percentage of Pruned Rules
Since the redundancy removal technique satisfies the transparency property, it can be used as final pruning technique to compress a given rule set without affecting its accuracy. The selected rule set is more than halved for the chi-square test, and is about 15% smaller for the pessimistic error rate based pruning. It has no effect if applied after the database coverage, which selects only non-redundant rules. Table 10 , the chi-square test and pessimistic error rate based pruning provide higher accuracy values when followed by the database coverage. We evaluated the accuracy when the database coverage is preceded by both chi-square test and pessimistic error based pruning (in any order). The final accuracy is always lower to (on average about -1%) or equal than the accuracy obtained when only one of the two techniques precedes the database coverage. We observe that the possible combinations of pruning techniques can be simplified based on the properties reported in Section "A review of pruning method". For the transparency property, the redundancy removal technique can follow any other combination without affecting the accuracy. Moreover, since the sequence redundancy removal, database coverage is equivalent to database coverage alone, any combination containing this sequence can be simplified by applying only the database coverage. Hence, the number of applied pruning techniques can be reduced, by reducing on average the pruning time. The pruning techniques usually achieve higher accuracy values and a smaller classification model when they are joined with another pruning technique. Only in few cases (e.g., redundancy removal followed by pessimistic error rate), the combination of two methods is less accurate than the single methods.
Combination of More Than Two Pruning Techniques

Comparison of the Pruning Techniques Using Various Metrics
The highest accuracy values and percentage of pruned rules are obtained by means of the database coverage, either alone or combined with the other techniques. These combinations including the database coverage have a low rank when considering the maximum achievable accuracy. As already discussed, the database coverage performs a "greedy" rule selection, and the selected set is potentially the least "rich" set by an information content point of view. However, this aspect becomes relevant only when an approach different from the MCF principle is used.
The lowest average accuracy is obtained by joining the redundancy removal technique and the pessimistic error rate based approach. For the other combinations, the average accuracy values are quite close.
concLuSion
In this chapter, we analyzed five well-known pruning techniques that are frequently used to prune associative classification rules and select the rules for classification model generation. We formally described the pruning techniques and we proof which of them satisfy the mathematical properties of idempotency, commutativity, and transparency. Finally, by means of a large set of experiments, we empirically evaluated the Experimental results show that the database coverage, either applied alone or together with other techniques, achieves on average the highest accuracy value and the most compact and humaninterpretable classification model. However, the experimental results show that the database coverage prunes on average more potentially useful rules than other approaches. This aspect could be relevant if an approach different from the MCF principle is used for the classification task.
As an ongoing work, we are analyzing the effects of rule sorting and classification approaches different from those used in this chapter on the considered pruning methods and their combinations.
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