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Abstract. In this paper, we analyze the convergence rates of well known Tikhonov regulariza-
tion scheme for solving the nonlinear ill-posed problems by using the Ho¨lder stability estimates.
In particular, we obtain the convergence rates via two different approaches. The first approach
is the standard one via Bregman distances and the second one is in terms of weaker norms. The
important aspect in the second approach is that the regularization is only used to constrain the
regularized solutions to a set where stability holds. Moreover, a novel smoothness condition
is introduced termed as approximate Ho¨lder estimates which is further exploited to obtain the
convergence rates. At the end, we also discuss the convergence rates for Tikhonov regularization
with sparsity constraints by incorporating the Ho¨lder stability estimates.
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1. Introduction
Let F : D(F ) ⊂ U → V : F (u) = v be an operator, not necessarily linear, between the Banach
spaces U and V equipped with norms ‖ · ‖U and ‖ · ‖V respectively with domain D(F ). Suppose
U∗ and V ∗ be the respective duals of the Banach spaces U and V and 〈·, ·〉U∗×U represents the
dual pairing between U∗ and U . Our study includes the nonlinear ill-posed problems governed
by the operator equation
F (u) = v, v ∈ V (1.1)
and our foremost objective is to find or approximate the exact solution u† of the above equation.
Since, in practice, the exact data is not always available, so we have to restrict ourselves to
find the stable approximations of the exact solution. In general, the variational regularization,
especially, Tikhonov regularization and iterative methods are incorporated for finding the stable
approximations of the exact solution. For Hilbert spaces, a widely used method is Tikhonov
regularization, which involves the minimization of the functional:
‖F (u)− v′‖2 + α‖u− u0‖
2, α > 0
where v′ is some noisy approximation of v and u0 is some initial approximation of the exact
solution. Because of its tendency to smooth the solutions, Tikhonov regularization does not yield
satisfactory output in Hilbert spaces especially if there are jumps or sparsity in the structure of
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exact solution. So, other types of Tikhonov regularization were explored in the Banach spaces
in recent years [21].
Typically, for the minimizers of Tikhonov regularization, (or variational regularization meth-
ods) the existence, stability, convergence to the exact solution and the convergence rates are
of most interest. Besides the convergence and stablility of the regularized solutions, the most
challenging one is the determination of convergence rates which in particular demonstrates the
speed of the convergence of regularized solutions to the exact solution. In actual practice, while
obtaining the estimates for the speed, we need to employ some kind of smoothness of the exact
solution. The determination of the above-said convergence rates have a very long tradition in
inverse problems (see e.g. [1, 2, 4-6, 8, 15, 21, 22, 25, 26]). In the present scenario, we are pecu-
liarly interested in the rates of convergence of regularization methods for solving the nonlinear
ill-posed inverse problems in Banach spaces. We consider the following Tikhonov regularization
method which involves the minimization of the functional
Tα(u, δ) := ‖F (u) − v
δ‖p + αR(u) (1.2)
with 1 ≤ p <∞, R : U → [0,∞) is a stabilizing functional which is proper as well as convex, α
is the regularization parameter and vδ is some noisy approximation of v satisfying
‖vδ − v‖ ≤ δ. (1.3)
The domain of R is D(R) = {u ∈ U : R(u) <∞} and D(R) 6= ∅ as R is assumed to be proper.
An element u† ∈ D, where D is the common part of D(F ) and D(R) is called an R-minimizing
solution of (1.1) if it minimizes the functional R and also satisfies (1.1), i.e.
R(u†) := min{R(u) : u is such that F (u) = v}.
In practice, convergence rates can be determined with two different approaches. First one is on
the basis of source and non-linearity conditions. See for instance [15, 21, 22, 24] for variational
regularization (in particular Tikhonov regularization) and see for instance [8, 2, 25] for Iterative
regularization. The other one is solely on the basis of stability estimates which have been derived
in [17] for variational regularization methods and in [20] for iterative regularization (in particular
Landweber iteration method) in Banach spaces. However, these two concepts are interconnected.
The advantage of the later is that we can rely on a series of existing stability estimates which
have been developed independently in the community of inverse problems; results related to
Logarithmic stability can be found in [27, 28], and results related to Ho¨lder’s stability can be
found in [11, 12, 14, 20].
Further, for the theory of inverse problems (in particular linear), the source conditions are
optimal [9] in the sense that Ho¨lder type stability estimates between residuum and error of
the regularized solution are equivalent to some source condition satisfied by the regularized
solutions. For the nonlinear case, the optimality of source conditions is not obvious [15]. The
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study for the best possible rates which can be achieved with variational regularization, especially
Tikhonov regularization in Hilbert spaces was done in [3]. In this paper, our main objective is to
determine the convergence rates of well known Tikhonov regularization scheme for solving the
nonlinear ill-posed problems by using the Ho¨lder stability estimates as the smoothness condition.
In particular, we obtain the convergence rates via two different approaches. The first approach
is the standard one via Bregman distances and the second one is in terms of weaker norms.
This paper is structured in the following way: All the elementary results and definitions
required in our framework are accumulated in Section 2. The third section comprises of our
main result in the form of Theorem 3.1. We also introduces a newer smoothness condition
named as approximate Ho¨lder estimate in this section. Furthermore, the convergence rates via
this novel smoothness condition are also investigated. Moreover, a convergence rate in terms of
weaker norm for the special case of Ho¨lder’s stability estimate, i.e. in which the regularization
is only used to constrain the regularized solution to a set where stability holds, is discussed
in Theorem 3.2. In Section 4, we give an example where our results on the convergence rates
in terms of weaker norms can be applied. Convergence rates for Tikhonov regularization via
sparsity constraints are exploited in the last section.
2. Preliminaries and assumptions
For variational regularization methods, it is more appropriate to prove the convergence in
Banach spaces via Bregman distances instead of Ljapunov functionals for the reason that Banach
spaces are richer in geometrical properties than the Hilbert spaces [23]. Therefore, in the Banach
spaces, the notion of Bregman distance is very important.
2.1. Bregman distance. LetR : U → R+∪{0,∞} be a proper functional having subdifferential
∂R and is also convex. Then, with respect to R, the Bregman distance for two elements u and
u∗ from D(R) and ζ ∈ ∂R(u) ⊂ U∗ is defined by
Dζ(u
∗, u) := R(u∗)−R(u)− 〈ζ, u∗ − u〉U∗,U , (2.1)
where 〈·, ·〉U∗ ,U is the dual pairing between the spaces U
∗ and U . From the definition, it is clear
that Dζ(u
∗, u) is defined at u only if ∂R(u) 6= ∅. Let DB denotes the Bregman domain and it
consists of all the points u ∈ D(R) where ∂R(u) 6= ∅.
Remark 2.1. With R(u) = 12‖u‖
2, we have Dζ(u
∗, u) = 12‖u
∗ − u‖2. Also Bregman distance
Dζ(·, ·) is similar to metric but, in general, it does not satisfy symmetry nor triangular inequality.
Example 2.1. Let U be a separable Hilbert space with orthonormal basis {ψj}. If for u ∈ U ,
we consider (spa represents the acronym for sparse)
Rspa(u) =
∑
j
rj |〈u, ψj〉|
q
3
with q ≥ 1 and weights rj > 0, then for u
† ∈ D(Rspa) and ζ ∈ ∂Rspa(u
†), Bregman distance of
Rspa at u
† is
Dζ(u, u
†) =
∑
j
rjd 〈ζ,ψj 〉
rj
(
〈u, ψj〉, 〈u
†, ψj〉
)
,
where
dζ(u1, u2) = |u1|
q − |u2|
q − ζ(u1 − u2), u1, u2 ∈ R, ζ ∈ q
(
Sg(u2)
)
|u2|
q−1
and
∂Rspa(u
†) =
{
ζ ∈ U∗ : 〈ζ, ψj〉 ∈ rjq
(
Sg(〈u†, ψj〉)
)
|〈u†, ψj〉|
q−1.
Here Sg(x) is a set valued function which takes value 1 for x > 0, −1 for x < 0 and [−1, 1]
for x = 0.
Next lemma is a basic result which will be used in the proof of our main theorem. For proof
of this lemma see [21,Lemma 3.20].
Lemma 2.1. For a normed space U and p ≥ 1, we have
‖u+ u∗‖p ≤ 2p−1(‖u‖p + ‖u∗‖p), u, u∗ ∈ U.
Now to assure the well-posedness, convergence (to the exact solution), and stability of the
Tikhonov regularized solutions of (1.2), we make the following assumptions.
2.2. Assumptions.
(1) The Banach spaces U and V are associated with the topologies OU and OV respectively
and these are coarser than the norm topologies.
(2) The norm ‖ · ‖V is sequentially lower semi-continuous with respect to topology OV .
(3) The functional R : U → [0,∞] is sequentially lower semi-continuous with respect to OU
as well as convex.
(4) D := D(F ) ∩D(R) 6= ∅.
(5) The level sets Mα(K), for every α > 0 and K > 0, are sequentially pre-compact and
closed with respect to OU where
Mα(K) := {u ∈ D : Tα(u, 0) ≤ K}. (2.2)
(6) Restriction of F on Mα(K) is sequentially continuous with respect to OU and OV for
every α > 0 and K > 0.
The next lemma is a result on the existence, stability and convergence (to the exact solution
provided it exists) of the Tikhonov minimizers provided the Assumption 2.2 holds.
Lemma 2.2. Let Assumption 2.2 holds. Then
(1) the minimizer of the Tikhonov functional (1.2) exists for any α > 0 and vδ ∈ V .
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(2) the minimizers are stable in the sense that if {vk} is a sequence converges with respect
to the norm topology to vδ ∈ V , then the corresponding sequence {uk} of minimizers of
(1.2) with vδ replaced by vk has a convergent subsequence {uk
′
} with respect to OU . The
limit of {uk
′
} is a minimizer of (1.2).
(3) if there exists a solution of (1.1) in D and α : (0,∞)→ (0,∞) satisfies
α(δ)→ 0 and (α(δ))−1δp → 0 as δ → 0,
then the minimizers converges in the same sense as stated in the Theorem 3.26 in [21].
Proof. See [21,Chapter 3]. 
Remark 2.2. Careful inspection of the proof of part (3) in Lemma 2.2 shows that the Tikhonov
minimizers still converges to the exact solution even if we relaxed the condition (α(δ))−1δp → 0
as δ → 0 to a weaker condition which only requires (α(δ))−1δp−ǫ to be bounded for any ǫ < p as
δ → 0.
Since it is already mentioned in the introduction section that some kind of smoothness to
the exact solution (either source-wise representation or the variational inequality) has to be
incorporated for obtaining the convergence rates, so next we recall the well known smoothness
concept of variational inequality for getting the convergence rates. For more literature on the
smoothness concepts especially in Hilbert spaces (e.g. source conditions, approximate source
conditions and approximate variational inequality) we refer to [18] and the references therein.
Definition 2.1. [19] Let u† be a R-minimizing solution to (1.1). Then u† satisfies the following
variational inequality, if there exist ζ ∈ ∂R(u†) and constants ρ > 0, αmax > 0, β1 ∈ [0, 1),
β2 ≥ 0 and t > 0 such that
β1Dζ(u, u
†) + β2‖F (u) − F (u
†)‖t ≥ 〈ζ, u† − u〉U∗,U (2.3)
holds good for all u ∈Mαmax(ρ) and ρ > αmaxR(u
†).
Remark 2.3. It was shown in [21,Remark 3.37] that, in particular, for linear operators in
Hilbert spaces and for R(u) = ‖u − u0‖
2, (2.3) with t = 1 is nothing but a generalized way
of writing the source-wise representation (u† = F ′(u†)∗w for some w ∈ V ) of the exact so-
lution. For the nonlinear operator F , if both F and R are Gaˆteaux differentiable in u† (with
Gaˆteaux derivatives F ′(u†) and R′(u†)) and ζ = R′(u†) ∈ U∗, i.e. ∂R(u†) = {ζ}, then the
variational inequality (2.3) with t = 1 implies the source condition ζ = F ′(u†)w, w ∈ V ∗. See
[7,Proposition 4.4].
Proposition 2.1. Let Assumptions 2.2 holds and u† is the R-minimizing solution of (1.1).
Then with the usage of variational inequality (2.3) with parameter t ≤ 1 and a-priori choice
α(δ) ∼ δp−t, we can obtain the convergence rates
Dζ(u
δ
α, u
†) = O(δt), as δ → 0.
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where uδα is the minimizer of (1.2) and 1 < p <∞.
Proof. [7, Proposition 3.3] 
Remark 2.4. In [19,Theorem 3.4], it is shown that strict upper bound on the parameter t in
Proposition 2.1 can be increase upto p without any change in the order of convergence rates.
Further an upper bound on the parameter t in the definition of variational inequality is also
given in [19,Proposition 3.5] under additional assumptions.
Remark 2.5. The formidable capability of variational inequalities is shown by Proposition 2.1
as convergence rates have been obtained without any additional requirement on the non-linearity
structure of F and the solution smoothness. Further, on varying the exponent in (2.3), different
levels of convergence rates can be obtained.
Let us define the the modified definition of non-linearity of the operator F used in [7].
Definition 2.2. Let c1, c2 ≥ 0 and c1 + c2 ∈ (0, 1]. The operator F is said to be nonlinear of
degree (c1, c2), if there exist constants ρ > 0, αmax > 0 and K > 0 such that
K‖F (u)− F (u†)‖c1Dζ(u, u
†)c2 ≥ ‖F (u) − F (u†)− F ′(u†)(u− u†)‖, ∀u ∈Mαmax(ρ) (2.4)
where Dζ(·, u
†) is the Bregman distance of R at u† and ζ ∈ ∂R(u†)
Proposition 2.2. Let the R-minimizing solution u† satisfy the source condition
ζ = F ′(u†)∗w ∈ ∂R(u†), w ∈ V ∗, (2.5)
and let F be nonlinear of degree (c1, c2) at u
† and ζ with c1 ∈ (0, 1], c2 ∈ [0, 1), c1 + c2 ≤ 1 and
c2 = 1 if c1 = 0. Then the source condition (2.5) and the estimate (2.4) implies the validity of
a variational inequality (2.3) with exponent of the form
t =


c1
1−c2
, for c2 ∈ [0, 1)
1, for c2 = 1
and constants β1 ∈ [0, 1) and β2 ≥ 0 which may depend on ‖w‖V ∗. For the case c1 = 0 and
c2 = 1, we assume K‖w‖V ∗ < 1 to obtain (2.3).
Proof. [7, Propositions 4.4, 4.5]. 
Now the next important question was what if the variational inequality (2.3) is not satisfied for
some u ∈Mαmax(ρ). So, the good remedy for this problem was given in terms of the introduction
of a newer smoothness concept termed as approximate variational inequality (see [19]) similar
to the concept of approximate source conditions [24]. The idea was to measure the violation of
(2.3). Mathematically, we can say that if there exists some u ∈Mαmax(ρ) with
β1Dζ(u, u
†) + β2‖F (u) − F (u
†‖t < 〈ζ, u† − u〉U∗,U ,
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then the maximum violation of (2.3) is expressed as
sup
u∈Mαmax(ρ)
(
〈ζ, u† − u〉U∗,U − β1Dζ(u, u
†)− β2‖F (u) − F (u
†‖t
)
.
The question whether the validity of (2.3) can be enforced by increasing the parameter β2 gave
rise to the following definition of approximate variational inequality.
Definition 2.3. Let u† be a R-minimizing solution of (1.1). Then u† satisfies an approximate
variational inequality, if there exist ζ ∈ ∂R(u†) and constants ρ > 0, αmax > 0, β1 ∈ [0, 1),
t > 0, such that a distance function d : [0,∞)→ R given by
d(r) := − min
u∈Mαmax(ρ)
(
〈ζ, u− u†〉U∗,U + β1Dζ(u, u
†) + r‖F (u)− F (u†‖t
)
(2.6)
is such that d(r)→ 0 as r → 0.
Remark 2.6. If the R-minimizing solution of (1.1) satisfies variational inequality (2.3), then
it also satisfies the approximate variational inequality (2.6) with a distance function d for which
there exists an r0 ≥ 0 such that d(r0) = 0.
Proposition 2.3. Let the R-minimizing solution satisfies an approximate variational inequality
in the sense of Definition 2.3 with 0 < t < p. Further, if α fulfills the condition (3) of Lemma
2.2, then we have
Dζ(u
δ
α, u
†) ≤ K1
δp
α
+K2α
t
p−t r
p
p−t +K3d(r)
for all r ≥ 0 and δ ∈ (0, δ¯), where K1,K2,K3 and δ¯ are positive real constants.
Proof. [19, Lemma 4.5]. 
With the help of Proposition 2.3, convergence rates are also obtained in [19] via approximate
variational inequality under serious assumptions on the distance function d(r).
Before the end of this section, let us define a novel inequality termed as Ho¨lder type stability
estimate of the inverse mapping between the Banach spaces satisfied by the exact solution. The
idea is gathered from [20].
Definition 2.4. Let u† be a R-minimizing solution to (1.1). Then it satisfies the following
Ho¨lder stability estimate, if there exist constants C > 0, ρ > 0 and k > 0 such that
Dζ(u, u
†) ≤ C‖F (u)− F (u†)‖k, ∀u, u† ∈Mαmax(ρ). (2.7)
3. Convergence rates result using Ho¨lder stability estimates
In this section, we establish the central results of our work, i.e. convergence rates result for
Tikhonov regularization of the type (1.2) using the Ho¨lder stability estimates (2.7) in terms of
the Bregmann distance and in terms of weaker norms. The analysis is exclusively on the basis of
incorporation of Ho¨lder continuity of the inverse mapping which replaces the classical approach
of obtaining the convergence rates via source and non-linearity conditions as well as the recent
generalized approach of variational inequalities holding on some level sets.
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3.1. Convergence rate in terms of Bregman distance.
Theorem 3.1. Let F be the same operator defined in Section 1. Moreover, let the following
assumptions holds:
(1) u† is an R-minimizing solution of (1.1).
(2) For a given αmax > 0 and a constant c > 0, set
ρ = αmax(c+R(u
†)). (3.1)
(3) Assumption (2.2) holds and p ≥ 1.
(4) F :Mαmax(ρ1) ⊆ D(F ) ⊆ U → V satisfies the Ho¨lder stability estimate
C‖F (u1)− F (u2)‖
k ≥ Dζ(u1, u2), ∀ u1, u2 ∈Mαmax(ρ1), (3.2)
where C > 0 is some constant, k > 0 and ρ1 = 2
p−1ρ.
Let α = α(δ) is such that 0 < α(δ) ≤ αmax,
2δp
α
≤ c and uδα is the minimizer of the Tikhonov
functional Tα(u, δ). Then for δ → 0, if α(δ) satisifies α(δ) ∼ δ
p−ǫ with 0 < ǫ < p, we have
Dζ(u
δ
α, u
†) = O
(
δ
k(p−ǫ)
p
)
. (3.3)
Proof. First of all, we claim that uδα is in Mαmax(ρ1) for ρ1 = 2
p−1ρ. From the definition of
Tαmax(u, 0), we have
Tαmax(u
δ
α, 0) = ‖F (u
δ
α)− v‖
p + αmaxR(u
δ
α) ≤ 2
p−1
(
‖F (uδα)− v
δ‖p + δp
)
+ αmaxR(u
δ
α)
where the last inequality follows from the Lemma 2.1 and (1.3). Further, as p ≥ 1, above can
also be written as
Tαmax(u
δ
α, 0) ≤ 2
p−1
[
‖F (uδα)− v
δ‖p + αR(uδα) + δ
p + αmaxR(u
δ
α)− αR(u
δ
α)
]
≤ 2p−1
[
Tα(u
†, δ) + δp + αmaxR(u
δ
α)− αR(u
δ
α)
]
(3.4)
where the last inequality holds by definition of uδα. Again, by definition of Tα(u
†, δ), (3.4) with
(1.3) implies
Tαmax(u
δ
α, 0) ≤ 2
p−1
[
2δp + αR(u†) + (αmax − α)R(u
δ
α)
]
. (3.5)
Further, for estimating the right side of (3.5), we need to find an estimate for R(uδα). For that,
as uδα is a minimizer of (1.2), we have
‖F (uδα)− v
δ‖p + αR(uδα) ≤ ‖F (u
†)− vδ‖p + αR(u†).
By using the non-negativity of norm and (1.3), we get
αR(uδα) ≤ δ
p + αR(u†). (3.6)
Incorporating (3.6) in (3.5) yields
Tαmax(u
δ
α, 0) ≤ 2
p−1αmax
[
δp
αmax
+
δp
α
+R(u†)
]
.
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Now as αmax ≥ α, above equation can also be written as
Tαmax(u
δ
α, 0) ≤ 2
p−1αmax
[
2
δp
α
+R(u†)
]
≤ 2p−1αmax
[
c+R(u†)
]
.
Therefore, by the choice of ρ in (3.1) our claim holds, i.e.
uδα ∈Mαmax(ρ1), (3.7)
where ρ1 = 2
p−1ρ. Further, we claim that u† ∈ Mαmax(ρ). To prove this argument, we use the
definition of Tikhonov functional Tα(u, 0) and (3.1) to obtain
Tαmax(u
†, 0) = ‖F (u†)− v‖p + αmaxR(u
†) < αmax(c+R(u
†)) = ρ.
The arguments (3.7) and u† ∈Mαmax(ρ) ⊂Mαmax(ρ1) implies that (3.2) is applicable for u1 = u
δ
α
and u2 = u
†. So (3.2) with these particular values of u1 and u2 implies that
Dζ(u
δ
α, u
†) ≤ C‖F (uδα)− F (u
†)‖k ≤ 2kC
(
‖F (uδα)− y
δ‖k + δk
)
≤ 2C
(
‖F (uδα)− y
δ‖k + δk
)
(3.8)
where the above inequality is obtained by using estimate (1.3) and the inequality
||u1 + u2||k ≤ (2max{||u1||, ||u2||})k = 2kmax{||u1||k, ||u2||k}) ≤ 2k{||u1||k + ||u2||k}) (3.9)
for u1, u2 ∈ U and k ∈ (0, 1]. For k > 1, we use a better estimate given in Lemma 2.1 so that
(3.8) looks like
Dζ(u
δ
α, u
†) ≤ C‖F (uδα)− F (u
†)‖k ≤ 2k−1C
(
‖F (uδα)− y
δ‖k + δk
)
.
So, let C1 = max(2C, 2
k−1C), then for every k > 0, we have
Dζ(u
δ
α, u
†) ≤ C1
(
‖F (uδα)− y
δ‖k + δk
)
. (3.10)
Now to obtain the estimate for Dζ(u
δ
α, u
†), it is clear from above inequality that we need an
upper bound on ‖F (uδα)−y
δ‖. For this again using the definition of uδα, (1.2) and (1.3) to obtain
Tα(u
δ
α, δ) = ‖F (u
δ
α)− v
δ‖p + αR(uδα) ≤ ‖F (u
†)− vδ‖p + αR(u†) ≤ δp + αR(u†).
Since R is a non-negative functional, we have
‖F (uδα)− v
δ‖p ≤ δp + αR(u†) < α
(
δp
α
+
ρ
αmax
)
(3.11)
where the last inequality is obtained by using (3.1). On putting (3.11) in (3.10) yields
Dζ(u
δ
α, u
†) ≤ C1
(
‖F (uδα)− v
δ‖k + δk
)
≤ C1
[
α
k
p
(
δp
α
+
ρ
αmax
) k
p
+ δk
]
.
Further as 2δ
p
α
≤ c, we get
Dζ(u
δ
α, u
†) ≤ C1
[
α
k
p
(
c
2
+
ρ
αmax
) k
p
+ δk
]
.
Finally for the a-priori choice of α = α(δ) = δp−ǫ with 0 < ǫ < p, above implies the result. 
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Before continuing our discussion, we discuss some important remarks.
Remark 3.1. Condition δ
p
α
≤ c2 incorporated in Theorem 2.1 makes sense as we have already
assumed in Lemma 2.2 that (α(δ))−1δp → 0 as δ → 0.
Remark 3.2. Clearly, on varying the exponent k in (3.2), we can obtain a variety of convergence
rates. Also it is clear from the proof that while obtaining the convergence rates, there is no
restriction on the value of parameter k which is there in case of variational inequality, i.e. t < p
for parameter t. Moreover if ǫ is approximately of the same magnitude of p, then k(p−ǫ)
p
is nearly
equal to k which implies that Ho¨lder estimates provides the convergence rates almost similar to
that of variational inequality.
Remark 3.3. The Ho¨lder type stability estimate (3.2) can be obtained by a lower bound on the
Fre´chet derivative F ′ provided F is Fre´chet differentiable. Let there exists a constant A > 0
such that ∥∥∥∥F ′(u)
(
u− u†
‖u− u†‖
)∥∥∥∥ ≥ A‖u− u†‖1−ǫ ∀u ∈ D(F ) ∩Br(u†)
where Br(u
†) is some ball of radius r (sufficiently small) around u† and ǫ ∈ (0, 1]. Above and
‖F (u′)− F (u)− F ′(u)(u′ − u)‖ ≤
L
2
‖u′ − u‖2 ∀u, u′ ∈ D(F )
implies that
A‖u− u†‖2−ǫ ≤ ‖F (u) − F (u†)− F ′(u)(u − u†)‖+ ‖F (u) − F (u†)‖
which further means
‖u− u†‖ ≤ A′‖F (u)− F (u†)‖
1
2−ǫ ∀u ∈ D(F ) ∩Br(u
†)
where A′ is some constant depending on A and L. Now, for R(u) = 12‖u‖
2, Dζ(u, u
†) =
1
2‖u − u
†‖2. Thus, an estimate of the type (3.2) can be obtained for k ≥ 1. In general, it is
very difficult or almost impossible to obtain a lower bound for F ′ because of the ill-posedness of
many inverse problems unless the forward operator projects properly. This lower bound has been
studied for many inverse problems under various assumptions. For example, see [10, 13].
Now, it is phenomenal to compare the inequalities (2.3) and (2.7) and to find the relation
between them (if there is any).
Theorem 3.2. Let the R-minimizing solution u† of (1.1) satisfies the estimate (2.3) for u ∈
Mαmax with the same parameters. Then u
† satisfies the estimate (2.7) with k = t and C = β21−β1
provided R(u) ≤ R(u†).
Proof. Using the definition of Bregmann distance and (2.3), we get
Dζ(u, u
†) = −〈ζ, u− u†〉U∗,U +R(u)−R(u
†)
≤ β1Dζ(u, u
†) + β2‖F (u)− F (u
†)‖k +R(u)−R(u†).
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Above can also be written as
(1− β1)Dζ(u, u
†) ≤ β2‖F (u)− F (u
†)‖k +R(u)−R(u†).
Thus, result holds under the assumed condition. 
Next proposition checks the validity of the estimate R(u) ≤ R(u†) for u ∈Mαmax(ρ).
Proposition 3.1. Let u ∈ U is such that u ∈Mαmax(ρ), u
† is R-minimizing solution of (1.1).
(1) If for some α > 0, u is the minimizer of the Tikhonov functional Tα(u, 0), then the
condition R(u) ≤ R(u†) holds obviously.
(2) If for some α > 0, u is the minimizer of the Tikhonov functional Tα(u, δ), then the
condition R(u) ≤ R(u†) holds provided ‖F (u) − vδ‖ ≥ δ.
Proof. We only prove the second part as the first part can be obtained from it by simply taking
δ = 0, from (1.2) we get
‖F (u†)− vδ‖p + αR(u†) ≥ ‖F (u) − vδ‖p + αR(u),
and therefore on using the estimate (1.3), we get
−‖F (u)− vδ‖p + δp ≥ αR(u) − αR(u†).
Now, from above equation right side is non-positive provided ‖F (u)− vδ‖ ≥ δ. 
Corollary 3.1. On restricting ourselves to the set of all Tikhonov minimizers which are also
in Mαmax(ρ) :
(i) the variational inequality (2.3) always implies the Ho¨lder stability estimates (2.7) in the
case of non-noisy data and hence (2.7) is a more generalized condition in the sense that
former always implies the latter.
(ii) in case of noisy data, robustness of (2.3) is dependent on the noise level δ.
Now, the question arises naturally is what if the Ho¨lder stability estimates are not satisfied by
the exact solution. The feasible solution for above problem is the introduction of approximate
Ho¨lder stability estimates similar to the introduction of approximate variational inequality (2.6).
Here, again the idea is to measure the violation of (2.7) via distance functions D : [0,∞) → R.
If the Ho¨lder stability estimate (2.7) is not satisfied by the exact solution, then this implies the
existence of atleast one u ∈Mαmax(ρ) such that
Dζ(u, u
†) > C‖F (u)− F (u†)‖k.
Maximum possible violation of (2.7) is expressed as
sup
u∈Mαmax(ρ)
(
Dζ(u, u
†)− C‖F (u)− F (u†)‖k
)
.
So, we define the novel inequality known as approximate Ho¨lder estimates (short name of ap-
proximate Ho¨lder stability estimates).
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Definition 3.1. Let u† be the R-minimizing solution of (1.1). Then it satisfies an approximate
Ho¨lder estimate, if there exist constants ρ > 0 and k > 0 such that the distance function
D : R+ ∪ {0} → R defined by
D(s) := − inf
u∈Mαmax (ρ)
(
s‖F (u)− F (u†)‖k −Dζ(u, u
†)
)
(3.12)
satisfies D(s)→ 0 as s→∞.
Next, we discuss some basic properties of the function D. We skip the proofs as these are the
replica of the ones given in [19,Appendix] for d defined in approximate variational inequality.
Proposition 3.2. Let the approximate Ho¨lder estimate is satisfied by the R-minimizing solution
u† of (1.1) in the same sense described in Definition 3.1. Then, the associated distance function
D have the following properties:
(i) D(s) is non-negative and finite for all values of s.
(ii) D(s) is well defined in the sense that it attains its infimum value.
(iii) D(s) is continuous for all s and monotonically decreasing.
(iv) If for all s ≥ 0, D(s) > 0, then D becomes strictly monotonically decreasing.
It is obvious that if an R-minimizing solution satisfies Ho¨lder stability estimate (2.7), then
it also satisfy the approximate Ho¨lder estimate in the sense of Definition 3.1 and there exists
an s0 such that D(s0) = 0. Because of (ii) of Proposition 3.2, inf in the Definition 3.1 can be
replaced by min. Next, we discuss a result which we employ further to find the convergence
rates for the Tikhonov minimzers of (1.2) provided the exact solution satisfies the approximate
Ho¨lder estimate (3.12).
Lemma 3.1. Let F be the same operator defined in Section 1. In addition to the assumptions
(1), (2), (3) of Theorem 3.1, let u† satisfies the approximate Ho¨lder inequality in the sense of
Definition 3.1 with ρ replaced by ρ1 = 2
p−1ρ for some ρ > 0. Further, if α = α(δ) is such that
0 < α(δ) ≤ αmax,
2δp
α
≤ c and uδα is the minimizer of the Tikhonov functional Tα(u, δ), then
Dζ(u
δ
α, u
†) ≤ C1sα
k
p + C2sδ
k +D(s),
where C1 = C
(
c
2 +
ρ
αmax
)k
p , C2 = C = max(2
k, 2k−1) and D(s)→ 0 as s→∞.
Proof. On the lines of Theorem 3.1, we can prove that uδα, the minimizer of Tikhonov functional
(1.2), is in Mαmax(ρ1). Therefore, (3.12) implies
Dζ(u
δ
α, u
†) ≤ s‖F (uδα)− F (u
†)‖k +D(s).
Incorporating (3.9) or Lemma 2.1 accordingly as k ≤ 1 or k > 1, and (1.3) in above equation to
obtain
Dζ(u
δ
α, u
†) ≤ Cs
[
‖F (uδα)− y
δ‖k + δk
]
+D(s)
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where C = max(2k, 2k−1). Further put (3.11) and 2δ
p
α
≤ c in above to get
Dζ(u
δ
α, u
†) ≤ Cs
[
α
k
p
(
c
2
+
ρ
αmax
) k
p
+ δk
]
+D(s).
Now for C1 = C
(
c
2 +
ρ
αmax
) k
p , C2 = C = max(2
k, 2k−1), we get the desired result. 
Theorem 3.3. Let the assumptions of Lemma 3.1 holds. Also we assume D(s) 6= 0 for all
values of s. Now define
φ(s) := s−
p
kD(s)
p
k and ψ(s) := s−
1
tD(s)
1
t
with t < k. Let α = α(δ) is such that 0 < α(δ) ≤ αmax,
2δp
α
≤ c, and additionally δk−t ≤ c1 for
some constant c1 > 0, then we get the convergence rate
Dζ(u
δ
α, u
†) = O
(
D(ψ−1(δ))
)
as δ → 0.
Proof. Clearly φ(s) and ψ(s) are strictly monotonically decreasing functions as D(s) is a strictly
monotonically decreasing function (see Proposition 3.2). This means inverses φ−1(s) and ψ−1(s)
of φ(s) and ψ(s) exist and are also strictly monotonically decreasing. From Lemma 3.1, we know
that
Dζ(u
δ
α, u
†) ≤ C1sα
k
p + C2sδ
k +D(s). (3.13)
Take s = φ−1(α) and s = ψ−1(δ). Then we have
sα
k
p = sφ(s)
k
p = D(s) = sψ(s)t = sδt.
Above and (3.13) implies
Dζ(u
δ
α, u
†) ≤ (C1 + c1C2 + 1)D(ψ
−1(δ)).
Thus, we get the required convergence rates. 
3.2. In terms of weaker norms. In this subsection, we make an attempt to find the conver-
gence rates in terms of appropriate weaker norm and not in terms of Bregman distance. Here,
the only motive of using the regularization is to restrict the regularized solutions to a set where
the given Ho¨lder stability estimate holds. We would also give an example in the next section in
support of our result and the example shows the importance of these kind of convergence rates
in weaker norms. The method involves following function to be minimized:
T 1α(u, δ) := ‖F (u) − v
δ‖pV + α‖u− u0‖
p
U (3.14)
where vδ satisfies (1.3) and u0 ∈ U . Clearly, T
1
α(u, δ) is obtained by taking R(u) = ‖u−u0‖
p
U in
Tα(u, δ).
Theorem 3.4. Let U and V be the Banach spaces. Moreover, let the following assumptions
holds:
(1) u† is a solution of (1.1) and also minimizes R where R(u) = ‖u− u0‖
p
U .
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(2) Assumption (2.2) holds with R(u) = ‖u− u0‖
p
U .
(3) u0 is in some neighborhood of u
†, i.e. there exists some K1 > 0 such that
‖u0 − u
†‖U ≤ K1. (3.15)
(4) F : D(F ) ⊂ U → V satisfies the Ho¨lder stability estimate
‖u1 − u2‖η ≤ C‖F (u1)− F (u2)‖
k
V , (3.16)
for k > 0 and ‖u1 − u2‖U ≤ M , where M,C are positive constants and ‖ · ‖η is an
appropriate norm which induces a topology coarser than the topology induced by the
norm topology on U .
Let α = α(δ) is such that 0 < α(δ) ≤ αmax,
δp
α
≤ c for some constant c > 0, M is such that
(c + Kp1 )
1
p + K1 ≤ M and u
δ
α is the minimizer of the Tikhonov functional Tα(u, δ), then for
δ → 0, if α(δ) ∼ δp−ǫ with 0 < ǫ < p, we have
‖uδα − u
†‖η = O
(
δ
k(p−ǫ)
p
)
. (3.17)
Proof. By definition of uδα and using (1.3), (3.15), we get
‖F (uδα)− v
δ‖pV + α‖u
δ
α − u0‖
p
U ≤ ‖F (u
†)− vδ‖pV + α‖u
† − u0‖
p
U ≤ δ
p + αKp1 .
Consequently, we have
‖F (uδα)− v
δ‖pV ≤ α
(
δp
α
+Kp1
)
≤ α(c+Kp1 ), (3.18)
and
‖uδα − u0‖
p
U ≤ c+K
p
1 . (3.19)
Therefore, (3.15) and (3.19) implies
‖uδα − u
†‖U ≤ ‖u
δ
α − u0‖U + ‖u0 − u
†‖U ≤M.
Above estimate implies that (3.16) is satisfied with u1 = u
δ
α and u2 = u
†. Hence, (3.16), (3.9) if
k ≤ 1 or Lemma 2.1 if k > 1, and (1.3) implies
‖uδα − u
†‖η ≤ C‖F (u
δ
α)− F (u
†)‖kV ≤ C1
[
‖F (uδα)− v
δ‖kV + δ
k
]
where C1 = max(2C, 2
k−1C). Now put (3.18) and then δ
p
α
≤ c in above inequality and proceed
similar to the proof of Theorem 3.1 to get the required inequality. 
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4. Inverse problem of determining the Potential function
The main aim of this section is to discuss an example to verify the results of the Theorem
3.4.
Example 4.1. In [12], the inverse problem under consideration was to determine the potential
function q = q(x) from Λq, i.e. Neumann to Dirichlet map of the wave equaton utt−∆u+qu = 0
in Ω × (0, T ) with u(x, 0) = ut(x, 0) = 0 where Ω is bounded open set in R
n having a smooth
boundary ∂Ω for n ≥ 2 and T > diameter (Ω), has been studied. There an estimate known as
Ho¨lder stability estimate or nearly Lipschitz stability estimate has been established for the inverse
problem. We consider that Ho¨lder stability estimate in our case and so we recall the above-said
problem for the sake of completeness.
Consider the wave equation
utt −∆u+ qu = 0 for all (x, t) ∈ Ω× (0, T ),
u = ut = 0 for all x ∈ Ω and t = 0,
∂u
∂ν
= f for all (x, t) ∈ ∂Ω× (0, T )
(4.1)
Further, for the above problem (4.1) the associated Neumann to Dirichlet map Λq is defined as
Λq : f ∈ L
2(∂Ω× (0, T ))→ u|∂Ω×(0,T ) ∈ H
1(∂Ω× (0, T )).
There it was shown that for any small ǫ > 0, there exists β0 > 0 such that
C‖Λq1 − Λq2‖
1−ǫ
∗ ≥ ‖q1 − q2‖L∞(Ω) (4.2)
when ‖q1− q2‖Hβ(Rn) ≤M for some β > β0 and M,C are positive constants. Here ‖ ·‖∗ denotes
the operator norm from L2(∂Ω× (0, T )) to H1(∂Ω× (0, T )) and Hβ(Rn) is the standard Sobolev
space of order β. The inverse problem associated with the problem (4.1) is to invert the map
q → Λq, (4.3)
i.e. the reconstruction of q(x) from given Λq. For our convenience, we write the above inverse
problem as
F : q ∈ L∞(Ω) 7→ Λq ∈ B
(
L2(∂Ω× (0, T )),H1(∂Ω× (0, T ))
)
(4.4)
where B
(
L2(∂Ω× (0, T )),H1(∂Ω× (0, T ))
)
is the Banach space of all bounded linear maps from
L2(∂Ω × (0, T )) to H1(∂Ω × (0, T )). Let us assume that there exists a solution q† of (4.4)
corresponding to the wave equation (4.1), i.e. F (q†) = Λq. Also let the initial approximation
q0 of the exact solution is such that ‖q† − q0‖Hβ ≤ K1 for some K1 > 0. The operator F is
continuous. Further, let qδα be the regularized solution of the inverse problem (4.4) which is the
minimizer of Tikhonov functional
Tα(q, δ) = ‖F (q)− Λ
δ
q‖
p
∗ + α‖q − q0‖
p
Hβ
(4.5)
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where Λδq is some approximation of Λq satisfying ‖Λ
δ
q − Λq‖∗ ≤ δ. Now by assumption as q
δ
α is
the minimizer of Tikhonov functional (4.5), so
‖F (qδα)− Λ
δ
q‖
p
∗ + α‖q
δ
α − q0‖
p
Hβ
≤ ‖F (q†)− Λδq‖
p
∗ + α‖q
† − q0‖
p
Hβ
≤ δp + αKp1 (4.6)
where the last inequality holds by the choice of q0. Assuming that the regularization parameter α
is such that δ
p
α
≤ c (as assumed in the Theorem 3.4 for some constant c > 0 and K1, c satisfies
K1 + (c+K
p
1 )
1
p ≤M , then (4.6) implies
‖F (qδα)− Λ
δ
q‖∗ ≤ α
1
p (c+Kp1 )
1
p . (4.7)
Similarly, from (4.6), we have
‖qδα − q0‖Hβ ≤
(
δp
α
+Kp
) 1
p
≤ (c+Kp)
1
p .
From the above estimate and choice of q0 we get
‖qδα − q
†‖Hβ ≤M.
Therefore, now we can apply the estimate (4.2). So from the estimates (4.2), (3.9) and (4.7), it
follows that
‖qδα − q
†‖L∞(Ω) ≤ C‖Λqδα − Λq‖
1−ǫ
∗ = C‖F (q
δ
α)− F (q
†)‖1−ǫ∗
≤ 21−ǫC
[
‖F (qδα)− Λ
δ
q‖
1−ǫ
∗ + δ
1−ǫ
]
≤ 21−ǫC
[
(α
1
p (c+Kp)
1
p )1−ǫ + δ1−ǫ
]
.
Now on the similar lines of Theorem 3.4, one can show that
‖qδα − q
†‖L∞(Ω) = O
(
δ
k(p−ǫ)
p
)
.
5. Convergence rates for sparsity regularization via Ho¨lder estimates
In this subsection, let U, V denotes Hilbert and reflexive Banach spaces respectively and
discuss the convergence rates for Tikhonov regularization via sparsity constraints by incorpo-
rating Ho¨lder stability estimates. Convergence rates for sparsity constraints regularization via
variational equality of the type (2.3) has been well discussed in [21]. This (sparsity) type of
regularization becomes trendy because of influential article [16] and assumes that the exact so-
lution u† has a sparse representation in terms of basis of U which are orthonormal. We need to
find the approximate solution uδα of (1.1) such that if
uδα =
∑
j
〈uδα, ψj〉ψj , then 〈u
δ
α, ψj〉 6= 0 for finitely many j.
Here {ψj} represents the orthonormal basis of U and u
δ
α is the minimizer of
Tαspa(u, δ) := ‖F (u) − v
δ‖p + αRspa(u) where Rspa(u) :=
∑
j
rj |〈u, ψj〉|
q.
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Clearly, in this regularization each coefficient is regularized individually via the weighting se-
quence {rj} with rj > 0. If the sum in Rspa(u) is uncountable, i.e. when U is not separable, then
we take Rspa(u) as the supremum of all finite sums. Now to address the existence, stability and
convergence related issues for sparsity regularized solutions, we make some assumptions similar
to Assumptions 2.2.
5.1. Assumptions.
(1) OU and OV are the weak topologies on U and V respectively.
(2) p ≥ 1 and 1 ≤ q ≤ 2 and weights {rj} satisfy r ≤ rj <∞ for some positive constant r.
(3) D := D(F ) ∩D(Rspa) 6= ∅.
(4) F is weakly continuous and D(F ) is weakly sequentially closed.
Lemma 5.1. Under the Assumption 5.1, minimizing Tα
spa
is well-defined, stable and convergent
in the sense of Lemma 2.2.
Proof. [21,Theorem 3.48]. 
Now, we obtain the convergence rates for sparsity constraints regularization by incorporating
Ho¨lder stability estimates with respect to Bregman distance as well as with respect to Hilbert
space norm. We skip major part of the proof and write only the end results as the proof is
similar to [21,Theorem 3.54].
Theorem 5.1. Let the Assumption 5.1 holds. Moreover, let the following assumptions holds:
(1) u† is an Rspa-minimizing solution of (1.1) and element in Bregman domain of Rspa.
(2) For a given αmax > 0 and a constant c > 0, set
ρ = αmax(c+Rspa(u
†)).
(3) F :Mαmax(ρ1) ⊆ D(F ) ⊆ U → V satisfies the Ho¨lder stability estimate
C‖F (u1)− F (u2)‖
k ≥ Dζ(u1, u2), ∀ u1, u2 ∈Mαmax(ρ1),
where C > 0 is some constant, k > 0 and ρ1 = 2
p−1ρ.
For q = 1, we additionally assume
(4) F is Gaˆteaux differentiable in u†, and restriction of F ′(u†) to Uζ := {
∑
j∈Iζ
xjψj : xj ∈
R} is injective where Iζ := {j : |〈ζ, ψj〉| ≥ r}.
(5) There exist constants γ1, γ2 ≥ 0 such that for all u ∈Mαmax(ρ1), we have
‖F (u)− F (u†)− F ′(u†)(u− u†)‖ ≤ γ1Dζ(u, u
†) + γ2‖F (u) − F (u
†)‖.
Let α = α(δ) is such that 0 < α(δ) ≤ αmax,
2δp
α
≤ c and uδα is the minimizer of the Tikhonov
functional Tα
spa
(u, δ). Then for δ → 0, if α(δ) satisifies α(δ) ∼ δp−ǫ with 0 < ǫ < p, we have
Dζ(u
δ
α, u
†) = O
(
δ
k(p−ǫ)
p
)
and ‖F (uδα)− v
δ‖ = O
(
δ
p−ǫ
p
)
. (5.1)
Moreover, in terms of Hilbert norm
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(1) for q > 1, we have
‖uδα − u
†‖ = O
(
δ
k(p−ǫ)
2p
)
(2) for q = 1, we have
‖uδα − u
†‖ = O
(
δ
k(p−ǫ)
p
)
for k ≤ 1 and ‖uδα − u
†‖ = O
(
δ
p−ǫ
p
)
for k > 1.
Proof. Rates in Bregman distance follows directly from Theorem 3.1 and the estimate for
‖F (uδα) − v
δ‖ follows from (3.11), δ
p
α
≤ c2 and the parameter choice α(δ) ∼ δ
p−ǫ. Now we find
the convergence rates with respect to Hilbert space norm. For q > 1, from [21,Theorem 3.54]
we know that
‖uδα − u
†‖2 ≤ K1Dζ(u
δ
α, u
†)
for some constant K1 > 0. This estimate with (5.1) leads to the required rate. If q = 1,
[21,Theorem 3.54] provides us the estimate
‖uδα − u
†‖ ≤ K2Dζ(u
δ
α, u
†) +K3‖F (u
δ
α)− v
δ‖
with constants K2,K3 > 0. Thus, we get the required rates using (5.1) accordingly as k ≤ 1 or
k > 1. 
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