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Introduction
Computer experiments often use computer models (simulators) to simulate the behavior of a complex real system under consideration. These models are usually designed according to theories believed to govern the real system. They usually include calibration parameters, that is unknown parameters that regulate the behavior of the computer model; hence we wish to tune (calibrate) them in order for the computer model to Email addresses: georgios.karagiannis@durham.ac.uk, georgios.stats@gmail.com (Georgios Karagiannis), guanglin@purdue.edu (Guang Lin) (the Rapid Radiative Transfer Model for General Circulation Models [13] , and the Community Atmosphere Model 3.0 [14] ) that describe different physics, and different resolutions (25km and 50km grid spacing) that describe different fidelity levels. It is uncertain which radiation scheme leads to better simulations. Moreover, higher grid spacing does not necessarily lead to more accurate simulations because WRF is sensitive to other physical parametrizations which is uncertain how they are affected by the grid spacing. Combination of physics variability is expected to result better predictions in climate models [15] ; hence interest lies in combining suitably these computer models in order to integrate the associated physics and fidelity variations.
WRF is employed with the Kain Fritsch (KF) convective parametrization scheme (CPS) [16] . For climate models, it is important to better understand and constrain the convective parametrization, and hence interest lies in quantifying and reducing the uncertainties regarding of those parameters. The computational cost of running WRF is prohibitively high, and an exhausted direct simulation study is not possible in practice;
hence there is interest in a predictive model.
In this article, we propose the Bayesian calibration of computer model mixture method, as an extension to the traditional Bayesian (single) model calibration [1, 2] . Central to the proposed methodology is the idea of (i) representing the output function of the complex real system as a mixture of output functions of the available computer models with unknown input dependent weight functions, and (ii) specifying a fully Bayesian model to quantify the associated uncertainties. The proposed method allows one to build a predictive model (emulator) for the output of a real system by properly calibrating, weighting, and combining the available computer models in the Bayesian framework. Additionally, it allows the design of a calibrated mixture of computer models (simulators) by evaluating the associated weight functions and the calibration parameters. The resulting computer model mixture, as well as the predictive model, aim at representing the real system output more accurately than the single ones by aggregating the unique features of different models. We introduce the concept of shared calibration parameters that allows inference on calibration parameters to be based on multiple computer models (and hence different physics), however, the method allows different models to have different calibration parameters. The Bayesian computations are performed via Markov chain Monte Carlo methods. A computational highlight of the procedure is that it builds the unknown mixture weight functions via a stochastic bases selection from a pool of basis functions in a datadriven manner.
The method is suitable to address realistic problems that one model may be more accurate than the other at different (unspecified) input sub-regions. In particular, through the weight functions, it allows the determination of the input sub-region at which a individual computer model is more preferable to be used than the rest individual ones. The method is particularly suitable to address applications where the outputs of the available computer models tend to differ from the output of the real system at different directions. This is because the weight functions can adjust the outputs of contributing models in the mixture, in a manner that the overall discrepancy of the mixture will be less that the individual ones. Therefore, in such cases, the resulting calibrated computer model mixture is able to produce more accurate simulations than the single ones. This covers a large range of important real world applications [15] , such as the WRF one analyzed here.
The article is organized as follows. In Section 2, we present the proposed method. In Section 3.1, we validate the proposed method with that of Goh et al. [11] in a validation example. In Section 3.2, we assess the good performance of the method and compare it with that of Kennedy and O'Hagan [1] in a more challenging benchmark example. In Section 3.3, we implement the method on a real world large-scale climate modeling application that involves the WRF with the KF CPS. In Section 4, we conclude and propose possible extensions. In AppendixB, we provide a technique that mitigates the computational overhead of the procedure which is caused by the consideration of multiple computer models.
The method
The proposed method extends the standard Bayesian calibration of a single computer model [1, 2] to the multiple computer model framework.
Basic formulation
Set-up. We assume there is available a set of K different computer models tS pkq ; k P Ku where K " t1, ..., Ku. Each computer model S pkq aims at simulating the same real system Z .
We consider training data which consist of a collection of experimental data tpy i , x i q; i " 1, ..., nu generated from the real system Z after n realizations, and K designs of simulated data tpη
, ..., n`ř jďk m pjq u generated from the computer model S pkq after m pkq runs for k " 1, ..., K.
Let z K " py , η p1q, , ..., η pKq, q denotes the complete training data outputs, and n K " n`ř K k"1 m pkq denotes the size of z K . Here, y i P R, x i P X , x pkq i P X , and t pkq i P Θ pkq , for any i,k, where X is the input domain, and Θ pkq is the calibration parameter domain of computer model S pkq .
Regarding the real system Z , the experimental observations y i :" ypx i q are generated for a given x i via
where the y,i denotes the observation error, and ζpx i q denotes the expected output of the real system at input x i for i " 1, ..., n.
Regarding the computer model S pkq , the simulated data η [17] .
Computer model mixture. Although each computer model aims at simulating the same real system, it may be designed based on different theoretical background and present different properties. In order to aggregate different properties associated with different computer models, we model the output function of the real system Z as a mixture of the output functions of the available computer models plus a discrepancy. He define the computer model mixture representation of the real system, as
Note that in our framework, the components of mixture (2.1) are computer models (simulators), unlike other works [18, 19, 20] in the literature where the components are different statistical models referring to the same computer model.
The main role of the weight functions t k p¨qu is to adjust the contribution of the corresponding computer models tS pkq u in the mixture tS K u as functions of the input in a principled manner; for this reason we consider them as a probability vector that depends on the inputs. Precisely, p¨q :" p k p¨q; k P 1, ..., Kq is the unknown vector of weight functions such that t k p¨q : X Ñ p0, 1q; k " 1, ..., K´1u, and K p¨q : X Ñ p0, 1q
This allows differently weighted combinations of the computer models to represent the real system at different inputs. Hence, (2.1) is suitable to model realistic problems where the unknown fidelity order of the computer models may change over the input space X . Moreover, δp¨q is a discrepancy function, and it refers to a potential systematic disagreement between the real system output ζp¨q and the computer model mixture output S K p¨, θ K q, e.g. due to 'missed' or 'missrepresented' physical properties. We highlight that different computer models tS pkq u may have calibration parameters different in value, or dimensionality. As a result, there is need to evaluate the set of calibration parameters
The computer model mixture calibration problem can be summarized as
Weight functions parametrization . The unknown weight functions t k p¨qu are modeled a polynomial expansion in the multivariate logistic space, as
for k " 1, ..., K´1, where K p¨q " 1´ř K´1 k"1 k p¨q, and g k p¨q is a polynomial expansion of degree p . Specifically, th pkq ,a p¨qu are multi-dimensional basis functions properly specified, for example from Askey family [21] , tω k,a u are unknown coefficients, and Λ p ,dx is a set of multi-indices indicating the available bases up to a degree p . The rational in (2.3) is that the additive logistic transformation is suitable to provide a monotonic mapping between R K´1 and the simplex of K-dimensional probability vector. Moreover, regarding (2.4), the polynomial expansions are able to accurately represent unknown functions under certain regularity conditions [22] .
Often, only a subset I k P Λ p,dx of bases significantly contributes to the expansion (2.4), while the rest bases can be omitted without serious loss of accuracy [23] . Here, we consider that given a set of available bases Λ p,dx , there is an unknown subset of significant bases with indices
Therefore, given (2.4) using only the subset of bases with indices I k Ă Λ p,dx , the unknown weight functions result from the inversion of (2.3) as
where h pkq ,I k p¨q :" ph pkq ,a p¨q; a P I k q and ω k,I k :" pω k,a ; a P I k q for k " 1, ..., K´1, and K p¨q " 1´ř K´1 k"1 k p¨q. The consideration of smaller sets of bases th pkq ,a p¨q; a P I k u may have computational benefits as it reduces the number of the unknown coefficients tω k,a ; a P I k u to be estimated [23, 24, 25, 26] . Parametrization (2.5) leads to convenient computations, as well as reliable inferences and predictions. In the current framework, the use of Gaussian process priors [20] or an allocation model [27] for the representation of the weight functions would lead to expensive computations due to the introduction of many extra latent/nuisance variables. The special case where the weights are assumed to be constant values th pkq ,I k p¨q " 1u implies that the fidelity of the computer models is constant across the input space, and hence it can be too restrictive in real world problems.
Surrogate modeling. We consider the realistic scenario where the available computer models tS pkq u are computationally expensive, and hence they cannot be used directly in Bayesian computations that require a vast number of direct computer runs. The 'uncertain' functions tS pkq p¨,¨qu and δp¨q are modeled as Gaussian processes (GP) [1, 4] , that allow the design of an emulator for the output function in a mathematically convenient manner. For k P K, we assign independent Gaussian processes priors on the functions S pkq p¨,¨q 
where τ pkq S ą 0, τ δ ą 0 control the marginal variances; tφ pkq S,x,l P p0, 1qu, tφ pkq S,t,l P p0, 1q; u, tφ δ,x,l P p0, 1qu control the dependence strength in each of the component directions of x and t. More intricate covariance functions, such as the stationary ones from the Matérn family [31, 4] , the non-stationary ones of Paciorek and Schervish [32] , or the compact support (combined via tapering) ones [33, Chapter 9] can also be used in respectively. We caution that some applications may require y p¨q and t pkq η p¨,¨qu to be treated as functions; such a case is out of the scope of this article.
The Bayesian model
To facilitate the presentation we make the notation more compact, and define unknown random param- 
.., Ku, and
.., n; j " 1, ..., n;
, ..., n`ÿ
according to (2.6) and (2.7).
The proposed framework allows the introduction of shared calibration parameters, namely calibration parameters which are common to different computer models, have the same interpretation, and have the same values across different models. Different computer models, e.g. S pkq and S pk 1 q , may share a set of common calibration parameters, e.g. θ pkq j and θ pk 1 q j 1 , that describe the same quantity. In many cases, it is desirable for some calibration parameters to be calibrated jointly across different models. Technically, this can be achieved by setting appropriate constrains on the space Θ K , e.g. θ
This allows inference on those parameters to be based on multiple computer models and hence possibly different physics. In the context of computer model mixture (2.2), the weight functions control the 'contribution' of each computer model in the calibration procedure through (2.1). Therefore, the training of shared calibration parameters is primary influenced by computer models with larger weights and hence those which represent the system output more accurately.
Prior model. We specify a prior model for the unknown parameters πpI, ω, β
Regarding the weight functions, we assign priors on I k " PrpI k q in order to account uncertainty about the unknown set of the significant bases functions, and Normal priors on ω k " Npb ω , ξ´1 ω q in order to account uncertainty about the unknown coefficients, for k " 1, ..., K´1. A priori information, for example related to the fidelity of the computer models, can be included in the prior model by adjusting the prior hyperparameters. Otherwise, weakly informative priors of the weight functions parameters can be used; e.g.
b ω " 0, ξ ω small, and PrpI k q91 for k " 1, ..., K´1.
A priori independent priors can be assigned on tβ δ,x,l , and φ pkq,´1 S,t,l are standard choices and suggested in [30] . The proposed methodology can be used even if different priors for the parameters of the covariance are specified.
Prior distribution on the calibration parameters πpθ K q is specified according to the available a priori information. Available prior information about the dependency of calibration parameters, e.g. θ pkq and θ pk 1 q , between different computer models, e.g. S pkq and S The proposed MCMC sampler is valid, i.e. irreducible, aperiodic, and reversible. The Metropolis-Hastings updates in blocks BL-2, 3, and 4 can be tuned via an adaptive scheme [38] ; these updates are presented briefly in AppendixA. In the presence of moderately large number of computer models, the computational overhead can be mitigated by using a convenient technique we provide in AppendixB.
At each iteration, the MCMC sampler requires the evaluation of the likelihood (2.14) involving the inversion of Σ 
Inference, calibration, and prediction
The specification of the Bayesian model and design of the MCMC sampler allows one to perform inference, calibration, and prediction based on the proposed computer model calibration framework. Let
.., N u be a MCMC sample generated according to Algorithm 1.
The posterior distributions of the statistical parameters pI, ω, β
and their functions can be recovered from S N via standard MCMC methods [39] . Inference on the weight functions provides a mean to 'rank' the available computer models at different input values in cases that the fidelity order is a priori unknown. This is because they indicate the contribution of each individual model in the mixture for the representation of the real system output. Posterior estimates for the weight functions t k p¨qu can be computed asˆ 15) along with the associated standard errors according to the Markov chain CLT [40] . Moreover, the weight functions allow the determination of a reasonable input space partition tX k u K k"1 where each sub-region X k " tx P X | k pxq " maxp 1 pxq, ..., K pxqqu includes the input values that model S pkq is more preferable to be used than the rest. Let as define the integrated posterior weight over input sub-region A Ď X as
correspondingly, where
The marginal predictive distribution density, needed to perform predictions,
is not available in closed form, however it can be approximated via MCMC integration aŝ
A common choice that leads to reliable, as well as mathematically convenient, surrogate models for ζpxq is based on the expectation µ K ζ px|z K , I, ω, ϕ K , θ K q with respect to the joint posterior, which can be approximated in a ? N -CLT fashion aŝ 20) for a given x P X . Note that for the computation of (2.19) and (2.20) we do not need to generate values tβ K t u and hence the associated sampling step can be omitted.
Suppose we wish to predict the real system output in the context that one or more of the inputs is subject to parametric variability. Here, uncertainty analysis can be performed along the same lines of [1, 41, 42] by using the surrogate model estimate (2.20) and marginal predictive density estimate (2.19).
Remark 1. The procedure builds the unknown weight functions by selecting significant bases and evaluating the corresponding coefficients in a stochastic data-driven manner. This bases selection mechanism can provide parsimonious bases representations for the weight functions.
Numerical examples
We provide a validation study of the proposed method with that of Goh et al. [11] in a simple benchmark example (Sec. 3.1). We demonstrate the performance of the method and compare it with that of Kennedy and O'Hagan [1] in a more challenging example with PDEs where the fidelity order of the models is unknown and changes over the spatial space (Sec. 3.2). We use the proposed method to address a challenging real world large-scale climate application involving multiple computer models with different physics (Sec. 3.3).
Validation example: a simple multi-fidelity case
We consider there are available two computer models S p1q , S p2q that aim at simulating the real system Z with different levels of fidelity, and there is interest in designing a predictive model for Z . To validate the performance of our method, we pretend that we do not know which model is more accurate; although S p2q has higher fidelity than S p1q by construction. Moreover, we validate our method with respect to the multi-fidelity method of Goh et al. [11] which is exclusively designed to address only cases with known fidelity order; hence for method of Goh et al. [11] we use the extra information that S p2q is of higher fidelity than
Let us consider 2D elliptic PDEś
, .
-
where x " px 1 , x 2 q, X " r0, 1s 2 , ϑ 1 P p0, 1q, ϑ 2 P p0, 1q, and ϑ 3 P p0, 1q. Let f pxq "´100 cosp π 2 p1´x 1`x2 qq, cpx, pϑ 1 , ϑ 2" expp ř 2 j"1 p 1 j q 2 sinp2jπx 1 q cosp2p3´jqπx 2 qϑ j q, and apx, ϑ 3 q " 5 exppϑ 3 x 1`p 1´ϑ 3 qx 2 q.
We assume that the real system Z under study has output function ζpxq " u p2q px, pθ 1 , θ 2 , θ 3 qq`δpxq, , and θ 3 , we assigned independent uniform priors. To make the challenge bigger, we pretend that we do not know a priori the fidelity order of the models, and we assign weakly-informative priors on the weights;
i.e. b ω " 0, ξ´1 ω " 10 2 . On the rest statistical parameters, we assign weakly-informative priors; specifically a τ,S " b τ,S " 10´3, a τ,δ " b τ,δ " 10´3, a σ,y " b σ,y " 10´3, and a σ,η " b σ,η " 10´3.
We assume there are available 10 experimental data, which in reality are generated by drawing randomly the input values, and computing the corresponding output contaminated with noise. The involved PDE was solved by using an acceptably accurate FEM solver with the domain X discretized in 2577 nodes and 4992 triangles by the Delaunay triangulation algorithm. For the computer models S p1q and S p2q , we use a 40-run, and 25-run LHS to generate the input values and compute the corresponding outputs. We generate a validation data set at 150 randomly selected input points. The join posterior distribution is simulated via MCMC sampler with 11000 iterations where the first 1000 where discarded as burn in.
Regarding the weights, in Figures 3.1a and 3 .1b, the trace plots of the generated weights suggest that the " 0.43. We observe that our method produced unimodal posterior densities for the 'ideal' calibration parameters θ 1 and θ 3 , while the main mass is above the area around the corresponding ideal calibration values. Regarding θ 2 , our method produces a rather uniform marginal posterior density which suggests that this parameter might not significantly affect the response of S p2q .
We compare our method with the Bayesian multi-fidelity calibration (BMFC) procedure of Goh et al. [11] in terms of predictive ability (Figure 3.3) . For BMFC, we use the default Gaussian processes and prior model specifications suggested in [11] , which actually resemble to those specified for our method. Additionally, for BMFC, we consider the extra information that the fidelity order is a priori known (i.e., S p2q more accurate Figures 3.3c and 3 .3f, we observe that both methods produced comparable IRMSPE. It is quite encouraging to observe that our method, which has a more general scope, can present comparable predictive ability with the problem specific BMFC procedure. This is because our method can address problems that the fidelity order is unknown and hence has a more general scope. Hence, this validation study suggests that the proposed method can be a reliable counterpart to the BMFC.
Numerical example: a case of computer models with unknown fidelity order
A simulation study is conducted to assess the performance of the proposed method, and compare it with with x P X , X " p0, 1q 2 , ϑ p1q P p0, 1q 2 , and ϑ p2q P p0, 1q 3 .
We assume that the real system Z under study has output function ζpxq " ř 2 k"1 k pxqu pkq px, θ pkq q`δpxq, with 1 pxq " p1`expp´1`2x 2 qq´1, 2 pxq " 1´ 1 pxq, δpxq " 0.1px 1´0 .5qpx 2´0 .5q, and noise scale σ y " 0.01. The ideal values of the calibration parameters are: θ p1q " p0.8, 0.5q , and θ p2q " p0.6, 0.7, 0.1q .
The computer models tS pkq ; k " 1, 2u, have output functions tS k px, t pk" u pkq px, t pkq q; k " 1, 2u, where t p1q P r0, 1s 2 , and t p2q P r0, 1s 3 , and use finite element method (FEM) solvers [43] with the domain X is
RMSPEpxq, where X grid is a set of gridded points in the input domain X discretized in 665 nodes and 1248 triangles according to the Delaunay triangulation algorithm. We observe that the real system Z can be represented by the computer models S p1q , S p2q in a combination; i.e.
The training data-set comprises a set of experimental observations at 14 randomly selected points; and two simulated data-sets for S p1q and S p2q at 30 and 35 input points selected through Latin hypercube sampling (LHS) [44] . For the generation of the training data, the PDEs in (3.3) were solved by using FEM solver where the domain X was discretized in 665 nodes and 1248 triangles according to the Delaunay triangulation algorithm. The validation data-set is generated at 150 randomly selected input points. We consider the Bayesian calibration of computer mixture set-up in Section 2. The mean of the Gaussian process priors of the output function of computer models and the discrepancy were modeled as Legendre polynomial expansion of 2nd degree and 0th degree correspondingly. For the representation of the weight functions, we considered a pool of 1st degree multivariate Legendre polynomial bases. We assign non-or weakly-informative priors on the statistical parameters; specifically a τ,S " b τ,S " 10´3, a τ,δ " b τ,δ " 10´3, a σ,y " b σ,y " 10´3, and a σ,η " b σ,η " 10´3. We assign a priori independent uniform priors on the calibration parameters. The join posterior distribution was sampled via the proposed MCMC sampler (Algorithm 1) with 11000 iterations where the first 1000 where discarded as burn in.
We examine inference on the weight functions in Figure 3 .4. We observe that the exact 2 p¨q in Figure   3 .4a is close to the estimated one in Figure 3 .4b and inside the 95% credible intervals produced by the proposed method. In Figure 3 .4c, the histogram of the bias of the estimated 2 pX q, i.e. biasp 2 pX"
that the procedure has successfully determined a sparse representation for the weight functions. Precisely, it has discovered that 1 p¨q, (and hence 2 p¨q), can be represented by only one Legendre basis function; i.e., h p1q ,3 px 2 q " p´1`2x 2 q. This is because the frequency of the bases in the MCMC sample (posterior inclusion probability estimate) is 0.98 for h p1q ,3 px 2 q, and smaller than 0.07 for h p1q ,1 px 2 q and h p1q ,2 px 2 q. Furthermore, we assess inference on the calibration parameters. In Figure 3 .5, we observe that in most of the cases, the marginal posterior distribution densities of the calibration parameters are unimodal and mainly concentrated above areas around the corresponding ideal values. In Figure 3 .6, we plot the output of the computer model mixture (weighted and calibrated according to the proposed method), the output of single computer models (calibrated by the BSMC method), and the output of the real system without noise. We used MAP estimates for the calibration parameters. We observe that the calibrated computer model mixture, fitted by the proposed method, successfully represents the real system, while the single models calibrated by the BSMC method fail. Therefore, the proposed method can successfully address problems where there are available multiple computer models with unknown fidelity order and there is need to accurately simulate the real system. We examine the predictive ability of the proposed method. As performance measures, we consider the root mean squared predictive error (RMSPE) 3 , and the integrated RMSPE (IRMSPE) 4 . In Figure 3 .7a, we observe that the predictions produced by the proposed method are close to the output values generated by the real system at the same input points. Moreover, we observe that the produced RMSPE in Figure   3 .7b has small values throughout the input space. Hence, the proposed method can predict the output of the real system adequately. We compare the predictive ability of the proposed method with that of the standard Bayesian single model calibration (BSMC) procedure of Kennedy and O'Hagan [1] with respect to the IRMSPE. In Figures 3.7c-3 .7e, the histograms of the IRMSPE values were generated based on 32
ř N i"1 pζ i pxq´ypxqq 2 computed based on N generated training data-sets 4 IRMSPE " realizations of the training data and fitting the predictive model. In Figure 3 .7c-3.7e, we observe that it is more likely for the proposed method to produce smaller IRMSPE than the BSMC method. This suggests that, the proposed method provides more accurate predictions than the BSMC, when multiple computer models with unknown fidelity order are available.
Application to large-scale climate modeling
Set-up of the application and computer models . We consider the Advanced Research Weather Research and Forecasting Version 3.2.1 (WRF Version 3.2.1) climate model [12] constrained in the geographical domain 25˝-44˝N and 112˝-90˝W over the Southern Great Plains (SGP) region, and we concentrate on the average monthly precipitation response. WRF is employed with the Kain-Fritsch convective parametrisation scheme (KF CPS) [16] as in [45] . The KF CPS is a simple 1D mass flux cloud model specifically designed for mesoscale models [16] , including WRF, with a moderate grid spacing 10km-100km. The 5 most critical parameters [45] of the KF scheme are: the coefficient related to downdraft mass flux rate P d that takes values in range r´1, 1s; the coefficient related to entrainment mass flux rate P e that takes values in range r´1, 1s; the maximum turbulent kinetic energy in sub-cloud layer (m 2 s´2) P t that takes values in range r3, 12s; the starting height of downdraft above updraft source layer (hPa) P h that takes values in range r50, 350s; and the average consumption time of convective available potential energy P c that takes values in range r900, 7200s.
The ranges of the KF CPS parameters are quite wide and hence cause higher uncertainties in climate simulations due to the non linear interactions and compensating errors of the parameters [46, 47, 45] . Other specifications used are the Morrison 2-moment cloud microphysics scheme [48] , the Noah land surface model [49] , and the Mellor-Yamada-Janjic [50] planetary boundary layer turbulence scheme. Here, we consider two different radiation schemes, the Rapid Radiative Transfer Model (RRTMG) for General Circulation Models [51] , and the Community Atmosphere Model 3.0 (CAM) [14] . Moreover, we consider two grid spacing, 25km
and 50km spacing, referring to the horizontal resolutions. Here, higher grid spacing does not necessarily lead to more accurate simulations with respect to the precipitation because WRF performance is sensitive to other physical parametrizations which is uncertain how they are affected to the grid spacing.
The available computer models are three different sub-models of the WRF with physics and fidelity variations. The first model involves the RRTMG radiation scheme with 25km horizontal grid spacing and 36 sigma levels from the surface to 1000 hPa, and is labeled as RRTMG25; the second model involves the RRTMG radiation scheme with 50km grid spacing, and is labeled as RRTMG50; and the third one involves the CAM 3.0 radiation scheme with 25km grid spacing, and is labeled as CAM25. The output is the monthly average precipitation, the calibration parameters are the parameters of KF CPS, and the input are the coordinates in SGP.
Interest lies in combining properly the above computer models and hence their unique features; which allows to integrate both physics and fidelity variations. The reason is that aggregation of physics variability is expected to result in better prediction in climate models [15] . E.g., Yang et al. [45] observed that RRTMG radiation scheme tends to overestimate precipitation, while CAM tends to underestimate precipitation, given the default calibration values. An inexpensive but accurate surrogate model is of great interest because WRF requires several days to run. Also, it is of great interest to quantify the uncertainty ranges and identify the optimal values of the five key calibration parameters in the KF CPS used in WRF. Here, the calibration parameters have the same physical interpretation, however they may depend on the grid spacing. Therefore, it is of interest to conduct joint inference on these parameters across the models RRTMG25 and CAM25, and separately by the model RRTMG50. The validation data-set in order for us to assess the performance of the method consist of the postprocessed University of Washington 1{8 gridded precipitation data [53] which are very accurate.
Uncertainty quantification analysis. We consider the proposed Bayesian calibration computer model mixture set-up with non informative priors. We transformed the precipitation values to the log scale to compensate for the positive values. The means of the Gaussian process priors assigned on the computer models output functions are modeled as 2nd degree multivariate Legendre polynomial bases expansions, while that of the discrepancy function is modeled as a constant. Because the application involves a large data-set, we tapered the covariance functions by using the Wendland-1 tapering function [54, 33, Chapter 9] . Through try-and-error runs, we found that an acceptable value for the tapering parameter γ W is 0.1 of the range, that do not cause significant loss in the explanation of the variability. The reason is because small scale variabilities can be modeled by the compactly supported covariance function, while the larger scale variabilities can be explained by the bases expansion in the linear term of the Gaussian process [55, 56] . Regarding the weight functions, we considered a pool of 2nd degree multivariate Legendre polynomial bases. We consider shared calibration parameters for computer models RRTMG25 and CAM25 as pP q. On the calibration parameters, we assign independent truncated normal prior distributions whose hyper-parameters are specified through moment matching; and precisely by setting the prior means equal to the empirical values of the KF CPS scheme [45] , and variances equal to the squared ranges. Namely, P We perform Bayesian inference on the mixture weight function and present the results in Figure 3 .8. In Histograms and trace plots of the integrated posterior weights t k pX 25km q computer on a 25km space grid X 25km .
Samples are generated by Algorithm 1. (Section 3.3) Figures 3.8a, 3.8b, 3 .8c, we observe that the RRTMG25 model tends to outperform the other two models in most of the regions while CAM25 tends to outperform the other two models around the areas of South Dakota and Nebraska, in terms of the representation of the precipitation. The overall contribution of the computer models in the mixture is indicated by the a posteriori integrated weight functions (Figures 3.8d,   3 .8e, 3.8f). We observe that the posterior density of RRTMG25 pX q is over larger values than the others and without any significant overlapping, which indicates that, overally, RRTMG25 outperforms the other two.
The associated trace plots suggest that the MCMC mixing was acceptable.
It is important to better understand the parameters of KF-CPS and constraint their ranges for future studies. Figure 3 .9 presents histogram estimates of marginal calibration parameter posterior densities, and scatter plots of the generated calibration parameter values. We observe that the calibration parameter posteriors, in the two grid spacing cases 25km and 50km, do not differ significantly, with the only exception of P t . Moreover, we observe that the posterior densities of KF-CPS parameters are concentrated around Calibration Posterior average est.
MAP est. narrower ranges than the default ones. In Table 1 , we report the Monte Carlo average estimates, their standard errors and the MAP estimates of the calibration parameters as produced by the proposed method.
We examine the predictive ability of the proposed method and compare it with those of the standard presents the predicted precipitation computed according to the proposed method. Figure 3 .10b presents the relative absolute error computed as RAEpxq " |1´ζpxq{y valid. pxq|, x P X 25km , against the validation data ty valid. u. We observe that the proposed procedure can provide reliable surrogate models for quick prediction of the precipitation since the RAE is acceptably low throughout the input domain. In Figure 3 .10c, we provide comparisons with respect to Nash-Sutcliffe model efficiency (NSE) 6 , against the validation data, and for a set of different values of the tapering parameter γ W . NSE is the average of the NSE produced from 4 independent realizations for each approach. We observe that the proposed method has better predictive ability compared to the BSMC method that uses only single models, for any value of γ W considered, and that the associated NSE increases with γ W . The observed difference in the performance appears to be more significant for more aggressive tapering (lower values of γ W ), and in favor of the proposed method. through Kriging. We observe that the discrepancy function associated to the proposed method is smaller than that of RRTM25 and RRTM50 produced by BSMC, in regions northward 40˝N. This is possibly because CAM25, which appears to be more accurate in sub-region northward 40˝N, dominates RRTM25 and RRTM50 in the mixture in this sub-region. The mean absolute discrepancies, averaged out on the 25km grid, are 1.16 for the computer model mixture (calibrated by our method), 1.18 for RRTM25 (calibrated by BSMC), 1.27 for RRTM50 (calibrated by BSMC), 1.51 for CAM25 (calibrated by BSMC). Therefore, the discrepancy of the mixture of computer models calibrated by our method is smaller than those of the single computer models calibrated by BSMC in most of the spatial space. This suggests that the computer model mixture can lead to more accurate simulations. In WRF application, an important reason that the computer model mixture outperforms the single models is because outputs from single models tend to differ from the real perspiration values at different directions. The weighting mechanism of the computer model mixture eliminates such discrepancies, and allows the mixture to have better predictive performance than the single ones.
Conclusions and extensions
We proposed the Bayesian calibration of computer model mixture framework that extends the traditional Bayesian (single) model calibration. It builds a predictive model for the output of a real system by weighting, combining, and properly calibrating all the available computer models. The method allows to fit a calibrated mixture of computer models able to represent the real system more accurately since it aggregates unique features from different models. This allows the domain scientist to combine and weight the available computer models (simulators) to generate more accurate simulations. The method is suitable to address realistic problems that one model may be more accurate than the others at different input regions, due to the input dependent mixture weights. It is a suitable choice for a large number of real applications where the outputs which is caused by the consideration of multiple computer models.
The proposed method was applied to a large-scale climate modeling application of the Weather Research and Forecasting with the Kain-Fritsch convective parametrisation scheme that involved multiple computer models, based on different physical theories and levels of fidelity. Our UQ analysis produced a calibrated computer mixture model which was observed to lead to more reliable simulations than the single models calibrated via the traditional Bayesian model calibration of Kennedy and O'Hagan [1] . Yet, it produced an efficient surrogate model for the average monthly precipitation which outperforms those produced by the traditional single model calibration method. We observed that the WRF with the RRTMG radiation scheme and 25km grid spacing outperforms the others in the representation of the real system output in the largest part of the spatial domain. Our analysis produced valuable information about KF-CPS for future studies, because the resulted posterior densities for the KF-CPS parameters concentrated on narrower ranges than the original. Our comparison study showed that the proposed method outperforms the standard Bayesian model calibration method of Kennedy and O'Hagan [1] if multiple models are available. Moreover, in the special case that the fidelity order is known, the proposed method can be a reliable counterpart of the 29 multi-fidelity method of Goh et al. [11] .
The method can be extended towards the sequential design of experiments with multiple models to allow the adaptive selection of designs by using the mixture weights as a guide. An interesting extension would be to consider multi-output computer models by coupling the method with that of Bilionis et al. [57] .
Another important extension would be towards the Bayesian optimization by using ideas of Perdikaris and
Karniadakis [58] .
