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ABSTRACT
The focus of this study was three-fold: First, to determine if the growth parameters 
(intercepts and slopes) in mathematics and language were related within domains and 
ethnicity. Second, to determine if the pattern of interrelationships among the individual 
achievement growth parameters were the same for African American and White students. 
Third, to establish whether there existed discernible patterns in variability in academic 
growth parameters within each ethnicity over time.
The study employed a three-wave longitudinal panel design, with data drawn from 
Louisiana State Department o f Education. The data were then analyzed utilizing both a 
multilevel structural equation methodology and hierarchical linear modeling in 
conjunction with individual growth trajectories. The subsets o f students involved were 
African American and White students who had complete records for grades 4, 6 and 7. 
Based on this criterion, 26,051 (African Americans=l 1,627, Whites=14,424) students 
were sampled. The grade 4 test scores, recorded in Californian Achievement Test 
(CAT/5) were converted to Iowa Test of Basic Skills (ITBS) so that scores for all grade 
levels were in one scale and vertically equated, to enable students' achievement 
performance to be compared over time.
The major findings of the study showed that: 1) students vary significantly in 
knowledge o f mathematics at entry into grade 4 and that White students overall initial 
status in mathematics was higher than that of African American students, 2) language 
intercepts for the two groups were statistically significant, signifying language knowledge
xi
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differences at grade 4, 3) mathematics overall slope for the two groups of learners were 
positive and significantly different from zero, 4) language overall rates of learning within 
ethnicity were significantly different from zero, 5) the correlation coefficients o f the 
slope and initial status for each domain and within each ethnicity were not statistically 
significant and 6) variance estimates for language and mathematics slopes were 
significantly different from zero and that variances increase at lower grade levels as 
students advance in school from grade 4 through grade seven.
Major findings and conclusions of the study are discussed in view o f their 
implications for future research, measurement theory, research design methodology and 
practice.
xii
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CHAPTER I 
INTRODUCTION
While many theorists have presented models to describe growth and change, these 
models are infrequently tested with data (Magnusson, 1985). It is apparent that lack of 
familiarity with many quantitative methods for estimating learning growth curves appears 
to be a major obstacle to the empirical testing o f growth models (Burchinal & 
Appelbaum, 1991). Bryk and Raudenbush (1992) amplified the same problem by noting 
that research on change has been plagued by inadequacies in conceptualization, 
measurement, and design and has long perplexed behavioral scientists. In many 
situations, instruments used to assess the subjects are developed for fixed points in time, 
yet individual academic growth is dynamic. These instruments have not adequately 
captured individual differences in the rate of change. The study of change requires more 
than two waves of data but frequent studies have utilized only two data points and are thus 
not able to adequately address the issue o f growth (Bryk & Raudenbush, 1987; Bry k & 
Weisburg, 1977; Rogosa, Brandt, & Zimowski, 1982). When there are only two waves 
o f data on each subject, there is no way to know the exact shape of individual growth over 
time (Willett, 1988). It has also been stressed that data from two time points and the 
difference score are less than optimal for the study of change but three or more waves of 
data are preferable (Olweus & Alsaker, 1991).
The difference score that was initially employed and continues to be used as a 
measure of change because o f the concentration of two-waves measurement has restrictive
1
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assumptions and its continued use as a measure of change has been condemned by many 
researchers (Cronbach, Furby 1970; Lord, 1963; O’Connor, 1972; Thorndike, 1966). 
These researchers have instead recommended other statistical techniques of evaluating 
change.
Why study change in education? A focus on the study of change enables an in- 
depth investigation of how key elements of learning in and other variables exert an 
influence on student achievement outcomes. A study of change in education lends itself 
to an indepth evaluation o f  the extent differences in schooling experiences; in particular, 
differences in classroom environment and instructional quality, contribute to the 
development of interindividual differences in achievement.
Students are enrolled in schools so that they can grow academically and 
educationally, develop, and change. It is the measurement of these changes and the 
investigation of their relationship to supporting activities in the classroom and the 
resources provided by the school that empirical investigations ought to focus on (Willet. 
1988). The study of this change in education is important because it is through change 
that the effectiveness of a curriculum can be assessed and improved.
The study of individual academic change has a relatively long history. The growth 
in the measurement of change has been gradual and the earlier problems that faced the 
adequate measurement o f change continue to be addressed. In recent research on 
individual change, investigators have used individual growth modeling in order to make 
use of the enormous volume of multiwave data available in academic and related
2
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institutions, while providing better methods for investigating interindividual differences 
in change (Bryk & Raudenbush, 1987; Rogosaetal., 1982; Rogosa& Willett, 1985; Saver 
& Willett, 1998; Willett, 1988; Willett & Sayer, 1994, 1996).
Recent studies (Raudenbush, 1995) have revealed that widely available software 
can be adapted to provide maximum likelihood (ML) estimates for a general class of 
multilevel covariance structure models if the data are balanced — i.e., equal numbers of 
students in each o f the many schools, thus ensuring that every level-2 unit has same 
number of level-1 units. Studies of individual change are increasingly employing a 
combination of individual growth trajectories and structural equation modeling (SEM). 
while capitalizing on the unique strengths each of these procedures offers. SEM 
encompasses an entire family o f models known by many names, among them covariance 
structure analysis, latent variable analysis, confirmatory factor analysis, and often simply 
LISREL analysis (Linear Structural RELations - the name of one o f the more popular 
statistical software packages). SEM is a statistical methodology that takes a confirmatory 
perspective to the multivariate analysis o f a structural theory bearing on some underlying 
phenomenon (Byrne, 1998). An equation which relates the dependent (Y) and 
independent(X) variable, such as Y = a + bX,  is a structural equation, and the constants 
a and b are structural coefficients. When two or more equations simultaneously describe 
the set of variables under consideration, such equations are considered as structural 
equation models. SEM generally employs the maximum likelihood method, which is a 
large-sample procedure and is unlikely to behave well with small sample sizes in a
3
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
multiple group perspective (Burstein, Kyung-Sung & Delandshere, 1989). Recently, 
pioneering researchers have shown how the analysis of change can be conducted 
conveniently by the methods o f covariance structure analysis (Tisak & Meridith, 1990; 
Sayer& Willett, 1998; Willett & Sayer, 1994, 1996).
The application of covariance structure analysis techniques in research subsumes 
more traditional approaches to the analysis of panel data, such as repeated measures 
analysis of variance (ANOVA) and multivariate analysis of variance (MANOVA) 
(Joreskog & Sorbom, 1989; Meridith & Tisak, 1990; Rao, 1958; Tucker, 1958). For this 
study, the individual change aspect can be represented through a two-level hierarchical 
model (“multilevel”)- At level 1, each person’s development is represented by an 
individual growth trajectory that depends on the unique set of parameters. In level 2. the 
level 1 growth parameters become the outcome variables, where they depend on some 
person-level characteristics. The multiple observations recorded for each individual in 
the study provide a ‘hierarchy’ which can be adequately processed by a multilevel data 
analysis technique.
Multilevel analysis involves estimating growth curves for multiple observations 
in the first phase and testing the covariation between the estimated indices o f growth 
curve analysis and hypothesized predictors or outcomes of the change process in the 
second phase (Bryk & Raudenbush, 1992; Muthen, 1997; Saver & Willett, 1998; Willett 
& Sayer, 1994, 1996). The multilevel covariance structure analysis model is a flexible 
procedure and as such an attractive analytical tool for a variety of SEM analyses that can
4
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be used to investigate growth and development among variables o f interest with 
multilevel data. This study, with availability of panel data, and particularly for studies of 
individual growth, will demonstrate how covariance structure models can be set up for 
hierarchical data (observations nested within person) and how these models can be 
analyzed by traditional SEM software, such as LISREL.
Longitudinal studies occupy an important place in the psychological and social 
sciences research realm. In these studies the same individuals are repeatedly measured 
on a number of targeted variables over a series of important time points (Hedleker. 
Gibbons, 1997). However, there has been a real struggle among researchers for some 
time over concepts such as hierarchical nested observations, intra-class correlations, the 
unit of analysis, and random rather than fixed effects (Duncan, Duncan. Alpert, Hops, 
Stoolmiller, & Muthen, 1997). The study of change, like other complex studies, has been 
slowed by lack of a complete and stand-alone statistical package that has the capacity and 
capability o f handling all the univariate and multivariate statistical data analysis 
requirements. Most data for the analysis of change must go through a series of 
preprocessing stages before they can be utilized to analyze change. To understand how 
individuals acquire skills in math and language, knowledge on learning and cognitive 
processes is important as is presented in the following section.
Cognitive Processes and Learning in Mathematics and Language 
To understand growth in mathematics and language, a basic knowledge of 
learning theory, language acquisition process and cognitive processes in these domains
5
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is essential. Several theories have emerged in the realm of psychology and education 
suggesting that individual learners employ various strategies processing information 
during classroom experiences (Morgan, 1997). This is because there are five basic 
components involved in the acquisition o f knowledge: perception, sensory organs, short 
term memory, long term memory and motoric systems. These components work in a 
complex interactive way through the human central nervous system. Piaget (1929) 
presented five stages o f cognitive development that postulate that as children grow older, 
their abilities to conceptualize develop. These stages are a) sensori-motor. where the 
infant learns to differentiate self and objects in the external world (0  and 2 years of age), 
b) pre-operational thought, which is between 2 and 4 years of age. is characterized by 
egocentricism and classification of objects in the external world by the child, c) the 
intuitive stage which ccurs between the ages o f 4 and 7. In this stage, the child thinks in 
classificatory ways but may be unaware of classifications, d) the fourth stage, 
characterized by concrete operations, takes place between 7 and 11 years. During this 
stage, the child is able to use logical operations such as reversibility, classification and 
serialization and, c) the developmental stage is punctuated by growth of formal 
operations. This takes place during ages 11 through 15. This stage is characterized by 
trial steps towards abstract conceptualization.
In a similar developmental model Cramer (1978b). describes five stages in the 
language acquisition process. Stage one is marked by babbling and random 
experimentation with sounds. The child produces all sounds relevant to his native
6
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language as well as sounds significant in languages other than his own. Stage two sets 
a beginning of recognizable behavior. The child responds to verbal language signals and 
begins to produce sounds to express needs. Later, utterances such as "bye-bye, da-da, ma­
ma’'’ become common as the child's vocal mechanism and mental development grow. 
Stage three is described as "telegraphic’’ because o f  the preponderance of nouns and verbs 
over other words (articles, prepositions, conjunctions, and auxiliary verbs). In stage four, 
acquisition of syntactic structures of language, rules for the generation o f the same, and 
rapid expansion o f new vocabulary items are experienced. In stage five, the child has 
internalized native language grammar. Generation o f grammatical sentences becomes 
evident.
In language learning and usage, content, purpose and development are o f  primary 
concern, as discussed in the National Council o f Teachers of English (1996). Content is 
a repertoire of strategies that can enable one to be creative, to interpret and analyze texts 
and purposeful obtain and communicate information included is the tenacity for literary 
response and expression and the ability to learn and reflect on personal activities and 
those of others. Development, on the other hand, is a progression in a  person's 
competency as a result o f acquired knowledge and experience. Reading is a process in 
which information from several levels is combined in order to arrive at the most probable 
interpretation of meaning o f words or groups o f words in a narrative (Rumelhart. 1977a). 
Curtis and Glaser (1983), described word decoding, semantic access, sentence processing 
and discourse analysis as four areas of study in reading and they indicate how each o f 
these areas relates to the assessment of reading achievement.
7
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Bandura (1977), accepts that, as a process, learning involves functionalism.
interactionism, and significant symbolism. He stresses the depth o f how individuals are
capable of self-regulation and self-direction. Bandura's theory is based on concepts such
as response, conditioning, stimulus, reward, imitation, conformity, deviance among
others, in relation to personal development (Jarvis, Holford, & Griffin, 1998).
The notion that a problem or a particular subject matter is difficult to solve is a key
organizing concept in the design of any math activity by teachers and that difficulty is a
quantitative concept (Ohlsson, Ernst, & Rees, 1992). Case (1985.1992) investigated how
working memory develops in relationship to Piagetian stages o f cognitive development
and found that working memory is domain specific for mathematics in 12- to 14-year-olds
in both traditional and gifted students. Dark and Benbow (1990. 1991) report similar
results on working memory and growth in mathematics skills. Most past research has
concentrated on the early acquisition o f mathematical skills with a focus placed on pace
and sequence o f skill acquisition. There were few studies that included individual
differences and rates of change other than those labeled disabilities (Robinson. Abbott.
Beminger & Busse, 1996). Steffe (1994) states:
“The current notion of school mathematics is based almost exclusively on formal 
mathematical procedures and concepts that, of their nature, are very remote from 
the conceptual world of the children who are to learn them. Yet, only through 
their own conceptual powers can they acquire understanding and make 
mathematical progress."
Mathematics and language go hand in hand in setting a stage for an understanding 
of learning aspects in student academic life. This could be because o f the intricate nature
8
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they both offer in affecting each other and on affecting other domains. Language and 
mathematics are the cornerstones of student academic growth. A student with a strong 
foundation in both o f these domains is more likely to do well in many other disciplines. 
Knowledge of how mathematics and language relate and how students grow in them is 
crucial not only for pedagogical reasons but also for the health of education o f any 
educational system and for the prosperity o f student welfare.
This study utilized three waves o f data from a sample o f African American and 
White students in Louisiana’s public school system. In a two-wave study, one or more 
participants are measured at two occasions, such as at the beginning and at the end of the 
study period. The data gleaned from a two-wave study reflect concern for pre-test and 
post-test change. In a multiwave investigation, measurements are made on more than two 
occasions. Data collected in a multiwave study provide information on change and 
growth process in learning over time (Mellenberg & Brink, 1998). Many studies of 
individual change have utilized two waves of data while computing a difference score, a 
residual score, a regression estimate of true change, or some two-wave measure o f growth 
(Willett, 1989). The utilization of two-wave data is far from an optimal strategy for the 
study of individual change because it provides little information about growth and as such 
many researchers have suggested techniques which make full use of the wealth of 
multiwave data to study individual growth (Bock, 1983; Bryk and Raudenbush, 1987; 
Mellenbergh and Brink, 1998; Rogosa,etaI., 1982; Rogosa&Willett. 1985; Ware, 1985; 
Willett, 1989; Willett, Ayoub,& Robinson, 1991). Also, longitudinal designs employing
9
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more than one occasion provide more stringent tests o f causal hypotheses (Kessler & 
Greenberg, 1981; and Reynolds & Walberg, 1992).
Background Setting 
What is change/growth? Change has been conceptualized solely as an increment, 
as the difference between “before’' and “after” (Willett, Ayoub & Robinson. 1991). Sayer 
and Willett (1998), Singer and Willett (1996), and Willett and Sayer (1994.1996) pointed 
that by moving beyond the pre/post (two-wave) to longitudinal (“mutiwave") data, change 
can be viewed as a continuous process of development over time. Francis. Fletcher. 
Stuebing, Davidson, and Thompson (1991) described quantitative change as a continuous 
process that underlies performance; and in the process view of change, a person's score 
reflects an ongoing process that underlies continuous change in the expression of a 
characteristic (e.g., development or deterioration in cognitive skill). Given this view, 
behavior is best described by a continuous time-dependent curve that is characterized by 
a smaller set of parameters. As a result, change in behavior is measured by the parameters 
describing the relationship between behavior and time. For instance, if performance for 
an individual increases (or decreases) linearly over time, then the rate of behavior change 
is the slope of the line relating behavior to time. Sayer and Willett (1998) stated that 
when individual change is linear with time, inter-individual differences in progress may 
be due to heterogeneity in either intercept or slope (or both). If individual change is a 
quadratic function over the study period, then the inter-individual differences in curvature 
may also exist. When growth in one domain is related to growth in another, the
10
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individual growth parameters will covary across domains, perhaps with the rate of change 
in one domain being related to curvature in the other. The existence of this panem and 
relationship among the growth parameters may be described as "between-person" or 
“level-2" statistical models (Sayer & Willett, 1998).
Many researchers have cautioned that the particular index chosen to define change 
is more critical than experimental studies. This caution was sounded because groups 
under study may initially be different on the variable of interest. Menard (1991), Olweus 
and Alasker, (1991) discussed the two commonly employed quantitative indices of 
change, the difference score and residual gain. The difference score is sometimes referred 
to as a change score or a raw gain and is computed by subtracting the initial score from 
the later score as is the case in the difference between the post-test and pre-test scores.
In the residual gain, two variables, X and Y, where X is the independent variable 
and Y is the dependent, are used to compute the residuals. Y is first regressed on X. using 
linear regression, so as to obtain a predicted (expected) value of Y. The expected value 
of Y depends on the value of X and the values o f the regression parameters. These 
parameters are a, which is the intercept and A, the slope of the best fitting line. The 
residual gain is the difference between the actual value of Y and its expected/predicted 
value (Y). Menard (1991) also suggested a third index of change, the percent change. 
This is the difference between two points measured on a ratio scale and expressed as a 
percent.
In the recent studies of change/growth, issues such as the concept, the design and 
the measure o f  change (Bryk & Raudenbush, 1987. 1988,1992; Rogosa&Willett, 1985;
1 1
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Sayer & Willett, 1998; Willett, 1988; Willett & Sayer. 1994, 1996) have received 
substantial assessment with emphasis shifting towards the use of latent growth curves. 
McArdle and Epstein (1987) employed a longitudinal model where they combined 
structural equation modeling with the traditional method of repeated measures ANOVA 
in a latent growth curve models environment. Burchinal and Appelbaum (1991) 
presented five approaches to the fitting of growth curve models, with a goal of estimating 
the growth curves that describe individual patterns o f change on some attribute or 
characteristic over time. Duncan, Duncan, Strycker, Li, and Alpert (1999) present an 
extensive coverage of the latent variable growth curve modeling with emphasis placed on 
the analysis of growth in multiple populations, multilevel longitudinal approaches, 
multivariate representations o f growth, and development, among others.
Williamson, Appelbaum and Epanchin (1991) employed a straight-line growth 
model where an individual exhibits a constant rate of change. These researchers chose 
this model because of the ease with which findings can be interpreted, parsimony of the 
model, its robustness and frequency with which researchers use it. Asendorpf (1991) 
presented prerequisites and advantages o f the growth curve approach to the study of 
developmental change. MacCallum et al., (1997), Sayer & Willett (1998) and Willett and 
Sayer (1994,1996) studied change through the application of the latent growth curve and 
the covariance structure analysis (LISREL).
Structural equation modeling is a component of the old generation of multivariate 
procedures (Fomell, 1982). Bryne (1998) conveniently summed it up that structural
12
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equation modeling conveys two aspects o f the procedure- the causal processes under 
study as represented by regression equations and the pictorial presentation o f the same, 
in the form o f path diagrams. The utilization of regression equations and pictorial 
presentations help create an enabling environment for easy conceptualization of theory. 
Though there is rapid modification o f the SEM notation due to increased development of 
different software that handle statistical and mathematical problems in this field. 
Joreskog’s (1996) command language o f LISREL is grounded both in mathematical 
concepts and statistical literature with a systematized Greek notation for parameters and 
matrices. Long (1983a, 1983b) summarizes that covariance structural analysis enables 
the estimation of the structural parameters o f a structural equation model, in the same way 
that SEMs are commonly applied to observed variables. He stresses that factor models 
explain the covariation in the set o f observed variables in terms o f a (usually) smaller 
number of common factors that are often o f significant theoretical interest.
Readers whose background is not in multivariate research and its related 
fields,find SEM Greek notation uninviting. However, the use o f the Greek notation 
simplifies an otherwise complicated presentation of important research work and its 
findings. The following hypothetical scenario presents an example that provides a 
transition from a traditional exploratory factor analysis to a “fully-blown” SEM with key 
parts summarized.
While the achievement change model presented in Figure 1.3 (portion A) does not 
in any way represent a causal path diagram in any formal sense, it presents a structure of
13
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processes in a student’s academic growth that is appropriate to the present study. The 
student observed variables, mathematics and language, are measured at three different 
occasions — Occasion I, II and III that correspond to grade 4, grade 6 and grade 7 
respectively. Unlike other theoretical models of educational systems that have been 
presented in the extant literature o f education, this model presents an oversimplified road 
map of academic change. The focus of the study concentrated on the growth model 
parameters, the intercepts and the slopes alongside their associated variances and 
covariances.
Figure 1.1 (portion B) presents an input-processes-output model of student growth 
in academic achievement. The school learning environment is composed of a dense 
network of activities that are interrelated. The input includes things like people (students, 
teachers, and school administrative and subordinate staff), finances and other supporting 
activities in classrooms and resources provided by the school. The input is transformed 
to provide a mix of activities for an effective or an ineffective learning environment such 
as the salaries of teachers and of administrators, buildings, scientific equipment, 
computers, and other school supplies. The learning environment creates output by 
adapting an array o f processes that optimize the utilization of inputs while minimizing 
costs. These processes can be in the form of curriculum, student registration, testing and 
grading students, counseling students, holding parent and teacher (PTAs) conferences and 
classroom learning activities.
14
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
„TR_T
Figure 1.1: A Proposed Model of Student Mathematics and Language Change Model 
The effectiveness of the learning environment will be judged by the quality of its 
output which is in the form of skilled and knowledgeable students. This is enacted in 
stages since learning progresses over time. In classrooms, students are periodically 
assessed through quizzes, tests, and end of semester examinations. Feedback from the 
teachers to the students leads to an adaptation to new environments and 
internationalization of newer materials before the students graduate from one grade level 
and move on into the next stage of the learning cadre.
15
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The output o f one stage of learning (graduating students) becomes another stage's 
input. For example, the graduating students o f grade 2 become grade 3 new students 
(input) who have to go through similar learning activities but at a much more in-depth 
level than was the case with the previous grade. The time factor in portion A is 
punctuated by the activities o f portion B as is shown by a double-headed arrow connecting 
portion A and B.
A Link between Exploratory Factor Analysis 
and Confirmatory Factor Analysis
A researcher developed a 10-item ( i te m l to item lO ) measure of teacher job 
satisfaction. The instrument was administered to 500 teachers. An exploratory factor 
analysis was run on this data. It was found that, of the 10 items, item_l to item_7 
seemed to cluster together in two distinct categories, as given by relatively strong 
correlations among the items within each category rather than across the categories. Four 
items (item l to item_4) clustered together and, according to the researcher, these items 
reflected teachers’ satisfaction with their pay. Three items (item_5 to item_7) clustered 
together and these items reflected teachers’ satisfaction with their teaching. The last three 
items did not load on any factor and were excluded from the analysis. The researcher 
collapsed the seven items into two constructs. He collapsed item_l, item_2, item_3 and 
item_4 into one single variable (Factorl) and item_5, item_6, and item_7 into the 
second single variable (Factor_2). Alternatively, it can be said that item l to item_4 load 
on Factor l while item_5 to item_7 load on Factor_2. The researcher also found out that
16
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Factor l “influences” Factor_2. The aforementioned fictitious scenario is schematically 
presented in Figure 1.2. If there is knowledge o f theory and/or empirical research on the 
above stated scenario and indeed, a postulated relationship between the observed 
measures (indicators, manifest variables) and the underlying factors (latent variables), 
then the hypothesized structure can statistically be tested. This is where confirmatory 
factor analysis (CFA) becomes appropriate. In CFA. the model is evaluated statistically 
to determine the adequacy o f its goodness of fit to the sample data (Bollen. 1989; Byrne. 
1998; Hayduk, 1987; Long 1983a). In the evaluation of the SEM model, elaborate and 
succinct path diagrams are constructed.
ten  1
Figure 1.2: Example of the Underlying Causal Structure that Factor Analysis assumes.
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The equations that relate correlations or covariances to its parameters and the 
decompositions of effects are presented. Figure 1.2 above can be reformatted into 
LISREL path diagram as given in Figure 1.3.
SEM has a conventional way o f schematically presenting its models. The seven 
measured variables (X,-X4, Y,-Y3) are shown in boxes. These Xs and Ys are indicators 
o f their underlying factors. The unmeasured variables (£, T|,) are shown in ellipses (or 
circles). Each of the observed variables has an associated error term (6,-64. £,-£3). The 
factor being predicted also has an associated residual (disturbance) term (£,). The Ci 
residual term is the impact o f error on the prediction of T|,. The unidirectional arrow, 
such as the one leading from to T|,. implies that the exogenous factor “causes" the 
endogenous factor T|,.
Figure 1.3: A “Full-Blown” Structural Equation Model with LISREL Notation.
18
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On the same note, X,-X4 score values are influenced by while Y,-Y3 score values are 
influenced by T |,. Arrows emanate from the error terms associated with the Xs (6,-64) 
and those associated with the Ys (e,-e3). There is also an arrow from the residual term 
( C i )  to the endogenous variable (T |,). The error and the residual terms technically 
represent unobserved variables. Their directionality to their respective variables indicates 
the impact of the measurement error on the observed Xs and Ys and the impact in the 
error o f prediction o f T],. There is a two-way arrow between e, and e3and this indicates 
that e, and e, may correlate without any causal interpretation o f this correlation being 
given. In other words this represents covariances or correlations between the error terms 
associated with Y, and Y2 respectively.
Each arrow that leaves each o f the endogenous variables (£, T |,)  to its respective 
exogenous variables (X,-X4 Y,-Y3), also called regression paths in LISREL. has 
respective loadings (weights) given by Axs, and Xvs. Also, a unidirectional arrow 
emanates from the exogenous latent variable to the endogenous latent variable T|, with 
a score weight o f y , ,. All these weights (standardized regression weights) represent the 
expected change in the observed variables for every change in the related factors (Byrne. 
1989, 1998). The coefficient (Joreskog, 1979) associated with each one-way arrow is a 
(partial) regression coefficient. Two-way arrows represent covariances, and if all 
variables are standardized, they will be correlations.
In the LISREL model described above, there are two fundamental components: 
the measurement model, which defines hypothetical latent variables (LVs) in terms of
19
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observed measured variables (MVs), and the structural model, which defines relations 
among the LVs. There is also a distinction made between exogenous (independent) 
variables and endogenous (dependent) variables. Breckler (1990) stated that all variables
must fall into q exogenous MVs (x„ x2,....,xq), p endogenous MVs (y„ y2, yp). n
exogenous LVs (£„ ....,£„), and m endogenous LVs ( T|,, T|2,.....r |m). This utilized the
all-Y(endogenous) measurement model.
Statement of the Problem 
Student academic growth is an essential component o f school programs. To 
prepare students for their future school careers, knowledge o f  how they grow in 
mathematics and language is o f great importance. In order to capture details of the 
component of student academic growth, this study was partitioned into four basic parts. 
First, the growth curves analysis relative to mathematics and language, which have not 
been fully investigated as it relates to comparing two groups of learners in two substantive 
areas, was examined.
Second, the patterns o f interrelationship among the individual achievement growth 
parameters for African American and White students have not been systematically 
investigated. An attempt was made to identify and analyze the parameters in regard to the 
patterning of these interrelationships.
Third, the variability in learning abilities, gleaned from academic growth 
parameters for two groups of learners in mathematics and language have little been 
studied. This study attempted to narrow this gap while joining those in the forefront in 
providing research findings on student academic growth in mathematics and language.
20
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Fourth, the traditional methods in the study o f  academic growth have been limited 
in sensitivity to errors in model parameters. With the combination of individual academic 
growth curves and the covariance structure analysis, a  more flexible and robust technique 
was made available to address this problem.
Purpose of the Study
The purpose of this study was to investigate whether individual change over time 
in mathematics and language differs from student to student and if the individual growth 
parameters o f the two domains were related to each other. In addition, the study sought 
to gain an understanding of individual change in student academic achievement through 
the application of one o f the more powerful analytical tools - covariance structure 
analysis.
The following specific objectives guided the study:
1) To determine if the growth parameters (intercepts and slopes) in
mathematics and language were related within and across domains.
2) To determine if  the pattern of interrelationships among the individual
achievement growth parameters were the same for African American and 
White students during the school career.
3) To establish whether there were discernible patterns in variability in
academic growth parameters within each ethnicity over time.
Significance of the Study
This study is important in a number of ways. First, the study contributes to the 
building of a store of knowledge due to the expansion of literature brought about by
21
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
research on the key components o f  the model of interest and the associated findings. 
Secondly, it sheds light on the understanding of two groups of learners from two ethnic 
groups and how the two learners develop mastery in mathematics and language as they 
graduate through school.
Thirdly, the application of covariance structure analysis and growth curves to the 
study of growth in student academic achievement provides an avenue for an indepth 
analysis o f two academic areas in an available data set. The use of longitudinal 
assessments in the identification process and assessment of outcomes offer several 
advantages over the traditional static cross-sectional assessment of learning outcomes. 
The employment of this technique shifts the focus from the assessment of mathematics 
and language achievement to learning and in effect leads to a more refined definition of 
learning problems and measurement o f outcomes, which is a conceptual advantage over 
the current traditional approaches.
The study about growth in academic achievement is significant in that a better 
understanding o f the cognitive abilities of different groups of learners in different 
academic fields is realized. Achievement outcomes are normally collected at the end of 
a specified period in the student academic career. The use o f longitudinal assessments to 
measure growth in academic achievement makes early detection o f learning problems a 
reality in that the rates of learning can simultaneously be measured in mathematics and 
language to assess the degree to which skills are differentially developing. Ultimately, 
the value o f the study pertains to the following:
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1) It provides a close examination of the trends and individual differences in 
mathematics and language and explores the effects o f  ethnicity on developmental 
trends that could go undetected due to insufficient power by more traditional 
analyses such as ANOVA, MANOVA, (M)ANCOVA, etc.
2) It draws similarities in model formulation between the traditional methods, such 
as regression analysis, and covariance structure analysis with a view of lessening 
the burden inherent in SEM technical aspects that would naturally close out 
potential users of important research findings of student academic growth.
3) It provides a potential base for further research on the measurement of change in 
student academic achievement which eventually may lead to schools and school 
systems adopting of measures tailored to meeting specific needs of specific 
students or groups of students.
4) It provides the research findings on academic growth to educators, parents, and 
Louisiana department of education, among other school stakeholders, for the 
benefit of the education in the state.
Research Questions 
To achieve the objectives o f the study and to provide answers to the questions that 
deal with the relationship between change in an individual single continuous outcome in 
mathematics or language, this study also addressed questions related to individual growth 
in multi-domain academic areas. This study addressed the following research questions:
1) Are the growth parameters (intercepts and slopes) in mathematics and 
language related?
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2) Is the pattern of interrelationships, among the individual achievement 
growth parameters, the same for African American and White students?
3) Are there discernible patterns in variability in academic growth parameters 
within each ethnicity over time?
In sum, this study addressed issues concerning individual changes within two 
domains (mathematics and language) and for two groups o f learners in a bid to capture 
a global understanding o f individual academic growth and determine whether the growth 
parameters were mutually interrelated.
Regression, Centering Data, and Justification for the Growth Model 
Regression and Correlation with Dummy Variables
Statistical analyses involving categorical data, requires the development o f 
mutually exclusive and exhaustive categories. The same is true when creating dummy 
variables. A large set o f  dummy variables is built to exhaust the information contained 
in the original qualitative scale. The categorical variables can be dichotomous or 
polytomous. A variable with j categories requires a set o f j -1 dummy variables in order 
to tap all the distributional information contained in the original set of data. Binary 
coding (0,1), produces dummy variables, also referred to as dichotomous variables. In 
these examples, all respondents who are members o f a particular category are assigned 
the code of 1; respondents who are not in that particular category are assigned a code o f 
0. An example of a regression model with dummy variables as predictors serves to 
amplify this point. The model is: Math Score = P„ +  ( P , )  A American + ( P 2) Caucasian,
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here Math-Score is the mathematic score for each individual subject, and the A-American 
and Caucasian ethnic group variables respectively.
Under the categorization coding convention, a respondent who belongs to a 
particular category is coded 1 on one and only one dummy variable in the set. The j - 1 
dummy coding of a qualitative variable is in line with the requirements of the classical 
linear regression model (Hardy, 1993). For a dummy variable (0.1), the category not 
named as a dummy variable serves the reference group. For a polytomous variable, for 
instance, ethnicity with three categories (say, African American, Caucasian and Hispanic) 
two dummy variables (j -1), where j=3, can be created. Before the data is coded, a 
reference (baseline) group must be chosen. The choice of a reference group is done 
arbitrarily. The three groups mentioned above can be compared on their mean score on 
the dependent variable, say, mathematics achievement, using regression analysis. If 
Hispanic is chosen as a reference group, there will be two dummy variables — 
A A m erican (AA) and Caucasian. These two variables will be used as the independent 
variables in the regression equation. The importance of using j - 1 dummy variables 
rather than the original categorical variables lies in the premise that each dummy variable 
captures one piece of categorical information from the original measure. For instance, 
each dummy variable records the presence or absence of a single ethnic characteristic 
(e.g., 1 if the characteristic being an African American is present, 0 if  that characteristic 
is absent).
In the above regression involving the qualitative independent variables (AA and 
Caucasian), the constant (P0) estimates the expected value of mathematics for the
25
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reference group (Hispanic); the coefficient for A_American, (P,) estimates the effect of 
displaying the attribute indicated by the dummy variable (i.e.. effect of being African 
American). This effect captures the difference in expected mathematics achievement for 
African American and Hispanics. The coefficient for Caucasian. (P2) estimates the effect 
o f displaying the trait indicated by the dummy variable (i.e., effect of being Caucasian). 
This effect captures the difference in expected mathematics achievement for Caucasian 
and Hispanics. Using this analogy, centering the time-related variable (age, grade) in 
change/growth analysis, operates in the same way as dummy coding in regression 
analysis. Kreft, de Leeuw, & Aiken (1995) and Singer (1998) state that centering is 
statistically sound and improves the estimation process, though there are misconceptions 
and misunderstandings surrounding the rationale behind it and the different forms of 
centering. Since this study has a research interest in student-to-student variation in 
intercepts, centering the independent variable is fundamental and it is a helpful way of 
parameterizing models so that the results are more easily interpreted (Singer. 1998). The 
choice of the grade/age chosen as the “center” is purely done on an arbitrary basis. 
Growth Model
When two waves o f data have been collected, describing individual growth by 
computing a difference score is the same as representing individual growth by a straight 
line that has been fitted by simple linear regression through the pair of datapoints. Willett 
(1989) states “no self-respecting data-analyst would apply regression analysis to a 
scatterplot with two datapoints, neither should that same analyst consider the two-wave 
estimation of individual growth adequate.” The purpose o f data on individual change is
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“to make inferences about the examinee’s true gain, which is defined as the difference 
between his true scores on the pre-test and post-test” (Lord. 1958, p. 438). However, 
there is no reliable rule of thumb as to the appropriate number of data points for growth, 
though research has shown that the more waves of data, the smaller the standard error of 
the linear slope, thus reflecting improved precision in measuring the rate o f change. 
MacCallum, Kim, Malarkey, and Kiecolt-Glaser (1997) pointed out that one must obtain 
measures at a sufficient number o f occasions to provide adequate data for fitting the most 
complex model under consideration. Singer and Willett (1996) discussed the number of 
waves that are needed to measure change well by considering the shape of individual 
growth trajectory, the precision with which the researcher wants to measure change and 
the reliability with which the researcher wants to distinguish individual participants based 
on these changes.
In the simplest case, growth is assumed to be linear over time and an individual 
growth model representing each person’s data contains two individual growth 
parameters- an intercept and slope- representing the person’s initial value and rate of 
change. If the data is centered at the initial data point, then the intercept will define where 
the process starts and as such would describe how interindividual growth unfolds over 
time. Specifically, the intercept in this case, where the data was centered at grade 4. 
describes the interindividual differences in the dependent variable (mathematics or 
language) at grade 4. Heterogeneity in change across persons is reflected in inter­
individual variation in growth parameters. In linear growth, for instance, this difference
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is reflected in variation across persons in intercepts and slopes. The slope describe the 
individual differences in interindividual growth patterns for the dependent variables 
assessed at grade 6 and 7.
In conceptual terms, the specified growth model can be viewed as a within-person 
regression model representing individual change over time (Bryk & Raudenbush, 1987; 
Sayer & Willett, 1998; Singer & Willett, 1996; Willett and Sayer, 1994. 1996). 
Irrespective of the method o f estimation, an individual growth model is fit to each 
person’s empirical growth record and as in regression analysis, to fit the model at least 
one more data point than unknown parameters in the model is needed (Willett & Sayer. 
1994). As extensively discussed in the change literature, a linear growth model requires 
at least three waves. More complex models call for more datapoints and quadratic models 
need at least four waves; cubic models, five and that different constructs may require 
different growth models (MacCallum, et al.. 1997; Singer & Willett, 1996).
The mathematical models for individual growth in mathematics and language 
provide the foundation for the analysis of academic achievement over time. The 
individual growth curve therefore establishes a base from which academic change can be 
investigated. In a general linear model presentation such as Yip= 7t0p + 71,pt, + £ip. the 
individual growth parameters are presented. Let Yip be the measure of response variable 
Y for individual p, at occasion i, where there are n  individuals and m occasions of 
measurement. Let t represent the measure of time for individual p  at occasion /. This 
measure may indicate real time (e.g., elapsed minutes, days, months or years since some
28
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
baseline point) or may just indicate ordinal position of the occasions (e.g.. 0 ,1 ,2 . etc.) as 
described in change metric literature (MacCallum, Kim, Malarkey & Kiecolt-Glaser. 
1997; Muthen, 1997; Raudenbush & Chan, 1992, 1993; Sayer & Willett, 1998: Willett 
& Sayer, 1994, 1996). In the model of linear change, the outcome variable Y is 
represented as a linear function of time as presented earlier and in the example that 
follows.
For this study, and with the information presented in point above, a simple linear 
model for individual change in the two domain areas, mathematics and language 
respectively were developed. For simplicity o f presentation, the first equation is used for 
illustration purposes. However the model explanation for model 1 applies equally well 
to model 2. Second, the initial assessment point is at grade 4, while the second and third 
assessment points are grades 6 and 7 respectively. Thus three waves o f data or three data­
points are modeled. The first data collection point was chosen as the reference. 
According to this model (1), there is a tendency for the mathematics score of each student 
to change at a steady rate from grade 4 to grade 6 and then from grade 6 to grade 7.
Y ip<m,= V m)+7V m,(G RADE - 4)p, + e ip(m’ (1.1)
Y,p(l)= V )+ * Ip(l)(GRADE - 4),* + e ip(U ( 1.2 )
Where
Y ip(m) is the mathematics score for person p at time t, p = 1 , . . . .  ,500; where 500 
is the total number of persons in the sample;
t=l, 2, 3 (the test-taking occasions: the three datapoints);
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(GRADE - 4)p, is the grade o f the person p at time t minus 4 so that 
(GRADE - 4)p, is 0, 2, and 3 at grades 4. 6 and 7 respectively, 
corresponding to times t = 1, 2, 3;
7t0p(m) is the intercept of person p, so that, given the coding of (GRADE - 4), 7t0p(ml 
is the expected mathematics outcome of person p at grade 4;
TCIp(m) is the expected linear rate of increase per year in the mathematics outcome 
of person p, which is the key parameter in the measurement o f individual 
change and given the coding o f  (GRADE - 4)p,, is interpretable as the 
growth rate of subject p at grade 4.
£jp(m> is the random within-subject error o f prediction of person p at time t, 
conditional on that person’s change parameters 7r0p<m). and t t ,p<m' These within- 
subject errors are assumed mutually independent and normally distributed with 
mean of zero, that is, £ip(m) ~ N(0, O2).
Linear Growth Model
There are situations where complicated growth models may be appropriate 
especially where there are a large number o f datapoints, whereas linear growth models 
may be adequate in situations with fewer datapoints. For this study, and importantly 
individual time paths were the center of focus for the measurement o f change. Bryk and 
Raudenbush (1992, p. 134), state that “...when the number of observations per individual 
are few (e.g., three or four occasions), it is convenient to employ a linear individual 
growth model.” While employing the linear growth model, it is important to note the
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different types o f individual growth models that have been described in the change 
literature (Burchinal & Appelbaum, 1991; Sayer & Willett. 1998). In polynomial models, 
the observed test score is a polynomial function of time (Bryk & Raudenbush. 1989). 
There are different types o f growth models such as logistic (Bock, 1976). where the test 
score is a logistic function o f time. The linear growth curve is a special case of the 
polynomial function shown in the work of researchers such as Rogosa et al. (1982) and 
Willett (1988). Joreskog (1979) and Marsh (1993) described simplex models for 
continuous multiwave data. Raykov (1997) sheds more light on the study o f individual 
and group patterns of latent longitudinal change using structural equation modeling. 
Linear growth curves have been utilized in numerous situations and the justification for 
using them can be viewed in the light o f following perspectives:
1) The panel data used in psychological and educational research are often limited 
to two or three waves, and as such a straight-line model for growth is as complex as the 
data can support (Bryk & Raudenbush, 1992; Rogosa et al.. 1982).
2) In many situations, linear models can be thought o f as approximations to more 
complex models (Rogosa, et al., 1982).
3) Even when individual growth is a quadratic function (polynomial of order 2). 
a straight-line fit to the data will yield a good determination o f the "average rate o f 
change” or o f the total amount o f individual change (Rogosa, et al.. 1982; Siegel. 1975).
4) Reasonable interpretations o f the model parameters are relatively easy to make 
as opposed to growth trajectories o f quadratic or cubic nature, because linear models are
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parsimonious and robust (Appelaum, et al., 1991; Willett, 1991). Raudenbush and Chan 
(1992) and Willett and Sayer (1994,1996) transformed the model variables so as to 
achieve linearity.
5) With linear models, the change parameter can be computed. This parameter 
indicates the amount of progress that is achievable in any given interval of time. This 
makes it feasible to know something about the progress in performance.
Definition of Study Variables
• Dependent variables: Standardized vertically equated mathematics and language 
achievement.
• Independent variable: The grade of the student utilized as a quantitative 
variable. It is used here as an indicator of academic achievement.
O f interest also are the growth model parameters as given in the growth models 
presented in Equation 1 and 2. These are the level 1 growth parameters-- the intercepts 
and the slopes for both mathematics and language respectively. The intercept is a 
constant for any given individual/person/subject across time, and in SEM representation, 
are fixed values for factor loadings of 1 on the repeated measures. The intercept is the 
point where the line crosses (“intercepts”) the vertical axis and presents information in the 
sample about the mean and variance of the collection of intercepts that characterizes an 
individual’s growth curve (Duncan, et al., 1999). The slope, on the other hand, represents 
the tangent, the rise, or the elevation of an individual’s trajectory. The slope factor has 
a mean and variance across the whole sample and, like the intercept mean and variance.
32
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
can be estimated from the data. In total, four academic growth parameters were 
generated, evaluated and interpreted. These parameters were unknown at the beginning 
of the study, but with the availability of the panel data, their possible values were 
computable. In SEM statistical strategy, the two factors (intercept and slope), are allowed 
to covary across individuals and thus making it possible to evaluate whether change in 
one domain is related change in another.
Definitions of Terms 
The definitions of terms that frequently come up in the discussion of this study 
came in part, from an extensive reading of multivariate literature. For brevity, references 
are not provided within the text of the definition.
• Academic achievement: A recognizable product that comes as a series o f  step­
wise sequences of learning activities. Academic achievement is an outcome of 
learning.
• Causal relationship: Dependence relationship between two or more variables 
in which the investigator clearly specifies that one variable or more variables 
“cause" or create an outcome represented by at least one other variable. This must 
meet the requirements for causation.
• Causation: A dependence relationship between two variables. There must be 
sufficient degree of association (correlation) between the two variables and that 
one variable occurs before the other and there be no other reasonable causes for 
the outcome. This requires strong theoretical support.
33
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Confirmatory analysis: Use of multivariate technique to test (confirm) a 
prespecified relationship. For instance, it can be hypothesized that only two 
variables should be predictors of a dependent variable. If this is empirically tested 
for the significance o f these two predictors and the nonsignificance o f all others, 
then this test is confirmatory analysis.
Confirmatory modeling strategy: A strategy in which a single model is assessed 
statistically for its fit to the observed data.
Construct: A term defined in conceptual terms but cannot be directly measured. 
Its definition varies in degrees of specificity; for example, a total mathematics 
score for a student to more complex abstract concepts like intelligence and 
efficacy.
Degrees of freedom (df): Can be defined as the number o f  bits of information 
available to estimate the sampling distribution of the data after all model 
parameters have been estimated. Degrees of freedom are the number of 
nonredundant correlations/covariances in the input matrix minus the number of 
estimated coefficients. The strategy always is to try to maximize the degrees of 
freedom available while still obtaining the best-fitting model. In the estimation 
process, each estimated coefficient “uses up" a degree o f freedom. Zero is the 
lower bound o f degrees of freedom for any model.
Endogenous construct: A construct or a variable that is the dependent or 
outcome variable in at least one causal relationship. When presented in a the path 
diagram, the arrow(s) lead into the endogenous construct or variable.
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Ethnicity: A term used to describe an individual or groups o f individuals who. 
because of history, share a common ancestral heritage.
Exogenous construct: A construct variable that acts only as a predictor or 
“cause” for other constructs or variables in the model. In path diagrams, the 
exogenous variables have only causal arrows leading out o f them and are not 
predicted by any other variables in the model.
Exploratory analysis: Defines possible relationships in only the most general 
form and then allows the multivariate technique to estimate a relationship(s). The 
investigator is not looking to “confirm” any relationships specified prior to the 
analysis, but instead lets the method and the data define the nature of the 
relationships. A stepwise multiple regression is a good example. Exploratory 
analysis is the opposite o f  confirmatory analysis.
Goodness-of-fit: The degree to which the actual/observed input matrix 
(covariances or correlations) is predicted by the estimated model. Goodness-of-fit 
measures are computed only for the total input matrix, making no distinction 
between exogenous and endogenous constructs or indicators.
Indicator: Observed value (manifest variable) used as a measure o f a concept or 
latent construct that cannot be measured directly. The investigator must specify 
which indicators are associated with each construct.
Latent construct or variable: A latent variable cannot be measured directly but 
can be represented by one or more measured variables (indicators). As presented
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in Figure 1.2, items Item l to Item_7 are indicators of their respective 
latent/factor variables.
Measurement error: The degree to which the variables that can be measured 
(the manifest variables) do not perfectly describe the latent construct(s) of interest. 
The sources of measurement error can range from simple data entry errors to 
definition of constructs (lack o f  perfect definition, perhaps because o f the high 
degree of abstraction). For practical purposes all constructs are measured with an 
error(s). SEM can take measurement error into account in order to provide more 
accurate estimates of the causal relationships.
Model: A specified set of dependence relationships that can be tested empirically 
-  an operationalization of theory. A model can include relationships among 
measured variables and latent variables as well as nondirectional and directional 
relations. Its purpose is to concisely provide a comprehensive representation of 
the relationships to be examined. In SEM, the model can be formalized by a path 
diagram or a set of structural equations.
Parameter: A descriptive measure o f a population such as a population mean. 
Path diagram: A graphical representation of the complete set o f relationships 
among the model’s constructs. Causal relationships are depicted by straight 
arrows, with the arrow emanating from the predictor variable and the arrowhead 
“pointing” to the dependent variable. Curved arrows represent 
covariances/correlations between constructs or indicators, but no causation is 
implied.
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* Standardized norm-referenced test: A test that has been given, using specified 
directions and under specific conditions, to a group o f  students that was carefully 
selected to be representative o f  students nationwide. The scores derived from the 
“standardization” program are known as “norms” and they permit the user to 
compare student performance with that of this larger, representative group.
* Structural equation modeling: A multivariate statistical technique combining 
aspects o f multiple regression (examining dependence relationships) and factor 
analysis (representing unmeasured concepts/factors with multiple variables) to 
estimate a series o f interrelated dependence relationships simultaneously.
* Structural model: Sets of one or more dependence relationships linking model 
constructs. The structural model is most useful in representing the 
interrelationships of variables between dependence relationships.
* Theory: A systematic set of relationships providing a consistent and 
comprehensive explanation o f a phenomenon. In practice, a theory is a 
researcher’s attempt to specify the entire set o f dependence relationships 
explaining a particular set o f outcomes.
Assumptions and Limitations of the Study
1) An assumption was made that the missing cases in the data set were purely 
random and that missing data would not adversely affect the sample size. However, 
students who drop out of school at each wave are likely to be coming from families with 
particular characteristics (e.g., low SES), or they suffer perpetually low academic grades.
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This can create problems with reliability o f the data and the general izability o f the results. 
Further, the growth parameters computed will not be representative o f the true change of 
the academic achievement for the ethnic groups under study.
2) The success ofany study depends on the quality of the data. This not only calls 
for sound psychometric properties o f the instrument used in data collection, but that the 
administration of the tests follow standard procedures that encourage the respondents to 
exercise utmost diligence in the execution of the task before them as well as 
printing/bubbling out the demographic information legibly. This ensures that the 
identifying variable(s) is not lost when there is a need to establish a student personal 
record over time. If this is not done, then the problem of missing data will be of great 
concern.
3) There are always limitations in the use o f the existing data, such as the 
inability to get the correct set of variables that may be of interest in the study. This is
specifically limited in the fact that the norm referenced test used in this study is pegged 
to Louisiana’s Statewide Norm-Referenced Testing Program requirements.
Chapter Summary
A brief overview o f the literature, pertinent to the major components of the study 
and which guided this study, has been presented in Chapter 1. A statement of the 
problem, cognitive processes and learning in mathematics and language, background 
setting, a link between exploratory factor analysis and confirmatory factor analysis, the 
purpose, significance o f the study and research questions are presented.
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CHAPTER II 
REVIEW OF THE RELATED LITERATURE
The review of the literature has been organized into brief sections that followed 
the development o f the study of change (individual growth), covering both the earliest 
techniques o f the study of change and the latest studies that use technologically advanced 
analytical tools such as hierarchical linear models and covariance structure analysis. The 
most common methods that are applicable in the analysis o f change are discussed. Also 
examined are the strengths and weaknesses of past studies in the analysis of change. The 
last section briefly discusses factors related to mathematics and language achievement 
growth models, mainly in elementary and secondary schools.
Measuring Individual Student Academic Change 
Literature on the measurement o f change is replete and goes back to over 50 years. 
Different researchers have tried to study change from different perspectives. For example, 
a function or model that tries to describe a process where measures have been taken 
repeatedly on a subject can be considered a growth curve (Rao, 1958; Rogosa et al.. 
1982). Every time a new research technique is derived, there is a renewed vigor by 
researchers to investigate it from various perspectives even if the idea has been in 
existence for a long time. Change has a very long history and research on it continues to 
be advanced because many crucial aspects o f its measurement have been overlooked, 
obscured, and misunderstood by previous investigations (Bryk & Raudenbush, 1992; 
Rogosa, et al., 1982). The measurement of change is crucial to the understanding of
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growth in student academic achievement. For a clear understanding o f change, a 
conceptual and mathematical framework for the measurement of individual change is 
needed, and the assessment of change must be based on a model o f change (Bryk, 
Raudenbush 1987, 1992; Rogosa, etal., 1982; Rogosa & Willett. 1985; Willett, 1988). 
Researchers in developmental psychology have distinguished between qualitative and 
quantitative behavioral changes (Francis et al., 1991). Joreskog (1979) described 
qualitative changes in behavior that are typically evidenced through changes in the factor 
structure of instruments. However, methods discussed in this study are suitable whenever 
change occurs along strictly quantitative dimensions, and the instruments used in data 
collection provide equally precise scaling of individuals throughout the range of behavior 
being measured over the entire span of study. The instrument used is at least at the 
interval level, and thus safe from ceiling or floor effects (Francis, et al., 1991).
Rogosa, et al. (1982) stressed the need for an explicit definition o f individual 
change for the measurement of individual change (a person, an aggregate, or an 
organization) and application of statistical models for the individual time paths to provide 
the base for the estimation of change. These measures need to be sound statistically and 
psychometrically— they have to be reliable if an investigation of the measurement of 
change has to be considered successful. Burchinal and Appelbaum (1991) noted that the 
use of growth curve methodology to study change depends crucially on the assumption 
that change is systematically related to the passage of time, at least over the time interval 
o f interest. Stoolmiller et al.( 1993) stated that change over time is not always a systematic
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function o f time, and hence there is no general strategy for the analysis of change and it 
may be misleading if used where it is not appropriate.
From a different perspective, Rogosa et al. (1982) pointed out that different
statistical summaries of longitudinal data are appropriate for different research questions
and each research question needs to be addressed singularly to minimize confusion. In
the study o f change, the core assumption is that the psychological variable or dimension
being studied retains the same meaning over the occasions o f observation. This is a very
crucial prerequisite for the measurement of change (Rogosa et al., 1982). Duncan and
Duncan (1990) posited that to talke meaningfully about growth, it is crucial to establish
that changes in the scores under study are brought about by growth and not by changes
in computational procedures. Lord (1958) had the same sentiments. He describes the
instructional setting as one in which:
the test no longer measures the same thing when given after instruction as 
it did before instruction. If this is asserted, then the pre-test and post-test 
are measuring different dimensions and no amount o f statistical 
manipulation will produce a measure of gain or of growth (p. 440).
This important property was emphasized by Bereiter (1963). who wrote: “Once 
it is allowed that the pre-test and post-test measure different things it becomes 
embarrassing to talk about change” (p. 11). Answers to questions about change are most 
often obtained from longitudinal panel data. There the data are repeated observations on 
individual cases over a few (two or more) time points. Lord (1958) states that the purpose 
of data on individual change is “to make inferences about the examinee’s true gain, which 
is defined as the difference between his true scores on the pre-test and on post-test” (p. 
438).
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Many researchers have used growth curves as their base for the study o f change 
and o f all these curves, the linear growth curve has been most popular. Bryk and 
Raudenbush (1992) lauded the gains associated with the linear growth curve especially 
when the number of observations per individual are few (e.g., three or four occasions) and 
when the time period is relatively short. Rogosa et al.( 1982) and Williamson, Appelbaum 
and Epanchin (1991) emphasized the versatility of linear growth curves especially when 
panel data used in psychological and educational research is available.
Seigel (1975) states that many situations present themselves with data that may 
be limited to two or three waves, and thus a straight-line model for growth is as complex 
as the data can support. Alsaker (1991) noted that because two waves of data provide 
minimal information on individual change, and a difference score can be considered as 
a rough approximation of growth rate that enables the researcher to conduct preliminary 
tests o f the relationship between growth curves. Multi wave data offer improvements in 
the measurement o f change over two-wave data simply because more waves of data 
provide additional information on each individual. Regrettably, use o f multiwave data 
in the measurement o f change has been almost totally neglected in the behavioral 
sciences. This view is well-represented by the statement of Nesselroade et al. (1980): 
“We believe that research on change processes will best be served by theoretical concepts 
and empirical inquiry extending beyond a two-occasion case." (p. 635). Seigel (1975) 
went on to stress that even when individual growth is a quadratic function, a straight-line 
fit to the data yields a good determination o f the “average rate of change".
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Linn & Slinde, (1977), Rogosa, Brandt, & Zimowski (1982), showed from a 
methodology standpoint, that high test stability (the correlations between scores across 
two or more time points) comes with low change score reliability. On the other hand, 
when change score reliability improves, instrument stability typically declines. These two 
scenarios present problems for an individual when making precise statements about 
individual change because the structure of the abilities themselves may be changing.
Bryk & Raudenbush (1987) placed much emphasis on measurement issues when 
it comes to measuring change and decried the fact that many studies o f change typically 
use tests that are developed to discriminate among individuals at a fixed point in time. 
Adequacy for distinguishing the rate o f change among individuals is rarely considered 
during the instrument process. Further, statistical procedures routinely applied to these 
instruments, such as standardizing scores to a common mean and variance over time, 
effectively eliminate the essence o f individual growth (Rogosa et al.. 1982). Psychometric 
procedures are needed that enable assessment o f the adequacy o f instruments for 
measuring both status and change.
For models used in research, the investigators check for distributional conditions: 
that both the outcome and outcome parameters are assumed normally distributed. 
Histograms and normal plots are prime candidates for this assessment. The normality of 
the growth parameters can be hard to verify because they are not directly observable. 
However, Watemaux, Laird, and Ware (1985) have developed methods for checking this 
normality assumption by comparing sample frequency distributions of the growth 
parameter estimates against the distribution expected under normality.
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Assumptions about covariance structure— the structure of variances and 
covariances among the observations— will depend on both the functional form assumed 
for the individual growth model and on the amount o f variance and covariance among the 
individual growth parameters (Bryk, 1977; Rogosa & Willett, 1985). By varying the 
specification of the individual growth model, it is possible to represent a broad range of 
covariance structures. Assumptions about the metric in which the outcome variables are 
measured are very important because they have a direct bearing on the statistical 
technique to be used. The outcome data collected at each time point must be measured 
on a common metric, so that changes across time reflect growth and not changes in 
measurement scales. Willett (1989) stressed that the measurement o f growth requires that 
selected measurements remain construct valid across subsequent occasions o f measures 
for a researcher to be confident and assume a common metric employed.
The Difference Score 
The difference score statistical technique uses two waves o f data. Certainly, two 
waves o f data are better than one, but two waves o f data poorly define the individual time 
paths and often are not sufficiently rich to yield satisfactory answers to important 
questions about change and growth (Rogosa et al., 1982). Difference scores use 
continuous measurement scales where two measures of change are considered. The 
difference score is obtained by subtracting the later score from the earlier; for example: 
X2 - X,, where the subscripts refer to the time periods. This is what may be called a 
difference, a change score, a raw change, or a raw gain (Menard. 1991).
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According to many researchers, the difference score is a natural measure o f 
individual change. However, problems arise in the interpretation o f the result when the 
difference score is regressed on the initial score and the time variable. The outcome o f 
this regression presents a scenario where a difference score becomes proportional to a 
regression slope that is computed from only two data points (Rogosa, et al.. 1982; Rogosa 
& Willett, 1985).
It should be noted that when a variable is standardized to have equal variance 
over time, the correlations between change and initial status must be less than or equal to 
zero. Both empirical and methodological investigations o f change should heed the 
argument against standardization. For example, Thorndike (1966) stressed that “...by 
eliminating from the score scale the differences in standard deviation at different ages, 
that which is the essence of growth has been eliminated.... The constraint that has been 
put on the score scale assures distorted results’’ (p. 126). Errors of measurement can 
produce perverse effects on the assessment of change and investigators routinely find 
observed change over two occasions to be negatively correlated with the subject’s initial 
status (Bryk, Raudenbush, 1987). Bereiter (1963) attributed this, in part, to a statistical 
artifact of measurement error. There could also be situations where the structural relation 
between change and initial status is positive (Blomqvist, 1977). The inconsistency in the 
relation between true initial status and rate o f growth remains a very difficult problem.
Rogosa, et al. (1982) summarized the crucial points of the difference score as low 
reliability and negative correlation with initial status. It should not be assumed that
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difference scores are always unreliable and that important deficiency (overlooked in the 
literature) lies in the data, not the measurement o f individual change.
Residual Change Procedures
Residual change is deviation from the regression line. The residual change score, 
which is designed to be uncorrelated with initial status, takes on many forms as described 
in the literature o f change. Cronbach and Furby (1970) defined residual change for a 
person from regression of score of time two on score of time one. Regression of the 
dependent variable on the independent variable estimates the expected value of the 
dependent variable. A difference is calculated between the dependent variable and its 
corresponding expected value to give the residual gain (Menard, 1991). The use of 
residual change measures in place of the difference score has been motivated by perceived 
deficiencies in the difference score (especially reliability and correlation with initial 
status). Though residual change is a useful adjunct or supplement to the difference score, 
it is important to exercise caution when interpreting residual change measures.
The problem of “regression toward the mean” also called “regression effect” 
(Bohmstedt, 1969; Furby, 1973; Kessler, 1977; Markus, 1979. pp. 45-47) is directly 
connected with the correlation between change and initial status. This statistic also 
“implies that prescores far from the mean on either side of the mean will move in toward 
the mean on post-measurements, so that pre-scores ‘squeeze in’ toward the mean at post­
assessment” (Gottman & Rushe, 1993). Extensive literature on regression toward the 
mean is also found in the works of Nesselroade, Stigler, and Baltes (1980). It is more
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useful to formulate the idea of regression toward the mean without any standardization, 
for a nonstandardized metric will not bring about regression toward the mean (Rogosa. 
Brandt & Zimowski,1982; Rogasa& Willett, 1985).
A residual change score is often used in educational analyses, for it is generally 
accepted that residual gain scores are superior to simple pre-test and post-test difference 
scores as measures of teacher influence (Veldman & Brophy, 1974. p. 320). Cronbach 
and Furby (1970) observed that “the residual ized score is primarily a way of singling out 
individuals who changed more (or less) than expected” (p. 74). Cronbach and Furby 
(1970) also examined the estimation o f “change” scores, “residual” or “basefree” 
measures o f change, among other kinds o f difference scores. They looked at change as 
a measure o f gain or a shift in attitude and saw that “raw change” or “raw gain” scores 
formed by subtracting pre-test scores from post-test scores lead to fallacious conclusions, 
primarily because such scores are systematically related to any random error of 
measurement. They noted that gain scores are rarely useful, no matter how they are 
adjusted or refined.
DuBois (1957) and other investigators recommend a “residual gain” score as a 
substitute for the “raw gain” score. A gain is residualized by expressing the post-test 
score as a deviation from the post-test on pret-test regression line. The part of the posttest 
information that is linearly predictable from the prettest is thus partialled out. Tucker. 
Damarin, and Messick (1966) draw attention to the “true residual gain” which they refer 
to as a “basefree measure of change.” Lord (1956) and McNemar (1958) describe the
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difference score between two variables scores, X and Y, as D = Y - X .; where X and Y 
represent the person’s “true” status at these times, as postulated. A key issue in the work 
of McNemar and Lord is the determination o f the regression coefficients for an estimator 
in a model that has any two measures that can sensibly be expressed on the same 
numerical scale, such as standard-score scale or an age-equivalent scale.
Repeated-Measures Designs 
The term “repeated measures” means that each subject or case is measured 
repeatedly. The term “repeated” is often used to describe measurements which are made 
of the same characteristic on the same observational unit but on more than one occasion. 
In longitudinal research, individuals may be monitored over a period of time to record a 
developing pattern of observed values. Longitudinal studies can therefore be described 
as studies where one measures a specified endpoint repeatedly on the same group o f  
individuals overtime, with the objective o f studying both the level and change in outcome 
over time as a function of subject characteristics. In the research design perspective, the 
repeated measures designs are often called “within-subjects” designs because of the way 
measurements vary within each subject. In many situations repeated measures designs 
have been treated like univariate split plot ANOVA designs. When this is the case, an 
understanding o f mixed models is inevitable. However, repeated measures designs are 
indeed a form o f MANOVA, though they are not always regarded this way. The gain 
associated with a multivariate layout o f repeated measures data is that MANOVA requires 
fewer assumptions about homogeneity o f variance and covariance across trials and 
treatments.
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MANOVA remains the most commonly implemented multivariate test o f 
between- group means differences. MANOVA is often recommended when the set of 
criterion variables constitutes a variable system (Huberty & Morris, 1989). Huberty & 
Moris (1989, p. 304), defined a variable system as a “loosely defined collection o f 
conceptually interrelated variables that, at least potentially, determines one or more 
meaningful underlying variates or constructs.” The choice to use MANOVA is further 
driven by the type of the dependent variable system and by the nature o f the question 
under investigation. Using MANOVA is suitable when dealing with emergent-variable 
systems and not with latent-variable systems (Bollen & Lennox. 1991; Cole, Maxwell. 
Arvey and Salas, 1993).
The MANOVA technique constructs a linear discriminant function out o f the 
dependent variables with weights associated with each variable given according to the 
degree that they uniquely contribute to discrimination between groups. Cole et al. (1993) 
stated that the applicability of MANOVA is recommended for data sets in which the 
phenomena under study are reflected in emergent variable systems and the investigator 
is satisfied that larger mean differences between groups are reflective of true group 
differences. The major drawback in using MANOVA is the lack o f an internal test for 
correlated disturbance terms.
For the study of systematic change over time (growth), restrictions have to be
made on the design of the study and the method of measurement if ANOVA and its
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multivariate extension, MANOVA, have to be applied ( Bock, 1979; Francis, et al., 1991).
Bock (1979) noted that:
the observations should be time-structured (i.e., limited to a moderate number 
o f preassigned time points, preferably equally spaced), and the measurement of 
the trait or response in question should be made on scale commensurate units 
throughout the relevant range.... If cross-sectional data, the observations are 
replicated at each time point, or, in longitudinal data, all subjects are observed 
at precisely the same or comparable time points (p. 230).
Games (1990), conducted a series of repeated-measure designs ANOVA and MANOVA
while detailing various analyses that can be performed. He also detailed how the SAS
procedure “PROC GLM” should be manipulated to produce the required output.
Growth Curves and their Applications
In the study o f learning, the interest lies in describing behavioral changes in
individuals, but due to limited control over behavioral variability, the investigation must
frequently depend upon averages for groups of subjects to determine functional
relationships (Estes, 1956). Estes stressed the fact that the growth curve remains one of
the most useful devices for both summarizing information and for theoretical analysis.
Estes (1956) cautioned that when growth functions are transformed, hypotheses are
changed. Thus, they are not recommended if  the contemplated transformation will
produce heterogeneity of variance along the curve. Raudenbush and Chan (1992)
presented a conceptual and statistical framework that conceives a person’s developmental
trajectory as a focal point in a longitudinal research. They formulated a model for the
change o f each person under study. The individual growth model relates the repeatedly
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measured outcome variable to the person’s time related variable (age, grade) which can 
be operationalized through a polynomial model.
Asendorpf (1991) discussed the application of the growth curve approach in the 
cross-age comparability (or continuity) o f individual attributes that are supposed to 
change during development. Appelbaum and Epanchin (1991), Asendorpf (1991). and 
Willett (1989) emphasized that attributes must maintain meaning over the study period 
and that this canon is applicable to difference scores and residualized change scores, 
among others. Asendorpf also stressed that the growth curve requires cross-subject 
comparability o f their individual development function/growth model. He went on to 
spell out three major advantages o f using the growth curve over the traditional difference 
scores. These are described in the section that follows.
The growth curve approach is more flexible in handling multiple assessment and 
nonlinear growth functions. Where there are more than two assessments, (non)linear 
average change in the sample, this can be treated within an ordinary ANOVA approach 
by testing trends (linear, quadratic, etc.) within repeated-measures analysis of variance. 
Asendorpf stated that the growth curve approach offers a straightforward alternative o f
... simultaneously answering general- and differential-developmental questions by 
analyzing individual growth curves that refer to unlimited number of assessments 
and to degrees of the polynomial functions that are in principle only limited by the 
number of assessments.”
The second advantage growth curves have over other methods is the ability they 
offer for testing the reliability o f change parameters, especially if the number o f  
assessments is greater than the highest degree of the fitted polynomial functions without
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the need for parallel measures. Research has shown that the reliability o f difference 
scores is always lower than the reliability o f raw scores. Rogosa et al. (1982) pointed out 
this as a myth and that the critical value is whether the assessment procedure is better 
suited to measure change or status. The growth curve approach offers a straightforward 
procedure for estimating the reliability o f the parameters o f initial status as well as those 
o f change by comparing the observed scores with their estimates.
The third advantage is that the growth curve approach motivates researchers to 
state their model of developmental change explicitly rather than to approximate it by 
linear two-points-in-time comparisons, and to address the critical issue of the reliability 
o f the individual developmental functions explicitly by incorporating at least one more 
assessment for this evaluation (Bryk & Raudenbush, 1987).
Latent Growth Curves 
A recent emerging approach to the measurement o f change is the study o f latent 
growth curves within structural equation modeling such as LISREL (Duncan et al. 1998: 
Duncan & Duncan, 1990; McArdle & Epstein, 1987; Patterson. 1993; Sayer & Willett. 
1998; Stoolmiller, 1994; Stoolmiller, Duncan, Bank & Patterson. 1993; Willett & Sayer. 
1994,1996). McArdle and Epstein (1987) defined the latent growth curve model (LGM) 
as a “longitudinal model that includes correlations, variances, and means" and that the 
inclusion of means in these models make them more similar to repeated-measures 
ANOVA and MANOVA. Studies about change have been cross-sectional, with the center 
o f investigation being mean level changes across different groups.
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Latent growth model and general multivariate growth models try to describe the 
way the individual develops. This is generally in line with the purpose of longitudinal 
methodology— and attempts to answer questions that seek to find whether an attribute of 
interest increases, decreases or remains unchanged as a function of time. Duncan and 
Duncan (1990) noted that LGMs are variants of the standard linear structural model and 
in addition to utilizing regression coefficients, variances and covariances o f the 
independent variables, they incorporate a mean structure into the model. Repeated- 
measures ANOVA models use factor means as variables o f  interest and as such they are 
a special case of LGM (Meridith & Tisak, 1990). However, the within-occasion means 
do not reflect all of the important information available from repeated observations and 
may not reflect any particular individual's growth over time or even the group's overall 
pattern of change (McArdle, 1988). The ANOV A/M ANOVA repeated-measures 
approach computes the group mean values and considers the time-related variable as a 
class variable, while LGM computes individual growth parameters, considers the time- 
related variable as continuous, and has structures put in place to model the error terms 
over time. The combination o f individual and group levels analyses using factor means 
and variances makes LGM a unique class of analytical technique o f recent times.
Latent multivariate growth models enable individual growth parameters to be 
studied as described in the works of MacCallum et al. (1997) and Stoolmiller (1994). 
Tisak and Meredith (1990) termed this association as analogous to the synchronous 
structural equation model's correlation coefficient which are crucial to any investigation
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of development because they indicate the influences of development and thus are correlate 
of change. Duncan and Duncan (1990) in their study noted that the investigation of the 
relationships between the amount or direction of change for two or more variables, or 
between such change and any other variable o f interest regarding an individual, requires 
that longitudinal samples be available.
In longitudinal research, investigators often measure multiple variables at multiple 
points in time and are interested in investigating individual differences in patterns of 
change on those variables (MacCallum, et al., 1997; McArdle & Aber, 1990). 
MacCallum, et al., 1997; McArdle and Aber, 1990 research focused on the relationships 
between patterns of change on different variables while showing how the multilevel 
modeling framework, which is often used to study univariate change, can be extended to 
the multivariate case to yield estimates of covariance of parameters, which represent 
aspects of change on different variables.
In repeated measures or longitudinal studies, questions o f interest such as those 
involving relationships between patterns of change on different variables, for example 
those about the association between the rate o f increase on different measures of growth-- 
and such as academic achievement growth parameters, are addressed. There could also 
be an interest in the questions that addresses covariation between patterns of learning in 
different domains and studies that utilize longitudinal panel data. Studies of this nature 
are usually o f great interest to LGM methodologists.
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The utilization o f the capabilities of covariance structure analysis and the growth
curves in the study o f growth in individuals have gained tremendous prominence in a
wide spectrum of research (MacCallum et al.,1997; Sayer & Willett, 1998; Willett &
Sayer, (1994, 1996). When observing data for a single subject on any single response
variable, one would observe variation over time, or intraindividual variation, while, when
considering multiple subjects, one would observe variation among individuals with
respect to the pattern of change overtime, or interindividual variation (MacCallum et al.,
1997). The study of covariation in the pattern o f the growth parameters may involve
various aspects such as linear increase or decrease, acceleration— i.e., the generic function
can take a polynomial of any order.
In terms of studies of growth, the independent variable (X) is often a time-related
variable, such as age or the grade level of the participant. In this study it is natural to
assume that the mean of the independent variable increases with time, inducing an
increase in the mean of the dependent variables (Ys) (Muthen, 1991). The psychometric
lore has it that variance of children's scores on cognitive tests increases with age. This
is reinforced by the common-sense notion that above average students continue to develop
at a faster rate than below average students in an academic setting, thus in effect fostering
the idea of increasing variance in cognitive skills and related mental traits with age.
Cohen et al., (1996), describe evidence of changes in some constructs with age and also
evidence o f changes in the pre-test/post-test. Cohen et al.. state:
Reading ability,’ tends to increase dramatically year by year from age 6 to the 
early teens. If a test purports to be a measure of a construct that could be expected
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to change over time, it too should show the same progressive changes with age if  
the test score is to be considered a valid measure of the construct.
Colins (1991), states that studying change is in essence the major objective o f 
longitudinal research and that dynamic latent variable feature prominently in this realm. 
Collins (1991) states that traditional approaches to measurement fall short when applied 
to dynamic latent variables because these approaches were developed with static latent 
variables in mind and that much of the rationale behind traditional approaches is based 
on the idea o f unchanging true scores, with any change in observed scores directly 
attributable to measurement error. However, the above premise does not hold when the 
aim is to measure a dynamic latent variable. Instruments developed with emphasis on the 
static latent variables serve well in the measurement of interindividual differences at one 
particular point in time. A study of change lays more emphasis on intraindividual 
differences- for instance, in the difference between a particular person’s ability at one 
time and that same person’s ability at some later time. Bryk and Raudenbush (1992) state 
that studies o f change typically use instruments that were developed to discriminate 
among individuals at a fixed point in time without an assessment o f the adequacy of such 
measures in distinguishing differences in rates of change among individuals. Bryk and 
Raudenbush (1992) and Rogosa et al., (1982) stress the fact that scaling instruments to 
have a constant variance over time is disastrous to studying change and the determinants 
o f change.
Schulz and Nicewander (1997) state that developmental scales based on item 
response theory (IRT) have shown constant or decreasing variance o f measures o f 
achievement with increasing age. Schulz and Nicewander state:
56
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
“Two metrics, both of which preserve the order of performance levels in test data, 
produced different pictures o f cognitive growth. The differences were seen to 
arise strictly from differences in the scaling models. Time-indexed measures (by 
age and grade) will show an inflated rate of increase variance over time relative 
to an alternative, order-preserving metric that shows negative acceleration in the 
conditional mean over time. From this demonstration, one should not expect 
growth trends in different metrics to look the same. Growth trends in different 
metrics mean different things.”
Sheitzer, Frank and Bryk (1994) found strikingly different representations of 
individual differences in growth trends in educational achievement among students when 
grade equivalent and IRT were used as metrics of measurement. They went on to posit 
the fact that conclusions made about the effects of variables on growth in achievement 
will depend on the metric chosen. Sheitzer, Frank and Bryk (1994) and Schulz and 
Nicewander (1997) stressed the need for investigators to carefully consider the meaning 
of scale units and to select the scale that gives growth trends the most useful meaning for 
the problem at hand. Rogosa et al.. (1982) and Thorndike (1966) noted that 
standardizing the scores to a common mean and variance over time effectively eliminates 
the essence o f individual growth. Appelbaum and Epanchin (1991) stated that the 
interpretation of growth depends on the assumption that the same attribute(s) are being 
measured across the investigation period. The validity of the interpretations also depends 
on the quality of the metric used. If the scale score metric does not provide “a common 
metric across all levels of tests used, then measurements of growth are suspect even if 
substantive content is common across all levels” (Appelbaum and Epanchin. 1991).
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Multilevel Models (Hierarchical Linear Models)
Multilevel modeling is not a new field. These models are also called mixed 
models, random coefficient models, multilevel structural models, and hierarchical linear 
models (Goldstein, 1989; MacCallum et al., 1997; McArdle & Hamagami, 1996; 
Muthen & Satorra, 1989). Brown and Melamed (1990) state that hierarchical designs in 
many aspects bear resemblance to completely randomized factorial designs, though they 
differ inasmuch as they involve multiple nesting and thus a lack of complete cross­
classification. Multilevel models are used for studying phenomena in hierarchically 
organized data, where units o f observation at one level are nested in units o f observation 
at a higher level. Multilevel models provide a framework for representing the structure 
o f data within and between levels and in effect lead to the elimination o f the need to 
aggregate data or to carry separate analyses for separate levels (MacCallum et al., 1997). 
Recent developments in the statistical theory of hierarchical linear models (HLMs). 
however, now enable an integrated approach for studying the structure o f individual 
growth, examining the reliability of instruments for measuring status and change, 
investigating correlates of status and change, and testing hypotheses about the effects of 
background variables and experimental interventions on individual growth (Bryk & 
Raudenbush, 1987, 1992; Willett & Sayer, 1994, 1996) and others.
Hox and Kreft (1994) described a multilevel problem as a problem that inquires 
into the relationship between a set of variables that are measured (or aggregated) at a
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number o f different levels o f  a hierarchy. Muthen (1994) pointed to the complex nature 
o f the analysis of multilevel data because it draws on contributions from many different 
areas o f methodology. Muthen described multilevel data, from a sampling standpoint, as 
data obtained by cluster sampling. Maximum likelihood method is an iterative technique 
mainly employed in hierarchical computations and as such this technique is embedded in 
many procedures employed in the analysis of change as documented in many studies for 
sometime now (Raudenbaush, 1995). Many researchers have developed software that 
uses this method so as to meet the growing demand for efficient programs. Schmidt 
(1969) developed software to compute maximum likelihood (ML) estimates for two-level 
data for a balanced design — every cluster or 'level-2 unit’ has the same number of'level- 
1 units’. Mcdonald & Goldstein (1989) provided theory for ML estimation for 
unbalanced models that incorporate both level-1 and level-2 variables. Muthen (1990) 
amplified the work provided by Schmidt (1969) and Mcdonald & Goldstein (1989) on 
balanced data theory and showed that software such as EQS (Bentler, 1983), LISCOMP 
(Muthen, 1987) and LISREL (Joreskog & Sorbom, 1996) can be implemented with little 
or no modification to the software.
Bryk & Raudenbush (1987) and Raudenbaush (1995) presented research findings 
on the within-cluster observations (deviations of the level-1 variables from their cluster 
sample means) and the between-cluster observations (both the cluster sample means of 
the level-1 variables and the level-2 variables). These researchers went on to amplify the 
fact that the two-stage conceptualization o f model fitting allows researchers to model
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individual change, predict future development, assess the quality of measurement 
instruments that can distinguish growth trajectories and assess systematic variation in 
growth trajectories as a function of background characteristics and experimental 
treatment. Lord (1963) and Bereiter (1963) presented findings in which the structure o f 
the abilities under study changes over the period of study and expressed concern about the 
need to focus the investigation on the changing structure o f  abilities and not the amount 
o f change.
Bryk and Raudenbush (1987) advanced strengths o f HLM in its ability to make 
predictions and the fact that the HLM model draws on strengths are available in the data. 
If within-subject data are precise, the model weights that data heavily. If the between- 
subjects relations are strong, then that data receives emphasis. If the growth parameters 
are correlated, resentation of the model in matrix notation is required to demonstrate this 
benefit of HLM. Also, HLM requires that special care be taken to distributional 
assumptions, covariance assumptions, and the metric of measurement. The precision of 
the estimated variances and covariances depend heavily on the normality assumptions and 
are likely to be imprecise when the sample size is small.
Muthen (1991) focused his study on random effects models that use both fixed and 
random parameters and described the data as T replicated observations on p  variables. 
Muthen’s primary focus was on differences in parameter values across individuals. 
Conventional SEM is applicable on this front for it provides fixed effect techniques and 
describes a set of p variables at T time points by means o f a model for p T  variables
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(Muthen, 1991). A primary focus on conventional SEM is on differences in parameter 
values across time and Muthen incorporated random effects models in SEM in an effort 
to combine the special strengths o f each tradition. However. Rogosa et al. (1982) 
criticized conventional SEM for being insensitive to individual differences in change.
Muthen (1991) noted that, in the study of growth, the independent variable (X) is 
often a time-related variable such as age, and it assumes that the mean of the X variable 
increases with time, inducing an increase in the mean of the dependent variable (Y). The 
estimation of the individual parameters (slope and intercept in the equation) are indeed 
the computation of regression coefficients. Such an analysis recognizes that longitudinal 
data are obtained in a hierarchical fashion, with correlated observations obtained from 
independently observed individuals.
Growth in Mathematics and Language
In the past several years, there have been lamentations about the poor performance
of U.S. students in mathematics and science as compared to those o f US key economic 
competitors (Kaplan & Elliott, 1997). Reynolds and Walberg (1992) reiterated this fact 
by citing comparative studies that continue to show the poor performance of U.S. 
students, especially at the junior and high school levels. It is therefore important that key 
factors that impact on math achievement are understood and researched on. McLeod 
(1988) stated that students often report frustration or satisfaction when they work on non­
routine problems and that affective responses are an important factor in problem solving.
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Mathematics is a language that uses symbols and signs. For a mathematical 
problem, say in an examination, a student will face a situation expressed in a combination 
of words, symbols, data and diagrams. The student's first task is to translate the problem 
into what could be called the language of mathematics. In the language, figures are 
translated into mathematical grammar. Since mathematics is typically a problematic 
subject for beginners, it is necessary to introduce mathematics during the early years o f 
schooling. Lesh and Zawojewski discussed problem solving strategies such as drawing 
a picture, thinking o f a related problem and working “backward. These strategies help the 
learner break the problem into smaller and easier steps that are easily built into a cognitive 
process. In knowledge organization and problem solving strategies, Krutetskii (1976) 
argued that different systems of thought used by gifted students are inaccessible to those 
who do not have highly organized knowledge. Talented students can skip intermediate 
steps and generalize broadly and faster than the average students who may need to 
develop new ways o f  thinking which involves reorganization of their knowledge and 
evident in Piaget’s concrete operational level of reasoning from normal operation levels.
Reys (1990) while discussing the key areas in math estimation, pointed that the 
variety of possible approaches to an estimation problem creates an open-ended, problem- 
solving-oriented atmosphere in a learning environment and in effect presents unique 
instructional problems. Reys (1990) summarized that computational estimation, much 
like the problem solving, calls on a variety of skills which is built over a long period o f 
time.
62
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Within the extant literature on the early acquisition of mathematical skills, many 
studies have focused on the pace and sequence of the skills acquisition, with very few 
extending to individual differences and the rate of development. Williamson et al. (1991) 
used individual growth curves to study academic growth in reading and mathematics and 
found out that the correlation between rate of change and ability test scores range from 
0.534 to 0.700 for grade 3, in mathematics achievement and mathematics ability.
Mathematics and language go hand-in-hand in many student learning areas 
because of the intricate ways they affect each other and other domains. A student with 
a strong foundation in both o f these domains is more likely to do well in many other 
disciplines. The literature is replete in the area of reading and writing especially on causes 
o f developmental changes in knowledge structure and use. Some theorists hold that 
children have innate ability to acquire knowledge of the structure o f a language because 
o f the constraints in all other languages (Wexler & Cullicover, 1980). Clark (1983) noted 
that categorization abilities explain the acquisition of vocabulary while others hold the 
fact that acquisition of knowledge is based on certain cognitive abilities.
Chomsky (1969, 1972) conducted an extensive study of elementary school 
children involving their understanding o f certain sentence structures. Chomsky found 
several sentence structures that school-age children consistently misinterpreted prior to 
a certain age of development. Of the sentences studied, five o f them were found to be 
acquired in sequence, revealing developmental stages. Chomsky's study showed that 
children’s language development is on-going throughout the school-age years.
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Clay (1966,1982) conducted longitudinal studies o f 1 iteracy acquisition during the 
beginning school years. She observed that good readers manipulate a network of 
language, spatial, and visual perception cues and sort these implicitly but efficiently, 
searching for dissonant relations and best-fit solutions. A longitudinal study by Juel 
(1988) shed some light on the trends children follow in literacy development. Juel found 
that children who enter grade 1 with little awareness about relationships among words, 
letters and sounds were children who experienced problems learning to read and this 
affects the subsequent grade reading performance.
Willett and Sayer (1996) studied the growth o f change in mathematics and 
language in healthy, asthmatic and seizure groups of children o f ages 7,11 and 16. Their 
study established that true growth trajectories for healthy and asthmatic children were 
similar while those with seizures had low averages in both domains. Willett and Sayer 
also found a strong positive correlation between the initial status in reading and initial 
status in mathematics and between the rate of change in reading and the rate of change in 
mathematics.
Sanders & Hom (1998), who took advantage of longitudinal data to study student 
academic growth over time, stated that the child serves as his or her own “control” thus 
allowing the partitioning o f school system, school and teacher effects free of exogenous 
factors that influence academic achievement. Their study found that largest academic 
gains are in the lowest achievement group. However, limited studies exist that have 
focused on individual growth trajectories and structural equation modeling in 
mathematics and language.
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CHAPTER III 
RESEARCH DESIGN/METHODOLOGY/PROCEDURES 
Overview
The purpose of this study was to investigate whether individual change over time 
in mathematics and language differs from student to student and if  individual growth 
parameters o f  these two curriculum domains were related to each other. The proposed 
research sought insights in understanding individual change in academic achievement 
through the application of one of the more powerful analytical tools - covariance structure 
analysis (LISREL). Change is a process, and if there is a need to understand this change 
and associated individual development as a process, no matter how painstakingly 
demanding it may be, then there is no alternative to longitudinal research (Bergman. 
Eklund, & Magnusson, 1991). Understanding individual change not only requires that 
longitudinal data be available in each discipline under study, but also that data be 
available on many individuals (Willett & Sayer. 1996). With this purpose in mind, this 
chapter describes the methodology and procedure (research design, data collection, and 
data analysis) used in this study.
Research Design
This is a three-wave panel design. Data were collected at the end of grade 4 
(spring, 1996), at the end of grade 6 (spring, 1998) and at the end o f grade 7 (spring, 
1999). In the panel design, the data contain measures of the same variables from 
numerous individuals observed repeatedly through time. In a real life situation, there may
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be some differences in subjects’ composition from one period to another as a result of 
attrition between any subsequent measurements. This induces missing data and poses 
great limitations to the efficient use o f the covariance structure analysis, as it requires 
complete data (Willett & Sayer, 1994, 1996). However, panel data provide valuable 
structures for controlling for the effects o f extraneous variables that may alter the 
relationship between the independent and dependent variables from being either partially 
or fully spurious (Finkel, 1995). Unlike the case in cross-sectional studies, extraneous 
effects of unmeasured factors may be tested against data in panel studies and while 
measurement error can be estimated with relatively less restrictive assumptions.
As stated in the aforementioned section, this was a longitudinal study and it 
employed a longitudinal panel design where data from same set of cases was used in each 
period. Panel data are commonly used in the social sciences to test theories o f individual 
and social change. Panel data also provide a foundation on which inferences o f causality 
can be inferred than is the case with cross-sectional data (Engel & Meyer, 1996). Like 
trend data, panel data also preserve the time order of measurements, thus enabling the 
study of change to be conducted at the individual and aggregate level, or at any unit-level 
in any set of variables.
The nature of the study o f individual change requires the availability of 
longitudinal data for each domain under study and for many representative sample 
individuals at each representative sample time point (Willett & Sayer. 1994. 1996). 
Research, with a correct choice o f model(s), for example a linear model that describes the
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data well, always gives reliable results when large representative samples are utilized; and 
by the same token sampling more than two time points is recommended if reliable 
measures of change are anticipated.
Method 
Sampling Procedures
This study used panel data drawn from the Louisiana State Department of 
Education (LDE) school data files. The department maintains school and student data on 
a wide array of variables and this data spans beyond six years. As is the case with panel 
data, the same variables are measured at more than one point in time. The many waves 
that characterizes longitudinal research can be used to provide valuable information with 
which the parameters o f the model can be estimated. The LDE uses this data to produce 
district and state progress profile reports and report cards which provide school 
stakeholders with a better understanding of how a large and complex public school system 
works. The data also provide a base for ongoing studies that aim to provide trend 
information about student performances and critical transitions students experience as 
they leave elementary school and progress through high school and later to college. 
Schools maintain, for each student, a record of progress in a number o f domains. 
Louisiana schools electronically transmit data to the LDE Student Information System 
(SIS) which maintains several statewide education data bases.
The subset o f  students involved in this research was obtained as follows. Of all 
the elementary school students in the LDE data files, only those who attended public
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schools and were o f African American and White ethnic group origins were sampled. The 
sampled students were tested on the Norm Referenced Tests (NRTs) — mathematics and 
language for past academic years up to and including the 1998-1999 achievement 
records. This study fol lowed the 1995-1996 cohort, which had complete records through 
the 1998-1999 academic year. The first datapoint was recorded in the 1995-1996 
academic year, when the students o f this cohort were in grade 4. The second wave of data 
was recorded in the 1997-1998, grade 6 while the final wave o f data was recorded for 
grade 7 students in the 1998-1999 academic year. Wave one had 50,907 students (African 
Americans=24,030, Whites=26,872), wave two had 47.003 students (African 
Americans=22,262, Whites=24,741) while the third and last wave had 50,157 students 
(African Americans=23,982, Whites=24,536).
Instrumentation and Measurement
The state o f Louisiana administers Norm-Referenced T ests (NRT s) and Criterion- 
Reference Tests (CRTs) as part o f the Louisiana Educational Assessment Program 
(LEAP). The NRT, portion of these assessments provides a measure of how Louisiana 
students compare with other students nationally and it measures the basic skills content 
areas of reading, language, and mathematics. It also provides scores on spelling, study 
skills, science and social studies. The Louisiana Statewide Norm-Referenced Testing 
Program (SNRTP) was established in 1986 as a component o f LEAP and its primary goal 
was to provide parents, students, educators, and policymakers with normative data that 
can be used for evaluating student, school, and district performance (SNRTP: Interpretive
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guide, 1998). The NRT instrument is a multiple choice scale for mathematics, reading 
and language domains. NRT tests are important because they allow the educators to 
compare individual and group performance results with a national norm. The NRT has 
been administered to Louisiana public school students in fourth and sixth grades since 
1991. In 1996-97, students in the eighth grade participated for the first time in the core 
content areas of reading, language and mathematics, and in the additional areas o f 
spelling, study skills, science, and social studies (Louisiana Department of Education: 
Louisiana Progress Profile State Report, 1997).
NRT Mathematics and Language Content Area and Score Report
The norm-referenced test administered to Louisiana students is the Complete 
Battery of the Iowa Tests o f Basic Skills (ITBS) Form L and the Iowa Tests o f 
Educational Development (ITED) Form M. These tests are administered in grades 4, 6 
and 8. Norm-referenced tests indicate how a given student's knowledge or skill compares 
with others’ in the norm group. The Louisiana Department of Education’s first 
administration of ITBS was in 1997-1998 academic year. This means that the first 
datapoint for this study, which was recorded in the 1995-1996 academic year when the 
students o f this cohort were in grade 4, was recorded in the California Achievement Test 
(CAT). The second wave o f data was recorded in the 1997-1998, grade 6 while the final 
wave o f data, recorded for grade 7, comes from the 1998-1999 academic year. The last 
two waves o f data are o f the ITBS format.
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Reliability
The ITBS Complete Battery average test reliabilities (KR- 20) for Levels 9-14 
(grades 3-8) are 0.86 and 0.87 for the fall and spring, respectively. Reliability data for 
the ITBS meet stringent psychometric standards and are generally superior to those 
reported for the rest o f the industry (Integrated Assessment Program: Technical Summary 
I-- Riverside 2000).
Test Equating
The measurement of academic growth (change) requires that test forms are 
comparable across time and therefore test equating is important. Since two test forms 
(CAT/5 and ITBS) were administered to the study group, equating scores on the ITBS to 
scores on the CAT/5 is crucial since this not only ensures comparability of student scores 
but also consistency such that variability in test scores is attributable to variability in 
student performance rather than to test difficulty. In an equating study conducted in the 
spring of 1997, an equipercentile equating method was utilized in the LEAP testing 
program. This study used the results of that study. In equipercentile equating, scores o f 
two tests are considered equated (equivalent or comparable) if they correspond to the 
same percentile rank. For example, if a CAT/5 scale score of 723 on the Grade 4 
vocabulary test has an percentile rank of 55, then a 723 on CAT/5 is considered 
comparable to a 203 (which has a percentile rank of 55) on ITBS (Louisiana Statewide 
Norm-Referenced Testing Program: Equating Study Report). Percentile ranks for two 
sets of scores are compared in order to make the cumulative distributions look the same
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(Cook & Petersen, 1987). Crocker and Algina (1986) outlined the steps for equipercentile 
equating.
Data Preparation and Quality
This portion of this chapter describes the procedures used to review the data to 
ensure its quality and consistency with assumptions. The section then present a detailed 
description of the results of matching student test scores over three data points. Three 
years of results from the norm-referenced testing program in Louisiana were used for this 
study. The valid cases for each measurement occasion are summarized as: wave one had 
50,907 students (African Americans=24,030, Whites=26.872), wave two had 47.003 
students (African Americans=22,262, Whites=24,741) while the third and last wave had 
50,157 students (African Americans=23,982, Whites=24,536). Before LISREL analyses 
were completed, data were subjected to the following exploratory procedures.
After the statistical computer program had been written to read data from the 
cartridges, each variable was inspected to ensure that (a) the correct columns had been 
read, (b) special codes such as those of missing values, were read and treated properly. 
A select number of cases were then printed: a few at the beginning of the dataset, a few 
at the middle, and a few at the end. An inspection of all data elements was instituted for 
each of the selected cases. This was then compared with external records. For each 
variable of interest in the data set and for each wave, maximum and minimum scores were 
printed and checked against possible values. These values were also compared against 
external records, such as the ITBS state performance profile.
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Frequency distribution and graphs for each variable o f the study were generated 
to aid in the inspection process, especially when trying to identify unusual values, 
problematic data elements e.g., outliers, extreme values and also when completing the 
normality tests. The investigator then looked for any logical relations among data 
elements that could be exploited for purposes of checking data quality. For example, 
ITBS mathematics total score is an average composite o f  math concepts/estimation and 
math problem solving/data interpretation and so is the ITBS language total score which 
is an average score o f spelling, capitalization, punctuation, and usage and expression. 
Language and math total scores were re-computed utilizing their respective subtests. The 
re-computed totals were then compared with the totals provided in the student records.
Data Analysis Procedures 
This study adopted a two-stage road-map o f the data analysis procedure as 
provided in the covariance structure analysis technique o f both Sayer and Willett (1998) 
and Willett and Sayer (1994, 1996) for a single and two populations. Given the 
complexity and the technical nature associated with structural equation modeling analysis, 
this study tried not to belabor the reader with technical nuances but refers interested 
readers to the above references for level 1 and level 2 growth parameter and reformatting 
procedures to LISREL measurement and structural components.
First, a series o f preliminary data analyses was conducted to check on the 
normality, skewness, and kurtotic nature o f each of the three waves of data so as to gain 
familiarity and knowledge o f the data at the individual level. Ordinary least squares
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(OLS) fitted trajectories summarizing observed growth patterns for both math and 
language between grade 4 and 7 for the subsample o f 27 selected students selected from 
both ethnic groups was also completed. It is important that "clean” data is used at the 
covariance level.
In the study o f change patterns in student academic achievement, over time, the 
analysis was conducted in two levels. At level 1 (within person), the curve fitting 
techniques to describe growth events such as the effect of student grade level on 
mathematics and on language achievement were applied. This level involves fitting, to 
each individual, a particular curve that is a function of time (grade). In the second level 
(between-person), comparison o f the patterns of the growth parameters was made. The 
different student background characteristics was presented through the summary 
descriptions o f means o f the individual curve coefficients gleaned from the first level 
analysis.
The multilevel data analysis techniques carry out such analysis at two levels 
simultaneously (Bryk & Raudenbush, 1992; Kaplan & Elliott, 1997; Yang & Goldstein, 
1996). The individual growth model was evaluated in line with the tenets o f the classical 
test theory approach where the observed score is distinguished from the true score. When 
change is being investigated, this distinction is crucial because change in the underlying 
true score is the center of interest.
The classical test theory measurement model is summarized as:
Observed value = True latent value + Random error 
Symbolically this is equivalent to x = Tx + ex. There could be constant systematic errors
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and variable systematic errors built into the observed error, but since these two types of 
systematic errors are constant across individuals, they cancel out. The random error is 
therefore conceptualized as the difference between the observed value and the sum of the 
true value and the total systematic error. Minimizing the error variance allows the 
detection o f  differences in the relationships between variables (Tashakkori & Teddlie, 
1998, p. 31).
The general form of the level 1 growth polynomials that was modeled for each of 
the two domains is o f the general format:
Yipm=rc0p<d>+*l ™t, + e,p"‘’ (3.1)
where Yip(d) is the achievement of the p'h student on the /,h occasion and on d h domain 
(mathematics or language). The tx is the time (grade) of the student in fh occasion. The 
grade can undergo some transformation, depending on the results o f the exploratory data 
analyses. The £ip(d) represent the level 1 measurement errors for p lh student on the fh 
occasion on d h domain. This error term represents the difference between the student’s 
observed and true score. Each student will have the intercept (7i0p<d|). which defines the 
true achievement in the d h domain when time (grade)--1, was equal to zero (initial status). 
The modeling o f the student’s grade will therefore be very crucial for the entire analysis 
for it defined the meaning of the initial status (the intercept) which the rest of the other 
variables in the equation are very much pegged to. The intercept defines where the 
process starts and it describes the interindividual differences in the mathematics and 
language at a particular grade. The slope parameter 7tlp(d), will define the growth of the 
p* student on the /*h occasion and on d h domain per unit time. This parameter gives
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meaning to scores of those who came in later - late starters (i.e., in terms o f grade). 
Equations 1.1 and 1.2 (p. 29) provides individual domain equations.
The diagram presented in Figure 3.1. is the heart of this study and it made use of 
the presentations. In the diagram, there are three waves of each domain ( M a t h l  through 
Math_3) and (Lang l through Lang 3). The variance parameters are represented as self­
directed double-headed arrows (see the residual terms). The non-zero means of the 
factors are achieved by specifying a constant value of unity as shown by the triangle with 
influences on each of the factor means. The intercept and the slope, which are random 
latent variables each have a separate variance parameter. The error term associated with 
each factor is represented as a latent factor with an arrow emanating from each and 
pointing toward the mathematics and language (abbreviated above as Math l , through 
Math_3 and Lang_l through Lang_3). Each o f these errors have individual error 
variances as given by the self-directed double-headed arrows. The response variables 
(Mathematics and Language) measured at three occasions are individually influenced by 
the intercept and the slope factors. The intercepts and the slopes (factors) have nonzero 
means, as well as variances and covariances that are estimable.
The above model can be fitted to data with confirmatory factor analysis, using 
mean factors, also estimated by the model. CFA estimates means, factor variances and 
covariances as well as the residual variances as presented in Figure 3.1. The regression 
weights (factor scores) measured at three occasions for the intercepts and the slopes are 
also computed and tested to ascertain if they are significantly different from zero.
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Figure 3.1: Path Diagram for Linear Growth Curve Model for Mathematics and Language 
The unidirectional arrows that leave the intercepts toward the response variables
have a unit value assigned to each. This means that the intercept factor is fixed to have
all loadings at 1.0. The slope factors on the other hand, have loadings set equal to the
values o f time at each o f the t occasions; that is, t„  t2 and t3. These t values for this study
were 0, 2 and 3 derived from student grade levels- 4, 6 and 7 and centered at grade 4
(initial status); that is, the initial time value was set to a value that made it equal zero so
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that the intercept can be interpreted as the predicted value of the response variable at the 
first measurement occasion. Should there be a need for a quadratic term in the growth 
function, this can always be introduced into the linear function with the matrices adjusted 
accordingly to reflect the new change.
The individual growth parameters (7t0p(m\  Ttlp(m|, 7t0p(l), and 7tlp(l)). referred to as 
level 2 parameters and on which the between-persons analyses are based, are conducted 
in the structural portion of the general LISREL model. LISREL allows the modeling of 
population means, variances and covariances. Details of the level 1 and level 2 growth 
parameters are presented in the works o f  Sayer and Willett (1998), Willett and Sayer 
(1994, 1996).
A hierarchical linear modeling (HLM) analysis was also completed and compared 
with the SEM results. In HLM, parameters in the level-1 (within person) model used 71 
while parameters in the level-2 (between person) model utilized p. The level-1 and level- 
2 models were then written as:
As can be seen above, the multilevel model was expressed as the sum of two parts: 
a fixed part, which contains two fixed effects (for intercept and for the effect of TIME)
Y0 = 7T0j + 7^ (Time)jj + ru, where r,3 ~ N (0, O2) and
TCOJ Poo +
n u = P,0 + u,j. Where
which were then written in a combined form as:
Y,j= [Poo+ p,o Timejjj + [uoj + UuTime^ + ry],
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and a random part, which contains three random effects (for the intercept the TIME slope, 
and within person residual r(j). The time variable for this study was the grade and 
appeared in the model line as the predictor for both mathematics and language.
Chapter Summary 
In this chapter, a discussion of research design, sampling procedures, 
instrumentation and measurement is given. In research design, a three-wave panel design 
with data collected at the end of grade 4, at the end o f grade 6 and at the end of grade 7 
is presented. Under instrumentation, NRT mathematics and language area discussion is 
provided with issues of reliability and test equating dealt with in view of the requirements 
of longitudinal data analysis. Discussed also are data preparation and quality, data 
analysis procedures with path diagram for linear growth curve model for the two domains 
and a hierarchical linear model equations.
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CHAPTER IV 
SUMMARY OF RESULTS
This chapter contains the findings of the study. The results are presented in the 
following format: a) characteristics o f the sample; b) boxplots and growth trajectories: c) 
descriptive statistics for the sample; c) means and covariances for the sample; d) fit 
statistics and LISREL interindividual differences in language and math estimates; e) 
descriptive measures for the growth parameter estimates; and e) hierarchical 1 inear model 
estimates.
Summary o f Descriptive Statistics for Survey Sample
Table 4.1: Characteristics o f the Sample: Race/Ethnicity
Race Gender Case Total (%)
Female 6519
African-Americans 11.618(44.63)
Male 5099
Female 7755
Whites 14.416(55.37)
Male 6661
Total 26,051(100.00)
Note: 17 students did not indicate their gender. Values in parentheses are percentages.
The sample were comprised of 26,051 students. As shown in Table 4.1, 11.618 
(44.63%) o f the subjects were African American, comprising 6,519 female and 5.099
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male students. Among the White students were 7,755 females and 6.661 males making 
a total of 14,416 (55.37%). The sample had three waves of data with the first data point 
recorded in grade 4 while the second and third data points were recorded in grades 6 and 
7 respectively.
Table 4.2: Characteristics o f the Sample: Sample Sizes and Mean Scores for Students 
With Lunch and Students Without Free/Reduced Lunch in Mathematics and Language 
Domains
Mathematics
Race Gender Case Lunch No Lunch
Female 5375(1121) 187.9 193.6
African-Americans
Male 4100 (985) 187.3 193.8
Female 2654 (4637) 198.5 206.4
Whites
Male 2071(4185) 200.5 208.2
Language
Race Gender Case Lunch No Lunch
Female 5375 (1121) 232.8 243.1
African-Americans
Male 4100(985) 220.9 231.1
Female 2654 (4637) 250.1 261.6
Whites
Male 2071(4185) 237.3 249.1
Note: Values in parentheses are the number o f students who did not receive free/reduced 
cost lunch.
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Table 4.2 shows mathematics and language mean scores for students receiving 
free/reduced cost lunch and those bearing full costs of lunch. The lunch variable is 
utilized as a proxy for social economic status (SES). These results show that White 
students had higher mean values in both mathematics and language than African 
American students irrespective of whether they were in the lunch program or not. The 
initial mean differences in both domains and across the two groups o f learners continued 
to grow as students advanced in school.
Within each ethnicity and whether students were in the lunch program or not, 
female students outscored their male counterparts in language whereas males and females 
performed rather similarly in mathematics irrespective of the lunch program assignment. 
Students who were not in the lunch program tended to show higher mean level differences 
in language than in mathematics.
Table 4.3: Estimated Means o f Three Waves of Mathematics for Students With and 
Without Free/Reduced Cost Lunch
Lunch African American (AAL) White (WL) Mean Difference
Grade 4 187.6 199.4 9.8
Grade 6 208.4 225.6 16.6
Grade 7 217.4 238.6 16.8
No Lunch African American (AANL) White (WNL) Mean Difference
Grade 4 193.7 207.3 10.8
Grade 6 213.7 234.0 20.2
Grade 7 225.6 250.0 24.4
Note: The within grade mean difference score was computed by subtracting African 
American students’ mean score from White students’ mean score in each of the two lunch 
categories
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Figure 4.1: Mathematics Mean Plots for African American and White Students With 
Lunch (L) and Without Free/Reduced Cost Lunch (NL).
Figure 4.1 depicts the shapes of mathematics mean curves for each lunch category 
(African American with lunch=AAL. African American without Lunch=AANL, White 
with lunch=WL, and White without lunch=NL), using the mean values provided in Table 
4.3. From the mean curves, it is evident that learners continue to diverge in mathematic 
achievement as they advance in school. Within the two groups of lunch categories, 
African American students scored lower than their White counterparts in mathematics and 
the differences continue to widen as students move from grade 4 through grade 7. These 
results suggest that students initial status in mathematics is important. The results suggest 
that initial mathematics differences among the groups are maintained, and for students 
without free/reduced lunch actually widened, from grade 4 through 7.
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Table 4.4: Estimated Means o f Three Waves of Language for Students With Lunch and 
Without Free/Reduced Cost Lunch
With Lunch African American (AAL) White (WL) Mean Difference
Grade 4 191.5 201.3 9.8
Grade 6 213.9 230.5 16.6
Grade 7 227.7 244.5 16.8
No Lunch African American (AANL) White (WNL) Mean Difference
Grade 4 198.8 209.6 10.8
Grade 6 221.2 241.4 20.2
Grade 7 237.5 255.7 18.2
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Figure 4.2: Language Mean Plots for African American and White Students With Lunch 
(L) and Without Free/Reduced Cost Lunch (NL).
As shown in Figure 4.1, Figure 4.2 depicts the shapes of language mean curves
for each lunch category (African American with lunch=AAL. African American without
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Lunch=AANL, White with lunch=WL, and White without lunch=WNL), utilizing the 
mean values in Table 4.4. From the mean plots, it is apparent that learners continue to 
diverge in language achievement as progress from grade 4 through grade seven. Within 
each ethnicity, the category receiving lunch performs below the non-lunch category. 
Also, African American group language mean values are lower in both SES categories, 
than White students’ mean values in both mathematics (Figure 4.1) and in language 
(Figure 4.2). For language scores, mean differences first rise between grade 4 and 6 but 
begin to decline somewhat as students advance to grade seven. As was the case with 
mathematics, these results show that students’ initial status (baseline differences at grade 
4) are predictive o f differences at grade 6 and grade 7.
Boxplots and Growth Trajectories 
Presented in Figure 4.3 are boxplots for grade 4 through grade 7 language scores 
by race. A boxplot summarizes the distribution of the values by displaying summary 
statistics of the distribution. The line that cuts through the box is the median and can cut 
the box at any section, even along the bottom or the upper boundary. The lower, and 
upper boundaries o f the box represent the 25th and 75th percentile respectively, while the 
median is the 50th percentile. The outlying values (the dark clusters at the “tails” of the 
“whiskers”), which could be outliers and/or extreme values present in a variable of 
interest, are also displayed by the boxplots.
In the boxplots of Figure 4.3, language scores for the African American and White 
students are compared. From this plot, it can be seen that the median score for White
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students is higher at all three grade levels. The two groups of learners have discernible 
spread within, though White students have fewer outlying values both at the lower and 
at the upper percentile portions of the language score. The within African American 
language score distribution is associated with several outlying values, mostly at the upper 
percentiles.
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Figure 4.3: Boxplots for Language Data by Grade and Race [1: African American. 2: 
White]
85
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The median score is roughly at the center o f the language score distribution for the 
two groups o f  learners and as such, the language score distribution within each grade is 
approximately normally distributed. The African American group also had lower median 
values across all the three grades. The median line roughly cuts through the middle o f the 
boxplot, an indication that there is only a small amount of skewness, or sidedness, to the 
distributions.
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Figure 4.4: Boxplots for Math Data by Grade and Race [1: African American, 2: White] 
For White students’ language scores, relatively high within group variability is 
noticeable as shown by the lengths o f the boxes for all the three grade levels. The line of
86
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
the median cuts roughly through the center for grade 4 and 6 and there are fewer outlying 
values in grade seven. In more exact terms, these plots are skewed slightly to the left with 
outlying values at the lower end o f the scale.
In the boxplots o f Figure 4.4, grade 4 through 7 math scores for the African 
American and White students are presented. From this plot, like the language score plot 
in Figure 4.3, the math median score for the White students is higher in all the three 
grades, boxplots show relatively larger spread within, and fewer outlying values both at 
the lower and at the upper percentile portions of the math score scale. The within African 
American math score distribution is associated with several outlying values, mostly at the 
upper percentiles. The median scores across the three grade levels and within each group 
of learners, are roughly at the center o f the math score distribution and as such the math 
score distributions are approximately normally distributed, as was the case with the 
language scores. Within race boxplots present a more clear picture of the outlying values 
and variablility in language score (see Appendix A).
Further, the boxplots for math scores, show similar characteristics as was in 
language with African American students showing more outlying values at the higher end 
o f the scale in all the three grade levels. This group also had lower median values and 
that the line of the median roughly cuts through the middle o f the boxplot which indicates 
that normality assumption is met. For the math scores o f the White students, there is a 
relatively larger variability within as shown by the lengths of the boxes. The line of the 
median cuts roughly through the center o f the boxplots while fewer outlying values are
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indicated at the upper end the boxplots. The within race math score boxplots provide a 
visual representation o f the actual scores distribution variability (See Appendix B).
A close examination of the stem-and-leaf plots (plot of the actual values) o f 
language scores for the total sample and for each group of learners shows that the learners 
start to separate along the language performance continuum with two distinct groups 
developing-- lower and higher performers, more so with the White students (see 
Appendix D).
Individual Growth Records
As a first step in choosing the appropriate mathematical function to represent true 
individual change, this study conducted a series of exploratory strategies such as 
inspecting each person’s empirical growth record by plotting his or her observed status 
against time (Sayer & Willett, 1998; Willett, 1989; Willett & Sayer, 1994. 1996). This 
study also examined wave-by-wave univariate statistics on the dependent variable to 
check if the normality assumptions were tenable.
Table 4.5 presents three waves of observed language scores and three waves of 
observed math scores o f a subsample o f 27 randomly selected African-American and 
White students. These data is utilized later in an in-depth analysis o f the within individual 
ordinary least squares growth curves. Other variables presented in the tables are student 
identification numbers and a record for each student’s race.
An individual-level data exploration is crucial when covariance techniques are 
being employed and as such a careful inspection of the data in the table suggests that there 
is variability at the initial point of data evaluation (grade 4 in this case) in both language
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and math scores. There is also heterogeneity in the rate at which skills are being 
developed (progress) over time— comparing domains within-individual. Notice that the 
observed language and math scores for most students increased as time passed and that 
there was heterogeneity in observed change across students. For example, student 7038 
(the last record in Table 4.5) started with a language score o f  219.50 in grade 4 then 
improved to a score of 273 in grade 6 but dropped to 232 in grade 7. The same student 
shows an increasing trend in math score between the 4Ih and 7th grade.
The data in Table 4.5 was further subjected to exploratory analyses. Figures 4.5, 
4.6,4.7 and 4.8 present ordinary least squares (OLS)—fitted observed straight-line growth 
curves for students whose language and math records are provided in Table 4.5. Notice 
that the observed language and math scores of most students increased as time passed and 
that there was evidence of heterogeneity in observed change across students. An 
inspection o f the group ordinary least square also showed an increasing linear curve for 
each of the two domains. Plots o f the residuals showed many cases o f outliers.
An inspection of the fitted trajectories presented in Figures 4.5. 4.6. 4.7 and 4.8 
(pp. 92-93) for language and mathematics and for each student shows that a test of strict- 
stability model (trajectories parallel to the horizontal line), that is no growth occurred at 
all— the growth curves for the entire sample consist of a set o f parallel lines is rejected as 
evidenced by the growth curves. Neither a parallel stability model— a model that posits 
that there is growth, but everyone grew by the same amount...that is. there was no 
individual differences in growth though mean growth levels occurred, may also not be 
indicated. In both language and mathematics and within each ethnicity the fitted 
trajectories show cases of growth heterogeneity.
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Table 4.5: Longitudinal Data on Stratified Random Subsample o f 27 Students with: (a) 
3 Waves of Language Scores at Grades 4 ,6  and 7 (b) 3 Waves o f Math Scores at Grades 
4. 6 and 7 ( c )  Values o f the Indicator (AA=African American; W=White).
Subject ID Language Mathematics Race/Ethnicity
Lang 4 Lang 6 Lang_7 Math_4 Math_6 Math_7
6983 186.25 220 216 202.0 220 196 AA
5979 182.00 200 254 155.0 180 227 AA
6241 185.00 194 235 182.0 200 212 AA
1579 218.25 257 298 224.5 244 260 AA
1033 181.75 196 223 181.5 202 198 AA
7061 187.00 194 207 190.5 220 238 AA
1995 191.50 211 207 178.5 202 196 AA
7848 201.75 258 243 186.0 224 215 AA
3199 146.50 178 194 165.5 186 204 AA
4770 189.50 226 223 195.0 212 236 AA
6537 175.75 210 213 214.5 218 226 AA
7820 188.75 202 223 221.0 235 249 AA
9612 164.50 193 210 182.0 218 224 AA
2597 240.25 292 288 233.5 274 294 W
4186 237.75 229 210 199.5 254 268 W
4696 209.00 248 260 204.0 223 242 W 
ftable continues!
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Subject ID Language Mathematics Race/Ethnicity
Lang 4 Lang_6 Lang_7 Math_4 Math_6 Math_7
1535 222.25 235 229 202.0 206 213 W
4431 177.00 202 232 218.0 215 264 W
7540 208.50 198 232 179.5 188 221 w
2179 245.00 274 265 215.5 220 221 w
9674 201.00 246 218 187.0 196 212 w
8021 256.00 266 278 214.5 251 262 w
1351 194.00 224 254 185.0 217 240 w
9364 212.50 228 283 217.5 237 280 w
1809 166.25 188 190 167.5 168 196 w
4158 201.75 199 248 200.0 216 239 w
7038 219.50 273 232 213.5 228 250 w
In order to insure that the analyses were not unduly influenced by outlying values 
as depicted in the sample boxplots of Figures 4.3,4.4. the following screening procedures 
were employed. The within group Z-score for each student for both language and math 
scores was computed. Any observation that was greater than 2.5 Z-scores or below -2.5 
Z-scores was treated as an outlier, and removed. The percentages o f outliers and missing 
cases for language and math and for within each group was less than 7.7%.
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Figure 4.5: OLS Fitted Trajectories Summarizing Linear Growth in Language between 
Grades 4 and 7 for a Subsample of 13 Randomly selected African American Students 
whose associated Empirical Growth Records are provided in Table 4.5.
4 S 6 7
GRME
ID t - t  -E 1351 f—E- f  1535 f - f - t  1303 f - f - t  *173
*537  f  t t  4 1 5 8  4 1 0 6  — !— k 443tf - f - t  4 6 3 6  t—£—f  7038  7540 f f  f  10*1
f - f - t  3364  f - f - t  3674
Figure 4.6: OLS Fitted Trajectories Summarizing Linear Growth in Language between 
Grades 4 and 7 for a Subsample of 14 Randomly selected White Students whose 
associated Empirical Growth Records are provided in Table 4.5.
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Figure4.7: OLS Fitted Trajectories Summarizing Linear Growth in Mathematics between 
Grades 4 and 7 for a Subsample of 13 Randomly selected African American Students 
whose associated Empirical Growth Records are provided in Table 4.5.
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Figure 4.8: OLS Fitted Trajectories Summarizing Linear Growth in Mathematics between 
Grades 4 and 7 for a Subsample of 14 Randomly selected White Students whose 
associated Empirical Growth Records are provided in Table 4.5.
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Table 4.6 and Table 4.7 present the sample descriptive statistics. As shown in the 
tables, univariate values o f skewness and kurtosis are in most cases, minimal (with 
reference to zero), an indication that the assumptions o f approximate normality of the 
observed variables is tenable (Duncan, et al., 1997). Approximate normality justifies the 
use of normal theory maximum likelihood estimation techniques found in structural 
equation programs such as EQS (Bentler, 1990), LISREL 8 (Joreskog, & Sorbom, 1996) 
among others. Unlike normal distributions, which are symmetrical about their means, 
those that are skewed are assymmetrical because they have most of the cases either below 
the mean (positive skew) or above it (negative skew). Kurtosis refers to the proportions 
o f those scores in the middle o f a distribution or in its tail relative to those in the normal 
curve. Positive kurtosis refers to a distribution with many cases in the tails and few in the 
middle. Negative kurtosis implies the opposite pattern (Kline, 1998).
In the multilevel model representing change in language and math outcome 
variables, the outcome levels are predicted as a linear function of time. The regression 
o f each outcome level (grade level language/math score) on time (grade level) is assumed 
to have a random slope varying across individuals around a mean intercept for the 
respective domain. The language/math mean slopes and the respective domain intercepts 
are estimated as fixed parameters, and variances and covariances, whereas the variances 
and covariances o f the intercepts and slopes are estimated as random parameters. The
residuals (error terms) for each of these parameters are also estimated.
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Table 4.6: Descriptive Statistics for African American (AA) Students
AA Mean Variance Skewness Kurtosis
Domain— Time
Mathematics T1 186.28 256.24 0.27 -0.31
Mathematics T2 208.06 358.00 0.20 -2.80
Mathematics T3 216.77 553.50 0.34 -0.38
Language T1 189.72 404.99 0.25 -0.22
Language T2 213.53 726.40 0.38 -0.36
Language T3 226.84 811.31 0.28 -0.42
N= 10,724
Table 4.7: Descriptive Statistics for White Students
WHITE Mean Variance Skewness Kurtosis
Domain— Time
Mathematics T1 204.50 411.12 0.19 -0.41
Mathematics T2 231.01 541.72 0.12 -0.47
Mathematics T3 246.01 687.09 -0.17 -0.69
Language T1 206.66 574.12 0.25 -0.38
Language T2 237.53 901.85 0.02 -0.59
Language T3 251.73 959.18 -0.02 -0.63
N=13,578
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Sample Means and Covariances
Table 4.8 shows the sample means and covariance matrices for mathematics and 
language for African American and White students respectively. The statistics provided 
by these three waves of data provides a substantial amount o f information. Examining 
the wave-by-wave means for mathematics (the first three entries in the left-hand part o f 
the sample mean vector), on average, observed mathematics achievement scores increase 
(186.28, 208.06, 216.76) slightly for African American students. White students 
mathematics achievement scores were higher than those of African American students n 
all the three measurement occasions and this increase was comparatively rapid (204.50, 
231.01,246.01). The magnitudes o f the variances in the leading diagonals of covariance 
matrices for mathematics (the [3x3] submatrices in the upper left-hand comer of the 
sample covariance matrices— [256.24, 358.01, 553.50] ) suggest that, for all African 
American grade level groups, observed mathematics scores become generally more 
variable over time.
As for White students, the magnitudes of the variances in the leading diagonals 
of covariance matrices for mathematics (the [3x3] submatrices in the lower left-hand 
comer o f the sample covariance matrices — [411.12,541.72,687.09]) suggest that, for all 
White grade level groups, observed mathematics scores also become more variable over 
time, but all three waves variances are higher than those o f the African American 
students. Also, White students’ within-wave mathematics achievement scores were 
relatively more variable than those for the African American students. Inspection of the
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between-wave covariances among the mathematics scores (again in the [3x3] mathematics 
covariance submatrices) suggests a generally positive association among observed 
mathematics scores over the three occasions of measurement, but contribute only limited 
information to understanding change in mathematics achievement over time.
Examining the wave-by-wave means (the first three entries in the right-hand part 
o f the sample mean vector) for language, observed average language achievement scores 
tend to increase (189.72, 213.53, 226.84) for African students. African American 
students’ mean language scores were also higher than their corresponding mathematics 
mean scores for all the three waves. White students’ language achievement mean scores 
were higher than those of African American students on each o f the three measurement 
occasions. White students also experienced an increase in language achievement scores 
over time, (206.66, 237.53, 251.73). The magnitudes of the variances in the leading 
diagonals o f the covariance matrices for language (the [3x3] submatrices in the upper 
right-hand comer of the sample covariance matrices-- [404.99,726.40,811.31 ])  suggest 
that, for all African American grade level groups, observed language scores become 
generally more variable over time.
For White students, the magnitudes of the variances in the leading diagonals of 
covariance matrices for language (the [3x3] submatrices in the lower right-hand comer 
o f the sample covariance matrices -- [574.12,901.85,959.18]) suggest that, for all White 
groups, observed language scores not only become more variable, but each o f the three 
wave variances are higher than those for African American students.
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Table 4.8: Estimated Means and Covariances for Three waves o f Mathematics 
Language Achievement Scores at grades 4 ,6 , and 7 for (a) AA students (n=10,724). 
White students (n=l 3,578).
AA Mathematics Language
Grade 4 6 7 4 6 7
Means 186.28 208.06 216.76 189.72 213.53 226.84
Covariances 256.24
176.34
225.85
358.01
316.87 553.50
214.68 185.73 238.85 404.99
222.64 319.37 369.70 355.48 726.40
226.07 299.66 427.87 349.59 545.47 811.31
N= 10,724
W HITE Mathematics Language
Grade 4 6 7 4 6 7
Means 204.50 231.01 246.01 206.66 237.53 251.73
Covariances 411.12
329.49
372.02
541.72
481.18 687.09
322.37 308.73 358.42 574.12
355.65 446.36 492.71 517.45 901.85
350.66 421.75 541.20 488.67 682.69 959.18
N=13,578
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Also, an inspection o f the between-wave covariances among the language scores 
(again in the [3x3] language covariance submatrices) suggests a generally positive 
association among the observed language scores over the three occasions of measurement, 
but again contribute little to understanding change in language achievement over time.
Finally, inspection o f the submatrices of covariances among the three waves of 
mathematics scores and the three waves of language achievement scores within each 
ethnic group (the [3x3] submatrices in the lower left comers of the sample covariance 
matrices), suggest that the observed mathematics and language scores are positively 
associated on each o f the occasions of measurement.
Fit Statistics and Results of LISREL Analyses 
The maximum likelihood estimates of the unknown parameters with their 
associated probabilities and the “goodness-of-fit” statistics for the African American 
students in both mathematics and language SEM model fitted separately are summarized 
in Table 4.9. In assessing the model using a battery o f fit statistics, it can be said that the 
second model for both mathematics and language fit well. In model 1, the classical 
assumption of independent and homoscedastic error terms is imposed (error terms 
constrained to independent and constant across time). With this constraint in place, the 
values of GFI, NFI and CFI are all greater than 0.9. RSMEA is 0.100 while the the chi- 
square statistic is 324.78 for 3 degrees of freedom. RSMEA and the chi-square values 
show that model 1 fits the data poorly. With the lifting of the imposed constraint on the 
error terms so that errors are independent and heteroscedastic over time, the model
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(Model 2) fits well with an improvement in the value o f RSMEA from 0.100 to 0.026. 
which is now under the recommended value of 0.08.
The rest of the model fit statistics considered remained above 0.9. The lifting of 
this constraint led to a reduction in the chi-square goodness-of-fit statistic by 316.22 
(324.78-8.56) for 1 degree of freedom (3-2). This improved the model and further model 
fitting processes were halted. If the measurements are many and closely spaced in time, 
there may be autocorrelations among individual student’s error terms. A model where 
everything else remains as for model II while Level 1 measurement errors are allowed to 
be autocorrelated and heteroscedastic can be evaluated utilizing this technique. This is 
an advantage that covariance structure analysis in combination with the growth 
trajectories has over other statistical techniques. In this study, model 2 maximum 
likelihood estimates of the population means of true intercept and true slope in both 
mathematics and language for both the African American and White students groups were 
reported.
The entries in the first two rows of Table 4.9 for Model 2 estimate the African 
American population means o f true intercept (188.96, p < 0.05) and true slope (10.01, 
p <0.05) for mathematics. The estimated population means o f true intercept and true 
slope for language are 189.02 (p < 0.05) and 12.42 (p < 0.05), respectively. The true 
intercept and true slope for the respective domain describe the average trajectory of true 
change in the dependent variable. On average, African American students' true 
mathematics scores increase by 10.01 per year while true language scores increase by 
12.42 per year.
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Table 4.9: Fitted Models For Interindividual differences in Change in Mathematics and
Language in the African American Sample
Parameter
Maximum Likelihood Estimates 
Mathematics Language
Model 1 Model 2 Model 1 Model 2
Hop (Intercept [I]) 186.59* 188.96* 189.52* 189.02*
[llp (Slope [S]) 10.26* 10.01* 12.31* 12.42*
o n02 (Intercept Variance) 312.33* 215.86* 619.72* 354.22*
Oj,2 (Slope Variance) 51.03* 27.77* 103.58* 62.60*
°-osi (I-S Covariance) -53.31* 0.12 -104.35* 0.48
df 1 3 1
t 324.78* 8.56* 742.40* 41.45*
Goodness of Fit Index (GFI) .985 1.000 .960 1.000
Normed Fit Index (NFI) .960 .999 .952 .997
Comparative Fit Index (CFI) .960 .999 .952 .997
Root-Mean-Square Error 
of Approximation 
(RMSEA) .100 .026 .152 .061
Note: N=10,724. Descriptions o f the models are given in the text below 
*p<.  05
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Table 4.10 presents parameter estimates and model fitting for mathematics and 
language scores for the White students. As was the case with the African American 
model fitting, model 2 was adopted for each domain. An inspection of the parameters in 
the table show that all the intercept parameters were statistically significant. Entries in 
the first two rows of Table 4.10 for Model 2 estimate the White population means o f true 
intercept to be 204.04 (p < 0.05) and true slope to be 13.80 (p <0.05) for mathematics.
The estimated population means of true intercept and true slope for language were 
207.09 (p< 0.05) and 15.00 (p< 0.05), respectively. These growth parameters describe 
the average trajectory of true change in the dependent variable. On average, WTiite 
students’ true mathematics scores increase by 13.80 per year while true language scores 
increase by 15.00 per year. Students’ knowledge in both mathematics and language 
improved over time, and more rapidly in language than in mathematics.
In both the African American and the White samples, slope parameters were all 
positive and statistically significant. The domain respective intercepts are initial average 
achievement scores at grade 4 adjusted for measurement error (Kline, 1998). The 
intercept is a characteristics of the whole sample while the variance of the same, reflects 
the range of individual differences in the domain of interest around the intercept. The 
mean rate o f change, on the other hand, reflects a group-level characteristic- its value 
indicates the average amount o f occasion-to-occasion change in mean levels o f the 
domain of interest (also adjusted for measurement error). The statistics provided by the 
slope (rate o f change) presents information about the rate o f individual differences in 
linear occasion-to-occasion changes over time.
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Table 4.10: Fitted Models For Interindividual differences in Change in Mathematics and
Language in the White Sample
Parameter
Maximum Likelihood Estimates 
Mathematics Language
Model 1 Model 2 Model 1 Model 2
Hop (Intercept [I]) 204.25* 204.08* 206.84* 207.09*
Mmp (Slope [S]) 13.75* 13.80* 15.08* 15.00*
o n02 (Intercept Variance) 493.38* 328.74* 840.48* 516.95*
On,2 (Slope Variance) 60.69* 35.19* 113.76* 63.96*
a zo7ti (I-S Covariance) -64.40* 0.29 -126.35* 0.20
df 3 1 3 1
t 199.55* 39.24* 584.95* 23.32*
Goodness of Fit Index (GFI) .992 1.000 .974 1.000
Normed Fit Index (NFI) .981 .999 .965 .999
Comparative Fit Index (CFI) .981 .996 .965 .999
Root-Mean-Square Error 
of Approximation 
(RMSEA) .069 .053 .120 .041
Note: N=l 3,578. Descriptions o f the models are given in the text
* p< .05
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Tables 4.9 and 4.10 summarize the maximum likelihood estimates of the growth 
parameter matrix o f individual differences in true change that were detected in 
mathematics and language. The variances of both mathematics and language were 
statistically significant. Thus, there is evidence of interindividual heterogeneity in true 
change in mathematics and language. Thus, students differed in their growth trajectories 
in these two domains. Correlation coefficients of intercepts and slopes within each 
domain were not statistically significant but they were both positive in direction. These 
coefficients show that students who had high initial language achievement scores showed 
greater rates of subsequent change. They tended to progress more rapidly in language 
over time. The same could be said about mathematics. However, the intercept was 
unrelated to the slope changes in the respective domain. Thus, where a particular student 
starts in an achievement domain is not necessarily related to his or her future growth 
(mean level) in the domain of interest. This conclusion is supported by the individual 
sample growth trajectories provided in Figures 4.5, 4.6, 4.7, and 4.8 (pp. 92-93).
Descriptive Statistics for Growth Parameter Estimates 
This study did complete a cross-domain analysis o f change in mathematics and 
language due to an apparent weakness o f the observed measures in measuring grade 4 
mathematics and language. Despite good fits o f the overall measurement model for each 
domain, an examination of the squared multiple correlation (/?2) reported for each 
variable, ( reliability indicators, i.e., the extent to which each variable adequately 
measures its respective underlying construct)-indicated that, except for the first panel,
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the within-wave reliability o f measurement was only moderate (>0.5). Rather low 
reliability indicators were displayed in both groups o f learners in grade 4 mathematics and 
language as presented in Table 4.11.
Table 4.11 Square Multiple Correlations (Reliability Coefficients)
Mathematics Language
Grade/Race Grade_4 Grade_6 Grade_7 Grade_4 Grade_6 Grade_7
AAa 0.29 0.55 0.68 0.45 0.86 0.84
White 0.40 0.63 0.67 0.45 0.79 0.80
a African American
The R square statistics shown in Table 4.11 provide the reliability coefficients for 
the two domains over time. These results indicate the proportion of variance in the 
observed measures that is explained by the growth curve factors (Stoolmiller, 1994). A 
small R square value indicates that most of the observed change is not related to time. In 
the models of this study, all R square statistics are above 0.5 except grade 4 mathematics 
and language values. Generally, the growth parameters explain about 55% to 86% of 
observed variance in the achievement scores.
Random Coefficient Regression Analysis (Hierarchical Linear Modeling)
The results of the covariance structure analysis were computed and compared with 
those derived from a hierarchical linear modeling approach, utilizing the SAS PROC 
MIXED routine, as detailed in the works of Littel, Milliken, Stroup, and Wolfinger 
(1996), Singer (1998) and Verbeke and Molenberghs (1997). In utilizing this approach, 
individual growth models for mathematics and language were treated as linear functions
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of time with the individual intercepts and slopes treated as random. Using this technique 
(hierarchical/random coefficient modeling), ‘‘an unconditional linear growth model" with 
a simple two-level model was considered, in which the level-1 model is a linear individual 
growth model, and the level-2 model expresses variation in parameters from the growth 
model as random effects unrelated to any person-level covariates/predictors. The 
parameters in level-1 (within person) model used 71 and the parameters in the level-2 
(between person) model used p. The level-1 and level-2 models were then written as:
As can be seen above, the multilevel model was expressed as the sum o f two parts: 
a fixed part, which contains two fixed effects (for intercept and for the effect o f TIME) 
and a random part, which contains three random effects (for the intercept, the TIME slope, 
and within person residual r,j). The time variable for this study was grade level and it 
appeared in the model line as the predictor for both mathematics and language. The 
treatment of the intercept and slopes as random effects can be changed, and also the 
covariates (predictors) of the level-2 components can be introduced depending upon the 
nature of the particular research question. The complete SAS syntax to fit the above 
growth model for mathematics domain and for each ethnic group, is available from the
7t0] + 7r,j (Timely + r ,^ where ry ~ N (0. a 2) and
~  Poo +  °0j’ , ©  \ ’ /  (
P io + u.j, Where ( ) ~ N l (
which were written in combined form as:
Y ,J=  [ p o o +  P i o  Time^ + K j + u.jTime.j + r,j].
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writer on request (see Appendix G for a sample program). The specific SAS procedure- 
PROC MIXED, that was utilized is given as:
Proc Mixed n o c lp r in t  c o v te s t ;  
c la s s  ssn ;
model math = grade / s o lu t i o n  ddfm = bw n o te s t ;  
random i n t e r c e p t  grade / s u b je c t=  ssn type = un;
run;
The CLASS variable is the procedure is social security number (SSN) to indicate 
that the data represent multiple observations over time for individuals. The CLASS 
variable is used on the RANDOM statement to indicate that when the random effects are 
specified, it allows both the intercepts and slopes to vary across persons. The MODEL 
statement indicates what type o f growth model is to be fit- linear, quadratic, cubic, etc. 
In the above case, it is a linear growth model with achievement as a linear function of 
time (grade). It is important to note that the intercept in the growth model can be 
specified in such a way that it represents initial status (the first data collection point- 
grade 4 in this study and therefore at this point, coding TIME [grade = 0] for the first 
wave o f data was employed). The second and third time points were 2 and 3 respectively. 
The RANDOM statement indicates random effects the researcher wants to include in the 
particular model. This is usually the most difficult part of the statement and writing it 
correctly is a great challenge. By default, there is one random effect in the model, for the 
rIJ? representing variation within persons. To fit the above individual growth model, two 
additional sources of variation need to be included, that is the INTERCEPTS and the 
slopes for TIME (grade). The options after the / indicate how to structure the variance- 
covariance matrix representing these sources o f variation.
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psychometric properties of specific domain indicators of initial status and change, b) 
examine the extent of variability o f the individual growth curves about the mean growth 
trajectory, c) assess the fit of the growth function (polynomial), d) estimate the mean 
growth curve o f the individual trajectories for populations o f interest, and e) use the 
growth parameters (designated as random variables) as outcomes that can be predicted by 
between- or within-subjects covariates/predictors. In summary, this technique has a large 
number of extensions and advantages over other methodologies most typically used and 
discussed in the extant literature pertaining to the analysis of change. The section that 
follows provides an overview of the model fitting procedures used in the study.
Model Fitting and Fit Statistics 
Rogosa et al., (1982), Rogosa and Willett (1985), Willett (1988) stated that even 
if the distinction between observed and true scores are ignored, it is not easy to reach 
informed conclusions about interindividual differences in change by inspecting between- 
wave summary statistics. On the basis o f the between-wave statistics, one cannot easily 
make inferences about differences in individual change and as such questions about 
change call for an adoption of a perspective that emphasizes change. This is where 
individual growth trajectories become prime candidates for detailed study of individual 
growth parameters. Once multiwave data have been gathered, individual growth records 
can be summarized most conveniently by regressing observed status on time separately 
for each individual (Willett, 1989). The ordinary least squares (OLS) fitted trajectories 
summarizing linear growth in math between grades 4 and 7 for a subsample of each of the
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two groups of students randomly selected and whose empirical growth records are 
provided in Table 4.5, are presented in Figures 4.5,4.6, 4.7, and 4.8 (pp. 92-93). These 
growth trajectories further amplify the aforementioned discussion of the means and 
variance-covariance analyses.
Once data is collapsed into between-wave means and covariances, the statements 
that can be made by merely inspecting the individual values is basically qualitative. For 
example, for instance, descriptions can be of the form—individuals are converging or 
diverging overtime, the means are increasing or decreasing, and so forth. However, to 
recover information about individual change, the individual growth modeling perspective 
is recommended. This perspective can be checked against the data summarized in Table
4.8 (p. 98).
The sample mean vector and covariance matrix o f the respective domain as 
shown in Table 4.8 is employed as ‘‘input,” in hypothesized growth models under the 
framework offered by the LISREL model with mean structures (Joreskog, & Sorbom, 
1996). The maximum likelihood estimates of the crucial parameters can be obtained by 
covariance structure analysis utilizing level 1 LISREL reformatted equations. A LISREL 
sample syntax is provided in Appendix F.
To answer the research questions posed in chapter I, fitting the models to the data 
was the next crucial step. The direct and explicit mapping of the individual growth 
modeling onto that of the covariance structure analysis makes it a straightforward exercise 
in testing whether the hypothesized growth formulation underpins the matrix of observed
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between-wave variances and covariances shown in Table 4.8 using the LISREL program. 
If the implied covariance structure fits the data, then the resulting output of LISREL- 
provided maximum likelihood estimates o f  the unknown parameters in the growth models 
(the intercepts and slopes) answer the research questions.
To answer the second research question, the pattern o f  interrelationships among 
the elements o f the latent growth vector were studied. This called for the LISREL 
estimation and model fitting process in a  multigroup analysis where the “group’" was 
defined by the individual ethnic group (in this case, the two groups of learners were 
African American and White students). The SEM multi-group procedure allows the 
estimation and testing of all the model parameters for significance. Details about SEM 
multi-group procedures are detailed in Bollen (1989) and Joreskog and Sorbom, (1996).
As is the case in multi-group analysis (Joreskog, & Sorbom, 1996), the process 
of model fitting proceeded in stages. The first stage involved testing for invariance 
(equivalencies) simultaneously for all parameters of the change model across groups. 
This allowed fitting the “unconstrained” model in which the model parameters are freely 
estimated for each group of the study. The parameters to be estimated were the 
population fixed intercepts, the loadings associated with the time variable, the level 1 
population error covariance structure, the level 2 population mean vector o f the individual 
growth parameters, loadings associated with endogenous constructs, and the level 2 
population covariance matrix o f the individual growth parameters. In fitting the model, 
all the hypothesized zero entries in the parameter matrices were fixed in the LISREL
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program and values o f measurement times t, through t3 were set to 0, 2, and 3 in 
accordance with the recentering of the time metric at grade 4 so that the intercept can be 
interpreted as the expected mathematics/language achievement score o f subject / at 
grade 4.
In a SEM model, LISREL performs a number of “goodness-of-fit” tests to 
evaluate the compatibility of an a priori specified model and the observed sample data. 
If the model is consistent with the data, then it makes sense to examine path coefficients 
and parameter estimates of the model. If a model is not consistent with the sample data, 
then it should be rejected accordingly. SEM model fitting is governed by a number of fit 
indices as presented in Bollen (1989), Joreskog, & Sorbom, (1996) and Schumacker and 
Lomax (1996).
LISREL provides more than 15 different indices of fit that reflect the consistency 
between a model and the covariance data. The choice of a fit index to use when 
evaluating the viability of a model is somewhat controversial (Jaccard, & Wan, 1996). 
As regards the evaluation of fit in the analysis of covariance structure, there is a lack of 
consensus among theorists concerning how best to evaluate the extent to which a 
proposed model accounts for a set of variances and covariances (Hu, & Bentler, 1995; 
Hoyle, 1991). This difficulty o f arriving at a consensus stems from the fact that different 
aspects of SEM results point to conflicting conclusions about the extent to which the 
model matches the observed data. Because o f the complex nature of SEM, the current 
thinking is that multiple fit indices should be considered (Bollen & Long, 1993). This
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study focused on five fit indices comprising the Chi-square (X2), Root-Mean-Square Error 
of Approximation (RSMEA), Comparative Fit Index (CFI), Goodness of Fit Index (GFI) 
and Normed Fit Index (NFI). Chi-square is a test of perfect model fit in which the null 
hypothesis is that the model fits the population data perfectly.
A statistically significant chi-square value causes rejection of the null hypothesis, 
implying imperfect model fit and possible rejection o f the model. A statistical 
nonsignificant chi-square is consistent with a good model fit and suggest that the model 
can be retained as viable. The opposite nature of this test when compared to standard chi- 
square tests should be noted where the hypothesis of “no effect” or “no relationship” 
between variables is reflected in a statistically nonsignificant chi-square test. Chi-square 
values are sample driven and it is always advisable to report them with other fit statistics 
in the SEM realm. Model comparison indices are GFI and NFI and values equal to or 
greater than 0.90 reflect a good model fit. Higher values o f CFI indicate better fit and that 
there is no established threshold. Bentler and Bonnett’s (1980) fit index (NFI), obtained 
from comparing the hypothesized and null models of the variables of interest, is an 
incremental fit statistic and values close to 0.90 reflect a good model fit-associated w ith 
models that adequately approximate the observed data. Root-Mean-Square Error of 
Approximation (RMSEA) describes the average difference per degree of freedom 
expected to occur in the population, not the sample. Accepted values associated with this 
fit index are those equal or under 0.08.
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Leading researchers of cross-domain analysis o f change advocate for an individual 
domain analysis of change within group before a multiple group SEM approach is 
undertaken (Duncan & Duncan, 1991; McArdle, 1994; McArdle & Hamagami,1996; 
MacCallum et al.,1997; Muthen, 1994; Stoolmiller,1994; Sayer & Willett, 1998; Willett 
& Sayer, 1994,1996). Also, when analyzing a single domain, various methods are 
available that can be used to estimate the parameters o f the level 1 and level 2 models in 
the analysis o f change. This study took that approach, first with the SEM approach then 
with the hierarchical liner model (HLM). A graphical representation of the approach 
pursued is given in separate portions of Figure 3.1 (A and B)(p. 76). Each of these 
domains within each ethnic group was investigated. The model fitting for individual 
domain and for each ethnic group was completed. Willett and Sayer (1994) provided a 
detailed step-by-step approach to the analysis o f change utilizing covariance structure 
approach for a single domain.
The results o f the covariance structure analysis showed that individual group 
domain variance-covariance matrices were not positive definite and a ridge option o f 1.0 
was employed to address this situation. A lack o f a positive-definite in a sample 
covariance is not uncommon (Joreskog, & Sorbom, 1996, p. 24).
Major Findings and Conclusions 
A large number of statistical findings o f the study were discussed in the previous 
chapter. The following section presents only findings and conclusions that are 
particularly pertinent to the research questions and overall design o f  the study.
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American and White students and, c) whether there existed any discernible patterns in 
variability in academic growth parameters within each ethnicity over time.
The study employed a longitudinal panel design, where the same set o f  cases w as 
used in each period. Data for the study were drawn from Louisiana State Department o f 
Education (LDE). Schools maintain, for each student, a record of progress in many 
domains. Louisiana schools electronically transmit data to the LDE which maintains 
several statewide education data bases. The subsets o f students involved were African 
American and White whose first data collection was in the 1995-1996 academic year. 
The remaining two data points of grade 6 and 7 were recorded in the 1997-1998 and 
1998-1999 academic years. The 1995-1996 student test scores were recorded in 
Californian Achievement Test (CAT/5) and the rest were recorded in Iowa Test o f Basic 
Skills (ITBS). CAT/5 test scores were converted to ITBS scores utilizing the results of 
an equating study that was conducted by the Riverside publishing company (Louisiana 
Statewide Norm-Referenced Testing Program. Equating Study Report, 1997). The study 
uses as its pool of participants - only students who had data for all three measurement 
occasions, that is, the selected students were members of the 1995-1996 cohort, still in 
school (dropouts were excluded) through the last academic year of the study (1998-1999). 
Based on these critera, there were 26,051 (African Americans=l 1,627, Whites=14,424) 
complete cases available for analysis in the final sample.
This study chose a multilevel structural equation methodology in conj unction with 
growth trajectories because this technique allows researchers to a) assess the
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psychometric properties of specific domain indicators o f initial status and change, b) 
examine the extent of variability of the individual growth curves about the mean growth 
trajectory, c) assess the fit of the growth function (polynomial), d) estimate the mean 
growth curve of the individual trajectories for populations of interest, and e) use the 
growth parameters (designated as random variables) as outcomes that can be predicted by 
between- or within-subjects covariates/predictors. In summary, this technique has a large 
number o f extensions and advantages over other methodologies most typically used and 
discussed in the extant literature pertaining to the analysis of change. The section that 
follows provides an overview of the model fitting procedures used in the study.
Model Fitting and Fit Statistics 
Rogosa et al., (1982), Rogosa and Willett (1985), Willett (1988) stated that even 
if the distinction between observed and true scores are ignored, it is not easy to reach 
informed conclusions about interindividual differences in change by inspecting between- 
wave summary statistics. On the basis o f the between-wave statistics, one cannot easily 
make inferences about differences in individual change and as such questions about 
change call for an adoption of a perspective that emphasizes change. This is where 
individual growth trajectories become prime candidates for detailed study o f individual 
growth parameters. Once multiwave data have been gathered, individual growth records 
can be summarized most conveniently by regressing observed status on time separately 
for each individual (Willett, 1989). The ordinary least squares (OLS) fitted trajectories 
summarizing linear growth in math between grades 4 and 7 for a subsample of each of the
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two groups o f students randomly selected and whose empirical growth records are 
provided in Table 4.5, are presented in Figures 4.5, 4.6,4.7, and 4.8 (pp. 92-93). These 
growth trajectories further amplify the aforementioned discussion o f  the means and 
variance-covariance analyses.
Once data is collapsed into be tween-wave means and covariances, the statements 
that can be made by merely inspecting the individual values is basically qualitative. For 
example, for instance, descriptions can be of the form—individuals are converging or 
diverging overtime, the means are increasing or decreasing, and so forth. However, to 
recover information about individual change, the individual growth modeling perspective 
is recommended. This perspective can be checked against the data summarized in Table
4.8 (p. 98).
The sample mean vector and covariance matrix of the respective domain as 
shown in Table 4.8 is employed as “input,” in hypothesized growth models under the 
framework offered by the LISREL model with mean structures (Joreskog, & Sorbom, 
1996). The maximum likelihood estimates of the crucial parameters can be obtained by 
covariance structure analysis utilizing level 1 LISREL reformatted equations. A LISREL 
sample syntax is provided in Appendix F.
To answer the research questions posed in chapter I, fitting the models to the data 
was the next crucial step. The direct and explicit mapping of the individual growth 
modeling onto that o f the covariance structure analysis makes it a straightforward exercise 
in testing whether the hypothesized growth formulation underpins the matrix o f observed
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between-wave variances and covariances shown in Table 4.8 using the LISREL program. 
If the implied covariance structure fits the data, then the resulting output o f LISREL- 
provided maximum likelihood estimates o f  the unknown parameters in the growth models 
(the intercepts and slopes) answer the research questions.
To answer the second research question, the pattern o f interrelationships among 
the elements o f the latent growth vector were studied. This called for the LISREL 
estimation and model fitting process in a multigroup analysis where the "group" was 
defined by the individual ethnic group (in this case, the two groups o f learners were 
African American and White students). The SEM multi-group procedure allows the 
estimation and testing o f all the model parameters for significance. Details about SEM 
multi-group procedures are detailed in Bollen (1989) and Joreskog and Sorbom, (1996).
As is the case in multi-group analysis (Joreskog, & Sorbom. 1996), the process 
of model fitting proceeded in stages. The first stage involved testing for invariance 
(equivalencies) simultaneously for all parameters o f the change model across groups. 
This allowed fitting the “unconstrained” model in which the model parameters are freely 
estimated for each group of the study. The parameters to be estimated were the 
population fixed intercepts, the loadings associated with the time variable, the level 1 
population error covariance structure, the level 2 population mean vector o f the individual 
growth parameters, loadings associated with endogenous constructs, and the level 2 
population covariance matrix of the individual growth parameters. In fitting the model, 
all the hypothesized zero entries in the parameter matrices were fixed in the LISREL
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program and values of measurement times t, through t3 were set to 0, 2, and 3 in 
accordance with the recentering o f the time metric at grade 4 so that the intercept can be 
interpreted as the expected mathematics/language achievement score of subject i at 
grade 4.
In a SEM model, LISREL performs a number o f “goodness-of-fit” tests to 
evaluate the compatibility of an a priori specified model and the observed sample data. 
If the model is consistent with the data, then it makes sense to examine path coefficients 
and parameter estimates of the model. If a model is not consistent with the sample data, 
then it should be rejected accordingly. SEM model fitting is governed by a number o f fit 
indices as presented in Bollen (1989), Joreskog, & Sorbom, (1996) and Schumacker and 
Lomax (1996).
LISREL provides more than 15 different indices of fit that reflect the consistency 
between a model and the covariance data. The choice o f a fit index to use when 
evaluating the viability of a model is somewhat controversial (Jaccard, & Wan, 1996). 
As regards the evaluation of fit in the analysis o f covariance structure, there is a lack of 
consensus among theorists concerning how best to evaluate the extent to which a 
proposed model accounts for a set o f variances and covariances (Hu, & Bentler, 1995; 
Hoyle, 1991). This difficulty of arriving at a consensus stems from the fact that different 
aspects of SEM results point to conflicting conclusions about the extent to which the 
model matches the observed data. Because of the complex nature of SEM. the current 
thinking is that multiple fit indices should be considered (Bollen & Long, 1993). This
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study focused on five fit indices comprising the Chi-square (X2), Root-Mean-Square Error 
o f Approximation (RSMEA), Comparative Fit Index (CFI), Goodness o f Fit Index (GFI) 
and Normed Fit Index (NFI). Chi-square is a test of perfect model fit in which the null 
hypothesis is that the model fits the population data perfectly.
A statistically significant chi-square value causes rejection of the null hypothesis, 
implying imperfect model fit and possible rejection o f the model. A statistical 
nonsignificant chi-square is consistent with a good model fit and suggest that the model 
can be retained as viable. The opposite nature o f this test when compared to standard chi- 
square tests should be noted where the hypothesis o f “no effect” or “no relationship” 
between variables is reflected in a statistically nonsignificant chi-square test. Chi-square 
values are sample driven and it is always advisable to report them with other fit statistics 
in the SEM realm. Model comparison indices are GFI and NFI and values equal to or 
greater than 0.90 reflect a good model fit. Higher values of CFI indicate better fit and that 
there is no established threshold. Bentler and Bonnett’s (1980) fit index (NFI), obtained 
from comparing the hypothesized and null models o f the variables o f interest, is an 
incremental fit statistic and values close to 0.90 reflect a good model fit-associated with 
models that adequately approximate the observed data. Root-Mean-Square Error of 
Approximation (RMSEA) describes the average difference per degree of freedom 
expected to occur in the population, not the sample. Accepted values associated with this 
fit index are those equal or under 0.08.
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Leading researchers of cross-domain analysis of change advocate for an individual 
domain analysis o f change within group before a multiple group SEM approach is 
undertaken (Duncan & Duncan, 1991; McArdle, 1994; McArdle & Hamagami, 1996; 
MacCallum etal.,1997; Muthen, 1994; Stoolmiller,1994; Sayer & Willett. 1998; Willett 
& Sayer, 1994,1996). Also, when analyzing a single domain, various methods .ire 
available that can be used to estimate the parameters of the level 1 and level 2 models in 
the analysis o f change. This study took that approach, first with the SEM approach then 
with the hierarchical liner model (HLM). A graphical representation o f the approach 
pursued is given in separate portions o f Figure 3.1 (A and B)(p. 76). Each o f these 
domains within each ethnic group was investigated. The model fitting for individual 
domain and for each ethnic group was completed. Willett and Sayer (1994) provided a 
detailed step-by-step approach to the analysis o f change utilizing covariance structure 
approach for a single domain.
The results o f the covariance structure analysis showed that individual group 
domain variance-covariance matrices were not positive definite and a ridge option of 1.0 
was employed to address this situation. A lack o f a positive-definite in a sample 
covariance is not uncommon (Joreskog, & Sorbom, 1996, p. 24).
Major Findings and Conclusions 
A large number o f statistical findings o f  the study were discussed in the previous 
chapter. The following section presents only findings and conclusions that are 
particularly pertinent to the research questions and overall design of the study.
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Major Finding Number One
The mathematics intercept for both African American and White students were 
significantly different from zero. However, the intercept for White students was higher 
than those for African American students. These findings indicate that students vary 
significantly in their knowledge of mathematics and language at entry into grade 4.
* Conclusion: Students enter school with diverse social, academic and personal 
differences. The effects o f differences in academic achievement in mathematics 
are clearly demonstrable during the early school years.
Major Finding Number Two
As was the case for mathematics intercepts, the language intercepts for both 
African American and White students were also significantly different from zero. Again, 
the intercept for language for White students was higher than the language intercept for 
African American students. This indicates that students vary significantly in their 
knowledge of language at entry into grade 4.
• Conclusion: As was the case with math, students enter school with diverse social, 
academic and personal differences. The effects of these differences are clearly 
demonstrable during the early years in school. The impact of the school 
environment-peer influence, different learning strategies, different teaching styles 
by different teachers and in different curricula imparts differential impacts on 
student achievement and learning growth. The Math mean level (math intercept) 
was lower than the Language mean level for both groups o f learners. These
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findings suggest that factors associated with the home environment are more 
influential in language achievement than in math achievement.
Major Finding Number Three
The mathematics slopes for both African American and White students were 
positive and significantly different from zero. The overall mathematics slope for White 
students was higher than the overall mathematics slope for African American students. 
This same pattern o f findings was evident when the data set was partitioned by SES 
within each race.
The slope parameter is the growth rate for students over the data-collection period 
and represents the expected change during a fixed unit time. It is a learning rate o f a 
specific person during an academic year. Lack of homogeneity o f  regression slopes 
implies that there are true individual differences among student’s growth rates depicting 
differences in students’ mathematics learning rates.
* Conclusion: Students have different problem-solving approaches and determining
whether or not they can solve a problem correctly because o f the extent to which 
they have acquired specific cognitive skills, is a challenging task. This is 
particularly the case because information processing and performance are related 
to problem solving and are impacted by the nature o f measures of 
outcome-validity o f measures. The combined impacts of the school and home 
environments differentially effect White and African American students as total 
groups and when compared within groups by SES.
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Major Finding Number Four
The language slopes for both African American and White students were positive 
and significantly different from zero. White students overall language slope is higher than 
the overall language slope for African American students. As was the case with math, 
lack of homogeneity o f language regression slopes shows true individual differences 
among student’s language growth rates. This finding supports the fact that individual 
language learning rates differ as students mature. Differences between groups compared 
by SES within race were also evident in the results.
* Conclusion: language is used both in schools and also at home. This influences 
the extent of one’s knowledge about a topic and the ease with which one 
comprehends text related to the topic. This leads to differences in students’ 
knowledge o f topics to be read (contextual), knowledge on how different elements 
relate to each other (textual) and knowledge about plans and procedures and 
options for proceeding with the task at hand (strategic knowledge).
The variance estimate of the language slope parameter was also tested for each 
ethnicity. The White students language slope parameter estimate was higher than that of 
African American students. This implies that the White students are more variable in 
their language learning rates as compared to the African American students. The same 
was the case with mathematics. These differences are very telling in that the differences 
in learning rates are larger at lower grade levels than at higher grade levels, which is 
completely at odds with the findings of the NCES (1997) which suggested that variability
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in learning rates diminishes as students move from lower grade levels to high schools. 
Perhaps, there is a point at which the observed increasing variance in learning growth 
parameters starts to decline as students graduate from lower grade levels. With additional 
waves o f data in a larger study (e.g., grades 9. 10, 11), it might be expected that 
differences between groups would become smaller owing to factors such as differential 
dropout rates.
Major Finding Number Five
The correlation o f the slope and intercept is an important part o f the analysis o f 
change as this coefficient provides information about the direction of change. With 
multiwave data (longitudinal), a consistent estimation of the correlation between the 
intercept and the slope can be obtained. Though the correlation coefficients for the 
intercept and slope for each domain and within each ethnicity were positive, they were not 
significantly different from zero. The individual sample growth trajectories provided in 
Figures 4.5, 4.6, 4.7, and 4.8 (pp. 92-93) provide further results that can be utilized to 
assess this finding. It should be noted that the correlation between the intercept and the 
rate o f growth varies depending upon the specific time points selected for initial status. 
As noted in Chapter one, the meaning of the intercept depends upon the scaling o f the 
time variable (grade in this study).
• Conclusion: Despite the statistical differences in mean scores for both math and 
language achievement, the association between earlier predictors and later 
achievement were similar in the two ethnic groups. Further, intercept changes
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were unrelated to slope changes in the respective domain, suggesting that where 
a student starts in domain achievement is not necessarily related to his or her 
future growth (mean level) in the domain of interest. This finding supports the 
notion that the impact of schooling is similar for the two groups of learners. This 
finding further supports the premise that natural growth rates combined with 
human growth and development for the African American and White students are 
similar and that the two groups o f learners with the same level prior achievement 
are capable o f making comparable academic progress if they are provided with 
equitable learning resources. There were, however, considerable individual 
differences in growth rates within both African American and White student 
groups.
The following section provides a discussion of the major findings and conclusions 
and the implications of the findings in terms o f methodological and research design 
issues, practice, and future research.
Discussions and Implications of the Major Findings 
Over the past several years, there have been major concerns about the educational 
performance o f U.S. students. This is well reflected in the publication of A National at 
Risk in 1983. This report highlighted important points that left many education 
researchers asking themselves questions about achievement growth such as: how much 
does student achievement change during different stages o f a students' schooling?
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The language and math SEM fitted models showed that the intercept and the slope 
parameters were significant. Further, the variances were significant and showed marked 
interindividual differences in growth curves, both in initial ability status (grade 4) and in 
individual change slopes (over time). White students' language and mathematics slope 
parameter estimates were higher than those o f African American students. This implies 
that White students were more variable in their language and mathematics learning rates 
as compared to the African American students. These differences are very telling in that 
the differences in the learning rates are larger at lower grade levels than in higher grade 
levels. The National Center for Educational Statistics (1997) study on reading and 
mathematics and reading achievement found that racial disparities in 12th grade 
achievement reflect differences in achievement prior to entering high school. This study 
also showed that differences between African American and White students become 
smaller over the years of schooling. This decreasing difference in learning between 
groups can be explained in part, by the fact that the majority of African American students 
come from economically deprived environments that are not as academically nurturing 
as more economically advantaged environments. The proportion o f  students who come 
from economically disadvantaged White families is not as large as for African American 
students. Once in school, early childhood experiences associated with differing home 
environments that differentially impact students' academic performance may be 
somewhat diminished by the effects of schooling over time. The results o f this study
126
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
differ from the findings o f other studies and suggest that initial status differences in 
achievement levels between African American and White students are rather stable, and 
in some comparisons, actually increase over time (from grade 4 through grade 7). These 
differences as well, might be predictive of later, differential dropout rates between the two 
groups. Similar findings were evident when comparisons were made by SES within each 
o f the two groups. The growth curve analyses in these comparisons showed that the 
growth curve for White students who received free/reduced lunch was higher at all grade 
levels than the growth curve for African American students who did not receive 
free/reduced lunch. These findings may well reflect the differential and interacting 
influences o f the nature o f differing home environments among groups, as well as 
differential impacts of schooling over time.
Sanders & Horn (1998) found differences in classroom teacher effectiveness and 
prior achievement levels o f students to be the two most important factors impacting 
student gains in learning and achievement over time. They further found that students 
assigned to ineffective teachers continue to show the effects o f such teachers even when 
the students were assigned to very effective teachers in subsequent years. The findings 
reported in this study are consistent with those of Sanders & Horn.
In the study of individual differences and the learning o f  mathematics, Fennema. 
and Behr (1980) suggested that individuals differ on a wide number o f  cognitive variables 
such as mathematical aptitudes— numerical ability, mathematical reasoning, and inductive 
/deductive ability in problem solving process. The results o f the present study suggest
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that these differences are evident in the early school years (grade 4) and are maintained, 
and may actually increase, over time (through grade 7).
Implications for Measurement Theory, Research Design, Practice and Future 
Research 
Instrument and Measurement
The two domains utilized in this investigation (language and math) were average 
composites o f their respective constituents. Math subscales were math concepts/ 
estimation and math problem solving/data interpretation while language subscales were 
spelling, capitalization, punctuation, and usage and expression. The CAT/5 grade 4 
scores on these subcales were equated to grade 4 ITBS as a result, ITBS grade 4 subcale 
scores for both language and math showed moderate to high correlations within and 
across the domains, with apparent lack of discrimination in some subscales between 
language and math. This lack of discrimination was also associated with the fact that the 
equipercentile equating technique is known to be sample specific. The factor structure 
of both constructs (mathematics and language) could not be examined across the three 
measurement occasions because o f apparent multicollinearity across domain subscales.
One important objective in longitudinal test development is to evaluate the extent 
to which the same factor structure exists for all measurement occasions, that is, to 
establish that the same indicators on different measurement occasions, are equally stable 
over time. These analyses were not completed in this study for the two groups of learners 
to investigate whether the LEAP-NRT instrument works differently for the two groups.
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Appelbaum and Epanchin (1991) stated that the interpretation o f growth depends on the 
assumption that the same attribute(s) are being measured across the investigation period. 
The validity o f the interpretations also depends upon the quality o f the metric used. If the 
scale score metric does not provide “a common metric across all levels o f tests used, then 
measurement o f growth is suspect even if substantive content is common across all 
levels”. While not possible in this study, examining the factor structure o f measurements 
at each point in time in longitudinal analyses is recommended. Such analyses allow for 
a more comprehensive picture o f the stability of both measured and latent variables over 
time.
Extensions of the LISREL Approach and Problem o f Missing data
Extensions o f LISREL
The LISREL method has a number of extensions that can be utilized in various 
research environments due to its ability to accommodate any number o f data points 
(waves) o f longitudinal data with more data leading to higher precision for the estimation 
of the individual growth parameters and greater reliability o f the measurement of change. 
The following section summarizes advantages associated with the LISREL method.
Covariance structure analysis takes into account both factor means and variances. 
The analysis of data that has a hierarchical structure and contains measurements 
from different levels of the hierarchy requires techniques that are based on 
assumptions which are consistent with the data structure. This combination of 
individual and group level analyses is unique to LISREL methodology.
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Traditional fixed analytical methods such as ANOVA are limited in the analysis 
of intra and inter-individual analysis o f  change.
The LISREL technique can simultaneously examine inter-individual differences 
in individual change in many domains even though occasions of measurement are 
not equally spaced in each domain-could be regular or irregular within domain 
provided everyone in the sample is measured on the same set of irregularly spaced 
occasions within each domain (Sayer, & Willett, 1998).
The LISREL technique can accommodate polynomial growth of any order and it 
allows a direct comparison o f  nested models through the goodness-of-fit approach 
leading to a systematic evaluation of the adequacy of contrasting individual 
growth models in any practical setting. In fitting an explicitly parameterized 
covariance structure to data, selected model parameters can be individually or 
jointly constrained during the analysis to particular values. This allows for the 
investigation o f a variety o f nested tests and the variability of the individual 
growth parameters across people (Saver, & Willett, 1998; Willett & Sayer. 1994, 
1996).
The covariance structure of the occasion-by-occasion Level 1 measurement errors 
can be modeled with different error covariance structures being hypothesized in 
each domain while the population measurement error covariance matrix can take 
any shape. This advantage is unique to LISREL.
The maximum likelihood estimation approach in LISREL provides overall
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goodness-of-fit statistics, parameter estimates and asymptotic standard errors for 
each hypothesized model which can be used to assess the suitability o f the model. 
Appropriate computer statistical software such as EQS (Bentler, 1985), LISCOMP 
(Muthen, 1987), PROC CALIS (SAS, 1991), and others are now widely available 
for maximum likelihood estimation approaches.
Combining covariance structure analysis and growth trajectories provides a very 
powerful analytical tool. The growth parameters are subject specific and are 
therefore allowed to vary across individuals. The extent to which the growth 
parameters vary across subjects indicates the possibility o f identifying correlates 
of change. Trend analysis, which is another technique that can be utilized in the 
evaluation o f  change, allows growth parameters to vary, but only across groups 
of individuals and within-group individual variability in growth parameters is 
considered error (Francis, et al., 1991).
Other major advantages of SEM procedures over traditional regression analyses 
are a) it is a multivariate approach and structural/causal relationships are estimated 
at the level o f latent variables or theoretical constructs rather than on the basis of 
the observed variables, b) these procedures differentiate between a measurement 
model (describing relationships among observed variables and latent factors) and 
a structural model (describing interrelationships among theoretical constructs) 
thus allowing for a separate estimation o f  measurement errors in the observable 
specification o f  errors in the structural part o f the model, and c) the degree of fit
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between the causal model and the data set to which it is applied (Koerkel & 
Schneider, 1991; Kurtz-Costes & Schneider, 1994; Schneider. 1989a).
Missing Data
The results o f this investigation should be interpreted with some caution because 
of a number of factors that were beyond the control o f the researcher. Important among 
these was m missing data. More often than not, loss of subjects in longitudinal studies 
o f students may result in the pattern of data loss that may not be random. Due to the 
rather large data set utilized in this study, a test of whether the patterns of missing data 
were random or systematic was not completed but an assumption was made that the 
missing cases in the data set were purely random and that missing data would not 
adversely affect the sample size. However, students who dropped out of school at each 
wave are perhaps more likely to come from families with particular characteristics (e.g.. 
low SES, job instability o f parents). This obviously can create problems with reliability 
of the data and the generalizability of the results. Further, the growth parameters 
computed may not be adequately representative o f the true change in achievement for the 
ethnic groups compared over time. It is also important to be cognizant of the fact that 
when the missing pattern is not random, there is no adequate statistical fix to remedy this 
problem.
Though this study did not attempt to model the problem of missing data, it 
employed listwise deletion. The covariance matrix generated by listwise deletion will 
always be consistent, that is, positive semi-definite (Anderson and Gerbing, 1984).
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However, if the pattern o f missing data is not random, an inconsistent matrix -  not 
positive definite, can result (Rovine , & Delaney, 1990). Despite the fact that listwise 
deletion can result in a positive semidefinite matrix, it is also known that this technique 
can present problems for tests o f goodness of fit, unless the missing data are missing 
completely at random (Kaplan, & Elliott. 1997; Muthen, Kaplan, & Hollis, 1987).
Though there have been advancements in statistical computing power, multivariate 
data are frequently hampered by missing values. The traditional and relatively old 
methods o f dealing with incomplete data, that is, deletion (listwise, pairwise) for cases 
with incomplete information, substituting plausible values such as means, or regression 
prediction for missing values continue to be utilized. In this study, listwise deletion was 
used. With listwise deletion cases with missing observations on any variable in any 
analysis are excluded from all computations-thus a final sample includes only cases with 
complete records. Though the recent advances in theory and computational statistics have 
produced flexible and powerful procedures with sound statistical bases (Likelihood-Based 
Estimation-Efficient Estimation~EM, Multiple Imputations-MI) (Cohen. & Cohen, 
1983; Kline, 1998; Schafer, & Olsen, 1998; Rovine. & Delaney, 1990), the statistical 
processes involved are above the reach of many researchers who are faced with the 
problem of missing data on a daily basis. These computational statistical techniques are 
quite involved and may require equally demanding data preparation procedures which 
many users of secondary data analysis may see as a nuisance that should be avoided as 
much as possible.
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Furthermore, many techniques for handling missing data rarely account for the 
patterns o f missing observations-whether random or systematic. This is a much bigger 
problem and compounds that of the proportion o f the missing data. There is no clear 
guideline about how much missing data is too much. Cohen and Cohen (1983) suggested 
that 5% or even 10% missing data on a particular variable is not large. Irrespective o f the 
method utilized in imputing missing values, the data set would still fail to provide 
accurate measures o f variability if it does not account for missing-data uncertainty 
(Schafer, & Olsen, 1998).
Implications for Practice
As may have discussed earlier, intercept changes in both language and 
mathematics and for the two groups of learners were unrelated to their respective slopes. 
This suggest that where a student starts in domain achievement is not necessarily related 
to his or her future growth in the domain of interest. Though this study did not investigate 
poverty among the two groups of interest, it is worth noting that poverty in the African 
American sample in Louisiana is much higher than that of White sample. This 
imbeddedness o f  poverty within any particular group translates into differential learning 
environments in terms of per capita learning resources made available at home, which 
subsequently impacts school learning and achievement. Though a number o f individual 
growth patterns over time were shown in this study with each group, and when 
comparisons were made within group by SES levels, the total group effects o f home and
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schooling were shown to sustain over time. Recent large scale reviews of the literature 
to identify both proximal and distal factors impacting student learning and achievement 
clearly document the importance of proximal factors that include both the school and the 
educational quality o f the home environment (Wang, Haertel, & Walberg, 1993).
African American and White students enter grade 4 with language and 
mathematics achievement differences. These differences are more than influenced by 
differing rates o f poverty associated with race. However, the results reported here also 
suggest that proximal factors associated with school (i.e., differing teacher expectations, 
access to educational resources) may also differentially affect African American and 
White students. Both the mathematics and language intercept and slope variances were 
higher for White students than for African American students. These differences 
suggests that the effects o f home and school learning environments witthin groups differ. 
The White sample in this study remained approximately normally distributed with both 
low, median and high achievers persisting through the schooling years. This may not be 
the case with African American students over a greater number o f years when differential 
dropout rates might be expected. These rates might well be predicted by irrecoverable 
early childhood learning experiences. Thus, shrinkage in differences in achievement 
between White and African American groups in the later years of schooling might well 
be expected by differential dropout rates. As well, greater variation in SES within these 
two groups might account for the greater heterogeneity in White student samples in later 
school years than in African American student samples (as shown in this study).
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It also seems important that factors that directly relate to proper and reliable 
assessment of student achievement in mathematics and language be observed. Royer
(1990), stated that test using multiple-choice items were measuring offline reasoning 
processes rather than online comprehension processes and extreme care must be observed 
when using these tests to make grade placement decisions, diagnosing reading difficult}', 
or assessing educational gain. Royer (1990) argued that standardized reading 
comprehension tests that utilize multiple-choice questions do not measure the 
comprehension of a given passage, but rather measures a reader's world knowledge and 
his or her ability to reason and think about the content of the passage. For mathematics 
and language educators need to use multiple data points and multiple forms of 
assessments of students’ knowledge of mathematics and language other than relying only 
on the scores of standardized tests to evaluate students’ learning growth. Both reliability 
and validity of inferences about student learning and academic progress are enhanced with 
analyses of longitudinal data.
It is important also that teachers have a better understanding o f their students’ 
literacy development. This helps teachers to recognize patterns o f behavior which 
suggests aspects of students’ development behavior out of what is provided in the 
curriculum. Knowledge of student’s literacy development accords teachers an 
opportunity to develop more flexible curricula to meet the changing needs of specific 
students or groups o f students.
The Louisiana School Effectiveness study (Teddlie, 1994; Teddlie & Stringfield, 
1993) discussed areas in which school policies can positively affect teachers behaviors
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such as appropriate teacher selection and replacement, frequent personal monitoring of 
classroom behavior, support for teachers through direct assistance and in-service 
programs, and overall instructional leadership. These strategies lay a fertile ground for 
effectiveness in classroom instruction and management. Mendro (1998) discussed equity 
in student access to a quality education as regards the type of help to provide to students 
who have had an ineffective teacher in the past. Mendro (1998) stated that students who 
are placed with an ineffective teacher suffer long-term negative effects and there needs 
to be a policy issue put in place to allow for more equitable distribution o f resources to 
enhance the quality o f teaching and learning. In a reent study that aggregated data at the 
student level, Sanders and Horn (1998) found that ineffective teachers were ineffective 
with all students regardless o f students’ prior levels of achievement while teachers of the 
highest effectiveness were generally effective will all students. Though Sanders & Horn 
(1998) found teacher effectiveness to be a dominant factor affecting student gains in 
academic achievement when compared to other classroom context variables (.e.g. class 
size, classroom heterogeneity), it seems important that schools recognize socioeconomic 
differences among students in th early years in considering more equitable distribution of 
educational resources, particularly good teachers.
Implications for Future Research 
This study raised a number of important points to consider for future research. 
First, student language and math achievement change need more research to pinpoint 
exactly where differences arise within each domain and across ethnicity. Second, lower 
math achievement scores and rates of change, particularly for African American students
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needs more intense study. The National Center for Educational Statistics study showed 
that, on average blacks and Hispanics score lower than Whites on reading and 
mathematics at the end o f grade 8 and that these differences do not increase over the high 
school years. Sanders and Horn (1998) showed that, regardless of race, students who are 
assigned disproportionately to ineffective teachers are severely academically handicapped 
relative to students with other teacher assignment patterns. More research that links 
students’ academic records to those of their teachers seems in order.
Third, the methodology of this study needs to be extended to ethnically diverse 
samples to further demonstrate its utility for investigating individual change over time. 
Studies using multi-domain analyses to further investigate the nature of differences that 
were observed in language and math parameters in this study, and whether these 
differences are maintained across different groups of learners are needed.
Fourth, a replication of this study that uses the same measuring instrument across 
all measurement occasions, and a greater number of occasions, is recommended. This 
is preferred to using equating procedures such as vertical equating, with different tests. 
A greater number o f data points (more waves) might also be quite informative. Such 
studies can yield information that has implications for understanding academic growth 
differences both within and between differing groups, and information that might be used 
for educational policy making, resource allocation and school intervention and 
improvement programs as well. In an era o f educational policy making for greater school 
accountability, longitudinal studies can be used to better understand patterns of school 
change (or lack o f change) over time. This seems particularly the case when such
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procedures are compared to more traditionally used procedures (i.e., pre and post test 
analyses from year to year). The data analysis procedures used in this study, and the 
attained results, also suggest the importance in future research, and in educational policy 
making as well, o f understanding initial status differences and the cumulative effects o f 
schooling among groups of students that differ by race and socioeconomic status.
Dissertation Summary 
This research document describes a study of whether individual change over time 
in mathematics and language differ from student to student and if the individual growth 
parameters o f the two domains were related to each other. The study was guided by three 
specific objectives that sought to determine if growth parameters (intercepts and slopes) 
in mathematics and language were related within and across domains. The study also 
sought to determine if pattern of interrelationships among individual achievement growth 
parameters were the same for African American and White students and whether there 
were any discernible patterns in variability in academic growth parameters within each 
ethnicity over time.
Major findings of the study showed that: (1) initial status in math and language 
were statistically significantly within ethnicity; (2) the slope parameters were positive and 
statistically significant (heterogeneity in regression slopes) within domain and ethnicity; 
(3) variances of growth parameter estimates were statistically significant; (4) the 
correlations between intercept and slope within each domain was positive but not 
significant; (5) White students had higher growth values (intercept, slopes) and variances 
of the same as compared to those o f African American students.
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APPENDIX A
BOXPLOTS OF LANGUAGE FOR GRADE 4 THROUGH 7 AND WITHIN
RACE
400 <
4} 3 0 0 1
O0 
CO
«O)
<Q3
0 1  c(Q _ __ 
_ i  2 0 0 '
100
N = 11328 11402 11511
1
CJ9521
o « «
14145 14207 14365
2
Grade
□  4
6
7
Race [1: African American; 2: White]
156
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
APPENDIX B
BOXPLOTS OF MATHEMATICS SCORE FOR GRADE 4 THROUGH
GRADE 7 AND WITHIN RACE
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APPENDIX C
GRADE-7 LANGUAGE SCORE STEM-AND-LEAF PLOT FOR AFRICAN
AMERICAN STUDENTS
r e q u e n c y Stem & L e a f
1 . 0 0 14 &
1 . 0 0 14 &
4 . 0 0 15 &
1 5 . 0 0 15 &
1 2 . 0 0 16 2
7 0 . 0 0 16 577
1 0 2 . 0 0 17 0 0 2 2 2
1 6 8 . 0 0 17 5 5 5 8 8 8 8 8
1 1 4 . 0 0 18 # 1 1 1 1 1
2 5 0 . 0 0 18 5 5 5 5 5 8 8 8 8 8 8 8
7 6 5 . 0 0 19 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 4 4 4  4 4 4444  4 4
5 3 2 . 0 0 19 6 6 6 6 6 6 6 6 6 6 6 8  888 8 8 8 8 8 8 8 8 8 8
5 7 7 . 0 0 20 1 1 1 1 1 1 1 1 1 1 1 1 1 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 0 4 . 0 0 20 7 7 7 7 7 7 7 7 7 7 7 7 7 7
7 4 9 . 0 0 21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3  333
7 7 6 . 0 0 21 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 8 8 8 8 8 8 8 8 8 8 8 8 8 8  888 8
8 5 5 . 0 0 22 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
8 9 2 . 0 0 22 . 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
4 6 3 . 0 0 23 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2
9 4 4 . 0 0 23 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
4 5 6 . 0 0 24 . 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
4 2 9 . 0 0 24 8 8 8 8 8  8 8 8 8 8 8 8 8 8 8 8 8 8 8 8
4 1 7 . 0 0
. 0 0
25
25
• 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 7 0 . 0 0 26 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 4 3 . 0 0 26 5 5 5 5 5  5 5 5 5 5 5 5 5 5 5 5 5 5 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
3 1 3 . 0 0 27 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
2 4 2 . 0 0 27 8 8 8 8 8 8 8 8 8 8 8 8
1 8 8 . 0 0 28 3 3 3 3 3 3 3 3 3
1 8 3 . 0 0 28 8 8 8 8 8 8 8 8 8
1 5 5 . 0 0 29 3 3 3 3 3 3 3
1 1 0 . 0 0 29 . 8 8 8 8 8
6 9 . 0 0
. 0 0
30
30
• 444
4 3 . 0 0
. 0 0
31
31
• 22
3 2 . 0 0  32
1 9 . 0 0  Ext  remes
• 11
( >=3 2 8 )
S t e m w i d t h :  10
Each  l e a f :  21 c a s e ( s )
& d e n o t e s  f r a c t i o n a l  l e a v e s .
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APPENDIX D
GRADE-7 LANGUAGE SCORE STEM-AND-LEAF PLOT FOR WHITE
STUDENTS
F r e q u e n c y Stem & L e a f
1 . 0 0  Ex t r e me s (=<14 0)
1 9 . 0 0 15 . &
8 3 . 0 0 16 . 7 &
3 0 8 . 0 0 17 . 02 5 8 8
4 4 4 . 0 0 18 . 11 5 5 8 8
1 6 9 4 . 0 0 19 . 0 0 0 1 1 1 2 2 2 4 4 4 4 6 6 6 6 8 8 8 8 8 8
1 2 8 7 . 0 0 20 . 1 1 1 1 1 4 4 4 4 4 4 7 7 7 7 7 7
2 4 6 9 . 0 0 21 . 0 0 0 0 0 0 0 3 3 3 3 3 3 3 3 6 6 6 6 6 6 6 6 6 8 8 8 8 8 8 8  88
3 2 7 6 . 0 0 22 . 1 1 1 1 1 1 1 1 1 1 3 3 3 3 3 3 3 3 3 3 3 6 6 6 6 6 6 6 6 6 6 6 9 9 9 9 9 9 9 9 9 9 9 9
2 9 1 6 . 0 0 23 . 2 2 2 2 2 2 2 2 2 2 2 2 2 5 5 5 5 5 5 5 5 5 5 5 5 5 5 9 9 9 9 9 9 9 9 9 9 9 9 9
2 0 6 3 . 0 0 24 . 3 3 3 3 3 3 3 3 3 3 3 3 3 3 8 8 8 8 8 8 8 8 8 8 8 8 8  88
1 0 8 1 . 0 0 25 . 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
3 2 3 9 . 0 0 26  . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 5 5 5 5 5 5 5 5 5 5 5 5  55 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9
1 9 8 6 . 0 0 27 . 3 3 3 3 3 3 3 3 3 3 3 3 3 3 8 8 8 8 8 8 8 8 8 8 8 8 8
1 6 0 8 . 0 0 28 . 3 3 3 3 3 3 3 3 3 3 3 8 8 8 8 8 8 8 8 8 8 8
1 2 6 4 . 0 0 29 . 3 3 3 3 3 3 3 3 3 8 8 8 8 8 8 8 8
4 0 2 . 0 0 30 . 4 4 4 4 4 4
3 0 7 . 0 0 31 . 2 222
3 7 6 . 0 0 32 . 11188
5 8 . 0 0 33 . 5
1 6 . 0 0 34 . &
S t e m w i d t h : 10
Each l e a f : 73 c a s e ( s )
& d e n o t e s  f r a c t i o n a l l e a v e s .
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APPENDIX E
PERMISSION TO ACCESS TO INFORMATION IN THE LOUISIANA 
DEPARTMENT OF EDUCATION NORM-REFERENCED (NRT) STUDENT
TEST SCORES
John Kipngeno Rugutt 
Louisiana State University 
College o f Education 
111 Peabody Building 
Baton Rouge, LA 70803 
July 23"1, 1999
Dr. Fen C. Chou, Psychometrician
Division of Student Standards and Assessment
Louisiana Department of Education
P. O. Box 94064
Baton Rouge, LA 70804-9064
RE: REQUEST FOR NORM-REFERENCED DATA ACCESS FOR GRADES 
4,6 AND 7
Dear Dr. Chou:;
1 am a graduate student pursuing a doctoral degree in the College o f Education. 
I am interested in carrying out a study for my dissertation entitled: A study of Student 
Academic Change in Louisiana Public Schools: A Multilevel Structural Equation Model 
from a Multiple Group Perspective.” The primary purpose of my study is to investigate 
whether individual change over time in mathematics and language differ from student to 
student and if individual growth parameters of the two domains are related to each other. 
The College of Education (Educational Leadership, Research and Counseling) has 
sanctioned this study since it will have potential implications both on methodological and 
substantive perspectives. In addition, this study will provide research findings that could 
be useful to Louisiana State Department of Education in its educational programs.
The study of individual academic change has relatively a long history. The growth 
in measurement of change has been gradual and earlier problems that faced the adequate 
measurement of change continue to be addressed. In the recent research of individual 
change, investigators have used individual growth modeling in order to make use of 
humongous amount o f multiwave data available in academic and related institutions, 
while providing better methods for investigating interindividual differences in change 
(Bryk, 1977; Bryk & Raudenbush, 1987; Rogosa et al., 1982; Rogosa & Willett, 1985; 
Willett, 1988; Willett & Sayer, 1994, 1996).
To accomplish my study objectives, I need student achievement data (NRT) grades 
4, 6 and 7 for all African American and White students who attended/attending public 
schools. I specifically need information on the 1995-1996 (grade 4), 1997-1998 (grade 
6) and 1998-1999 (grade 7) Math and Language NRT data for each student. Variable of 
interest are: Student Identification number, School Identification, District Identification,
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Math score and Language scores (including the sub-parts/section scores), Age (YoB, 
including months), Gender, Ethnicity (Race) and Lunch.
The anonymity o f these students will be carefully protected, and that at no time 
will specific information regarding any student be accessible by anyone other than my 
major professor (Dr. Eugene Kennedy) and myself. Individual identifying information 
will be used only to match the data o f  individual students across the study years. 
Information on equating (vertically equating CAT/5 & ITBS-grade 4), if available, will 
highly be appreciated.
If any additional information is needed, please contact me at 383-3274 or Dr. 
Kennedy at 388-2193. Thank you for your interest and support o f this project. I look 
forward to hearing from you .
Sincerely
John Kipngeno Rugutt.
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APPENDIX F
A SAMPLE LISREL SYNTAX FOR INDIVIDUAL GROWTH IN A SINGLE
DOMAIN
[Single domain analysis o f change [Title o f the program-optional
! Black Sample ! Subtitle- Indicates the sample-optional
DA NG=l NI=3 NO= 10724 !DA-DAta, No. o f Groups, Input Var. & Obs.
CM FI=C:\RUGUTT\LisrelVwmacov.dat [Location o f Covariance Matrix (CM),Fi-File 
ME FI=C:\RUGUTT\LisrelYwmamean.dat [Location o f Mean Matrix 
LA !LAbels—Labeling o f the Y- Variables (Var.)
'Math_4' 'Math_6' 'Math_7' [The Y-Variables (NY=3)
MO NY=3 TY=ZE NE=2 TE=S Y,FI AL=FR BE=ZE PS=SY,FR [Model- NY,NE)
LE [Labels-Labeling o f Endogeneous Var.-NE
'PiO M' 'Pil M* [The Endogeneous Variables (NE=2)
MA LY [Matrix for Measurement Model-the Intercept
1 0.0000 [and time variable. Contents o f these matrices
1 2.0000 [are completely fixed. Time variable was
1 3.0000 [centered at grade 4 [0,2,3 ->4.6,7]
FR TE( 1,1) TE(2,2) TE(3,3) [Freeing appropriate elements o f error matrix
EQ TE( 1,1) TE(2,2) TE(3,3) [Equating appropriate elements of error matrix
MA TE [Matrix for Structural Model-endogenous-NE
1 [This is done according to the hypothesized
0 1 [error covariance structure. When EQ is used
0 0 1/ [errors o f measurement are assumed equal
MA PS [Error Matrix associated with endogeneous
1 [variables
0 1/ [The next is the Output line NS-No Starting values
OU NS SE TV PC ND=4 IT=10000 [What should be included in the output and how
Note: Statements after “!" are comments and are not executed by the program
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APPENDIX G
A SAMPLE SAS SYNTAX FOR PROC MIXED PROCEDURE FOR 
INDIVIDUAL GROWTH IN A SINGLE DOMAIN
Data One;infile "C:\Rugutt\Lisrel\Fwdata.dat";
Input ssn$ 10-18 RaceS 19 Grade 1 22-23 Spelssl 29-31 Capissl 32-34
Puncssl 35-37 Lusessl 38-40 Mconssl 41-43 Mprossl 44-46 Mtotssl 47-49 
Ltotssl 50-52
@53 (Ltots 1X8.2) @61 (Mtots 1 )(6.1) Mcomssl 67-69 Spelss2 70-72 
Capiss2 73-75 Puncss2 76-78 Lusess2 79-81 Mconss2 82-84 Mpross2 85-87 
Mtotss2 88-90 Ltotss2 91-93 @94 (Ltots2)(7.2) @101 (Mtots2)(6.1)
Lusess3 111-113 Mconss3 114-116 Mpross3 117-119 Mtotss3 120-122 
Ltotss3 123-125 @126 (Mtots3X5.1)
Data White; Set One;
Array X[26]
Spelssl Capissl Puncssl Lusessl Mconssl Mprossl Mcomssl Mtotssl Mtots 1 
Spelss2 Capiss2 Puncss2 Lusess2 Mconss2 Mpross2 Mtotss2 Mtots2 Ltots 1 
Ltots2 Ltotss2 Lusess3 Mconss3 Mpross3 Mtotss3 Ltotss3 Mtots3;
Do 1=1 to 26;
If X[I]=999 Then Delete;
End;
Drop I;
Proc Standard Data=White Replace Out=Fwhite; Var
Spelssl Capissl Puncssl Lusessl Mconssl Mprossl Mcomssl Mtotssl Mtots 1 
Spelss2 Capiss2 Puncss2 Lusess2 Mconss2 Mpross2 Mtotss2 Mtots2 Ltots 1 
Ltots2 Ltotss2 Lusess3 Mconss3 Mpross3 Mtotss3 
Ltotss3 Mtots3;
Data Nwhite; Set Fwhite;
Grade=.;
Group=.;
Nltots 1 =(Spelss 1 +capiss 1 +puncss 1 +lusess 1 )/4;
Nmtots 1 =(Mconss 1 +mpross 1 )/2;
Run;
Proc Corr Data=Nwhite Cov Nocorr; Var Nltots 1 Ltotss2 Ltotss3 Nmtots 1 Mtotss2 
Mtotss3;
Run;
Data A (Rename=(Nmtots 1 =math Nltotsl=lang));
Set Nwhite;
Grade=0;
Group=l;
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Data B (Rename=(Mtotss2=math Ltotss2=lang));
Set Nwhite;
Grade=2;
Group=2;
Data C (Rename=(Mtotss3=math Ltotss3=Iang));
Set Nwhite;
Grade=3;
Group=3;
Data Whitef; Set A B C ;
Proc Mixed Data=Whitef Noclprint Covtest Method=mI;
Class ssn;
Model Math=Grade /Solution Ddfm=bw Notest;
Random Intercept Time/subject=ssn Type=un;
Title "Random Coefficient Regression for White Students-math, Type=un"; 
Run;
Proc Mixed Data= Whitef Noclprint Covtest Method=mI;
Class ssn;
Model Lang=Grade /Solution Ddfm=bw Notest;
Random Intercept Time/subject=ssn Type=un;
Title "Random Coefficient Regression for White Students-language. Type=un" 
Run;
Quit;
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VITA
Rugutt, John Kipngeno obtained Bachelor o f Arts (Hons.) in economics and 
sociology with a minor in mathematics in 1992 from Egerton University, Kenya. He will 
receive the degrees o f Master o f Arts (Computer Technology in Education) and Doctor 
of Philosophy in Educational Research with a minor in applied statistics in May, 2000 
with special emphasis in the field of applied statistics, educational measurement, research 
methodology and evaluation.
Kipngeno has taught a number of high schools in Kenya-Tambach High, Sing'ore 
Girls and Poiywek High school for over 5 years. His work as a teacher involved teaching 
mathematics, geography, agriculture, economics, statistics, business education and 
commerce. While at Louisiana State University, he was appointed as a graduate 
teaching/research assistant. He worked with the graduate faculty on a variety o f research 
and development projects that included data entry, statistical computer programming, and 
teaching S AS and SPSS graduate level statistics lab classes in both the mainframe and the 
PCs computing environments. His experiences in applied research contexts are extensive 
and have included quantitative analyses of very large data sets using a variety of 
conceptually grounded measures and sophisticated data analysis procedures.
Kipngeno Rugutt has published and co-authored over 25 articles both in refereed 
journals such as the Journal o f  Personnel Evaluation in Education, Journal o f  Agriculture 
and Food Chemistry, and in other professional sources. He has presented papers at 
various annual meetings o f regional and national professional organizations and has also 
written project reports pertaining to student dropout and youth risk behavior in Louisiana 
state public schools. He hopes to remain active in teaching, computer statistical 
programming, educational technology, measurement and evaluation and in research and 
consultancy.
165
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
DOCTORAL EXAMINATION AND DISSERTATION REPORT
C a n d i d a t e : J o h n  K ip n g en o  R u g u t t  
M a j o r  F i e l d :  E d u c a t io n a l  R e s e a r c h
T i t l e  o f  D i s s e r t a t i o n :  A L o n g i t u d i n a l  S tu d y  o f  S t u d e n t s  A ca d em ic  A c h ie v e m e n t
C h a n g e: A M u l t i l e v e l  S t r u c t u r a l  E q u a t io n  M o d el From a
M u l t i p l e  Group P r e s p e c t l v e
j o r  P r o f ^ s # r t 5 r  a n d
’a c t u a t e  S c h o o lD e a n
EXAMINING COMMITTEE:
P a t e  o f  B x a a i n a t i o n :
M arch 2 2 .  2 0 0 0
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
