Abstract: In multiple robotic system, the deployment problem consists in the optimal placement of the robots within a given environment. In this paper, a fully decentralized strategy, based on the so called Null-Space-based Behavioral control is proposed. The chosen behavioral approach allows to handle the eventual presence of obstacles in the environment in a task-priority fashion thus surmounting mono-task classical approaches. Numerical simulations confirm the validity of the proposed deployment strategy.
INTRODUCTION
The topic of multiple robot control is gaining increasing interest in the scientific community; introductory readings and possible taxonomies may be represented by Cao et al. [1997] , Parker [2008] . With the term multi-robot systems a wide area of research is concerned, that includes the communities of roboticists (from dynamic systems theory), computer scientists, signal theory researchers, biologists, mathematicians, etc.
There are several reasons why it might be appropriate to resort to multiple robots instead of a single one to accomplish a generic autonomous mission, for example the mission could be physically impossible for one single robot, the performance/flexibility are improved, the mission's cost is reduced and the system might be made tolerant to the failure of one or more robots.
Among the various control problems involving multiple robots, the deployment is one of the most important. The deployment problem consists in the optimal placement of the robots within a given environment. The cooperative deployment can be seen as a sampling problem and it is a topic gaining interest from the community, see, e.g., Smith et al. [2010] . One significant contribution is given by Bullo et al. [2008] and Martinez et al. [2007] where a proper scalar index function is proposed and optimized by a gradient-based, distributed, discrete-time approach. The above cited papers exploit the mathematical properties of the Voronoi partitions, deeply discussed by Okabe et al. [1992] with several interesting applications in mathematics and engineering as developed by Du et al. [1999] . Voronoi partition of a set is characterized by an appealing list of ⋆ The research leading to these results has received funding from the European Community's Seventh Framework Programme under grant agreement n. 231378 (STREP project Co 3 AUVs -Cognitive Cooperative Control for Autonomous Underwater Vehicles).
properties: the partitions are not overlapping, their union gives back the original set and, most important, their computation is distributed; it is, thus, clear that this is the key to distribute among robots a global index. This paper makes use of the behavioral control for autonomous systems. This control strategy is used since years, see for example the work of Brooks [1986] and Arkin [1998] . In particular, the so called called Null-Space-based Behavioral approach (NSB) described by Antonelli et al. [2008a] and Antonelli et al. [2008b] will be used in order to exploit its advantage when dealing with multiple tasks. In addition to the optimization of the deployment function, in fact, the obstacle avoidance will be also handled. The task priority strategy used allows to guarantee that the higher-priority task, here the obstacle avoidance, is always preserved, thus giving robustness to the overall mission.
The paper is organized as follows. In Section 2, a review of the Voronoi tassellation and of the deployment problem has been carried out. In Section 3, the mathematical details of the NSB approach are reported. In Section 5, some numerical case studies are developed and concern surface marine vehicles as part of the European project Co 3 AUVs described in Birk et al. [2009] . Finally, in Section 6 some final considerations are reported.
BACKGROUND
The i -th robot position is denoted as x i ∈ IR l , l = 2, 3. The vector x ∈ IR ln collects the positions of all the n robots.
In this paper, the dynamics of the robots will be considered as a single integrator, i.e.,ẋ i = u i with u i ∈ IR l with a corresponding collective dynamics:
with u ∈ IR ln .
Voronoi
The Voronoi partitions (or diagrams) are a subdivisions of a set S characterized by a metric with respect to a finite number of points belonging to the set. Given a set {x 1 , x 2 , . . . , x n } with x i ∈ IR l , the corresponding n Voronoi cells, V or(x i ), are given by: Figure 1 reports the Voronoi decomposition of a bidimensional set with respect to randomly generated points. Fig. 1 . Voronoi partitions of a bi-dimensional (l = 2) set.
As stated into the Introduction, the computation of the Voronoi cells is structurally decentralized: each point x i can compute the corresponding cell V or(x i ) by simply knowing its position and the neighbors' positions. The term neighbor indicates a point x j that is close to x i given a certain metric (for example the euclidean distance). Details on the Voronoi-based theory can be found in Okabe et al. [1992] or Du et al. [1999] .
The deployment problem
The deployment problem consists in the optimal placement of the robots within a given environment according to some criteria. Given a convex set S, the basic idea is to build a proper function to be minimized (maximized) that properly takes into account two different requirements. An example of criterion can be the necessity to deploy the robots in some places according to a scalar density function Φ ∈ IR that may represent, for example, the probability that some interesting events take place in a certain point. For example, in the case of a marine scenario, the function Φ may represent some disaster place, oil spill or important facilities' locations. However, it is necessary to distribute the robots over the region, avoiding that they all locate in the most interesting point. This can be obtained by using a positive non-decreasing scalar performance function f ∈ IR and a proper function σ(x) ∈ IR to be minimized:
It is known from Du et al. [1999] that this integral index may be rewritten according to local contributions by resorting to the Voronoi partitions. This idea has been later considered also by Bullo et al. [2008] :
where s ∈ IR l is the generic point of the set S, the set V or(x i ) is the Voronoi partition corresponding to the i -th robot and Φ(s) ∈ IR is a proper density function. One possible choice is f = s − x i 2 = (s − x i ) T (s − x i ) leading to the problem defined as distortion problem by Bullo et al. [2008] .
The associated Jacobian J (x) = ∂σ ∂x ∈ IR 1×ln is structurally decoupled and exhibits the structure:
where the generic term reported is an (1×l) matrix. Notice that the partial derivative of eq. (2) is not trivial, details can be found in Bullo et al. [2008] .
It is worth noticing that, in order to compute the Jacobian it is necessary to know the absolute robot position, the density function and the neighbors positions. It is also interesting to observe that the Jacobian can be rewritten as
sΦ(s)ds V or(xi) Φ(s)ds are the scalar mass and the l-dimensional centroid of Voronoi partition associated to x i , respectively. A straightforward interpretation is that the stationary points of this function are the centroids of the Voronoi partitions. Then, the problem becomes to find the Voronoi partitions such that the positions of the vehicles coincides with the respective partitions' centroids. Such a configuration is called centroidal Voronoi configuration and is, in general, not unique. A general way to reach such a configuration is the Lloyd's method well described in Du et al. [1999] , where, in a few words, the robots move towards the centroids of their partition while updating the overall Voronoi tessellation.
A central aspect in this approach is that the function Φ(s) is required to be fully known over the integration domain. This can seem an unrealistic hypothesis in many applications, but this aspect will not been taken into account in this paper. However it is worth saying that it is a topic of ongoing research and, for example, in Schwager et al. [2010] a way to iteratively estimate the function Φ(s) is adopted. In the case of surface vehicles that is the case addressed in this paper, it might be supposed that there is a main vessel able to communicate to the other vehicles the estimation of the density function.
THE NSB CONTROL
Let us suppose that the variable to be controlled is a function σ ∈ IR m of the swarm position:
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for which it is desired to design a regulation problem for a given desired value σ d with null time derivativeσ d = 0 m . The corresponding first order differential relationship iṡ
where J ∈ IR m×ln is the function Jacobian, in general configuration dependent. In the following m ≤ ln will be assumed.
Inversion of eq. (5) is required in order to linearize the input-output relationship. A typical requirement is to achieve minimum-norm robot velocity, leading to the well known least-squares solution:
Λσ.
whereσ = σ d − σ, is a feedback term. It is worth noticing that:
• the mapping from the velocity space to the task-space is generally redundant, i.e., more degrees-of-freedom than task dimensions are available or, in a formula, m < ln; • each term of the Jacobian may be dependent on the whole robots' configuration, in such a case the implementation of this solution is centralized, i.e., it is required that there is a central unit in charge of measuring the task variable and the system state, of computing the inversion and then sending the desired velocities to the robots; • this solution is basically gradient-based, most of the algorithms that require the robots to move along the gradient direction can be reformulated according to this solution.
For redundant systems multiple tasks can be arranged in priority in order to try to fulfill most of them, hopefully all of them, simultaneously. Let us consider, for sake of simplicity, three tasks, that will be denoted with the subscript a, b and c, respectively:
For each of the tasks, a corresponding Jacobian matrix can be defined, in detail J a ∈ IR ma×ln , J b ∈ IR m b ×ln and J c ∈ IR mc×ln . Let us further define the corresponding null space projector for the first task as
For the three tasks example, thus, by defining J ab ∈ IR (ma+m b )×n , it is:
and the desired system velocities arė
where a regulation problem has been considered, the ma-
are positive definite and the priority of the tasks follows the increasing alphabetical order, being the highest-priority task. A complete discussion and the stability analysis can be found in Antonelli et al. [2008a] and Antonelli [2009] , respectively.
The Reach centroid task
According to the Section 2.2, the deployment task consists in finding the centroidal Voronoi configurations. Being the task completely decoupled, based on the method described in Du et al. [1999] , each robot has to reach the centroid of its Voronoi partition; this means that from eqs. (4) and (6) the velocity of the i-th vehicle can be calculated as:
with r rc,i = (x i − c(x i )) / x i − c(x i ) , λ rc positive scalar gain, and u rc,i is the corresponding velocity of i-th robot.
Obstacle avoidance
An important task when dealing with AUV vehicles in unknown environments is the obstacle avoidance task. Herein, obstacles are represented by other vehicles or other static objects in the environment. The distance of the single robot from the obstacle can be controlled by the function σ(
where c ∈ IR l represents the obstacle's coordinates. In this case the sole i -th robot is concerned by this function and the corresponding Jacobian J ∈ IR 1×ln is reflecting this property
Also in this case the task is completely decoupled, then
where λ oa is positive scalar gain, d s is the safety distance taking into account the dimension of the obstacle and u oa,i is the corresponding velocity of i -th robot. This task avoids the i -th vehicle to enter the circle centered in c and radius d s .
PROPOSED SOLUTION
As stated in Section 2.2, the calculation of the Voronoi tessellation is completely distributed, this means that the calculation of eq. (2) only requires each robot takes into account the other robots that are in neighborhood. In addition, the obstacle avoidance is a local objective function, too.
The robots are thus commanded under eq. (13) when no obstacles lies within its field of view, thus minimizing also the velocity norm. When an obstacle is in front of the vehicles, the velocity is generated according to eq. (12) where the higher priority task is the obstacle avoidance, and the reach centroid velocity u rc,i is projected into the null space of the obstacle avoidance task by means of the null projector matrix N oa,i . The switch between the two states, one with a single task function (reach centroid) and the other with two tasks (obstacle avoidance and reach centroid), is achieved by a simple supervisor with inputs the exteroceptive sensors. Notice that, as evidenced by Antonelli et al. [2008a] , it is useless to add additional tasks when the degrees of freedom are already saturated.
SIMULATIONS
Let us consider the bi-dimensional (l = 2) scenario in Figure 2 , representing a portion of a harbor situated in south coast of Italy. We suppose the robots are able to navigate at a maximum speed of 4 Km/h, in addition the following values for the control gains in eq. (13) and eq. (14) are considered:
The graphical animations of the following case studies can be found at the address: http://webuser.unicas.it/lai/robotica/video.html
First case study
As a demonstration, we consider the simple case of one vehicle moving in the environment shown in Figure 2 . In addition, we suppose that the function Φ is:
where
T Km is the center of a bell-like-shaped function.
In Figure 3 , the vehicle's path for the first case is shown. A contour plot of the function Φ is also depicted, with color from red to blue, corresponding to higher and lower value of the density function, respectively. As it can be seen, the vehicle reaches the center of the function (also the centroid of the area) while surrounding the obstacle #2. In fact, in Figure 4 (top) the time history of the normalized objective function in eq. (2) is represented: the objective function is decreasing along the vehicle trajectory with a change of slope during the obstacle avoidance phase (the primary task); while in the bottom the time history of the distance from the obstacle is shown. 
Second case study
As a further example, let us consider the case of four vehicles moving in the same environment. The density function Φ is defined as:
where k = 2.5 and each In Figure 6 , the time history of the objective function in eq. 2 and of the distance between the robot #1 and the obstacle are depicted on the top and in the bottom, respectively. In this case, because of the shape of the density function and the number of robots, the centroids' positions are also the centers of the density function but without any predefined assignment. However, in general this is not true. For example, in Figure 7 the robots' paths are shown in the case of the same shape of the Φ function but with five vehicles. The final configuration is a Voronoi centroidal configuration but it is not symmetric.
Third case study
Another interesting application of the approach described in Section 2.2 is the distributed formation control. The intuition in Cortés et al. [2004] is that the shape of the density function Φ can be used to keep the vehicles in the desired formation. Thus, by properly defining the density function Φ, it is possible to roughly assign the desired positions of the vehicles. Let us consider, for example, the following expression of Φ:
with dimension depending on the positive scalar gains k i and r. A further step can be to assign a time law to the center of the ellipse, i.e., b = b(t), in order to move the formation on the surface. Let us consider five vehicles and the following values of the gains for the density function: k 1 = 2, k 2 = 2, k 3 = 3 and r = 2; in addition, we suppose that the center b of the ellipse slowly moves in the environment in order to satisfy the principle of timescale separation (i.e., the function Φ varies slowly compared to the dynamics of the robots and the controller). Moreover, the path is chosen in order to cross the obstacle #1 in order to test the obstacle avoidance task also in this case.
In Figure 8 , the robots' paths are depicted (yellow) together with the path of the Φ function's center (red). The robots moves from their initial configuration to the desired formation and keep the formation while moving toward the goal. During the motion, the obstacle causes the robots to break the formation as the obstacle avoidance is always the highest priority task. Once the Φ function has completely crossed the obstacle, the robots are again able to assume the desired formation. The snapshots of these different phases are shown in Figure 9 . In Figure 10 , the time history of the distance between the robots and the obstacle are depicted. Also in this case the collisions are prevented thanks to the priority strategy. Distances from the obstacle #1 Fig. 10 . Third case study. The time history of the distance of the robots from the obstacle #1 (the dashed line is the safety distance).
CONCLUSIONS
A decentralized strategy to achieve optimal deployment with obstacle avoidance has been presented. Both the deployment and the obstacle avoidance problems have been rewritten as proper distributed objective functions and arranged in a priority scheme according to a behavioral control scheme, the Null-Space-based Behavioral control. Numerical simulations confirm the validity of the proposed strategy. Extension to the 3-dimensional case is on its way and the experimental validation scheduled. In addition, as part of the European project Co 3 AUVs, it is of interest to put the developed strategy in a higher framework of patrolling.
