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1 INTRODUCTION
Fault detection methods can be broadly categorized [11, 33, 34] into i) model-based, ii) signal-based,
and iii) data-driven approaches. Model-based methods [9] rely on building explicit physical models
at the device levels and use correlation tests on the input-output data to detect faults [10, 12, 13],
which can be effective if high-fidelity physical models are available; however, developing detailed
models is a time-consuming and daunting process, especially for complex and highly diversified
Cyber-Physical Systems (CPSs) such as buildings. Authors of [32] point out that model-based
methods are not as practical as data-driven methods in terms of applying the fault detection
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techniques to real buildings. A recent study by Hu et al. [35] shows that a data-driven method
outperforms a physical-based method in identifying the thermal dynamics of an office environment.
Signal-based fault detection methods [3, 7, 22] aim to find indicative sensor measurement sig-
natures to detect faults. Again, finding well-performing signatures oftentimes requires not only
advanced signal processing and transformation techniques but also deep insights into the systems
under study, which can be a daunting task especially for complex CPSs. For model developers, it is
highly appealing to have an end-to-end approach that can directly learn from data and produce
well-performing Machine Learning (ML) models. However, the domain shift [23] (a.k.a. distribution
shift [27], concept drift [30]) problem presents a major challenge for the adoption of data-driven
methods in practice. Although models trained with supervised learning tend to perform well on
known (in-distribution) data patterns, the unseen, out-of-distribution (o.o.d.) data may lead to
unexpected prediction behaviors. In order to train a well-performing model, large amount of labeled,
diversified data is typically needed, which is not always easy to obtain, especially for fault detection
tasks where the fault data usually constitute only a small fraction of the collected data.
In fault detection applications, the prediction task is usually to differentiate a “normal” or fault-
free class (hereinafter referred to as the negative class) from a set of fault classes (hereinafter referred
to as the the positive class), which is often cast as a binary classification problem. In other words, the
positive class is often stratified, which may cause severe consequences especially for safety critical
applications such as fault detection and medical diagnosis. Worse still, if some strata are missing
from the training distribution but appear in the test distribution (a.k.a. o.o.d.), regular ML training
pipelines offer no guarantee on such o.o.d. data. In other words, many false negative decisions may
occur. For example, if an unseen fault type occurs or if an industrial machine is operating under a
different environment, a fault detection model may fail to identify faulty conditions.
The unseen nature of domain shifts presents a major challenge to training generalizable ML
models, especially in the lack of domain knowledge. On the other hand, we wish to make best use
of available data (although not comprehensive enough to capture all possible variations) to obtain
ML models as robust as possible against domain shifts. Our solution is to use a stratification-aware
cross-validation strategy during model selection, which helps reject models that are not robust
even on in-distribution (i.d.) data. We believe this strategy is an easy-to-use recipe for developing
supervised ensemble fault detection models that are more immune to the above-mentioned domain
shift phenomena. We summarize our contributions in this paper as follows:
• We propose a stratification-aware cross-validation strategy for training ML models on strati-
fied data to encourage improved robustness against unknown domain shift in test sets.
• The efficacy of the proposedmethod is demonstrated in three case studies: a power distribution
system, a commercial building chiller system, and a commercial building Air Handling
Unit (AHU) system. The results showed that our stratification-aware cross-validation strategy
leads to substantial improvement on detecting o.o.d. faults.
• On top of that, we applied ensemble learning in an uncertainty-informed fault detection frame-
work to identify false negatives which demonstrated significant performance boost when
domain experts can help correct the decisions on the high-uncertainty negative examples
identified by our algorithm.
The remainder of this paper is organized as follows. We formulate the fault detection and diagnosis
problems in Sec. 2. Next, in Sec. 3, we describe in details our methodology. The power network
dataset used in our empirical study are briefly described in Sec. 4, and in Sec. 5 experimental results
will be presented. In Sec. 6, we review related research topics found in the literature. We summarize
the findings in this paper and discuss future work in Sec. 7.
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2 BACKGROUND AND PROBLEM FORMULATION
2.1 Generalizable Fault Detection on Stratified Data
We formulate the fault detection problem under a binary classification setting. A fault detection
model aims at differentiating the fault conditions from the normal condition by monitoring the
system state. Let z ∈ {0, 1} represent the ground-truth label of system state x ∈ Rd , where z = 0
stands for the normal condition and z = 1 the fault condition. A fault detector is a rule or function
that predicts a label zˆ ∈ {0, 1} given input x . Let X be the set of data points, andM be a model
class of classification models. Suppose a classification model M ∈ M defines an anomaly score
function sM : X → R that characterizes how likely x corresponds to a fault state; a larger sM (x)
implies a higher chance of a data point x being a fault. The classifier’s decision on whether or not
x corresponds to a fault can be made by introducing a decision threshold τM to dichotomies the
anomaly score sM (x). We can define the classifier’s predicted label
zˆ = 1{sM (x) > τM }.
For evaluating the performance ofM , we can define the False Negative Rate (FNR) and False Positive
Rate (FPR) of the modelM on the test data distribution as follows:
FNR(sM ,τM ) = E[zˆ = 0 | z = 0] , (1)
FPR(sM ,τM ) = E[zˆ = 1 | z = 1] . (2)
LetXdev be the subset of labeled training data points that are available to us at training time. Ideally,
the goal is to learn an anomaly score function s∗ by minimizing the classification error on Xdev, and
then decide a corresponding threshold τ ∗, such that the resulting modelM  (s∗,τ ∗) can optimize
both the FNR and the FPR on the (unseen) test data distribution Dtest.
Different from the traditional assumption that the training set and the test set are sampled
from the same distribution, in this paper we assume that the test data distribution Dtest not only
comprises of the i.d. dataD i.d.test but also the o.o.d. dataDo.o.d.test with domain shift. Our goal is to train
a binary classification modelM using the development set data Ddev such thatM achieves the
best precision-recall trade-off on the test data Dtest, including both the i.d. and the o.o.d. portions.
In this study, we assume that the data distributions we will be dealing with follow a stratified
structure; in other words, the fault data are structured as a set of subgroups (strata). Suppose that
the development set data consists of K i.d. subgroups in total; the same data subgroups also make up
the i.d. test set D i.d.test. The o.o.d. test set Do.o.d.test contains Ko.o.d. subgroups that do not appear in the
development set.
Setting a proper detection threshold τ . In real practice, one always has to make a trade-off between
FNR and FPR when determining a proper value for the decision threshold τ (a.k.a. the operating
point). One approach for determining τ is to directly set it to a predefined value (e.g., 0.5, an often
used threshold value). This is usually not a bad approach, if most data points are well separated
by the classifier and receive anomaly scores s(x) that are close to either 0 or 1. In fact, under such
scenarios, it will not make a huge difference to pick a τ value other than 0.5 as long as similar FPR
and FNR can be achieved on the development set (i.d. data). Thanks to the flexibility, we can pick a
lower τ without affecting the classifier’s performance on the i.d. data, which will give us a classifier
with higher sensitivity that is better at telling unseen anomalies. In practice, we can select τ such
that the FPR on the development set is under a predefined level q. This approach is also known as
Constant False Alarm Rate (CFAR) detection scheme [26] in radar applications.
The above-mentioned decision scheme is illustrated in Fig. 1 as the baseline scheme. The
detection threshold τ identifies positive examples (shown as yellow in the diagram) that are likely
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Fig. 1. Illustration showing the concepts in an uncertainty-informed decision framework.
to be fault states. Although there will usually be false positives among these identified positive
examples, the false negative decisions can be however a more serious concern in anomaly detection
since they are anomalous instances mistaken as normal. Following the approaches proposed in
our previous works [15, 29], we will utilize the decision uncertainty information from ensemble
classifiers to identify potential false negatives in an uncertainty-informed decision scheme as to be
described below.
2.2 Uncertainty-Informed Fault Detection
To further improve the fault detection performance, we adopt an uncertainty-informed diagnostic
scheme [16, 29] that exploits prediction uncertainties in a human-AI collaborative setting. Under
this scheme, the trained modelM described in Sec. 2.1 is first used to screen the data, and detect
as positive the cases that are likely to be anomalous. These positive cases will then be referred to
human experts (e.g., technicians or maintenance specialists) for further inspection; human experts
then will confirm these cases as positive and take necessary maintenance or repair actions if they
agree with the ML model’s decisions.
To identify high-uncertainty examples that are likely to be false negative decisions, we use an
uncertainty metric U to rank the negative examples1. To ease later exposition, here we suppose that
an ensemble model of sizeT is used, and denote the predictions of individual ensemble members on
xi asy(1)i ,y
(2)
i , . . . ,y
(T )
i . The uncertainty metricU : RK → R takes as input the ensemble predictions
{yˆ(k )i } on xi , and outputs an real-valued uncertainty score u(xi )  U
(
y(1)i ,y
(2)
i , . . . ,y
(T )
i
)
. To resolve
a dichotomy between “uncertain” and “certain”, we introduce a threshold u˜ on u(x): if u(x) > u˜
then x is deemed an uncertain input example and otherwise a certain one. We then need external
resources such as human experts to inspect these uncertain negatives and determine their true
states; however, due to budget constraints such resources are often limited. Therefore, we need to
control the fraction of uncertain negatives. We define the uncertain negative ratio as the fraction of
uncertain examples among negative examples, and bound the ratio to be below a level of θ on the
development set. To evaluate how the identified uncertain negatives overlap with the actual false
negatives, we use the following performance measure. The
1Examples that are classified as negative by a classification model, i.e. {xi | zˆi = 0}.
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Definition 2.1 (False Negative Precision [16]). We define the false negative precision to be the
fraction of false negatives among identified uncertain negative inputs by a given uncertainty metric
U and uncertain negative ratio θ . Written in mathematical form,
FN-precision(U ,q) 
{xi | i ∈ I−q , zi = 1}I−q  ∈ [0, 1], (3)
where I−q is the index set of identified uncertain negative examples.
The FN-precision metric can be interpreted as the ratio of identified uncertain examples being
actual false negatives. The higher the FN-precision value, the fewer false alarms are raised by (U ,q).
We can similarly define a “false negative recall” metric that measures the fraction of false negatives
identified by the algorithm; however, in this study we choose to directly report the total number of
false negatives instead. In our empirical study to be described later, we will compare two commonly
used uncertainty metrics, mean and var, to see which one is more suitable for the fault detection
task under domain shift.
3 METHODOLOGY
Validation is a classic and almost a must-have procedure for model selection in a modern ML
pipeline. The goal of validation is to obtain an accurate estimate of a trained model’s prediction
performance on the test set, under the typical assumption that the training set and the test set are
sampled from the same data distribution. By using validation during a model selection procedure,
we can reject model instances that overfit to the training data or lead to unsatisfactory performance.
Holdout validation (hereinafter abbreviated as “holdout”) is one of the simplest validation
strategies in ML. Part of the development set data is held out as the validation set, and the rest is
used for training the models. The holdout validation involves only a single run, and hence part of
the data is never used for training and may cause misleading results. Cross-validation alleviates the
problem by involving multiple validation runs, and then combine the results of the runs together
(to be discussed in details in Sec. 3.1.1). The k-fold cross-validation method (hereinafter abbreviated
as “k-fold”) partitions the development set data into k equal-sized folds. In a rotated fashion, each
time a fold is held out as the validation set and the rest is used for training. Under both holdout
and k-fold strategies, the development set is split randomly into a training set and a validation
set. Since the split is random, we can expect that the K i.d. subgroups of the development set will
all be represented in both the training and the validation set. If the cross-validation procedure is
properly implemented, we can expect the resulting model will perform well on the i.d. data, i.e.
these K i.d. subgroups in the development set. However, such cross-validation strategy does not take
into account the resulting model’s generalization behavior on o.o.d. test data, and therefore the
resulting classifier may not perform well on Do.o.d.test .
3.1 Stratification-Aware Cross-Validation (SACV) Strategy for Model Selection
To address the issue mentioned above, we propose a Stratification-Aware Cross-Validation (SACV)
strategy that explicitly emphasizes and prioritizes the model’s generalization performance on test
data under domain shift. When an SACV strategy is employed, one by one, a subgroup (stratum)
of the development set data is selected as the o.o.d. validation set; then part of the rest K i.d. − 1
subgroups will be used as the training set, and the remaining portion will be used as the i.d.
validation set, as illustrated in Fig. 2.
A different technique with similar name is the stratified k-fold cross-validation, which also deals
with stratified data but should not be confused with our proposed SACV strategy. In stratified
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Fig. 2. An illustration showing how SACV partitions a dataset during cross-validation. In this example, the
dataset is made up of four fault types (subgroups), and three out of the four appear in the development set.
Our goal is to train a classifier using the development set data to achieve good detection performance on
both the unseen i.d. (dark red) and the o.o.d. (light red) test data.
k-fold cross-validation, the folds are made by preserving the portion of samples for each class (or
stratum). As a result, instead of returning randomly sampled folds, stratified k-fold cross-validation
returns stratified folds. Similar to stratified k-fold cross-validation, our proposed strategy also takes
data stratification into consideration; however, we deliberately exclude one or more stratum from
the training set and keep them solely in the validation set so that we can directly measure a trained
model’s generalization performance at training time.
The primary objectives of cross-validation are 1) assessing model validity and 2) hyperparameter
tuning. During cross-validation, we search through the hyperparameter space and evaluate the
performance of each configuration. Suppose a total ofR hyperparameter configurations, respectively
denoted by H1,H2, . . . ,HR , are evaluated and ranked during cross-validation. In our empirical
study, we will retain the top-r hyperparameter configurations, instead of the single best-performing
one, and report their performance indices.
3.1.1 Combining Results from Multiple Validation Runs. To finalize model selection, the conven-
tional method (hereinafter referred to as refit-all) is to refit themodel using the entire development
set data and the selected hyperparameter configuration H ∗. Another method is to combine the
K i.d. models, e.g., by using simple average, that are created during cross-validation in a ensemble.
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normal severe faultIncipient fault out-of-distribution
Decision boundary
Fig. 3. An illustration showing how ensemble classifiers help detect incipient fault data [16, 29] and o.o.d.
fault data.
The idea is similar to sample Bagging [1]; as a result, we will name this approach combine. Later,
we will compare refit-all and combine in our empirical study.
3.2 Ensemble Learning and Uncertainty Estimation
It has long been observed that ensemble learning, a meta-learning method that combines the
predictions of multiple diversified learners, can help boost the prediction performance of ML
models. In addition, recent literature shows that ensemble models can also be used for estimating
prediction uncertainties, which is crucial for us to decide whether or not to trust the decisions
made by ML models.
Diversity is recognized as one of the key factors that contribute to the success of ensemble
approaches [2]; the diversity allows individual classifiers to generate different decision boundaries.
As illustrated in Fig. 3, the diversity among ensemble members is crucial for improving the detection
performance on o.o.d. data instances. For the ensemble methods to work, the individual classifiers
must exhibit diversity among themselves, such that the resulting ensemble can hopefully give a
high prediction uncertainty on o.o.d. data points.
In our empirical study to be described later, we employed the bagging [1] (or bootstrap aggrega-
tion) approach for creating diversity among ensemble members. The core idea is to construct a
family of models by randomly subsetting the development set (a.k.a. sample bagging [1]). A later
variant called feature bagging [8] selects a random subset of the features for training each member
classifier in an ensemble. One famous application of Bagging in ML is the Random Forest (RF)
model. In our empirical study, we only used sample bagging for inducing diversity among ensemble
classifiers. In this study, only homogeneous base learners, i.e. models of the same type, are used to
construct ensembles. The case of heterogeneous ensembles is an interesting setting and we leave it
for future investigation.
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Next, we will briefly introduce ensemble mean (hereinafter referred to as mean) and ensemble
variance (hereinafter referred to as var), the two commonly used uncertaintymetrics to be compared
and evaluated in this paper.
Ensemble Mean (mean). An intuitive metric that measures the confidence of a classifier on input
x is to see how close the prediction yˆ is to the decision threshold τ ; same with an ensemble classifier
that outputs a prediction yˆe by combining the individual classifier’s predictions. Here we use the
superscripts in yˆe and τ e to signify values associated with an ensemble classifier; in the special case
where K = 1, the ensemble classifier degenerates to a single learner model. The smaller the gapyˆei − τ e  is, the higher the uncertainty with xi . Since we prefer the convention that larger function
values of umean(xi ) corresponds to larger uncertainties, we define the uncertainty score under the
margin metric can be formulated as
umean(xi )  1 −
yˆei − τ e  , (4)
where a constant 1 is added to the definition so that the uncertainty value umean(x) is always
positive. Since the ensemble prediction yˆei is obtained by taking the average of the individual
outputs of classifiers in the ensemble, we will hereinafter refer to this metric as mean.
Ensemble Variance (var). The variance (or standard deviation) metric [14, 18] measures how
spread out the individual learners’ predictions are from the ensemble prediction yˆei . The uncertainty
score of input xi based on sample variance can be written as
uvar(xi )  1
K − 1
K∑
k=1
[
yˆ(k )i − yˆei
]
(5)
A problem with var is that it focuses mainly on the disagreement among ensemble predictions
but do not take in consideration the magnitude of yˆei . Consider a scenario where the all ensemble
members predict a probability of 0.5. Both var and kl will produce an uncertainty score of 0 and
thus will not be able to capture any decision uncertainties; in fact, this case where all learners give
an output of 0.5 is highly uncertain.
A theoretical analysis for comparing between the two uncertainty metrics mean and var is
given in our previous works [16, 29], but on uncertain examples known as incipient anomalies
that exhibit mild symptoms of known anomaly (faults or diseases) types. The results showed that
mean is a more robust uncertainty metric than var in the sense that the performance lower bound
given by mean is higher than that of var. It is still unclear which uncertainty metric is likely to
perform better on o.o.d. strata; we plan to give an answer to this question in our empirical study to
be presented later.
We show in Fig. 4 the relationship among the various concepts introduced above. Note that
techniques on different axes are orthogonal, and thus can be applied together.
4 DATASETS
In this section, we give a brief overview of the three datasets to be used in our empirical study;
further details about the three datasets will be given in the appendix. We will also describe how we
partitioned the datasets in our experiments into development sets and test sets.
ASHRAE RP-1043 Chiller Faults Dataset (“chiller dataset”). Weused theASHRAERP-1043Dataset [4]
to examine the proposed approach. In the chiller dataset, sensor measurements of a 90-ton cen-
trifugal water-cooled chiller were recorded under both fault-free and various fault conditions. In
this study, we included the six faults (FT-FWE, FT-FWC, FT-RO, FT-RL, FT-CF, FT-NC) used in our
previous study [14] as the fault (positive) class.
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(Sec. 3.2)
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(e.g., 0.5)
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(constant false alarm rate)
REFIT-ALL
Fig. 4. An illustration showing the concepts and techniques compared in this study. Orthogonal concepts are
put onto different axes.
ASHRAE RP-1312 AHU Faults Dataset (“AHU dataset”). Another important component of a
building Heating, Ventilation and Air Conditioning (HVAC) system is the AHU whose functionality
is to regulate and circulate air to the indoor zones in a building. Our study included 25 commonly
encountered AHU faults (eleven in spring, eight occur in summer, and six in winter). By treating
data from each season as an independent dataset, we will then have three sub-datasets, namely
AHU-spring, AHU-summer and AHU-winter, for our experimental study. We adopted the features
selected by Li et al.’s previous work [21].
Power System Faults Dataset (“power dataset”). To further validate the proposed approach, we also
examined its performance on a fault dataset from another typical CPS—an electric power system.
This dataset contains rich dynamic characteristics and it models the high-order complexity of the
power system under High Impedance Faults (HIFs). The benchmark system that generates the HIFs
has a variety of system configurations under different distributed energy resource technologies such
as synchronous machines and inverter-interfaced renewable generators. Based on this benchmark
system, we have created three sub-datasets for 1) faults occurred in three locations 2) faults resulting
from six impedance values, and 3) faults of four different types (single-line-to-ground faults, line-to-
line faults, line-to-line-to-ground faults, and three-phase faults); details of the dataset can be found
in [5]. We will refer to the three sub-datasets respectively as power-loc, power-res, and power-ft.
4.1 Dataset Partitioning
To study the generalization performance of different cross-validation methods, we performed a
series of experiments on each dataset. For each dataset consisting of K subgroups, we repeated the
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experiment for K times, each time leaving out a different subgroup as the o.o.d. test set. The i.d.
test set is then partitioned out of the rest K i.d. = K − 1 subsets. The remaining data will constitute
the development set.
5 EXPERIMENTAL DETAILS
5.1 Experiment Setup
We conducted the experiments on all three datasets described above in Sec. 4. Decision Tree (DT)
and Neural Network (NN) models were used as base learners in our experimental study, and then
combined them together into Bagging ensembles [1]. We built Bagging ensembles of two different
sizes 5 and 10, and used the single learner case as the baseline. For each experiment, we excluded
one subgroup from the whole dataset and use it as the o.o.d. test data, as described earlier in Sec. 4.1.
To induce diversity, we swept a wide range of hyperparameters settings, and selected the top 5
best-performing sets of hyperparameters with which the models obtained the highest test scores.
More details of our experimental setup and implementation can be found in the released code.
5.2 Comparing Final Model Selection Methods: refit-all vs. combine
We first compare the two “final model selection” methods, refit-all and combine, described in
Sec. 3.1.1, by examining their performance differences on the three datasets (including all of their
sub-datasets). Both give similar performance on i.d. data, and we further assess their performance
in terms of the FNR on the o.o.d. data under 1) different configurations of q (i.e. the predefined
FPR level on the development set): 1%, 2%, 3%, 5%, 10% and also 2) under τ = 0.5. For the three
AHU sub-datasets, we only noticed significant performance differences when SP-FT-8, SU-FT-4,
WT-FT-4 were used as o.o.d. data, and combine performed much better than refit-all. When the
rest were used as the o.o.d. data, both refit-all and combine gave very low FNR. We observed
similar phenomena with the power dataset and the chiller dataset. For the power dataset, we also
achieved very low FNR under both refit-all and combine for every data subgroup was used
as o.o.d. data except for FT-4, LOC-2, RES-2. For the chiller dataset, performance difference was
only significant when RL and CF were held out as o.o.d. test set. Again, combine outperformed
refit-all. In Fig. 5, we only displayed results for the above-mentioned cases where there was
significant performance gap between refit-all and combine, and omitted the rest. The low FNR in
the omitted cases may be a result of the held-out subgroups not being enough “out-of-distribution”;
in other words, the held-out subgroup may resemble one or more of the i.d. subgroups which leads
to high detection performance. In our upcoming analysis, we will omit these cases as well, and
focus on the challenging cases where the held-out test set presents real o.o.d. challenges to fault
detection models.
To sum up, it is clear that the combine method has lower FNR compared with the refit-all,
indicating that the combine has a better performance in improving the models’ generalization
ability. Therefore, in our next experiments, we will only display results from combine.
5.3 Comparing Validation Strategies: SACV vs. k-fold vs. Holdout
Next, we evaluated the ensemble methods’ performance on the o.o.d. data when different valida-
tion strategies are used. As in the previous experiment, we examined the FNRs across different
configurations of τ (by directly setting τ = 0.5 or varying q). For comparison, we used the holdout
validation and the k-fold cross-validation as our baselines. The number of splits used in k-fold
cross-validation is set to be equal to the number of classes of the development set, i.e. k = K i.d.. We
visualized the results from same subgroups as introduced in the previous analysis. The results can
be found in Fig. 6.
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Comparing the three validation strategies, we can clearly see in Fig. 6 that SACV achieved
significant improvement in FNR over the other two validation strategies, indicating that SACV is
indeed effective in improving the models’ generalization performance. In Fig. 6, we only showed
the results for a selected number of cases where baseline methods performed poorly on the held out
o.o.d. data, and omitted the rest since the baseline FNRs for these omitted cases are already close to
zero. In addition, we can also see from the results that the FNRs decrease with the increment of
fixed q.
5.4 Comparing Uncertainty Metrics: mean vs. var
Finally, we compared the different metrics used for uncertainty estimating including: 1) mean, 2)
var, described in Sec. 3.2. We evaluated our models’ generalization performance by calculating the
number of remaining false negatives after applying uncertainty estimation, assuming all of the
identified false negatives can be corrected perfectly by human experts.
The results given by mean and by var, as well as the performance baseline where no uncertainty
estimation is applied (baseline), are displayed in Fig. 7. As illustrated in the plots, it is clear that
both mean and var metrics have decent improvement in identifying false negatives over baseline.
Specifically, comparing mean and var, we also found that var outperformed mean, indicating that
var excelled at estimating o.o.d. data.
Another finding is the RF has larger improvement as the ensemble size grows, compared to NN.
One possible reason for this is that single NN classifiers have stronger classification abilities over
single DTs classifiers.
The above results seem to contradict the conclusion from our previous work [16, 29], where we
showed that mean is more preferable to var for identifying incipient anomalies (faults or diseases).
It is worth mentioning that our focus in this paper is o.o.d. fault data that are not included in the
development set during training, rather than incipient faults. We illustrate the differences between
the two scenarios in Fig. 3, and how ensemble methods can help with fault detection in both
scenarios. It will be interesting future work to understand why var excels at identifying o.o.d. data.
6 RELATEDWORK
6.1 Adversarial Validation
A closely related technique that also deals with the domain shift phenomenon between training
and test distributions is the adversarial validation approach [25] whose goal is to detect and address
the difference between the training and test datasets. The idea of adversarial validation is to create
an adversarial validation set as an proxy of the test set for selecting robust models during training
such that the resulting model can achieve satisfactory performance on the adversarial validation
set (and hopefully on the test set as well).
The creation of effective adversarial validation sets, however, will usually require prior informa-
tion about the test data distribution. In some occasions, for example in Kaggle competitions, part
of the test set data is made public at training time while the rest is used as a “private test set”. In
adversarial validation approaches, a classifier is trained to distinguish the training and the (public)
test set data, and then part of the training data (e.g., the difficult-to-classify ones) that resembles
the test data can be held out as an adversarial validation set. Such approach is described as the
“validation data selection” method in Pan et al.’s recent work [25], which also describes other types
of adversarial validation methods; see details therein for further information.
In fact, the “public test set” data mentioned above can also be considered as part of the devel-
opment set (because the public test set data are available at training time), and thus not actually
a “real” test set. In situations where little information about the test data distribution is available,
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Fig. 5. Performance comparison between the refit-all and the combine methods in terms of their FNR on
different datasets are presented: 1) the chiller dataset, 2) the AHU dataset, and 3) the power dataset. The
excluded subgroup that is used as the o.o.d. test set and SACV is used as the cross-validation method.
adversarial validation will not be applicable. Our SACV approach does not require prior information
about the unseen test distribution. Instead, this approach rely only on the available development
set data. By holding out one fault subgroup (stratum) at a time, we seek to build a model that is
most robust against possible adversarial fault examples.
6.2 Out-of-Distribution Data Detection
In recent years, a number of research papers [6, 17] related to the detection of o.o.d. data are
seen in literature. Lakshminarayanan et al. [17] proposed using random initialization and random
shuffling of training examples to diversify base learners of the same network architecture. Gal and
Ghahramani proposed using MC-dropout [6] to estimate a network’s prediction uncertainty by
using dropout not only at training time but also at test time. By repeatedly sampling a dropout
modelM using the same input for T times, we can obtain an ensemble of prediction results with T
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Fig. 6. The FNR given by different (cross-)validation methods: 1) holdout, 2) k-fold, and 3) SACV. Results
from RF and NN on different datasets are presented: 1) the chiller dataset, 2) the AHU dataset and 3) the
power dataset.
individual probability vectors. The dropout technique provides an inexpensive approximation to
training and evaluating an ensemble of exponentially many similar yet different neural networks.
6.3 Incipient Anomaly Detection
Another application of decision uncertainty and ensemble methods is the detection of incipient
anomalies (e.g., industrial machine faults and human diseases). Incipient anomalies [14] present
milder symptoms compared to severe ones, and can be easily mistaken as the normal operating
conditions due to their close resemblance to normal operating conditions. The lack of incipient
anomaly examples in the training data can pose severe risks to anomaly detection methods that are
built upon ML techniques. To address this challenge, the authors of [14, 15, 29] propose to utilize
the uncertainty information from ensemble learners to identify potential misclassified incipient
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Fig. 7. The count of remaining false negatives under different uncertainty metrics: 1) baseline (θ = 0, i.e.
no uncertainty information is exploited), 2) mean and 3) var. The results from tree ensembles (RFs) and NN
ensembles on the three datasets are presented.
anomalies, and show that the uncertainty-informed detection scheme gives improved results on
incipient anomalies without sacrificing performance on non-incipient anomaly examples.
7 CONCLUSION
In this paper, we showed that domain shift in stratified data can undermine fault detection perfor-
mance, especially when some subgroups (strata) appear in the test data distribution but not in the
training distribution. We proposed an easy-to-use cross-validation method to mitigate the issue
and demonstrated its efficacy on three representative CPS datasets. Our proposed SACV approach
achieved significant performance improvement over traditional holdout and k-fold validation
methods on o.o.d. data, in the meantime without sacrificing its performance on i.d. data. For future
work, we plan to extend the proposed methodology to datasets of different modalities, such as
image data.
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A RP-1043 CHILLER DATASET
The RP-1043 chiller dataset [4] is not public but is available for purchase from ASHRAE. The 90-ton
chiller studied in the RP-1043 chiller dataset is representative of chillers used in larger installa-
tions [24], and consisted of the following parts: evaporator, compressor, condenser, economizer,
motor, pumps, fans, and distribution pipes etc. with multiple sensor mounted in the system. Fig. 8
depicts the cooling system with sensors mounted in both evaporation and condensing circuits.
The same sixteen features and six fault types as used in our previous work [28] were used to train
our models in our empirical study. We also attempted to use other sets of selected features than
the sixteen features in our case study, e.g., the features identified in Li et al.’s previous work [20],
and similar results were obtained. Table 1 and Table 2 give detailed descriptions of the sixteen
features and the six fault types used in this study, respectively. In the chiller dataset, each fault was
introduced at four Severity Levels (SLs), and we included fault data of all four SLs in the dataset
for our experiment. The condenser fouling (FT-CF) fault was emulated by plugging tubes into
condenser. The reduced condenser water flow rate (FT-FWC) fault and reduced evaporator water
flow rate (FT-FWE) fault were emulated directly by reducing water flow rate in the condenser and
evaporator. The refrigerant overcharge (FT-RO) fault and refrigerant leakage (FT-RL) fault were
emulated by reducing or increasing the refrigerant charge respectively. The excess oil (FT-EO) fault
was emulated by charging more oil than nominal. And the non-condensable in refrigerant (FT-NC)
fault was emulated by adding Nitrogen to the refrigerant.
B RP-1312 AHU DATASET
The AHU dataset included 16 fault types in total that are distributed across three seasons: spring,
summer and winter. A detailed list of the 16 fault types studied by the AHU dataset is given in
Table 3, where each fault is assigned a unique identifier. We can also see that the faults appearing in
different seasons do not fully overlap; there are faults that exist only in spring but not in summer or
winter (e.g., SP-FT-1) and also faults that appear in all three seasons such as the “exhaust air damper
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Fig. 8. A schematic of the cooling system test facility and sensors mounted in the related water circuits [19].
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Table 1. Descriptions of variables used as features in the chiller dataset
Sensor Description Unit
TEI Temperature of entering evaporator water °F
TEO Temperature of leaving evaporator water °F
TCI Temperature of entering condenser water °F
TCO Temperature of leaving condenser water °F
Cond Tons Calculated Condenser Heat Rejection Rate Tons
Cooling Tons Calculated City Water Cooling Rate Tons
kW Compressor motor power consumption kW
FWC Flow Rate of Condenser Water gpm
FWE Flow Rate of Evaporator Water gpm
PRE Pressure of refrigerant in evaporator psig
PRC Pressure of refrigerant in condenser psig
TRC Subcooling temperature °F
T_suc Refrigerant suction temperature °F
Tsh_suc Refrigerant suction superheat temperature °F
TR_dis Refrigerant discharge temperature °F
Tsh_dis Refrigerant discharge superheat temperature °F
Table 2. The six chiller faults in our study
Fault Types Identity Normal Operation
Reduced Condenser Water Flow FT-FWC 270 gpm
Reduced Evaporator Water Flow FT-FWE 216 gpm
Refrigerant Leak FT-RL 300 lb
Refrigerant Overchange FT-RO 300 lb
Condenser Fouling FT-CF 164 tubes
Non-condensables in System FT-NC No nitrogen
stuck” fault. When building Machine Learning (ML) models for each season, we only considered
faults that appear in that season. For example, the fault (positive) class for the AHU-spring dataset
encompasses 11 faults; these fault types constituted the 11 subgroups (strata) in the fault class.
The schematic of a typical Air Handling Unit (AHU) system is shown in Fig. 9a that is configured
for a Variable Air Volume (VAV) system. The VAV system maintains the supply air temperature to
the terminals for air-conditioning. The testing site for creating the RP-1312 AHU Dataset involved
two AHUs, i.e., AHU-A and AHU-B as shown in Fig. 9b that were operated under real weather
and building load conditions. Faults were manually introduced into the air-mixing box, the coils,
and the fan sections of AHU-A (treatment group), while AHU-B was operated at nominal states to
serve as the control group.
C POWER SYSTEM FAULTS DATASET
The benchmark system that generates this dataset can be found in Fig. 10. In this system, we
simulate three system configuration under different distributed energy resource (DER) technologies,
namely, synchronous-machine-based-system (synchronous machine at location A), inverter-based
system (the inverter-interfaced wind farm at location A), and the hybrid system (synchronous
machine at location A and the inverter-interfaced wind farm at location B). The wind farm is type
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Fig. 1. Typical single-duct VAV AHU system. The VAV system main-
tains the supply air temperature (Tsa ) to the terminals for air-conditioning.
Tsa is measured and compared with preset temperature of TC-1. The
control is linked to DC-1 in order to automatically operate outside air
damper and return air damper for appropriately mixing temperature
(Tma ) before entering the coil.
III. FDD AND FEATURE SELECTION
A. AHU and Faults
Modern building HVAC systems are equipped with main-
tenance routine and are capable of identifying some obvious
faulty situations. To further improve the maintenance and re-
duce the cost, specialized FDD strategy with the delicate design
and high sensitivity is still of great importance. AHU is one
of the most extensively operated equipment in large commer-
cial buildings. Typically, AHU is exceedingly customized and
is usually composed of subsystems [28], [29]. There is a high
chance for AHU to encounter hardware failures and controller
errors due to improper system design, configuration, and oper-
ation. Thus, compared with regular system FDD, AHU FDD is
relatively more complicated.
A common AHU is configured with a constant air volume
(CAV) system or a variable air volume (VAV) system. In a VAV
system, the supply fan is equipped with a variable frequency
drive, which modulates the air flow according to different build-
ing load conditions, whereas a CAV system supplies air flow to a
zone constantly despite of building load variations. Fig. 1 depicts
a typical single-duct VAV system, which includes four subsys-
tem controllers: the supply air temperature controller (TC-1),
the damper controller (DC-1), the supply air static pressure
controller (PC-1), and the return air flow rate controller (FC-1).
AHU operating modes change in agreement with the seasonal
outdoor air temperature and humidity. There are four different
modes, as shown in Fig. 2. In the mechanical heating mode
(Mode 1), the outdoor air damper is maintained at its minimum
position. The heating coil valve is controlled to keep the supply
air temperature at the heating set point, while the cooling coil
valve is closed. In the free cooling mode (Mode 2), both heating
and cooling coil valves are closed. The outdoor air dampers are
Fig. 2. Operating modes of AHU. An economizer set point can be an
outdoor temperature set point, a combination of outdoor temperature and
humidity set points, or an outdoor enthalpy set point. When the outdoor
temperature (and humidity) are above the economizer set point, the
outdoor air intake will be a minimum quantity just to satisfy the ventilation
requirement.
modulated to maintain the supply air temperature at its set point
with the outdoor air only. In the mechanical and economizer
cooling mode (Mode 3), the outdoor air damper is fully open.
The cooling coil valve is modulated to maintain the supply air
temperature at the cooling set point. In the mechanical cooling
mode (Mode 4), the outdoor air damper is fixed at the mini-
mum position, since the outdoor air temperature cannot meet
the economizer set point. The cooling coil valve is modulated
to maintain the supply air temperature at the cooling set point.
Depending on their causes and locations, there are four cat-
egories of faults, i.e., faults in AHU equipment, actuators,
sensors, and feedback controllers [4]. Faults of sensors and
controllers can be considered as one type, since feedback
controllers are typically operated in accordance with sensor
measurements. Twenty-five AHU faults that are commonly en-
countered in three seasons (eleven typical faults occur in Spring,
eight typical faults occur in Summer, and six typical faults oc-
cur in Winter) are studied in this paper. More information about
AHU faults can be found in Section V-A.
B. Sensor Configuration and Feature Selection
The data-driven FDD that formulates the AHU FDD as a
multiclass classification problem is the focus of this work. The
IGFF is applied to select relevant variables regarding maximum
mutual information in the first step. Then, the selected optimal
subset of variables is fed to different classification algorithms
for FDD. More information about the experiment setup is in
Section V-B. In this subsection, the optimal sensor configuration
and feature selection problem for AHU is formulated as the
cardinality constrained mutual information maximization.
The goal is to select a subset of features, or variables measured
by the AHU sensor network, that has maximal dependence with
the target random variable, i.e., the fault label Y . With mutual
information used as the dependence metric, the problem can be
formulated as finding S ⊆ V , which has maximal I(S, Y ). To
leverage sparsity, the cardinality constraint |S| ≤ k is imposed
on the number of selected features. Hence, the subset selection
problem for feature selection reads
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Fig. 3. Layout of ERS. AHU-A and AHU-B are identical, and each AHU
serv s four zones. Three of the four zones have external exposures a d
one only gets internal conditions. The A and B zones are mirror images
with identical external thermal loads.
archived the experimental data under normal and typical faulty
status that could be used in future research. Interested readers
can refer to [37] for the details about the test facility provided
by Price and Smith.
As shown in Fig. 3, the experiment involved two AHUs, i.e.,
AHU-A and AHU-B, which served as treatment and control
groups, respectively. The testing space included Inner A & B,
West A & B, South A & B, and East A & B. Faults were man-
ually introduced into the air-mixing box, coils, and fan sections
of AHU-A, while AHU-B was operated at nominal states. Dur-
ing each experiment, the system operation was scheduled “ON”
during oc upied period from 6:00 to 18:00 and “OFF” during
unoccupied period from 18:00 to 6:00. All the experiments were
conducted under the real weather and building load conditions.
Tables I–III list all the typical faults considered in this paper,
which are emulated by RP-1312 during pri g, summer, and
winter, respectively. Details about how those faults are imple-
mented can be found in [6].
B. Experiment Setup
With the RP-1312 data, the IGFF is applied to select the
optimal subs t of variables for AHU FDD at the first stage.
The IGFF algorithm selects optimal variables by maximizing
mutual information between the feature vector xi ∈ <1×n , i =
1, . . . ,m, and the class label vector Y ∈ <1×n . In the case of
this paper, there are n = 720 samples a d m = 107 features for
each fault (control signals are beyond the scope of consideration,
hence are ignored). For comparison purposes, the IGFF chooses
a subset of k most related variables for each fault, where k =
1, . . . , 15.
Once top k features for each fault are selected, they are
then f sed together the input of some multiclass classifiers.
To achieve detection and diagnosis simultaneously, the fault
types as well as the nominal condition are encoded as the class
labels. The classification accuracy, which is defined as the ratio
of the correct prediction to the total number, as defined in (16)
and (17), is used to measure the FDD performance
Accu (f) =
1
n
n∑
i=1
sign [f (xi) , yi ] (16)
sign [f (xi) , yi ] =
{
1, f (xi) = yi
0, f (xi) 6= yi.
(17)
During the FDD procedure, the experimental data of RP-1312
are randomly shuffled to two groups: one for training and the
other one for testing. The randomized training–testing round is
repeated 20 times to obtain confidence intervals.
Multiclass classification-based FDD techniques considered
in this work include quadratic discriminant analysis (QDA),
logistics regression (LR), NNs, and multiple support vector ma-
chine (MSVM). Interested readers are referred to [38] for details
about these methods. Since AHU operation modes are different
among s aso s, the FDD framework is formulated according to
the seasonal distinctions. To be specific, this work focuses on
eleven, eight, and six typical faults emulated in Spring, Sum-
mer, and Winter, respectively. Consequently, the FDD of AHU
is a 12-class classification problem in the Spring case, a nine-
class classification problem in the Summer case, and a seven-
class classification problem in the Winter case correspondingly.
In terms of the FDD performance (classification accuracy) of
the aforementioned methods, IGFF-selected features are com-
pared to four baselines, including all features, empirical features
[39], features selected by the maximum relevance minimum re-
dundancy (mRMR) method [21], and the sparse regularization
(SR)-based method [40].
C. Feature Selection Results
Tables I–III list the selected variables for each fault with
k = 1, 2, . . . , 15 under three seasonal cases. Each variable is
associated with a digit ID that represents its position in the
archived RP-1312 data file. Table IV lists names of correspond-
ing variables.
Results shown in Tables I–III review that the optimal sen-
sor variables chosen by the IGFF are not the same for different
faults in different seasonal cases. Interestingly, even under the
same seasonal condition, optimal variables chosen by the IGFF
are disparate for similar faults. As shown in Table I, the variable
“cooling coil valve position” is the most relevant feature for
detecting the cooling coil valve stuck fault, while for the out-
side air damper stuck (OADS) fault and the exhaust air damper
stuck fault, the most related features are not the damper posi-
tions, but the “room air flow rate” and the “return air flow rate,”
respectively. Furthermore, optimal variables vary from season
to season. Take the OADS fault as an example; the most rel-
evant feature is “room air flow rate” for Spring, “outside air
damper position” for Summer, and “inner room VAV heating
coil entering water temperature” for Winter.
Authorized licensed use limited to: Univ of Calif Berkeley. Downloaded on August 15,2020 at 01:21:26 UTC from IEEE Xplore.  Restrictions apply. 
(b) RP-1312 testing site l yout
Fig. 9. We show in (a) a typical single-duct VAV AHU system [19], and in (b) the schematic of the testing site
used for creating the RP-1312 AHU Dataset [31].
Table 3. Fault Types Studied in the RP-1312 AHU Dataset
Fault Types Spring Summer Winter
Outside air damper leak SU-FT-1 WT-FT-1
Outside air temperature sensor bias SP-FT-1
Outside air damper stuck SP-FT-2 WT-FT-2
Exhaust air damper stuck SP-FT-3 SU-FT-2 WT-FT-3
Cooling coil valve control unstable SP-FT-4 SU-FT-3
Cooling coil valve reverse action SU-FT-4
Cooling coil valve stuck SP-FT-5 SU-FT-5 WT-FT-4
Heating coil valve leaking SU-FT-6
Return fan at fixed speed SP-FT-6 SU-FT-7
Return fan omplete failure SP-FT-7 SU-FT-8
Air filter area block fault SP-FT-8
Mixed air damper unstable SP-FT-9
Sequence of heating and cooling unstable SP-FT-10
Supply fan control unstable SP-FT-11
Heating coil fouling WT-FT-5
Heating coil reduced capacity WT-FT-6
4 and rated at 575 V, 6.6 MVA. According to IEEE Standard 1547, he wind farm adopts constant
power control with LVRT capability. The maximum fault current i limited to 1.5 pu.
Table 4 list the event category and event typ under study. The event numbers are explained as
follows. First, 8 loading condit ons and 3 DER technologies are examined respectively on top of
the base case scenari . Furthermor , the 10 events from Type 1 is associated with the undowned
conductor, where 3 SLG (AG, BG, CG), 3 LLG (ABG, ACG, BCG), 3 LL (AB, BC, AC), and 1 LLLG
(ABCG) faults are included. The 3 events of Type 2 fault are the downed conductor for each
phase. The fault impedance values includes 50, 150, 250, 350, 450, and 550 Ω in this paper. In load
switching, the 6 types of non-fault events include 4 single load switching (L-4, L-9, L-19, L-23) and
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Fig. 10. A single line diagram of the distribution feeder under study [5].
2 combinational load switching ((L-2,L-4,L-5) and (L-9, L-10)) events. Additionally, the 2 capacitor
switching events have both the on and off status of the capacitor bank near bus B-15. A loading
condition ranging from 30% to 100%, in a step of 10%, is simulated.
Table 4. Event Category of the System Under Study [5].
Event Category Event Type Event Nunber
System Operating Condition Loading Condition (30%-100%) 8DER Tech. (SG, inverter, hybrid) 3
Fault Event
Type 1: SLG, LLG, LL, LLLG 10
Type 2: Downed conductor 3
Fault impedance 6
Inception Angle (0°, 30°, 60°, 90°) 4
Fault location 3
Non-fault Event
Normal State 1
Load Switching 6
Capacitor Switching 2
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