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CHAPTER 1. INTRODUCTION 
Unsteady leading-edge separation occurs in a number of important practical 
applications like helicopter rotors, highly maneuverable flight vehicles and turbo-
machines. In many instances, it is the primary limiting factor in the performance of 
these systems. The objective of this study is to get a better understanding of the fun­
damental mechanisms governing the unsteady, incompressible flow past stationary, 
pitching or oscillating airfoil leading-edges. 
Dynamic stall is the term loosely used to refer to the complex flow phenomena 
induced by the large-amplitude motion of aerodynamic bodies. In case of an airfoil 
that is pitching unsteadily, it is well-known that stall occurs at a significantly higher 
angle of attack than the corresponding static stall angle, with associated increases in 
the lift and pitching moment. This phenomenon has been the subject of a number of 
investigations in literature because of its application to enhancing the performance of 
helicopter rotors and highly maneuverable flight vehicles. Extensive reviews of exper­
imental, analytical and numerical studies of dynamic stall phenomena are provided 
by Carr [5] and Carr and McCroskey [6]. Although much progress has been made 
in the analysis and prediction of dynamic stall effects, the level of understanding 
required to make proper use of these effects is yet to be achieved due to the highly 
complex nature of the phenomena involved. 
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Although transition and turbulence are important factors in dynamic stall, only 
laminar flow is considered in this study since a reliable model for transition and 
turbulence in unsteady separated flows is currently not available. Laminar results are 
not without physical relevance though because even at relatively high chord Reynolds 
numbers, flow over part of the leading edge is laminar. To keep the level of complexity 
manageable, we consider only two-dimensional flow. Flow visualizations [19] for a 
straight wing in pitchup motion have shown the flow away from the wing-tip to be 
nearly two-dimensional. 
The leading edges of conventional airfoils like the NACA0012 are parabolic in 
shape (see Fig. 1.1) and for thin airfoils, we can consider the leading edge in isolation 
to a good degree of approximation. Hence we consider the flow past a semi-infinite 
parabola as a model of the local flow over the leading-edges of conventional airfoils. It 
will be shown that the results obtained by this approach compare well with full-airfoil 
simulations while being computationally less intensive. 
In this study, the frame of reference is attached to the parabola and hence is non-
inertial. However, we show that the extra terms in the Navier-Stokes equations due to 
the non-inertial nature of the reference frame can be neglected provided that the non-
dimensional parameter {alfVoo) is much smaller than one (see Appendix A) which 
is indeed the case in our simulations. The angle of attack is related to the stagnation 
point height. A', and by suitably specifying the temporal variation of this parameter, 
we can simulate any type of motion of the parabola with respect to the freestream. 
A closed-form, analytic solution exists for the corresponding inviscid problem, which 
is obtained using the conformal-mapping technique. The characteristic length-scale 
for the flow past the parabola is the leading-edge radius of curvature. The ratio of 
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Figure 1.1: Comparison of the leading-edge geometry of the NACA0012 airfoil with 
equivalent parabola. 
the leading-edge radius to chord for the NACA series airfoils is about 0.01. Thus, 
the leading-edge Reynolds number is about two orders of magnitude lower than the 
corresponding chord Reynolds number. This fact is taken advantage of in obtaining 
Navier-Stokes solutions for the leading-edge up to chord Reynolds numbers of about 
half-a-million. 
A numerical solution procedure was developed and implemented for the two-
dimensional, unsteady, incompressible Navier-Stokes equations in streamfunction-
vorticity variables for arbitrary motion of the parabola. A fully second-order accurate 
finite-difference method was used to discretize the Navier-Stokes equations. The 
finite-difference equations are solved using an ADI-type method with pseudo-time 
iteration at each time step to converge the Poisson equation for the streamfunction. 
NACA0012 airfoil 
Equivalent parabola 
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Patched grids are used to resolve local regions of high vorticity gradients. 
We present Navier-Stokes solutions for the flow past a parabola pitching at a 
constant rate and show that our results are in good qualitative agreement with the 
results of Choudhuri et al. [8] for the NACA0012 airfoil. An important feature of this 
flow is the appearance of secondary and tertiary separation regions within the primary 
recirculation bubble. Mutual interaction between the primary and secondary eddies 
leads to an eruption of vorticity away from the wall and the downstream convection 
of the primary vortex. Our results also compare well with the results of Reisenthal 
and Childs [18] for the impulsively-started flow past the NACA0012 airfoil at fixed 
angle of attack. This is a model problem of unsteady separation, considered in 
Ref. [18] to delineate the Reynolds number scalings of the secondary flow structures. 
We also present Navier-Stokes simulations of leading-edge flows which demon­
strate that small perturbations in the flow can lead to eddy creation in the boundary 
layer. The motivation for such a study is the fact that such eddy creation is predicted 
by the high-frequency Rayleigh instability theory for leading-edge flows developed in 
Ref. [21]. It was found that the disturbance fields created by impulsive starts, rapid 
but smooth variations in the angle of attack and by inviscid vortices in the freestream 
resulted in eddies being generated in the boundary layer. These instabilities occur 
prior to flow reversal and hence post-separation eddy-creation mechanisms can't ac­
count for them. A preliminary Reynolds-number-scaling study of these eddies is 
in reasonable agreement with the scale predicted by the asymptotic theory 
in Ref. [21] indicating that these eddies are possibly being created by the primary 
high-frequency Rayleigh instability. We carried out a linear stability analysis numer­
ically and calculated the growth rates of the Rayleigh instability in the limit as the 
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Reynolds number tends to infinity. The results from this linear stability analysis were 
used to map out the approximate linear neutral-curve location for the Rayleigh in­
stability for the steady and unsteady boundary layer over the parabola. Preliminary 
indications are that the disturbances that lead to the eddies in the Navier-Stokes 
simulations are being initiated within the linearly unstable region bounded by the 
neutral curve. It turns out that the boundary layer flow is unstable to the Rayleigh 
instability sometime after the individual velocity profiles become inflectional but well 
before flow reversal sets in. 
We also developed a numerical solution procedure for the classical unsteady 
boundary layer equations for arbitrary motion of the parabola. The boundary layer 
equations are discretized using second-order central differences in both spatial di­
rections and a second-order backward difference in time. Multiple sweeps in the 
streamwise direction are required to converge the solution at each time level. For 
the parabola pitching at a constant rate, the boundary-layer solution develops a sin­
gle recirculating region which terminates in the Van Dommelen & Shen finite-time 
singularity when a narrow spike appears in the displacement thickness [.35]. Unlike 
the corresponding Navier-Stokes solution, no secondary structure is observed. It has 
been suggested that the secondary structure in the Navier-Stokes solution is created 
by the Van Dommelen k Shen singularity, the post-singularity structure being de­
scribed by the asymptotic theory of Elliott et al [12]. If this hypothesis were valid, the 
first appearance of secondary separation should occur closer to the boundary-layer 
singularity time as the Reynolds number is increased. This is indeed the case with 
the difference between these two times scaling as 
In the Navier-Stokes solution for the pitching parabola, the appearance of sec­
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ondary separation regions is accompanied by the development of steep gradients in 
a very narrow region in the streamwise direction. In order to obtain grid-converged 
results, it was necessary to place a large number of points (typically about 400) in 
this critical region. A higher-order scheme should resolve this region adequately with 
fewer points since high-accuracy schemes resolve a greater percentage of spectral 
wave-number range. We developed a Navier-Stokes solver which uses the third-order 
accurate Compact Upwind Differencing (CUD) scheme for the convective terms. 
A particularly attractive feature of the CUD scheme is that it uses a three-point 
difference molecule so that the resulting difference equations still retain the block-
tridiagonal structure. For the pitching-parabola, the CUD scheme yielded nearly 
identical results with the central-difference scheme during the initial pitch-up phase. 
But the solution became unstable at the wall later on, terminating the computation. 
This type of an instabilitj' at the wall due to the no-slip condition often occurs in 
the streamfunction-vorticity formulation. Unfortunately, the numerical instabilities 
associated with CUD scheme have not yet been resolved. 
Review of Relevant Asymptotic Theories 
In the succeeding paragraphs, we briefly review asymptotic theories, both steady 
and unsteady, that are relevant to the leading edge problem. These theories pro­
vide a better insight into the mechanisms by which boundary layer separation and 
breakdown occur and also provide the temporal and spatial scales involved in these 
phenomena. 
Werle and Davis [37] solved the classical boundary layer equations for the in­
compressible flow past a parabola at angle of attack, which is representative of the 
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local motion in the leading edge region. When the parabola is at a positive angle 
of attack, a suction peak develops on the upper surface. The flow just downstream 
of the suction peak is subject to a strong adverse pressure gradient which becomes 
worse at higher angles of attack. As the angle of attack increases, the stagnation 
point height, K, also increases. At a critical value of the angle of attack, when the 
stagnation point height is Kbi, the skin friction becomes zero at a single point on 
the upper surface and the classical boundary layer first separates. Werle and Davis 
estimated the value of A't/ to be 1.157. At higher angles of attack, it was not possible 
to continue marching the numerical solution downstream of the zero shear location 
due to the presence of the Goldstein singularity [13], which occurs at the zero-shear 
point in boundary layers with prescribed mainstream. Werle and Davis verified that 
the behavior of the solution just upstream of the separation point was in accordance 
with the predictions of Goldstein. It has been suggested that a perturbation to the 
mainstream near the zero-shear point is sufficient to smooth out the singularity and 
allow the solution to pass to another classical boundary layer, containing a region of 
reversed flow, downstream of this point. Stewartson [30], using triple-deck theory, 
showed that the singularity was not removable in this manner. 
The marginal separation theory of Ruban [24] and Stewartson et al. [31] success­
fully removes the weak Goldstein singularity that occurs when the angle of attack 
is just at the critical value for separation to occur. Their theory holds for small 
variations in the angle of attack about K'bi as given by 
i^sepn ~ I^bl + I\\ -|- • • • . (1-1) 
The marginal separation case admits a small, steady, local separation bubble, with 
most of the flow still being attached and described by inviscid theory (see Fig. 1.2). 
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airfoil leading 
edge 
Figure 1.2: The scales of the separation bubble in marginal separation (from Roth-
mayer and Smith, 1995). 
Ruban [24], Stewartson et al. [31] and Brown and Stewartson [4] showed that steady-
state solutions ceased to exist above a critical angle of attack, Kburst- Smith [27] 
showed that increasing the angle of attack beyond Kburst indeed causes an unsteady 
breakup of the separation bubble, which presumably leads to a cross-over to large-
scale separation. The bursting angle of attack is also related to the angle of attack 
for first separation by 
I^burst ~ A f c i  + Re - ! - • • • .  ( 1 - 2 )  
Rothmayer et al. [23] carried out a steady, interacting boundary layer solution for 
the parabola at angle of attack and verified the above scales for h 'sepn and Kburst-
For the large-scale separation that occurs at a finite angle of attack beyond that 
for marginal separation, the notion of the flow field as a combination of predominantly 
attached flow and a small separation region fails. The most promising candidate for 
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Free streamline 
/• 
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Inviscid region Deadwater region 
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Figure 1.3: Schematic diagram of the detached flow model of Sychev (1972). 
the asymptotic solution of large separation is Sychev's [32] proposal based on Kirchoff 
free-streamline flow (though using the inviscid separation models of Smith [28] and 
Chernyshenko [7]). In Kirchoff"s model, the free streamline detaches from the body 
surface at the separation point with slow-moving fluid entrained between the stream­
line and the body surface (see Fig. 1.3). The separation point is not determined 
uniquely in the inviscid theory. In Sychev's proposal, the separation of the fluid from 
the smooth surface takes place through the triple-deck structure which uniquely fixes 
the separation point. Smith [26] solved this triple-deck problem for separation from 
a circular cylinder and demonstrated that a solution indeed exists and is regular. 
The evolution of the leading-edge flow for an airfoil that is pitching sufficiently 
slowly should follow the successive stages discussed above for the steady case. As 
the airfoil pitches from zero angle of attack, marginal separation occurs just beyond 
the critical angle for first separation. When the angle of attack increases by a small 
amount beyond this, the separation bubble bursts. At a finite angle of attack above 
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this, a cross-over to massive separation takes place and a deadwater region forms 
according to Sychev's [32] proposal. If the angle of attack is now decreased, the 
deadwater region persists even below the angle of attack for marginal separation due 
to a hysteresis effect. 
For fully unsteady flow, the classical boundary layer solution does not contain 
the Goldstein singularity at the point of vanishing shear and it is possible to continue 
the solution beyond the time at which flow reversal occurs. However, the unsteady 
solution terminates in a finite-time singularity after a single recirculation region de­
velops in the flow as shown by Degani et al. [11] for the impulsively-started flow past 
a parabola at angle of attack. (In this study, we show that the same finite-time sin­
gularity occurs for the parabola pitching at a constant rate.) This singularity, which 
is generic for two-dimensional classical unsteady boundary layers, was first described 
by Van Dommelen and Shen [35] in the impulsively-started flow over a circular cylin­
der. An asymptotic theory for this singularity has been given by Elliott, Smith and 
Cowley [12]. According to their theory, the boundary layer flow at breakdown ini­
tially has a three-tiered structure consisting of two passive shear layers sandwiching 
a rapidly growing intermediate region. Subsequently, the fast growing displacement 
thickness causes interaction with the mainstrean"! to come into play. 
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CHAPTER 2. NAVIER-STOKES SOLUTION 
Governing Equations 
Since the reference coordinate system is fixed to the parabola, the Navier-Stokes 
equations need to be written in non-inertial coordinates. In Appendix A, it is shown 
that the non-inertial terms can be neglected provided that 
I a 
^ < 1 ,  ( 2 . 1 )  
» CO 
being the freestream velocity, /, the leading-edge radius of curvature of the 
parabola and q, the rate of change of angle of attack. In the cases considered here, 
this parameter is less than 0.01 and hence we neglect the non-inertial terms. 
The two-dimensional, unsteady, incompressible Navier-Stokes equations are given 
by 
+ = (2.2) 
u, 4- U U r  +  V U y  =  -I- R t ~ ^  [ U x x  -j- U y y ), (2.3) 
Vf -I- Ufx + V V y  = -Py +  R e ~ ' ^  (Ua-I -i- V y y )  . (2.4) 
Here the x and y coordinates have been non-dimensionalized by /, the u and v veloc­
ities by l4o, the time, t, by //V'oc and the pressure, p, by pV^. We can eliminate the 
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pressure term by taking 
d d 
— (Equation 2.4) — — (Equation 2.3), (2.5) 
ax ay 
which gives 
{Vx ~ 'U-y)i "I" ^ (^J- ~ '^y)x ^ ~ ~  ^ y ) x x  
+ Re-^ [v^ - Uy)yy . (2.6) 
The vorticity, u;, is defined as 
U !  =  V x  -  U y ,  (2.7) 
and substituting this into eq. (2.6) yields the vorticity transport equation, 
U J i  +  U O J a ^  +  V U y  = R e ~ ^  { u ) x x  +  O J y y )  . (2.8) 
The streamfunction, is defined as 
u  =  i ' y ,  V  = -V'x, (2.9) 
such that the continuity eq. (2.2) is automatically satisfied. Using these expressions 
in the vorticity transport equation and in the definition of u gives the streamfunction-
vorticity form of the Navier-Stokes equations: 
"^^x^y — Rg {^XX ""i" ^yy") i ("•^^) 
^/'ix + V'yy = -W. (2.11) 
For the semi-infinite parabola, it is most convenient to use the parabolic coordinate 
system since it is body-fitted and orthogonal. The parabolic coordinates (^,7/) shown 
in Fig. 2.1 are related to the Cartesian coordinates by 
c2 2 
X  =  — y  =  ( t} .  (2.12) 
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Figure 2.1: Parabolic coordinate system for flow past a semi-infinite parabola. 
Transforming eqs. (2.10) and (2.11) to the parabolic coordinates yields 
~  +  V ^ )  +  R e  ^  - ( - =  0 ,  ( 2 . 1 3 )  
=  - { ( ^  +  V ' ^ )  (2-14) 
The T ] = l  coordinate line in the plane corresponds to the curve y  —  \ / 2 x  -}- 1 in 
the Cartesian plane, which represents the parabolic body surface with leading-edge 
radius equal to unity. For the velocity V. we have 
V = VV' X k, 
- ( ^1 I'l "  f-
\ \ /^'^ +V^ +il^dr]) 
" + + (2.15) 
(The expression for the V operator in parabolic coordinates is derived in Appendix 
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B.) Thus the velocities in the ^ and t] directions are respectively given by 
T! -—tn V- (•>!«) 
Setting = 0 and V = 0 at the wall to satisfy the no-slip boundary condition gives 
f = 0, ?/'t, = 0, at Ti = 1. (2.17) 
As we move away from the wall, we expect viscous effects to die out exponentially 
outside the boundary layer and hence we impose the inviscid solution at the far-field 
boundary: 
1p = ^ inviscid 1 U) = 0, at ^ — 1]max' (2.1b) 
Grid Generation 
For the purpose of grid generation, we introduce transformations of the form 
^  =  ^ { 0 ,  f }  =  v { v ) -  (2.19) 
Substituting these transformations in eqs. (2.13) and (2.14) gives 
- + v ' ^ )  + R e ' ^ k  
+ = 0. (2.20) 
(fiMn = - (^^ + V^) (2.21) 
Transformation function in ^ variable 
Two different types of transformations were implemented in the ^ coordinate. 
The first type of transformation uses a hyperbolic stretching transformation which 
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clusters points symmetrically about the axis of the parabola: 
f sinh (flff) 
—i_ = \ (2.22) 
imax sinh (cif) ' 
where 
^mar ^ ^  — ^mar< 1 ^ ^  ^  li OO < (2^ < OO, (2.23) 
being the stretching factor, with higher values of |a^| yielding greater stretching. 
The transformation metric. is given by 
,-v Smai cosh J 
In unsteady, separated, leading-edge flows, high vorticity gradients occur in a 
very localized region of the flow and it is desirable to cluster points in this region in 
order to resolve the steep gradients. This is achieved by using a patched grid with 
three regions (see Fig. 2.2). In the middle region, which corresponds to the critical 
region where very fine resolution is required, the grid spacing is uniform and the 
corresponding transformation function is linear : 
Region 2: = 6/i + ' M l < i <  M 2 ,  
< ^M2, (MI < < Imi- (2.25) 
In the other two regions, we use hyperbolic stretching transformations similar to 
that described in the previous paragraph. These transformations are given by 
— ii 
Region 1 
a^ j  
- 6 i <  ? :  <  M l .  
sinh(a^,) 
(2.26) 
Region 3 
sinh 
Si sM2 ^^3 
— ^M2 M 2  < i  <  M, 
iM — sinh (0^3) 
iM2 < 6 < IM2 < 6 < 1. (2.27) 
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Figure 2.2: Nomenclature for the patched grid over the parabola. 
The parameter M  is the total number of grid points in the ^ direction, 
= _i + _ 1) A^", (2.28) 
and since ^ ranges from -1 to +1, 
A^ = (2.29) 
M - 1 
The transformation metric is calculated numerically as 
2Af 
= 7 (2.30) 
- Ci-i 
The values of Ml and M2 determine the relative number of points in each region. 
The locations ^a/i and are chosen by computing the solution on a coarse grid with 
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simple stretching and from this, determining the region where additional resolution 
is required. The stretching factors are chosen such that the metric is continuous at 
the interface boundaries. The metrics approaching the boundary f from the 
left and right sides are given by 
t  1  c  .  ^  / o o i \  
= 7 r— as 4->U/2-, (2.31) 
';M2 — 
« - 77 J—\ . , ,—: as 4 -+ ^M2+- (2.32) 
yiM — iM2) smh(a^3) 
Equating the above two expressions gives 
sinh(ag3) _ ~ ^ M2 
which is a transcendental equation in and is solved by iteration. Similarly equating 
the metrics at ^ gives the equation for determining : 
sinh(a4,) ^;V/i - 6 
"-ii iMi — 6 
Transformation function in t] variable 
(2.34) 
Two different stretching transformations were implemented in the r j  variable. 
The first type of transformation is a hyperbolic stretching function that clusters 
points near the wall: 
7/ — 1 sinh(a;,)7) 
V m a r - l  sinh(a„)' 
where 
(2.35) 
I  < V  <  V m a x ,  0 < 7/ < 1, -CX3 <  < GO, (2.-36) 
and the transformation metric is given by 
sinh(an) 
= -7 (2.37) 
a„ (TJmax -  I)  cosh (ar ,r f )  
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In the second type of transformation, a patched grid with two regions is used (see 
Fig. 2.2). Hyperbolic transformation functions are used in each of these regions but 
with different stretching factors : 
s i n h ( ^ ^  
Inner region : — = —• . ^ ^ 1 < j < 
7/A^i-l smh(a^J 
1 < '/j < 0<fij<TiNl- (2.38) 
The transformation in the outer region, <  T J  <  is the same as above except 
for a different stretching function, Since fj ranges from 0 to 1, 
(2.39) 
N being the total number of grid points in the t} direction and 
% = (i-l)A^. (2.40) 
The value chosen for A'^l determines the relative number of points in the two regions. 
The stretching used in the inner region is relatively mild so as to be able to resolve 
the finite transverse pressure gradients in the viscous layer at high angles of attack. 
In the outer region, the flow asymptotes exponentially to the inviscid solution and a 
greater degree of stretching is used. The procedure adopted was to specify a^,, and 
to determine from the requirement that the transformation metric be continu­
ous across the rj domain. This involves the iterative solution of the transcendental 
equation 
sinh(a;,J _ /Vn-VnA ( Vni \ (tanh(a^.) 
- - , , 1 , . . • (2.41) 
'nN --nm) \VN\ -  I 
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Inviscid Solution 
Since the freestream is irrotational, the inviscid solution has to be irrotational. 
For unsteady, inviscid, incompressible, irrotational flow, the governing equations for 
the velocity potential and streamfunction respectively are 
S/^ <l>inv = 0, (2.42) 
VV.nv = 0. (2.43) 
Here and subsequently, the subscript inv  is used to denote inviscid quantities. 
We shall make use of the method of complex variables to solve these equations. 
For the stagnation flow past a flat plate shown in Fig. 2.3, the complex potential is 
given by (see Karamcheti [14]) 
= f -  (2.44) 
where (;i = + ir]i. The coordinate system {^,7}) is shifted with respect to (ifi,7;i) 
as shown in Fig. 2.3 such that 
C i = C  +  A ' - ^  ( 2 . 4 5 )  
and hence 
F = (2.46) 
where (  + iri  and the parameter K is real and can be time-dependent. 
We now apply the transformation 
-  = Y;  z = x + iy ,  (2.47) 
^ plane 
1 1 
' \ 
K 
\ 
\ 
\ 
Surface 
Tl=1 M' 
z plane: z=^l2 
Figure 2.3: Mapping in the complex plane to determine the inviscid solution for a 
parabola. 
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from which it follows that 
(2.48) 
It can be easily verified that ^=constant lines transform to the z-plane as parabolas 
opening to the left and 7?=constant lines transform as parabolas opening to the right. 
Thus (^,7;) are the parabolic coordinates. The flat plate, which is given by r/=l. 
transforms to the curve 
which is the equation for a parabola with leading-edge radius of curvature equal to 
unity. Therefore, F represents the complex potential for the inviscid, irrotational 
flow past this parabola in the z-plane. By expanding out eq. (2.46), we obtain 
The corresponding flow pattern is shown in Fig. 2.3 and we see that K is the angle-of-
attack parameter. By suitably varying K as a function of time, any type of relative 
motion between the parabola and the freestream can be simulated. At the surface. 
Vinv = 0 and using eqs. (2.16) and (2.50), 
The inviscid surface velocity is then given by 
= 2x + 1, (2.49) 
H ' i n v  = ({ + K )  (t/ - 1) . (2.50) 
U e  =  ^ J U L  +  K L ,  
y + K (2.52) 
Vy^ +1' 
noting that y =  ^  on the surface (see eq. (2.48) for 7?=1). 
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The unsteady Bernoulli equation for pressure in the present non-dimensional 
coordinates is 
T/.2 1 
(2.53) 
From eq. (2.46), 
Thus, 
4^invt Pinv "1"  ^ — 0OO( "I" Poo ^ 
Pinv — 
(e + A-)' [ v - \ Y  
^invt — (^ "(" A ) A , 
(2.54) 
(2.55) 
4>oot — 
= (^ + A')A', (2.56) 
Hence, 
Vinv = Poo "t" 9 (l ~ Knt;) • (2.57) 
Since the freestream is unsteady, Poo is not a constant but varies temporally and 
spatially. We can determine from the known inviscid velocity field using the 
unsteady inviscid momentum equation given below, evaluating it in the limit as 
•q oo: 
^Pinv — ^'invt • Knv (2.58) 
Then, 
Vpoo = Jirn [-Knu, - (Vinv • v) • . (2.59) 
The inviscid velocity field is obtained by substituting eq. (2.50) in eq. (2.15) which 
gives 
il ^ -I- A' . 7/  - 1 , 
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Expanding this for »/ —> oo, we get 
' i^  + io  V = 
>  t n v  
It follows that 
V  
^invt — 
+  0 ( 7 ] ^ ^  +  [ — 1  +  O  ^ 7 ;  e ^ .  ( 2 . 6 1 )  
A' 
+ o{v-') ej, 7; -V 00, 
{Vinv • v) • Vinv = O (7; , T] 00. 
Using the above two expressions in eq. (2.59) yields 
Vpoo = + O , 7; 00, 
7/ ^ ' 
from which it can be shown that 
POO( ~ -A , Poot, ~ 0-
We define Cp, the pressure coefficient, as 
Cp = P  Poot 
and correspondingly, for the inviscid solution, we have 
^Pint. ~ Pinv ~ Poo-
From eq. (2.57), it follows that 
c,„. = 5 (1 - v,L). 
Also, 
vL = xnv ^tnv 
2 _i_ J,2 
r) 
e+7 ,^  
( e  +  / v ) ^  +  ( 7 ? - i ) ^  
(2.62) 
(2.63) 
(2.64) 
(2.65) 
(2.66) 
(2.67) 
(2.68) 
(2.69) 
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Therefore, 
^ + 2Ki - 2, + 1 
'^Pxnv 2 ( ^ ^ + 7 / 2 )  '  
at a general point in the flow. On the parabola surface where r/ = 1, 
A'2 + 2A'^-1 
~  2 ( ^ 2 ^ 1 )  •  
The inviscid pressure coefficient on the surface of the parabola at different values of 
K is plotted in Fig. 2.4. The figure shows that the adverse pressure gradient just 
downstream of  the suct ion peak on the upper  surface increases  s ignif icant ly  as  K 
increases. 
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-3.0 
K=0.5 
K=1.0 
K=2.0 
-2.0 
Upper surface 
0.0 
Lower surface 
-5.0 5.0 15.0 
X 
Figure 2.4: Inviscid pressure coefficient on the surface of the parabola at different 
values of K. 
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CHAPTER 3. NUMERICAL SOLUTION OF THE NAVIER-STOKES 
EQUATIONS 
The numerical solution method employed here is similar to that used by Davis [10] 
to solve the steady symmetric flow past a parabola and by Rothmayer [20] to compute 
the unsteady separation in wall layers. The governing equations are finite-differenced 
using a variation of the well-known ADI scheme. This is a two-step scheme and in 
the first half-step, eqs. (2.20) and (2.21) are respectively differenced as 
(  n+l /2  n\ C -  / ' ; n+ l /2  n+1/2  ,  n+1/2  n+l /2 \  
+Re~^U + Re-^fjr, 
J + Vr, + V ^ )  (3.1) 
where the quantities at the t ? -j- 1/2 level, which are underlined, are the unknowns. 
Note that the viscous terms in the ^ direction are evaluated explicitly by lagging 
them to the n level. In the second half-step, quantities at the half-level on the RHS 
of eq. (3.1) are again evaluated at this level and thus are known, whereas those at 
the n level are now evaluated at the n + l level and so become the unknowns. Thus, 
n+I /2N c- / ' / "+1 /2  n+l/2 /n+1/2  n+l /2 \  
.  '  j = {t>), (V'f- ) 
+ Rc-% , 
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^ V, +{e+v') (3.2) 
the underlined terms being the unknowns in each equation. A pseudo-time term 
needs to be added to the streamfunction equation and for time-accurate calculations, 
we have to march in pseudo-time at each time-level to converge the streamfunction 
equation. Step one involves iteration due to the non-linearity introduced bj^ the 
convective terms. This is essentially the same as a globally-iterated parabolized 
Navier-Stokes problem. This scheme is second-order accurate in time which can be 
seen from the fact that the two half-steps are symmetric about the half-level. 
Second-order accurate central differences were used to difference the convective 
terms and the viscous terms. For example, 
= (3.3) 
+ 0 ( A f )  
A f j  
Vv,.] ^ j V'lJ+i V'tJ 
2 J [  Ai] 
V°'"" ) ('''"Af"")] + ° 
In step one, the finite-difference equations can be reduced to a block-tridiagonal sys­
tem in the r] direction with 2x2 blocks. Step two involves the solution of a 2 x 2 
block-tridiagonal system in the ^ direction. The block-tridiagonal solver used is the 
two-equation version of the solver given in Ref. [2] and is detailed in Appendix C. 
We also implemented the compact upwind differencing scheme (CUD) which approx­
imates the convective terms with third-order accuracy on a three-point difference 
molecule so that the resulting finite-difference equations retain the block tridiagonal 
structure. This scheme and the results obtained with it will be discussed in Chapter 7. 
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Asteps 
Stepi: 
even iter. 
Stepi: 
odd Iter. 
Figure 3.1: Directions of sweep in the numerical solution of the Navier-Stokes equa­
tions. 
At each time level, the numerical solution involves the following steps: 
1. Use the solution at the n level as guess values for and 
2. Sweep in the ^ direction, from = —oo" to = -J-oo", inverting the step-one 
finite-difference equations to obtain new values of and 
3. If or has not converged, update guess values and now sweep from 
= -|-oo" to "if = —00" to obtain new values of and 
4. Repeat the previous two steps until and converge. Note that 
the direction of sweep is reversed every iteration (bottom-to-top and top-to-
bottom), to accelerate the propagation of residuals (see Fig. 3.1). 
5. Using the converged values of and invert step-two equations by 
marching in the 7/ direction, starting at the wall (see Fig. 3.1). These equations 
are linear and no iteration is required. 
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6. If the difference between and is greater than a specified tolerance level, 
replace with and repeat the previous four steps. 
Viscous-Inviscid Splitting 
As we move away from the body surface, viscous effects die out and the solu­
tion tends towards the unsteady inviscid value, which is known analytically for the 
parabola. We found that the solution away from the wall converged very slowly to the 
inviscid limit at each time step. This problem worsens with increase in unsteadiness. 
To overcome this problem, we split the flow variables into the unsteady, inviscid part 
plus a nonlinear perturbation. The new independent variables are then defined as 
^  =  V '  ' 4 ^ i n v i  =  W  ^ i n v i  
where the subscript inv  indicates inviscid value. Since the inviscid flow is irrota-
tional, ujinv is identically zero throughout the flow field. The new far-field boundarx' 
conditions are 
>0 as 7/—> CX2. (3.6) 
Hence the perturbation quantities decay to zero outside the viscous layer and we no 
longer need to expend resources in converging the outer solution to the known inviscid 
limit. Substituting the definitions for the perturbation quantities into eqs. ('2.20) 
and (2.21) yields the equations for and 
- + V^) (3.7) 
+ + Re-'^Vr, = 0, 
+ fir, ivMn = - (e' + l') (3.8) 
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Both formulations, with and without the inviscid-viscous splitting, were implemented 
and for problems where the outer boundary condition is steady (as in the impulsive-
start case to be discussed later), the two results matched very well. 
Implementation of no-slip condition 
The no-slip boundary condition yields 
= 0 (3.9) 
at the wall which can be approximated as 
+ O {Af) = 0, (3.10) 
(i,l) being the grid point at the wall. The streamfunction eq. (2.14) at the wall 
reduces to 
+ = (3.11) 
which is differenced as 
-2 ^i.2 - 2tu + ^ ^ ^ o ^ ^-2^ ^ P (3 
Solving for gives 
c2 t 1 
i ' i . o  =  + O  ,  (3.13) 
and using this to eliminate from eq. (3.10) yields the following second-order 
representation of the no-slip boundary condition: 
1 
2A7/ 
0 /  ^ ^  + 1  A - 2  
V m 
-fO(A^^)=0. (3.14) 
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Downstream Boundary Condition 
The solution for the flow past a parabola is known to approach the flat plate 
Blasius solution as |(^| —y oo. The corresponding variations for V' and uj as |(f| —> oc 
are given by (see Davis [10]) 
(3.15) 
from which we can deduce that 
?/' U) 
^'4 ~ , U}^ (3.16) 
2u} 
~ 0, ~ —. (3.17) 
(3.18) 
The above expressions are used to evaluate the ^ derivatives at the downstream 
boundaries. The downstream boundaries are placed at a large but finite value of l^j. 
Evaluation of Wall Shear 
The coefficient of friction is defined as 
2 
p, _ ^wal! 
/  I t  r 
dU 
= 2Re-^(Vt/.n)^^ii. (3.19) 
where n is the direction perpendicular to the wall and pointing outward. Since 
7/=constant along the wall, 
Vn 
" = <3-20) 
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which makes use of the property of the gradient operator that V4> is perpendicular 
to the surface </>(a:,?/)=constant. The gradient operator in the parabolic coordinate 
system is given by (see Appendix B) 
^  ^  I  .  ^  ( 3 - n )  
v/F+Fft;' 
and using this in eq. (3.20) yields 
n = e,. (3.22) 
From eq. (2.16), 
and hence 
U= 
Vf/ • n = V 
i 'vv 
At the wall, the streamfunction eq. (2.14) reduces to 
(3.23) 
= - (e'+ l) (3.24) 
Using this result and in eq. (3.23) gives 
VC/ • h = —LO, (3.25) 
and thus 
Cf = -2Re-^uj. (3.26) 
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Evaluation of Pressure 
In this section, we describe the procedure used to obtain the pressure field from 
the streamfunction-vorticity solution. The continuity and momentum eqs. (2.2)-(2.4) 
in the primitive variable form can be written using vector notation as 
V - V  =  0 ,  (3.27) 
Vt + (v' • v) K = -Vp + Re-'V'V. (3.28) 
Taking the divergence of the momentum equation gives 
V . V; + V • (t/ • V) y = -V^p + Re"^ V • (V^V') . (3.29) 
Now 
v - V t  =  ( v - y ) ^  
= 0, (3.30) 
and using Cartesian tensor notation 
V.(V'V') = ±(JS 
^ '  dxj \dxkda dxkdxk 
_ / duj 
dxkdxk \dxj 
=  V 2 ( V - V ' ) ,  
= 0. (3.31) 
Hence 
= -V • [v • v) V. (3.32) 
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Now 
r • V = { U E ^  + V E , )  D  + 
( V . V ) V = ( - U  D  + V D  (Ut^ + Vtr,) .  
(3.33) 
(3.34) 
VeT^dr,^ 
The derivatives of and e„, and the divergence in parabolic coordinates are given 
in Appendix B and using these, we obtain 
( y - ^ ) v  =  
+ 
V • (y • v) y = 
+ 
1 
ve+if 
1 
UUi + VUr, + 
UVl_ + VVr, + 
( v c / - m v  
^2 + 7/2 
U V - V U ) C /  
^ 2 + 7 / 2  (3.35) 
1 D  
{ e + v ' ) d ^  
1  D  
( ^ 2 + 7 / 2 ) ^ 7 /  
l /[ /^  + vu,  + 
+ VVr, + 
i v u - m v  
^ 2 + 7 ^ 2  
i ^ V - R J U ) U  
^2 + Tj'i (3.36) 
Performing some algebraic juggling using the continuity equation leads to 
V • (V • V) V = -
^ 2 + 7 / 2  + 7/2 
- [ U  
' e + v"" 
V-
C + 
riU (3.37) 
Substituting this result and the expression for V2 given in Appendix B into eq. (3.32) 
gives 
"I" Pr)r) — (3.38) 
where 
R =  2 + 
7 } V  
- u,-
<^2 + 7^2 ^ 
e + v v  
V,-
(u 
e + r?2 
rjU '  
^2 + 7;2 (3.39) 
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It is more convenient to work in terms of the pressure coefficient Cp since it remains 
bounded everywhere. It was defined in eq. (2.66) as 
Using these expressions, it is seen that the equation to be solved for Cp is the same 
as the Poisson equation for p: 
By virtue of its definition, Cp decays to zero far away from the parabola and 
hence we imposed Cp = 0 at the far-field boundary. The wall boundary condition for 
Cp is considered next. 
Wall boundary condition for pressure 
All expressions developed in this subsection apply at the parabola surface where 
Tj = I. At the wall, the momentum equation (3.28) reduces to 
Cp — P  Poo-
Earlier, we had shown that 
Poo^ = -A', Poo„ = 0. 
+ Cp^^ — R. (3.40) 
- V p  +  R e - ^ V H ^ '  =  0 .  (.3.41) 
Dotting this equation with e,, yields 
(3.42) 
Further using expressions given in Appendix B, 
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1 
e + 1 
1 
e' + i 
2^ 
e + ^  
From eqs. (2.16) and (3.24) evaluated at the wall, 
T T  _ ' ^ v n  
" " x/^' 
= -v'e + iw, 
T r _ 
"" " x/FTT' 
= sje + 1 + 2^ a; 
so that 
V ^ y  •  e „  =  
' \/FTT" 
Using this result in eq. (3.42) gives 
Pr, = Re-^u)^, 
and since poo^ = 0 , the wall boundary condition for Cp is 
Cp, = Re-^uj^. 
(3.43) 
(3.44) 
(3.45) 
(3.46) 
(3.47) 
(3.48) 
(3.49) 
Numerical solution of Poisson equation for pressure 
Transforming eq. (3.40) to the (^, ??) coordinates, we obtain 
+ fjjj {jiTiCp^^_ = R. (3.50) 
We use second-order central differences to approximate this equation as 
^^2 [^?i+l/2 ^Pi+l,J ~ (^4I+1/2 ^ii-1/2) ^Pi .J 
+ [^')J+J/2^P.,J + 1 ~ {^Vj+1/2 + ^ lj-1/2) ^P>.] + ^ '?j-l/2^p.,j-l] — •Ri,j-(3.51) 
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Metric values at the half grid-points are evaluated as the average of the values at the 
two adjacent grid points. The above equation can be rearranged to give an equation 
of the form 
= oi.Cp.+j.j + a2,Cp,_^ j -{- + 5,J. (3.52) 
We solve this system of equations using Gauss-Seidel iteration with successive over-
relaxation. The value of the relaxation parameter used was 1.5. The inviscid pressure 
given by eq. (2.70) was used as the starting guess. 
A Taylors series expansion at the wall gives 
^Pi,2 ~ ^pi,i ")• ^Pr),,i  + 0 , (3.53) 
where Ar/uj is the grid spacing at the wall. Substituting for Cp^ from eq. (3.49) yields 
= <^P.,i + . (3.54) 
Using central difference to approximate ^ gives the following second-order approx­
imation for the wall boundary condition: 
= Cp,, - (a;.+,,, - a;.-:,,). (3.55) 
The streamwise derivative at the downstream boundaries is set from the variation 
of the inviscid solution far downstream. For inviscid flow, we had (see eq. (2.70) ) 
A'2 -f 2Ki - 27/ -h 1 
P.n . .  -  2(^2  +  7/2)  
Expanding this for |^| —> oo gives 
C„.. = + + ' 
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= - {'<' + 2A'f - 2» +1) (5^) (i - It + o (r 
K K-
2 e  
2^2^ 
"  + ' +o ( r ' ) .  
Then. 
2A- 3(A-2-2;, + 1) . . 
~  F 3  CA J  '  
a  Pmv 
a Pinu 
^
• 2 K  3(A'2-27/ + 1) 
+ o (r') 
A' A'2 - 2?; + 1 
2f 
+ o (r') 
1 -1 
-2A'^ - 3 (A'2 - 27/ + 1) 
+  o ( r ' )  
-2A'e - (A'2 -27 + 1) 
2^2 
-2A'^-3(A'2 -27/ + 1) 
2A'^+ 3(A'2-27/ + 1) 
+  o  ( r " )  
2^2 
2Ae + (A'2 - 27/ + 1) 
Thus, at the downstream boundaries, we set 
^p« ~ 
•2A'4 + 3(A2 - 2 7 / +  1 ) 1  
2A'e + (A'2 -2?/ + 1) _ 
-2K^ - (A'2 - 27/ + 1) 
+0 (r') 
0 (r^) • 
(3.56) 
(3.57) 
(3.58) 
(3.59) 
Note that the underhned term tends to 1 for A' >• l/(^ and to 3 for K <C 1/if. 
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CHAPTER 4. NAVIER-STOKES RESULTS 
The first test-case considered was the steady, symmetric flow past the parabola. 
Fig. 4.1 shows the comparison of the skin friction obtained with and without viscous-
inviscid splitting with Davis' [10] results. The agreement between the results is very 
good. 
Impulsively-Started Flow at Fixed Angle Of Attack 
Reisenthal and Childs [18] consider a model problem of unsteady separation 
in which the airfoil is maintained at a stationary angle of attack and the no-slip 
condition is applied impulsively at time < > 0. If the angle of attack is sufficiently 
high, the leading-edge flow separates. The range of temporal and spatial scales for this 
model problem is small which leads to considerable savings in computational effort 
as compared with the pitching-airfoil problem. In Ref. [18], the starting solution 
at t=0 is generated numerically by requiring that the vorticity be zero everywhere 
on the surface. This condition should actually yield the potential solution for the 
following reason: since u;=0 at the wall and at the far-field boundaries, and since 
a;=0 is a solution of the vorticity transport equation, the vorticity must be zero 
throughout the flow field. Then eq. (2.11) for the streamfunction reduces to the 
Laplace's equation of potential flow. Thus, in our simulations, the starting solution 
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Figure 4.1: Comparison of the skin friction for the steady flow past a parabola at 
zero angle of attack with Davis' results. 
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used is the potential flow solution presented in Chapter 2. 
We compared our results for this model problem with Reisenthal and Childs' [18] 
results for the NACA0012 airfoil at a chord Reynolds number of 200,000 and an angle 
of attack of 15°. The leading-edge Reynolds number is related to the chord Reynolds 
number by 
R e = ^ ^ R e c ,  ( 4 . 1 )  
/ and c being the leading-edge radius of curvature and the chord length of the airfoil 
respectively. For the NACA0012 airfoil, the ratio (//c) is equal to 0.0159 [1]. Hence 
the leading-edge Reynolds number corresponding to the chord Reynolds number of 
200,000 is 3173. The relationship between the length and time scales for the parabola 
and the airfoil can be determined as follows: 
X — = '^'parabola' (^--^ 
^ ~ (v^) ~ ^parabola' (4-3) 
the superscript * being used to indicate dimensional quantities. Thus 
^airfoil ~ ^parabola' 'airfoil ~ 'parabola- ('^•^) 
The value of A' for a = 15° predicted using the thin-airfoil theory was found to be too 
small and the flow did not separate at this value of K. Instead we used an inviscid 
panel code to determine the perpendicular distance from the stagnation point to the 
airfoil chord and rescaled this value by (c//) to obtain A'=2.3. 
An example of the computational grid used in this problem is shown in Fig. 4.2. 
This grid contains 481x81 points, with 381 of the points in the circumferential direc­
tion being placed in the critical region 0 < ^ < 3, in order to resolve the steep flow 
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gradients that develop there when secondary and tertiary separation regions appear 
in the flow. The region in which to cluster points was determined iteratively from 
coarse-grid solutions. 
The skin friction was taken as a sensitive indicator of the grid convergence of 
the solution. The details of the grids used in the grid-convergence study are given 
in Table 4.1. Fig. 4.3 shows the effect of the circumferential grid spacing on the 
skin friction. The parameter A^min is the grid spacing in the critical region where 
multiple flow reversals and steep gradients occur. At < = 9, the results on the three 
grids match very closely. At ^ = 11, the skin friction obtained on the two finest 
grids match quite well whereas the coarsest-grid solution differs considerably from 
these two. In general, we found that the resolution requirement in the critical region 
becomes more stringent as we go to later times. Outside the critical region, the skin 
friction values match closely for all the grids considered. The effect of the transverse 
grid spacing on the skin friction is shown in Fig. 4.4. The parameter Ar]yjaii is the 
grid spacing at the wall and is indicative of the resolution in the region near the wall. 
The solution is less sensitive to the transverse grid as compared to the circumferential 
grid and the skin friction values for the two finest grids are in close agreement. The 
time-step used for all these cases was 5 x 10"''. The computation time required for 
the 481x81 grid for 26,000 time steps was approximately 2.5 days on a DEC Alpha 
300 AXP workstation (128 MB of RAM and a spec mark rating of 91 for floating 
point operations). 
In Fig. 4.5, the zero skin-friction contours obtained for the parabola are compared 
with Reisenthal and Childs' [18] results for the NACA0012 airfoil. Time is plotted on 
the x-axis and the zero skin-friction locations on the y-axis. The lines in this figure 
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Figure 4.2: An example of the computational grid used for the impulsive-start case. 
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Figure 4.3: Effect of grid refinement in ^ on the skin friction for the impulsive-start 
case at a Reynolds number of 1000. 
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Figure 4.4: Effect of grid refinement in r) on the skin friction for the impulsive-start 
case at a Reynolds number of 1000. 
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Table 4.1: Details of the grids used 
for the impulsive-start case 
(Re=1000). 
Case M N ^^wall 
1 291 81 0.016 1.2x10"'' 
2 481 81 0.008 1.2x10"" 
3 861 81 0.004 1.2x10"'' 
4 481 61 0.008 2.4x10"" 
5 481 101 0.008 6.0x10-® 
demarcate adjacent regions of forward and reverse fiow. Initially the skin-friction 
is positive throughout the upper surface. A little before i6''/c=0.05, a recirculating 
region develops which subsequently grows in both the upstream and downstream 
directions. At tUjc ~ 0.125, the first secondary separation region appears within 
primary recirculating bubble (the convention adopted here is to call separated regions 
occuring within the primary separation as secondary separations and in turn, those 
occuring within secondary separations as tertiary separations). This is followed by 
the successive development of three more secondary separation regions. A tertiary 
separation region develops within the first secondary separation and then disappears. 
The second and third secondary separation regions merge and a tertiary separation 
develops within this merged region. There is one-to-one correspondence of these 
features with Reisenthal and Childs' [18] results reproduced on the same page. There 
is a discrepancy in the time and length scales between the two results which could 
be due to deviations in the leading-edge geometry of the NACA0012 airfoil from the 
parabola and inaccuracies in matching the angle of attack. 
A typical time-sequence of the evolution of the vorticity field is shown in Fig. 4.6. 
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Figure 4.5: Comparison of zero skin friction contours for the impulsive-start case 
with Reisenthal Sz Childs' results for the NACA00r2 airfoil (Rec= 
200,000). 
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The corresponding instantaneous streamfunction contours are shown in Fig. 4.7 and 
the pressure contours in Fig. 4.8. Initially a Stokes layer forms due to the impulsive 
imposition of the no-slip condition. This is followed by the development of a thin 
recirculating bubble. Shortly afterwards, the vorticity rolls up to form a vortex in 
the downstream region of the primary recirculating bubble, leading to a thickening of 
the viscous layer. This vortex, in turn, induces a secondary separation region. New 
vortices form upstream of the first vortex and these in turn induce new secondary sep­
aration regions. The secondary separation regions eventually strengthen to develop 
into vortices. These secondary vortices can then induce tertiary separation regions 
and so on. Eventuallj' the interaction between the first primary vortex and the first 
secondary vortex leads to an eruption of vorticity away from the wall. This is seen 
at the last two time instants shown. Subsequent to this, the primary vortex is free 
to convect downstream. 
The variation of K used in simulating the parabola pitching at a constant rate 
is shown in Fig. 4.9. This corresponds to the leading-edge being pitched up at a 
constant rate starting from zero angle of attack, with the transition from zero to 
constant pitch rate being smooth. The corresponding variation of K is given by 
the duration of transition from zero to constant pitch rate, and are chosen as follows: 
Pitch-up at a Constant Rate 
(4 .5 )  
where A'o is the asymptotic value of the pitch rate. The coefficients a and b determine 
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Figure 4.6: Temporal evolution of vorticity contours for the impulsive-start case 
(Re=3173). 
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Figure 4.6 (Continued) 
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Figure 4.7: Temporal evolution of streamlines for the impulsive-start case 
(Re=3173). 
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Figure 4.8: Temporal evolution of pressure contours for the impulsive-start case 
(Re=3173). 
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select the times ta and h and the exponent e x p  such that 
k  ( t a )  =  10-='"a;. A' i h )  = (l - 10-=^") a;. (4.6) 
Then the coefficients a  and b  are given by 
b = ^ tanh-Ui - 2 X . 
\ib ' 
The temporal evolution of the skin friction for the parabola pitching at A'o = 0.1 
and Reynolds number of 1000 is shown in Fig. 4.10. Results on two different grids are 
shown, one with half the streamwise grid spacing in the critical region as the other. 
From Fig. 4.11, it is seen that grid convergence for the surface pressure is much easier 
to obtain since it deviates from the classical boundary layer value by only a small 
amount, that too at high angles of attack in a very local region of the flow. 
The corresponding evolution of instantaneous vorticity, streamfunction, and 
pressure contours are shown in Figs. 4.12, 4.1.3 and 4.14 respectively. It is seen that 
the sequence of events is very similar to that obtained for the impulsively-started 
problem discussed in the previous section. Initially a relatively thin shear layer is 
present at the surface. Subsequently, this layer gets lifted upward, with the recircu­
lating region lying underneath. Eventually, a vortex forms in the downstream region 
of the primary recirculating bubble. This vortex induces a secondary separation bub­
ble upstream and in turn, the secondary separation bubble strengthens to a vortex. 
Concurrently, another primary vortex forms upstream of the first primary vortex and 
this induces a new secondary separation zone. Mutual interaction between the first 
primary vortex and the first secondary vortex leads to an eruption of vorticity away 
60 
0.4 
0.3 
0.2 
0.1 
0.0 
-0.1 
0 5 
time 
Figure 4.9: The variation of K for the parabola pitching at constant rate. 
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Figure 4.10: Temporal evolution of the skin friction for the pitching leading-edge 
(Re=1000). 
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from the wall, which is followed by the downstream convection of the first primary 
vortex. 
We carried out comparisons for the pitching leading-edge with the results ob­
tained by Choudhuri et al. [8] for the NACA00r2 airfoil. They have computed the 
initial stages of leading-edge unsteady separation over a pitching airfoil by solving the 
compressible Navier-Stokes equations at a Mach number of 0.2. The chord Reynolds 
number for this calculation is 10,000, the corresponding leading-edge Reynolds num­
ber being 158. The pitch-rate variation used in Ref. [8] is 
d = Qo[l-exp(-4.6i7^o)] > (4.7) 
where tl is the non-dimensional time at which the pitch-rate reaches 99% of its 
asymptotic value, do- The values of tl and do used are 0.5 and 0.2 respectively. 
Assuming that K varies linearly with a (which is strictly not true but can be used 
as a first approximation), the analogous variation for K is 
K = A'o [1 - exp(-4.6</^o) ]  • (4.8) 
The parameter to is determined by rescaling t^ by the factor (c//) which gives a value 
of 31.5 (see the earlier discussion in this chapter on the relationship between airfoil 
and leading-edge time scales). In Ref. [8], the airfoil is pitched up to a maximum angle 
of attack of 22.5°, when = 2.2. We used an inviscid panel code to determine the 
value of K corresponding to o = 22.5° which yielded K = 3.2. Using the condition 
that K = 3.2 at t = 2.2 (c//), we obtained a value of 0.02 for A'o. 
In Fig. 4.15, the streamlines obtained by Choudhuri et al. [8] are compared with 
our computations. We see that there is close correspondence between the two results. 
Both computations show the emergence of three distinct recirculation regions at the 
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Figure 4.12: Temporal evolution of vorticity contours for the pitching leading-edge 
(Re=1000). 
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Figure 4.12 (Continued) 
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Figure 4.14: Temporal evolution of pressure contours for the pitching leading-edge 
(Re=1000). 
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stage shown in the figure. The shapes and relative locations of these regions and also 
the locations of the critical points compare well between the two plots. In the present 
context, the critical points are points at which both u and v velocities are zero in the 
body-fixed reference frame. Their importance stems from the fact that one class of 
critical points called the topological center is the precursor to vortex formation and 
can be used to track the development and movement of the vortices. 
Pauley et al. [15] have studied the separation of a two-dimensional laminar 
boundary layer on a flat plate subjected to an impulsively imposed adverse pres­
sure gradient by numerically solving the Navier-Stokes equations. The instantaneous 
streamlines and vorticity contours obtained by them are compared with our results 
for the pitching leading edge in Fig. 4.16. There is close similarity between the flow 
structures in the two flows, with the fluid near the wall rolling up into vortices and 
mutual induction leading to the shedding of a vortex from the separation, (this is 
a periodic phenomenon for the flow considered in Ref. [15]). This suggests that the 
separation structure obtained for the pitching leading edge is generic for unsteady, 
two-dimensional laminar separation. 
78 
Re= 159, K=3.2 
10 
5 
critical point 
(saddle) 
critical point 
(center) 
0 
•5 
15 10 0 5 
Choudhuri et al (1994), Rej=10,000 
0.100 
0.000 
-0.050 
a = 22.5 Vofticity 
3I.3S 
criMcalp^n, \ 
(center) * 
secondary reciradiumR rtgion\ 
\teniary recircularing region] 
Iprimar^ recirculating regM 
•0.250 -OJOO -O.ISO -0.100 4.050 0.000 D.OSO 
Figure 4.15: Comparison of streamfunction contours for the pitchup case with 
Choudhuri et al.'s (1994) results for the NACA00r2 airfoil. 
79 
STREAMLINES 
K=3.41 (t=33.5) 
VORTICITY 
K=3.15(t=31) 
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CHAPTER 5. CLASSICAL UNSTEADY BOUNDARY LAYER 
SOLUTION 
In this chapter, we present numerical solutions of the classical unsteady boundary 
layer equations for the pitching parabola in order to gain a better understanding of 
the events leading to breakaway of the viscous layer from the wall. The boundary 
layer system is an approximation of the Navier-Stokes equations, valid in the limit 
as the Reynolds number becomes large. In the boundary layer approach, the flow 
is divided into two regions: an asymptotically small viscous region adjacent to the 
wall called the boundary layer and an outer region that is inviscid. The boundary 
layer extends out to a distance of 0(Re~^^^) normal to the wall. To leading order, 
the outer inviscid solution can be calculated neglecting the boundary layer and this 
solution for the parabola is presented in Chapter 2. 
Formulation 
The two-dimensional incompressible classical unsteady boundary layer equations 
are given by 
Us-i-vjv = 0, (5.1) 
U t  +  U U s  +  V U ; \ j  =  U e ,  +  ( • 5 ' 2 )  
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Here 5 is the arc length along the surface measured from the vertex, with values for the 
lower surface taken to be negative: N is the normal distance from the parabola surface 
scaled by the factor u is the velocity in the s direction; v is the velocity in the 
normal direction scaled by Ue is the inviscid surface speed. The expression for 
Ue was derived in Chapter 2 and is repeated here: 
y { s )  +  K { t )  
Ue = , (0.3) 
+1 
The y  coordinate for the surface at a particular 5 location is calculated by inverting 
(5.4) _ 1 
~ 2 
y\/2/^ + 1 + In ^2/ + \/2/2 + 1^ . 
Within the boundary layer, the normal momentum equation reduces to 
Pat = 0 (5.5) 
which implies that the pressure is constant in the normal direction and is imposed 
on the boundary layer by the outer inviscid flow. We introduce the streamfunction 
ijj so as to satisfy the continuity eq. (5.1); 
u  = 0/v. V  = -V'N. (5.6) 
We use i p  as an independent variable instead of v .  The boundary conditions are 
^ = •^ = 0 at N  =  0 ,  (5.7) 
It. —> U e [ s , t )  as N  —> 00. (5.8) 
The domain extends from —00 to +00 in the s  direction and 0 to 00 in the N  
direction. In our implementation, we truncated the domain at large but finite values 
of |5| and N. Introducing grid transformations of the form 
5  =  5 ( J ) ,  N  =  N { N ) ,  ( 5 . 9 )  
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into the boundary layer equations gives 
U t  + Sj U U s  -  S s N N  I p s  U f i !  =  U e t  + UgUe, + Njv , (5.10) 
u  —  N j s f  i p f )  =  0 .  (5.11) 
Hyperbolic stretching functions were used in the streamwise and normal directions: 
sinh {uss) 
^ ~ ^ m a x  '• TT ^ 1  ^ ^ ^ 1] ^ m a x  ^ •S ^ ^ man (5.12) 
smh(Ga) 
sinh (ai^iN) 
N = Nmax .  / ,  0 < A ^ < 1 ,  0<N<Nmax. (5.13) 
smh(aAr) 
Typical values used for the stretching factors and a;v were -6 and -7.5 respectively. 
Numerical Solution Procedure 
The boundary layer equations are solved numerically using a finite-difference pro­
cedure. Second-order central differences are used to approximate all spatial deriva­
tives in eq. (5.10). For example, 
{ N N U f , ) .  = ^  o  
AjV2 
+ 0  [ A N ^ )  . (5.15) 
The metric values at half-points are evaluated as the average of the values at the two 
adjacent grid points. A second-order backward difference was used to approximate 
the time derivative. We difference eq. (5.11) about (i,j — 1/2) as 
"V"'"' - "".-n {*'"1^"'') + 0 = »• (5-16) 
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The difference equations comprise a block-tridiagonal system in the normal di­
rection with 2x2 blocks and this system is solved using the algorithm detailed in 
Appendix C. 
For steady flow over a parabola at angle of attack considered by W'erle and 
Davis [37], the parabolic boundary layer equations are solved by marching in the 
direction of the flow, starting at the stagnation point. In the unsteady problem con­
sidered here, a single-pass marching technique does not work for two reasons. First, 
a significant recirculating region develops in the solution where part of the flow at a 
streamwise location is forward moving and part of it is backward moving. Second, 
the location of the stagnation point changes with time. In our solution algorithm, we 
make multiple sweeps in the streamwise direction at each time instant until conver­
gence is achieved. For the semi-infinite parabola, the solution far downstream tends 
towards the Blasius solution. We used the Blasius solution to evaluate the streamwise 
derivative at the downstream boundaries. 
The steps in obtaining the solution at each time level are listed below: 
1. Assume guess values for u  and 4 -  throughout the flow field. At the first time 
step, the Blasius solution is used to provide the initial guess. At subsequent 
time steps, the solution at the previous time level is used as the starting guess. 
2. March in the s  direction, inverting the finite difference equations at each stream-
wise location to obtain new values of the flow variables. Guess values are used 
for variables that have not been updated. 
3. Update the guess values using the new values and repeat the previous step until 
the flow variables converge. The direction of sweep is reversed every iteration 
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in order to accelerate convergence. 
Using eq. (3.19), the coefficient of friction is given by 
(0.17) 
The displacement thickness is calculated using the formula 
(5.1S) 
Results 
The displacement thickness obtained for steady flow over the parabola at two 
different angles of attack compares very well with the results of Werle and Davis [37] 
( see Fig. 5.1). 
We next consider the pitching parabola with the K  variation being that given in 
Fig. 4.9. This corresponds to the parabola being pitched up smoothly from zero to 
a constant pitch rate of A'o = 0.1. The temporal evolution of the streamline pattern 
is shown in Fig. 5.2. The sequence of events is similar to that observed by Degani 
et al. [11]. A single recirculating region develops in the flow and subsequently the 
flow begins to focus into a narrow spike on the upstream side of this region. The 
solution eventually terminates in a separation singularity. For this particular case, 
the singularity occurs at K ~ 2.-34. This type of a finite-time singularity in classical 
unsteady boundary layer solutions has been observed by a number of authors [11] [16] 
[35]. The temporal development of the skin friction is shown in Fig 5.3. Unlike in the 
Navier-Stokes solution, multiple recirculating cells are not observed in the boundary 
layer solution. 
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Comparison of Navier-Stokes and Boundary Layer Solutions 
In Fig. 5.4, the skin friction for the pitching parabola obtained from the boundary 
layer solution is compared with the corresponding Navier-Stokes results at Reynolds 
numbers of 1000 and 10,000. In general, as expected, the agreement between the 
boundary layer and Navier-Stokes solutions is better at the higher Reynolds number. 
At the earlier time shown, when the skin friction is positive throughout the upper 
surface, both Navier-Stokes results agree quite well with the boundary layer solution. 
At the later time shown, the Navier-Stokes result at Re = 10,000 is in good agreement 
with the boundary layer solution except in the vicinity of the recirculating region 
where the skin friction is negative. The discrepancies at later times may be due to 
the absence of viscous-inviscid interaction in the boundary layer computations. 
The boundary layer streamlines are compared with those from the Navier-Stokes 
solution at Re= 10,000 in Fig. 5.5. Before we carry out this comparison, we need to 
patch the boundary layer and inviscid solutions into a composite solution that is 
valid uniformly throughout the flow field. This is done using the theory of matched 
asymptotic expansions (see Van Dyke [36]). The details of the procedure used to 
obtain this composite solution are described in Appendix D. The normal distance to 
the wall of the Navier-Stokes streamlines in this plot is rescaled by the factor 
in order to match with the boundary layer scale. 
We saw earlier that the boundary layer solution terminates in a finite-time sin­
gularity when the flow focuses into a narrow spike on the upstream side of the re­
circulation zone. It has been proposed that the secondary separation structure in 
the Navier-Stokes solution is caused by the same process that leads to displacement 
thickness spiking and formation of the finite-time singularity in the boundary layer 
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solution. The asymptotic structure of the flow near the boundary layer singularity is 
described by the theory of Elliott et al. [12]. From Fig. 5.5, we see that the Navier-
Stokes streamlines at the boundary layer singularity time, tg, are still smooth and 
the fluid in the recirculating region shows no tendency towards accumulating on the 
upstream side of the recirculating region. In the downstream part of the reversed-flow 
region, the streamline patterns are in good agreement. The Navier-Stokes stream­
lines at times t > tg are plotted on the boundary layer scale in Fig. 5.6. Since the 
normal coordinate is expanded on the boundary layer scale, we see details of the 
flow near the wall that are not readily apparent in the physical coordinates. Even at 
times beyond there is no clear indication of fluid accumulation or spiking on the 
upstream side of the recirculation zone. Presumably, this is because the singularity 
is relieved by interaction of the mainstream pressure gradient with the thickening 
boundary layer as proposed by Elliott et al. [12]. We see that the single recirculation 
region thickens considerably beyond its size at the boundary layer singularity time, 
causing a significant distortion in the main flow. (In contrast, there is no mechanism 
in the classical boundary layer formulation for the boundary layer to have an 0(1) 
influence on the main flow, which causes the boundary layer solution to become sin­
gular.) The streamlines of the main flow curve around this thickening recirculation 
zone and bunch on its downstream side. This effect becomes more pronounced with 
time and eventually results in the splitting of the single separation zone into two. 
The zero skin-friction contours for the boundary layer solution and the Navier-
Stokes solution at a Reynolds number of 10,000 are plotted in Fig. 5.7. We see 
that the first instance of secondary separation occurs after the boundary layer sin­
gularity time, ts. In Fig. 5.8, the difference between the time of first occurrence of 
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secondary separation, denoted by tsai, and ts is plotted as a function of the leading-
edge Reynolds number. The parameter (fjai —ta) decreases with increasing Reynolds 
number and a least-squares fit yielded a scaling of This implies that sec­
ondary structure creation occurs closer to the boundary layer singularity time as the 
Reynolds number is increased. The likely sequence of events in the Navier-Stokes 
solution is: first a recirculating bubble forms which eventually grows in the normal 
direction causing a significant distortion in the main flow (leading to the finite-time 
singularity in the classical boundary layer solution). Subsequent to this, multiple 
recirculating cells form within the viscous layer and interation between these gives 
rise to an eruptive plume of vorticity. 
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CHAPTER 6. INSTABILITY COMPUTATIONS 
In this chapter, we present Navier-Stokes simulations of unsteady, incompress­
ible, leading-edge flows which demonstrate that small perturbations in the flow can 
lead to eddy creation in the boundary layer. The motivation for such a study is 
the fact that such eddy creation is predicted by the Rayleigh instability theory for 
leading-edge flows developed in Ref. [21]. It was found that the disturbance fields 
created by impulsive starts, rapid but smooth variations in the angle of attack and 
by inviscid vortices in the freestream resulted in eddies being generated in the bound­
ary layer. These instabilities occur prior to flow reversal and hence post-separation 
eddy-creation mechanisms can't account for them. A preliminary Reynolds-number-
scaling study of these eddies was carried out. the results of which are in reasonable 
agreement with Ref. [21]. 
Previous studies of Smith and Bodonyi [29], Cowley et al. [9], and Tutty and 
Cowley [34] have suggested that the dominant instability in a boundary layer occurs 
on a streamwise length scale that is of the order of magnitude of the boundary layer 
thickness. Hence, the basic idea in Ref. [21] is to consider a finite-aspect ratio region 
within the boundary layer. This region is governed by the inviscid Euler equations 
and so is potentially unstable to the classical Rayleigh instability. The neutral curve 
for the Rayleigh instability was mapped out for the pitching parabola by numerically 
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solving the classical Rayleigh equation with the classical boundary layer solution 
providing the base profiles. It turns out that the boundary layer flow is unstable to 
the Rayleigh instability sometime after velocity profiles become inflectional but well 
before flow reversal sets in. 
Navier-Stokes Simulations 
The Navier-Stokes computations were carried out using the solver described in 
Chapter 3, which uses a time-accurate second-order finite-difference method to solve 
the streamfunction-vorticity form of the Navier-Stokes equations. Several cases were 
considered. In the first case, the angle of attack was changed impulsively in small 
increments. At each angle of attack, the solution was run out to a long time (at 
least 75 time units). Note that time is non-dimensionalized by //Voo, I being the 
leading-edge radius of curvature of the parabola. The At used was 5x10"^ so that 
15,000 time steps were required to compute to t=75. The solution at the final time 
at one angle of attack was used as the starting solution for the next angle of attack. 
The series of K values used were 0, 0.25, 0.50, 0.75, 1, 1.15, 1.25 and 1.35 . For 
A'=0.75 and below, the solution converged to steady-state values. Above /\=0.75. 
each time the angle of attack was changed impulsively, a wave packet appeared near 
the minimum shear location. In time, these wave packets grew in amplitude and 
convected downstream. In Fig. 6.1, the temporal evolution of skin friction is plotted 
for A'=1.25 at a Reynolds number of 1000. The Reynolds number is based on the 
leading-edge radius of curvature and the corresponding chord Reynolds number for 
the NACA0012 airfoil is about 60,000. Three wave packets can be identified: the 
very low amplitude one on the extreme right which appeared when K was changed 
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from 0.75 to 1.0; the middle and left ones appeared when K was changed from 1.0 
to 1.15 and from 1.15 to 1.25 respectively. 
We also considered the case in which the impulsive change in the angle of attack 
is smoothed out as shown in Fig. 6.2, the corresponding transition in K being rapid 
but smooth. The series of K values used were the same as above. The skin friction 
obtained is compared with the corresponding result for the impulsive case in Fig. 6.3. 
We see that the oscillations in the skin friction are still present, with the amplitude 
decreasing on smoothing out the K variation (which is to be expected). We conclude 
that a discontinuous or rapid change in the angle of attack can generate instabilities 
in the leading-edge flow. 
The grid spacing in the streamwise direction had to be very fine in order to 
capture these wave packets. The grid on which these computations were carried out 
is shown in Fig. 6.4. A total of 481 grid points were used in the circumferential 
direction of which 351 points were placed in the region 4 < (^ < 14. The region 
enclosed by the rectangular box in Fig. 6.3 is enlarged in Fig. 6.5 to demonstrate grid 
convergence. The finer grid has 50 % more points in the region 4 < (f < 14 than the 
coarse grid. The results obtained on the two grids differ by less than 5%. 
To generate the oscillations continuously instead of in isolated packets, we used 
the non-linear waveform shown in Fig. 6.6 for K. This corresponds to the parabola 
undergoing small, non-linear oscillations. Here K is varied between 1.15 and 1.25, 
each region of rapid K variation containing about 300 time points. From the temporal 
evolution of the skin friction plotted in Fig. 6.7, we see that the wave packets are being 
generated continuously in this case. The temporal evolution of the pressure contours 
is shown in Fig. 6.8. The closed pressure contours in the region near the wall signify 
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Figure 6.4: Grid over parabola for instability computations. 
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Figure 6.5: Grid convergence of the oscillations in the skin friction (K=1.25). 
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finite normal pressure gradients in the viscous layer. A close-up view of the closed 
pressure contours is shown in Fig. 6.9 to demonstrate that they are being adequately 
resolved. The surface pressure coefficient after one, two and three oscillatory cycles 
is plotted in Fig. 6.10. Also shown in this plot is the classical boundary layer result 
at K = 1.15. Note that the curves at the three different times overlap exactly. It is 
seen from this plot that no oscillations appear in the surface pressure, which remains 
at the boundary layer value. The instantaneous streamfunction contours at 1=120 
plotted in Fig. 6.11 show the eddies that are generated by the instability. These 
eddies appear in regions where the skin friction becomes negative as the oscillations 
grow in amplitude. 
A more natural mechanism for the generation of disturbances than impulsive or 
rapid changes in the angle of attack is the perturbation of the freestream through the 
addition of inviscid vortices. The strength of the vortices was chosen such that the 
perturbation in the velocity field was less than 1%. We use the method of complex 
variables discussed in Chapter 2 to calculate the inviscid solution for the parabola 
in the presence of freestream vortices. Since the principle of superposition holds 
for potential flow, we can add the complex potential of the vortices to that of the 
unperturbed flow. As a first approximation, the vortices are convected along the 
streamlines of the main flow. The detailed derivation of the inviscid solution for this 
case is given in Appendix E. 
The temporal variation of the perturbation streamfunction for a case with four 
inviscid vortices in the freestream is shown in Fig. 6.12. The corresponding temporal 
evolution of skin friction at a leading-edge Reynolds number of 1000 is plotted in 
Fig. 6.13. We see that oscillations similar to those seen in the earlier cases appear in 
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Figure 6.8: Temporal evolution of the instantaneous pressure contours for parabola 
undergoing small, non-linear oscillations. 
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Figure 6.8 (Continued) 
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non-linear oscillations. 
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the skin friction. The pressure contours at the starting time and after the appearance 
of the oscillations in the skin friction are shown in Fig. 6.14. Note that closed pressure 
contours similar to those for the parabola undergoing small oscillations (see Fig. 6.8) 
appear near the wall at the later time. As before, no oscillations are observed in the 
surface pressure coefficient, which remains at the boundary layer value, as seen in 
Fig. 6.15. In Fig. 6.16, the instantaneous streamlines at t=105 show eddies similar to 
those observed for the oscillatory variation in A'. This case demonstrates that small 
disturbances in the freestream can create 0(1) changes in the boundary layer flow. 
The response of the boundary layer to the freestream perturbation is very similar to 
that for impulsive or rapid changes in angle of attack. 
Discussion of Results 
Since flow reversal has not yet occurred in the base flow, post-separation eddy-
creation mechanisms such as marginal separation and boundary-layer instabilities can 
likely be ruled out. We propose here that the boundary-layer eddies are being created 
by the Rayleigh instability mechanism discussed in Ref. [21]. The local evolution of 
the Rayleigh instability, in the limit as the Reynolds number tends to infinity, is 
governed by the unsteady Euler equations. Since the Euler equations allow a finite 
normal pressure gradient at the wall, the presence of closed pressure contours adjacent 
to the surface is in accordance with that theory. 
At finite Reynolds numbers, the local evolution of the instability is governed by 
the unsteady Navier-Stokes equations. Rothmayer and Bhaskaran [21] have solved 
this local problem using a separated boundary layer profile for the base profile. The 
base flow for the local problem is parallel, into which a small sinusoidal perturbation 
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is introduced in the streamwise direction. The evolution of this perturbation is com­
puted by solving the full unsteady Navier-Stokes equations. At a Reynolds of 200 
based on the boundary layer profile height, the perturbation grows in amplitude and 
eventually gives rise to eddies near the wall. In Fig. 6.17, the instantaneous stream­
lines for the local problem obtained by Rothmayer and Bhaskaran [21] are plotted 
alongside those presented earlier for the leading edge undergoing small, non-linear 
oscillations. Qualitatively, the eddies obtained from the two calculations exhibit close 
similarities. 
We computed linear growth rates of the Rayleigh instability for the bound­
ary layer over the pitching parabola. This involves numerically solving the classical 
Rayleigh equation for boundary layer velocity profiles. The details of the numerical 
method are given later in this chapter. Results from this analysis were used to map 
out the neutral curve for the Rayleigh instability in the limit of Reynolds number 
tending to infinity. This analysis shows that the boundary layer flow becomes un­
stable to the Rayleigh instability sometime after individual velocity profiles become 
inflectional but well before a recirculating region appears in the base flow. 
Reynolds number scalings 
For the high-frequency Rayleigh instability in a Blasius-type self-similar bound­
ary layer, it is shown later that the wavelength in the (^-variable is constant. At any 
particular time, the difference in ^ between successive crests of the oscillations in the 
skin friction is more or less constant (see Fig. 6.18). The average value of this distance 
can be taken as a reasonable estimate of the wavelength of the oscillations. It turns 
out that this average wavelength doesn't remain constant with time but decreases as 
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the wave packet moves downstream, as can be seen from Fig. 6.18. This is possibh' 
due to the non-similar nature of the boundary layer over the parabola. We used 
the average value of the average wavelength at different times as the representative 
wavelength of the oscillations at the particular Reynolds number (i.e. we average in 
space as well as time). This representative wavelength for A'=1.15 is plotted versus 
the Reynolds number in Fig. 6.19. A least-squares fit yielded the scaling 
A  ~  ( 6 . 1 )  
which is reasonably close to the scaling predicted in [21]. 
The zero skin-friction contours for Reynolds numbers of 3162 and 10,000 at 
K = 1.15 are plotted in Fig. 6.20. These contours demarcate regions of forward 
and reverse flow and their intersections with a line parallel to the y-axis at any 
given time yield the zero skin friction locations at that time. Each separate contour 
line corresponds to an eddy. The slope of the contours is approximately constant, 
indicating that the eddies move downstream with almost constant speed in (f-space. 
The distance d marked in Fig. 6.20 is proportional to the eddy size and we see that 
the eddies reach a constant size a little while after formation. The average value 
of d over all the eddies is representative of the size of the eddies generated by the 
instability at the particular Reynolds number and in principle, can be used to obtain 
the Reynolds number scaling of the eddy size. While it is clear that eddies get 
smaller with increasing Reynolds number as expected, the variation in size for the 
range of Reynolds numbers considered in Fig. 6.19 was too small to reliably deduce 
the corresponding scaling. Below the range of Reynolds numbers considered, the flow 
is stable for this particular K and above this range, the grid is not fine enough to 
properly resolve the oscillations. 
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In the succeeding sections, we briefly review the theoretical basis for the Rayleigh 
instability in leading-edge flows, describe the numerical method used to solve the 
classical Rayleigh equation for boundary layer velocity profiles and present the results 
of these stability computations including the neutral curve. 
Past work on separating flows (see Smith and Bodonyi [29]) has suggested that 
the dominant Rayleigh instabilities occur within an inviscid structure embedded 
in the boundary layer. This fact has also been noted in the works of Cowley et 
al. [9], and Tutty and Cowley [34]. Thus, Rothmayer and Bhaskaran [21] consider a 
Re~^''^xRe~^/^ region within the classical boundary layer with short streamwise and 
fast time scales as given by: 
Within this region, the streamwise velocity and pressure are 0(1) to match with 
the oncoming boundary layer flow and the normal velocity is finite to preserve mass 
conservation: 
Theory of High-Frequency Rayleigh Instability 
is, n, 0 = [So, 0, to) + Re-^/2 (5^ J.) _ (6.2) 
{ u , v , p ) ^ { U , V , P ) . . .  .  (6.3) 
This region is governed by the two-dimensional Euler equations: 
Us -l- T'yv = 0 (6.4) 
U T  + UUs -t- VU N  = -Ps, (6.5) 
Ft + UVs + VV N  =  -P N ,  (6.6) 
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with tangency condition applied at the airfoil surface and the initial condition being 
the rotational boundary layer flow. In streamfunction-vorticity form, these equations 
are of the form 
= ^5S + (6.7) 
— '^s^N = 0. (6.8) 
For linear waves, we can assume the well-known normal-mode perturbation form 
(4', n )  =  Q o )  +  e  [(V'(s, N ) ,  a s ,  -h c. c.] , (6.9) 
where (^o^^o) is the unperturbed boundary layer solution, a is the wavenumber, 
c is the complex wavespeed and c.c. denotes the complex conjugate. Substituting 
the normal-mode perturbations into eqs. (6.7) and (6.8) gives the classical Rayleigh 
equation: 
ia{^os - c) {tNN - - ia'^ONNN'i' = 0- (6-10) 
This equation governs the growth of linear waves in the finite-aspect ratio region 
within the boundary layer. If c has a positive imaginary component, the perturbations 
grow exponentially with time at an asymptotically faster rate than the time-scale of 
the boundary layer. 
Variation of wavelength in streamwise direction 
Here we derive the variation of the wavelength of the instability due to boundary 
layer thickening in the streamwise direction. We consider the simplest case of a 
Blasius boundary layer which, for the parabola, is a reasonable assumption away 
from the vertex. 
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The variables ^ and fi in eqs. (6.7) and (6.8) depend on the slow scale s  since 
the base boundary layer profile changes with s. Hence, we can denote 
^  =  ^ {S ,N ,T - , s ) ,  Q = Q(5,iV,r;s). (6.11) 
The basic idea is to look for a set of transformations that absorbs the 5 dependence 
into the fast scales so that the transformed problem is identical for all s. Since we are 
considering the Blasius boundary layer, the explicit dependence of the base boundary 
layer profile on s can be removed by using the variable 
N 
In addition, we assume transformations of the form 
C = A(^)A', T = B{ S)T ,  (6.13) 
^(5,iV,r;s) = C(5)^(C,7/,T), fi(5,iV,r;5) = i)(5)fi(C,7?,r), (6.14) 
where /l(5), B(s ) ,C{s )  and D{s )  are functions to be determined. Incorporating these 
transformations into the streamfunction eq. (6.7) gives 
+ = DQ. (6.15) 
2s 
To eliminate explicit dependence on 5, we choose 
The initial condition for fi at T = To  i s  the boundary layer solution plus a small 
perturbation and thus, 
fi(5, iV, To; s) = D{s )C t {C ,  r/, t^,) = - ^ f " { r ) )  + e, (6.17) 
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/ being the Blasius function and e an arbitrary perturbation. It then follows that 
1 D ( 3 )  =  
and from eq. (6.16), 
C(5)  =  y /Ts .  
(6.18) 
(6.19) 
Substituting the above results into the vorticity transport eq. (6.8) yields 
^ {^r,Clc - = 0 (6.20) 
from which we deduce that 
Summarizing, 
B { 3 ) ^  
1 
v/2l' 
(C,//,r) = ^(5,iV,r), 
V2s 
(6.21) 
(6.22) 
(6.23) (f,n) {S,N,T-,s)={^M) (C,7?,T). 
With these transformations, the resulting problem in the new variables ^ and fi is 
t he  s ame  a t  a l l  s .  
Let A be the wavelength of a wave in ( space. Since 
5 = v/2lC, 
the corresponding wavelength in S  is given by 
As = \/^ A. 
The parabolic coordinate ^ along the parabola surface is related to 5 by 
(6.24) 
^ = 2  + l + ln + e (6.25) 
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We assume that ^ 1, for which it can be shown that 
in 
1 =  ^ +  0  ( ) ,  (6 . 2 6 )  
and therefore, 
Small arc-lengths in ^ and s at the surface are related by 
A 5  =  e A  +  o f i ^ ^ ) .  ( 6 . 2 7 )  
= (I) ° • 
A5 ^ / 1 
= y + (6-28) 
from which it follows that the wavelength in ^ is related to that in S by 
^^ = h  + °(F'K)-
Substituting for Xs from eq. (6.27) gives 
A^ = A + ofi^V (6.30) 
V ^ /  
Hence, to leading-order, the wavelength of the waves is constant in ( and increases 
as in .s. 
Linear Stability Computations 
We calculate the growth rate of the Rayleigh instability at a particular stream-
wise location within the boundary layer by solving the Rayleigh eq. (6.10) with 
^o(•s,^^<) provided by the unperturbed boundary layer profile at that location. We 
choose a range of values for the wavenumber and compute the eigenvalue, c, corre­
sponding to each wavenumber. 
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To numerically determine the eigenvalue for a chosen a, c is considered as an 
additional unknown and an extra equation is introduced into the formulation, namely, 
CAr = 0. (6.31) 
The term 
C ( i^NN -  Oi^^) 
in eq. (6.10) is linearized using Newton linearization which gives 
c {i-'NN - { ^ N N  -  aV) + c -  c® , (6.32) 
the superscript g being used to denote guess values. Second-order central differences 
are used to approximate all derivatives and this gives rise to a block-tridiagonal 
system of equations with 2x2 blocks. The system is solved subject to the boundary 
conditions 
0 = 0 at A'' = 0, V-' —> 0 a.s N —* oo (6.33) 
and the normalization condition 
V'N = 1 at iV = 0. (6.34) 
It was found that this method yielded non-zero eigenvalues only with a good initial 
guess for the ^ profile. 
Good initial guess values for and c were obtained by retaining full time de­
pendence in the linearized perturbation equations and solving them using a time-
marching numerical method. In this case, we assume perturbations of the form 
(4-, fi) = (^<„ Q„) + e [(^(iV, T), T ) )  e^^ + c. c.] , (6.35) 
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in which the normal-mode assumption in time is no longer made. Instead of the 
classical Rayleigh equation, we now need to solve the system 
+ + =0, (6.36) 
-1 = 0. (6.37) 
A second-order accurate, time-marching finite-difference method was used to solve 
this problem. Guess values for c and tp required in the direct eigenvalue solver were 
obtained from the solution to this problem at large time. In particular, 
*'{N) = (6.38) 
^Ar(0,oo) 
imag(c') = (in I'^l) • (6.39) 
When solving the Rayleigh equation for a range of values of a, this method was used 
to provide the initial guess at one value of a only and for other q's, the solution at 
an adjacent a was used as the starting guess. 
Mapping the neutral curve 
Fig. 6.21 shows the variation in the growth rate of the Rayleigh instability with 
wavenumber for a particular velocity profile taken from the boundary layer solution 
for the parabola. We see that there is a distinct wavenumber at which the growth 
rate is maximum, corresponding to the most unstable wave. 
The neutral stability curve defines the boundary between stable and unstable 
regions of the flow. The calculated neutral curve for the steady boundary layer 
over the parabola is given in Fig. 6.22, with the region lying to the right of the 
curve being the unstable region. To determine the neutral curve, we calculate the 
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Figure 6.21; Variation of the growth rate of the Rayleigh instability with wavenum-
ber. 
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Figure 6.22: Neutral stability curve for the steady boundary layer over parabola. 
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maximum growth rate at a series of streamwise locations for a fixed value of K. 
At sufficiently high values A', there is a range of streamwise locations at which the 
maximum growth is non-zero (and positive) as seen in Fig. 6.23. The points on this 
curve where the maximum growth rate crosses over from zero to a small positive 
value represent locations of neutral stability and lie on the neutral curve. 
The point (a) in Fig. 6.22 identifies the location at which eddies first appear in 
the Navier-Stokes simulations for the parabola undergoing small, rapid changes in 
the angle of attack at a Reynolds number of 10,000, the case considered in the lower 
plot of Fig. 6.20. Note that disturbance initiation occurs at a location upstream 
of this because the wave packet convects downstream in the time that it takes for 
the amplitude to increase to a level when the skin friction becomes locally negative 
(at which point only eddies appear). Since linear theory should predict the initial 
phase of the instability evolution well, the points of disturbance initiation should 
theoretically lie within the neutral curve, discounting finite Reynolds number effects. 
One possible way to quantify the initiation points is to use the slope of the zero skin 
friction contours in Fig 6.20 to extrapolate to the time when the flow is perturbed. 
Quantifying the region of instability initiation in this manner has not been tried due 
to time constraints and will be considered in a subsequent study. However, a very 
rough estimate indicates favorable correlation of the initiation points of the instability 
with the neutral curve. 
To determine the neutral stability curve for the pitching parabola, we choose 
a streamwise location within the boundary layer and calculate the variation of the 
maximum growth rate with time. The maximum growth rate remains zero for a 
while, then becomes positive and increases monotonically (see Fig. 6.24). The time 
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Figure 6.23: Streamwise variation of the maximum growth rate at a fixed value 
of K. 
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at which the peak growth rate first becomes non-zero marks the point at which the 
Rayieigh instability kicks in and yields one point on the neutral curve. Repeating 
this calculation at other streamwise locations gives more points on the neutral curve. 
The neutral curve thus determined for the pitching parabola is shown in Fig. 6.25. 
Also shown in this figure are the curve enclosing the region where the velocity profiles 
are inflectional ( a necessary condition for the existence of the Rayieigh instability) 
and the zero skin-friction curve. It is clear from this figure that the Rayieigh insta­
bility is present in the constant pitch-up case also and occurs much before the flow 
separates (when the skin-friction becomes negative). We also see that in the vicinity 
of the leading edge, the neutral curve tends towards the inflection curve implying 
that, in this region, the flow becomes unstable to the Rayieigh instability soon after 
the velocity profile becomes inflectional. Note that the computation of the neutral 
curve is computationally intensive: we need to cycle through a range of alpha values 
to determine the maximum growth rate, and need to do this for a range of times and 
streamwise locations. 
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Figure 6.24: Variation of maximum growth rate with time at s=2.2 in the boundary 
layer over the pitching parabola. 
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Figure 6.25: (a) Curve of inflection point creation at the wall (b) Neutral stability 
curve (c) Zero skin friction curve for pitching parabola. 
140 
CHAPTER 7. NAVIER-STOKES SOLUTION USING COMPACT 
UPWIND DIFFERENCING 
Fundamentals of Compact Upwind Differencing 
This section is based on the material in Ref. [33]. Consider the following ODE: 
Ux = f- (7.1) 
A conventional first-order backward-difference approximation to this equation is given 
by 
U i - U i . i  =  f i  +  0 { h ) .  (7.2) 
Alternatively, we can use the values of / at the points i ± 1 to eliminate additional 
terms in the truncation error and obtain a higher-order approximation on a three-
point difference molecule: 
Ui — "t-i — -t- 02/i + otsfi+i, (7.3) 
where the a's are undetermined coefficients at this stage. To determine these coeffi­
cients, we integrate eq. (7.1) over the interval obtaining 
f r ,  r x i  
/  U x d x =  f i x ,  (7.4) 
(7.5) 
^0 
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where  ^= x — To carry out the integration on the RHS of the above equation, 
we approximate / by a quadratic polynomial in the interval [x,_i,a:,]: 
f  =  A  +  B ^  +  C e  +  0 { e ) -  (T.6) 
Substituting this into eq. (7.5) gives 
Ui — Ui-i = + 0(^^)| 
=  A h  + B — +  +  O  .  (7.7) 
The coefficients A ^ B  and C  are determined by using the following three conditions 
in eq. (7.6): 
f { 0 )  =  f i - u  f { h )  =  f u  /(2/i) =/,+!. (7.8) 
Solving for A ,  B  and C  yields 
A = fi-u (7.9) 
„ -fi+i + 4/i - 3/i_i 
B -  ^  .  (-.10) 
^ fi+1 — + fi-1 
" 2h^ • 
Substituting these expressions into eq. (7.7), we get 
h  
Ui — Ui-i = — (5/,_i + 8/i — /,+i) + O  .  (7.12) 
Following Tolstykh [33], we now introduce the following operator notation: 
= Ui-Ui-i, (7.13) 
A  f  -  ~ /'+i , A+fi = ^2 • ('-14) 
Using this notation, eq. (7.12) can be written as 
A-Ui = h A+fi + 0 , (7.15) 
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or as  
(i.), = /i= (T.16) 
with the understanding that the above equation needs to be multiplied throughout 
by A+ before expanding to obtain the difference equation. In a similar way, we can 
arrive at the analogous representation for the forward difference: 
A+u,- = h  A - f i  +  0  { } i ^ ^  ,  ("•l'?') 
where 
A+U; = (7.18) 
A.U =  , 7 i g ,  
Combining the backward and forward difference forms gives 
= /.• = + 0 {h^ ) . (7.20) 
This is a third-order accurate representation for Ux on a three-point difference molecule. 
The choice of the pair of operators, >l+, A_ or A_,A+, is made from stability 
considerations. In Ref. [33], it is shown using Von Neumann stability analysis that if 
1. f ' { u { )  >  0, then the pair ^4+, A_ gives a stable difference scheme 
2. /'(u,) < 0, then the pair A.,A+ gives a stable difference scheme. 
To formalize the switching between the pair of operators based on the sign of /', we 
define: 
^0=9 (^- + ^+) = g/i-1 + g/i + g/i+l) (7.21) 
^ o f  =  /i+1 —  /i-1, A2/ = fi+\ — 2/i 4- /i-i, (7.22) 
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c v\ 1 
s = sign[/'(ur")], A  =  A o - - ^ ,  A  =  - ( A „ - s A 2). (7.23) 
Using these definitions, the compact upwind difference representation in eq. (7.20) 
becomes 
= + (7.24) 
This particular difference representation is called the CUD-3 scheme. 
Compact Upwind Differencing for the Navier-Stokes Equations 
We use the scheme presented in Chapter 2 to difference the Navier-Stokes equa­
tions, with the CUD-3 difference method used to approximate the convective terms 
in the vorticity transport equation. The difference representation for the stream-
function equation remains unchanged. Rewriting the vorticity transport eq. (2.20) in 
conservative form, we obtain 
(^^ + r/2)a; 
J 
+ ~ (-^2^;?)^, (7.25) 
where 
0 H |s, F 3 -p-. J = A, = Aj = -i. (7.26) 
Tjr, Re  rjr, Re  
In step one, the vorticity transport equation is differenced as 
+  ^  I { p n + l f 2  7 , +  \ / 2 \  ,  / ' ,7n+l/2 n+l/2\  
J [ Ai/2 ) 'W •' ~W ^ ' 
where the operators are given by 
+ + (7.28) 
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^ v  (^«.j) 
1 1 
~2 + ^7)) ^t,j- i  +  S f j  Wjj +  2  ~  ^ n) ^itj+i' 
S f  = 
^2iiW',j) 
^2v(^ij) 
(1 , Sfj\ 2 /I s,-^ 
le + TJ + 3"^''' [6 ~TJ 
sign , 5„- = sign , 
'^l.-l/2.j"''-l.J ~ ('*^1.-1/2,J + ''^l.+ l/2,j) + ''^l.+l/2,j^"+l,, 
A^2 
- (-^l.,,-l/2 + -^l.,j+l/2) + ^l..j+l/2^iJ+y 
Afj2 • 
(7.29) 
(7.30) 
(7.31) 
(7.32) 
•, (7.33) 
Quantities at half-grid points are evaluated as the averages of the values at the two 
adjacent grid points, viz. 
,  _  j  - I - A i , ^  
-^1.-1/2,J 2 
etc. The differencing used here for the viscous terms is formally only first-order 
accurate and this is a drawback of the CUD-3 scheme. To invert the above equation, 
we introduce the grid function 
v.- _ ^«^^Wr-r"+l/2 .n+l/2\ ,-i, „ (7.36) 
using which eq. (7.27) becomes 
2(e'-F7/^) n+1/2] 
—J— 
-f- Ai A f j Y i ^ j .  =  A n  2 { e  +  v ' )  n  J  (7.37; 
In step two, quantities evaluated at the n level in the previous step are now evaluated 
at the n + l level giving 
+ 7/^ ^ '"^4" ^£^n+l/2, n+l/2\ ff^n 
At/2 
ij 
t , 3  
- + ^,-'A2fj<+i/2(7.38) 
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We define a second grid function 
^ /T-/n+l/2 n+l/2\ .-i. n+l/2 
using which eq. (7.38) becomes 
' '+ - A< A«-""r 
+ Ai A^Zij. 
2 ( f +  
J 
-
2 ( ^ ^ + ? / ^ )  n + l / 2  
J  
(7.39) 
(7.40) 
Wall boundary condition 
Writing a Taylors series expansion in the rj variable for the streamfunction gives 
= 0.M + (V'r,).-,! h + (^„„)._1 1^ + 0 [h^) , (7.41) 
where h = r]2 — rji. At the wall. 
(0),M = = 0, (7.42) 
and from the streamfunction eq. (2.14), 
— ~ + l) (7.43) 
Substituting these expressions into the above Taylors series expansion, we obtain the 
following representation for the wall boundary condition: 
i'i.2 — —— + l) + O , (7.44) 
Solution procedure 
The solution at any time level proceeds in the following series of steps: 
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1. Using guess values for calculate and 1/"+^/^ from the definitions 
given in eq. (7.26). 
2. Using guess values for determine the grid function Y'ij by sweeping in 
the J] direction and inverting the scalar tridiagonal system 
These boundary conditions are derived from the downstream boundary relations 
given in eqs. (3.16) and (3.17). 
3. Invert eq. (7.37) coupled with the streamfunction eq. (3.1) by sweeping in the 
( direction to obtain new values of ^7i+i/2_ 
terion, update guess values for ^>"+1/2 ^n+i/2 g^gp Xhe 
direction of sweep is reversed (top-to-bottom and bottom-to-top) every sweep 
to accelerate convergence. 
5. Determine the grid function by by sweeping in the ^ direction and inverting 
the scalar tridiagonal system 
(7.45) 
subject to the boundary conditions 
2/?e-^u;", (7.46) 
4. If the change in and is greater than a specified convergence cri-
(7.47) 
subject to the boundary conditions 
J 1,1 
(7.48) 
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6. Invert eq. (7.40) coupled with the streamfunction eq. (3.2) by sweeping in the 
Tj direction to obtain and . Only a single sweep is required since the 
difference equations in this step are linear. 
7. If the difference between and 4'"' exceeds a specified tolerance level, set t/'" 
equal to 0""^' and repeat the previous steps until converges in pseudo-time. 
The skin friction for the steady, symmetric case (A' = 0) is compared in Fig. 7.1 
with the result obtained previously using the central-difference scheme and with that 
obtained by Davis [10] . The comparison with these results is very good. It was 
found that to obtain monotonic convergence for this case, it was necessary to smooth 
out the switching function in the region where the velocity changes direction. The 
smoothing is done using the hyperbolic tangent function as described below: 
1. If U i j  * U i + i , j  < 0, then U is zero somewhere in the interval We 
determine the location where U  =  0, using linear interpolation: 
The coefficient a determines how smooth or abrupt the switching is. Here, a 
was selected such that |5^-| is equal to 0.99 at a distance of two grid spacings 
Results 
(7.49) 
2. The switching function is calculated using 
(7.50) 
on either side of ^o- In this case. 
tanh-^(0.99) (7.51) 
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The switching function in the rj direction is determined by a similar procedure. The 
convergence histories with and without smoothing are shown in Fig 7.2. 
We next consider results obtained for the pitch-up case at a Reynolds number 
of 1000 with A'o = 0.1. The comparison of the skin friction with the second-order 
method at two different times is shown in Fig. 7.3. At K = 0.42, the two results 
match closely. The results agree well at K = 0.95 also except at a single grid-point 
corresponding to ^ = 0.89. The vorticity profiles at this grid point and its two 
adjacent grid points are plotted in Fig. 7.4. The vorticity profiles at the adjacent 
grid points match closely with those obtained from the second-order method whereas 
at 4 = 0.89, the vorticity at the wall is beginning to blow up. This suggests that the 
CUD-3 method is unstable for the pitch-up problem, the instability being caused by 
the wall boundary condition. When the no-slip condition was replaced by a prescribed 
vorticity at the wall, the calculation was stable. We tried a higher-order formulation 
for the no-slip boundary condition but this failed to alleviate the instability. 
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Figure 7.1: Skin friction for the steady flow past a parabola at zero angle of attack 
using the CUD-.3 scheme (Re=1000). 
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Figure 7.2: Convergence histories for the CUD-3 method with and without smooth­
ing for the switching function [Re = 1000, A' = 0). 
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Figure 7.3: Skin friction for the pitch-up case at two different times (Re=1000, 
A;=O.I). 
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Figure 7.4: Vorticity profiles at three adjacent streamwise locations at t=10 for the 
pitch-up case. 
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CHAPTER 8. CONCLUSIONS 
The unsteady flow over a stationary, pitching or oscillating parabola has been 
studied as a model of the flow over airfoil leading edges. Numerical solutions have 
been obtained for the incompressible laminar Navier-Stokes and boundary layer equa­
tions. In the Navier-Stokes solver, the flow variables are split into the inviscid com­
ponent (known analytically) and a non-linear perturbation in order to remove the 
time-dependence in the far-field boundary condition. Our computations of leading-
edge separation using the parabola are in good qualitative agreement with full airfoil 
computations. 
Navier-Stokes solutions for the separated flow over a pitching leading edge have 
been obtained for chord Reynolds numbers in excess of half-a-million. The separation 
structure is similar to that for the boundary layer over a flat plate with impulsively-
applied external adverse pressure gradient. Reynolds number scalings for the time of 
initiation of secondary separation have been obtained for this problem. In order to 
achieve grid convergence after flow separation occurs, it was necessary to cluster grid 
points in a small local region where steep gradients develop. 
A different set of Navier-Stokes simulations are used to show that small perturba­
tions in the flow can lead to the formation of eddies in the boundary layer before flow 
reversal occurs in the base flow. The cases considered are small, impulsive changes in 
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the angle of attack, smooth but rapid variations in the angle of attack and freestream 
perturbation through small-amplitude inviscid vortices. This type of eddy creation 
prior to base-flow reversal is a feature of the high-frequency Rayleigh instability. A 
study of the Reynolds-number scaling of the wavelength of these instabilities yielded 
a value close to that predicted by asymptotic theory. A linear stability analysis was 
performed numerically for the boundary layer over the parabola which yielded the 
neutral curve for the Rayleigh instability. Preliminary indications are that the distur­
bances observed in the Navier-Stokes simulations are initiated in the unstable region 
bounded by the neutral curve. The linear stability analysis showed that for both the 
steady and the unsteady boundary layer over the parabola, the Rayleigh instability 
occurs a little while after velocity profiles become inflectional but much before flow 
reversal sets in. 
Future Extensions 
It would be of interest to study the effect of introducing small freestream per­
turbations in the pitching case. In particular, it needs to be determined if the eddy-
creation mechanism observed for small, impulsive or rapid changes in the angle of 
attack occurs before the base flow over the pitching leading edge separates and if so, 
the range of Reynolds numbers and pitch rates over which this happens. 
The present method can be extended in a straightforward manner to study non-
parabolic leading edges. A longer term project would involve incorporating the effect 
of compressibility to particularly study unsteady, transonic leading-edge separation 
that occurs in many practical applications. 
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APPENDIX A. NAVIER-STOKES EQUATIONS IN NON-INERTIAL 
COORDINATES 
In this appendix, we derive the Navier-Stokes equations in a non-inertial, body-
fixed coordinate system. The body is rotating at a constant angular velocity, fl, with 
respect to the inertial coordinate system {x',y') (see Fig. A.l). We assume that the 
origins of both coordinate systems coincide with the center of rotation of the body. 
The two-dimensional, incompressible Navier-Stokes equations in inertial coordinates 
are given by 
V'-i/'=0, (A.l) 
V/ +(V'- V') V' = -^ + i/v'V\ (A.2) 
^ ^ P 
Here we use the superscript i  to denote inertial quantities. Let f be the position 
vector of some arbitrary point in the flowfield: 
f  =  x ' l '  +  y ' f ,  
= xt + yj, (A.3) 
where ?' and j' are the unit vectors in the r' and j/' directions respectively. Thus 
x ' t '  +  y ' j '=xz - \ - y j .  (A.4) 
Dotting this equation with i gives 
X =  x '  ( z '  •  y '  ( j '  •  i )  ,  
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Figure A.l: Inertial and body-fixed coordinate systems. 
= a;'cosQ + ?/'sin a, (A.5) 
a being the angle between the two coordinate systems and varying with time. Simi­
larly, we can show that 
y = —X* sina-f ?/'cos Q. (A.6) 
We now write the unit vectors in the inertial coordinate system in terms of those 
in the non-inertial system. Let 
z' =  A i i  +  A 2  j .  (A.7) 
Referring to Fig. A.l, 
t ' •  i  = Ai = cosq, (A.8) 
^ ' • j  =  A 2  =  — s m a ,  ( A . 9 )  
and thus 
r = cosQ ? — sino j. (A.10) 
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Similarly, we can show that 
j' = sin a ? + cos a  j .  
In matrix notation. 
( \ 
cos Q sm o 
— sin a cos o 
Now consider 
so that 
d  _  dx  d  dy  d  
dx '  dx^  dx  
d  .  d  
= cosa-r smaT^, 
ox  dy  
d  _  dx  d  dy  d  
dy '  dy '  dx  dy '  dy^  
.  d  ^  d  
= sma-r—hcoso:—, 
dx  dy  
^  d /dx '  
d /dy '  
( . \ / 
cos a — sin a 
sm a cos a \ 
d /dx  
d /dy  
\ 
Using  eqs. (A. 12) and (A. 15), we obtain 
V' = 
dx '  dy ' '  
^  d /dx '  
I 
cos  a  sin a  
— sin Q cos a 
\ 
= \  t '  f  
- ( i  j )  
= ('• 
cos a —sin a 
sin a cos a 
d /dx  
d/dy j 
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Hence 
V' = V. (A.17) 
The velocities in the two coordinate systems are related by 
V' = 
= i i ^  +  y j ) +  [ x i  +  y j ) ,  
=  V  +  X  X  i ) +  y  ( u j  X  j ) ,  
=  V  +  X L j j  —  y i j j l ,  
=  V  +  u j [ k x f ) .  (A.18) 
Using the previous two results, we get 
V ' - V '  =  V - V +  UJV - i - y i  +  x j )  
=  V - V .  (A.19) 
Thus the continuity equation retains the same form in the non-inertial coordinate 
system. 
Consider the LHS of momentum eq. (A.2): 
DV' 
v; + (v' • V ' )  V '  =  
nt 
= •^(|7+u.(i-xr-)] 
+ uj x 
Dt 
DV 
Dt 
=  +  u k  X  [V + w (fc X r)] , 
/? 2-
=  +  x V )  - u  r ,  
=  V t  +  ( y - V ) V  +  u j  { i c  x v) - u?r. (A.20) 
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Since the non-inertial coordinate system is Cartesian, the scale factors associated 
with it are unity and 
V'' = V'-V', 
=  v - v ,  
= (A.21) 
V't/' = V2[y + a;(itxf)], 
= V2t7 + a;(ibx W), 
= V^t/. (A.22) 
Substituting eqs. (A.20) and (A.22) in eq. (A.2) gives the momentum equation in the 
non-inertial frame: 
V t  +  ( v  •  v )  y  +u; [ k  X  v )  - u ^ f =  -t- (A.23) 
Consider the ^-component of the above equation: 
P x  Ut + UUx -F VUy — UJV - J^X = ^ + U{UxX + Uyy) . (A.24) 
We non-dimensionalize the velocity by Kx,, the lengths by /, the leading-edge radius of 
curvature, time by and the pressure by pV^. Then, denoting non-dimensional 
quantities with the superscript *, we have 
+  u u l ,  ^  v ' u 'y. -  j v '  -  j x' = -pI ,  + Re"^ -t- . (A.25) 
The non-inertial terms, which are underlined, are negligible compared to the other 
terms in the equation if the parameter 
U!  I 
^ < 1. (A.26) 
^00 
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We can show this result for the j^momentum equation also. Typical values of the 
above parameter for the problems considered in this study ranged from 0.002 to 0.01. 
These values were considered small enough for the non-inertial terms to be neglected. 
166 
APPENDIX B. VECTOR ANALYSIS RESULTS FOR THE 
PARABOLIC COORDINATE SYSTEM 
The parabolic coordinate system is related to the Cartesian system by 
>2 2 
x  =  — y  =  i T } .  (B.l) 
The scale factors for the parabolic coordinates are given by 
h = + 
= + (B.2) 
^2 = yjxl + j/2, 
= \/e+7. (B.3) 
Gradient, Divergence and Laplacian 
The gradient of a scalar function <j) is given by 
" + + e„) , (B.4) 
where and are the unit vectors in the ^ and 77 coordinate directions respectively. 
The expression for the divergence of a vector function A = + ^26,, is 
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1 
^2 + 7;2 
The Laplacian is given by 
(VeT^ A , )  + { y / e + v '  A2) 
nj 
(B.o) 
w  =  1 
hih2 
1 
^2 + 77' ( 4 ' i ^ 4 > v v )  •  (B.6) 
Derivatives of Reference Unit Vectors 
In this section, we derive expressions for the derivatives of and tr,. Let r be 
the position vector. Then we know basic vector calculus that 
Tj j  — /12 Cf j .  
Now consider 
h - k  =  1-
Differentiating this equation with respect to ^ yields 
d t f  
Let 
Then 
de(_ 
— Aj 64 + A2 e- r , .  
( A ]  +  A 2  e , , )  •  =  0 ,  
and so Ai = 0. Using eq. (B.7), 
I - I dee 
- hi^e^ + hi — 
= hi^e^ + hi AiCr,, 
= /11A2. 
(B.7) 
(B.8) 
(B.9) 
(B.IO) 
(B.ll) 
(B.12) 
(B.13) 
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Therefore 
A2 = 
h\ 
^ (B.14) 
Thus, 
For parabolic coordinates. 
hih^ 
= z, (B.16) 
^7) ~ ^7) ^ J/T) J? 
= + (B.17) 
- - I —^ 1 e,. (B.18) 
and therefore 
^ _ /  V_  
d i  \ e+I 'J 
Consider 
e „ - e „  =  l .  ( B . 1 9 )  
dc 
2 - ^ - 6 ^  =  0 .  ( B . 2 0 )  
Differentiating with respect to ^ yields 
Let 
Be  
-^ = B,e^ + B2e,. (B.21) 
Then 
(5iei + 52e,)-e, = 0, (B.22) 
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and B2 turns out to be zero. Now for an orthogonal coordinate system, 
k-er, = 0, (B.23) 
and differentiating with respect to ^ yields 
+ = (B.24) 
and using eqs. (B.18) and (B.21), we get 
B. = (B.25) 
Hence 
de -r, (  Tj  
di 
Similarly, we can show that 
(B.26) 
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APPENDIX C. BLOCK-TRIDIAGONAL SOLVER 
The set of equations to be solved is of the form 
+ B i f i  + Ci/t+i + Digi-i + Eigi + = Vj, (C.l) 
^2/1-1 + -^2/1 + ^ 2/1+1 + DiQi-i + E2gi + -p25t+i = ^2? {C-2) 
i = 2,3,...,iV-l 
where f and g are the two unknown variables to be determined. The boundary 
conditions for the solver are in the following form: at the upper boundary, 
ak IN-I + 'h IN + h QN-I + dk SN = qk\ = 1,2 , (C.3) 
and at the lower boundary, 
/2 + /i + Cfc 52 + dk g\ = qk\ fc = 3,4 . (C.4) 
We assume the following recursion relations: 
f i  = + Zi i ,  (C.5) 
gi = R2ifi-i + S2igi-i + Z2,- (C.6) 
Using these expressions to eliminate /,+i and gi+i from eqs. (C.l) and (C.2), we 
obtain 
( ^k  f i  "t" ^k  g i  — ^ k  f i—1  Dk  g i—\ \  A; = 1,2 , (C.7) 
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where 
o-k = Bk + Ck Ri,^i + Fk (C.8) 
bk = Ek + Ck Si,+ Fk 82,^1-, (C.9) 
e, = Yk-CkZi,^,-FkZ2„,. (C.IO) 
The equations (C.7) form a set of two simultaneous equations in fi and 5,-. Solving for 
these variables and rewriting the results in the form of the recursion relations (C.5) 
and (C.6) gives 
A2h\ — A\b2 „  b\D2 — b2D\ 6 2 ^ 1 — 6 1 6 2  / r - n x  
= D t^ ' = Dei ' 
A\a2 — A2ai „ a2D\ — a\D2 „ 0162 — 0261 m ^ n\ 
= m • mt ' - Det • 
where 
Det = a\b2 —a2hi. (C.13) 
Upper Boundary 
From the upper boundary conditions (C.3), we can solve for and in terms 
of /at-i and gN-\ which gives 
JN = /N-1 + {c2d\ — C1J2) 5N-i + (<^29I — ^^192)] ?(C.14) 
9N = 7^ [(aife2 - 0261)/AT-I + (62C1 - 61C2) + (^192 - ^291)] , (C.15) 
where 
Au = 61^2 — b2d\. (C.16) 
Comparing these equations with the recursion relations (C.5) and (C.6), we get 
r j  _ a,2di — aid2 ^ C2C?1 — CiC/2 ^ <^29l — C?l92 /o ITN 
Ri^- , (C.17) 
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aib2-a2bi ^ 62C1 - 61C2 ^ 6192-^291 /r. io\ 
= A„ ' = A„ ' = A„ • 
Lower Boundary 
The recursion relations (C.5) and (C.6) for i  =  2  are 
/2 = R12  f i S i ^g i  +  Z i^ ,  (C.19) 
92 = -R22 /i + *522 (C.20) 
We use these expressions to eliminate /2 and §2 from the lower boundary condi­
tions (C.4) which gives 
/i = -^ [(-00^22 + aq) 5i2 + (ac522 + +^^2^ + cdZ22 + dqj , (C.21) 
5i = ^ [(5CZ22 - - (^-^22 + ai) Z12 - cgi?22 + &CZ22 - 6g], (C.22) 
where 
ab = 0364 — 0463, ac = G3C4 — 04C3, ad = 03(^4 — a^dz-, (C.23) 
aq = 0374-0493, bq = bzqA- b^qz., cc? = C3<Z4 - C44, (C.24) 
eg = C394 - £4^3. c/g = d^q^ - d4q3, (C.25) 
A/ = — ^ac522 + ad'j Ri^ + (aci222 + 'S'b ~ cdR22 ~ ^^822 — bd. (C.26) 
Solution Procedure 
The solution proceeds in the following steps: 
1. ...etc. are calculated from the upper boundary conditions using 
eqs. (C.17) and (C.18). 
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2. Starting at i — N, we calculate Ri^.Si,, ...etc. recursively using eqs. (C.ll) 
and (C.12). 
3. Eqs. (C.21) and (C.22) are used to compute /i and 51. 
4. Starting at i = 1, we calculate /,• and gi recursively using eqs. (C.5) and (C.6). 
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APPENDIX D. BOUNDARY-LAYER COMPOSITE SOLUTION FOR 
THE ENTIRE FLOW FIELD 
In this section, we use the method of matched asymptotic expansions [36] to de­
velop the composite expansion for the boundary layer solution that is valid through­
out the entire flowfield. The leading-order term in the expansion for the outer region 
is the inviscid solution: 
^0 — ^inviscid (D.l) 
The leading-order term in the inner expansion is the classical boundary layer solution 
and thus, 
Tpi  =  {s ,  N )  +  . . . .  (D.2) 
The composite solution is constructed such that it reduces to the correct expansion 
in both the inner and outer regions. The formula for forming the additive composite 
is given by (see Ref. [36]) 
= ipi + "(po - [i^i]o ^ (D.3) 
where the last term on the RHS is the outer limit of the inner solution. This term is 
calculated as follows: 
= Jim IV-,) 
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= Re-^'^Ue{s)N 
=  U e { s ) n ,  (D.4) 
since for the boundary layer solution, 
^ Ue{ s )  as iV -> 00, (D.5) 
^ U e { s )  N  as N o o .  (D.6) 
Hence the composite solution is given by 
= tkinviscid + - Ue( s )  U . (D.7) 
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APPENDIX E. PERTURBATION OF INVISCID SOLUTION FOR 
PARABOLA WITH FREESTREAM VORTICES 
In Chapter 2, we had obtained the potential flow solution for the parabola by 
mapping it to the stagnation flow past a flat plate (see Fig. 2.3) through the trans­
formation 
We now perturb the stagnation flow in the (-plane by introducing pairs of counter-
rotating vortices such that the wall boundary condition is unchanged. We can then 
use the same transformation as above to map this flow to that over a parabola. 
The complex potential for the single vortex pair shown in Fig. E.l is given by 
where ( = (J -1-i F is the strength of each vortex and the superscript * indicates the 
complex conjugate. Since the flow is symmetric about 7/ = 1, no fluid crosses this line 
or equivalently, the inviscid wall boundary condition is satisfied on this line. Since 
the principle of superposition holds for potential flows, the complex potential for the 
combination of the stagnation flow and pairs of counter-rotating vortices is given by 
2 
F'  -^lnK-C.) + §ln[C-(C + 2i)l, 
(E.1) 
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^T1 =1 
• (^ .•n.+2) 
Figure E.l: Counter-rotating vortex pair used to perturb the stagnation flow in the 
C plane. 
the sum of the complex potentials of the individual components. Thus, 
N v  
F = F. + -£Fi 
lc=l 
N v  ( C  +  A ' - i )  v - T -  i „  
—5 
it=l 
C ^Vk 
c-c:, -2i  (E.2) 
where Fs is the complex potential of the stagnation flow and is given by eq. (2.46), Ff. 
is the complex potential of the A:"" vortex pair and Nv is the total number of vortex 
pairs. In the transformed plane, this complex potential represents the flow over a 
parabola perturbed by Nv vortices in the freestream. Note that the instantaneous 
streamlines for the vortices in the z-plane are not circles. 
Since the strengths of the vortices are chosen to be very small, the vortices 
are convected along the streamlines of the stagnation flow as a first approximation. 
Then the change in the position of a vortex located at {x^, ?/„) in an infinitesimal time 
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interval d t  is given by 
dz^ = dxv + i dy^ 
— [^5(3^^, 2/y) "*[• I Vs{^Xy^ yv)] 
'dFs 
,  ,  { z , ) d t .  (E.3) 
Us and Vs being the velocities of the stagnation flow. Thus, 
IT) 
Integrating this yields the vortex location in the ^-plane as an implicit function of 
time: 
/'""/'"'TdFV—' 
being the location of the vortex at initial time to- It is easier to carry out the 
integration on the RHS in the ( variable. Transforming the integrand to the variable 
and dropping the v subscript gives 
a-dc 
t - t  ° = I J c  u c* + A' + r 
= L f  + A - •  ' E - « )  
Considering only the real part of the integrand gives 
^ _ ['^ {e + ri')U + K)di-{ri-\)dr,] 
° Jc,.. + ^ ( ^  +  A ' r  +  ( 7 / - i r  
Along the stagnation flow streamlines, 
U  +  K ) ( r } - l )  =  C  =  ( U  + K )  (77„„ - 1), (E.8) 
C being a constant so that 
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(E.9) 
Using this result, eq. (E.7) reduces to the form 
- t o =  f  
J e ,  t ^  +  K  
We used the MAPLE software package to perform this integration which yielded 
(E.10) 
t  —  t o  =  —  { ( v  —  ^ V o )  +  
1 
- a 
-2C  
2 
1 
2 
1 1 
L(ev+Ar (Cv„+ATJ 
+ (l + A'2) In e. + K 
^Vo + 
(E.11) 
Xv + ^Vo + A 
The procedure to calculate the inviscid solution for the parabola in the presence 
of freestream vortices is summarized below: 
1. Select the number of vortices to be introduced and for each vortex, assign values 
for its strength F and location at initial time to. 
2. At a given time t, calculate by solving eq. (E.11) using Newton iteration. 
The corresponding value of //„ is obtained from 
C 
r/i) = 1 + 
+ A 
(E.12) 
3. The imaginary part of the expression in eq. (E.l) gives the contribution of each 
vortex to ?/> and thus, 
where 
n = \/(^-^.;)^ + ('7-^?v)^ r2 = + {v + Vv-2)'^- (E.14) 
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The above expression becomes unbounded at {^v,Vv) and this was avoided by 
introducing a small vortex core within which V*' was assumed to vary linearly 
with Tj. 
4. Adding ^ for all vortices gives the total perturbation in i{^. 
