Gait generation for legged robots is a challenging task typically requiring either a handtuning design or a kinematic model of the robot morphology to compute the movements, generating a high computational and time efforts. Neuroevolution algorithms with the ability to learn network topologies, such as Neuroevolution of Augmenting Topologies (NEAT), Hypercube-based NEAT (HyperNEAT), and τ -HyperNEAT, have been used in the computational community to learn gaits in legged robots. An extended version of HyperNEAT called ES-HyperNEAT, where the substrate hosting the nodes of the neural network evolves in shape, seems to be a promising algorithm to evaluate gait learning tasks. Using two four-legged robot platforms with different degrees of freedom (Quadratot and ARGOv2), we compared the performance of a variety of neuroevolution algorithms based on HyperNEAT for learning gaits. The comparative analysis of the results reveals that the three evaluated algorithms, HyperNEAT, τ -HyperNEAT and ES-HyperNEAT, successfully generate gaits given a fitness function. In particular, for the Quadratot platform, ES-HyperNEAT learns faster and better than the other two methods, a result that is not observed in the ArgoV2. Additionally, ES-HyperNEAT produces more phase changes between joints movement, resulting in more natural robot movements. Finally, ES-HyperNEAT produces complex substrates from simple Compositional Pattern Producing Networks, CPPN-NEAT, allowing the simplification of the underlying neural network.
I. INTRODUCTION
One of the main challenges linked to the research and application of legged robots is to program gaits. Depending on the robot morphology and the number of actuators, the underlying kinematic model could quickly increase in complexity [1] - [4] . On the other side, to switch to a hand-tuning design and implementation, is not computationally efficient and requires high human efforts.
A different perspective affords the gait design as a result of the interaction of the robot with the environment for a given task, where the goals and constraints can be established varying the gait learned by the robot. A manner to address this perspective is using neuroevolution algorithms, where the robot locomotive is driven by an artificial neural network (ANN), which evolves both in topology and connection weights.
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In neuroevolution algorithms, the ANN is encoded as a gene and then evolved using genetic algorithms to train both, the connection weights and its topology [5] . Neuroevolution of augmenting topologies (NEAT) [6] has been proposed as a solution to evolving ANNs. NEAT has been applied in automatic feature selection [7] , video games [8] , [9] , mobile ad-hoc networks [10] , evolution strategies [11] , deep neuroevolition [12] . robotics [13] , among others.
Two extensions of NEAT algorithm, CPPN, and Hyper-NEAT [14] , [15] , have been proposed to include system regularities or symmetries benefiting the learning process. Furthermore, HyperNEAT algorithm has been used to learn gaits in legged robots without needing to hardcode the gait depending on the robot morphology [16] - [18] . In these implementations, a substrate of neurons must be defined, where the connection weights are learned using a CPPN-NEAT network. Recently, inspired in the τ -NEAT approach where not only the topology and connection weights are learned, but also, the time delay between neuron connections [19] , we proposed τ -HyperNEAT implementation [20] . τ -HyperNEAT incorporates time delays in the substrate connections, computed by an extra output in the CPPN-NEAT network. This single feature allows the gait to develop interesting behaviors like irregularities in joints phase, generating more harmonic movements.
Interestingly, an extended version of HyperNEAT, Evolvable Substrate HyperNEAT (ES-HyperNEAT) [21] , allows the previously fixed substrate to evolve the density and distribution of the nodes through training. Thus, ES-HyperNEAT forces the solution to be dependant only of the input and output nodes position of the substrate, and the output patterns of the CPPN-NEAT network. Following this, we aim to evaluate the three approaches: HyperNEAT, τ -HyperNEAT, and ES-HyperNEAT, in the gait learning problem.
Using two four-legged robots with different degrees of freedom, Quadratot, and ArgoV2, we evaluate neuroevolution strategies for gait learning tasks. In particular, we evaluated the performance and versatility of HyperNEAT, τ -HyperNEAT, and ES-HyperNEAT considering a fitness function which assesses both the distanced crossed by the robot, and the speed of their joints. The comparative analysis shows that ES-HyperNEAT can learn faster and better than the other methods using the Quadratot platform. This result is not replicated in the ArgoV2, where the three algorithms tend to have equal performance. Additionally, ES-HyperNEAT produces more phase changes between joints movement, that give more natural behavior to the robot movement. Finally, the method can produce complex substrates from simple CPPN-NEAT network, that tend to keep sigmoids as the primary activation function along with the training.
This article is structured as follows. Section II describes the neuroevolution algorithms considered in this article. Section III describes how the introduced algorithms are applied to the gait learning task. The resuls in the two robotic platforms, Quadratot and ArgoV2, are shown in Section IV. Finally, Section V describes the conclusions and projections of this approach.
II. NEUROEVOLUTIVE ALGORITHMS A. NEAT: NEUROEVOLUTION OF AUGMENTING TOPOLOGIES
Neuroevolution of Augmenting Topologies (NEAT) encodes the artificial neural network (ANN) connections and topology as a vector, and, using genetic algorithms, both the connection weights and network structure evolve according to the performance measured by a given fitness [6] . Starting from a simple ANN without hidden layers, the NEAT algorithm will progressively add internal nodes and new connections, looking for the network structure maximizing the performance. NEAT algorithms ensures that the system seeks for the solution in the lowest-dimensional weight space possible along the training duration.
NEAT encodes the ANN structure as a Genome (see Fig. 1 ). The genome contains a list of connection genes having the reference to the two nodes it connects: in-node and out-node; and the connection weight. The connection gene could be disabled/enabled and it also contains an innovation number to individualize it. NEAT also allows mutation that can occur in two manners. The add connection mutation connects two nodes which were not previously connected with a random connection weight, while add node mutation splits an existing connection. In this last case the in-node has a connection weight equal to one, while the out-node inherits the existing connection weight value before adding the new node.
The algorithm proposes a historical mark to indicate the origin of a new connection gene. This mark is obtained using the innovation number of the parent, and thus, it is possible to identify them as a part of the same family. The use of innovation numbers to uniquely identify the connection genes allows the system to perform easily crossing-over between two network topologies.
The networks created by NEAT are grouped into species by using a compatibility measurement between network topologies. Similar topologies fall inside the same species. Doing this, each species is independently optimized before to compete with the other ones. To ensure a single species does not FIGURE 2. Graph representation of a compositional function scheme. The graph of the figure connects the (x, y ) coordinate of, e.g., an image to the output z, which is a real value. The functions inside the nodes represent the activation function of each perceptron forming the ANN. Each of this function is associated with a spatial pattern observed in nature. Image adapted from [22] . increase too much, the fitness is shared between individuals of the same species.
B. HYPERNEAT: HYPERCUBE-BASED NEAT
A subsequent approach proposes replacing part of the sigmoid functions of a NEAT network to obtain complex learning behaviors. Compositional Pattern Producing Networks (CPPN) [22] aims to reproduce structural relationships observed in nature as a result of a developmental process. The main hypothesis addressed by CPPN is that any complex pattern in nature can be obtained composing functions representing patterns such as repetitions, repetitions with variation, symmetry, imperfect symmetry, among others. The composition of functions can be represented as a graph (see Fig. 2 ), and thus, mapped as an ANN, which could evolve using the NEAT algorithm recently described.
To interpret the graph proposed by [22] as an ANN taking advantage of the local geometry of the problem studied, the Hypercube-based NEAT algorithm (HyperNEAT) is proposed. Following this, using the HyperNEAT interpretation, the regularities observed in the phenomenon to be optimized are mapped into the network topology. In practice, to exploit the geometry, HyperNEAT computes the connection weight w between two nodes using a CPPN network, which inputs are the coordinates of the nodes. In other words, CPPN(x 1 , y 1 , x 2 , y 2 ) = w i,j , where (x 1 , y 1 ) and (x 2 , y 2 ) are the positions of the nodes (see Fig. 3 ).
For the input and output layers, the nodes are arranged on a grid called substrate, which could adopt different spatial configurations depending on the nature of the phenomenon to optimize. The value of the connection weights depends on the node positions inside the substrate, and then, the distribution of the connection weights will be also depend on the substrate geometry. Moreover, the input and output nodes could eventually being placed on different substrate, as it is the case of the state-space sandwich [23] . In this case, the coordinates used to feed the CPPN network are the respective node coordinates in the two different substrate layers. The algorithm to evolve a HyperNEAT network is the one described in [14] .
More recently, an improvement of the NEAT algorithm was proposed by [19] , [24] , [25] , in which the evolution not only gives the connection weight between two nodes, but also, the time delay of the connection. Following this, [20] proposes the same principle applied to HyperNEAT proposing τ -HyperNEAT. In this implementation, the CPPN network is defined in CPPN : R 4 → R 2 , generating as output the connection weights between the two nodes and the time delay associated to that connection.
C. ES-HYPERNEAT: EVOLVABLE SUBSTRATE METHOD IN A HYPERNEAT NETWORK
From the ability of the CPPN function to interpret the connectivity pattern from the nodes positions, it is possible to extend the spatial resolution of the problem by evaluating the point coordinates continuously with respect to a source node. The CPPN function will thus generate a connectivity pattern of weights over a two-dimensional space having implicit information of node positioning and connections from the source node.
Evolvable Substrate HyperNEAT (ES-HyperNEAT) [21] allows the intelligent positioning of nodes on a substrate based on the information provided by the connectivity pattern generated by the CPPN-NEAT network. An important point of view to consider is the density of nodes that will be incorporated into the substrate, and therefore, connected to a node of origin. Since the activation of nearby nodes can represent redundant information for the network, it is necessary to incorporate connections at a resolution high enough to capture the detail in the hypercube.
To perform the task of selecting nodes, a multiresolution tool called quadtrees [26] is used, which is based on splitting a two-dimensional region into four sub-regions. In this way the decomposition of the space can be treated as a sub-tree whose parent is the original region, and its childs, the new regions generated by the decomposition. This procedure can be performed recursively on the generated sub-regions until reaching a desired resolution.
The procedure for the selection of nodes by quadtrees is composed by two phases (Fig. 4) . First, the division and initialization phase consists of sub-dividing a square region recursively until reaching a desired resolution. Then, by querying the CPPN, the weights for each node of the pth sub-region are computed and stored to calculate the variance σ 2 p , and used as a heuristic indicator of heterogeneity of the region evaluated. The division phase process can be reapplied if the variance of the pth sub-region is over a threshold σ 2 t . Fig. 4a shows the execution of the division phase by querying an input node through a target 2D space. After the division phase is finished, the prune and extraction phase is executed, which consists in removing leaf nodes of the quadtree nodes whose variance in their connection weights is smaller than a variance threshold σ 2 t indicated by The main network substrate sets the network structure and it can be formed by several layers. The connection weight w 1,2 between two nodes in the substrate (node 1 and 2) are found using the secondary neural network implemented by CPP-NEAT. This secondary network receives as input the coordinates of the two nodes, and optionally, additional information such as the distance between them. As output the secondary network generates the connection weights. (b) Similar than (a), but now in this case the CPPN-NEAT network not only generates the connection weights between two node pair, but also, the time delay to propagate that information (w 1,2 , τ 1,2 ). is the source node and (x, y ) are points in the 2D target space defined by the initial and maximum resolution parameters on the division method.
(b) The prune and extraction phase explores recursively over the quadtree leaves to find regions satisfying the minimal variance requirement to set that rsolution, then the band pruning is applied. Big to little squares represent lower to high resolution and, red and blue zones are positive and negative activation levels respectively. the user. After this, the last procedure consists in explore the so-called bands, which are neighboring nodes (top, bottom, left and right) associated to different quadtrees. Following this, the band level is determined by
where d top , d bottom , d left , d right are the differences of the connection weights assocated to the neighbors. In other words, for an arbitrary node n with a connection weight w n , the value of d k is computed as d k = |w n − w n,k | for k ∈ {top, bottom, left, right}, and where w n,top represents the top neighbor of the node n. Then, if β is below than a band threshold β t the connection is discarded, this allows the CPPN to have more control over density of points that are created creating regions with anisotropic densities. The complete prune and extraction phase is shown in Fig. 4b . Finally, with the hidden neurons discovered, only those connections having a path from input to output neurons are Final phase consist in connect every input to hidden, hidden to hidden and hidden to output nodes and connections previously discovered (a). It is explored iteratively through the network to discover those elements that make up floating connections (red elements) in the network (b). Finally, nodes that stablish a path from input to output neurons are being kept (c).
being kept (see Fig. 5 ). This pruning process reduces computational cost focusing the search and activation of substrate neurons that effectively carry information from input to output.
III. IMPLEMENTING GAIT LEARNING IN LEGGED-ROBOTS A. LEGGED-ROBOTS
Quadratot and ArgoV2 are four-legged robotics platforms with different quantity of degrees of freedom. Because of the differences between these two platforms, the substrate implementation must be appropiate for each case of study according to the robot structure. Fig. 6a shows a flat Quadratot platform from a top point of view, with its nine joints being marked in ascending order in order to higlight the degrees of freedom of the robot: an inner and an outer joint per leg, and an extra joint in the robot body. Simillarly Fig 6b shows a flat ArgoV2 platform with each joint marked to spot its degrees of freedom: unlike Quadratot, ArgoV2 has three joints on each leg and none on its body. Each leg joint in both platforms have an angle range of movement between [−60 • , 60 • ], and Actual gait learning and training involves long time efforts and multiple iterations, meaning that applying the training task directly to the physic robotics platforms could be dangerous to the operator and the platform itself, and expensive in terms of motors power consumption. In order to avoid this issues, V-REP Robot Simulator and imported models of each robot are used in the training task.
Both Quadratot and ArgoV2 training iterations consist in six seconds of gait execution prior to fitness computation of the actual trial. Multiobjective fitness function is used to evaluate the gait trial, having distance (F dist ) and joints frequency oscillations (F frec ) components to compute a final fitness F for each iteration. F dist scores the distance traveled by the robot from the center of the scenario to the point reached within the simulation durantion, and is computed as
where d is the objective distance of the trial, A the amplitude and σ 2 d the variance computed experimentally. F frec computes the measurement of the average oscillatory movements of the joints for each leg where f i is the average computation of the oscillatory movements in motors per leg (i = 1, 2, 3, 4), f is the objective frequency, σ 2 f is the variance computed experimentally, and ϑ a threshold. Final frequency fitness component F frec is calculated by the average value between each leg f i component.
Trial fitness F is defined as:
By selecting the lowest value of each component F, it allows their maximization through gait training, as is presented in the results section. Fitness functions parameters are specified in Table 1 .
B. IMPLEMENTATION OF HYPERNEAT AND τ -HYPERNEAT
Both, HyperNEAT and τ -HyperNEAT algorithms have equal substrate structure, composed by three layers in a state-space sandwich (input, hidden and output nodes), whose amount of nodes varies for each experiment. In Quadratot experiment (Fig. 7) , the input layer has 11 nodes, having 9 related to the degrees of freedom, i.e. each limb (2 motor per leg and 1 motor in the body of the robot), and two with oscillatory signals sine and cosine to provide a continous movement of the motors. The hidden layer has 12 nodes connecting the nodes between the input and output layer, bringing deepness to the substrate. The output layer has 9 nodes in the same position than the ones defined in the input layer, related to each motor in the robot. Similarly, in ArgoV2 (Fig. 7 ) experiment, the input layer has 14 nodes, 12 of them are related to each motor in the legs of the robot and the last 2 containing the sine and cosine signals. The hidden layer has 16 nodes, connecting input and output layer nodes. The output layer has 12 nodes related to each motor in the legs of the robot, keeping the position of its pairs in the input layer. The output signals are connected to the input layer as feedback of the current state of each motor.
The CPPN-NEAT network is not the same within algorithms. Even if both HyperNEAT and τ -HyperNEAT have 5 input nodes (the coordinates of the two nodes and the euclidean distance between them), they generate different outputs. While HyperNEAT generates two weights of the input-hidden and hidden-output substrate connections, τ -HyperNEAT incorporates another two outputs indicating the time delay buffers of those connections (see Fig. 7 ).
C. IMPLEMENTATION OF ES-HYPERNEAT
In the ES-HyperNEAT algorithm, the hidden layer of nodes evolves through the training as explained in section II-C, but the input and output layer of nodes are designed manually by the user (see Fig. 7 ). Originally, every node in an ES-HyperNEAT substrate is located on a single 2D space, restricting the spatial distribution of nodes and the exploration of three dimensional connectivity patterns. To establish comparisons between algorithms, we implemented a statespace sandwich topology for ES-HyperNEAT method, and thus, leave the algorithm to explore possible connectivity patterns in the hidden layer freely. This solution only allows feedforward connection between layers from input to output, with no recursive connections and, not allowing connections within the same layer.
The number of nodes associated with the robot joints depends on the robotics platform. For Quadratot, similar to HyperNEAT and τ -HyperNEAT implementations, the input layer has a total of 11 nodes, where nine of them are associated with the robot joints. The other two nodes are connected with the oscillatory inputs needed to generate motion continuity (sine and cosine). The output layer has nine nodes for each motor joint, containing the motor angle to be executed in the next state. The positions of the nodes associated with the robot joints are the same for both input and output layers. On the other hand, for ArgoV2 experiment (Fig. 7) , the input layer has 14 nodes, two of them oscillatory input signals and the rest carrying the current angles of the motors. The output layer has 12 nodes with the angle of the robot joints to be executed at the next algorithm step.
The distribution of nodes in the input and output layers of the substrate encodes a pattern of conectivity, which is critical information to the ES-HyperNEAT method, carrying implicit information of the position of nodes in the hidden layer to be constructed. A set of parameters must be configured prior to training start: initial resolution (r t ) indicates the recursive subdivision of the quadtree applied in the beggining of the division phase. Once r t is reached the quadtree can continue subdividing up to a maximum resolution level (r m ) only if the variance of the current evaluated leaf is higher than the division threshold (d t ), which is used to evaluate heterogeneity in leafs of the quadtree. Variance threshold (σ t ) evaluates current leaf variance to express connections only in higher heterogeinity regions; band threshold (β t ) used in prune and extraction phase to express or discard connections between neighbor nodes whose band level is below β t ; iteration level (i t ) indicates how many hidden to hidden nodes exploration the algorithm will execute, it means that an iteration level zero will explore over one hidden layer. The current parameters allow the ES-HyperNEAT algorithm phases to design the hidden layer of nodes according to the position of inputs and outputs and its CPPN-NEAT activation levels.
The CPPN-NEAT network has similar structure than HyperNEAT implementation, having four inputs related to the position of the nodes in the substrate to evaluate, and an extra input with the euclidean distance between them. The output layer in this scenario has only one output indicating the connection weight between the two nodes.
D. ALGORITHMS TRAINING PARAMETERS
CPPN-NEAT is the core algorithm on each method and, for every case, we define a specific set of parameters to execute the training task successfully. For instance, the parameters indicating the population of networks and the number of generations, directly affect the training duration. The list with the implemented parameter values is specified in table 2.
As we previously mentioned, the τ -HyperNEAT and ES-HyperNEAT are based on HyperNEAT method, where both algorithms use a CPPN-NEAT network to determine the connection weight between two points. In this implementation, it is mandatory to use parameters to discard the weights whose values are less than the threshold (ρ min ), and thus, avoiding an overpopulated set of redundant connections. HyperNEAT based methods bound the connection weights to a maximum value (ω max ), which is determined experimentally. τ -HyperNEAT method uses a CPPN-NEAT with an extra output, which is a percentage of the maximum length of the buffer (τ max ), used to add connection delays. According to section III-C, ES-HyperNEAT method has other parameters providing an efficient exploration of the substrate structures through the training. Table 3 specifies the parameters used in each particular case.
IV. SIMULATION RESULTS

A. GAIT LEARNING
Results are obtained after averaging 10 training runs. Each training run executes 100 generations of learning gaits over 100 genomes in the network population. The fitness F is computed as described in equation (5) by calculating the mean and standard deviation between the training runs. Fig. 8 shows the average fitness, measured over the entire population, of each HyperNEAT based method through the training, for Quadratot and ArgoV2 robotics platforms. Fig 8a shows Quadratot fitnesses denoting faster learning speed by ES-HyperNEAT algorithm. In this case, it optimizes its substrate weights faster than the other methods obtaining better performance, and additionally, finding an optimum structure of connectivity pattern through this process. From 25th generation onward, each method starts to reach a stable state. ES-HyperNEAT is the one exhibiting the better fitness, while HyperNEAT shows the lowest average fitness value, although not very different from τ -HyperNEAT (Mann-Whitney, p < 0.001). In a previous work [20] , it was shown that there are no significant differences in terms of fitness in gait learning with Quadratot, as it has happened in this experiment. Fig. 8c shows the variance between the averaged fitnesses for each algorithm using Quadratot. ES-HyperNEAT exhibits a decrease in variance as the runs approach the end of the training; nevertheless, they are still higher than HyperNEAT. The ability to generate different physical configurations and density of nodes in the substrate from small variations in the CPPN-NEAT networks is one of the interpretations at these higher levels of variance. Additionally, the training process using ES-HyperNEAT showed high sensitivity to the algorithm hyperparameters, and thus, their changes were restricted through the evolution. The currently selected hyperparameters showed satisfactory results, but since it is a manual configuration, a better selection could potentially improve the performance.
ArgoV2 has a different morphology compared to Quatdratot. ArgoV2 has an additional degree of freedom for each leg and does not have a joint in its body, as Quadratot does. Although these constraints are not an impediment for ES-HyperNEAT to find solutions to the gait learning problem, it does represent a greater difficulty in finding a satisfactory substrate structure for the solution. Fig. 8b shows the fitness results for the three algorithms, where it is only possible to observe slight differences at the beginning of the training. Once a steady-state is reached, there are no significant differences in fitness between the algorithms ((Mann-Whitney, p > 0.1)).
The variance of the selected results is shown in Fig. 8d . We observed a high variability throughout generations, this again under the interpretation that small variations in a CPPN-NEAT network generate major changes in the construction of the substrate. Since ArgoV2 is a more complex platform, sensitivity to these changes increases, and therefore, it is necessary to select the hyperparameters for training precisely. For example, the initialization phases were allowed to sub-divide the search space by one more level than Quadratot, which improved the walks with ArgoV2 without outperforming the HyperNEAT and τ -HyperNEAT algorithms. The set of hyperparameters allowing the discrimination of redundant information and density of nodes in the substrate, restricts the high variations suffered by the substrates through generations and is possibly the objective aspect to increase performance with ArgoV2 and ES-HyperNEAT.
Another approach to compare HyperNEAT and τ -HyperNEAT, and ES-HyperNEAT, is to observe the movement signals in the motors generated by each method, identifying differences between the three algorithms evaluated. Figs. 9 and 10 , Quadratot, and ArgoV2 respectively, represent the champions organisms that solve the problem of learning gaits, showing in each chart the motor signals for each joint. As it is possible to observe, the delay buffer used by τ -HyperNEAT, generates significant phase changes having harmonics in the sine waves, which matches the previous results shown in [20] . (Figs. 9d, 9e, 9f and Figs. 10d, 10f, 10e ). On the other hand, ES-HyperNEAT, through the placement of nodes generated by the connectivity pattern, turns the movements made by each motor dependant on the physical structure of the substrate. The manner how we chose the connection weights between the layers of the substrate is described in the following sections. Thus, it is possible to observe in Figs. 9g, 9h, 9i and Figs. 10g, 10i , 10h how multiple motors signals have different phases, generating walks that visually inspire appreciable movements to insects in nature (Quadratot gait example video https://bit.ly/2mxQs47). Figures 11 and 12 show CPPN-NEAT encoding solutions solving the gait learning problem. Each network is related to an HyperNEAT based method, where each node represents an artificial neuron with the activation function shown displayed in the circles.
B. CPPN-NEAT NETWORK ANALYSIS 1) NETWORK CONNECTIVITY
HyperNEAT has proven to be versatile in finding solutions for the gait learning problem. It is imperative to highlight that there are multiple CPPN-NEAT networks capable of encoding substrates that achieve successful walking behaviors. Furthermore, each run with HyperNEAT and τ -HyperNEAT algorithms evolve organisms with distinctive activation function composition. Nevertheless, in most of the cases, the champion keeps a simple topology without hidden layers. Figs. 11a and 12a show organisms encoding a solution of gait learning using HyperNEAT for Quadratot and ArgoV2, respectively. The CPPN-NEAT organisms need to mutate until the underlying connectivity pattern intersects with the position of the nodes placed at the hidden layer of Similarly, in the case of τ -HyperNEAT, Fig. 11b and Fig. 12b , it solves the problem without excessively modifying the topology of the champion organism. We only observe a slight modification having now a lateral connection between two output nodes in the case of Quadratot. Most of the mutations needed to align the connectivity pattern with the node positions is achieved through the activation functions, where the evolution added more complex functions such as sin or tanh. . Rows indicate how the i -th node in the source layer will be connected to the j -th node in the target layer, in terms of the criteria mentioned before. NA are nodes with no relation to joints position and are present in the hidden layer to give more density in the connection map. Each weight and time-delay is scaled between ω max or τ max respectively.
The ES-HyperNEAT algorithm finds a connectivity pattern from a source node to a 2D space, and, it establishes connections according to section II-C. By applying sub-divisions across the target space, the algorithm searches for critical information for the task discarding redundant connections generating similar activation levels. Therefore, nodes in the hidden layer are not placed manually, and by consequence, their positions are obtained as a result of the evolution process. Fig. 11c and Fig. 12c show examples of the organisms that achieve successful gaits with Quadratot and ArgoV2, respectively. In contrast to the other two algorithms, ES-HyperNEAT only generates a few activation functions, being most of them sigmoids, emphasizing the simplicity of the resulting network. This case illustrates the versatility of ES-HyperNEAT to build complex substrates from neural networks of simple topology, determining not only the position of the nodes in the intermediate layer but their density. The complexity of this algorithm lies in the appropriate selection of parameters described in Section III-C and outlined in table 3, where most of them are directly related to the final resolution of the substrate. Following this, parameters were determined to generate substrates similar in density to those used in HyperNEAT and τ -HyperNEAT for both robotic platforms. In the case of ArgoV2, the resolution of the substrate is one level higher than the one needed for Quadratot, which experimentally resulted in better results for this robotic platform. It is important to note that different substrate resolutions generate different gaits, mostly because the connectivity pattern is interpreted in a different manner. Fig. 12c shows the encoding that solve the gait learning problem in ArgoV2. The node with linear activation incorporates the weighting of the single incoming signal by the weight of the outgoing connection of this node because it does not have another incoming signal. Furthermore, the node with linear activation does not add non-linearities to the network; moreover, it can be interpreted as a single connection whose weights are multiplied. Thus, the most significant mutation, in this case, is the sine activation function in one of the input nodes, which is responsible for activating the x 2 coordinate of the target node evaluated in CPPN(x 1 , y 1 , x 2 , y 2 ).
2) CONNECTION WEIGHTS Fig. 13 (Fig. 14) shows the mapping of connections and time delays in Quadratot (ArgoV2) using τ -HyperNEAT, based on the connectivity patterns generated by the network of Fig. 11b  (Fig. 12b ). Weights and time delays are scaled respect to their maximum values (ω max and τ max ) and represented in grayscale, where white represents a connection whose weight has absolute value ω max or a τ max size delay and black means zero for both cases. The weight mapping does not consider the sign, representing the connections with respect to the absolute value of the associated weight. Incoming nodes are listed vertically, while outgoing nodes appear horizontally, i.e., the position (i, j) of the map represents the connection weight between the ith input node, and the jth output node. The diagonal patterns present in Fig. 13a indicate a periodic behavior, corresponding to the intersection reached by the connectivity patterns from the input layer. Figures 13b, 13c  and 13d show signs of periodicity similar to Fig. 13a with some variations depending on the position of each node.
Similarly Fig. 14 shows how the layers of the substrate interact in the ArgoV2 solution with τ -hyperNEAT algorithm. In this case, an apparent periodicity emerges on weights and delays values, from the input to the intermediate layer, and, from the intermediate to output layer. The horizontal black rows in the input-hidden weight and delays mapping (Figs. 14a and 14b) are directly related to the step activation function in the input node of the CPPN-NEAT network (Fig. 12b) , that evaluates the y axis component of the joint-related node position in the substrate. J1, J5, and J9 share the same vertical position in each substrate layer and exhibit very similar patterns when mapped to the hidden layer, unlike J3, J7, and J11 that show a similar but inverse effect. The strong influence of the vertical position, y coordinate, of the input node in the substrate layer disappears in the hidden-output mapping (Figs. 14c and 14d) , concluding that the combination of weights in the CPPN-NEAT network for this case privileges the linear part of the sigmoid, as it is shown in Fig. 14c .
3) CONNECTIVITY PATTERNS
As we previously mentioned, in the case of ES-HyperNEAT algorithm, the nodes' positions in the hidden are not fixed and encountered by the iteration process, creating a connectivity pattern. Every input and output node, associated with a specific joint in the robot, is connected through the connectivity pattern of the hidden layer. The respective connection weight is obtained applying the CPPN-NEAT network.
Following this, Fig. 15 shows the incoming and outgoing connectivity patterns of each joint of the Quadratot in the hidden layer, where new nodes are selected to be connected from the input and to the output layers. The resulting connectivity pattern, for the point (a, b) , is represented at the background in black and white regions. For the incoming connections, i.e. connections from the input to the hidden layer, are obtained evaluating the CPPN-NEAT network CPPN(a, b, x, y) varying the (x, y) point across all the hidden layer. Similarly, the outgoing connections, i.e., from the hidden to the output layer, are obtained evaluating CPPN(x, y, a, b) . Little squares across the selected points are related to deepness in search of information with ES-HyperNEAT, representing a high variance of activation levels in that area. Red and blue squares imply positive and negative weights values, respectively, and their color intensity indicates the connection weight value scaled between 0 and 1.
The resulting connectivity maps for Quadratot and ArgoV2 are shown in Fig. 15 and Fig. 16 , respectively. These connectivity patterns show sigmoid behaviors along the planes, which are encoded by the CPPN-NEAT network, being then possible to find the convenient position of nodes in the hidden layer. As demonstrated by HyperNEAT and τ -HyperNEAT, the density of nodes present in the intermediate layer is sufficient for executing gaits in Quadratot and ArgoV2, but, with a CPPN-NEAT network containing complex activation functions. In the case of ES-HypeNEAT, making flexible the nodes' positions, it is possible to obtain competitive behaviors with a simpler CPPN-NEAT network, without needing to define the configuration of the intermediate layer. Importantly, as the ArgoV2 has more degrees of freedom than Quadratot, the resolution encountered to obtain the connectivity patterns through ES-HyperNEAT, created a higher density of nodes in the substrate for each connection as can be seen in each case.
V. CONCLUSION
Both HyperNEAT and τ -HyperNEAT encounter the gait solution exploiting the geometry of a fixed state-space sandwich topology. Then, the solution of the gait problem is described by a function of the location of each associated nodes. In this case, the state-space sandwich has a hidden layer of nodes manually placed, generating as output a CPPN-NEAT network, which depends on the nodes' position of the input, hidden and output layers. As the complexity of a problem increases, finding the geometry that connects the layers from input to output may not be trivial, and either the CPPN-NEAT network becomes complex, or, with an inefficient performance. In the case of the two robots platforms here tested, in both cases, we obtained CPPP-NEAT networks with a variety of activation functions, such as cos, tanh, abs, etc.
Removing the nodes' positions constraint given by a fixed hidden layer, ES-HyperNEAT was able to solve the problem for both robotic platforms, Quadratot and ArgoV2, having better fitness for Quadratot. The fitness obtained for ArgoV2 is competitive but not better, possibly due to the adjustment of substrate construction parameters. ES-HyperNEAT has allowed the CPPN-NEAT networks to mutate as much as necessary without having to oversize their topology, resulting in a small network able to code complex substrates. Most importantly, the needed activation functions to solve the gait problem are mostly sigmoid, which are remarkably similar to the manner real neurons communicate between them. Similar to biology, where the restriction of communication between neurons indicates that to execute complex calculations, we need a large substrate, that is, a larger surface area of the cortex. By allowing ES-HyperNEAT to find high-resolution substrates, it is also possible to notice the presence of agglutinated neurons, suggesting the creation of high-density connections, possibly associated with the emergence of cortical areas with similar functionalities. In the case of Quadratot, the selection of substrate construction parameters allows the algorithm to explore spatial configurations that positively exploit the characteristics of the platform. This is reflected in the accelerated average learning pace exhibited respect to the rest of the evaluated algorithms, and, in the decreasing trend of the variance of the selected results. On the other side, ArgoV2 shows a greater sensitivity to substrate changes during training, suggesting a more restrictive range for the training hyperparameters. The proper determination of the set of hyperparameters is one of the most important aspects to consider in future experiments.
Visually, the resulting gaits obtained with ES-HyperNEAT denote a greater naturalness in their walks with the presence of phase changes between joints, which is also present, although less frequently and thanks to the delay buffers, in τ -HyperNEAT. The latter is capable of generating signals on motors that are not entirely sinusoidal, whose addition to ES-HyperNEAT may be valuable to improve, even more, the naturalness of the generated gaits. In conclusion, the generation of movement signals with ES-HyperNEAT shows behaviors between extremities that could be generated neither with HyperNEAT nor t-HyperNEAT. Therefore, ES-HyperNEAT together with the topological evolution of the CPPN-NEAT networks and the associated substrates, it is presented as the most novel alternative in neuroevolution for gait learning on the platforms here analyzed.
