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Chapitre 1
Introduction
1.1 Résumé
Dans cette thèse, nous nous intéressons au problème de la prévision spatiale en considérant
des modèles non paramétriques conditionnels dont la variable explicative est fonctionnelle.
Plus précisément, les points étudiés pour décrire la co-variation spatiale entre une variable
réponse réelle et une variable fonctionnelle sont le mode conditionnel et les quantiles condi-
tionnels.
En ce qui concerne le mode conditionnel, nous établissons la convergence presque complète,
la convergence en norme Lp et la normalité asymptotique d'un estimateur à noyau. Ces
propriétés asymptotiques sont obtenues sous des conditions assez générales telles, l'hypothèse
de mélange forte et l'hypothèse de concentration de la mesure de probabilité de la variable
explicative fonctionnelle. L'implémentation de l'estimateur construit en pratique est illustrée
par une application sur des données météorologiques.
Le modèle des quantiles conditionnels est abordé dans la deuxième partie de la thèse. Il est
traité comme fonction inverse de la fonction de répartition conditionnelle qui est estimée par
un estimateur à double noyaux. Sous les mêmes conditions que celles du modèle précédent,
nous donnons l'expression de la vitesse de convergence en norme Lp et nous démontrons la
normalité asymptotique de l'estimateur construit.
Notre étude généralise au cas spatial de nombreux résultats déjà existant en série chronolo-
gique fonctionnelle. De plus, l'estimation de nos modèles repose sur une estimation préalable
de la densité et de la fonction de répartition conditionnelles et permet de construire des ré-
gions prédictives, montrant ainsi l'apport de ce genre de modèles par rapport à la régression
classique.
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1.2 Summary
The main purpose of this thesis concerns the problem of spatial prediction using some nonpa-
rametric conditional models where the covariate variable is a functional one. More precisely,
we treat the nonparametric estimation of the conditional mode and that of the conditio-
nal quantiles as spatial prediction tools alternative to the classical spatial regression of real
response variable given a functional variable.
Concerning the rst model, that is the conditional mode, it is estimated by maximizing the
spatial version of the kernel estimate of the conditional density. Under a general mixing condi-
tion and the concentration properties of the probability measure of the functional variable,
we establish the almost complete convergence (with rate), the Lp consistency (with rate)
and the asymptotic normality of the considered estimator. The usefulness of this estimation
is illustrated by an application on real meteorological data.
The model of the conditional quantiles is considered in the second part of this thesis and is
treated as the inverse function of the conditional cumulative distribution function which is
estimated by a double kernel estimator. Under the same general conditions as in the rst
model, we give the convergence rate in the Lp- norm and we show the asymptotic normality of
the constructed estimator. These asymptotic results are closely related to the concentration
properties on small balls of the probability measure of the underlying explanatory variable
and the regularity of the conditional cumulative distribution function.
Our study generalizes to spatial case some existing results in functional times series case.
Finally, we highlight what our models brings compared to classical regression, discussing the
use of our results as preliminary works to construct predictive regions.
1.3 Statistique non paramétrique fonctionnelle : Motiva-
tion et contexte bibliographique
Ces deux dernières décennies, une immense innovation sur les appareils de mesures est ap-
parue et réalisée permettant de surveiller plusieurs objets d'une manière continue, tels les
indices boursiers, la pollution, la climatologie, les images satellitaires, . . . .
Ce développement technologique a exigé la modernisation des méthodes statistiques comme
outils d'analyse et de contrôle. Ainsi, un nouvelle branche de la statistique, dénommée statis-
tique fonctionnelle s'est développée pour traiter des observations comme éléments aléatoires
fonctionnelles. Les premières contributions sur le sujet ont été consacrées à l'étude des mo-
dèles paramétriques (voir les monographes de Ramsay et Silverman (1997, 2002, 2005) pour
le cas i.i.d ou Bosq (2000) pour le cas dépendant). Cependant, l'analyse statistique via les
modèles linéaires est fondée sur une connaissance préliminaire de la nature de la co-variabilité
entre les observations, ce qui est très dicile à vérier en statistique fonctionnelle, contrai-
rement à la statistique classique où on dispose d'outils graphiques comme le scatterplot qui
9donne un aperçu sur la relation entre les observations. Ceci justi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délisation des données fonctionnelles par des méthodes non paramétriques.
Le traitement non paramétrique des données fonctionnelles est beaucoup plus récent que
l'analyse paramétrique. En eet, les premiers résultats ont été obtenus par Gasser et al.
(1998). Ils se sont intéressés à l'estimation non paramétrique du mode de la distribution
d'une variable fonctionnelle vériant un condition fractale. En considérant la même condition
fractale Ferraty et Vieu (2000) ont étudié la convergence presque complète d'un estimateur à
noyau de la fonction de régression, lorsque les observations sont indépendantes et identique-
ment distribuées. Dabo-Niang (2002) a obtenu, la convergence presque sûre et la normalité
asymptotique d'un estimateur de type histogramme de la densité d'une variable aléatoire
dans un espace de dimension innie. En utilisant la propriété de concentration de la mesure
de probabilité de la variable explicative fonctionnelle, Dabo-Niang et Rhomari (2004) ont
étudié la convergence en norme Lp de l'estimateur à noyau de la régression non paramétrique.
La convergence presque complète pour le cas fortement mélangeant a été étudié par Ferraty
et al. (2004). Masry (2005) a montré la normalité asymptotique dans le cas d'observations
fonctionnelles -mélangeantes.
Les premiers résultats sur les modèles conditionnels ont été obtenus par Ferraty et al. (2006).
Ils ont précisé la vitesse de convergence presque complète des estimateurs à noyau pour la
fonction de répartition conditionnelle, la densité conditionnelle et ses dérivées, le mode condi-
tionnel et les quantiles conditionnels. Nous renvoyons à Ferraty et Vieu (2006) pour un large
éventail d'applications de ces modèles en statistique fonctionnelle. Dabo-Niang et Laksaci
(2007) ont ajouté des résultats sur la convergence en norme Lp de l'estimateur à noyau
du mode conditionnel dans le cas i.i.d. La détermination des termes dominants de l'erreur
quadratique de l'estimateur à noyau de la densité conditionnelle a été obtenue par Laksaci
(2007). Ferraty et al (2008) ont abordé l'estimation de la fonction du hasard conditionnelle
et ont établi la convergence presque complète d'un estimateur à noyau de ce modèle non
paramétrique. La normalité asymptotique des estimateurs à noyau du mode conditionnel
et des quantiles conditionnels a été étudié par Ezzahrioui et Ould-said ont (2008a, 2008b,
2008c) en traitant deux cas (cas i.i.d et cas mixing). En considérant des observations - mé-
langeantes, Quantela-del Rio (2008) a établi la convergence presque complète et la normalité
asymptotique de l'estimateur proposé par Ferraty et al (2008) sur la fonction de hasard
conditionnelle. L'auteur a illustré ces résultats asymptotiques par une application sur des
données sismiques. Un estimateur alternatif des quantiles conditionnels a été proposé par
Lemdani et al . (2009). Ils ont traité les quantiles conditionnels comme un modèle robuste
appartenant à la classe des M -estimateurs. Les résultats asymptotiques de cet article sont
la convergence presque complète et la normalité asymptotique dans le cas i.i.d.
La contribution de Ferraty et al.(2010) sur la convergence uniforme est très déterminante.
Dabo-Niang en collaboration avec Laksaci (2010) ont généralisé leur résultats de la conver-
gence en norme Lp de l'estimateur à noyau du mode conditionnel dans le cas i.i.d au cas
fortement mélangeant. En considérant la même structure de dépendance, Lemdani et al .
(2011) ont étudié la convergence presque complète et la normalité asymptotique de l'estima-
teur L1 des quantiles conditionnels. Tandis que la convergence en norme Lp pour l'estimateur
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à doubles noyaux des quantiles conditionnels a été récemment obtenue par Dabo-Niang et
Laksaci (2012). La question du choix du paramètre de lissage dans l'estimation de la densité
conditionnelle à variable explicative fonctionnelle a été considérée par Laksaci et al. (2012).
D'autres auteurs se sont intéressés à l'estimation de la fonction de régression en utilisant
d'autres approches, telles que la méthode des k plus proches voisins de Burba et al. (2008),
les techniques robustes, voir Azzidine et al. (2008), Crambes et al. (2008), et Attouche et al
. (2009, 2010). Pour l'estimation par la méthode des polynômes locaux, on peut voir Baìllo
et Grané (2009) Barrientos-Marin et al. (2010), Berlinet et al. (2011) et Demongeot et al.
(2012). La littérature sur le cas d'une variable réponse fonctionnelle est très restreinte en
statistique fonctionnelle. On citera, dans ce contexte l'article de Dabo-Niang et Rhomari
(2009) pour la convergence en norme Lp de l'estimateur à noyau de l'opérateur de régression
comme élément banachique. La convergence presque complète de cet estimateur est obtenue
par Ferraty et al. (2011). Van Keilegom en collaboration avec Ferraty et Vieu (2012) ont
établi la normalité asymptotique de l'estimateur de la fonction de régression, lorsque les
deux variables (réponse, explicative) sont de nature fonctionnelle. Tous ces résultats ont été
obtenus dans le cas où les observations sont indépendantes identiquement distribuées. Le cas
dépendant a été récemment considéré par Ferraty et al. (2012). Dans cette publication, les
auteurs ont démontré la convergence presque complète de l'estimateur à noyau de l'opérateur
de régression pour des observations  mélangeantes.
1.4 Les modèles conditionnels en statistique non paramé-
trique : Notes historiques et bibliographiques
L'étude de modèles non paramétriques liés à la distribution conditionnelle a été largement
considérée en statistique non paramétrique. Historiquement, les premiers résultats sur ces
modèles ont été obtenus par Roussas (1969). Il a traité l'estimation de la fonction de répar-
tition conditionnelle par la méthode à noyau en utilisant des observations markoviennes. Il a
établi la convergence en probabilité de l'estimateur construit. Un estimateur alternatif pour
le même modèle a été élaboré par Stone (1977). Ce dernier a étudié l'estimateur empirique
de la fonction de répartition conditionnelle et il a appliqué les résultats obtenus à l'esti-
mation des quantiles conditionnelles comme inverse généralisé de la fonction de répartition
conditionnelle. Stute (1986) a ajouté des résultats sur la convergence presque complète de
l'estimateur à noyau de la fonction de répartition d'une variable aléatoire vectorielle condi-
tionnellement à une variable explicative vectorielle. L'estimation du mode conditionnel fut
traitée pour la première fois par Collomb et al. (1987). Ces auteurs ont montré la conver-
gence uniforme de l'estimateur à noyau de ce modèle conditionnel lorsque les observations
sont -mélangeantes. En 1989, Samanta a étudié la normalité asymptotique de l'estimateur
à noyau de quantiles conditionnels lorsque les observations sont indépendantes et identique-
ment distribuées. Ce dernier en collaboration avec Thavaneswaran en 1990, ont obtenu la
même propriété asymptotique pour un estimateur à noyau du mode conditionnel en considé-
rant le cas i.i.d. Roussas (1991) a établi la convergence presque sûre d'un estimateur à noyau
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des quantiles conditionnels lorsque les observations sont issues d'un processus de Markov.
La contribution de Youndjé (1993) sur l'estimation de la densité conditionnelle est détermi-
nante. Il a abordé la question du choix du paramètre de lissage en considérant le deux cas
indépendant et dépendant. Quintela et Vieu (1997) ont traité le mode conditionnel comme
étant le point annulant la dérivée d'ordre 1 de la densité conditionnelle et ont construit
un estimateur pour ce modèle en utilisant l'estimateur à noyau de la dérivée de la densité
conditionnelle. Ould-said (1997) a étudié l'estimateur à noyau du mode conditionnel à partir
des observations ergodiques. Nous renvoyons à Berlinet et al. (1998a), Louani et Ould-Said
(1999) pour la convergence en loi de l'estimateur à noyau du mode conditionnel dans le
cas   mélangeant. L'article de Berlinet et al. (1998b) donne un théorème général de la
normalité asymptotique des estimateurs des quantiles conditionnels, indépendamment de la
corrélation des observations. Zhou et Liang (2000) ont utilisé l'approche L1 pour construire
un estimateur de la médiane conditionnelle en utilisant des observations -mélangeantes. Ils
ont montré la normalité asymptotique de cet estimateur. La convergence en norme Lp de
l'estimateur à noyau de la densité conditionnelle d'un processus markovien stationnaire a été
obtenu par Laksaci et Yousfate (2002). Ioannides et Matzner (2002) ont construit un esti-
mateur pour le mode conditionnel, lorsque, les observations sont entachées d'erreurs. Dans
cet article les auteurs se focalisent sur la convergence presque sûr de l'estimateur proposé.
Tandis que sa normalité asymptotique a été démontrée par les mêmes auteurs dans Ioannides
et Matzner (2004). Gannoun et al. (2003) ont abordé l'estimation des quantiles conditionnels
par la méthode L1, ils ont établi la convergence presque complète et la normalité asympto-
tique. En considérant le même modèle et la même méthode d'estimation, Lin et Li (2007)
ont étudié la normalité asymptotique à partir des variables associées. D'autres auteurs se
sont intéressés à l'estimation des modèles conditionnels à partir des observations censurées
ou tronquées (voir, par exemple, Lemdani et al (2009) Liang et Uña-Álvarez,(2010, 2011) ,
Khardani et al. (2010, 2011 et 2012), Ould Saïd et Tatachak (2011) ou Ould Saïd et Djabrane
(2011)).
1.5 Statistique non paramétrique spatiale : Etat de l'art
L'analyse statistique des données spatiales connaît un intérêt grandissant en statistique ma-
thématique. L'importance de ce sujet est motivée par le nombre important de problèmes
concrets, pour lesquels les données sont de structure de dépendance spatiale. On trouvera
des exemples d'applications dans diérents domaines tels, l'économie (les courbes de consom-
mation d'un produit quelconque dans diérents payes), les sciences de l'environnement ( les
courbes de concentration d'un gaz polluant dans diérentes régions) ou en agronomie (les
courbes de pluviométrie dans diérentes localités). On trouve aussi des exemples en foresterie,
en prospection minière, en analyse radiographique. . . Des travaux précurseurs en statistique
spatiale sont ceux de Cressie (1991), Ripley (1981), Guyon (1995), Anselin et Florax (1995).
En ce qui concerne la modélisation non-paramétrique des données spatiales, nous renvoyons
à Tran (1990) qui traite l'estimation de la densité par la méthode du noyau. Ce dernier a
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établi la convergence en probabilité et la normalité asymptotique de l'estimateur à noyau de
la densité d'une variable aléatoire. L'estimation de ce modèle non paramétrique spatial par la
méthode des k- plus proches voisins a été traité par Tran et Yakowitz (1993). Ces auteurs ont
démontré la normalité asymptotique de l'estimateur construit en considérant un champ aléa-
toire fortement mélangeant. Carbon et al.(1996) ont élaboré des résultats sur la convergence
en norme L1 de l'estimateur à noyau de la densité d'un vecteur aléatoire. La convergence en
norme L1 de cet estimateur est obtenue par Carbon et al.(1997). La fonction de régression a
été considérée par Lu et Chen (2004). Ils ont étudié la convergence en probabilité de l'estima-
teur à noyau de la fonction de régression. La convergence presque complète et la normalité
asymptotique de cet estimateur ont été obtenues par Biau et Cadre (2004). Hallin, Lu et
Tran (2004) ont utilisé la méthode des polynômes locaux pour construire un estimateur de la
régression spatiale ainsi que sa dérivée d'ordre 1. Comme résultat asymptotique, ces auteurs
ont démontré la normalité asymptotique des estimateurs construits. Carbon et al. (2007) ont
ajouté des résultats sur la régression spatiale via le modèle autorégressif. Certain auteurs
ont aussi publié des travaux (voir Li et Tran (2007)) traitant la normalité asymptotique de
l'estimateur à noyau de la fonction de hasard. Xu et Wang (2008) ont étudié l'estimation
locale linéaire de la régression spatiale en minimisant le critère de l'erreur absolue. La version
spatiale de l'estimateur de la fonction de régression par la méthode des k-plus proches voisins
a été proposée par Li et Tran (2009). Dans cet article, les auteurs ont montré la normalité
asymptotique de l'estimateur considéré. L'estimation de la régression robuste en statistique
non paramétrique spatiale a été abordée par Gheriballah et al. (2010). La plupart des articles
sur-cités ont établi des propriétés asymptotiques de modèles spatiaux étudiés sous des condi-
tions de mélange forte. Récemment, Robinson (2011) a établi la convergence en probabilité
et la normalité asymptotique de l'estimateur à noyau de la régression sous des conditions
moins restrictives. Notons aussi El-Mechkouri (2011) a aaibli les conditions de la normalité
asymptotique de l'estimateur de Tran (1990). Ce dernier a élaboré une nouvelle méthode de
démonstration ne nécessitant pas l'utilisation de la décomposition spatiale de Tran (1990).
Les modèles non paramétriques conditionnels ont aussi fait l'objet de plusieurs publications
en statistique spatiale. A ce sujet, on citera la contribution de Hallin et al. (2009) pour l'esti-
mation locale linéaire de quantiles conditionnels. L'estimation par la méthode du noyau pour
le mode et les quantiles conditionnels a été abordé par Ould Abdi et al. (2010a, 2010b). Ces
auteurs se sont intéressés à la convergence en norme Lp et la normalité asymptotique de ces
estimateurs. Récemment, Dabo-Niang et Thiam (2010) ont proposé un estimateur alternatif
pour les quantiles conditionnels sont vus comme un modèle robuste. La convergence presque
complète ainsi que la normalité asymptotique de cet estimateur ont été établis.
En ce qui concerne la modélisation fonctionnelle spatiale, qui est le sujet de ce présent
travail, les premiers résultats disponibles furent établis par Basse et al. (2008). Ils ont étudié
la version spatiale de l'estimateur de la densité d'une variable aléatoire spatiale prenant ses
valeurs dans un espace fonctionnel. L'estimation du mode (non conditionnel) a été traitée
et implémentée sur des données réelles par Dabo-Niang et al. (2009). Dans la même année,
Laksaci et Maref (2009) ont donné la vitesse de convergence presque complète de l'estimateur
à double noyaux de la fonction quantile. Laksaci et Mechab (2010) ont généralisé le travail
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de Ferraty et al. (2008) sur la fonction de hasard conditionnelle dans le cas i.i.d. au cas
de données spatialement dépendantes. L'estimation de la fonction de régression dans ce
contexte fonctionnel spatial a été considérée par Dabo-Niang et al. (2011). Dans cet article,
les auteurs donnent l'expression de la vitesse de convergence presque sûre de la version
spatiale de l'estimateur à noyau de la régression non paramétrique fonctionnelle. La normalité
asymptotique de la régression robuste en statistique non paramétrique fonctionnelle spatiale
a été obtenue par Attouch et al. (2012a). Tandis que sa convergence presque complète a été
établie par Attouch et al. (2012b). L'estimation non paramétrique de la régression spatiale
par la méthode locale linéaire a été récemment abordée par Chouaf et Laksaci (2012). Ils
ont démontré la convergence presque complète de la version spatiale de l'estimateur de
Barrientos-Marin et al. (2010). Nous renvoyons aux contributions de Biau (2003) et Dabo-
Niang et Yao (2007) pour l'estimation de la densité et la fonction de régression à partir
d'un champ aléatoire dont les indices sont continus. Nous renvoyons également à Giraldo
(2009) et Nerini al. (2010) pour l'étude de modèles linéaires et ces applications en statistique
fonctionnelle spatiale.
1.6 Contribution de la thèse
Dans cette contribution on se propose d'étudier l'estimation de certaines modèles condition-
nels dans le cadre de la statistique non paramétrique fonctionnelle spatiale. Plus précisément
nous considérons le mode conditionnel et les quantiles conditionnels. Le mode est estimé
pour le point qui maximise l'estimateur à noyau de la densité conditionnelle, tandis que
l'estimation du quantiles est obtenue par inversion de l'estimateur à noyau de la fonction de
répartition conditionnelle.
Nous démontrerons la convergence presque complète, la convergence en norme Lp et la nor-
malité asymptotique de nos estimateurs. Les résultats obtenus généralisent au cas spatial
les travaux de Ferraty et al. (2005), Dabo-Niang et Laksaci (2010, 2012) sur l'estimation du
mode et des quantiles conditionnels en série chronologique fonctionnelle.
En termes d'application, cette contribution a une grande importance en pratique. En eet,
il s'agit d'adopter dans le cas spatial deux outils de prévision alternatives à la régression
classique. De plus, ces deux méthodes de prévision peuvent être beaucoup plus robustes que
celle de la régression classique qui est très sensible aux erreurs d'observations telle que la
présence des observations aberrantes, et l'hétéroscedasticticité des données, l'asymétrie, la
bi-modalité de la distribution . . . .
Notons qu'en pratique les variables fonctionnelles ne sont pas totalement observées, on ob-
serve seulement un nombre ni de points et on reconstitue l'observation fonctionnelle à l'aide
d'une base considérée dans l'espace fonctionnel telle que les fonctions splines, les ondelettes,
la base de Fourier, . . . . Ainsi, ce pré-traitement des observations fonctionnelles est étroi-
tement lié à la base utilisée et à la grille de discrétisation de la trajectoire de la variable
fonctionnelle, ce qui rend ces variables exposées aux problèmes mentionnés ci-dessus. En
eet, ce pré-traitement est souvent confronté à des erreurs de mesure, d'enregistrement, de
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problèmes de compatibilité avec la base,. . . . Il est évident que cette diculté est multipliée
en statistique fonctionnelle spatiale du moment que les sites d'observation (trajectoire en
série temporelle) sont multidimensionnelles. D'où l'importance d'utiliser dans le contexte de
la statistique fonctionnelle spatiale des outils d'analyse robustes, tel le mode conditionnel,
la médiane conditionnelle ou les quantiles conditionnels.
Rappelons que ces modèles conditionnels ont aussi d'autres avantages par rapport à la ré-
gression classique. En eet, ils orent la possibilité de déterminer des régions prédictives
(voir par exemple De Gooijer et Gannoun (2000)) qui sont beaucoup plus intéressantes que
la prévision ponctuelle en pratique. Ces modèles sont aussi très utilisés en nance et/ou en
assurance pour modéliser les risques de valeurs extrêmes.
1.7 Le plan de la thèse
Cette thèse est présentée en cinq chapitres. Dans le reste de ce premier chapitre, on liste en
bref les notations utilisées ainsi que les résultats asymptotiques obtenus
Dans le deuxième chapitre, on considère le problème de l'estimation du mode conditionnel,
dont on traite sa convergence presque complète. Sous des conditions assez générales, on
construit un estimateur à noyau pour le mode conditionnel et on explicite sa vitesse de
convergence presque complète. On discutera aussi dans ce chapitre de l'applicabilité de ce
modèle aux problèmes de prévision à partir d'un champ aléatoire à temps continue.
Le troisième chapitre est consacré à l'étude de la convergence en norme Lp et à la norma-
lité asymptotique de l'estimateur à noyau du mode conditionnel construit dans le deuxième
chapitre. On précise sa vitesse de convergence en norme Lp et on démontre sa convergence
en loi vers la loi normale. On mettra l'accent, aussi sur l'utilisation de ces propriétés asymp-
totiques pour résoudre quelques questions importantes pour l'implémentation pratique de
notre estimateur. Plus précisément, on discutera de la détermination asymptotique exacte
de l'erreur quadratique, la question du choix du paramètre de lissage et la détermination
des intervalles de conance seront aussi abordées. Un exemple d'application sur des données
réelles est traité dans la n de ce chapitre.
Le quatrième chapitre concerne l'estimation des quantiles conditionnels. On suppose qu'on
dispose d'un champ aléatoire fonctionnel fortement mélangeant comme dans les chapitres
précédents et on établit la convergence en norme Lp et la normalité asymptotique de l'esti-
mateur à noyau de la fonction de quantile dénie comme inverse de la fonction de répartition
conditionnelle.
Pour donner une idée de quelques types d'application du cadre de nos travaux, des exemples
d'applications ainsi qu'une discussion sont donnés dans le chapitre 5. Le dernier chapitre de
cette contribution est consacré à quelques commentaires et discussions sur les nombreuses
questions ouvertes qui en découlent.
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1.8 Brève présentation des estimateurs étudiés dans la
thèse
Soit N un entier naturel dans N. On considère le champ aléatoire Zi = (Xi; Yi), i 2 NN
à valeurs dans F  IR, où (F ; d) est un espace semi-métrique de dimension éventuellement
innie. Pour tout x 2 F on dénit la fonction de répartition conditionnelle de Y sachant
X = x, notée F x par
F x(y) = P (Y  yjX = x); 8y 2 R:
On suppose que cette distribution conditionnelle de Y sachant X est absolument continue
par rapport à la measure de Lebesgue dont, on désigne par fx la densité conditionnelle et
par fx(j) la dérivée d'ordre j de cette densité conditionnelle.
Par ailleurs, nous supposons que le champ aléatoire fonctionnel est observé sur l'ensemble
In =

i = (i1; :::; iN) 2 NN ; 1  ik  nk; k = 1; :::; Ng, n = (n1; :::; nN) 2 NN et on estime
la fonction de répartition conditionnelle par
bF xn (y) =
8>><>>:
P
i2In K1

d(x;Xi)
an

K2

y Yi
bn

P
i2In K1

d(x;Xi)
an
 si Pi2In K1 d(x;Xi)an  6= 0
0 sinon :
où K1 est un noyau, K2 une fonction de répartition et an et bn sont des suites de nombres
réels positifs.
De bF xn , on déduit un estimateur de la densité conditionnelle, noté bfx, déni par
bfx(y) = h 1H Pi2In K(h 1K d(x;Xi))H(h 1H (y   Yi))P
i2In K(h
 1
K d(x;Xi))
; 8y 2 R
où H = K 02 est la dérivée de K2 et hK = hK;n = an (respectivement, hH = hH;n = bn).
Pour l'estimation du mode conditionnel, on suppose qu'il existe un compact S où le mode
est unique. On note par (x) ce mode. L'estimateur de ce dernier est obtenu par la maxi-
misation de l'estimateur de la densité conditionnelle. Plus précisément, on estime (x) par
^(x) vériant bfx(^(x)) = sup
y2S
bfx(y):
En ce qui concerne l'estimation du quantile conditionnel d'ordre  2]0; 1[ , on note q(x) ce
quantile, solution de l'équation
F x(q(x)) = :
Pour assurer l'existence et l'unicité de q(x) on suppose que la fonction de répartition condi-
tionnelle F x est strictement croissante. On estime le quantile conditionnel q(x) par q^(x)
tel que bF xn (q^(x)) = :
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1.9 Brève présentation des résultats de convergence ob-
tenus dans la thèse
Dans cette these, on suppose que le champ aléatoire fonctionnel (Zi)i2NN vérie la condition
de mélange suivante8>>><>>>:
Il existe une fonction ' (t) # 0 quand t!1; telle que
8E; E 0sous ensembles de NNde cardinal ni

 B(E); B(E 0) = sup
B2B(E); C2B(E0 )
jP (B \ C)  P (B)P (C)j
   Card (E) ;Card(E 0)'  dist  E;E 0 ;
où B(E) (resp. B(E 0)) la tribu borélienne engendrée par (Zi; i 2 E) (resp.
 
Zi; i 2 E 0

),
Card(E) (resp. Card(E
0
)) est le cardinal de E (resp. E
0
), dist
 
E;E
0
désigne la distance
euclidienne entre E et E
0
et  une fonction symétrique : N2 ! IR+, décroissante par rapport
aux deux variables et satisfait la condition suivante
(1)  (n;m)  Cmin (n;m) ; 8n;m 2 N:
Par ailleurs, on suppose que nos modèles vérient quelques conditions de régularité et que
les variables fonctionnelles Xi vérient l'hypothèse de concentration. On obtient ainsi les
résultats suivants.
Sur le mode conditionnel
Théorème 1
b(x)  (x) = Oh b1jK + h b2jH +O
 
log bnbnhHx(hK)
 1
2j
!
; presque complètement:
où bn = n1:::nN , et (hK) est la probabilité que la variable fonctionnelle X soit dans la boule
de centre x et de rayon hK.
La preuve de ce résultat et le détail des conditions imposées serons donnés dans le Cha-
pitre 2.
Théorème 2 b(x)  (x)
p
= O
 
hb1K + h
b2
H

+O
 
1bnh3Hx(hK)
 1
2
!
où k:kp = (E1=pj:jp).
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Théorème 3 Pour tout x 2 A,bnh3Hx(hK)
2(x)
1=2 b(x)  (x) Bn(x) D! N (0; 1) as n!1:
où
Bn(x) = BH(x)hH +BK(x)hK
avec
BH(x) =
1
2
@2fx((x))
@y2
Z
tH(t)dt
BK(x) = hK
0
0(0)

K(1)  R 1
0
(sK(s))0x(s)ds


K(1)  R 1
0
K 0(s)x(s)ds
 :
et
2(x) =
2f
x((x))
21
Z
H 0
2
(t)dt (avec j = K
j(1) 
Z 1
0
(Kj)0(s)x(s)ds; for; j = 1; 2);
où
A = fx 2 F ; fx(y)(1  F x(y)) 6= 0g:
Les démonstrations de ces deux derniers résultats et le détail des conditions imposées
serons donnés au Chapitre 3.
Sur le quantile conditionnel
Le résultats suivants concernent respectivement la convergence en norme Lp et la nor-
malité asymptotique de l'estimateur par quantile conditionnel dans un carde spatial.
Théorème 4
kq^(x)  q(x)kp = (E jq^(x)  q(x)jp)1=p = O
 
(an)
b1 + (bn)
b2

+O
 
1bnx(an)
 1
2
!
:
Théorème 5 Pour tout x 2 A, 
(fx(q(x)))
2bn( K1(an))2
 K21 (an)((1  ))
!(1=2)
( bq(x)  q(x)  Cn(x))!n!+1 N(0; 1);
où
Cn(x) =
1
fx(q(x)) K1(an)
 
 K1(an)  E

K1
 
(an)
 1d(x;X)

FX(q(x))

+O(bn)
avec
A = fx 2 F ;  K21 (an)
( K1(an))
2
6= 0g avec  g(h) =  
Z 1
0
g0(t)x(ht)dt:
Les hypothèses imposées et les preuves des résultats ci-dessus seront données au chapitre 4.
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Chapitre 2
La convergence presque complète de
l'estimateur spatial du mode
conditionnel
L'objectif de ce chapitre est de montrer la convergence presque complète de l'estimateur à
noyau du mode conditionnel lorsque les observations sont fonctionnelles et spatialement dé-
pendantes. Comme toute étude asymptotique en statistique non paramétrique fonctionnelle
la diculté technique se situe dans le fait de la non-existence de la mesure de Lebesgue dans
les espaces de dimension innie. Ainsi, l'apport principal de ce chapitre porte sur l'adaptation
des outils classiques de la statistique non-paramétrique spatiale dans ce contexte fonctionnel
où la notion d'intégration est plus dicile à utiliser. Cette étude met en évidence la pro-
priété de concentration de la mesure de probabilité de la variable fonctionnelle considérée
sur les petites boules. Les résultats de ce chapitre font l'objet d'une publication dans la revue
"Statistics and Probability Letters".
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Abstract
Let (Zi = (Xi, Yi), i ∈ Z
N ) be a F × R-valued measurable strictly stationary spatial process, where F is a semi-
metric space. We study a kernel estimator of the conditional mode of the univariate response variable Yi given the
functional variable Xi. The main aim of this paper is to prove the almost complete convergence (with rate) of this
estimate.
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2.1 Introduction
This paper deals with nonparametric modeling of functional data presenting spatial depen-
dence. More precisely, we are interested in the spatial prediction problem via the conditional
mode estimation with functional regressor. Note that the modelization of this kind of data
has been selected by Ramsay (2008) among the eight most interesting research subjects in
functional data analysis. This is motivated by the increasing number of situations coming
from dierent elds of applied sciences for which the data are of functional nature and sho-
wing a spatial interaction. In the nite dimensional framework, the modelization of spatial
data has received a lot of attention ( see Haining (2003) for a list of references). The non-
parametric treatment of such data has also, been widely developed in the last two decades.
Key references on this subject are Tran (1990), Biau and Cadre (2004), Dabo-Niang and Yao
(2007), Li and Tran (2009), Dabo-Niang and Thiam (2010). However, there are few results
in nonparametric modelization for functional spatial data. Specically, Dabo-Niang et al .
(2011a) stated the weak and the strong convergence of the functional spatial kernel esti-
mate of the regression function. While, Laksaci and Maref (2009) obtained a rate of almost
complete convergence of the kernel estimate of the spatial conditional quantiles where the
regressor is of functional nature. The asymptotic normality of this estimate has been stated
by Dabo-Niang et al. (2011b). Among the recent papers on the conditional mode estimation
in functional statistics, we refer to Ferraty and Vieu (2006), Dabo-Niang and Laksaci (2010),
Ezzahrioui and Ould-Said (2008) and Ferraty et al. (2010).
In this paper, we consider the problem of spatial prediction via a conditional mode estimation.
Under some general mixing conditions, we establish almost complete convergence with rates
of a kernel mode estimate. It should be noted that, the interest of our study of this context,
comes mainly from the fact that the modal regression provides better prediction tool than
the classical mean regression in several situations (see for instance Collomb et al. 1987, for
some comparison examples between both models). The applicability of our study in a spatial
prediction context has been discussed in this work.
The paper is organized as follows. We present our model in Section 2. In Section 3, we give
some notations, hypotheses and the main results. Section 4 is devoted to some applications
concerning continuously indexed spatial processes. The proofs of the results are given in the
last Section.
2.2 The spatial conditional mode and its estimator
Let (Zi = (Xi; Yi); i 2 ZN) be a F R-valued measurable strictly stationary spatial process,
dened on a probability space (
; A;P), where F is a semi-metric space. Let d denote
the semi-metric and N  1. A point i = (i1; :::; iN) 2 ZN will be referred to as a site.
We assume that the process under study (Zi)i is observed over a rectangular domain In =
i = (i1; :::; iN) 2 ZN ; 1  ik  nk; k = 1; :::; Ng, n = (n1; :::; nN) 2 ZN . A point i will be
referred to as a site. We will write n ! 1 if minfnkg ! 1 and jnjnk j < C for a constant C
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such that 0 < C <1 for all j; k such that 1  j; k  N . For n = (n1; :::; nN) 2 ZN , we setbn = n1      nN .
In this work, we will assume that the functional random led (Zi; i 2 ZN) satises the
following mixing condition :
(1)
8>>>><>>>>:
There exists a function ' (t) # 0 as t!1; such that
8E; E 0 subsets of ZN with nite cardinals

 B (E) ; B  E 0 = sup
B2B(E); C2B(E0)
jP (B \ C)  P (B)P (C)j
   Card (E) ;Card  E 0'  dist  E;E 0 ;
where B (E)(resp. B  E 0) denotes the Borel -eld generated by (Zi; i 2 E) (resp.  Zi; i 2 E 0),
Card(E) (resp. Card
 
E
0
) the cardinality of E (resp. E
0
), dist
 
E;E
0
the Euclidean distance
between E and E
0
and  : Z2 ! IR+ is a symmetric positive function nondecreasing in each
variable such that
(2)  (n;m)  Cmin (n;m) ; 8n;m 2 Z
for some C > 0. We assume also that the process satises the following mixing condition :
(3)
1X
i=1
i'(i) <1;  > 0:
Note that conditions (4)-(6) are the same as the mixing conditions used by Tran (1990), and
are satised by many spatial models (see Guyon (1987) for some examples). If N = 1; then
Zi is called strongly mixing time series.
Throughout the paper, we x a point x 2 F and we denote by Nx xed neighborhood of x.
Assume that the Zi's have the same distribution as (X;Y ) and there exists a regular version
of the conditional probability of Y given X. Let F x be the conditional distribution of the
variable Y given X = x. Moreover, we suppose that F x has a continuous density fx with
respect to (w.r.t.) Lebesgue's measure over IR and we assume that there is some compact
subset S := [x; x], such that the conditional density fx has an unique mode (x) on S. A
natural and usual estimator of (x) denoted b(x), is given by :
(4) b(x) = arg sup
y2S
bfx(y);
where bfx() is the estimator of fx() dened by
bfx(y) = h 1H Pi2In K(h 1K d(x;Xi))H(h 1H (y   Yi))P
i2In K(h
 1
K d(x;Xi))
; 8y 2 IR
with K and H are kernels functions and hK = hK;n (resp. hH = hH;n) is a sequence of
positive real numbers.
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Note that this estimate b(x) is not necessarily unique, so, the remainder of the paper concerns
any value b(x) satisfying (4.2).
The main goal of this paper is to study the nonparametric estimate b(x) of (x) when the
explanatory variable X is valued in the space F of eventually innite dimension. Recall that,
these questions in innite dimension are particularly interesting, not only for the fundamental
problems they formulate, but also for many applications, see Bosq (2000), Ramsay and
Silverman (2005) and Ferraty and Vieu (2006).
2.3 Main results
All along the paper, when no confusion will be possible, we will denote by C or C 0 some
strictly positive generic constants, and we will denote for all i 2 In, Ki(x) = K(h 1K d(x;Xi)),
Hi(y) = H(h
 1
H (y   Yi)) and B(x; h) = fx0 2 F : d(x0; x) < hg. We shall list some required
conditions that are necessary in deriving the almost complete convergence of the kernel
estimate b(x) of (x).
(H1) P (X 2 B(x; r)) = x(r) > 0.
(H2) 8i 6= j, 0 < supi6=j P [(Xi; Xj) 2 B(x; hK)B(x; hK)]  C(x(hK))(a+1)=a; for 1 <
a < N 1:
(H3) 8(y1; y2) 2 S  S, 8(x1; x2) 2 Nx Nx,
jfx1(y1)  fx2(y2)j  C
 
d(x1; x2)
b1 + jy1   y2jb2

; b1 > 0; b2 > 0:
(H4) fx is j-times continuously dierentiable with respect to y on S such that, fx(l)((x)) =
0; for 1  l < j; and 0 <
fx(j)(y) < 1; for all y 2 S:
(H5) K is a function with support (0; 1) such that 0 < C 0 < K(t) < C <1.
(H6) The kernel H such that
8(y1; y2) 2 IR2 jH(y1) H(y2)j  Cjy1 y2j;
Z
H(t)dt = 1 and
Z
jtjb2H(t)dt <1:
(H7) There exists 0 <  < (   5N)=3N and 0 > 0, such that
limn!1 bn hH =1 and Cbn (5+3)N  +0  hHx(hK):
Notice that these conditions are very standard in this context. Indeed, condition (H1) is
the same as that used by Ferraty and Vieu (2006). It is a condition closely linked with the
semi-metric d. So, a right choice of d can provide a solution to the curse of dimensionality.
Moreover, the function x(:) dened in (H1) can be explicitly given for several continuous
processes. The local dependence (H2) allows to get the same convergence rate as in the i.i.d.
case (see Ferraty and Vieu (2006)). Assumptions (H3) and (H4) are regularity conditions
which characterize the functional space of our model and are needed to evaluate the bias term
in the asymptotic results of this paper. The hypotheses (H5)-(H7) are technical conditions
and are also similar to those considered in Ferraty et al. (2005).
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The following Theorem gives the almost-complete convergence 1 (a.co.) of b(x).
Theorem 2.3.1 Under assumptions (H1)-(H7), we have :
b(x)  (x) = Oh b1jK + h b2jH +O
 
log bnbnhHx(hK)
 1
2j
!
; a:co:
where bn = n1:::nN , j is given in (H4).
Remark 1
Here, we point out that, if N = 1, we obtain the same rate as in i.i.d. case given in Ferraty
and Vieu (2006).
The proof of Theorem 2.3.1 is based on the following results.
Lemma 2.3.2 Under the hypotheses (H1)-(H2), (H5) and (H7), we have
bfxD  E bfxD = Oa:co:
 
log bnbnx(hK)
 1
2
!
and
X
n
IP
 bfxD < 1=2 <1;
where bF xD = 1bnEK1(x)X
i2In
K
 
h 1K d(x;Xi)

:
Lemma 2.3.3 Under the hypotheses (H1) and (H4)-(H7), we have,
sup
y2S
fx(y) E bfxN(y) = O  hb1K + hb2H
where bfxN(y) = 1bnhHEK1(x)X
i2In
K
 
h 1K d(x;Xi)

H
 
h 1H (y   Yi)

:
Lemma 2.3.4 Under the hypotheses of Theorem 2.3.1, we have,
sup
y2S
 bfxN(y) E bfxN(y) = Oa:co:
 
log bnbnhHx(hK)
 1
2
!
:
1. Let (zn)n2IN be a sequence of real r.v.'s ; we say that zn converges almost completely (a.co.) to
zero if, and only if, 8 > 0, P1n=1 P (jznj > ) < 1. Moreover, we say that the rate of almost complete
convergence of zn to zero is of order un (with un ! 0) and we write zn = Oa:co:(un) if, and only if, 9 > 0,P1
n=1 P (jznj > un) < 1. This kind of convergence implies both almost sure convergence and convergence
in probability.
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2.4 Application to continuously indexed random elds
Clearly, a continuously indexed random led (Zt)t2IRN is one of important examples of func-
tional spatial data. Indeed, let (Zt)t2IRN be a IR-valued strictly stationary random spatial
processus assumed to be bounded and observed over some subset I  IRN . Then, our ap-
proach can be used to predict the value Zs0 at an unobserved location s0 62 I by taking into
account, the observed part of (Zt2I) in its continuous form. For this, we suppose that, the va-
lue of Zs0 depends only on the values of the process (Zt) in a bounded neighborhood Vs0  I
of s0. From Zt we may construct m functional spatial random variables as follows : Consider
some grid Gn = fti = (ti;1; : : : ti;N) 2 I ; 1  ti;j  nj; j = 1; :::; N; i = 1; :::;mg such that
8i = 1; : : :m min
1jN 1
(ti;j+1   ti;j)  C > 0 for some constant C
and we dene
8i = 1; :::;m; Xti = (Zt; t 2 Vti)
where Vti = V + tti , V = Vs0   s0, which does not contain 0. So, the predictor that we
proposed (see Biau and Cadre (2004), Dabo-Niang and Yao (2007) for the nite dimension
mean regression case), aims to evaluate a real characteristic denoted Ys0 = Zs0 , at a site
s0, given Xs0 = (Zt; t 2 Vs0). The random variable b(Xs0), is in some situations, a good
approximation of the quantity Ys0 . The latter is given by using the m pairs of r.v (Xti ; Yti)i
with Yti = Zti .
2.5 Appendix
We state the following lemmas.
Lemma 2.5.1 (See Carbon et al (1997)) Suppose E1; :::; Er are sets containing m sites
each with dist(Ei; Ej)   for all i 6= j where 1  i  r and 1  j  r. Suppose Z1; :::; Zr
is a sequence of real-valued r.v.'s measurable with respect to B(E1); :::;B(Er) respectively,
and Zi takes values in [a; b]. Then, there exists a sequence of independent r.v.'s Z1 ; :::; Z

r
independent of Z1; :::; Zr such that Zi has the same distribution as Zi and satises
rX
i=1
EjZi   Zi j  2r(b  a) ((r   1)m;m)'():
Lemma 2.5.2 (See Carbon et al (1997))
(i) Suppose that (3) holds. Denote by Lr(F) the class of F measurable r.v.'s X satisfying
kXkr = (EjXjr)1=r < 1. Suppose X 2 Lr(B(E)) and Y 2 Lr(B(E 0)). Assume also that
1  r; s; t <1 and r 1 + s 1 + t 1 = 1. Then
(5) jE[XY ] E[X]E[Y ]j  CkXkrkY ksf (Card(E); Card(E 0))'(dist(E;E 0))g1=t:
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(ii) For r.v.'s bounded with probability 1, the right-hand side of (9) can be replaced by
C (Card(E); Card(E 0))'(dist(E;E 0)).
Proof of Lemma 4.4.6.
Let i(x) = Ki(x) E [Ki(x)]; then
bfxD  E[ bfxD] = 1bnE [K1(x)]X
i2In
i(x):
Consider the spatial block decomposition on the random variables i(x) for a xed integer
pn, (depending on n) as follows
U(1;n; x; j) =
2jkpn+pnX
ik=2jkpn+1
k=1;:::;N
i(x);
U(2;n; x; j) =
2jkpn+pnX
ik=2jkpn+1
k=1;:::;N 1
(jN+1)pnX
iN=2jNpn+pn+1
i(x);
U(3;n; x; j) =
2jkpn+pnX
ik=2jkpn+1
k=1;:::;N 2
2(jN 1+1)pnX
iN 1=2jN 1pn+pn+1
2jNpn+pnX
iN=2jNpn+1
i(x);
U(4;n; x; j) =
2jkpnX
ik=2jkpn+1
k=1;:::;N 2
2(jN 1+1)pnX
iN 1=2jN 1pn+pn+1
2(jN+1)pnX
iN=2jNpn+pn+1
i(x);
and so on. Finally
U(2N 1;n; x; j) =
2(jk+1)pnX
ik=2jkpn+pn+1
k=1;:::;N 1
2jNpn+pnX
iN=2jNpn+1
i(x);
(6) U(2N ;n; x; j) =
2(jk+1)pnX
ik=2jkpn+pn+1
k=1;:::;N
i(x):
This blocking scheme is similar to that used in Tran (1990).
Now, for J = f0; :::; r1  1g :::f0; :::; rN   1g where ri = 2nip 1n ; i = 1; : : : ; N , we dene
(7) T (n; x; i) =
X
j2J
U(i;n; x; j)
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and we write,
bfxD  E[ bfxD] = 1bnE[K1(x)]
2NX
i=1
T (n; x; i):
Note that, as raised by Biau and Cadre (2004), if one does not have the equalities ni = 2ripn,
the term say T (n; x; 2N+1) (which contains thei(x)'s at the ends not included in the blocks
above) can be added. This will not change the proof a lot.
Regarding (2.5), we can say that, for all  > 0
IP

j bfxD  E[ bfxD]j    2N max
i=1;:::;2N
IP (T (n; x; i)  bnE [K1(x)]) :
Finally, the desired result follows from the evaluation of the following quantities :
IP (T (n; x; i)  bnE [K1(x)]) ; for all i = 1; : : : ; 2N :
Without loss of generality, we will only consider the case i = 1. For this case, we enumerate
the M =
QN
k=1 rk = 2
 Nbnp Nn  bnp Nn random variables U(1;n; x; j); j 2 J , in an arbitrary
way as Z1; : : : ; ZM . Thus, for each Zj it exists a certain j in J such that
Zj =
X
i2I(1;n;x;j)
i(x);
where I(1;n; x; j) = fi : 2jkpn + 1  ik  2jkpn + pn; k = 1; : : : ; Ng : Clearly the sets I(1;n; x; j)
contain pNn sites and are separated by a distance of at least pn. So, according to Lemma 4.5.1
one can nd independent random variables Z1 ; : : : Z

M having the same law as (Zj)j=1;:::;M ,
such that
MX
j=1
EjZj   Zj j  2CMpNn  ((M   1)pNn ; pNn )'(pn):
Therefore, by the Bernstein and Markov inequalities we have :
IP (T (n; x; 1)  bnE [K1(x)])  B1 +B2;
where
B1 = IP
 
MX
j=1
Zj
  MbnE [K1(x)]2M
!
 2 exp

  (bnE [K1(x)])2
MV ar [Z1 ] + CpNn bnE [K1(x)]

and
B2 = IP
 
MX
j=1
jZj   Zj j 
bnE [K1(x)]
2
!
 1
bnE [K1(x)]
MX
j=1
EjZj   Zj j
 2MpNn (bnE [K1(x)]) 1 ((M   1)pNn ; pNn )'(pn):
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Since bn = 2NMpNn and  ((M   1)pNn ; pNn )  pNn we get for  = 0
s
log bnbnx(hK)
B2  bnpNn (log bn) 1=2 (bnx(hK)) 1=2 '(pn):
With pn = C
bnx(hK)
log bn
1=2N
, we can write
(8) B2  bn'(pn):
Consequently, from (H7), we have X
n
bn'(pn) <1:
Let us focus now on B1. For this, let us evaluate asymptotically V ar [Z

1 ]. Indeed,
V ar [Z1 ] = V ar
24 X
i2I(1;n;x;1)
i(x)
35 = X
i;j2I(1;n;x;1)
Cov(i(x);j(x)):
Let Qn =
X
i2I(1;n;x;1)
V ar [i(x)] and Rn =
X
i6=j2I(1;n;x;1)
Cov(i(x);j(x)). By assumptions
(H1) and (H2), we have
V ar[i(x)]  C(x(hK) + (x(hK))2);
therefore
Qn = O
 
pNn x(hK)

:
Concerning Rn, we introduce the following sets :
S1 = fi; j 2 I(1;n; x;1) : 0 < ki  jk  cng; S2 = fi; j 2 I(1;n; x;1) : ki  jk > cng;
where cn is a real sequence that converges to +1 and will be made precise later. Split Rn
into two separate summations over sites in S1 and S2 :
Rn =
X
(i;j)2S1
Cov (i(x);j(x)) +
X
(i;j)2S2
Cov (i(x);j(x))
= R1n +R
2
n:
On one hand, we have :
R1n 
X
(i;j)2S1
jE [Ki(x)Kj(x)] E [Ki(x)]E [Kj(x)]j
 CpNn cNn x(hK)

(x(hK))
1=a + x(hK)

 CpNn cNn x(hK)(a+1)=a:
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On the other hand, as the random variablesKj are bounded, we deduce from Lemma 4.5.2(ii)
that
jCov (i(x);j(x))j  C' (ki  jk) ;
then
R2n  C
X
(i;j)2S2
' (ki  jk)  CpNn
X
i:kikcn
' (kik)
 CpNn c Nan
X
i:kikcn
kikNa ' (kik) :
Let cn = (x(hK))
 1=Na, then we have
R2n  CpNn c Nan
X
i:kikcn
kikNa ' (kik)
 CpNn x(hK)
X
i:kikcn
kikNa ' (kik) :
Because of (6) and (H2), we get R2n  CpNn x(hK): Furthermore, under this choice of cn we
have R1n  CpNn x(hK): Hence
V ar [Z1 ] = O
 
pNn x(hK)

:
By using this last result, together with the denitions of pn, M and , we get
B1  exp ( C(0) log bn) :
Consequently, an appropriate choice of 0 completes the proof of the rst part of this lemma.
Concerning the second part, it follows fromE
h bfxDi = 1, that
IP
 bfxD  1=2  IP bfxD  E h bfxD]i  1=2 :
The result is then a consequence of the rst part of the Lemma .
Proof of Lemma 4.4.7. By the usual change of variables u =
y   t
hH
, we have
fx(y) E bfxN(y) =  1hHEK1(x)E  K  h 1K d(x;X1)E(H  h 1H (y   Y1) jX1)  fx(y)

=
 1hHEK1(x)E

K
 
h 1K d(x;X1)
 Z
H
 
h 1H (y   t)

fX1(t)dt

  fx(y)

=
 1EK1(x)E

K
 
h 1K d(x;X1)
 Z
H (u) (fX1(y   uhH)  fx(y))du
 :
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Hypotheses (H3) and (H6) allow to getfx(y) E bfxN(y)  C(hb1K + hb2H);
this last yields the result.
Proof of Lemma 4.4.8.
Using the fact that [x; x] 
Sn
k=1(tj   ln; tj + ln) with ln = bn  32  12 and n  bn 32+ 12 . Set,
j(y) = argminj2f1;2;:::;ng jy   tjj and consider the following decomposition bfxN(y) E bfxN(y)   bfxN(y)  bfxN(tj(y))| {z }
T1
+
 bfxN(tj(y)) E bfxN(tj(y))| {z }
T2
+
E bfxN(tj(y)) E bfxN(y)| {z }
T3
:
 Concerning (T1) and (T3), we use the fact that H is bounded :
 bfxN(y)  bfxN(tj(y))  h 1HbnE [K1(x)]X
i2In
Ki(x)
Hi(y) Hi(tj(y))
 C h
 1
HbnE [K1(x)]X
i2In
Ki(x)
Hi(y) Hi(tj(y))
 C ln
h2H
bfxD  Clnh2H :
Notice that, this last inequality comes from the almost complete consistency of bfxD
given in Lemma 4.4.6. Using the denition of ln and (H7), one can write
ln
h2H
=
o
 s
log bnbnhHx(hK)
!
. Hence
(9)
 bfxN(y)  bfxN(tj(y)) = o
 s
log bnbnhHx(hK)
!
; a:co:
and
(10)
E bfxN(tj(y)) E bfxN(y) = o
 s
log bnbnhHx(hK)
!
:
 Looking now at the term (T2), we can write, 8  > 0
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IP
 
sup
y2(x;x)
 bfxN(tj(y)) E bfxN(tj(y)) > 
s
log bnbnhHx(hK)
!
= IP
 
max
j2f1;2;:::;ng
 bfxN(tj) E bfxN(tj) > 
s
log bnbnhHx(hK)
!
 n max
j2f1;2;:::;ng
IP
  bfxN(tj) E bfxN(tj) > 
s
log bnbnhHx(hK)
!
:
Setting 0i = Ki(x)Hi(tj) E [Ki(x)Hi(tj)] :
Thus, the claimed result in T2 follows from, a straightforward modication of the spatial de-
composition (7). Indeed, we consider the same decomposition with pn = C
 bnhHx(hK)
log bn
1=2N
.
So, by using the fact that V ar [0i] = O(hHx(hK)); we getX
i2I(1;n;x;1)
V ar [0i(x)] = O
 
pNn hHx(hK)

:
While, the use of the fact that E [HiHjj(Xi; Xj)] = O(h2H) 8; i 6= j: allows us to write as in
the proof of Lemma 4.4.6, by taking a sequence cn ! +1 :
X
i 6=j2I(1;n;x;1)
Cov(0i(x);0j(x))  CpNn
0@cNn h2Hx(hK)1=ax(hK) + c Nan X
i:kikcn
kikNa ' (kik)
1A :
Now, choosing cn = (hHx(hK))
 1=Na permits to getX
i6=j2I(1;n;x;1)
Cov(0i(x);0j(x))  CpNn hHx(hK):
Thus,
V ar
24 X
i2I(1;n;x;1)
0i(x)
35 = O  pNn hHx(hK) :
Finally, the rest of the proof follows the same lines as the proof of Lemma 4.4.6 when we
apply Lemma 4.5.1, Bernstein and Markov inequalities which permit to write
sup
y2(x;x)
 bfxN(tj(y)) E bfxN(tj(y)) = Oa:co:
 s
log bnbnhHx(hK)
!
:
Finally, the Lemma is a consequence of this last result, (9) and (10).
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Chapitre 3
La normalité asymptotique et la
convergence en norme Lp de l'estimateur
spatial du mode conditionnel
Dans ce chapitre nous nous intéressons à la convergence en norme Lp et la normalité
asymptotique de la version spatiale de l'estimateur à noyau du mode conditionnel avec une
variable explicative fonctionnelle. De même que le chapitre précédent, la diculté tech-
nique réside dans l'absence d'une mesure de référence classique. De plus, en statistique non-
paramétrique vectorielle, l'étude de la normalité asymptotique nécessite un calcul asympto-
tique exact des termes du biais et de la variance qui est basée sur la dérivabilité des modèles
non-paramétriques. Cependant, la structure topologique de notre espace fonctionnel est trop
faible pour dénir cette notion. En eet, la condition de dérivabilité exige une structure to-
pologique de type banachique, or ici nous considérons un espace fonctionnel semi-métrique.
Ainsi, l'impact principal de cette contribution est la généralisation en dimension innie des
résultats déjà existants en statistique multi-variée mais sous des conditions moins restrictives.
Ce chapitre fait l'objet d'un article soumis pour publication.
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3.1. INTRODUCTION 37
3.1 Introduction
Let (Zi = (Xi; Yi); i 2 ZN) be a F R-valued measurable strictly stationary spatial process,
dened on a probability space (
; A;P), where F is a semi-metric space. Let d denote the
semi-metric and N  1. We assume that the Zi's have the same distribution as (X;Y ) and
there exists a regular version of the conditional probability of Y given X and its absolutely
continuous with respect to the Lebesgue measure on IR, has bounded density. Moreover, we
suppose that for a given x the conditional density fx of Y given X = x is unimodal in some
xed compact S and the conditional mode, denoted by (x) is dened by
(x) = argmax
y2S
fx(y):
Now, assuming that the process under study (Zi)i is observed over a rectangular domain
In =

i = (i1; :::; iN) 2 ZN ; 1  ik  nk; k = 1; :::; Ng, n = (n1; :::; nN) 2 ZN , a natural
and usual estimator of (x) denoted b(x), is given by :
(1) b(x) = arg sup
y2S
bfx(y);
where bfx() is the estimator of fx() dened by
bfx(y) = h 1H Pi2In K(h 1K d(x;Xi))H(h 1H (y   Yi))P
i2In K(h
 1
K d(x;Xi))
; 8y 2 IR
with K and H are kernels functions and hK = hK;n (resp. hH = hH;n) is a sequence of
positive real numbers.
The main goal of this paper is to study the asymptotic proprieties of the nonparametric
estimate b(x) of (x) when the explanatory variable X is valued in the space F of eventually
innite dimension and the functional random led (Zi; i 2 ZN) satises the following mixing
condition :
(2)
8>>>><>>>>:
There exists a function ' (t) # 0as t!1; such that
8E; E 0subsets of ZNwith nite cardinals

 B (E) ; B  E 0 = sup
B2B(E); C2B(E0)
jP (B \ C)  P (B)P (C)j
   Card (E) ;Card  E 0'  dist  E;E 0 ;
where B (E)(resp. B  E 0) denotes the Borel -eld generated by (Zi; i 2 E) (resp.  Zi; i 2 E 0),
Card(E) (resp. Card
 
E
0
) the cardinality of E (resp. E
0
), dist
 
E;E
0
the Euclidean distance
between E and E
0
and  : Z2 ! IR+ is a symmetric positive function nondecreasing in each
variable such that
(3)  (n;m)  Cmin (n;m) ; 8n;m 2 Z
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for some C > 0.
Noting that the statistical problems involved in the modelization of spatial data have received
an increasing interest in the literature. Key references on spatial statistic are Ripley (1981),
Cressie (1993), or Diggle and Ribeiro (2007). The nonparametric treatment of such data is
relatively recent. The rst results have been obtained by Tran (1990). For relevant works on
the nonparametric modelization of spatial data, see Lu and Chen (2004), Biau and Cadre
(2004), Carbon et al. (2007) or Tran (2009), Dabo-Niang and Thiam (2010).
Currently, the progress of informatics tools and the modern technology permits the recovery
of increasingly bulky data which are recorded densely over time. They are typically treated
as curve or functional data. This presents the advantage to give a framework which ts better
to the functional nature of the observations. For an overview on functional data analysis, we
refer the reader to the monographs of Ramsay and Silverman (2002 and 2005), Bosq (2000) for
parametric models and Ferraty and Vieu (2006) for the nonparametric case. In this context,
the spatial analysis has been selected by Ramsay (2008) among the eight most interesting
research subjects in functional data analysis. This great consideration is motivated by the
increasing number of situations coming from dierent elds of applied sciences for which the
data are of functional nature and showing a spatial interaction.
Despite its importance in applications, the nonparametric functional spatial prediction has
not yet been fully explored. Specically, this problem has been investigated by Dabo-Niang
et al . (2011a), they stated the weak and the strong convergence of the functional spatial
kernel estimate of the regression function. While Laksaci and Maref (2009) obtained a rate
of almost complete convergence of the kernel estimate of the spatial conditional quantiles
where the regressor is of functional nature. The asymptotic normality of this estimate has
been stated by Dabo-Niang et al. (2011b). Among the recent papers on the conditional
mode estimation in functional statistics, we refer to Ferraty and Vieu (2006), Dabo-Niang
and Laksaci (2010), Ezzahrioui and Ould-Said (2008) and Ferraty et al. (2010).
The main aim of this paper is to study under general conditions, the asymptotic proprieties
of the functional spatial kernel estimate of the conditional mode function. More precisely,
we prove the p-integrated consistency by giving the upper bounds for the estimation error.
In addition, we establish the asymptotic normality of the estimator considered. We point
out that, our asymptotic results are useful in some statistical problem such as the prediction
problems and the determination of condence intervals. The present work extended to spatial
case the result of Dabo-Niang and Laksaci (2010) given in functional time series case. It
should be noted that extending classical nonparametric statistic results for functional random
elds is far from being trivial and the main diculties that arise in the analysis of spatial
data comes from the fact that points in the N dimensional space do not have a linear
order. Furthermore, the practice interest of our study comes mainly from the fact that the
main elds of application of functional statistical methods are related to the analysis of
continuously indexed spatial processes.
The paper is organized as follows : the next section is dedicated to the Lp convergence.
Section 3 is devoted to the asymptotic normality results of the spatial conditional mode
estimate. In Section 5, we discuss the impact of our asymptotic result in some statistical
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problems such as the choice of the smoothing parameters, the determination of condence
intervals and the prediction problem. The performance of our approach for nite samples is
also checked by a simulation study in this Section. The proofs of the auxiliary results are
relegated to the Appendix.
3.2 Weak consistency
In this section, we focus on pointwise consistency in p-mean. To do that, we denote by C or
C 0 some strictly positive generic constants, g(j) the jth order derivative of the function g and
we consider the following hypotheses :
(H1) 8r > 0; IP(X 2 B(x; r)) =: x(r) > 0. Moreover, x(r)  ! 0 as r  ! 0.
(H2) For all k  2, we suppose that :8>><>>:
(i) For all 1  i1 < : : : ik  n; the conditional density of (Yi1 ; : : : Yik) given (Xi1 ; : : : Xik)
exists and is uniformely bounded
(ii) There exists vk > 0; such that
max
 
max1i1<:::ikn P
 
d(Xij ; x)  r; 1  j  k

; kx(r)

= O (1+vkx (r)) :
(H3) The mixing coecient '() satisfying
9 > 0; such that
1X
i=1
i'(i) <1
(H4) fx is 2-times continuously dierentiable with respect y on IR such that, 8(y1; y2) 2
IR2, 8(x1; x2) 2 Nx Nx,
jfx1 (j)(y1) fx2 (j)(y2)j  C
 
d(x1; x2)
b1 + jy1   y2jb2

; C > 0; b1 > 0; b2 > 0 for j = 0; 1; 2
with the convention fx (0) = fx.
(H5) K is a function with support (0; 1) such that 0 < C 0 < K(t) < C <1.
(H6) H is of class C2, of compact support and satisesZ
H(t)dt = 1; and
8(y1; y2) 2 IR2; jH(j)(y1) H(j)(y2)j  Cjy1   y2j; j = 0; 1; 2with H(0) = H:
(H7) There exists 0 <  < (   5N)=3N and 0 > 0, such that
limn!1 bn hH =1 and Cbn (5+3)N  +0  hHx(hK)
Theorem 1 Under hypotheses (H1)-(H7), and if nh3Hx(hK) ! 1; we have for all p 2
[1;1[ b(x)  (x)
p
= O
 
hb1K + h
b2
H

+O
 
1bnh3Hx(hK)
 1
2
!
where k:kp = (E1=pj:jp).
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Proof of Theorem 1. For all i 2 In, we putKi = K
 
h 1K d(x;Xi)

,Hi(y) = H
 
h 1H (y   Yi)

and bfxN(y) = 1bnhHEK1 X
i2In
KiHi(y); bfxD = 1bnEK1 X
i2In
Ki:
By a Taylor development of the function bfx (1)N at (x) we write
bfx (1)N (b(x)) = bfx (1)N ((x)) + (b(x)  (x)) bfx (2)N ((x))
where (x) is between b(x) and (x). Observe that the unimodality of fx and assumption
(H6) allows to write that
fx (1)((x)) = bfx (1)N (b(x)) = 0 and fx (2)((x)) < 0:
Therefore, if bfxD 6= 0, we have
(4) b(x)  (x) = 1bfx (2)N ((x))
 bfx (1)N ((x))  fx (1)((x)) :
By following the same idea's as those used by Dabo-Niang et al.(2012) in Lemma 3.4 we
show that
sup
y2S
j bfx (2)N (y)  fx (2)(y)j ! 0: a:co:
We combine this consistency with the fact that
b(x)  (x)! 0 almost completely
we obtain
9C > 0 such that
 1bfx (2)N ((x))
  C a:s:
It follows that b(x)  (x)
p
 C
 bfx (1)N ((x))  fx (1)((x))
p
+

P
 bfxD = 01=p :
Theorem 1 is then a consequence of the following lemmas.
Lemma 3.2.1 Under hypotheses (H1)-(H3), (H5)-(H6), we have,
(5)
 bfx (1)N ((x))  E h bfx (1)N ((x))i
p
= O
 s
1bnh3Hx(hK)
!
:
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Lemma 3.2.2 If the hypotheses (H1), (H4)-(H6) are satised, we get
E
h bfx (1)N ((x))i  fx (1)((x)) = O(hb1K + hb2H):
Lemma 3.2.3 Under the conditions of Lemma 3.2.1, we get
P
 bfxD = 01=p = O
 s
1bnx(hK)
!
:
3.3 Asymptotic normality
In order to establish our asymptotic results we need the following additional assumptions :
(H8) The bandwidth hK satises :
hK # 0; 8t 2 [0; 1] lim
hK!0
x(thK)
x(hK)
= x(t) and bnhHx(hK)!1 as n!1:
(H9) The functions (s) = E
h
@2fX((x))
@y2
  @2fx((x))
@y2
d(x;X) = si are derivable at s = 0.
(H10) The kernel K from IR into IR+ is a dierentiable function supported on [0; 1].
Its derivative K 0 exists and is such that there exist two constants C and C 0 with
 1 < C < K 0(t) < C 0 < 0 for 0  t  1.
(H11) There exists
N

<  < 1; such that bn( 1+1)=(1+2N)  hHx(hK):
Theorem 2 Assume that (H1), (H3)-(H11) hold, then we have for any x 2 A,bnh3Hx(hK)
21(x)
1=2 b(x)  (x) Bn(x) D! N (0; 1) as n!1:
where
Bn(x) = BH(x)hH +BK(x)hK
with
BH(x) =
Z
tH(t)dt
BK(x) = 
0
0(0)

K(1)  R 1
0
(sK(s))0x(s)ds

fx(2)((x))

K(1)  R 1
0
K 0(s)x(s)ds
 :
and
21(x) =
2f
x((x))
21(f
x(2)((x)))2
Z
H2(t)dt (with j = K
j(1) 
Z 1
0
(Kj)0(s)x(s)ds; for; j = 1; 2);
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where
A = fx 2 F ; fx(2)((x))fx((x)) 6= 0g
and
D! means the convergence in distribution.
Obviously, if one imposes some additional assumptions on the function x() and the band-
width parameters (hK and hH) we can improved our asymptotic normality by removing the
bias term Bn(x).
Corollary 1 Under the hypotheses of Theorem 2 and if the bandwidth parameters (hK and
hH) and the function x(hK) satisfy :
lim
n!1
(hH + hK)
qbnh3Hx(hK) = 0
we have bnh3Hx(hK)
21(x)
1=2 b(x)  (x) D! N (0; 1) as n!1:
Proof of Theorem and Corollary By using the same analytical arguments as those used
in the previous we show that Theorem 2 and Corollary 2 are a consequence of Lemma 4.4.6,
remark (1) and the following results.
Lemma 3.3.1 Under the hypotheses of Theorem 2, we have
E
h bfx (1)N ((x))i = fx(2)((x))(BHhH +BKhK) + o(hH) + o(hK)
Remark 1
Observe that, the result of this lemma permits to write
E
h bfx (1)N ((x))i = O(hH) +O(hK)
Lemma 3.3.2 Under the hypotheses of Theorem 2, we have
V ar
h bfx (1)N ((x))i = (fx(2)((x)))221(x)bnh3Hx(hK) + o

1bnhHx(hK)

;
Lemma 3.3.3 Under the hypotheses of Theorem 2bnh3Hx(hK)
2(x)
1=2  bfx (1)N ((x))  E h bfx (1)N ((x))i! N(0; 1)
where 2(x) = fx(2)((x)))221(x)
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3.4 Discussion and applications
3.4.1 Discussion
The purpose of this section is to show the applicability of our model in practice. Firstly, we
discuss the practical determination of the dierent parameters intervening in the computation
of the estimator, such as the spatial dependency and the smoothing parameters choice. The
nite sample performance of our approach is checked in the last part of this paragraph.
How to control the spatial correlation in practice ? Often, the spatial dependence is modeled
through the covariogram or the variogram function (see Cressie 1993). Specically, in func-
tional statistic we can apply another function so-called trace-variogram function (see Giraldo
2009). As suggested by Dabo-Ninang et al. (2011a) the appropriate manner to control the
spatial correlation in practice is to integrate it in the computation of the estimator by taking
(Xk), for a xed site k, as
b(Xk) = argmin h 1H Pi2In K(h 1K d(Xk; Xi))H(h 1H (y   Yi))1IWk(i)P
i2In K(h
 1
K d(Xk; Xi))1IWk(i)
where Wk is a vicinity set dened by
(6) for all k Wk = fi; such that (i;k)  ng;  is the trace-varigram function.
Noting that this methodology require the estimation of , which can be obtained empirically
by b(l;k) = 1
2#Nl;k
X
i;j2Nl;k
d(Xi; Xj)
where Nl;k = fi; j 2 In such that ki   jk = kl   kkg and #Nl;k is the cardinal of Nl;k. It
should be noted that the advantage of this approach is that the functional nature of the
data is also taken into account in the quantication of the spatial correlation. Alternatively,
in the isotropic case where, the dependence is just a function of the distance between the
locations, we can proceed with the following vicinity set
(7) for all k Vk = fi; such that ki  kk  ng
where n is a appropriate sequence of positive real numbers. We point out that the advantage
of this procedure is that it is very easy to consider the same empirical procedure to select
the optimal Vk.
How to select the bandwidths parameters in practice ? It is well known that the question of
the smoothing parameters is very crucial for the performance of the estimators in the kernel
method. Usually, the ideal theoretical choices is obtained by minimizing the explicit quadratic
error. The asymptotic normality given in Theorem 2 is a basic ingredient to determine the
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leading term of this error. Indeed, the result of Theorem 2 implies that, under suitable
condition we have the asymptotic bias and variance
B2n(x) +
2(x)bnh3Hx(hK) :
Then, the optimal smoothing parameters is solution of
min
hH ;hK
B2Hh
2
H +B
2
Kh
2
K +
2(x)bnh3Hx(hK) :
However, the practical utilization of this criterium requires some additional computatio-
nal eorts. More precisely, it requires the estimation of the unknown quantities, 00 and
fx((x)). Clearly, all these estimations can be obtained by using a pilots estimators of the
the conditional density fx(y). Such estimations is possible by using the kernel methods, with
an adaptation to the spatial case, the bandwidths selectors studied by Laksaci et al. (2011)
as follows
(8) CV PDF =
1bnX
i2In
W1(Xi)
Z bfX i2i (y)W2(y)dy   2bnX
i2In
bfX ii (Yi)W1(Xi)W2(Yi)
where bfX ii (y) = h 1H Pj2Iin;&n K(h 1K d(Xi; Xj))H 0(h 1H (y   Yj))P
j2Iin;&n K(h
 1
K d(Xi; Xj))
with
I in;&n = fj such that kj  ik  &n g:
Nevertheless, a data-driven method allows to overcome this additional computation is very
important in practice. Although, this problem is not the subject of this paper, a reasonable
method is to consider the spatial version of the method used in Ferraty and Vieu (2006).
(9) (hoptK ; h
opt
H ) = arg min
hH ;hK
(
1bnX
i2In
(Yi   b i(Xi))2)
where b i(Xi) = argmax
y2IR
bfX ii (y):
The asymptotic optimality of this method is one of the natural prospects of the present work.
Condence intervals : The main application of Theorem 2 is to build condence band for
the true value of (x). To do that, we must estimate the quantity 21(x). The latter can be
estimated by estimating empirically 1 and 2 by
b1 = 1bnx(hK)X
i2In
K(h 1K d(x;Xi)) and b2 = 1bnx(hK)X
i2In
K2(h 1K d(x;Xi)):
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Figure 3.1  daily temperature in 35 weather stations
Clearly, with this, estimation the function x() does not appear in the calculation of the
condence interval by simplication. More precisely, we obtain the following approximate
(1  ) condence band for (x)
b(x) t1 =2 
 
[21(x)bnhHx(hK)
!1=2
where t1 =2 denotes the 1  =2 quantile of the standard normal distribution.
3.4.2 Real data application
In this section, we are interested in how our procedure works in practice with special
attention on the inuence of the choice of the dierent parameters on the eciency of the
estimate. Our main purpose in this illustrative application is to predict, via the conditional
mode estimation, the temperature of one month given the daily temperature of the others
months. The data set used here is the maritimes-data of geofd package in R (see Fig. 3.1)
which contains the daily temperature averaged over 1960-1994 observed at 35 Canadian
Maritime weather stations. It should be noted that, the spatial prediction of meteorological
data is of interest, in particular, for studying the microclimate conditions in mountainous
terrain, resource management or calibration of satellite sensors. Recently, this problem has
been modeled by cokriging method (see, Deldico 2009). It is well known that in practice it is
very hard to have some information on the shape of the relationship between the functional
variable and the scalar response because the so-called scatterplot which is a graphical tool
for exploring the relationship between the explanatory variables and the scalar response is
not available in functional statistics. So, we can say that the nonparametric modelization
is more appropriate for this kind of data. In this context, the conditional mode estimation
provides alternative approach to regression method and gives better result than the classical
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mean regression in several situations. So, it Is very important to test the eciency of this
model as spatial prediction in meteorological data.
Now, in order to exploit the spatial correlation of the data set and to determine its inuence
in prediction analysis we examine the performance of our methodology over four separates
months (January, March, June and September) by using the two estimation procedures
discussed in the previous section. Specically, for each day t in month m = 1; 3; 6; 9 we
predict the daily temperature in some xed station k by :
bMethod1(X t;mk ) = argmin h 1H P34i=1K(h 1K d(X t;mk ; X t;mi ))H(h 1H (y   Y t;mi ))1IWk(i)P34
i=1K(h
 1
K d(X
t;m
k ; X
t;m
i ))1IWk(i)
and
bMethod2(X t;mk ) = argmin h 1H P34i=1K(h 1K d(X t;mk ; X t;mi ))H(h 1H (y   Y t;mi ))1IVk(i)P34
i=1K(h
 1
K d(X
t;m
k ; X
t;m
i ))1IVk(i)
where Wk and Vk are dened respectively by (6) and (7 ) and X
t;m
i is the curve of the daily
temperature at station i by leaving the temperature of day t in month m which is considered
as response variable Y t;mi .
For this comparison study, we treat the both estimators with the same conditions. Indeed,
the smoothing parameters (hK ; hH) are locally chosen by cross-validation on the k-nearest
neighbors with respect to the criterium (9). We point out that the quantities &n and n are
optimally selected over the nearest neighbors locations with respect to the Euclidean norm on
the geographic coordinates while n is selected among the quantile of order q of the estimated
vector trace-variogramme (k; i) given by the code okfd in R. Concerning the semi-metric
choice we consider the semi-metric based on the m rst eigenfunctions of the empirical
covariance operator associated to the m greatest eigenvalues (see Ferraty and Vieu 2006,
pp. 28 and 223 for more discussion). This choice is motivated by the non-dierentiability
of the curves Xi. The semi-metric parameter m is chosen from the training sample by the
cross-validation method. For all these parameters we use the mean squared prediction errors
(MSE), dened by the following quantities :
MSE(m) =
1
31
31X
t=1

Y t;mk   bMethod:(X t;mk )2
as accuracy criterion. Finally, we precise that we use quadratic kernels on ( 1; 1) (K = H).
The results are given in the following graphs where we draw the curves corresponding to the
observed values (dashed curve) and estimated values (solid curve) for the dierent months.
In Figure 3.2 we draw the results of the rst method and the results of the second method
is given in Figure 3.3
We observe that the rst method gives the best results regarding the largest MSE equals to
0:636 while the smallest MSE in the second method is 0:74. But generally the both methods
give a satisfactory level of accuracy.
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Figure 3.2  The prediction results with vicinity set dened by trace-variogramme function
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Figure 3.3  The prediction results with vicinity set dened by locations distance
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3.5 Appendix
We rst state the following lemmas which are due to Carbon et al. (1997). They are needed
for the convergence of our estimates. There proofs will then be omitted.
Lemma 3.5.1 Suppose E1; :::; Er be sets containing m sites each with dist(Ei; Ej)   for
all i 6= j where 1  i  r and 1  j  r. Suppose Z1; :::; Zr is a sequence of real-valued r.v.'s
measurable with respect to B(E1); :::;B(Er) respectively, and Zi takes values in [a; b]. Then
there exists a sequence of independent r.v.'s Z1 ; :::; Z

r independent of Z1; :::; Zr such that Z

i
has the same distribution as Zi and satises
rX
i=1
EjZi   Zi j  2r(b  a) ((r   1)m;m)'():
Lemma 3.5.2
(i) Suppose that (3) holds. Denote by Lr(F) the class of F measurable r.v.'s X satisfying
kXkr = (EjXjr)1=r < 1. Suppose X 2 Lr(B(E)) and Y 2 Ls(B(E 0)). Assume also that
1  r; s; t <1 and r 1 + s 1 + t 1 = 1. Then
(10) jEXY   EXEY j  CkXkrkY ksf (Card(E); Card(E 0))'(dist(E;E 0))g1=t:
(ii) For r.v.'s bounded with probability 1, the right-hand side of (9) can be replaced by
C (Card(E); Card(E 0))'(dist(E;E 0)):
Proof of Lemma 3.2.1 : We have bfx (1)N ((x))  E h bfx (1)N ((x))i
p
=
1bnh2HEK1
X
i2In
i

p
where
i = KiH
(1)
i ((x)))  E
h
KiH
(1)
i ((x)))
i
:
We have EK1 = O(x(hK)); (because of H3), so it remains to show thatX
i2In
i

p
= O(
pbnhHx(hK)):
Clearly, if we show the claimed result for p = 2r we get the others lower values of p by the
Holder inequality. Thus, it suces to proof the case p = 2r. To do that we use the same
ideas of Gao et al. (2008) and Abdi et al (2010). Indeed, we have
E
24 X
i2In
i
!2r35 = X
i2In
E

2ri

+
2r 1X
s=1
X
0+1+:::+s=2r
Vs(0; 1; :::; s)
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where
P
0+1+:::+s=2r
is the summation over (0; 1; :::; s) with positive integer components
satisfying 0 + 1 + :::+ s = 2r and
Vs(0; 1; :::; s) =
X
i0 6=i1 6=:::6=is2In
E

0i0 
1
i1
:::sis

:
Firstly, by stationarity, we haveX
i2In
E (i)
2r  CbnE (jij)2r  bnE KiH(1)i ((x)))2r  CbnhHx(hK):
Now, we control the second term Vs(0; 1; :::; s). For this, we distingue the two cases s < r
and s  r. The second case can be evaluated by straightforward modication of the proof of
Lemma 3.4 of Gao et al. (2008) by taking into account, here,
E
0i0 2i2 :::sis   Ch1+sH 1+vsx (hK):
It follows that, for a certain a real sequence P := Pn we have
Vs(0; 1; :::; s)  C(bn)r  PNrh1+sH x(hK)(1+vs) + PNr 1  :
So, if we take P = x(hK) (1+vNr)=1+), we obtain that
Vs(0; 1; :::; s) = O ((bnhHx(hK))r) ; for r  s  2r   1:
Next, the case s > r is evaluated by the same way as in Lemma 3.3 in Gao et al. (2008).
Indeed, we denote by
Vs1 =
X
i0 6=i1 6=::: 6=is
"
E
 
sY
j=0

j
ij
!
 
sY
j=0
E
j
ij
#
and Vs2 =
X
i0 6=i1 6=::: 6=is
sY
j=0
E
j
ij
:
So,
Vs(0; 1; :::; s) = Vs1 + Vs2:
It is clear that,
jVs2j  C (bnhHx(hK))s+1 :
Furthermore for the term Vs1, we have
E
 
sY
j=0

j
ij
!
 
sY
j=0
E
j
ij
=
s 1X
l=0
 
l 1Y
j=0
E
j
ij
! 
E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
#!
where we dene
Qs
j=l : = 1 if l > s. Then we obtain
jVs1j 
s 1X
l=0
(bnhHx(hK))l X
il 6=::: 6=is
E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
# =
s 1X
l=0
(bnhHx(hK))l Vls1:
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Let P be some positive real, we have
Vls1 =
X
0<dist(filg;fil+1;:::;isg)P
E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
#
+
X
0<dist(filg;fil+1;:::;isg)>P
E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
#
:= Vls11 + Vls12:
Once again by (2) and (H2) we haveE
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
#  Chs lH x(hK)1+vs+1 l :
Thus, we have
Vls11  Chs lH x(hK)1+vs+1 lbn(s l)PN :
Since the variables i are bounded, we have (see Lemma 4.5.2)
Vls12  Cbn(s l) 1X
t=P+1
tN 1'(t):
Combining the upper bounds of Vls11 and Vls12, we have
jVs1j  C
s 1X
l=0
(bnhHx(hK))l "hs lH x(hK)1+vs+1 lbn(s l)PN + bn(s l) 1X
t=P+1
tN 1'(t)
#
 C (bnhHx(hK))(s+1)
s 1X
l=0
(bnhHx(hK))l s 1 "hs lH x(hK)1+vs+1 lbn(s l)PN + bn(s l) 1X
t=P+1
tN 1'(t)
#
:
Taking P = (hHx(hK)) 1=N , we obtain
jVs1j  C (bnhHx(hK))(s+1)
.
Proof of Lemma 3.2.2
It is easy to see that
E
h bfx (1)N ((x))i  fx (1)((x)) = 1h2HEK1E
h
K1E
h
H
(1)
1 ((x)) j X1
ii
  fx (1)((x)):
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By an integration by part and the change of variables t =
y   z
hH
, we have
E
h bfx (1)N ((x))i  fx (1)((x))  1EK1

EK1
Z
H(t)
fX1 (1)((x)  hHt)  fx (1)((x)) dt :
Hypotheses (H4) and (H6) allow to get the desired result.
+
Proof of Lemma 3.2.3. It is clear that, for all  < 1, we have
P
 bfxD = 0  P  bfxD  1    P j bfxD   E[ bfxD]j   :
The Markov's inequality allows to get, for any p > 0,
P

j bfxD   E[ bfxD]j    E
h
j bfxD   E[ bfxD]jpi
p
:
So 
P
 bF xD = 01=p = O bfxD   E[ bfxD]
p

:
The computation of
 bfxD   E[ bfxD]
p
can be done by following the same arguments as those
invoked to get (5). This yields the proof.
Proof of Lemma 4.4.6 We start by writing 8y 2 S
E[ bfx (1)N (y)] = 1E[K1]E K1E[h 2H H 01jX]with h 2H E [H 01jX] =
Z
IR
H(t)fX (1)(y   hHt)dt:
Next, using a Taylor expansion under (H4), as follows
h 2H E [H
0
1jX] = fX (1)(y) +
hH
2
Z
tH(t)dt

@2fX(y)
@2y
+ o(hH):
Thus, we get
E
h bfx (1)N (y)i = 1E[K1]

E

K1f
X (1)(y)

+ hH
Z
tH(t)dt

E

K1
@2fX(y)
@2y

+ o(hH)

:
Noting  l(; y) := @lf (y)@ly : for l 2 f1; 2g, since l(0) = 0, we have
E [K1 l(X; y)] =  l(x; y)E[K1] + E [K1 ( l(X; y)   l(x; y))]
=  l(x; y)E[K1] + E [K1 (l(d(x;X))]
=  l(x; y)E[K1] + 
0
l(0)E [d(x;X)K1] + o(E [d(x;X)K1]):
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Therefore,
E
h bfx (1)N (y)i = fx (1)(y) + hH2 @2fx(y)@y2
Z
tH(t)dt+ o

h2H
E [d(x;X)K1]
E[K1]

+00(0)
E [d(x;X)K1]
E[K1]
+ o

E [d(x;X)K1]
E[K1]

:
By using the same idea's of Ferraty et al. (2007) we obtain that
1
x(hK)
E [d(x;X)K1] = hK

K(1) 
Z 1
0
(sK(s))0x(s)ds+ o(1)

and
1
x(hK)
E [K1] = K(1) 
Z 1
0
K 0(s)x(s)ds+ o(1):
So,
E
h bfx (1)N (y)i = fx (1)(y) + hH2 @2fx(y)@y2
Z
tH(t)dt
+hK
0
0(0)

K(1)  R 1
0
(sK(s))0x(s)ds


K(1)  R 1
0
K 0(s)x(s)ds
 + o(hH) + o(hK):
In particular for y = (x) we obtain the desired result of Lemma.
Proof of Lemma 4.4.7 For the variance term V ar[ bfxN(y)], we have
V ar[ bfx (1)N (y)] = 1(h2HbnE [K1])2V ar
"X
i2In
Di
#
where
Di = KiH
0
i   E [KiH 0i ] :
Thus
V ar[ bfx (1)N (y)] = 1bn(h2HE [K1])2V ar [D1] + 1(h2HbnE [K1])2
X
i6=j
Cov(Di; Dj):
Let us calculate the quantity V ar [D1]. We have :
V ar [D1] = E
h
K21H
02
1
i
  (E [K1H 01])2
= E

K21
 E hK21H 021 i
E [K21]
  (E [K1])2

E [K1H
0
1]
E [K1]
2
:
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So, by using the same arguments as those used in the previous lemma we get
1
x(hK)
E

K21

= K2(1) 
Z 1
0
(K2(s))0x(s))ds+ o(1)
E
h
K21H
02
1
i
E [K21]
= hHf
x(y)
Z
H 0
2
(t)dt+ o(hH)
E[K1H
0
1]
E [K1]
= hHf
x(y)
Z
H 0(t)dt+ o(hH)
which implies that
(11)
V ar [Di] = hHx(hK)f
x(y)
Z
H 0
2
(t)dt

K2(1) 
Z 1
0
(K2(s))0x(s))ds

+ o (hHx(hK)) :
Now, let us focus on the covariance term. To do that, we dene
E1 = fi; j 2 In : 0 < ki  jk  cng and E2 = fi; j 2 In : ki  jk > cng:
For all (i; j) 2 E21 we write
Cov (Di; Dj) = E

KiKjH
0
iH
0
j
  (E [KiH 0i ])2
and we use the fact thatE

H 0iH
0
jj(Xi; Xj)

= O(h2H); 8 i 6= j,E [H 0i jXi] = O(hH); 8 i , under
(H2) and (H5) we get
E

KiKjH
0
iH
0
j
  Ch2HP [(Xi; Xj) 2 B(x; hK)B(x; hK)]
and
E [KiH
0
i ]  ChHP (Xi 2 B(x; hK)) :
It follows that
Cov (Di; Dj)  Ch2Hx(hK)(x(hK) + v1x (hK)):
So X
E1
Cov (Di; Dj)  CbncNn h2H1+v1x (hK):
On the other hand, Lemma 4.5.2 and jDij  C, permit to write that (i; j) 2 E22
jCov (Di; Dj)j  C' (ki  jk)
and X
E2
Cov (Di; Dj)  C
X
E2
' (ki  jk)
 Cbn X
i:kik>cn
' (kik)
 Cbnc Nan X
i:kik>cn
kikNa' (kik) :
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Finally, we have :
X
i 6=j
Cov(Di; Dj) 
0@CbncNn h2H1+v1x (hK) + Cbnc Nan X
i:kik>cn
kikNa' (kik)
1A :
Let cn = (h
2=(a+1)
H 
1=a
x (hK))
 1=N , then we obtain thatX
Cov (Di; Dj) = o (bnhHx(hK)) :
In conclusion, we have
V ar[ bfx (1)N (y)] = fx(y)bnh3Hx(hK)
Z
H 0
2
(t)dt
0B@

K2(1)  R 1
0
(K2(s))0x(s)ds


K(1)  R 1
0
K 0(s)x(s)ds
2
1CA+o 1bnh3Hx(hK)

The result of the lemma corresponds to the case y = (x).
Proof of Lemma 3.3.3
We set
Sn =
X
i2In
i
where
i :=
p
hHx(hK)
hHE[K1]
Di:(12)
Clearly , we have
qbnh3Hx(hK) [(x)] 1  bfx (1)N (y)  E bfx (1)N (y) =  bn(2(x)) 1=2 Sn:
So, the asymptotic normality of (bn((x))2) 1=2 Sn is sucient to show the proof of this
Lemma. The latter last is shown by the blocking method, where the random variables j are
grouped into blocks of dierent sizes dened as follows
W (1;n; x; j) =
jk(pn+qn)+pnX
ik=jk(pn+qn)+1; k=1;:::;N
i;
W (2;n; x; j) =
jk(pn+qn)+pnX
ik=jk(pn+qn)+1; k=1;:::;N 1
(jN+1)(pn+qn)X
iN=jN (pn+qn)+pn+1
i;
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W (3;n; x; j) =
jk(pn+qn)+pnX
ik=jk(pn+qn)+1; k=1;:::;N 2
(jN 1+1)(pn+qn)X
iN 1=jN 1(pn+qn)+pn+1
jN (pn+qn)+pnX
iN=jN (pn+qn)+1
i;
W (4;n; x; j) =
jk(pn+qn)+pnX
ik=jk(pn+qn)+1; k=1;:::;N 2
(jN 1+1)(pn+qn)X
iN 1=jN 1(pn+qn)+pn+1
(jN+1)(pn+qn)X
iN=jN (pn+qn)+pn+1
i;
and so on. The last two terms are
W (2N 1;n; x; j) =
(jk+1)(pn+qn)X
ik=jk(pn+qn)+pn+1; k=1;:::;N 1
jN (pn+qn)+pnX
iN=jN (pn+qn)+1
i;
W (2N ;n; x; j) =
(jk+1)(pn+qn)X
ik=jk(pn+qn)+pn+1; k=1;:::;N
i
where qn = o
bn(hHx(hK))(1+2N)1=(2N) and pn = (bnhHx(hK))1=(2N)=sn with
sn = o
bn(hHx(hK))(1+2N)1=(2N) q 1n . Because of (H11) all the sequences qn, pn and sn
tend to innity.
Now, Dene for each i = 1; :::; 2N ,
T (n; x; i) =
X
j2J
W (i;n; x; j):
where J = f0; :::; r1   1g  ::: f0; :::; rN   1g with rk = nk(pn + qn) N : So, we have bn(2(x)) 1=2 Sn
=
hpbn(x)i 1 T (n; x; 1) + 2NX
i=2
T (n; x; i)
!
:
Thus, the proof of the asymptotic normality of (bn(2(x))) 1=2 Sn is reduced to the proofs of
the following results
(13) Q1 
E exp iuT (n; x; 1)  rk 1Y
jk=0
k=1;:::;N
E

exp

iuW (1;n; x; j)
 ! 0
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(14) Q2  bn 1Eh 2NX
i=2
T (n; x; i)
i2
! 0
(15) Q3  bn 1X
j2J
E
h
W (1;n; x; j)
i2
! 2(x)
(16) Q4  bn 1X
j2J
E
h
(W (1;n; x; j))21fjW (1;n;x;j)j>(2(x)bn)1=2g
i
! 0 for all  > 0:
For (11) : We numerate the M =
QN
k=1 rk = bn(pn + qn) N  bnp Nn random variables
W (1;n; x; j); j 2 J in the arbitrary way ~U1; :::; ~UM . For j 2 J , let
I(1;n; x; j) = fi : jk(pn + qn) + 1  ik  jk(pn + qn) + pn ; k = 1; ::Ng
then we have W (1;n; x; j) =
X
i2I(1;n;x;j)
i. Noting that each of the sets of site I(1;n; x; j)
contains pNn , these sets are distant of pn at least. Further, we apply the lemma of Volkonski
and Rozanov (1959) to the variable

exp(iu ~U1); :::; exp(iu ~UM)

. Since
 MY
s=j+1
exp[iu ~Us]
  1,
then :
Q1 =
E[exp iuT (n; x; 1)]  rk 1Y
jk=0
k=1;:::;N
E[exp

iuW (1;n; x; j)

]

=
E
rk 1Y
jk=0
k=1;:::;N
exp [iuW (1;n; x; j)] 
rk 1Y
jk=0
k=1;:::;N
E exp

iuW (1;n; x; j)


M 1X
k=1
MX
j=k+1
E exp[iu ~Uk]  1exp[iu ~Uj]  1
MY
s=j+1
exp[iu ~Us]
 E

exp[iu ~Uk]  1

E

exp[iu ~Uj]  1
 MY
s=j+1
exp[iu ~Us]

=
M 1X
k=1
MX
j=k+1
E exp[iu ~Uk]  1exp[iu ~Uj]  1  E exp[iu ~Uk]  1E exp[iu ~Uj]  1 

 MY
s=j+1
exp[iu ~Us]


M 1X
k=1
MX
j=k+1
E exp[iu ~Uk]  1exp[iu ~Uj]  1  E exp[iu ~Uk]  1E exp[iu ~Uj]  1 :
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Let ~Ij be the set of sites among the I(1;n; x; j) such that ~Uj =
X
i2~Ij
Di. The lemma of Carbon
et al. (1997) and assumption (3), lead :E exp[iu ~Uk]  1exp[iu ~Uj]  1 E exp[iu ~Uk]  1E exp[iu ~Uj]  1   C'd(~Ij; ~Ik) pNn :
So
Q1  CpNn
M 1X
k=1
MX
j=k+1
'

d(~Ij; ~Ik)

 CpNnM
MX
k=2
'

d(~I1; ~Ik)

 CpNnM
1X
i=1
X
k:iqnd(~I1;~Ik)<(i+1)qn
'

d(~I1; ~Ik)

 CpNnM
1X
i=1
iN 1'(iqn)
 Cbnq n 1X
i=1
iN 1 ;
by (6). This last tends to zero by the fact that bnq n ! 0 (see (H11)).
Proof of (12) : We have
Q2  bn 1Eh 2NX
i=2
T (n; x; i)
i2
= bn 1
0BB@ 2
NX
i=2
E [T (n; x; i)]2 +
X
i;j=2;:::;2N
i 6=j
E [T (n; x; i)] [T (n; x; j)]
1CCA :
By Cauchy-Schwartz inequality, we get :
8 2  i  2N : bn 1E [T (n; x; i)] [T (n; x; j)]   bn 1E [T (n; x; i)]21=2  bn 1E [T (n; x; j)]21=2 :
Then, it suces to prove that
bn 1E [T (n; x; i)]2 ! 0 ; 8 2  i  2N :
We will prove this for i = 2, the case where i 6= 2 is similar. We have T (n; x; 2) =X
j2J
W (2;n; x; j) =
MX
j=1
U^j, where we enumerate theW (2;n; x; j) in the arbitrary way U^1; :::; U^M .
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Then :
E [T (n; x; 2)]2 =
MX
i=1
V ar

U^i

+
MX
i=1
MX
j=1
i6=j
Cov

U^i; U^j

= A1 + A2:
The stationarity of the process (Xi; Yi)i2ZN , implies that :
V ar

U^i

= V ar
0B@ pnX
ik=1
k=1;:::;N 1
qnX
iN=1
i
1CA
2
= pN 1n qn V ar [i]
+
pnX
ik=1
k=1;:::;N 1
qnX
iN=1
pnX
jk=1
k=1;:::;N 1
i6=j
qnX
jN=1
E[ij]:
We proved above that V ar [i] < C (see 11). By Lemma 4.5.2, we have :
(17) jE[ij]j  C(hHx(hK)) 1' (ki  jk) :
Then, we deduce that
V ar
h
U^i
i
 CpN 1n qn
0B@1 + (hHx(hK)) 1 pnX
ik=1
k=1;:::;N 1
qnX
iN=1
(' (kik))
1CA
 CpN 1n qn(hHx(hK)) 1
pnX
ik=1
k=1;:::;N 1
qnX
iN=1
('(kik)) :
Consequently, we have :
A1  CMpN 1n qn(hHx(hK)) 1
1X
i=1
iN 1 ('(i)) :
Let
I (2;n; x; j) =
n
i : jk(pn + qn) + 1  ik  jk(pn + qn) + pn; 1  k  N   1;
+jN(pn + qn) + pn + 1  iN  (jN + 1)(pn + qn)
o
:
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The variable U (2;n; x; j) is the sum of the i such that i is in I (2;n; x; j). Since pn > qn, if
i and i0 are respectively in the two dierent sets I (2;n; x; j) and I (2;n; x; j0) ; then ik 6= i0k
for un certain k such that 1  k  N and ki  i0k > qn.
By using the denition of A2, the stationarity of the process and (15), we have :
A2 
nkX
jk=1
k=1;:::;N
nkX
ik=1
k=1;:::;N
ki jk>qn
E[ij]  C(hHx(hK)) 1bn nkX
ik=1
k=1;:::;N
kik>qn
('(kik))
and
A2  C(hHx(hK)) 1bn 1X
i=qn
iN 1 ('(i)) :
We deduce that :
bn 1E [T (n; x; 2)]2  CMpN 1n qnbn 1(hHx(hK)) 1 1X
i=1
iN 1 
+C(hHx(hK))
 1
1X
i=qn
iN 1 :
From (pn + qn) NpN 1n qn = (pn + qn)
 NpNn

qn
pn

 qn
pn
, we get :
CMpN 1n qnbn 1(hHx(hK)) 1 = bn(pn + qn) NpN 1n qnbn 1(hHx(hK)) 1


qn
pn

(hHx(hK))
 1
= qnsn (bn(hHx(hK))) 12N (hHx(hK)) 1
= qnsn
 bn(hHx(hK))(1+2N) 12N :
By the denitions of qn and sn, this last term converges to ! 0. Moreover, we have :
C(hHx(hK))
 1
1X
i=qn
iN 1   C(hHx(hK)) 1
Z 1
qn
tN 1 dt = C(hHx(hK)) 1qN n :
This last term converges to zero by (H11) and ends the proof of (12).
For (13) : Let us use the following decomposition of small and big blocks
S 0n = T (n; x; 1) S
00
n =
2NX
i=2
T (n; x; i) :
Then, we can write :
bn 1E [S 0n]2 = bn 1E[S2n] + bn 1E [S 00n]2   2bn 1E[SnS 00n]:
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Lemma 4.4.7 and (12) imply respectively that bn 1E (Sn)2 = bn 1V ar (Sn) ! 2(x) andbn 1E [S 00n]2 ! 0.
Then, to show that bn 1E [S 0n]2 ! 2(x), it suces to remark that bn 1E[SnS 00n]! 0 because,
by Cauchy-Schwartz's inequality, we can write :bn 1E[SnS 00n]  bn 1E jSnS 00nj   bn 1E[S2n]1=2 bn 1E[S 00n2]1=2 :
Recall that T (n; x; 1) =
X
j2J
W (1;n; x; j) ; so
bn 1E (S 0n)2 = bn 1 rk 1X
jk=0
k=1;:::;N
E [W (1;n; x; j)]2
+ bn 1  rk 1X
jk=0
k=1;:::;N
rk 1X
ik=0
k=1;:::;N
ik 6=jk for some k
Cov(W (1;n; x; j);W (1;n; x; i))
By similar arguments used above for A2, this last term is not greater than
C(hHx(hK))
 1
rk 1X
ik=1
k=1;:::;N
kik>qn
('(kik))
 C(hHx(hK)) 1
1X
i=qn
iN 1 ('(i))  C(hHx(hK)) 1qN n ! 0:
So Q3 ! 2(x). This ends the proof.
Proof of 14 : Since jij  C(hHx(hK)) 1=2, we have : jW (1;n; x; j)j  CpNn (hHx(hK)) 1=2.
Then we deduce that
Q4  Cp2Nn (hHx(hK)) 1bn 1 rk 1X
jk=0
k=1;:::;N
P
h
jW (1;n; x; j)j >   2(x)bn1=2i :
We have jW (1;n; x; j)j =

(2(x)bn)1=2  CpNn (bnhHx(hK)) 1=2 = C (sn) N ! 0 , because
pn =
h
(bnhHx(hK))1=(2N) =sni and sn !1.
So, for all  and j 2 J ; if bn is great enough, then P hW (1;n; x; j) >  (2(x)bn)1=2i = 0.
Then Q4 = 0 for bn great enough. This yields the proof.
3.5. APPENDIX 61
References
Anselin,L. ; Florax,R.J.G.M. ; Rey, S.J. (2004) Econometrics for spatial model : recent ad-
vances. Advances in spatial econometrics, 1-25, Springer, Berlin,
Biau, G., Cadre, B. (2004) Nonparametric spatial prediction. Statist. Inference Stoch. Pro-
cesses, 7, 327-349.
Bosq, D. (2000) Linear Processes in Function Spaces : Theory and Applications. Lecture
Notes in Statistics, 149. Springer. New-York.
Cressie, N.A. (1993) Statistics for spatial data. Wiley, New York.
Carbon, M., Hallin, M., Tran, L.T. (1996) Kernel density estimation for random elds : the
L1 -theory. J. Nonparametric Statist., 6, 157-170.
Carbon, M., Tran, L. T., Wu, B. (1997) Kernel density estimation for random elds. Statist.
Probab. Lett., 36, 115-125.
Carbon, M., Francq, C., Tran, L.T. (2007) Kernel regression estimation for random elds.
J. Statist. Plann. Inference, 137, 778-798.
Dabo-Niang, S. and Laksaci, A. (2010). Note on conditional mode estimation for functional
dependent data, Statistica, 70, 83-94.
Dabo-Niang, S. and Thiam, B. (2010). Robust quantile estimation and prediction for spatial
processes. Statist. Probab. Lett. 80, 1447-1458.
Dabo-Niang, S., Rachdi, M. and Yao, A-F. (2011a). Spatial kernel regression estimation
and prediction for functional random elds. Far. East. J. Statist., 37, 77-113.
Dabo-Niang,S. Kaid,Z. Laksaci, A. (2011b) Sur la rï¿½gression quantile pour variable ex-
plicative fonctionnelle : Cas des donnï¿½es spatiales C. R., Math., Acad. Sci. Paris. 349,
1287-1291.
Diggle, P., Ribeiro, P.J. (2007) Model-Based Geostatistics. Springer, New York.
Ezzahrioui, M. and Ould-Saï¿½d, E. (2008). Asymptotic normality of a nonparametric es-
timator of the conditional mode function for functional data. J. Nonparametr. Stat. 20,
3-18.
Ferraty, F.,Vieu, P. (2006) Nonparametric Functional Data Analysis. Theory and Practice.
Springer-Verlag, New York.
Ferraty, F., Laksaci, A., Tadj, A. and Vieu, P. (2010). Rate of uniform consistency for
nonparametric estimates with functional variables. J. Statist. Plann. Inference. 140,335-352.
Gao, J. ; Lu, Z. ; Tjï¿½stheim, D. (2008) Moment inequalities for spatial processes. Statist.
Probab. Lett. 78 687697.
62 La normalité asymptotique ....
Giraldo, R.(2009) Geostatistical Analysis of Functional Data. Ph.D. thesis. Universitat Po-
litï¿½cnica de Catalunya.
Guyon, X. (1987) Estimation d'un champ par pseudo-vraisemblance conditionnelle : Etude
asymptotique et application au cas Markovien. Proceedings of the Sixth Franco-Belgian Mee-
ting of Statisticians.
Guyon, X. (1995) Random elds on a network. Modeling, statistics and applications. Proba-
bility and its applications. Springer-Verlag, New York.
Hallin, M., Lu, Z., Tran, L.T. (2004) Local linear spatial regression. Ann. Statist., 32, 2469-
2500.
Laksaci, A. and Maref, F. (2009). Estimation non paramï¿½trique de quantiles conditionnels
pour des variables fonctionnelles spatialement dï¿½pendantes. C. R., Math., Acad. Sci. Paris.
347, 1075-1080.
Laksaci, A., Madani, F. and Rachdi, M. (2011). Kernel conditional density estimation when
the regressor is valued in a semi-metric space Commun. Stat., Theory and Methods, to appear.
Li, J., Tran, L.T. (2009) Nonparametric estimation of conditional expectation. J. Statist.
Plann. Inference, 139, 164-175.
Lu, Z., Chen, X. (2004) Spatial kernel regression : weak consistency. Statist. Probab. Lett.,
68, 125-136.
Ould Abdi, A. ; Diop, A. ; Dabo-Niang, S. ; Ould Abdi, S.A. (2010b) Estimation non pa-
ramï¿½trique du mode conditionnel dans le cas spatial. C. R. Math. Acad. Sci. Paris 348,
815819.
Ramsay, J.O., Silverman, B.W. (2002) Applied Functional Data Analysis. Springer, New
York.
Ramsay, J.O., Silverman, B.W. (2005) Functional Data Analysis, Second Edition. Springer,
New York.
Ramsay, J. (2008). Fda problems that I like to talk about. Personal communication.
Ripley, B. (1981). Spatial Statistics. Wiley, New York.
Chapitre 4
La normalité asymptotique et la
convergence en norme Lp de l'estimateur
spatial des quantiles conditionnels
L'objet de ce chapitre est l'estimation non paramétrique spatiale des quantiles condition-
nels. Plus précisément, on estime ce modèle par la méthode du noyau en utilisant l'inverse de
l'estimateur à double noyaux de la fonction de répartition conditionnelle. Sous des conditions
assez générales, on démontre la convergence en norme Lp et la normalité asymptotique de
cet estimateur. De même que pour les autres chapitres, le dé principal est de contourner
le problème de l'absence d'une mesure de référence, l'absence d'une structure banachique,
et d'une relation d'ordre sur les indices spatiaux,. . . . Notons que ces derniers sont primor-
diaux pour utiliser les outils classiques tels que l'intégration et la dérivabilité.Ce Chapitre fait
l'objet d'un article dans les Comptes rendus de l'académie des sciences de Paris : C.R.A.S.
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4.1 Introduction
Conditional quantile estimation is an important eld in statistics which dates back to Stone
(1977) and has been widely studied in the non-spatial case. It is useful in all domain of
statistics, such as time series, survival analysis and growth charts among others, see Koenker
(2000, 2005) for a review. There exist an extensive literature and various nonparametric
approaches in conditional quantile estimation in the non spatial case for independent samples
and dependent non-functional or functional observations. Among the lot of papers dealing
with conditional quantile estimation in nite dimension, one can refer for example to key
works of Stute (1986), Samanta (1989) and Berlinet et al. (1989), Portnoy (1991), Koul and
Mukherjee (1994), Honda (2000), Gannoun et al. (2003), Yu et al. (2003).
Potential applications of quantile regression to spatial data are without number. Indeed,
there is an increasing number of situations coming from dierent elds of applied sciences
(soil science, geology, oceanography, econometrics, epidemiology, environmental science, fo-
restry,...), where the inuence of a vector of covariates on some response variable is to be
studied in a context of spatial dependence. The literature on spatial models is relatively
abundant, see for example, Guyon (1995), Anselin and Florax (1995), Cressie (1991) or
Ripley (1981) for a list of references.
In our knowledge, only the papers of Koencker and Mizera (2004), Hallin et al. (2009), Abdi et
al. (2010a, 2010b), Dabo-Niang and Thiam (2010) have paid attention to study nonparame-
tric quantile regression for nite dimensional random elds while Laksaci and Maref (2010)
have considered innite dimensional elds. These last work deals with almost sure consis-
tency of the conditional consistency of a kernel conditional quantile estimate. The work of
Hallin et al. (2010) deals with local linear spatial conditional quantile regression estimation.
The method of Koencker and Mizera (2004) is a spatial smoothing technique rather than a
spatial (auto)regression one and do not take into account the spatial dependency structure
of the data. The results of Abdi et al. (2010a, 2010b) concerned respectively consistency
in p mean (p > 1) and asymptotic normality and of a kernel estimate of the conditional
regression function for spatial processes. Dabo-Niang and Thiam (2010) considered the L1
consistency of the local linear and double kernel conditional quantile estimate.
As in the non-spatial case, conditional quantile estimation is useful for some non-parametric
prediction models and is used as an alternative to classical spatial regression estimation
models for non-functional data (see Biau and Cadre (2004), Lu and Chen (2002, 2004),
Hallin, Lu and Tran (2004a), Dabo-Niang and Yao (2007)). Spatial conditional quantile is
of wide interest in the modeling of spatial dependence and in the construction of condence
(predictive) intervals. The purpose of this paper is to estimate the conditional quantile
regression for spatial functional data.
Recall that a recent and restrictive attention has been paid to nonparametric estimation of
the conditional quantile of a scalar variable Y given a functional variable (X = Xt; t 2 R)
when observations are over an interval T  R. The rst results concerning the conditio-
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nal quantile estimation adapted to non-spatial functional data were obtained by Cardot
et al. (2004). They used the B-spline approach to study a linear model of regression on
quantiles when the explanatory variable takes values in a Hilbert space and established the
L2-convergence rate of the estimate. In the nonparametric context, Ferraty et al. (2006) es-
tablished the almost complete convergence of a kernel estimator of the conditional quantile
when the observations are i.i.d. This last work has been extended to dependant case by
Ferraty et al. (2005), with an application to climatologic data. Ezzahrioui and Ould-said
(2008a, 2008b) have studied in both cases (i.i.d and strong mixing) the asymptotic nor-
mality of the kernel estimator when the explicative variable satises some general fractal
condition. Recently, Dabo-Niang and Laksaci (2007) and Dabo-Niang and Laksaci (2009)
stated asymptotic normality and convergence in Lp norm (in the i.i.d. and dependent cases)
under less restrictive conditions closely related to the concentration properties on small balls
probability of the underlying explanatory variable.
The main aim of this paper is to extend some of the results on quantile regression to the
case of functional spatial processes. In our knowledge, this work is the rst contribution on
spatial quantile regression estimation for functional variables. Noting that, extending classical
nonparametric conditional quantile estimation for dependent functional random variables to
quantile regression for functional random elds is far from being trivial. This is due to the
absence of any canonical ordering in the space, and of obvious denition of tail sigma-elds.
The paper is organized as follows. In Section 2 we provide the notations and the kernel
quantile estimates. Section 3 is devoted to assumptions. Section 4 is devoted to the Lp
convergence and the asymptotic normality results of the kernel quantile regression estimate,
under mixing assumptions. Proofs and technical lemmas are given in Section 5.
4.2 The model
Consider Zi = (Xi; Yi), i 2 NN be a F  R-valued measurable strictly stationary spatial
process, dened on a probability space (
; A;P), where (F ; d) is a semi-metric space. Let
d denotes the semi-metric and N  1. A point i = (i1; :::; iN) 2 NN will be referred to as
a site. We assume that the process under study (Zi) is observed over a rectangular domain
In =

i = (i1; :::; iN) 2 ZN ; 1  ik  nk; k = 1; :::; Ng, n = (n1; :::; nN) 2 NN . A point i will
be referred to as a site. We will write n!1 if minfnkg ! 1 and jnjnk j < C for a constant
C such that 0 < C < 1 for all j; k such that 1  j; k  N . For n = (n1; :::; nN) 2 NN , we
set bn = n1      nN .
We assume that the Zi's have the same distribution as (X;Y ) and the regular version of the
conditional probability of Y given X exists and admits a bounded probability density. For
all x 2 F , we denote respectively by F x and fx the conditional distribution function and
density of Y given X = x.
Let  2]0; 1[, the th conditional quantile noted q(x) is dened by
F x(q(x)) = :
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To insure existence and unicity of q(x), we assume that F x is strictly increasing. This last
is estimated by
(1) bF xn (y) =
8>><>>:
P
i2In K1

d(x;Xi)
an

K2

y Yi
bn

P
i2In K1

d(x;Xi)
an
 if Pi2In K1 d(x;Xi)an  6= 0
0 else :
where K1 is a kernel, K2 is a distribution function, an (resp bn) is a sequence of real numbers
which converges to 0 when n!1.
The kernel estimate q^(x) of the conditional quantile q(x) is dened by
bF x(q^(x)) = :
In the following, we x a point x in F such that
P (X 2 B(x; r)) = x(r) > 0;
where B(x; h) = fx0 2 F= d(x0; x) < hg.
4.3 Hypotheses
Throughout the paper, when no confusion will be possible, we will denote by C and C 0 any
generic positive constant, and we denote by g(j) the derivative of order j of a function g. We
will use the following hypotheses :
H1 : F
x is of class C1 and fx(q(x)) > 0.
H2 :91 > 0, 8 (y1; y2) 2 [q(x)  1; q(x) + 1]2, 8 (x1; x2) 2 Nx Nx,F x1 (y1)  F x2 (y2)   C db1(x1; x2) + jy1   y2jb2 ; b1 > 0; b2 > 0:
where Nx is a small enough neighborhood of x
H3 : There exist C1 and C2, 0 < C1 < C2 <1 such that C1I[0;1] (t) < K1 (t) < C2I[0;1] (t) :
H4 : K2 is of class C1, of bounded derivative that veriesZ
R
jtjb2 K(1)2 (t)dt <1:
Dependency conditions
In spatial dependent data analysis, the dependence of the observations has to be measured.
Here we will consider the following two dependence measures :
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Local dependence condition
In order to establish the same convergence rate as in the i.i.d. case (see Dabo-Niang and
Laksaci (2007)), we need the following local dependency condition :
(2)8>>>><>>>>:
(i) For all 1  i1 < : : : ik  n; the conditional density of (Yi1 ; : : : Yik) given (Xi1 ; : : : Xik)
exists and is bounded
(ii) For all k  2;
we suppose that : there exists an increasing sequence 0 < (vk) < k; such that
max
 
maxi1:::ik2In P
 
d(Xij ; x)  r; 1  j  k

; kx(r)

= O (1+vkx (r)) :
Mixing condition
The spatial dependence of the process will be measured by means of    mixing. Then,
we consider the   mixing coecients of the eld (Zi; i 2 NN), dened by : there exists a
function ' (t) # 0 as t!1, such that whenever E; E 0 subsets of NN with nite cardinals,


B (E) ; B

E
0

= sup
B2B(E); C2B(E0)
jP (B \ C) P (B)P (C)j
(3)   

Card (E) ;Card

E
0

'

dist

E;E
0

;
where B (E)(resp. B  E 0) denotes the Borel -eld generated by (Xi; i 2 E) (resp.  Xi; i 2 E 0),
Card(E) (resp. Card
 
E
0
) the cardinality of E (resp. E
0
), dist
 
E;E
0
the Euclidean distance
between E and E
0
and  : N2 ! R+ is a symmetric positive function nondecreasing in each
variable.
Throughout the paper, it will be assumed that  satises either
(4)  (n;m)  Cmin (n;m) ; 8n;m 2 N
or
(5)  (n;m)  C (n+m+ 1)e ; 8n;m 2 N
for some e  1 and some C > 0. In the following, we will only considered Condition (4), one
can extend esaily the asymptotic results proved here in the case of (5).
We assume also that the process satises the following mixing condition : a polynomial
mixing condition :
(6)
1X
i=1
i'(i) <1;  > N(p+ 2); p  1:
If N = 1; then Xi is called strongly mixing. Many stochastic processes, among them various
useful time series models satisfy strong mixing properties, which are relatively easy to check.
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Conditions (4)-(5) are used in Tran (1990), Carbon et al (1996-1997), and are satised by
many spatial models (see Guyon (1987) for some examples). In addition, we assume that
H5 : 90 <  < (   5N)=2N , 0; 1 > 0, such that bnbn !1 and
Cbn (5+2)N  +0  x(an);
where  is introduced in (6).
Remark 2 If (6) is satised, then '(i)  Ci .
4.4 Main results
4.4.1 Weak consistency
This section contains results on pointwise consistency in p-mean. Let x be xed, we give a
rate of convergence of q^ (x) to q (x) under some general conditions.
Theorem 4.4.1 Under the hypotheses H1  H5, (4), then, for all p  1, we have
kq^(x)  q(x)kp = (E jq^(x)  q(x)jp)1=p = O
 
(an)
b1 + (bn)
b2

+O
 
1bnx(an)
 1
2
!
:
Proof
Let
Ki = K1

d(x;Xi)
an

; Hi(y) = K2

y   Yi
bn

; Wni = Wni(x) =
KiP
i2In Ki
;
F^ xN(y) =
1bnEK1 X
i2In
KiHi(y); F^
x
D =
1bnEK1 X
i2In
Ki:
By hypothesis H4, F^ xN(y) is of class C1, then we can write the following Taylor development :
F^ xN(q^(x)) = F^
x
N(q(x)) + F^
x(1)
N (q

(x)) (q^(x)  q(x))
where q(x) is in the interval of extremities q(x) and q^(x). Thus,
q^(x)  q(x) = 1
F^ x
(1)
N (q

(x))

F^ xN(q^(x))  F^ xN(q(x))

=
1
F^ x
(1)
N (q

(x))

F^ xD   F^ xN(q(x))

;
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It is shown in Laksaci and Maref (2009) that under (H1)-(H5), (2) and (6) that
q^(x)  q(x)! 0; almost completely (a.co):
So, by combining this consistency and the result of Lemma 11.17 in Ferraty and Vieu (2006,
P.181) together with the fact that q(x) is lying between q^(x) and q(x), it follows that
(7) F^ x
(1)
N (q

(x))  fx(q(x))! 0: a:co:
Since fx(q(x)) > 0, we can write
9C > 0 such that
 1F^ x(1)N (q(x))
  C a:s:
It follows that
kq^(x)  q(x)kp  C
F^ xD   F^ xN(q(x))
p
+ (P (fxD = 0))
1=p :
So, the rest of the proof is deduce from the following three lemmas.
Lemma 4.4.2 Under H2  H4, we have
E
h
 bF xD   bF xN(q(x))i = O  ab1n + bb2n  :
Lemma 4.4.3 Under the hypotheses of Theorem 4.4.1, we have bF xD   bF xN(q(x))  E h bF xD   bF xN(q(x))i
p
= o
 
1bnx(an)
 1
2
!
:
Lemma 4.4.4 Under the hypotheses of Lemma 4.4.3, we have
P

F^ xD = 0
1=p
= o
 
1bnx(an)
 1
2
!
:
4.4.2 Asymptotic normality
This section contains results on the asymptotic normality of the quantile estimator. For that
we replace, respectively H2 and H4 by the following hypotheses.
H 02 : F
x satises H2 and 8z 2 Nx; F z is of class C1 with respect to y, the conditional
density fx is such that fx (q) > 0 and 8(x1; x2) 2 Nx Nx; 8(y1; y2) 2 R2
jfx1 (y1)  fx2 (y2)j 
 kx1   x2kd1 + jy1   y2jd2 ; d1; d2 > 0:
H 04 : K2 satises H4 and Z
jtjd2K(1)2 (t)dt <1:
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Theorem 4.4.5 Under the hypotheses of Theorem 4.4.1 and H 02; H
0
4, (4) then, for any
x 2 A, we have 
(fx(q(x)))
2bn( K1(an))2
 K21 (an)((1  ))
!(1=2)
( bq(x)  q(x)  Cn(x))!n!+1 N(0; 1);
where
Cn(x) =
1
fx(q(x)) K1(an)
 
 K1(an)  E

K1
 
(an)
 1d(x;X)

FX(q(x))

+O(bn)
and
A = fx 2 F ;  K21 (an)
( K1(an))
2
6= 0g with  g(h) =  
Z 1
0
g0(t)x(ht)dt:
Proof Firstly, observed that if H5 is satised then, we have
(8) 90 < 1 < 1; such that bn( 1+1)=(1+2N)  x(an):
Let
i =
1p
EK21
[Ki  KiHi (q)  E (Ki  KiHi (q))] :
By hypothesis H 04, F^
x
N(y) is of class C1, then we can write the following Taylor development :
F^ xN(q^) = F^
x
N(q) + F^
x(1)
N (q

) (q^   q)
where q is in the interval of extremities q and q^. Thus,
q^   q = 1
F^ x
(1)
N (q

)

F^ xN(q^)  F^ xN(q)

=
1
F^ x
(1)
N (q

)

F^ xD   F^ xN(q)

;
"
fx (q)
2 bnE2Ki
(1  )EK2i
#1=2 
[q^   q   Cn(x)]

=
 bnE2Ki
(1  )EK2i
1=2 
fx(q)
F^ x
(1)
N (q

)

F^ xD   F^ xN(q)

  E

F^ xD   F^ xN(q)
!
;
where
Cn(x) =
1
fx(q)
E

F^ xD   F^ xN(q)

:
Consequently, the proof of the theorem is the consequence of the following lemmas and the
convergence result (7).
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Lemma 4.4.6 Under the hypotheses of Theorem 4.4.5, we have
i)V ar (i)! (1  )
ii)
X
i;j2In
Cov (i;j) = o (bn)
and
iii)
1bnvar
 X
i2In
i
!
! (1  ) when n!1:
Lemma 4.4.7 Under the hypotheses of Theorem 4.4.5 we have bnE2Ki
(1  )EK2i
1=2 h
F^ xD   F^ xN(q)
i
  E
h
F^ xD   F^ xN(q)
i
! N(0; 1):
Lemma 4.4.8 Under the hypotheses H 02 and H
0
4, we have :
E
h
F^ xD   F^ xN (q)
i
=   1
EKi
E

K

d; x X)
an

FX (q)

+O
 
bb2n

and
E
h
F^ xD   F^ xN (q)
i
= O
 
ab1n + b
b2
n

:
It easy to see that, if one imposes some additional assumptions on the function x() and the
bandwidth parameters (an and bn) we can improved our asymptotic normality by explicit
asymptotic expressions of dispersion terms or by removing the bias term Cn(x).
Corollary 2 Under the hypotheses of Theorem 4.4.5 and if the bandwidth parameters (an
and bn) and if the function x(an) satises :
lim
n!1
(an
b1 + bn
b2)
pbnx(an) = 0 and lim
n!1
x(tan)
x(an)
= (t); 8t 2 [0; 1];
we have 
(fx(t(x)))
221
2((1  ))
(1=2)p
nx(an)
 bt(x)  t(x)!n!+1 N(0; 1);
where j =  
R 1
0
(Kj)0(s)(s)ds; for; j = 1; 2:
Remark 3 If we assume that (5) is satised instead of (4) then it is simple to have the
results of Theorems 4.4.1 and 4.4.5, the only thing that changes is condition (H5) which will
be replaced by some assumption that depend on ~:
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4.5 Appendix
We rst state the following lemmas which are due to Carbon et al. (1997). They are needed
for the convergence of our estimates. There proofs will then be omitted.
Lemma 4.5.1 Suppose E1; :::; Er be sets containing m sites each with dist(Ei; Ej)   for
all i 6= j where 1  i  r and 1  j  r. Suppose Z1; :::; Zr is a sequence of real-valued r.v.'s
measurable with respect to B(E1); :::;B(Er) respectively, and Zi takes values in [a; b]. Then
there exists a sequence of independent r.v.'s Z1 ; :::; Z

r independent of Z1; :::; Zr such that Z

i
has the same distribution as Zi and satises
rX
i=1
EjZi   Zi j  2r(b  a) ((r   1)m;m)'():
Lemma 4.5.2
(i) Suppose that (3) holds. Denote by Lr(F) the class of F measurable r.v.'s X satisfying
kXkr = (EjXjr)1=r < 1. Suppose X 2 Lr(B(E)) and Y 2 Ls(B(E 0)). Assume also that
1  r; s; t <1 and r 1 + s 1 + t 1 = 1. Then
(9) jEXY   EXEY j  CkXkrkY ksf (Card(E); Card(E 0))'(dist(E;E 0))g1=t:
(ii) For r.v.'s bounded with probability 1, the right-hand side of (9) can be replaced by
C (Card(E); Card(E 0))'(dist(E;E 0)):
Proof of Lemma 4.4.2 : We have
E[F^ xD   F^ xN(q(x))] =  
1
EK1
(E [K1E [H1(q(x)) j X1]]) :
We shall use the integration by parts and the usual change of variables t =
y   z
bn
, to show
that
E[F^ xD   F^ xN(q(x))] =  
1
EK1

EK1
Z
K
(1)
2 (t)F
X1((q(x))  bnt)dt

:
Hypotheses (H2) and (H4) allow to get
E[F^ xD   F^ xN(q(x))] 
1
EK1
E

K1
Z
K
(1)
2 (t)
F x((q(x))  FX1((q(x))  bnt)dt
 C  ab1n + bb2n  :
Proof of Lemma 4.4.3 :
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We have F^ xD   F^ xN(q(x))  E hF^ xD   F^ xN(q(x))i
p
=
1
nEK1
X
i2In
i

p
:
where
i = Ki( Hi(q(x)))  E [Ki( Hi(q(x)))] :
We have EK1 = O(x(hK)); (because of H3), so it remains to show thatX
i2In
i

p
= O(
pbnx(an)):
The evaluation of this quantity is based on ideas similar to that used by Gao et al. (2008),
see also Abdi et al (2010). More preciously, we prove the case where p = 2m (for all m 2 N)
and we use the Hölder inequality for lower values of p.
First of all, let us notice that the notations i and i deliberately introduced above are
the same as those used in Lemma 2.2 of Gao et al. (2008) or Abdi et al. (2010a). The proof
of the lemma is completely modeled on that of Lemma 2.2 of Gao et al.. To make easier
the understanding of the eect of the boundedness of i on the results, we opt to run along
the lines of Gao et al's proof (keeping the same notations) and give the moment results in a
simpler form.
To start, note that
E
24 X
i2In
i
!2r35 = X
i2In
E

2mi

+
2m 1X
s=1
X
0+1+:::+s=2r
Vs(0; 1; :::; s)
where
P
0+1+:::+s=2m
is the summation over (0; 1; :::; s) with positive integer components
satisfying 0 + 1 + :::+ s = 2m and
Vs(0; 1; :::; s) =
X
i0 6=i1 6=::: 6=is
E

0i0 
1
i1
:::sis

where the summation
P
i0 6=i1 6=:::6=is is over indexes (i0; i1; :::; is) with each index ij taking value
in In and satisfying ij 6= il for any j 6= l, 0  j; l  s. By stationarity and the fact that K2
is a distribution function, we haveX
i2In
E (i)
2m  CbnE (jij)2m  bnE (Ki)2m  Cbnx(an):
To control the term Vs(0; 1; :::; s), we need to prove, for any positive integers 0; 1; 2; :::s,
the following results :
i) E
1i1 2i2 :::sis   Cx(an)1+vs
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ii) Vs(0; 1; :::; s) = O
 
(bnx(an))s+1, for s = 1; 2; :::;m  1 and m > 1
iii) Vs(0; 1; :::; s) = O ((bnx(an))m), for m  s  2m  1.
To show the result i), remark that the boundness of K2 and (2) yield
E
1i1 2i2 :::sis   C1+vsx (an):
Proof of ii) Note that we can write
Vs(0; 1; :::; s) =
X
i0 6=i1 6=::: 6=is
"
E
 
sY
j=0

j
ij
!
 
sY
j=0
E
j
ij
#
+
X
i0 6=i1 6=::: 6=is
sY
j=0
E
j
ij
=: Vs1 + Vs2:
Clearly, we have jVs2j  C
X
i0 6=i1 6=:::6=is
(x(an))
s+1  C (bnx(an))s+1.
For the term Vs1, notice that
E
 
sY
j=0

j
ij
!
 
sY
j=0
E
j
ij
=
s 1X
l=0
 
l 1Y
j=0
E
j
ij
! 
E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
#!
where we dene
Qs
j=l : = 1 if l > s. Then we obtain
jVs1j 
s 1X
l=0
(bnx(an))l X
il 6=::: 6=is
E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
# =
s 1X
l=0
(bnx(an))l Vls1:
Let P be some positive real, we have
Vls1 =
X
0<dist(filg;fil+1;:::;isg)P
E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
#
+
X
0<dist(filg;fil+1;:::;isg)>P
E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
#
:= Vls11 + Vls12:
Using the result i) above leads toE
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
# 
E
"
sY
j=l

j
ij
#+
E lil E
"
sY
j=l+1

j
ij
#  Cx(an)1+vs+1 l :
Thus, we have
Vls11 
X
0<dist(filg;fil+1;:::;isg)P
Cx(an)
1+vs+1 l  Cx(an)1+vs+1 l
PX
k=1
X
kdist(filg;fil+1;:::;isg)=t<k+1
1:
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Since dist (filg; fil+1; :::; isg) = t, it follows that there exits some ij 2 fil+1; :::; isg, say il+1,
such that dist (filg; fil+1g) = t, and therefore
PX
k=1
X
kdist(filg;fil+1;:::;isg)=t<k+1
1 
PX
k=1
X
ij2In
j=l+2;:::;s
X
kdist(filg;fil+1)=t<k+1
1 
bn(s 1 l) PX
k=1
X
kdist(filg;fil+1)=t<k+1
1:
Thus
Vls11  Cx(an)1+vs+1 lbn(s l) PX
k=1
X
kkik=t<k+1
1  Cx(an)1+vs+1 lbn(s l) PX
t=1
tN 1
 Cx(an)1+vs+1 lbn(s l)PN :
For the term Vls12, notice that since the variables i are bounded, we have (see Lemma
4.5.2)E
"
sY
j=l

j
ij
#
  E lil E
"
sY
j=l+1

j
ij
#  C (1; s l)'(t); where t = dist (filg; fil+1; :::; isg)
Then, under (4) or (5), we have
Vls12  C
1X
k=P+1
X
kdist(filg;fil+1)=t<k+1
'(t)  C
1X
k=P+1
bn(s l) X
kkik=t<k+1
'(t)  Cbn(s l) 1X
t=P+1
tN 1'(t):
Combining the upper bounds of Vls11 and Vls12, we have
jVs1j  C
s 1X
l=0
(bnx(an))l "x(an)1+vs+1 lbn(s l)PN + bn(s l) 1X
t=P+1
tN 1'(t)
#
 C (bnx(an))(s+1) s 1X
l=0
(bnx(an))l s 1 "x(an)1+vs+1 lbn(s l)PN + bn(s l) 1X
t=P+1
tN 1'(t)
#
= C (bnx(an))(s+1) s 1X
l=0
"bn 1PNx(an)1+vs+1 lx(an)l s 1 + bn 1x(an)(l s 1) 1X
t=P+1
tN 1'(t)
#
 C (bnx(an))(s+1) s 1X
l=0
"bn 1PNx(an)1+vs+1 lx(an)l s 1 + bn 1x(an)(l s 1)P sN 1X
t=P+1
tsN+N 1'(t)
#
:
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Taking P = x(an) 1=N , we obtain
jVs1j  C (bnx(an))(s+1) s 1X
l=0
"
1bnx(an)x(an)1+vs+1 lx(an)l s 1 + 1bnx(an)(x(an)l)
1X
t=P+1
tsN+N 1 
#
 C (bnx(an))(s+1)
since  > N(p+ 2).
Proof of iii) As indicated in Gao et al. (2008), since the arguments are similar for any m 
s  2m   1, the proof is given only for s = 2m   1 and N = 2 for simplicity. In this case
V2m 1(0; 1; :::; 2m 1) is denoted W . To simplify the notations, we write i = (i; j) 2 Z2 and
ik = (ik; jk) 2 Z2. The main diculty is to cope with the summation
X
i0 6=i1 6=:::i2m 1
E

i0i1 :::i2m 1

=
X
(i0;j0)6=(i1;j1)6=:::6=(i2m 1;j2m 1)
E

i0j0i1j1 :::i2m 1j2m 1

:
To this end, a novel ordering in Z2 (see Gao et al. (2008)), makes possible to separate the
indexes into two (or more) sets whose distance is greater or smaller than P (usually larger
than 1) is considered. Arrange each of the index sets fi0; i1; :::; i2m 1g and fj0; j1; :::; j2m 1g in
ascending orders as (retaining the same notation for the rst ordered index set for simplicity)
i0  i1  :::  i2m 1 and jl0  jl1  :::  jl2m 1 ; where lk is to indicate that lk may not
be equal to k. The number of such arrangements is at most (2m)!. Let ik = ik   ik 1 and
jk = jlk   jlk 1 and arrange fi1; :::;i2m 1g and fj1; :::;j2m 1g in decreasing orders,
respectively as
ia1  :::  ia2m 1and jb1  :::  jb2m 1 Let t1 = iam , t2 = jbm and t =
maxft1; t2g. If t1  t2 then t = t1, and
0  iak   iak 1  t1  n1 for k = m+ 1; :::; 2m  1;
0  jlbk   jlbk 1  t  n2 for k = m;m+ 1; :::; 2m  1: Therefore
(10) iak 1  iak  iak 1 + t; jlbk 1  jbk  jlbk 1 + t for k = m+ 1; :::; 2m  1:
We arrange i0 6= i1 6= ::: 6= i2m 1 according to the order of i0  i1  :::  i2m 1: If t1 < t2,
arrange according to the order of jl0  jl1  :::  jl2m 1 and the proof is similar.
Let I = fi1; :::; i2m 1g; Ia = fia1 ; :::; iamg; Ica = I   Ia = fiam+1 ; :::; ia2m 1g;
J = fjl1 ; :::; jl2m 1g; Jb = fjlb1 ; :::; jlbmg and J cb = J   Jb = fjlbm+1 ; :::; jlb2m 1g:
Remark that (ia1 ; :::; ia2m 1) and (jlb1 ; :::; jlb2m 1 ) are permutations of respectively I and J .
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Then, from (10), t = iam   iam 1 and t  jlbm   jlbm 1 , we deduce that
W =
X
i0 6=i1 6=:::i2m 1
E

i0i1 :::i2m 1

 C
X
1i0i1:::i2m 1n1
X
1jl0jl1:::jl2m 1n2
E i0j0i1j1 :::i2m 1j2m 1
 C
max(n1;n2)X
t=1
n1X
i0=1
n1X
i=1
i2Ia fiamg
iak 1+tX
iak=iak 1
k=m+1;:::;2m 1
n2X
jl0=1
n2X
j=1
j2Jb fjlbm g
jlbk 1
+tX
jlbk
=jlbk 1
k=m;m+1;:::;2m 1
E i0i1 :::i2m 1 :
Take a positive constant P such that 1  P  max(n1; n2) and divide the right hand side of
the previous inequality into two parts denoted by W1 and W2 according to 1  t  P and
t > P . Then W  W1 +W2. In one hand, use the result i) with s = 2m, and get
W1 = C
PX
t=1
n1X
i0=1
n1X
i=1
i2Ia fiamg
iak 1+tX
iak=iak 1
k=m+1;:::;2m 1
n2X
jl0=1
n2X
j=1
j2Jb fjlbm g
jlbk 1
+tX
jlbk
=jlbk 1
k=m;m+1;:::;2m 1
E i0i1 :::i2m 1
 C
PX
t=1
n1X
i0=1
n1X
i=1
i2Ia fiamg
iak 1+tX
iak=iak 1
k=m+1;:::;2m 1
n2X
jl0=1
n2X
j=1
j2Jb fjlbm g
jlbk 1
+tX
jlbk
=jlbk 1
k=m;m+1;:::;2m 1
x(an)
1+v2m
 C(n1n2)m
PX
t=1
t2m 1x(an)1+v2m  C(n1n2)mP 2mx(an)1+v2m :
In another hand, assume that neither i1 nor i2m 1 belongs to Ia (if i1 or i2m 1 is in Ia the
proof is similar). In this case, Ia is a subset of size m chosen from the 2m   3 remaining
indexes (besides i0; i1 and i2m 1). As raised by Gao et al., this is due to the fact that
there must be two successive indexes because there are not enough elements in the set of
remaining indices to allow a gap between every two elements of Ia. The rst components of
ij's are ordered as i0  i1  :::  ik 1  ik  ik+1  :::  i2m 1 for some k  1 and
ij = ij   ij 1. Then we have, either
dist(fi0; :::; ik 1g; fikg)  ik  t; dist(fikg; fik+1; :::; i2m 1g)  ik+1  t and
dist(fi0; :::; ik 1g; fik ; :::; i2m 1g)  ik+1  t, or dist(fi0g; fi1; :::; i2m 1g)  i1  t
or dist(fi0; :::; i2m 2g; fi2m 1g)  i2m 1  t: Let Aik 1 = i0i1 :::ik 1 and Bik+1 =
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ik+1 :::i2m 1 , then for the case of ik and ik+1 in Ia, we haveE i0i1 :::i2m 1 = E Aik 1ikBik+1
 E  Aik 1   EAik 1  ikBik+1   EikBik+1
+
E Aik 1E  ikBik+1
=
Cov  Aik 1 ; ikBik+1+ E Aik 1 Cov  ik ; Bik+1
 C'(t) + Cx(an)1+vk'(t)  C'(t):
Thus
W2 = C
max(n1;n2)X
t=P+1
n1X
i0=1
n1X
i=1
i2Ia fiamg
iak 1+tX
iak=iak 1
k=m+1;:::;2m 1
n2X
jl0=1
n2X
j=1
j2Jb fjlbm g
jlbk 1
+tX
jlbk
=jlbk 1
k=m;m+1;:::;2m 1
E i0i1 :::i2m 1
 C(n1n2)m
1X
t=P+1
t2m 1'(t):
It follows that
W  W1 +W2  C(n1n2)mP 2mx(an)1+v2m + C(n1n2)m
1X
t=P+1
t2m 1'(t)
 (n1n2)m
 
P 2mx(an)
(1+v2m) + P 2m 1 

:
For general N , we obtain by similar arguments
W  C(bn)m  PNmx(an)(1+vs) + PNm 1  :
Taking P = x(an) (1+vNm)=1+), we get
W  C(bnx(an))m bn 1x(an) Nm 1+(1+vNm) + (bnx(an)) 1 1X
t=P+1
tNm 1 
!
 C(bnx(an))m
because  > N(p+ 2). This ends the proof of the lemma.
Proof of Lemma 4.4.4
We have for all  < 1,
P
 bF xD = 0  P  bF xD  1  
 P

j bF xD   E[ bF xD]j   :
Markov's inequality allows to get, for any p > 0,
P

j bF xD   E[ bF xD]j    E
h
j bF xD   E[ bF xD]jpi
p
:
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So 
P
 bF xD = 01=p = O bF xD   E[ bF xD]
p

:
The computation of
 bF xD   E[ bF xD]
p
can be done by following same arguments as those used
to prove Lemma 4.4.3. This yields the proof.
Proof of Lemma 4.4.6
Let us calculate the variance V ar (i). We have :
V ar (i) =
1
EK2i

EK2i ( Hi (q))2   (EKi ( Hi (q)))2

=
1
EK2i
EK2i ( Hi (q))2  
(EKi)
2
EK2i

E
Ki (Hi (q)  )
EKi
2
= A1   A2
Let us rst consider A2. We deduce from the hypothesis H3 that there exist two positive
constants C and C 0 such that : Cx(an)  EKri  C 0x(an), r > 1, thus (EKi)
2
EK2i
= o(1). If
we take the conditional expectation with respect to X, we get :E Ki (Hi (q)  )EKi
 = E KiEKi [E (Hi (q) jX)  ]
  E KiEKi jE (Hi (q) jXi)  j :
It is easy to see that by hypothesis H 04(ii) :
jE (Hi (q) jX)  j = jE (Hi (q) jX)  F x(q)j  C

ab1n + b
b2
n
Z
R
jtjb2
K(1)2 (t) dt ;
EKi (Hi (q)  )EKi
 = O  ab1n + bb2n  :
Then we deduce that A2 tends to 0. Concerning A1, we have :
( Hi (q))2 =
 
H2i (q)  
  2 (Hi (q)  ) +   2:
Then, we can write :
A1 =
1
EK2i

EK2i
 
H2i (q)  
  2EK2i (Hi (q)  )+  (1  ) :
The conditional expectation with respect to Xi, permits to obtain :
A1 = E
K2i
EK2i

E
 
H2i (q) jXi
    2E K2i
EK2i
[E (Hi (q) jXi)  ] +  (1  ) :
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A same argument as above, givesE K2iEK2i [E (Hi (q) jXi)  ]
 = O  ab1n + bb2n  :
It remains to show that E  H2i (q) jXi   = O  ab1n + bb2n  :
By an integration by part and hypotheses H 02 and H
0
4, we have :E  H2i (q) jXi   = Z
R
K22

q   z
bn

fXi(z)dz   F x(q)

=
Z
R
2K2(t)K
(1)
2 (t)
 
FXi(q   bnt)  F x(q)

dt

 ab1n
Z
R
2K2(t)K
(1)
2 (t)dt+ b
b2
n
Z
R
2K2(t)jtjb2K(1)2 (t)dt
 Cab1n + bb2n
Z
R
2jtjb2K(1)2 (t)dt = O
 
ab1n + b
b2
n

:
We deduce from above that A1 converges to  (1  ) ; then
V ar (i)!  (1  ) :
Let us focus now on the covariance term. We consider
E1 = fi; j 2 In : 0 < ki  jk  cng;
E2 = fi; j 2 In : ki  jk > cng:
We have
Cov (i;j) = Eij
=
1
EK2i

EKiKj ( Hi(q)) ( Hj(q))  (EKi ( Hi(q)))2

 1
EK2i
[EKiKj ( Hi(q)) ( Hj(q))] + 1
EK2i
[EKi ( Hi(q))]2 :
The conditional expectation with respect to Xi, gives :
1
EK2i
[EKi ( Hi(q))]2 = 1
EK2i
jEKi (  E(Hi(q)jXi))j2  1
EK2i
[EKi jE (Hi(q)jXi)  j]2 :
Recall that
jE (Hi(q)jX)  j = O
 
ab1n + b
b2
n

; then jE (Hi(q)jX)  j  C:
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So
1
EK2i
[EKi ( Hi(q))]2  Cx(an):
Since K1 is bounded, we get
1
EK2i
[EKiKj ( Hi(q)) ( Hj(q))]  C 1
EK2i
[EKiKj] 
C
1
EK2i
P [(Xi; Xj) 2 B(x; an)B(x; an)] :
Then we deduce from (2)
1
EK2i
[EKiKj ( Hi(q)) ( Hj(q))]
 C 1
EK2i
(x(an))
1+v2  (x(an))v2 :
Then, we have since v2 > 1 : Cov (i;j)  C(x(an) + (x(an))v2)  C(x(an)) andX
E1
Cov (i;j)  CbncNn x(an) .
Lemma 4.5.2 and jij  Cx(an) 1=2, permit to write that :
jCov (i;j)j  Cx(an) 1' (ki  jk)
and X
E2
Cov (i;j)  Cx(an) 1
X
(i;j)2E2
' (ki  jk)
 Cbnx(an) 1 X
i:kik>cn
' (kik)
 Cbnx(an) 1c n X
i:kik>cn
kik' (kik) :
Finally, for  > 0 we have :
X
Cov (i;j) 
0@CbncNn x(an) + Cbnx(an) 1c n X
i:kik>cn
kik' (kik)
1A :
Let cn = x(an) 1=N , then we have :
X
Cov (i;j) 
0@Cbn+ Cbnx(an)=N 1 X
i:kik>cn
kik' (kik)
1A :
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Hence, we obtain that X
Cov (i;j) = o (bn) :
In conclusion, we have
1bnvar
 X
i2In
i
!
=
 
var (i) +
1bn X
i;j2In
Cov (i;j)
!
! (1  ) when n!1:
This yields the proof.
Proof of Lemma 4.4.7
Let
Sn =
nkX
jk=1
k=1;:::;N
j with j =
1p
EKi
[Ki  KiHi (q)  E (Ki  KiHi (q))] :
Then, we can write bnE2Ki
(1  )EK2i
1=2 h
F^ xD   F^ xN(q)
i
  E
h
F^ xD   F^ xN(q)
i
= (bn(1  )) 1=2 Sn:
Consider the same spatial block decomposition (due to Tran (1990)) as Lemma 4.4.3, with
qn = o
bnx(an)(1+2N)1=(2N),mn = (bnx(an))1=(2N)=sn where sn = obnx(an)1+2N1=(2N) q 1n .
Then, we have
Sn =
2NX
i=1
T (n; x; i);
where
T (n; x; i) =
X
j2J
U(i;n; x; j):
Hence,
Sn= (bn(1  ))1=2 = T (n; x; 1) = (bn(1  ))1=2 + 2NX
i=2
T (n; x; i) = (bn(1  ))1=2 :
Thus the proof of the asymptotic normality of (bn(1  )) 1=2 Sn is reduced to the proofs
of the following results
(11) Q1 
E exp iuT (n; x; 1)  rk 1Y
jk=0
k=1;:::;N
E exp

iuU(1;n; x; j)
! 0
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(12) Q2  bn 1E 2NX
i=2
T (n; x; i)
2
! 0
(13) Q3  bn 1X
j2J
E
h
U(1;n; x; j)
i2
! (1  )
(14) Q4  bn 1X
j2J
E
h
(U(1;n; x; j))21fjU(1;n;x;j)j>((1 )bn)1=2g
i
! 0 for all  > 0:
Proof of (11) : Let us numerate the M =
QN
k=1 rk = bn(mn + qn) N  bnm Nn random
variables U(1;n; x; j); j 2 J in the arbitrary way ~U1; :::; ~UM . For j 2 J , let
I(1;n; x; j) = fi : jk(mn + qn) + 1  ik  jk(mn + qn) +mn ; k = 1; ::Ng
then we have U(1;n; x; j) =
X
i2I(1;n;x;j)
i. Note that each of the sets of site I(1;n; x; j)
contains mNn , these sets are distant of mn at least. Let us apply the lemma of Volkonski and
Rozanov (1959) to the variable

exp(iu ~U1); :::; exp(iu ~UM)

. Thee fact that
 MY
s=j+1
exp[iu ~Us]
 
1, implies :
Q1 =
E exp iuT (n; x; 1)  rk 1Y
jk=0
k=1;:::;N
E exp

iuU(1;n; x; j)

=
E
rk 1Y
jk=0
k=1;:::;N
exp [iuU(1;n; x; j)] 
rk 1Y
jk=0
k=1;:::;N
E exp

iuU(1;n; x; j)


M 1X
k=1
MX
j=k+1
E exp[iu ~Uk]  1exp[iu ~Uj]  1
MY
s=j+1
exp[iu ~Us]
 E

exp[iu ~Uk]  1

E

exp[iu ~Uj]  1
 MY
s=j+1
exp[iu ~Us]

=
M 1X
k=1
MX
j=k+1
E exp[iu ~Uk]  1exp[iu ~Uj]  1  E exp[iu ~Uk]  1E exp[iu ~Uj]  1 

 MY
s=j+1
exp[iu ~Us]


M 1X
k=1
MX
j=k+1
E exp[iu ~Uk]  1exp[iu ~Uj]  1  E exp[iu ~Uk]  1E exp[iu ~Uj]  1 :
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Let ~Ij be the set of sites among the I(1;n; x; j) such that ~Uj =
X
i2~I(j)
i. The lemma of Carbon
et al. (1997) and assumption (3), give :E exp[iu ~Uk]  1exp[iu ~Uj]  1 E exp[iu ~Uk]  1E exp[iu ~Uj]  1   C'd(~Ij; ~Ik)mNn :
Then
Q1  CmNn
M 1X
k=1
MX
j=k+1
'

d(~Ij; ~Ik)

 CmNnM
MX
k=2
'

d(~I1; ~Ik)

 CmNnM
1X
i=1
X
k:iqnd(~I1;~Ik)<(i+1)qn
'

d(~I1; ~Ik)

 CmNnM
1X
i=1
iN 1'(iqn)
 Cbnq Nn 1X
i=1
iN 1 N;
by (6). This last tends to zero by the fact that bnq Nn ! 0 (see (H5)).
Proof of (12) : We have
Q2  bn 1E 2NX
i=2
T (n; x; i)
2
= bn 1
0BB@ 2
NX
i=2
E [T (n; x; i)]2 +
X
i;j=2;:::;2N
i6=j
E [T (n; x; i)] [T (n; x; j)]
1CCA :
By Cauchy-Schwartz inequality, we get :
8 2  i  2N : bn 1E [T (n; x; i)] [T (n; x; j)]   bn 1E [T (n; x; i)]21=2  bn 1E [T (n; x; j)]21=2 :
Then, it suces to prove that
bn 1E [T (n; x; i)]2 ! 0 ; 8 2  i  2N :
We will prove this for i = 2, the case where i 6= 2 is similar. We have T (n; x; 2) =X
j2J
U(2;n; x; j) =
MX
j=1
U^j, where we enumerate the U(2;n; x; j) in the arbitrary way U^1; :::; U^M .
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Then :
E [T (n; x; 2)]2 =
MX
i=1
V ar

U^i

+
MX
i=1
MX
j=1
i6=j
Cov

U^i; U^j

= A1 + A2:
The stationarity of the process (Xi; Yi)i2ZN , implies that :
V ar

U^i

= V ar
0B@ mnX
ik=1
k=1;:::;N 1
qnX
iN=1
i
1CA
2
= mN 1n qn V ar (i)
+
mnX
ik=1
k=1;:::;N 1
qnX
iN=1
mnX
jk=1
k=1;:::;N 1
i6=j
qnX
jN=1
Eij:
We proved above that V ar (i) < C. By Lemma 4.5.2, we have :
(15) jEi(x)j(x)j  Cx(an) 1' (ki  jk) :
Then, we deduce that
V ar

U^i

 CmN 1n qn
0B@1 + x(an) 1 mnX
ik=1
k=1;:::;N 1
qnX
iN=1
(' (kik))
1CA
 CmN 1n qnx(an) 1
mnX
ik=1
k=1;:::;N 1
qnX
iN=1
('(kik) :
Consequently, we have :
A1  CMmN 1n qnx(an) 1
1X
i=1
iN 1 ('(i)) :
Let
I (2;n; x; j) =
n
i : jk(mn + qn) + 1  ik  jk(mn + qn) +mn; 1  k  N   1;
+jN(mn + qn) +mn + 1  iN  (JN + 1)(mn + qn)
o
:
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The variable U (2;n; x; j) is the sum of the i such that i is in I (2;n; x; j). Since mn > qn,
if i and i0 are respectively in the two dierent sets I (2;n; x; j) and I (2;n; x; j0) ; then ik 6= i0k
for un certain k such that 1  k  N and ki  i0k > qn.
By using the denition of A2, the stationarity of the process and (15), we have :
A2 
nkX
jk=1
k=1;:::;N
nkX
ik=1
k=1;:::;N
ki jk>qn
Eij  Cx(an) 1bn nkX
ik=1
k=1;:::;N
kik>qn
('(kik))
and
A2  Cx(an) 1bn 1X
i=qn
iN 1 ('(i)) :
We deduce that :
bn 1E [T (n; x; 2)]2  CMmN 1n qnbn 1x(an) 1 1X
i=1
iN 1 
+Cx(an)
 1
1X
i=qn
iN 1 :
From (mn + qn) NmN 1n qn = (mn + qn)
 NmNn

qn
mn

 qn
mn
, we get :
CMmN 1n qnbn 1x(an) 1 = bn(mn + qn) NmN 1n qnbn 1x(an) 1


qn
mn

x(an)
 1
= qnsn (bnx(an)) 12N x(an) 1
= qnsn
 bnx(an)(1+2N) 12N :
By the hypothesis on qnsn, this last term converges to ! 0. Finally, we have :
Cx(an)
 1
1X
i=qn
iN 1   Cx(an) 1
Z 1
qn
tN 1 dt = Cx(an) 1qN n :
This last term converges to zero by (8) and ends the proof of (12).
Proof of (13) : Let us use the following decomposition of small and big blocks
S 0n = T (n; x; 1) S
00
n =
2NX
i=2
T (n; x; i) :
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Then, we can write :
bn 1E (S 0n)2 = bn 1ES2n + bn 1E (S 00n)2   2bn 1ESnS 00n:
Lemma 4.4.6(iii) and (12) imply respectively that bn 1E (Sn)2 = bn 1var (Sn) ! (1   )
and bn 1E (S 00n)2 ! 0.
Then, to show that bn 1E (S 0n)2 ! (1   ), it suces to remark that bn 1ESnS 00n ! 0
because, by Cauchy-Schwartz's inequality, we can write :bn 1ESnS 00n  bn 1E jSnS 00nj   bn 1ES2n1=2 bn 1ES 00n21=2 :
Recall that T (n; x; 1) =
X
j2J
U (1;n; x; j) ; so
bn 1E (S 0n)2 = n^ 1 rk 1X
jk=0
k=1;:::;N
E [U (1;n; x; j)]2
+ bn 1 
rk 1X
jk=0
k=1;:::;N
rk 1X
ik=0
k=1;:::;N
ik 6=jk for some k
cov[U(1;n; x; j); U(1;n; x; i)]
By similar arguments used above for A2, this last term is not greater than
Cx(an)
 1
rk 1X
ik=1
k=1;:::;N
kik>qn
('(kik))
 Cx(an) 1
1X
i=qn
iN 1 ('(i))  Cx(an) 1qN n ! 0:
So Q3 ! (1  ). This ends the proof.
Proof of 14 : Since jij  Cx(an) 1=2, we have : jU (1;n; x; j)j  CmNn x(an) 1=2.
Then we deduce that
Q4  Cm2Nn x(an) 1bn 1 rk 1X
jk=0
k=1;:::;N
P
h
jU (1;n; x; j)j >  ((1  )bn)1=2i :
We have jU (1;n; x; j)j =

((1  )bn)1=2  CmNn (bnx(an)) 1=2 = C (sn) N ! 0 , because
mn =
h
(bnx(an))1=(2N) =sni and sn !1.
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So, for all  and j 2 J ; if bn is great enough, then P hU (1;n; x; j) >  ((1  )bn)1=2i = 0.
Then Q4 = 0 for bn great enough. This yields the proof.
Proof of Lemma 4.4.8
By change of variables, using the stationarity of the process, we have
E
h
F^ xD   F^ xN (q)
i
=   1
EKi
E [KiHi (q)]
=   1
EKi
EKiE [Hi (q) jXi]
=   1
EKi
E

Ki
Z
R
K2

q   y
bn

fXi(y)dy

=   1
EKi
E

Ki
Z
R
bn
( 1)K(1)2

q   y
bn

FXi(y)dy

=   1
EKi
E

Ki
Z
R
K
(1)
2 (t)F
Xi (q   bnt) dt

=  + 1 + 2
where
1 =   1
EKi
E

Ki
Z
R
K
(1)
2 (t)F
Xi (q) dt

=   1
EKi
E

K1

d(x;X)
an

FX (q)

and
2 =
1
EKi
E

Ki
Z
R
K
(1)
2 (t)

FXi (q)  FXi (q   bnt)

dt

 1
EKi
E

Ki
Z
R
K
(1)
2 (t)
FXi (q)  FXi (q   bnt) dt
 C 1
EKi
E

Ki(bn)
b2
Z
R
jtjb2K(1)2 (t)

dt
 C(bn)b2 :
This yields the proof of the rst result of the Lemma. The following result ends the proof of
the second result
1 =
1
EKi
E

K1

d(x;X)
an

F x (q)  FX (q)
  1
EKi
E

K1

d(x;X)
an

F x (q)

 1
EKi
E

K1

d(x;X)
an
 F x (q)  FX (q)  
 C(an)b1 1
EKi
E

K1

d(x;X)
an

  
 C(an)b1   :
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Chapitre 5
Applications et Discussions
Le cadre général de cette contribution est la modélisation non paramétrique des données
fonctionnelles spatialement dépendantes. D'après la dénition de Delicado et al. (2008), la
statistique fonctionnelle spatiale étudie les phénomènes dont les observations (Zs)s2S sont des
variables aléatoires indexées par un sous ensemble S dans IRd, Zs appartenant à un espace
d'état fonctionnel. Cette thématique a été sélectionnée par Ramsay (2008) parmi les huit
plus importants sujets de la statistique moderne. De même que pour la statistique spatiale
vectorielle, on peut distinguer d'un point de vie pratique trois types d'observations fonction-
nelles spatialement dépendantes : celles aisément obtenues à partir d'un champ aléatoire à
temps continu, ou d'un processus spatio-temporel, ou de processus ponctuels spatiaux. Dans
le reste de ce paragraphe, on liste quelques exemples d'applications de données spatiales pour
lesquels nos modèles conditionnels jouent un rôle important
5.1 Sur la mise en oeuvre des modèles étudiés en géosta-
tistique
L'analyse des données géostatistiques concerne le cas où le champ aléatoire fonctionnel est
obtenu à partir d'un champ aléatoire (Zs)s2S où S est un sous-espace continu de Rd. En
pratique, on trouvera ce type de données dans diérents domaines concernant par exemple
les ressources miniers, pétroliers ou agronomiques. A ce stade, on peut appliquer nos modèles
(voir Section 3.4 du Chapitre 3) pour étudier les caractéristiques d'un terrain géographique.
En eet, la base de données soil250 du package geoR de R est un exemple concret traitant
les propriétés chimiques d'un échantillon de sol. Spéciquement, on peut prendre comme
exemple Zs2[0;45][0;120] comme étant le PH d'un sol observé sur une région. Sur les graphes
suivants on représente les réalisations de ce champ aléatoire Zs
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On garde les mêmes notations que celles de la Section 3.4 du Chapitre 3 et on sélectionne
aléatoirement une collection de sites Gn de cardinal nie bn. Ainsi, pour prévoir la quantité
du PH sur un site s0, on suppose que cette caractéristique dépend seulement des quantités
de PH dans le voisnage noté Vs0 . En utilisant ce voisinage on peut construire des variables
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fonctionnelles spatialement dépendantes sur les sites d'observations ti dans Gn par les quan-
tités suivantes Xti = (Zt; t 2 Vti) où Vtk = V + tk avec V = Vs0   s0. Par conséquent, on
peut prendre comme approximation de Zs0 (la quantité du PH sur un site s0) le mode estimé
^(Xs0) (ou le quantile q^:5(Xs0) qui est obtenu à l'aide des observations (Xtk ; Ytk)k=1;:::;bn où
Ytk = Ztk .
Notons que, la prévision de la quantité du PH en des sites de la région où les données ne
sont pas disponibles donne des indications importantes sur la qualité du sol de ces sites, en
particulier les caractéristiques hydro-dynamiques (la circulation de l'eau et de l'air) qui est
un facteur principal pour le rendement d'une récolte.
5.2 Applicabilité sur des données latticielles
Les données latticielles sont des observations d'un champ aléatoire (Zs)s2S où S est une
collection dénombrable de points de Rd. C'est le cas par exemple lorsque on s'intéresse à
étudier des données observées sur des stations espacées ou des zones administratives ayant
un réseau. A titre d'exemple, on considère les données de pollution suivantes :
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NOX et SO2 courbes de qualité de l'air dans des stations de Madrid (Espagne). Date=18/01/2009.
Ces données représentent les courbes journalières des NOx, SO2 sur 24 stations situées à
Madrid (Espagne). Les données correspondent à la journée du 18 Janvier 2009. En utilisant le
mode conditionnel et/ou la médiane conditionnelle on peut prévoir les pics de concentration
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d'ozone dans une station sachant les courbes journalières des NOx, SO2 dans les autres
stations voisines. En eet, on prend comme variable fonctionnelle Xi la courbe de NOx
(resp. de S02) sur la station i livrée sur une grille de discrétisation de 24 points représentant
les heures de la journée. La variable réponse est Yi = maxt=0;1;:::23(O3(t)) sur la station i.
Donc, les quantités
^(Xi0) = argmax
bfXi0 (y) ou q^:5(Xi0) = inffyj bFXi0 (y)  :5g
où
bfx(y) = h 1H Pi6=i0 K(h 1K d(x;Xi))H(h 1H (y   Yi))P
i6=i0 K(h
 1
K d(x;Xi))
;
bF x(y) = Pi 6=i0 K(h 1K d(x;Xi))H(h 1H (y   Yi))P
i6=i0K(h
 1
K d(x;Xi))
; 8y 2 IR
peuvent être de bonnes approximations du pics de concentration d'ozone dans la station i0
sachant la courbe de NOx (resp. de SO2 ) dans la même station i0. Notons que ce problème
de prévision est très utile en pratique. Il nous permet de déterminer les gaz les plus polluants.
Ce qui est important pour connaître les causes de la pollution an de proposer des règlements
pour contrôler la qualité de l'aire.
5.3 Applicabilité sur des données spatio-temporelles
L'étude des données spatio-temporelles est un cas particulier de l'analyse des données géo-
statistiques. Plus précisément, elle concerne le cas où le domaine S est un sous ensemble
de IR2  R+ (espace et temps). Néanmoins, l'analyse de ce type de données demande un
traitement assez particulier car pour la plupart, des cas la dépendance sur l'espace est dif-
férente de celle du temps. Autrement dit, on doit faire face à deux dépendances séparées,
une sur l'espace et une autre sur le temps. On trouvera dans la littérature un nombre im-
portant d'exemples de données spatio-temporelles, on citera par exemple le cas de données
d'incendie de forêts en Californie dans le Nord de Los Angeles (la base des données res du
package spacetime de R ) pour la période 1976- 2000. Le graphe suivant donne les positions
géographiques de ces incendies.
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Les positions géographiques des incendies
Tandis que la courbe courbe suivante représente le temps entre deux incendies
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Il est clair qu'avec ce jeu de donnés, nous disposons des positions géographiques si et des
temps ti des incendies. A partir de ces données on peut construire un champ aléatoire fonc-
tionnel en utilisant les réalisations du processus spatio-temporel décrivant le temps entre
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deux incendies consécutifs c'est-à-dire des observations Z(si;tj) = t
si
j+1  tsij , où tsij est le jième
temps d'observation de l'incendie d'un site si.
En reprenant les mêmes arguments que précédemment, on peut choisir aléatoirement un
ensemble de points Gn et supposer que la valeur de (Zs0;t0) dépend seulement d'observa-
tions dans le voisinage Vs0  Vt0 . En utilisant Vs0  Vt0 , on peut construire les variables
fonctionnelles spatialement dépendantes de la même manière que le cas des données géo-
statistiques comme suit Xsi;ti = (Zs;t; (s; t) 2 Vsi;ti) où Vsk;tk = Vsk  Vtk = V + (sk; tK)
avec V = Vs0  Vt0   (s0; t0). Les quantités ^(Xs0;t0) et q^:5(Xs0;t0) peuvent être de bonnes
approximations de (Zs0;t0) en utilisant la valeur de Z continûment observée sur une zone
géographique Vs0 et un intervalle de temps limité Vt0 .
Chapitre 6
Commentaires et perspectives
L'objectif de ce chapitre est de montrer l'étendue du sujet étudié en discutant son implication
dans d'autres problèmes statistiques très importants aussi bien en pratique qu'en théorie.
Nous insistons sur le fait que l'étude de ces problèmes se situe directement en continuité
des travaux eectués dans le cadre de cette thèse qui prennent l'avantage sur la régression
classique dans certains cas.
6.1 Sur d'autres outils de prévision spatiale
Dans plusieurs situations, la prévision via les régions prédictives est beaucoup plus adéquate
que la prévision ponctuelle. A ce sujet, les résultats obtenus dans cette thèse pourraient
être employés pour adapter des régions et/ou des intervalles prédictives largement connus
en série chronologique. En eet, gardons les notations des chapitres précédents et xons un
 2 (0; 1).
 MCD-région (Maximum conditional density region)
La MCD région prédictive a été introduite par Hyndman (1995), elle est dénie par
MCD(x) = fy; fx(y)  C(x)g
où
C(x) = max fC > 0; P [fy; fx(y)  CgjX = x]  g :
Il est clair que la convergence presque complète du deuxième chapitre sur le mode
conditionnel est une conséquence directe de la convergence presque complète de la
densité conditionnelle. Ainsi, on peut utiliser ce résultat comme un support théorique
justiant l'approximation suivante
\MCD(x) =
n
y; bfx(y)  cC(x)o
où cC(x) = maxnC > 0; bP hfy; bfx(y)  CgjX = xi  o
99
100 CHAPITRE 6. COMMENTAIRES ET PERSPECTIVES
bP est l'estimateur spatial de la probabilité conditionnelle déterminée par bF x ou bfx.
Nous renvoyons à De Gooijer et Gannoun (2000) pour d'autres dénitions équivalentes.
Il est indiqué dans ce dernier article que cet ensemble est le plus petit au sens de la
mesure de Lebesgue parmi toutes les régions prédictives de seuil .
 SCM-Intervalle (shortest conditional modal interval)
Cette notion fut proposée par Lientz (1970) pour le cas d'une distribution non condi-
tionnelle. Le cas conditionnel a été abordé par De Gooijer et Gannoun (2000). Dans cet
article, ce concept est donné via la fonction de répartition conditionnelle par l'intervalle
[aSCM(x); bSCM(x)] = argmin fLeb[a; b]; F x(b)  F x(a)  g
où Leb[a; b] désigne la mesure de Lebesgue de l'intervalle [a; b].
De même que le cas précédent, l'intervalle SCM est le plus petit intervalle parmi tous
les intervalles prédictifs de seuil . La détermination pratique de cet intervalle est basée
sur l'estimation de la fonction de répartition conditionnelle. Cette dernière a été traitée
comme modèle préliminaire à l'estimation des quantiles conditionnels du chapitre 4.
Plus précisément, on considère l'approximation
[aSCM(x); bSCM(x)] = argmin
n
Leb[a; b]; bF x(b)  bF x(a)  o
où
bF xn (y) =
P
i2In K1

d(x;Xi)
an

K2

y Yi
bn

P
i2In K1

d(x;Xi)
an

Notons que pour la question du choix du paramètre de lissage, on peut utiliser le critère
(8) du Chapitre 3 sur la densité conditionnelle. Bien que l'utilisation de ce critère est
justiée par le lien étroit entre les deux modèles (mode et quantile), son optimalité
asymptotique reste une question ouverte.
 CP-Intervalle (Conditional percentile interval ) Le CP-intervalle de seuil  est donné
par
[q(x); q1 (x)]:
Ainsi, la propriété asymptotique étudiée dans le chapitre 4 nous permet de prendre
comme approximation l'intervalle suivant
[q^(x); q^1 (x)]:
En ce qui concerne la détermination pratique de cet intervalle, il est nécessaire de
développer une méthode de sélection automatique des paramètres intervenant dans le
calcul des quantités q^(x) et q^1 (x), tels que les paramètres de lissage an, bn et la
métrique d. Pour cela, on propose d'utiliser la règle de sélection de Ferraty et Veu
(2006) avec une pénalisation comme suit
CV CDF (an; bn; d) =
X
l;l2In
h
1IYkYl   bFXk k (Yl; an; bn; d)i2
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bFXk k (y; an; bn; d) =
P
l2Ikn;&n K(h
 1
K d(Xk; Xl))H(h
 1
H (y   Yl))P
l2Ikn;&n K(h
 1
K d(Xk; Xl))
avec
Ikn;&n = fl; kl  kk  &n g:
Cependant, cette question du choix des paramètres de lissage et le choix de la métrique
dans l'estimation des quantiles conditionnels reste toujours des problèmes ouverts en
statistique fonctionnelle.
Finalement, nous rappelons que cette diversité des choix dans les régions prédictives est une
particularité importante pour les modèles non paramétriques liés à la distribution condition-
nelle. Contrairement à la régression classique où la seule région prédictive est obtenue par la
normalité asymptotique.
6.2 Sur d'autres modèles conditionnels
Le sujet des modèles non paramétriques liés à la distribution conditionnelle est un thème très
vaste et notre objectif ici n'est pas de présenter une discussion exhaustive de ces modèles.
Nous allons concentrer notre discussion sur un modèle peu traité en statistique fonctionnelle,
qui s'appelle E.S.(Expected shortfall) conditionnel. Ce modèle a été introduit par Acerbi
(2002) comme mesure de risque en nance alternative à la VaR. Il a été récemment considéré
en statistique fonctionnelle par Ferraty et al. (2010) en utilisant la distribution conditionnelle.
Plus précisément, ils ont adopté la dénition suivante
Denition 6.2.1 (voir Ferraty et al.(2010) Soit un seuil  2 (0; 1), le décit prévu d'une
variable réelle Y conditionnellement à une variable fonctionnelle X est la fonction
CES(x) = 
 1
Z +1
VaR
tfx(t)dt
où VaR et le quantile conditionnel d'ordre  très petit et fx est la densité conditionnelle de
Y sachant X = x.
Ce modèle non paramétrique est largement utilisé en nance en prenant Y une variable
aléatoire représentant la rentabilité d'un portefeuille, la valeur d'une action ou d' un indice
boursier. Le caractère spatio-fonctionnel des données nanciers ou des marchés boursiers
est un facteur primordial avec la mondialisation de l'économie et le développement des ré-
seaux des communications et Internet. Il est naturel dans certains cas que l'estimation non
paramétrique repose essentiellement sur celle de la densité conditionnelle fx et du quantile
conditionnel q(x). Typiquement, on estime le CES de seuil  par
dCES =  1 Z +1dVaR(x) t bfx(t)dt
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où bfx (resp.dVAR(x)) est l'estimateur de la densité conditionnelle (resp. de quantile condi-
tionnel d'ordre ). Les propriétés asymptotiques de cet estimateur du CES sont étroitement
liées à ceux de l'estimateur de la densité conditionnelle ainsi que l'estimateur bq(x). L'étude
de ce modèle est un projet promoteur en perspective.
6.3 Sur la supériorité des modèles étudiés par rapport à
la régression
Bien que la régression classique est le thème le plus privilégiée en statistique non paramé-
trique, ce dernier est très limité pour certaines situations. A titre d'exemple, en statistique
classique lorsque la densité conditionnelle fx() est de type
fx(y) =
1p
2

exp

 1
2
(y   x)2

+ exp

 1
2
(y + x)2

;
il est connu que la régression classique ne marche pas bien. Cet exemple est souvent présenté
en statistique vectorielle pour argumenter la supériorité du mode conditionnel par rapport à
la régression. Dans ce contexte de la statistique fonctionnelle plusieurs études comparatives
entre la régression et les autres modèles conditionnels ont été développés (voir par exemple
Ferraty et al (2006), Attouch et al (2009)). Le travail présenté dans cette thèse montre que
ces modèles non paramétriques conditionnels ne sont pas des simples outils de prévision al-
ternatifs à la régression, mais sont aussi des modèles d'analyse statistique exploitable dans
d'autres problèmes statistiques. En eet, dans la première section de ce chapitre nous avons
donné une variante des régions prédictives pour lesquelles nos modèles conditionnels jouent
un rôle important pour les constructions de ces régions. Par contre, les seuls intervalles pré-
dictifs qu'on peut obtenir par la régression classique sont ceux de la normalité asymptotique
de son estimateur. Notons que, la gestion du risque est un autre domaine de la statistique
pour laquelle la régression classique est moins importante que les autres modèles condi-
tionnels. En eet, la régression classique modélise les évènements centraux, or la question
principale dans la modélisation de risque est de prévenir les évènements rares qui causent un
risque majeur. Il est clair que les quantiles sont des modèles adéquats pour répondre à cette
problèmatique de risque.
En conclusion, on peut dire que le domaine d'application des modèles conditionnels consi-
dérés dans cette thèse est beaucoup plus vaste que celle de la régression classique. Par ailleurs,
ce dernier est moins robuste que les autres modèles conditionnels dans plusieurs situations.
Toutefois, la régression reste toujours le modèle le plus simple à manipuler en prévision.
Ainsi, il serait souhaitable de chercher comment combiner de façon ecace tous ces modèles
an d'élaborer une méthode de prévision compatible dans toute situation. Le développement
d'un tel mélange automatique facile à utiliser est un sujet de recherche très prometteur.
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6.4 Sur le test de la dépendance spatiale en pratique
On revient dans cette section à la question du Chapitre 2 sur la quantication de la
dépendance spatiale en pratique. Il est évident que ce problème a des inuences directes
sur l'ecacité de l'analyse statistique considérée. Une mauvaise exploration de la corrélation
des données dans l'échantillonnage entraîne une perte agrante de la qualité de l'estimation.
Ce problème a été largement abordé en statistique spatial classique. On dispose de deux
principaux outils de test de la dépendance spatiale tel l'indice de Moran ou l'indice de
Geary (voir Guyon, 2008). Pour le cas spatial fonctionnel, la question reste toujours ouverte.
Cependant, comme indiqué dans le deuxième chapitre, la plupart des auteurs intègre la
dépendance spatiale dans le calcul de l'estimateur en introduisant l'ensemble de contiguïté
comme suit
bfXk(y;Wnk ) = h 1H Pi2In K(h 1K d(Xk; Xi))H(h 1H (y   Yi))1IWnk (i)P
i2In K(h
 1
K d(Xk; Xi))1IWnk (i)
où W n est un sous ensemble déni par une matrice de poids W = (wi;k) par
W nk = fi; tel que wi;k  ng:
Bien que cette procédure montre une grande compatibilité en pratique (voir Dabo-Niang et
al (2011) ) mais son optimalité au sens que
9W 0;nk tel que
IE[ bfXk(y;W 0;nk )  fXk(y)]2
infWnk IE[
bfXk(y;W nk )  fXk(y)]2 ! 1
reste toujours un problème ouvert. Il est clair que l'optimalité de cette procédure est étroi-
tement liée à la matrice de poids W . En faisant une allusion avec le cas vectoriel on peut
distinguer trois types de cas (voir Haining, 2004)
 Le cas où les données sont issues d'un champ aléatoire à indices continus
Dans ce cas, on peut utiliser la fonction trace-variogramme dénie par (k; i) =
1
2
R
V ar[Xk  Xi](t)dt et estimée par
b(l;k) = 1
2#Nl;k
X
i;j2Nl;k
d(Xi; Xj)
où Nl;k = fi; j 2 In tel que ki jk = kl kkg et d est la métrique de L2. Nous renvoyons
à (Giraldo, 2009) pour le code calculant cette fonction.
 Le cas où le champ aléatoire est référencé par des pixels
Dans le cas où les données sont référencées en pixels, on prend comme matrice de poids
W = (wij) où wij est le nombre de pas nécessaire pour aller d'un pixel i = (ip; iq) à un
pixel j = (jp; jq).
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 Le cas des données latticielles
Dans ce cas où les observations sont Zi ou i désigne une zone pré-dénie, une station
d'observations ou une unité administrative, on peut dénir notre matrice wij comme
une fonction de la distance dij entre les sites i et j ou bien une fonction de la longueur des
frontières, comme on peut la prendre comme fonction de n'importe quelle interaction
entre i et j telle que l'intensité des réseaux de communication entre i et j si on est en
zone urbaine, . . . .
Notons que les matrices de poids dénies ci-dessus peuvent être utilisées pour construire une
version fonctionnelle de l'indice de Moran ou de Geary.
Alternativement, à cette procédure basée sur les ensembles de contiguïté, on peut incorporer
la corrélation spatiale dans la pondération. Autrement dit, on estime nos modèles par
bfXi(y) =X
j6=i
W (Xi; Xj; i; j)H(h
 1
H (y   Yj)) pour la densité conditionnelle
bFXi(y) =X
j6=i
W (Xi; Xj; i; j)K2(h
 1
H (y Yj)) pour la fonction de répartition conditionnelle
où W (Xi; Xj; i; j) sont des fonctions positives vériantX
j6=i
W (Xi; Xj; i; j) = 1:
De même que le cas précédent la quantication de la dépendance spatiale est dénie selon
le cas étudié. A titre d'exemple Muller (2008) considère pour la régression locale linéaire,
une pondération qui est une fonction de la distance entre les sites. Il est à noter que cer-
tains auteurs (voir Hamdad et al., 2011) considèrent un lissage sur les sites en prenant une
pondération de type
W (Xi; Xj) =
K(h 1K d(Xi; Xj)L(h
 1
L (ki  jk))P
j 6=iK(h
 1
K d(Xi; Xj)L(h
 1
L (ki  jk))
L est un noyau et hL est une suite de paramètres réels.
En conclusion, on peut dire qu'il y a plusieurs façons d'exploiter le caractère spatial des
données et que le choix approprié de la méthode est lié à la nature des données ( géostatistique
ou latticielle,), type de mixing (polynomiale ou exponentielle ), la stationnarité ( isotropique
ou non),. . . . Cependant, le choix optimal est un très bon projet en perspective.
6.5 Sur la convergence uniforme et d'autres méthodes
d'estimation
 La convergence uniforme en statistique fonctionnelle spatiale. La convergence
uniforme en statistique fonctionnelle est un sujet très important, il a été initié par
6.5. SUR LA CONVERGENCE UNIFORME ETD'AUTRESMÉTHODES D'ESTIMATION105
Ferraty et al. (2010) . Nous renvoyons à cette référence pour plus de discussions sur
l'impact et l'originalité de ce problème en statistique fonctionnelle. L'obtention de ce
résultat pour nos modèles conditionnels spatiaux ouvre une grande parenthèse vers
l'adaption des méthodes data-driven en statistique fonctionnelle spatiale.
 L'estimation robuste des quantiles conditionnels Le traitement des quantiles
conditionnels comme modèle non paramétrique robuste est une approche alternative
pour estimer les quantiles conditionnels. Cette méthode d'estimation a été abondam-
ment étudiée en statistique vectorielle. Nous renvoyons à Laksaci et al (2008, et 2011)
pour le cas fonctionnel et Dabo-Niang et Thiam (2010) pour le cas spatial. Nous espé-
rons étendre les résultats de ces trois derniers travaux au cas spatio-fonctionnel.
 L'estimation par la méthode locale linéaire pour le mode conditionnel Une
généralisation naturelle de notre méthode d'estimation (méthode du noyau) appelée
la méthode locale constante est la méthode locale linéaire. Récemment, Demongeot et
al.( 2012) ont étudié l'estimation de la densité conditionnelle par cette méthode. Ils ont
établi dans le cas i.i.d, la convergence presque complète de l'estimateur construit et ils
ont appliqué leur résultat à l'estimation du mode conditionnel. Les outils développés
dans cette thèse devraient parvenir à s'adapter à cette méthode d'estimation.
 L'estimation par la méthode locale linéaire pour les quantiles conditionnels
Dans cette thèse nous traitons la fonction des quantiles conditionnels comme inverse
de la fonction de répartition conditionnelle. Cependant, cette considération n'a pas
lieu lorsqu'on utilise la méthode locale linéaire, car on ne peut garantir l'inversiblité
de l'estimateur. Ainsi, les idées de Demongeot et al.( 2012) ne sont pas automatique-
ment applicables pour le cas des quantiles conditionnels. Il devrait être possible de
combiner les idées de Yu et Jones (1998) avec ceux de Xu et Wang (2008) pour étudier
les propriétés asymptotiques de l'estimateur local linéaire de quantiles conditionnels
spatiaux.
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