Introduction

A brief history of computational imaging
"A picture is worth a thousand words." Throughout the past several centuries, this immemorial phrase has pushed the development of photography from analog to digital, accelerated by breakthrough advancements in sensor technology. The digital revolution created a necessity for sophisticated signal processing algorithms tailored for image enhancement, storage, and compression. Shannon's sampling theory was the pathway for ©istockphoto.com/yakobchuk analog-to-digital image conversion. The classical Weiner filter was used for image enhancement. Transform-domain coding utilizing discrete cosine and wavelet transforms played a pivotal role in JPEG compression. Over the last few decades, with the advent of the wavelet transform and compressed sensing theory, the field of signal processing has undergone a philosophical reformation. A field that was once heavily reliant on smoothness assumptions now uses principles inspired by the notion of sparsity. Until the last decade or so, the fields of image sensor technology and signal processing ran in parallel to one another with minimal interaction or exchange of know-how. However, there has recently been a growing trend toward the coherent codesign of sensors and algorithms: this is the theme of the emerging area of computational imaging or computational photography [1] .
Practitioners of this computational imaging/photography ideology have devised many solutions that were previously not possible when individually adding functionality to the sensor architecture or using a more sophisticated processing algorithm. For example, consider the problem of motion deblurring that arises in conventional imaging. Whenever an object moves during sensor exposure, it causes pixels to smear across the frame, resulting in a blurred image. In the context of signal processing, this is an ill-posed problem that has been well explored within the theme of deconvolution. The key problem is that the exposure time defines a temporal filter, which is essentially a box filter that annihilates any high-pass, spatial information. Consequently, algorithmic sophistication alone is not enough. Blurring may be avoided by a shorter exposure time, but this comes at the expense of low signal-to-noise ratio (SNR). It is clear that neither deconvolution nor the sensor level adaptation in itself suffice for a solution to the deblurring problem. The distinct role of computational imaging emerges when one considers the so-called flutter-shutter approach [2] . This approach involves a codesign of sensor and algorithms: in contrast to traditional imaging methods, which require the shutter to be fully open during the exposure time, the flutter-shutter method flutters the shutter on and off in a binary, pseudo-random sequence. This sequence converts the noninvertible box-filter into an invertible one and, based on the choice of pseudo-random sequence, the corresponding deconvolution filter may be devised. Beyond deblurring in consumer imaging, the flutter-shutter approach is also useful in bioimaging [3] , where the imaging sensor may not be fast enough to capture flowing structures, such as blood cells. Other notable examples of the computational imaging philosophy are high-dynamic-range imaging [4] , light-field imaging [5] , [6] , single-pixel imaging [7] , and Fourier ptychographic microscopy [8] .
For the most part, image sensor design, signal/image processing, and computational imaging have largely been restricted to two-dimensional (2-D) scenes. However, a true and richer representation of the environment around us lives in a 3-D space. Capturing 3-D information of a scene offers unparalleled benefits in accuracy and capabilities and is surely the future in many areas. This necessitates development of imaging modalities capable of recording 3-D images.
A number of methods have been developed for the purpose of 3-D imaging. An overview of the main techniques is presented in "An Overview of 3-D Imaging Techniques." Of all the 3-D capture techniques, the ToF method has arguably attracted the most commercial and scientific interest in the last couple of years; there has been a surge of research toward improving both the sensor design as well as the algorithms used for processing 3-D images. ToF imaging is the theme of this article, and we take a deep dive into the topic in the following section.
The time-of-flight revolution
The ToF principle exploits the idea that distance and time are proportional quantities. As the name suggests, ToF is the roundtrip time between the source and the destination taken by a particle or a wave. Hence, knowing one entity is equivalent to knowing the other. Nature is replete with examples that rely on the ToF principle. Bats, dolphins, and visually impaired human beings use the ToF principle for navigatio nal purposes.
Chronologically, the use of sound waves superseded the use of electromagnetic waves. Humans have used stones to estimate the depth of wells for millennia. The earliest work on using light waves for measuring ToF dates back to an experiment conducted by Galileo, who was interested in estimating the speed of light. Unfortunately, his choice of distance (the separation between two hills) did not lead to a conclusive result. The Danish astronomer Ole Rømer overcame this difficulty by using planetary distances. About 200 years later, the French physicist Hippolyte Fizeau was the first to precisely estimate the speed of light. Through the discovery of the law of the photoelectric effect by Albert Einstein in the 1900s and the development of the electronic imaging sensors [charge couple device (CCD)/complementary metal-oxide-semiconductor (CMOS)], we are now at a point where the accumulated research efforts in the area of photonics and electronics have culminated in mass-producible optical ToF sensors.
Contrary to conventional imaging sensors such as digital cameras that produce 2-D images , I x ŷ h, ToF sensors capture 3-D images, , , I x y ẑ h. The unique ToF sensor produces two images per exposure: an amplitude image and a depth image. The amplitude image is the standard 2-D photograph, , I x ŷ h. Each pixel on the depth image represents the corresponding distance in the scene. The combination of the amplitude and the depth image produces the 3-D image. Using our customdesigned ToF sensor, we show the amplitude, depth, and resulting 3-D images in Figure 1 .
ToF-based 3-D imaging allows for applications that were previously unexplored. One of the first results demonstrated non-line-of-sight imaging capability [10] . This result-in parallel to "Doc" Edgerton's iconic Bullet Through Apple image (see Figure 2 )-led to ultrafast imaging of light packets at an exorbitant frame rate of one trillion frames per second. A flurry of follow-up work lead to results that allowed imaging through scattered media [11] , light-in-flight imaging [12] , [13] , and 3-D imaging in extremely low light [14] .
With the advent of 3-D sensing technology (most notably, the Microsoft XBox One's Kinect) we can now replace a roomsized apparatus [10] , moving sensors, and raster scan systems [14] by miniaturized, cost-effective, real-time, and full-frame As shown in Figure S1 , optical 3-D scene capture can be broadly categorized into the following three approaches:
1) The triangulation [9] method relies on the trigonometric principles. The distance to an unknown point is measured by computing the respective angles to the point from two edges of a triangle. 2) The ToF method, as the name suggests, relies on the time it takes for light to backscatter from an object at an unknown distance. Since time delays are linearly proportional to the distance, measuring the ToF amounts to measuring the range of the object. 3) Interferometry is similar to ToF with the main distinction that it requires the light waves to be coherent. Each of these approaches can be further classified based on the application as well as the specialized principle linked with the approach. ToF systems. Computational ToF imaging has already found a plethora of applications in, for example, ultrafast imaging [15] , [16] , non-line-of-sight imaging [17] , imaging through scattering media [18] , and colored ToF imaging [19] . Outside of the computational imaging and human-computer interaction communities, an important application area is health-care technology [20] and bioimaging [21] .
An Overview of 3-D imaging Techniques
ToF sensors motivate a demand for forward models and algorithms that can handle this new wave of data. A handful of algorithms inspired by the signal processing community have been used to tackle inverse problems in optical ToF, but significant and numerous challenges still remain. Current efforts are directed at establishing empirical results with a rare discussion on the design of efficient algorithms, fundamental limits, or performance bounds.
While optical ToF sensors are a recent phenomenon, other ToF systems such as ultrasound, seismic, and radar technology have been around for decades. The knowledge transfer between optical and other ToF systems is far from reality. Each ToF modality has its own idiosyncratic constraints that stem from the physics of the problem. However, there are commonalities that are shared by all of these systems. By discussing specific case studies, we take a first step toward the goal of bridging this gap.
A road map of this article
The main goal of our tutorial-style article is to introduce the audience to the rapidly emerging field of ToF imaging from a signal processing perspective. We start this journey with a primer on the ToF image formation model. To reconcile any confusion stemming from taxonomic classification of ToF modalities-time domain (TD-ToF), frequency domain (FD-ToF) or amplitudemodulated continuous wave (AMCW-ToF)-we discuss a unifying image formation model that is applicable to all known optical ToF systems. Furthermore, this model is backward compatible with other nonoptical ToF modalities, such as terahertz, ultrasound, and microwave. Our first milestone covers a discussion on acquiring a single-depth image: how consumer-grade ToF sensors capture 3-D images? From there, the discussion turns to computational ToF imaging. Within the scope of computational ToF imaging, we enumerate case studies that map ToF imaging problems to signal processing subfields such as 1) line spectrum estimation theory, 2) sampling theory of sparse signals, and 3) system identification. Finally, we discuss current challenges and future directions in computational ToF imaging where signal processing theory and methods can contribute significantly.
3-D imaging with ToF sensors
ToF sensors are active illumination devices consisting of an illumination unit capable of probing a scene with an amplitude-modulated light that is not necessarily coherent. We call this amplitude-modulated waveform the probing function or , , p x y t h, where , x ŷ h are the spatial coordinates and t is the continuous time variable. For simplicity of exposition, we will consider per-pixel processing and simply write p t h. The probing function interacts with the scene response function (SRF). This interaction results in the reflected signal r t h. The reflected signal is observed at the ToF sensor, which is characterized by its transfer function that we refer to as the instrument response function (IRF). The IRF models the sensor's electro-optical assembly. For example, the IRF for a digital camera is the point spread function of the lens. The interaction between the reflected signal and the ToF sensor results in the measured signal m t h, which is converted to a digital signal via sampling. The precise mathematical description of the ToF imaging pipeline is discussed in "ToF Image Formation Model." Based on the ToF image formation model parameters, , , p h { " ,, one may now define the specific inverse problem at hand. This is also true of other wave-based ToF modalities-radar, sonar, ultrasound, terahertz, and so on. A distinct feature of the consumer ToF sensors is their use of the lock-in principle [22] , which implements the cross-correlation operation. From a mathematical standpoint, and in the absence of noise and distortion, this translates to the fact that,
Next, we discuss how consumer ToF sensors capture 3-D images. Depending on the choice of probing function, the ToF imaging setup may be categorized into time-domain or frequency-domain modes. In either case, the SRF for the case of single-depth imaging is modeled as a shift-invariant kernel,
where d denotes Dirac distribution and the goal is to estimate the amplitude and delay (or depth), , t 0 0 C " ,, respectively, at each pixel.
Time-domain 3-D imaging (TD-ToF)
TD-ToF systems probe the scene with a time-localized, periodic signal of form , specialized scientific instruments, such as the streak tube, may be able to produce a pulse that mimics the Dirac's Delta distribution d [10] , this form of precision is impractical for consumer-grade instruments. In practice, a maximum-length sequence (MLS) [23] is an optimal choice of probing function in regard to time-localization. In this case, given (S1) and (2), the reflected signal reads r t p t t
Due to the lock-in sensor architecture [22] , which constraints the IRF in (1) 
Whenever p t h is modeled to be some parametric waveform, such as a Gaussian function, B-spline, or a combination of parametric pulses, parameter estimation techniques may be used to estimate the ToF t0 and the reflection coefficient 0 C . However, this may not be the case in practice because of model mismatch or the physical aspects of light propagation. In such a setting, it is effective to use the property of bandlimited approximation: approximate p, and hence z, with the first few Fourier components, 
where
is the fundamental frequency and D is the maximum operating range of the ToF sensor. This choice is aptly justified if one considers the fact that As shown in Figure S2 , we next elaborate on the elements of the ToF imaging pipeline. 1) The probing function, denoted by p t h, represents the waveform emitted by the ToF sensor's illumination unit. The probing function may be a time-localized pulse or a continuous wave. In either case, it is chosen to be a periodic function of form ,
The scene response function (SRF), denoted by , h t x h, models the transfer function of the scene. For example, for an object with reflection coefficient C and at a depth d meters away from the sensor, the SRF takes form of, ,
Here, c is the speed of light. The SRF may also be characterized as the Green's function of a differential equation that models some physical phenomenon such as fluorescence emission, diffusion or scattering.
3) The reflected function, denoted by r t h, is the result of interaction between the probing signal and the SRF. The reflected signal is modeled as a Volterra/Fredholm integral,
Whenever the SRF is a shift-invariant kernel, i.e., , 
The ToF sensor stores discrete measurements by sampling continuous-time signal m t h and this results in the discrete sequence m k m kT
, where T 0 > is the sampling interval.
In many practical cases of interest, both the SRF and the IRF are shift-invariant. In that case, the measurements can be written as a convolution product, m t p h t in (2), the reflected signal reads r t p and uses a phase estimation algorithm commonly known as the "Four Bucket Method" [22] , [21] 
Frequency-domain 3-D imaging (FD-ToF)
The
+=ũ
. We use this method to create the depth image in Figure 1 . The raw data samples corresponding to the experiment are plotted in Figure 3(b) . This completes our discussion on depth imaging with time-and frequency-domain ToF sensors. 
Key takeaways of this section
Landscape of inverse problems in ToF imaging
Having covered the mathematical basics of time-and frequency-domain ToF imaging systems, we will now discuss case studies where signal processing theory may be used in combination with ToF sensors to solve inver se problems.
Optical multipath interference and spectral estimation
Multipath interference (MPI) is a problem that naturally occurs in communications, acoustics, and array signal processing. Consumer-grade FD-ToF sensors are designed to work under the premise that each point in the scene maps to a single pixel on the sensor. Whenever this hypothesis does not hold, the ToF sensor measurements are erroneous due to MPI. This results in corrupted 3-D images. For example, this can happen when imaging through a semitransparent object, such as a glass window.
A consequence of multiple optical paths combining at a given pixel is that the shift-invariant SRF for single depth (2) now takes the form of a K-sparse filter,
where K is the number of optical paths, and , d
which indicates an addition of sinusoids with varying phases. Let us resort to complex-valued representation and let z * denote the complex-conjugate of z. The measurements take the form
where hKt^h is the Fourier transform of the shift-invariant SRF in (6)-a sum of K complex exponentials or phasors.
Since the probing function is a sinusoid-an eigenfunction of a linear system-the measurements amount to observing Fourier transform at modulation frequency ~. Whenever K 1 = -the case of single-depth 3-D imaging with no MPI-the unknown constant hKt^h is directly es timated by implementing the four-bucket method that maps
, . However, in the presence of MPI, the FD-ToF sensor estimates the scalar z h
, -the pixel-wise scene parameters. For K 2 = , we plot the SRF in time-domain, frequency-domain, and phasor-domain in Figure 4 (a). The fact that z h * K= t^h is an argument of modulation frequency motivates the necessity for frequency diversity [25] . Given N harmonic measurements of form zn n N 0
, is a classical problem in signal processing that is studied under the theme of spectral estimation theory [26] . Due to the pervasiveness and wide applicability of this problem, a self-contained review of Prony's method that seeks to estimate , d
is provided in "Spectral Estimation (Prony's Method)." This approach may be used for the correction of MPI in ToF sensors. In Figure 4 (b), we show multifrequency data acquired using a ToF sensor with K 3 = . Our demonstration, which is based on the matrix pencil method [26] , shows the constituent sinusoidal components. Other methods such as the orthogonal matching pursuit [25] , EPIRIT/MUSIC [26] , or atomic norm thresholding [34] may also be used.
While MPI suggests that interfering optical paths are a nuisance, it may be exploited for 3-D scanning and imaging of translucent objects. We demonstrate multiple depth imaging capability of ToF sensors in Figure 5 , where up to K 3 = optical paths interfere at the sensor. As seen in Figure 5 , the resulting 3-D images for various modulation frequencies are erroneous. Although Prony's method for spectrum estimation is highly unstable in the presence of noise and model mismatch, oversampling-that is, using much more than 2K measurements-is a reasonable solution to counteract perturbations in data. Again, we use the matrix pencil method to estimate the multiple depth related scene parameters. With 46 multiple frequency measurements [cf. Figure 4(b) ], the estimation procedure shows that it is possible to reconstruct objects at multiple depths even in presence of MPI. The recovered amplitude and phase images,
and tk k 0 2 = " , , respectively, are shown in Figure 5 .
Transient imaging and sampling sparse signals
Understanding light propagation through physical medium has interesting theoretical and practical consequences. For example, a recent demonstration by Velten and coworkers [10] showed that the information contained in multiple echoes of light can be used for non-line-of-sight imaging. From a signal processing perspective, the properties of light/wave propagation can be best understood as a time-dependent transfer function of the scene. The three main ingredients of time-resolved light transport are direct reflections, inter-reflections and subsurface scattering: "" , , would be a relatively easy task. However, the time-resolution of probing functions programmed on the state-of-the-art ToF sensors is, at best, about 11 ns [cf. Figure 3(a) ]. This is orders of magnitude longer than the sophisticated apparatus used by Velten et al. [10] , which attains a pulse width of approximately 50 ps. That said, TD-ToF sensors may still be used for imaging transient phenomenon linked with direct and indirect inter-reflections. In fact, this problem is closely tied with the problem of sampling of continuous-time sparse signals [27] .
The SRF for the transient imaging problem with direct and indirect components of the light propagation is a continuous-time K sparse signal, sparse signal that has been low-pass filtered with a calibrated sampling kernel t z^h. Furthermore, the bandlimited approximation property allows us to write,
.
.,-
where p , , provided that M K 0 $ . Several approaches have been proposed in literature to stabilize the spectral estimation method in presence of noise [26] . As before, we use the matrix pencil method for our experimental demonstrations. Imaging transient phenomenon may be used for several applications. For example, consider the experimental setup in Figure 7 . A diffusive, semitranslucent sheet covers a placard that reads "Time of Flight." A conventional digital camera is not able to image through the diffuse/scattering object. However, in the context of a TD-ToF imaging setup, this scene has a sparse SRF with K 2 = . In fact, the case of K 2 = described in Figure 6 uses measurements directly from the example in Figure 7 under consideration. By applying the sparse signal Spectral estimation (Prony's Method) recovery method discussed in this section, it is possible to estimate the SRF h2 . We discuss the results of this experiment in Figure 7 . As can be seen, the amplitude image corresponding to 1 C matches the experimental setup, and we are thus able to image through a diffusive medium. 
Fluorescence lifetime imaging and system identification
Consequently, the FD-FLI problem boils down to phase estimation. This is a nonlinear problem and several methods have been proposed in literature. Noting that the measurements (9) are proportional to the so-called modulation depth, that is, | | ht^h , the intensity of the reflected signal may also be used for lifetime estimation due to its dependence on 0 m .
In either case, time-or frequency-domain FLI, the equipment is prohibitively expensive due to strict system constraints and precise electro-optical components. Furthermore, measurements must be calibrated to account for path delays attributed to sample's placement relative to the imaging sensor. Alternatively, ToF sensors are a consumer-grade commodity and are available at an affordable price. In the context of ToF imaging, the SRF for FLI is a shift-invariant function that takes form of [21] , 
where d0 is the distance of the sample from the sensor-a quantity that is often calibrated in FLI setup, which we assume to be an unknown. 
We show the amplitude and phase images, z~ and z +~, respectively in Figure 8 available. With t 0 0 = , estimation of 0 m is a classical problem in system identification [28] . The presence of nonzero t0 motivates development of new algorithms. In contrast to [21] , where the authors use nonlinear least squares fitting, here, we develop a closed form solution to the problem. In view of (12), let us set / y z p n n 0 2 0 =~ and n n 0=
, and we have, MHz are highly stable. While system stability and signal integrity is one part that affects the SNR, variation of sample spread on the slide may also lead to weak emission. For this purpose, we use a confidence threshold for pixel amplitudes.
We compare our system identification approach with previously used nonlinear least squares fitting [21] For comparable distance estimates, the identification method provides a more robust estimate of lifetimes. In comparison to NNLS fitting (based on MATLAB'S curve-fit toolbox), our relatively modest and noniterative method is orders of magnitude faster (~10 3 ). We close this subsection by highlighting that the phase/depth images in ToF sensors may be used for encoding interesting physical/material properties.
Key takeaways of this section
■ ■ Multipath interference (MPI) in FD-ToF mode can be reinterpreted as a spectrum estimation problem. To recover MPI components, one must acquire multiple frequency measurements. Our demonstrations were based on the matrix pencil method [26] but any other method is an option. For example, in [25] , the authors use orthogonal matching pursuit.
■ ■ Transient imaging in TD-ToF mode can be recast as a sparse sampling problem [27] , where the sampling kernel z is the autocorrelation of the probing function. Whenever the probing function admits a bandlimited approximation, one may use spectral estimation to recover the transient image components.
■ ■ We demonstrated that fluorescence lifetime imaging can be performed with ToF sensors. We used system identification methods to estimate an unknown, parametric transfer function linked with lifetime imaging.
Conclusions and future directions
We hope that we have convinced you that ToF sensors are more than just depth sensors! In what follows, we present our concluding remarks with hints on possible future research directions.
ToF imaging pipeline
We started with an image formation model that allows for studying different ToF modalities under one common framework. Almost all ToF systems can be characterized by the model parameters , , p h { " ,. Depending on the problem at hand, the role of , , p h { "
, and the associated algorithms needs to be adapted. For example, the SRF discussed in context of MPI appears naturally in other problems, such as ultrasound tomography [29] , single photo imaging [31] and light detection and ranging (LiDAR) [30] . However, the probing function and the IRF are very different for each case. In particular, consider the case of LiDAR. 
Probing function
Since the probing function is the only available degree-of-freedom in ToF imaging pipeline, it is important to understand what mathematical principles should be used for designing probing functions. Waveform design is a known art in radar and wireless communications. However, such options are rarely considered in optical ToF systems. Maximum length sequences for TD-ToF and sinusoids for the FD-ToF are the de facto examples. On the hand, it may not always be feasible to calibrate the probing function. In that case, it may be worthwhile to use blind deconvolution algorithms for image reconstruction. 
Sensor design for higher modulation frequencies
Most consumer-grade ToF sensors are based on continuous wave probing functions. Currently, such sensors work with high fidelity up to a modulation frequency of about 80 MHz. We believe that much of the interesting physical phenomenon may only be observed as higher frequencies. For example, higher modulation frequencies will certainly enhance depth resolution and MPI correction capabilities. In context of fluorescence lifetime imaging [21] , shorter lifetimes may be resolved with higher modulation frequencies. Similarly, subsurface scattering properties can be studies with streak tubes [10] . This hints that higher modulation frequencies are the pathway to scattered imaging. Such examples motivate the necessity of hardware or computational imaging solutions that can over come the current technological limits.
