Abstract We propose and analyze a new hybridizable discontinuous Galerkin (HDG) method for second-order elliptic problems. Our method is obtained by inserting the L 2 -orthogonal projection onto the approximate space for a numerical trace into all facet integrals in the usual HDG formulation. The orders of convergence for all variables are optimal if we use polynomials of degree k + l, k + 1 and k, where k and l are any non-negative integers, to approximate the vector, scalar and trace variables, which implies that our method can achieve superconvergence for the scalar variable without postprocessing. Numerical results are presented to verify the theoretical results.
Introduction
In this paper, we propose a new hybridizable discontinuous Galerkin (HDG) method for second-order elliptic problems. For simplicity, the following diffusion problem is considered:
∇ · q = f in Ω, (1b) where Ω ⊂ R d (d = 2, 3) is a bounded and convex polygonal or polyhedral domain and f is a given L 2 -function. To begin with, let us define notations for the description of the standard HDG method. Let T h be a mesh of Ω, which consists of polygons or polyhedrons, where h stands for the mesh size. Let E h denote the set of faces of all elements in T h . A family of meshes {T h } h is assumed to satisfy the chunkiness condition [2] , under which the trace and inverse inequalities hold. We use the usual notation of the Sobolev spaces [1] 
We denote by L 2 (E h ) the L 2 space on the union of all faces of E h and by P k (T h ) the space of piecewise polynomials of degree k. The piecewise inner products are written as
The induced piecewise norm are denoted as
, and the piecewise Sobolev seminorm is defined by |w| 1,
Throughout the paper, we will use the symbol C to denote generic constants independent of h. Vector variables and function spaces are displayed in boldface, such as
d . We define finite element spaces for q, u and the trace of u by
respectively, where V (K) is a finite-dimensional spaces satisfying
The L 2 -orthogonal projections onto V h , W h and M h are denoted by P V , P W and P M , respectively. We simply write P M w = P M (w| E h ) for w ∈ H 2 (T h ). Note that P M w may not belong to M h since it is double-valued in general.
The standard HDG method reads as follows:
where q h is the numerical flux defined by
Here, τ is a positive parameter and is set to be of order O(h −1 ) in the paper.
The so-called Lehrenfeld-Schöberl (LS) numerical flux [8] is obtained by inserting P M into the stabilization part of the numerical flux:
In [10] , it was proved that the HDG method using the LS numerical flux (the HDG-LS method) achieves optimal-order convergence for all variables if we use polynomials of degree k, k + 1 and k for V h , W h and M h , respectively. It can be said that the HDG-LS method is superconvergent for the scalar variable u without postprocessing. Another more elaborate flux was introduced in the hybrid higher-order (HHO) method [6, 5] , which was recently linked to the HDG method in [4] . The LS numerical flux approach has been applied to various problems; linear elasticity [12] , convection-diffusion problems [13] , Stokes equations [11] , Navier-Stokes equations [14, 9] and Maxwell's equations [3] .
Let us here point out that the superconvergence of the HDG-LS method is sensitive to the choice of V h . For example, the superconvergence property is no longer maintained if V h is taken to be P k+1 (T h ) instead of P k (T h ). We now demonstrate that by numerical experiments for the test problem (19) which will be provided in Section 4. The numerical results are shown in Table 1 . In the case of V h = P 1 (T h ), the orders of convergence are optimal for both variables q and u. On the other hand, all the orders become sub-optimal for V h = P 2 (T h ). The aim of the paper is to recover the superconvergence property for such cases. The key idea is to insert the orthogonal projection P M into the facet integrals in the usual HDG formulation. The resulting method can achieve optimal convergence in q and superconvergence in u without postprocessing if V h contains P k (T h ), see Theorems 1 and 2.
The rest of the paper is organized as follows. In Section 2, we introduce a new HDG method. In Section 3, error estimates for both variables u and q are provided. Numerical results are presented to verify our theoretical results in Section 4.
An HDG method with orthogonal projections
We begin by introducing our method:
where q h is the standard numerical flux defined by (3) . The derivation of our method is simple. Integrating by parts in (2a) and replacing u h by P M u h , we get (4a). The second equation (4a) is obtained by replacing w by P M w in (2b). The third equation (4c) is just the same as (2c). Since µ = P M µ in (4c) (and (2c)), we can also consider that our method is obtained by inserting the orthogonal projection P M in all facet integrals in the standard HDG method.
for any F ∈ E h , then our method is identical to the HDG-LS method since
Error analysis
In this section, we provide the optimal-order error estimates of our method. We are going to use the following approximation properties:
for any v ∈ H j (Ω) and w ∈ H j (Ω). For the piecewise Sobolev spaces, the following hold:
Let Π k be the orthogonal projection from
The insertion of P M in (4b) gives rise to some terms in the form
in error analysis. We show the bound of R(·, ·) by the properties (7) and (8) .
Lemma 1 For all v ∈ H k+1 (Ω) and w ∈ H 1 (T h ), we have
Proof By (7), (8) and (5), we have
This completes the proof. ⊓ ⊔
Error equations
As a lemma, we show the error equations in terms of the projections of the errors:
The approximation errors are denoted as
Lemma 2 The following equations hold:
where e q · n = e q · n + τ (P M e u − e u ) and
Proof We easily see that the exact solution satisfies
Each term in (10) is rewritten in terms of P V q, P W u and P M u as follows:
Taking the stabilization terms into account, we have
where
Subtracting (4) from (11), we obtain the required equations.
⊓ ⊔
From Lemma 2, the below inequalities follow.
(Ω), then we have
and
Proof Taking v = ∇e u in (9a), we have
The first two terms on the right-hand side are bounded as
By the inverse inequality, we can estimate the remaining term as
Combining these results yields (12) . Similarly, we can prove (13) . ⊓ ⊔
The estimate of e q
We are now ready to show the main results of the paper.
Proof Substituting w = e u in (9b) and µ = e u in (9c), we have
Taking v = e q in (9a) and adding it to (15), we get
In a similar way to (14), we have
The rest terms are written as
By Lemmas 1 and 3, we have
The term I 2 is bounded as, in view of τ = O(h −1 ),
Using Young's inequality and arranging the terms, we obtain
which completes the proof. ⊓ ⊔
The estimate of e u
We show that the order of convergence in the variable u is optimal by the duality argument. To this end, we consider the adjoint problem of (1):
As is well known, the elliptic regularity holds:
Let us denote the approximation errors of ψ and θ as follows:
Proof Similarly to (11), we deduce
Substituting v = e q in (16a), w = e u in (16b) and µ = e u in (16c) yields
Taking v = P V θ, w = P W ψ and µ = P M ψ in the error equations (9), we have
Note that P M ψ ∈ M h since ψ is single-valued on E h . Adding (18b) to (17a) and (18a) to (17b), we have
respectively. Since the left-hand sides are equal to each other, we obtain
By the inverse and trace inequalities, we have
By Lemma 3 and Theorem 1, we get
Similarly, we have
and the terms are bounded as
Moreover,
Since both q and ψ are single-valued on E h , it follows that
By Lemma 1, we get
The other term is bounded as follows:
Combining these results and applying Young's inequality, we have e u 2 ≤ Ch k+2 ( e u + |θ| 1 + |ψ| 2 ) .
Thanks to the elliptic regularity, we obtain the required inequality. ⊓ ⊔
Numerical results
In this section, we carry out numerical experiments to verify our theoretical results. The following test problem is considered:
where Ω = (0, 1) 2 and the exact solution is sin(πx) sin(πy). All computations were done with FreeFem++ [7] . The meshes we used are unstructured triangular meshes. We set V h = P k+l (T h ), W h = P k+1 (T h ) and M h = P k (E h ) for 0 ≤ k ≤ 2, varying l from 0 to 2. The stabilization parameter τ is set to be 1/h in all cases.
The history of convergence of our method is displayed in Tables 2-4 . From the results, we observe that the orders or convergence in q, u and the projected jump quantity are k +1, k +2 and k +1, respectively, which is in full agreement with Theorems 1 and 2. Note that, as mentioned in Remark 1, the errors of our method in Table 3 for l = 0 coincide with those of the HDG-LS method in Table 1 . Table 2 Convergence history for k = 0 Table 3 Convergence history for k = 1 
