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著者ら [1]は，応答問題の質問文を q = (q1; q2;    ; qn)，応答









P (qj jri) (1)
3 評価関数の改良
3.1 評価関数の改良














P (qj jri)　 (2)
ここで，qfk(ri) は，ri と k 番目に依存性の高い質問文中の単語
を表す。fk(ri)を計算するために，次に表す単語 ri と qj の相互
情報量 I(qj ; ri)を用いる。
I(qj ; ri) = P (qj ; ri) log




先行研究と同じデータである，質問文 1 文に対して 3 つの応




算スムージング ( = 1:0  10 3)を用いた。実験結果を表 1に
示す。
表 1 旧評価関数 (1)と新評価関数 (2)の性能比較
手法 正解 不正解 判定不能 正解率 (%)
先行研究 (評価関数 1) 429 609 0 41.3



























タリング (閾値 d = 1:00～0:70)を行い，その出力クラスを特徴
として，評価関数 (2)で応答文選択実験を行った。分類器にはナ
イーブベイズ分類器，評価には 10分割交差検定を用いた。また，
ゼロ頻度問題への対応には加算スムージング ( = 1:0  10 3)
を用いた。
各閾値での特徴数と，正解例題数の推移を図 1 に，最も正解
例題数が多かった閾値 (d = 0:83)のときの結果を，実験結果を
表 2に示す。
表 2 実験結果 (word2vec)
手法 特徴数 正解 不正解 判定不能
クラスタリングなし 2835 571 467 0
word2vec(d = 0:83) 2683 585 453 0
*1 Google が開発したニューラル・ネットワークを利用した自然言語処理
ツール
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図 1 実験結果 (word2vec)
図 1 から，特徴数を大きく減らしながら正解率を維持できて









表 3 実験結果 (Stanford NER)
手法 特徴数 正解 不正解 判定不能
クラスタリングなし 2835 571 467 0









タグ付けを行った (手動訂正 2 とする)。再度同様の実験を行っ
た結果を，表 4を示す。
表 4 実験結果 (Stanford NER + 手動訂正)
手法 特徴数 正解 不正解 判定不能
クラスタリングなし 2835 571 467 0
Stanford NER 2497 597 440 １
手動訂正 1 2361 622 413 3
手動訂正 2 2290 628 407 3
手動訂正 1 及び手動訂正 2 の結果は，正解例題数についてク
ラスタリングなしの結果に比べ，適合度検定 (有意水準 1%) で
有意な差があった。





る。従って、助動詞の \may"と 5月の \May"を \同じ"と扱っ





同様の実験 (閾値 d = 1:00～0:60)を行った。品詞情報の付加に
は NLTK*3を使用した。品詞情報を付加してクラスタリングを
しなかったときの結果 (d = 1:00)と，最も正解例題数が多かっ
た閾値 (d = 0:68)のときの実験結果を表 5に示す。
表 5 実験結果 (word2vec + 品詞情報)
手法 特徴数 正解 不正解 判定不能
品詞情報 (d = 1:00) 3382 531 507 0
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*3 \Natural Language Toolkit - NLTK 3.0 documentation" -
http://www.nltk.org/
