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Abstract 
Naive Bayesian classifier (NBC) is a simple and effective classifier, but in the actual application, its attribute 
independence assumption is not always set up. This factor affects its classification performance. Attribute reduction is 
an effective way to improve the performance of this classification. This paper take advantage of mixed Simulated 
Annealing and Genetic Algorithms to optimize attribute set, so that a better NBC is constructed. Comparing the based 
on genetic algorithm NBC with the traditional NBC, experiment results show that the based on genetic algorithm 
NBC can be more effective and rapid to solve the classification performance of NBC.
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1. Introduction 
Data mining is the theory and the technology that it withdraws the knowledge from the data. Now 
these theories and technologies have obtained the widespread application in the world economical 
area. The classification model is one of the most important data mining research contents. Among the 
multitudinous classified methods, the Bayesian classifier has the very high computational efficiency 
and the attractive classified precision in certain application questions. Thus it is widely applied in 
many actual areas. NBC[1] is one kind of Bayesian classifier, which is now recognized as a simple 
and effective probability classification method. Its performance may compare with algorithms of 
decision tree, neural network and etc. It takes the class node as the root node and the father node. Its 
attribute nodes are mutually independent. But this independent supposition of the attribute nodes is 
not always met demand in the actual application. This problem affects the classified precision. In 
order to enhance NBC’s classification precision, a lot of research work has been done in this aspect 
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in recent years. It is approximately divided into two directions: One is the relaxation attribute 
independent supposition, and another is the optimization of attribute subset. The supposition of 
relaxation attribute independent includes the Tree Augmented Naïve Bayes[2](TAN), Bayesian 
Network Augmented Naïve Bayes[3](BAN), General Bayesian Network[3](GBN) and so on. These 
methods truly enhanced the classifier performance under the suitable condition, but the much more 
running time is needed. According to this situation, the most superior attribute subset’s method, the 
strong overall search ability of the Genetic algorithm and the strong partial search ability of the 
Simulation Annealing algorithms are adopted in this article. At same time the simulation annealing 
algorithm is fused in the genetic algorithm search process. In this way, the genetic algorithm to carry 
on the optimal operating efficiency for the genetic algorithm and the solution quality to the attribute 
are enhanced, thus a superior NBC is obtained. 
Genetic Algorithm[4](GA) is one kind of model that propose overall situation stochastic search 
algorithm According to “superior win and the inferior wash out” the biological evolution and the 
heredity idea. It codes the question solution into the chromosome. Many chromosomes compose a 
cluster. Through choice, duplication, crossover and mutation and other operations, the optimal 
solution is approached gradually. But in the actual application, there are certain limits on the 
cluster's scale and the times of evolution, the GA restraining in the partial optimal solution is 
frequently created and the premature restraining is easy created. The basic thought of Simulated 
Annealing Algorithm[5-7](SA) is through the simulation high temperature object annealing process 
method to find the overall situation optimal solution or the approximate overall situation optimal 
solution of the optimized question. It starts from one point and to search the neighborhood. 
Metropolis criterion is used to receive new solution and the annealing temperature is used to control 
the solution process so that the optimal value can be optimized. Although SA has strong versatility, 
and its algorithm is easy to realize, but the computing time is long and the efficiency is low. 
2. Naive Bayesian classifier and algorithmic analysis 
2.1. simple Baye sorter 
NBC is a simple and efficient classifier of the Bayesian classifiers. It takes the category node as the 
root node, its attribute nodes is mutually independent, and all attribute nodes takes the category node 
as the father node , as shown in Fig. 1. 
 
 
 
"  
Fig. 1. naive Bayesian classifier 
Supposing the training sample set is divided into k  categories, recording 
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Because ( )P d is constant to all categories, ( )P d  in formula (1) can be neglect, then the formula 
(1) can be simplified as: 
)()|()|( iii CPCdPdCP ∝                        (2) 
2.2. Genetic simulation annealing algorithm NBC(GA-SA-NBC) 
Genetic simulation annealing algorithm takes the genetic algorithm operation flow as the basic 
flow and integrates the simulation annealing mechanism, so as to adjust the optimized community. 
Its basic operation flow is first stochastic producing the initial community, and then supposing 
initialization temperature 0T , after that starting to search stochastically. Through the choice, 
crossover and mutation operations, a group of new individuals is produced. After each crossover and 
mutation, the new produced individual is separately carried on the simulation annealing. The result 
will take as the individual in the next generation community. Generally speaking, the entire algorithm 
implementation is composed of two parts. One is (stresses overall situation search) through the 
genetic algorithm evolution operation to produce fine community, the other is (stress partial search) 
making use of the simulation annealing algorithm to the gene individual to carry on the further 
optimized adjustment.  These two parts are carried out repeatedly, until satisfying the termination 
condition is found. 
2.2.1. The coding of solution and the production of the initial population 
If the data set has N  attributes, then the length N  of the string is expressed as the question 
solution (chromosome). In the string each element value is 0 or 1, each attribute and the string 
position corresponds in turn. When in the string some position element value is 1, representing this 
correspondence the attribute to participate the NBC construction, otherwise this attribute does not 
participate the NBC construction. When initial population (colony) is produced, it contains an entire 
0 solution and an entire 1 solution, other solutions can be produced through the stochastic method, 
thus guarantees the solutions having the overall importance. 
2.2.2. Fitness function 
Fitness function is used to appraise the fitness of individual. It is quality standards to distinguish 
individual in the group of individual. The effect of NBC classfication is measured by the 
classfication precision, therefore in this paper takes the NBC classification precision as fitness 
function. 
Supposing M is the colony's size. Then for each chromosome )10( +<< Mii ,  to construct 
NBC according to the chromosome, using the formula (2) to extract each chromosome’s  NBC 
classification accuracy f . Namely each chromosome fitness value is f . The fitness value f is 
bigger, the classified performance is better. 
2.2.3. Duplication operator 
Duplication operator adopts the roulette method. Supposing colony size is M , the individual 
fitness is if , then the duplication operation process is as follows: • Calculates each individual fitness value if  in the community; • Calculates each individual choice probability ∑ ii ff /  and the accumulation choice probability; 
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• Determines next generation community with the roulette choice method (ratio of choice). 
This method will guarantee that the bigger fitness value individual inherits to the next generation 
community with the bigger probability, the smaller fitness value individual inherits to the next 
generation community with the smaller probability.
2.2.4. Crossover operators and mutation operator 
Crossover operations refer to a mutually pair chromosome to exchange the partial genes mutually 
according to some way, thus forms two new individuals. The mutation operation simulates gene 
mutation phenomenon of biological evolution process. The mutation operator changes heredity gene 
by certain probability and carries on the mutation to the individual to maintain the community 
multiplicity, and causes the genetic algorithm to jump out the partial extreme point. In order to avoid 
the premature phenomenon, the auto-adapted method is used to dynamic adjust crossover probability 
cP  and the mutation probability mP , so that the crossover probability cP  and the mutation 
probability mP  can automatic change along with the fitness. The selection crossover probability cP
and the mutation probability mP computation expression are as follows: 
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In the formula（3）and (4), 1cP =0.9, 2cP =0.6, 1mP =0.1, 2mP =0.001, 'f is the big fitness value of 
two individuals in the crossover, and f  is the fitness value of the mutation individual. 
2.2.5. Simulation annealing algorithm (SA) 
In SA, Metropolis criterion is usually taken as the accepting function of new solution. Supposing 
the current solution is s , in the territory of s  a new solution is 's . ss fff −=Δ ' , fΔ  is difference 
of fitness of the new solution and old solution. When 0>Δf , accepting the new solution, 'ss = ;
Otherwise, taking 's as  the next current solution by the probability )exp( fΔ .
SA initial temperature should not elected too high in this paper, because the biggest difference of 
the father generation’s fitness and offspring generation's fitness in the crossover is 1.Therefore the 
initial temperature is supposed 5.00 =T .  Uneven algorithm with fixed ratio is adopted to drop the 
temperature, namely ii TT α=+1 , 10 <<α , because the difference of the father generation’s fitness 
and offspring generation's fitness is quite small, so this paper α =0.1. 
3. The realization GA-SA-NBC algorithm 
The algorithm is as follows: 
• Initialization. Establish population scale(Popsize), initial temperature 0T , crossover probability cP ,
mutation probability mP , stochastically producing n  individuals to compose initial population 0P ;• Calculating the fitness if of each individuals ; • Choosing operation. Using the roulette method to copy chromosome; 
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• The crossover operation.Using the auto-adapted method dynamic adjustment crossover 
probability; 
• After the crossover operation. The individual which is already carried on the crossover operation 
is introduced simulation annealing operation. And then the Metropolis is taken as criterion to 
receive new solution; 
• The mutation operation. Using the auto-adapted method dynamic adjustment mutation probability; 
• After the mutation operation. The individual which is already carried on the mutation operation is 
introduced simulation annealing operation. The Metropolis is taken as criterion to receive new 
solution; 
• Dropping the temperature according to certain select way, namely 1+= iTT , among 
ii TT <+1 , 1+= ii ;• Judging whether above steps satisfy the termination condition, if it does not satisfy, to the 2nd 
step, otherwise to the 10th step; 
• Output the superior solution, the algorithm conclusion. 
4. Test 
Matlab, ESM memory 512MB, gallops 1.7G CPU microcomputer is used to carry on this 
experiment. In the experiment, the heredity population's scale and the iterative number of times have 
the influence to the experimental result, therefore 5 group of different population scales and the 
iterative number of times are used to carry on the experiment. 5 different experimental results are 
obtained. The auto-adapted method is used to select the crossover probability and the mutation 
probability in the algorithm, the termination condition is the times of the iterative number. 
In table 1, NBC represents the simple Baye sorter in table 1, GA-NBC represents based on the 
genetic algorithm simple Baye sorter, GA-SA-NBC represents based on the heredity simulation 
annealing algorithm simple Baye sorter. 
In table 2, GA-NBC represents in turn: the most superior classified precision in 5 experiments, 
corresponding the population scale, the times of iterative number and corresponding running time. 
The meaning of GA-SA-NBC in table 2 is correspondences with GA-NBC one by one. Experimental 
results are listed in table 1 and table 2. 
Tab. 1  Compare of classify precision NBC、GA-NBC and GA-SA-NBC 
date record attribute NBC GA-NBC GA-SA-NBC 
heart 270 13 95.93% 96.38% 96.64% 
House_votes 435 16 90.11% 95.31% 96.18% 
mushroom 8124 22 96.45% 98.28% 99.06% 
breast 699 9 97.57% 97.71% 97.83% 
Tab.2  Compare of running time and classify precision GA-SA-NBC and GA-NBC 
date
GA-NBC GA-SA-NBC 
Excellent
classify 
precision 
Population Scale 
and iterative times
Running 
time 
(second) 
Excellent
classify 
precision 
Population Scale 
and iterative times 
Running time 
(second) 
heart 96.67% 100,15 85 97.03% 50,10 61 
House_votes 96.09% 100,15 203 96.33% 100,10 202 
mushroom 99.03% 100,10 3602 99.17% 50,10 2660 
breast 97.85% 100,10 171 97.85% 50,10 134 
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In those 5 times tests, population scale and iterative times respectively are: 
(100,5),(20,50),(100,10),(100,15),(50,10). From table 1 we can see, the classified precisions of GA-
NBC and GA-SA-NBC are all higher than that of NBC. Classified precision of GA-SA-NBC is 
higher than that of GA-NBC. Table 2 indicates that when the sorter gets superior precision, the 
running time of GA-SA-NBC is less than that of GA-NBC, and the population scale and the iterative 
times are not bigger than that in GA-NBC. Through the above validated results we can get the 
conclusion: In the practical application, the genetic algorithm is easy to appear the precocious 
phenomenon and its partial search ability is not so well. The simulation annealing algorithm has the 
strong partial optimization ability, and can avoid the search process to fall into the partial optimal 
solution, but its entire search process ability is insufficient. This is the reason why the simulation 
annealing the operation is not so efficient. This article uses the superiority supplementary in 
simulation annealing algorithm and the genetic algorithm, and utilizes mix algorithm based on the 
heredity simulation annealing to construct NBC. The mix algorithm optimized performance and the 
operating efficiency are enhanced in the end. 
5. Conclusion
NBC is one kind of simple and the highly effective Baye sorter, this article uses the heredity 
simulation annealing algorithm to carry on optimal selection for the attribute collection, and obtains 
the NBC with good classified performance. The example result indicates that this algorithm 
enhances the optimized ability and the operating efficiency for the genetic algorithm to the NBC .It 
is more effective and faster solution for NBC classification. 
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