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Summary
Video communication is a popular topic for research in the modem communication field. 
It is widely used in mobile television broadcasting, teleconferencing, gaming applications and 
online streaming. However, due to the unpredictable nature of transmission network, a bit stream 
transmitted through a noisy channel may suffer heavy loss of data. This hinders user satisfaction, 
through artefacts created by lost data fragments. Hence, error resilient techniques are introduced 
to the transmitted data stream to improve the error robustness. The research presented here, is 
mainly focused on the error resilient tool called redundant coding and the possible adaptability of 
this tool to channel conditions. Also, this thesis discusses the error resilience tools of both 2D and 
3D video coding paradigms, focusing on the bottlenecks associated with the existing techniques. 
One of the key objectives of this research is to find an efficient trade-off among the redundant 
information present, bandwidth utilisation and the capacity of error robustness.
An unequal error protection (UEP) based redundant motion information coding method is 
outlined. The prioritisation achieved through UEP helps to mitigate the amount of redundant 
information present while maintaining a good primary picture quality. Also, the possibility of 
replacing the residual information with turbo coded parity bits is discussed. This particular 
proposal employs the unidirectional distributed video coding architecture to generate Wyner-Ziv 
parity bits to improve the motion compensated frame of the redundant stream. Another section of 
the thesis presents a new coding architecture where encoder based H.264/AVC compatible motion 
compensated frames and Wyner-Ziv parity bits are used to generate a robust primary data stream, 
which has the capacity to withstand a large number of bit errors in WiMAX environments, 
specifically for low motion sequences. Finally, in the last section of the thesis, error resilience 
tools are investigated for 3D video coding. Much needed redundant data transmission based error 
resilient tools for multi-view coding are presented. The two techniques described, employ the 
disparity information and region of interest coding to generate the redundant information 
respectively to achieve the target.
Key words: Error resilience, Redundant coding, H.264/AVC, multi-view video, Distributed video 
coding.
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Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 Background, Motivation and Research Objective
With the growth in the range of multimedia services being used for everyday activities 
such as teleconferencing, mobile television and peer-to-peer video sharing, the reception of video 
with high quality is of prime importance to users, as well as to service providers. New video 
coding techniques, such as H.264, scalable video coding, wavelet coding and distributed video 
coding, were introduced to accomplish these requirements. Some of these techniques concentrate 
on video transmission between the servers and clients in heterogeneous networks, such as scalable 
extension of H.264/ Advance Video Coding (AVC) while others like distributed video coding are 
more applicable for video uplink applications.
However, providing video communication over wireless or wired networks creates many 
challenges due to fluctuations in the channel characteristics. In internet packet network scenarios 
the whole packet can be lost during the transmission due to congestion, faulty network 
connections and signal degradation. In addition, bit errors caused by noisy channels and multipath 
propagation play a crucial role in mobile wireless transmission environments. These errors create 
artefacts in the reconstructed video frames that propagate in both spatial and temporal domain due 
to the hierarchical prediction scheme employed in video compression stages. Therefore, it is 
essential to take the necessary precautions to mitigate these adverse effects. This in turn opens up 
opportunities for error resilient techniques.
Error resilience for video transmission has become a crucial area for research in the field 
of multimedia communication in the last decade. The methods used for this purpose vary from 
retransmission on request, embedding extra information in to the coded stream to concealing the 
errors with already available data. Moreover, in error resilience approaches measures were taken 
to reduce the amount of dependency between adjacent frames to reduce the error propagations.
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However, the utilization of error resilient tools in transmission networks is restricted by 
the channel bandwidth. For instance, retransmission on request as in Transmission Control 
Protocol (TCP) increases the bandwidth consumption while introducing an additional delay to the 
system. The complexity of the codec and the loss of compression efficiency, also restrict the use 
of error resilient techniques in some application scenarios. Therefore, it is essential to maintain a 
flexible balance between the error resilient tools and the quality of the reconstructed video 
sequence. In addition, researchers have couple of options when introducing new error resilience 
tools. That is either to improve the existing methods or to introduce new techniques that are 
compatible with existing video coding standards or invent novel coding architectures which have 
a good resistance to channel errors.
This thesis investigates both existing and possible novel error resilience tools, specifically 
focusing on inclusion of redundant data to the transmission stream for the purpose of effective 
error recovery. The overall objective of the research is to find a flexible error resilient mechanism 
which incorporates the redundant information transmission to recover from packet errors. In 
particular, it addresses redundant coding and other error resilience information coding and 
selection techniques available in scalable extension of H.264/AVC standard, focusing on 
employment of Wyner-Ziv parity bits as a method of improving the bandwidth usage under 
bandwidth limited environments. The research presented, focuses on improving the trade-offs 
among the bandwidth, the redundant data and primary data utilisation, in order to maintain the 
display quality of the reconstructed video at an acceptable level.
1.2 Baseline Technology and Source Materials
The research presented in this thesis employs the H.264/AYC standard as the reference 
architecture. This is because of the vast application scenarios associated with the standard. For 
instance it is employed in low and high resolution, video broadcasting, storage, teleconferencing, 
3D TV, and video telephony applications with low to high bit rates. Also, the standard provides a 
good video quality with a lower bit rate compared to the previous standards like MPEG-2 and 
H.263.
The error resilience tools included in the H.264/AVC standard are exploited in this thesis. 
The proposals presented are designed to improve the robustness of the H.264 bit stream. The Joint 
Source Video Model (JSVM) software of scalable extension of H.264/AVC standard is used as 
the reference system throughout the research. JSVM codec is selected instead of Joint Model (JM) 
codec since it provides better compression efficiency than JM. For instance, when ‘Forman’ with 
a group of picture size of 16 and quantisation parameter value of 31 is encoded with similar
2
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settings using both codecs, the JSVM provided 22% bitrate improvement compared to the JM. 
Also, since the research presented exploits the flexibility of error resilience tools on scalable 
scenarios and in multi-view applications where each view is coded as a scalable layer, the JSVM 
which facilitate scalable coding is selected over JM.
The modified JSVM version 8.9 codec is used through out the thesis. This particular 
version was selected because of the fact that it is the latest software version with a fully functional 
frame copy error concealment tool and redundant coding technique. All of the codec versions 
released after 8.9 have a faulty redundant coding cycle. Moreover, in this particular version slice 
encoding and decoding is not supported. In other words, all of the data related to one frame is 
encapsulated in one Network Abstraction Layer Unit (NALU). Because of this feature, if a bit 
error occurs at the payload of the transmitted packet, the decoder will drop the whole 
corresponding NALU at the receiving end.
Another video coding concept employed in this research is Wyner-Ziv paradigm. This 
technique is more suited for distributed video coding, where the video will be encoded once and 
decoded many times. Also, due to the employment of the turbo coding concept, the Wyner-Ziv 
paradigm has a good bit error recovery capacity. Because of these reasons from Chapter 5 
onwards, the ISTWZCodec, which is compliant with the Wyner-Ziv theorem and developed 
within the VISNET II project, was used to generate the residual parity bit stream. The 
ISTWZCodec is available in both pixel and transform domains. Since the transform domain codec 
provides better compression efficiency than its pixel domain counterpart, for Wyner-Ziv parity 
stream generation the transform domain ISTWZCodec is used. Due to the fact, that the JSVM 
codec used throughout the thesis employs the integer transform concept for the residual data 
coding, this selection provides a mutual ground for performance comparison between the 
proposed systems and the reference system.
Moreover, the performances of the proposed systems are tested in two types of loss 
environments, namely packet loss environments and bit loss environments. The Internet Protocol 
(IP) based loss simulator presented in [38] is used for the packet loss simulation. Tests were 
carried out with 4 different packet loss rates (PLR), 3%, 5%, 10 % and 20 %, and the loss patterns 
for the specific loss rates are derived from real life network environments. A Worldwide 
Interoperability for Microwave Access (WiMAX) wireless network simulation is used to test the 
bit errors. For this purpose, a modified version of the WiMAX loss simulator built within the 
SUIT project is used [50]. The bit error patterns of the simulator are generated for different 
modulation and coding schemes (MCS) and signal to noise ratio (SNR) combinations using a 
physical layer WiMAX simulator.
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Throughout the thesis a couple of different video sequences were used as source material. 
They are selected in such a manner that their characteristics span through possible source 
sequences of real world applications. For example, the sequence “Foreman”, which is used 
extensively, is shot from a handheld camera. Therefore, it consists of head and shoulder 
movements as well as shaky background motions. Hence, “Foreman” is categorised as a medium 
motion sequence. The sequences “News” and “Hall monitor” consists of relatively low motion. 
“Soccer” is used widely as the fast motion sequence, and sometimes the sequence “Paris” is also 
used in experiments as a medium motion sequence.
1.3 Performance Evaluation
In this thesis, quality assessment of the proposed and existing systems is performed in two 
ways. That is by using visual observations as well as objective quality evaluation methods. 
However, objective quality assessment is widely used throughout the thesis and visual output 
picture quality analysis was performed where it’s applicable.
For the purpose of objective quality analysis, the well known Peak Signal to Noise Ratio 
(PSNR) measurement is used extensively in this thesis. PSNR is measured in logarithmic scale 
and it compares the Mean Square Error (MSE) between original and the reconstructed image as 
shown by (1.1).
maximum possible pixel value of the image. For example, in 8 bits per pixel monotonic image the 
value of (2" — l) is 255 and the dimensions of a Quarter common intermediate format (QCIF) 
images are 176 x 144.
The PSNR is selected for quality measurement since it is the most common method for 
evaluating objective quality in video coding. Because of this feature PSNR makes it easier to 
compare the proposed systems with methods already existing in literature. During the data 
analysis the average PSNR of both respective PSNR of Luminance and Chrominance components
PSNRdB =101og ( 1.1)
Where,
M - \  N - 1
(1.2)
In equation (1.2), M and N are the dimension of the sequence and in (1.1) (2” - l )  is the
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of the frame is used. Further, the PSNR is calculated at each and every frame level and averaged 
over the sequence to obtain the average PSNR value. However, it has some inherent limitations. 
For instance, PSNR does not correlate well with subjective measures, described in ITU-R 
recommendation BT.500 [11]. Also, a particular value of PSNR does not always point to a fixed 
subjective quality level. Therefore, in video coding PSNR does not always express the true 
quality of the video being analysed.
Further, for 3D video quality analysis the Structural SIMilarity (SSIM) index was 
employed along with the PSNR. As the name implies, the SSIM index evaluates the structural 
similarity between the reconstructed and the original sequences. It gives a value in the range of 1 
and 0, where 1 means that the reconstructed image is an exact copy of the original image. Since 
this metric takes in to consideration the perception of the human eye, it provides a more accurate 
estimate of the output quality, specifically in 3D video, compared to the PSNR metric [96]. For a 
given images x and y, the SSIM index can be evaluated using (1.3), (1.4) and (1.5), where jux is
the mean intensity of the image x, <j x is the standard deviation of the image x, crxy is the
covariance of x and y image, juy is the mean intensity of the image y, cry is the standard
deviation of the image y and Cj and C2 are constants. The variables juy and &y can be evaluated
similar to (1.4) and (1.5). Further the image x stands for the reference frame while image y stands 
for the reconstructed frame.
SSIM{x, y) = (2^ .+ Cl)(2g^ + C2) (1.3)( / ' W ;  + C1)(<ti2+<t; + C2)
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Visual quality analysis of the resultant reconstructed frames, are also presented in this 
thesis. To illustrate the visual quality improvements, snapshots of random frames are presented 
where appropriate.
Further, all experimental results were presented in two channel condition environments in 
broad sense. Namely, as in
• Rate-distortion plots, where the bit rate vs. PSNR fluctuation was analysed in error free 
conditions.
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• Loss rate vs. average PSNR plots, where the performance of the proposed and existing
systems under error prone IP or WiMAX networks were presented.
1.4 Original Achievements
The main objective of the research presented in this thesis is achieving good error 
robustness while maintaining the redundancy level at a minimum. In turn improved bandwidth 
usage can be achieved while maintaining network friendly video transmission. Further, the 
performance of the error resilience tool can be improved by providing scalability to the error 
resilience data stream while maintaining a low delay encoding and decoding. The thesis presents 
number of original achievements which help to achieve the above objectives. These achievements 
that are believed to be original can be summarised as follows.
In chapter 3:
With adaptive redundant coding techniques, which depend on the channel condition and 
the characteristics of the sequence, it is possible to improve the bandwidth utilisation. In error 
prone environments with scalable bit streams, efficient error resilience with an acceptable primary 
picture quality can be achieved by only transmitting redundant data for the base layer. The lost 
enhancement layer can be recovered through dyadic-upsampling of the base layer with little or 
negligible quality degradation. Also, results presented illustrate that unequal error protection 
techniques, such as redundant key frames, improve the bandwidth utilisation while improving the 
error robustness of the transmitted data stream.
In chapter 4:
By transmitting only motion vectors as redundant data, the bandwidth utilisation can be 
improved immensely under both error free and error prone environments. The method presented 
is an Unequal Error Protection (UEP) mechanism where priority is given to the motion vectors 
over residual data. This technique reduces the amount of redundant data being transmitted by 
dropping the redundant residual data at the encoder, thus providing acceptable percentage of 
bandwidth for the primary data transmission.
In chapter 5:
By employing Wyner-Ziv parity bits with H.264 motion data as a redundant data stream, 
it is possible to improve the error recovery capacity of the transmitted bit stream while optimising 
the bandwidth utilisation and the reconstructed picture quality. Introduction of Wyner-Ziv party
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bits controls the amount of redundant residual data being transmitted. Also by transmitting only 
preselected amount of parity bits through the channel, flexible error resilience was achieved.
In chapter 6:
Wyner-Ziv parity bits with H.264 motion data as the primary bit stream is used to 
improve the error recovery capacity of the transmitted data while optimising the bandwidth 
utilisation. The error robustness of the transmitted data can be increased by increasing the amount 
of parity bits been transmitted. The Laplacian noise modelling is used to model the virtual channel 
noise at the turbo decoder. Since the turbo decoder has a high capacity to correct erroneous parity 
bits, the proposed system is capable of handling bit errors rather well compared to the JSVM 
coding systems.
In chapter 7:
Selective redundant coding schemes, specifically designed to cater for the inherent 
characteristics of multi-view coding, are used to improve the error robustness of 3D video 
transmission. An efficient bandwidth usage is achieved through selective coding. The 3D multi­
view characteristics such as disparity estimation and depth-map information are employed to 
perform effective prioritisation in order to apply redundant coding.
1.5 Structure of Thesis
The first chapter describes the rational behind the research being carried out and it 
summaries the overall project in brief. Also, it summaries the original achievements of the work 
presented in this thesis. Further, it gives an insight to the quality assessment techniques that has 
been used throughout the research. Finally, it outlines the content of the other chapters.
1.5.1 Chapter 2
This chapter highlights the background of this research in a broader sense. It introduces 
three video coding paradigms that are extensively used in the thesis, namely the H.264/AVC 
video coding standard, the Wyner-Ziv theorem based distributed video coding concept and multi­
view video coding architecture. First, it discusses the H.264 standard and scalable video coding 
concepts used in video coding. Then it introduces error resilience tools of 2D video 
communication. Next, it addresses the advantages as well as the disadvantages associated with 
these tools. Channel coding techniques were also presented. Adaptive error resilient coding was 
tackled while giving priority to Systematic Lossy Error Protection (SLEP) error resilience 
proposal. Next, Distributed Video Coding (DVC) concept and the ISTWZCodec was analysed in
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brief while addressing the applications of DVC in error resilience research. Finally, the chapter 
presents an introduction to 3D video, in particular to multi-view coding. It concentrates on the 
characteristics of the multi-view coding and the importance of studying error resilience in the 
specific area.
1.5.2 Chapter 3
In Chapter 3 the performance of the existing redundant coding algorithm of the JSVM is 
analysed. It starts with a brief discussion about the JSVM codec and the loss simulator that has 
been employed. Also, an outline of the experimental setup is given. It presents simulation results 
to verify the performance of the existing method under error prone and error free environments. 
Further, it analyses the experiment outcomes at both base layer and enhance layer levels. 
Moreover, in this chapter the possibility of introducing the adaptive redundant coding mechanism 
is investigated.
1.5.3 Chapter 4
A new technique to decrease the amount of redundancy in the error resilience data is 
discussed in Chapter 4. It elaborates on using only motion vectors as redundant data for the error 
resilience purposes. It is shown that by using the proposed system an efficient bandwidth 
utilisation can be achieved while obtaining an acceptable level of error recovery at error prone 
environments. The first two sections describe the background study behind the proposed method 
and the system architecture. Again, the simulations are carried out both at error free and error 
prone environments, at base layer and enhancement layer levels. The performance of the proposed 
system is compared against the existing redundant coding of JSVM software.
1.5.4 Chapter 5
The method presented here is used to improve the performance of the earlier proposal. In 
particular, the proposal employs the motion vectors of H.264 as well as Wyner-Ziv coded parity 
bits as redundant data. By incorporating Wyner-Ziv parity bits in place of encoded residual data 
of H.264, bandwidth saving was expected. The first section discuss about the existing similar 
techniques, particularly highlighting the Systematic Lossy Error Protection (SLEP). Section 5.2 
elaborate on the system architecture and the necessary background theory while rest of the 
sections of Chapter 5, analyse the simulation setup and the results in both error prone and error 
free environments.
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1.5.5 Chapter 6
This section presents a new video coding concept where the motion vectors of H.264 
standard and parity bits of Wyner-Ziv concept is used to produce an error robust primary data 
stream. The technique presented exploits the positive and negative characteristics of both 
H.264/AVC architecture and the DVC concept to generate a new coding paradigm with improved 
error resilience capacity. For instance, the proposed system is capable of handling bit errors due to 
the employment of the turbo coded parity bits. Also, it has a low complex decoder compared to 
the Wyner-Ziv decoder architecture. The chapter mainly consists of six subsections. Section 6.1 
provides an introduction to the problem while 6.2 presents the proposed system architecture and 
system design. Section 6.2 also investigates the appropriate noise modelling for the Wyner-Ziv 
decoder. The third section presents the test conditions being employed while Section 6.4 and 6.5 
presents the rate-distortion results and the performance of the proposed scheme in WiMAX 
environment respectively. The final section of the chapter concludes the analysis.
1.5.6 Chapter 7
An insight to the much needed error resilient concept of multi-view coding is given in 
Chapter 7. It presents two redundant coding methods which cater the requirements of multi-view 
coding. One of the techniques presented, employs the disparity estimation of multi-view concept 
to generate the redundant stream while the other uses the depth-map based region of interest 
selection criterion to achieve the target. The Section 7.1 gives an introduction to the problem in 
hand. Also, it discusses the quality assessment tools used in 3D video coding. Section 7.2 presents 
the disparity vectors based redundant coding method and its performance while Section 7.3 
presents the region of interest based redundant coding proposal and its performance. Both PSNR 
and SSIM indexes are used in the objective quality evaluation stages. Finally, Section 7.4 
concludes the chapter.
1.5.7 Chapter 8
The final chapter of the thesis it summarise the whole project, drawing conclusions and 
presenting the overall achievements gained throughout the research. Finally it concludes the thesis 
by pointing out possible future research interests.
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Chapter 2
2 Background Theory
The chapter provides a detailed survey of the relevant literature for the research presented 
in this thesis. It discusses three different coding paradigms; the H.264 standard and its scalable 
extension, Wyner-Ziv based distributed coding architecture and 3D video coding system. Also, it 
presents insight to both JSVM and ISTWZcodec. Further, the chapter outlines the state of the art 
literature of error resilience coding in both 2D and 3D video coding concepts. It discusses the 
advantages as well as the disadvantages associated with the existing redundant coding proposals 
while pointing out the areas which can be improved in order to provide efficient error recovery in 
error prone transmission environments.
A detailed description of the H.264/AVC concept, its scalable extension, the coding 
architecture and application scenarios are given in Section 2.1. Section 2.2 presents the state of 
the art literature of error correction tools for 2D video in general while the existing redundant 
coding tools are analysed in the sections followed. Basic description about the distributed video 
coding architecture, related theorems and coding mechanism is presented in Section 2.4. Finally, 
Section 2.5 presents an insight to the 3D video coding while Section 2.6 concludes the analysis 
pointing out possible future research areas.
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2.1 H .264/ Advanced Video Coding (AVC) Standard and Its Scalable 
Extension.
2.1.1 H.264/AVC Standard
With the expansion of the mobile network and the multimedia applications, the 
requirement of a new standard, which is capable of carrying out efficient compression, with 
acceptable complexity, simple syntaxes, and reasonable amount of profiles, arose [54], [70]. As a 
solution to these common problems in multimedia communication field, the Joint Video Team 
(JVT) and Moving Picture Experts Group (MPEG) jointly introduced a new standard called 
H.264/AVC. The operation of the H.264/AVC codec is illustrated in Fig 2.1 [43], [71].
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Fig. 2.1: H264/AVC Codec
First, the input picture is sub divided into NxM Macroblocks (MB).Each MB undergoes 
the prediction process. There are two prediction modes, namely ‘Intra’ and ‘Inter’. The intra 
coding doesn’t incorporate motion estimation or reference pictures and it is encoded using 
information present in the current frame. In the Inter mode, motion vectors are generated by
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comparing the current MB with a list of reference pictures stored in the reference picture buffer. 
Next, the residual between the motion compensated and the current frames is transform (T) coded 
and quantized (Q) before sending to the entropy coder. The inverse quantization and the inverse 
transform coding are performed on the quantized output to generate the reference picture which is 
equivalent to the reconstructed picture at the decoder. At this stage, a de-blocking filter is used to 
reduce the blocking artifacts in the reconstructed picture. Next, the entropy coded data, control 
information for the decoder, information about the motion compensation such as reference picture 
id, inter coding pattern, MB size and quantization step size are encapsulated in a NALU 
(Network Abstraction Layer Unit), created at the network abstraction layer. These NALU can be 
used for either transmission or storage purposes.
The H.264/AVC decoder functions similar manner to the shaded part of the Fig 2.1. As 
the first step of decoding, it performs entropy decoding on the bit-stream using the information 
available in NALU. Then, the data is inversely quantized and transformed in the respective order. 
Next, the relevant prediction information for inter or intra prediction is generated using the 
previously decoded frames. Then, the motion compensated frame and the residual is merged to 
form the reconstructed frame. Finally, the filtering operation is performed on the reconstructed 
frames before storing them in the output buffer and the reference picture buffer.
As discussed in [54], [71], the main features associated with the standard are listed
bellow.
• Subdivision into MB and slices
• 16x16 and 4x4 prediction intra mode
• Variable block sizes
• Multiple reference pictures
• Sub-pixel resolution for motion vectors
• B pictures
• In-loop de-blocking filters
• Context-adaptive variable-length coding (CAVLC) and Context-adaptive binary 
arithmetic coding (CABAC) entropy coders
• Network abstraction layer units
The reader is directed to reference [98] for more elaborate explanations on the main 
design features, functionality of the video coding layer (VCL), NAL unit structure and 
operations.
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2.1.2 Scalable Video Coding (SVC)
In this concept the input video is separated into different layers, namely base layer and 
enhancement layers, in such a way that the stand alone base layer can function on its own to give 
the basic quality, bit rate and the resolution expected by the network or the end user. The output 
quality can be improved by decoding enhancement layers with the base layer of the bit stream.
SVC becomes versatile in heterogeneous networks where the segments of the 
transmission networks vary a lot in terms of the network parameters like bandwidth, transmission 
protocol, and the display quality of the connected devices. In this case the intermediate gateways 
have to take a decision regarding the percentage of the bit rate and quality of the video stream 
assigned to each channel. The truncation takes place by dropping the packets belonging to 
different layers, mainly of enhancement layers as illustrated in Fig 2.2.
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Fig. 2.2: Heterogeneous network [74]
In practice there are three different types of scalabilities depending on the parameter 
changed in the video sequence. They are namely temporal scalability, spatial scalability and SNR 
scalability [99]. When the encoder is using one o f these scalability types, at the transmission end 
the bit- stream can be truncated to get the desired spatio-temporal target resolution simply by 
discarding the NAL units belonging to either higher resolution or bit rate or SNR [5].
2.1.2.1 Temporal Scalability
In temporal scalability the dependency among frames is controlled in the time domain,
i.e. the video stream can be extracted at different frame rates. The temporal down sampling is
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achieved by skipping intermediate frames while the up sampling is achieved by copying the 
previous frame [101].
In H.264/AVC the temporal scalability is employed by means of hierarchical prediction 
structure. If frames are grouped as shown in Fig 2.3, then the key pictures in the sequence forms 
the layer with the lowest or the coarsest temporal resolution. Also, for key picture encoding, only 
previous key pictures are used as reference pictures. In the case of other pictures within a group, 
the referencing can be done by means of any picture within the same group or from a higher 
temporal level as illustrated by dotted arrows in Fig. 2.3. However, the usability of the temporal 
scalability is limited by the inherited delay in the prediction mechanism [76], [99].
Key pictures
I
kl
- x -
Group 1 Group 2
Fig. 2.3: Temporal scalability
2.1.2.2 Spatial Scalability
Spatial scalability uses a resolution based prediction mechanism. First each and every 
frame in the sequences is down sampled in terms of resolution. Then each down sampled version 
is encoded with layer specific motion parameters to give separate bit streams which represent 
respective resolution level [77], [76].
The dependencies between the layers are exploited using inter-layer prediction 
techniques. This in turn helps to increases the coding efficiency. Also, in the presence of more 
than one lower layer, the encoder has the flexibility to select the best match as the base layer for 
the interlayer prediction technique. The interlayer prediction is done in three different ways,
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namely Inter-layer motion prediction, Inter-layer residual prediction and Inter-layer intra 
prediction. These techniques can be combined to achieve more effective results [77], [76].
Fig. 2.4: Spatial scalability with inter-layer prediction [76]
2.1.2.3 SNR (Signal to Noise Ratio) Scalability
In this scenario video is presented in different ratios of SNR, i.e. quality. In SNR 
scalability, the discrete cosine transform (DCT) coefficients are quantized into different quality 
levels by means of different quantization parameter (QP) values at each iterations [101] to obtain 
different scalable layers.
In general there are two types of SNR scalabilities. They are Coarse Grain Scalability 
(CGS) and Medium Grain Scalability (MGS). They differ from each other in output picture 
quality. The quality difference between two spatio-temporal layers generated by CGS is 25% 
while that of MGS is 10%. In early days of the H.264 standard another type of scalability called 
Fine Grain Scalability (FGS) was introduced. In FGS the base layer NALU comprise all motion 
data and coarsely quantized residual signal. The enhancement layer data is used to improve the 
basic quality obtained at the base layer using a fine granular way, by truncating the enhancement 
layer data at any arbitrary point. To achieve this, progressive refinement slicing techniques are 
employed at the encoder. Each progressive slice contains refined residual data which is encoded 
with a QP increase of 6 [77], [5]. However, it’s removed from the standard due to the increase in 
complexity introduced at both decoder and encoder levels [15].
2.1.2.4 Combined Scalability
In practice the above mentioned three scalability types are merged together in order to 
achieve high performance gain. The combined scalability type, spatio-temporal scalability is used 
immensely in wireless applications [77]. Also, the SNR scalability can be built on top of the 
spatio-temporal scalability to achieve more flexible bit stream structure which can be truncated at
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certain points to achieve the desired quality and bit-rate levels [77], [76] in heterogeneous 
networks.
2.1.3 Scalable Extension of H.264/AVC
Although, the scalable video concept has been known for a long time, it often incurs 
significant loss of coding efficiency and increase in complexity of the codec [76]. Therefore, it 
was not a popular option in early stages of video communication. Nonetheless, when SVC was 
combined with the H.264/AVC standard it outperformed all existing standards [99], The Scalable 
Extension of H.264/AVC comprises most of the key features of the H.264 standard [76]. Since 
this scalable extension is built on top of the H.264 standard, it comprises most of the key features 
of H.264 as well as scalability concepts, such as spatial, quality and temporal scalabilities.
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Fig. 2.5: Structure of a SVC encoder [77]
Fig. 2.5 represents the basic block diagram of a SVC encoder with two spatial layers. As 
shown in the Fig. 2.5, the spatially down sampled sequence is fed to the base layer while the 
original sequence is used at the enhancement level. The motion estimation and the texture 
encoding are performed at each and every layer. The inter-layer prediction is used to locate and 
remove the redundancy, i.e. the correlation, presence between the layers. Progressive SNR 
refinements are added to each layer to improve the reconstruction quality of the specific layer. 
However, the lowest layer of the output stream is coded in such a manner as to be compatible with
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the single layer H.264/AVC coder. Because of this feature, it is possible to use H.264/AVC 
compatible devices in the broadcasting networks with the scalable bit stream to decode the base 
layer, which is AVC compatible and to obtain a video stream with the basic picture quality. For 
in-depth analysis and details of the scalable extension of H.264/AVC standard and its codec, 
Joint Scalable Video Model (JSVM) coder, the reader is directed to the reference [77].
2.1.4 Profiles of H.264/AVC Standard
At the early stages of development, H.264/AVC defined mainly three profiles, targeting 
different level of application scenarios. Those are namely baseline profile, main profile and 
extended profile. Then, later on it was extended to 17 profiles [2]. Fig. 2.6 illustrates the basic 3 
profiles associated with the H.264/AVC standard and the functional capacity of each of them.
EXTENDED
SI and SP 
slices Field coding
MAIN
I and P slices \  b slices 
CAVLC \
Redundnat
pictures Motion compensated prediction CABAC
MBAFFIn-loop deblockingFMO
Intra prediction
ASO Weighted
prediction
Data partitioning
Fig. 2.6: Profiles of H.264/AVC standard
The SVC extension of H.264 consists of three new profiles, which are evolved from the 
basic profiles of H.264. They are Scalable Baseline Profile, Scalable High Profile and Scalable 
High Intra Profile. The Scalable Baseline Profile is designed targeting mobile and surveillance 
applications while Scalable High Profile and Scalable High Intra Profile are designed for 
broadcasting and professional application scenarios. In addition, the multi-view extension of
H.264 consists of two profiles, namely, Multi-view High Profile and Stereo High Profile. Further 
details of the H.264 profiles can be found in reference [2].
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2.1.5 Application Areas
In today’s digital video coding applications, the H.264 standard is used extensively. It is 
employed in digital broadcasting application ranging from low bitrates to high bit rates, such as 
High-definition television (HDTV). The widespread uptake of the H.264 standard is due to its 
high compression capacity compared to earlier MPEG standards. For instance, it provides 50% bit 
rate saving compared to the MPEG-2 [2]. Moreover, H.264 is used in digital cinema and high 
quality video storage applications like blu-ray discs.
SVC is likely to be used in applications requiring video transmission over wireless 
networks, such as mobile television, video conferencing and Internet video streaming. With the 
help of SVC, a client with restricted access can only decode the most essential layers of the 
transmitted bit-stream while those with open access are capable of receiving an improved quality 
version of the same video sequence. Moreover, this technique can be used to facilitate unequal 
error protection on layer levels. I.e. the base layer, which is crucial for achieving basic quality, 
can be transmitted with high level of error protection while the enhancement layers are provided 
with the basic protection [76]. Another potential application of SVC is video surveillance. Video 
surveillance requires processing, storing and displaying the video obtained from many cameras, in 
various kinds of devices with different capabilities. Therefore, the layering technique plays a 
major role, when selected video contents are required to be saved and displayed in mobiles, 
personal digital assistant (PDA) and personal computer (PC) with different resolutions, bit rates 
and quality levels [76].
When scalability is used in storage applications, the amount of data stored can be varied 
by means of the layered concept. In particular, it is possible to store the base layer only for the 
long-term references while storing both the base layer and the enhancement layers for short term 
usage. In this way it is possible to efficiently manage the storage space, specifically in an 
environment with restricted storage capacity.
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2.2 Error Correction Tools for 2D Video
2.2.1 Background
Due to the dynamic nature and the unpredictability of the transmission channels, the bit 
stream transmitted through communication networks, always undergoes either burst errors or bit 
errors. However at the decoding end the packets with bit errors will be dropped resulting in 
corrupted pictures and deterioration in the quality of the output bit stream. Therefore research on 
error recovery, concealment and error propagation prevention methods is an important aspect of 
multimedia communications.
In current practice there are several methods to mitigate these adverse effects, such as 
forward error correction (FEC), feedback related algorithms, error concealment and error 
resilience mechanisms [32]. But, the introduction of these error control and recovery mechanisms 
heavily degrades the coding efficiency.
In general there are four types of data losses associated with bit errors which occur in 
wireless video transmission systems [32]
1. Least significant data loss
These are the type of errors which occur at less important portions of the encoded 
segments. For example errors in the texture data of the video will not propagate in 
temporal domain, so it will only deteriorate the quality of the picture which it belongs to. 
Also, a bit error in texture data will not propagate spatially. Hence, this is a localized error 
which causes the least significant data loss
2. Prediction data loss
If bit errors take place in motion vectors, they will result in prediction errors. There is a 
higher tendency for these prediction errors to propagate in temporal domain.
3. Data loss due to synchronisation loss
Errors which occur in variable length code words can sometimes cause the decoder to 
loose the synchronization. In such a case, the decoder is unable to detect the specific error 
location and it discards even the error-free portion of the received data until it reaches the 
next resynchronisation marker. Therefore, this kind of bit error will turn into a burst error 
at the decoder
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4. Loss of entire frame
Bit errors happen in the header data create the worst damage compared to above three 
types. When an error occurs at header data the decoder completely losses the track of the 
encoder and in turn discards a whole video frame. Hence, this is the worst type of error 
that can happen in the video transmission.
2.2.2 Error Resilience Tools
In broad sense there are four types of error resilience tools associated with the video 
encoding and decoding. Namely,
1. Localisation techniques
2. Data partitioning techniques
3. Redundant coding techniques
4. Concealment driven coding techniques
Besides, it should be noted that these tools are not mutually exclusive [91]. Introduction 
of these techniques will increase the bit rates of the encoded sequence and the complexity of the 
codec while decreasing the coding efficiency.
2.2.2.1 Localisation
In this method the spatial and temporal dependency between the frames or slices have been 
removed or reduced to stop further propagation of the errors.
Error Propagation 
Within a Frame Error Propagation Over time
Spatial 
a .  Localization |^ -  Temporal Localization
Fig. 2.7: Illustration of spatial and temporal localization [91]
20
Chapter 2. Background Theory
In practice the localization is performed under two criterions.
1. Spatial localization [91 ]
Fig. 2.7 (a) expresses the impact of the spatial error propagation and the effect of spatial 
error recovery tools. Some of the well-known spatial localisation techniques are;
• Slice structure [51]
In this method, the whole picture is partitioned into number of slices. Then, these 
slices are transmitted as independent NALUs. Therefore, the error in one slice 
will not propagate in the spatial domain, as shown in Fig 2.7(a)
• Resynchronization markers
Spatial dependency between the adjacent MBs can be limited by adding 
resynchronisation markers at MB boundaries in predefined intervals. This in turn 
improves the synchronisation between the segments in the bit stream.
However, every one of these segments carries separate header information to help 
the restarting of the decoding. For instance, bit pattern 0x00000001 is used as the 
synchronisation marker in H264/AVC compatible data stream. The introduction 
of additional data to the bit stream results in a decrease in the coding and 
bandwidth efficiency. This is one of the key inherited disadvantages of this 
method
2. Temporal localisation
In temporal localisation, measures are taken to prevent error propagation in the time 
domain. Temporal error propagation happens as a result of errors in prediction data. Hence, as an 
error prevention and recovery method the picture buffer is refreshed at regular intervals and the 
references back to erroneous pictures are minimised.
Following are few practical methods in detail:
• Intra coded MB and Instantaneous Decoder Refresh (IDR) MB [51]
Error localisation is achieved by intra coding frames in the sequence at selected 
intervals. Although, intra coded MBs are not a specific error resilience tool, it is 
widely employed in encoding to prevent the error propagation. In extreme case 
where the channel is highly error prone, all the MBs of the video stream will be 
intra coded.
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One of the key disadvantages of both intra coding and IDR coding is the increase 
in the output bit rate. Therefore, it is wise to select these two methods at the 
encoder either according to a cyclic patter or randomly or adaptively depending 
on the characteristic of the transmission channel.
• Reference picture selection
In this method, the encoder is customised to select only the frames decoded 
without any errors as future references to prevent the error propagation. For 
effective functioning of the above method, it is essential to have a feed back 
channel between encoder and the decoder. Reference picture selection method 
however, is supported only in the H.263 and MPEG-4 codecs.
2 .2.22 Data Partitioning
In data partitioning, the encoded data of a frame is grouped or fragmented according to 
the importance. Because of this feature, in case of an error in low priority data sections, the 
decoder can drop the corresponding packets and continue with decoding, provided that the group 
with the highest priority arrives without any errors. For example, in the H.264/AVC specification 
the encoded MB data is split into three groups: A, B, and C, depending on the relative importance 
of the encoded data. Group A consists of Header information, motion vectors and quantization 
parameters. Group B consists of intra coefficients while the group C contains inter coefficients 
[72].
After the partitioning, data transmission can be prioritised according to the relative 
importance of the segments. Such as, in the presence of a single channel the most crucial data can 
be transmitted with high amount of channel coding. Further, when multiple channels are available 
for transmission, the packets with the highest priority can be transmitted through the most reliable 
channel, facilitating unequal error protection to the encoded data.
2.2.2.3 Redundant Coding
In the redundant coding method additional data will be encapsulated with the bit stream to 
facilitate robust decoding at the decoder. This can be achieved explicitly by embedding duplicates 
of the primary slices as redundant slices, or implicitly by means of either Reversible Variable 
Length Coding (RVLC) or Multiple Descriptive Coding (MDC) [72].
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• Redundant Coding
In this tool, the replicas of the primary coded pictures (PCP) will be encoded and 
transmitted along with the primary data stream. At the decoder the redundant pictures 
are decoded if and only if the primary pictures are lost, otherwise the redundant 
stream is discarded. Therefore, redundant coding is extremely disadvantages in error- 
free environments. Hence, measures have been taken to minimize the amount of 
channel bandwidth allocated for the redundant frames. Profound outline of the 
redundant picture coding technique, which is explicitly used in this thesis, is provided 
in Section 2.3.
• Reversible Variable Length Coding
RVLC provides error resilience by means of both forward and backward decoding 
techniques. In other words, if an error (E) takes place between two adjacent 
synchronisation markers (SM) in a bit stream, in general the whole data between the 
two markers will be discarded, regardless of the accuracy of the rest of the data. But, 
this can be overcome by the use of RVLC, which have the capacity to carry out the 
decoding in both forward and backward directions as shown in Fig. 2.8.
SM
Forward direction
E
Backward direction
SM
decoding
W
decoding
Fig. 2.8: Decoding process of RVLC
The code words of Variable Length Coder (VLC) must be symmetric [36], so that it 
can be decoded either in forward direction or in backward direction. This in turn 
limits the flexibility of VLC and decrease the efficiency of the codec.
• Multiple Descriptive coding (MDC)
In this technique the bit stream is divided into mainly two streams which can be 
decoded independently to give a reasonable quality output video. The two streams are 
transmitted either in two different channels or multiplexed into one channel. At the 
decoder a reasonable quality image sequence can be regenerated if  one of the streams 
receives without any errors. Moreover, if both streams arrive at the receiving end 
without any errors, then the decoder is able to generate an output image sequence 
with superior quality. Furthermore, the redundancy in the transmission data can be 
minimized by analysing the correlation presence between the two streams, at the 
encoder.
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2.2.2.4 Concealment Driven Tools
As the name implies in concealment driven tools the errors are concealed by means of the 
additional information received about the general behaviour of the lost data. These tools can be 
either encoder driven or decoder driven. Interpolation is a common method which is used for. the 
lost data prediction.
Error concealment methods used in H264/AVC are,
• Frame loss concealments [1], [26], [106]
i. Frame copy
In this algorithm the error is concealed by copying the first picture in the 
reference list 0 of the corresponding sample. It can be performed on both 
base layer and enhancement layer levels
ii. Temporal direct motion vector generation. .
In this method all the motion vectors and reference indices for the missing 
picture is generated in a similar pattern to temporal direct mode algorithm.
iii. Motion and residual up sampling(BISkip)
The residual data and motion information is generated by up sampling the 
corresponding information of the base layer while the motion compensation 
was performed at the enhancement layer. Therefore it is obvious that this 
algorithm can be used only to conceal errors at the enhancement layer.
iv. Reconstructed Base Layer upsampling (RU) [106]
As the name implies, this is an error concealment algorithm for the 
enhancement layers. In this method, the reconstructed base layer image is 
up sampled using 6-tap filters to recreate the lost frame.
• Flexible Macroblock Ordering (FMO)
In FMO, the MB data will be organised into different slice groups. Then, these 
groups will be re-arranged according to a predefined pattern which is known to 
both the encoder and the decoder and are transmitted in separate packets. At the 
receiving end, decoder re-arranges the scattered data before decoding. The 
missing portions, i.e. erroneous segments, are predicted from the correctly 
decoded segments of the video sequence. By using this method the system can 
minimise losses and perform predictions more accurately than the frame 
concealment option. In H264/AVC standard there are seven predefined patterns
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and the pattern “type 1” gives the best performance out of all these patterns. 
Further, reference [72] provides more detail and analysis about the FMO 
technique.
2.2.3 Forward Error Correction (FEC)
FEC is another technique used in error prone environments to detect and correct bit errors 
in bit streams. In this method, at the transmission end some additional data, known as parity bits, 
are enclosed in the bit stream to facilitated error recovery. The selection of the appropriate FEC 
codes for a particular application depends on the characteristics of the algorithm such as resource 
consumption, memory usage, flexibility and computational complexity [30].
Some of the FEC codes used extensively in literature are listed below with their key 
features while comprehensive analysis of the turbo coding is given in Section 2.4.2
1. Reed Solomon codes [30], [20]
• Simple systematic linear block error correction code.
• With the increase in file size, channel bit rate and error rate, the amount of 
overhead added increases rapidly resulting in a massive extra bandwidth 
requirement.
• Requires lot of memory for the processing. But this can be improved by means of 
memory management algorithms. However, that in turn results in an increase in 
decoding time.
• Is capable of handling variable packet sizes with low additional overhead. Yet, this 
increases the computational complexity.
2. Raptor codes [30]
• Systematic code.
• With the increase of channel bit rate the bandwidth used for the error correcting 
code becomes relatively low.
• Requires very less amount of processing time and memory.
• Can support all the requirements of Multimedia Broadcast Multicast Service 
(MBMS).
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3. Low density parity check (LDPC) codes [21]
• Have a good block error correcting capacity.
• Suitable for parallel implementation and use iterative coding approach [6].
• Supported in Digital Video Broadcasting - Satellite - Second Generation (DVB-S2) 
standard.
•  Implementation is complex and for effective results the code length has to be 
longer [6].
2.3 Redundant Coding Tool o f H.264/AVC
Redundant picture coding is one of the error resilience tools used in video transmission as 
mentioned in Section 2.2. The redundant pictures work as a backup for PCP and it is encapsulated 
in a separate NALU. Hence, in case of loss of the NALU of the primary coded data, the decoder 
decodes the NALU of the redundant stream. Otherwise the redundant NALU is discarded. As a 
result, redundant coding technique is always associated with the cost of bandwidth loss and 
increase in redundant information. Therefore, a key research goal related to this technique is to 
find a suitable trade-off between the bandwidth and the output quality.
2.3.1 Advantage of Redundant Picture Coding
The advantages of redundant coding in comparison to other error resilient techniques are 
listed bellow [17].
1. Graceful degradation of quality
In FEC when the error rate exceeds the upper limit of the correctable error rate value the 
output experiences a sudden degradation of reconstruction quality. This cliff effect can be 
minimized by employing the redundant coding which gives a graceful degradation of 
quality over a large error rate interval.
2. Lower the buffering delay
FEC requires buffering before applying channel coding. This introduces a delay which 
might exceed the tolerable delay in case of real time applications such as video 
conferencing. In case of redundant picture coding this buffering is not required since both
26
Chapter 2. Background Theory
encoder and decoder can perform redundant picture encoding and decoding immediately 
after receiving information of the corresponding primary coded picture.
3. Reduce complexity
The basic redundant picture coding algorithm is simply a replica of the primary picture 
coding algorithm. At the decoder the redundant stream is discarded in case of an error free 
transmission. On the other hand, if the NALU with the primary coded picture is lost 
during the transmission, the redundant NALU is decoded in place of the primary coded 
stream. So, this doesn’t increases the complexity of existing systems unless the redundant 
pictures were coded using different strategies to improve the bandwidth usage.
4. Independence from the concealment scheme
Unlike FMO, the redundant NAL units can be decoded without any error concealment 
related implementations at the decoder. Still, better reconstruction quality can be achieved 
by combining the redundant coding with basic error concealments like frame copy.
5. Network friendliness
In this method the network router has the capacity to decide, whether to route the packets 
or to discard it when network congestion increases. But, this flexibility is not present in 
either FMO or FEC techniques.
6. Availability of random access point [40]
In case of a video broadcasting system the redundant pictures that are coded as coarse 
IDR pictures can be used as switching points or tune in point for the new clients. This in 
turn shortens the waiting time of the new users who tune into the broadcasting system.
2.3.2 Different Redundant Coding Techniques
This section introduces different type of redundant coding techniques available in 
literature drawing attention to positive and negative characteristics of each and every method. It 
mainly focuses on the basic redundant coding techniques, unequal error protection techniques and 
systematic lossy error protection method.
2.3.2.1 Basic Redundant Picture Coding
The straight forward approach for redundant coding is through generating duplicates of 
the primary coded picture. In the scalable extension of H.264/AVC codec (JSVM), the primary
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packet duplication is implemented as the redundant stream. Here the encoder re-encode the input 
frame with the same parameter set as the primary coded slice to generate the redundant stream 
and the syntax “RedundantPicCntPresentFlag” and “RedundantPicCnt” are used to indicated the 
presence of the redundant coded NALU [8], [46]. The disadvantage of this process is that 
redundant stream requires exactly the same amount of bit rate as the primary stream since it is a 
duplicate of the primary. Therefore, current research focuses more on possible methods of 
reducing the amount of redundant bits transmitted through the channel.
As a solution to the above mentioned problem, the redundant pictures can be encoded 
using coarser quantization parameter. However, at the encoder only the primary picture is used as 
the reference picture in the motion compensation stage. As a result, when redundant picture 
replace corrupted primary picture, an encoder decoder mismatch, which has the potential of 
propagating with time, is created at the decoder. This might result in a low average Peak Signal 
to Noise Ratio (PSNR) compared to the codec which uses exact copy of the primary picture as the 
redundant picture [17].
Moreover, when the error rate gets higher in some transmission environments it is 
possible to lose both the redundant and primary slices, namely in channels with high number of 
burst errors. In such situations, frame copy error concealment can be employed, although it 
creates some adverse effect on the future frames which use the concealed frame as reference 
frame. This can be overcome by employing the feedback based primary picture coding which 
employs only correctly decoded picture as references for the future frames. But, the employment 
of feedback is not practical for some applications like video conferencing, where real time 
encoding and decoding is required. C. Zhu and H. Li in [107] propose multiple redundant picture 
coding technique with multiple reference pictures to overcome this problem. Here the primary 
picture and number of redundant pictures is encoded with different reference pictures. At the 
decoder if the reference picture of the primary code is error prone then it will decode a redundant 
picture which refers to an error free decoded picture. The disadvantage of this scheme is the 
transmission of vast excess data.
2.3.2.2 Unequal Key Picture protection
Unequal error protection was introduced to provide extra protection to selected areas of 
the bit stream and to improve the bandwidth usage of the transmission channel. One of the 
popular selective redundant picture coding criteria is redundant key picture coding. The unequal 
key picture protection methods available in literature can be broadly categorized into two, as 
frame duplication based methods and XOR technique based methods. Some of the proposals 
available are listed bellow.
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1. Frame duplication method.
A redundant key picture coding method for scalable extension of H.264/AVC is 
proposed in [40]. This method includes implementation of additional SEI messages. The proposal 
was implemented in the JSVM version 9. The core experiment results of this proposal are given in 
[41].
Y. Wang, M. Hannuksela and M. Gabbouj in [95] describe an unequal error protection 
mechanism for the key pictures using the reference picture selection option. According to [63], if  
the probability of a picture hit by transmission error is p , then in the presence of a group of 
picture(GOP) size of N, the probability of the Nxk picture hit by an error is ,
In the presence of redundant key picture, P  ) (2.1)
In the presence of intra coded key pictures ~ P  (2.2)
p(fc\  J  q  \  N xk+ \
In the presence of no redundant pictures,  ^ *No ~  ^ P ' (2.3)
In Equation (2.1), (2.2) and (2.3), k is the frame position within the GOP. According to 
(2.1), (2.2) and (2.3), it is obvious that the intra coded key pictures outperform the other two 
cases. Compared to the case where there is no redundant coding, the stream with redundant data 
for the key pictures exhibits a superior performance in error prone environments. However, the 
use of intra pictures consume larger portion of the transmission bandwidth. Thus, it is advisable to 
employ the first two methods in an adaptive fashion to get more effective result.
2. XOR method
The basic XOR method provides one to many protection. For example, the redundant 
picture for frames A, B and C is generated using the A © B ® C method. Suppose that the frame 
B is lost at the decoder, then it can be recovered by following the subsequent operation sequence, 
A ®  (A® B ® C) = B © C and C ® ( B ® C )  = B respectively.
In the method proposed in [86], if the GOP is 8 then XOR operation can be applied to 
either to all or selected frame number combinations from the set 0-4-8, 0-4-2 and 8-4-6. Further, 
in this method, one to one protection is always applied at the start of the sequence to frame 0 and 
continues either at selected intervals or for the last frame of the sequence. The selection of 
primary pictures for the redundant coding depends on the GOP size and the rate o f content 
variation in the sequence. Since this proposal uses distinct sets of frames for the redundant coding,
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if  two of the primary frames used for the redundant coding are lost, then the recovery procedure 
collapse. Therefore, in the presence of burst errors, there is a high possibility of failure in recovery 
process.
Hendry and M. Kim in [42] propose the sliding window XOR method as a solution to the 
above mentioned bottleneck. In this system redundant pictures were coded by applying XOR 
operation on 3 buffered frames and it follows a sliding window approach. I.e. in this method after 
applying the XOR on a buffered set the last frame in the buffer is dropped and the whole buffer is 
shifter forward to get a new frame. As a consequence, the new method outperforms the proposal 
[86] in high error rate environments. At the decoding end the decoder has the capacity to recover 
from burst errors, because in this method one primary picture is used to generate more than one 
redundant picture as shown in Fig 2.9. Apparently, this prediction structure facilitates both the 
backward and forward recovery modes.
XRP NAL Data NAL
Fig. 2.9: Three ways of recovering a lost NALU (Buffer length = 3) [86]
Nevertheless, the sliding window method introduces a delay at the decoding end, due to 
the fact that the decoder have to wait till all the three frames have been received before recovering 
any losses. To avoid this delay, researchers had proposed to transmit the redundant pictures prior 
to the primary picture. Still the method introduces a constant delay at the encoding end.
Cross XORed Redundant picture (CXRP) method introduced in [27] is a more flexible 
technique compared to both of the above mentioned schemes. This proposal takes into account the 
prioritization information’s of the sequence. It proposes three application scenarios with three 
different XOR generation approaches. They are;
a. If all data have equal priority:
Redundant pictures for frames A, B, C can be generated as, ^  ® ^ 
A ®  C  anc[ C © B
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b. If selected data have high priority:
If frame B have the highest priority, redundant pictures can be generated in a manor to 
give B more protection than the other frames. Also if the priorities of the rest of the
frames are A and C consecutively then the coding structure will look like ^  ® & 
ancj A © B © C
c. If the channel is error free or has a low error rate:
For channels with low error rates, one redundant picture will serve the purpose.
Therefore the redundant picture will be generated using A ®  B ®  C
Since, the CXRP method provides adaptive redundant picture coding, it outperforms both 
of the above discussed proposals.
2.3.2.3 Systematic Lossy Error Protection (SLEP)
SLEP is an effective error resilience scheme introduced by S. Rane, P. Baccichet, B. 
Girod in [64]-[63] which incorporates redundant picture coding, Read Solomon coding [20] and 
the concept of Wyner-Ziv coding(Section 2.4). First of all, this scheme is proposed for JM codec 
which is designed based on H.264/AVC standard. As shown in Fig. 2.10, in this scheme the input 
data is first encoded to get the primary stream with an acceptable value for Qp (Qpp). Then, the 
secondary encoder extracts the motion information, the boundary conditions, and the other coding 
parameters form the primary coded picture and repeat the encoding again with a coarser Qp (Qpr). 
Since, both primary and redundant streams have the same picture and sequence parameters except 
the value of Qp, it is not necessary to transmit an additional data related to the picture parameters 
and sequence parameters.
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Fig. 2.10: Model of SLEP Codec [18]
Next, the stream with the coarser Qp is sent into the Reed- Solomon base parity bit 
generator. Reed-Solomon (RS) coding is applied across slices as shown in Fig. 2.11, to enable 
efficient error recovery. The disadvantage of applying RS coding across slices are the addition of 
filler bytes for some slices to meet the maximum slice length of the selected group [63] and the 
increase in the buffering delay. Nevertheless, when this scheme is employed a loss in one set of 
RS parity bits doesn’t make a big impact on recovery. Also, it facilitates recovery o f loss of whole 
packets in a particular group of slices, provided number of packet loss is less than or equal to the
n — k
error correcting capacity of the RS coder, which is—- — . After generating the parity bits, only
the parity slices and the relevant value of Qpr is transmitted with the primary stream, as the 
redundant data.
Transmit along this direction
X X X X X X X X X X X X X
1
> ■ •, A; ; A ....
.
RS code across slices
□  1 byte in slice I I filler byte 1’ '""'I parity byte
Fig. 2.11: Reed Solomon code applied across slices [63]
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At the decoding end the parity slices are decoded only if errors are found in the primary 
stream. In the presence of errors, the erasure primary is used as the data portion of the Reed 
Solomon (RS) decoder after performing the re-quantizing at Qpr. Next, with the parity and the 
data of the Reed Solomon code the errors at the primary are corrected. But, the recovered picture 
will be of low quality compared to the primary picture because of the coarser Qpr.
According to the results presented in [67], [68], [66], compare to Loss-Aware Rate- 
Distortion Optimized (LARDO) MB mode decision algorithm, one of the error recovery tool of 
the JM codec, SLEP exhibits superior performances. In this method, the actual quality gain 
depends on the characteristics of the input sequence. For example, it provides a superior gain in 
quality for bit steams with medium to high bit rates [67]. It has the ability to correct errors at any 
locations of the sequence, which LARDO fails to provide. But, the SLEP introduce a buffering 
delay both at the encoder and the decoder at the RS coder stages and also it should be noted that 
the performance of the scheme increases with the increase of the buffer size k in Fig. 2.11. 
Accordingly, this scheme is not applicable for real time applications.
The performance of the SLEP can be improved immensely by incorporating FMO and 
Region of Interest (ROI) methods. The applicability and the operation of SLEP which 
incorporates these two schemes are discussed in [64] and [18]. In reference [65] and [66] the 
derivation of the rate distortion model for the SLEP is outlined.
Finally, in the 21st Meeting of JVT of ISO/IEC MPEG & ITU-T VCEG held at 
Hangzhou, China, in October 20-27, 2006, it was decided that this technique will not be used 
extensively for the purpose of error recovery in near future, due to the facts of complexity and 
delay introduced by the modifications. Therefore, further core experiments in this area is on hold 
for the time being [10].
2.3.2.4 Region o f Interest (ROI) Approach
Generally, in a video sequence it is possible to identify a particular area which is of high 
importance to the client than the rest of the image. Also, it is possible to apply extra protection for 
these identified regions of the sequence, in order to limit the impact of channels errors and to 
increase the user satisfaction. However, the region of interest is user dependent. In most 
occasions, the regions with high fluctuations are considered as ROI.
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Methods used to identify ROI:
1. Based on the previous frame [19].
In this method the Mean Absolute Difference (MAD) is used to find the key region of 
the frame. MAD is calculated by taking the difference between the filtered current 
frame and the encoded previous frame. Then, an active map is created using the 
values of MAD. Next, the MAD value is compared against a threshold to generate the 
ROI of the frame as illustrated in Fig. 2.12.
Current image Activity Map
(MAD for each  Macroblock)Difference signal
Previous image
Picture Parameter Set
Slice
Slice G roup  3
Slice
^(with the FM02 mapping)
0 G roup 1
-esJS c '  ' "*"* -------------------* Region-of-Interest
Slice 
G ro u p  2
Fig. 2.12: Previous frame based ROI method [19]
2. Based on concealed frames [64],
In the concealment base ROI estimation method, the impact of the loss of data for a 
predicted error rate is analyzed at the encoder in order to identify the ROI. Using the 
simulation data a concealed image is generated for the current encoded frame under a 
defined PLR environment. The error between the encoded and the concealed pictures 
gives the impact of the channel distortion. Next, the MAD is calculated for the whole 
picture to generate the significance map. Then, the values of MAD are compared 
against a predefined threshold value to identify the ROI. Although, this looks like a 
complex method, it has features that might result in outperforming the above 
described method 1 in terms of the reconstructed picture quality at the decoder 
because of the adaptive encoding technique that has been employed.
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3. User defined.
Another straight forward method of finding the ROI is by using the user inputs [45]. 
In this method, the ROI is coded depending on the inputs specified by the user. So, it 
is essential for the user to have a prior understanding about the type of information 
expected. Therefore, this might not be a practical technique in certain application 
environments.
2.3.3 Adaptive Redundant Picture Coding Methods
Adaptive error protection techniques are practical methods of enclosing redundant 
pictures in a transmission stream. In this approach, redundant pictures are coded and enclosed in 
the transmission stream depending on the characteristics of the input sequence and wireless 
channel. Over the past years, different methods were proposed for these purposes.
In the method proposed in [108], the adaptation is based on the characteristics of the input 
stream. And according to the results of the simulation the proposed method is capable of boosting 
the PSNR of the reconstructed video by 2-4 dB in erroneous environments. The methods 
introduced by [108] and [39] are,
1. Threshold based methods,
a. Based on Mean Absolute Motion Vector (MAMV) [108].
In this method the redundant pictures are coded if the MAMV of the 
primary picture is greater than a predefined Threshold value. The MAMV 
is calculated using (2.4).
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  N - \
m = Y j \m v x \ + \ m vy \  (2-4)
i=0
where the MV  denotes the mean absolute motion vector, N  the total
number of 4x4 blocks of primary picture, jlor|zon a^| component
MVYof the motion vectors and 1 vertical component of the motion 
vectors [108].
Here it should be noted that the redundant pictures use either the previous 
key picture or the previous primary picture with a redundant picture as 
the reference. This is adapted in order to mitigate probability of error 
propagation
b. Based on rate distortion value
This method follows a method similar to the LARDO method [108] used 
in JSVM codec to calculate the distortion associated with the primary 
coded picture. Then, the calculated distortion (Dp) is compared against a 
predefined threshold value. If the Dp is larger than the threshold Dr a 
redundant picture is coded else only the primary coded picture is 
transmitted. Furthermore, reference picture selection is performed similar 
to that of mean absolute motion vector method.
2. Rate distortion optimized method
In theory the Rate Distortion (RD) can be calculated using (2.5),
RDcost -  D + X'xR (2.5)
Where D is the Distortion present in the channel, R is the estimated coding rate 
and ^ is the Lagrange multiplier.
In this method, first RD costs are calculated for two modes.
They are:
Mode 1: Encode only the primary picture.
Let the RD cost of mode 1 be RDIy which is given by (2.6)
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RDX = Dx+ Axi?j
Mode 2: Encode both primary and redundant.
Let the RD cost of mode 2 be RD2, which is given by (2.7) 
RD2 = D2 + X x R2
(2.6)
(2.7)
Then the condition for redundant picture coding is,
RD\ > RD2 (2.8)
which can be further simplified to 
Dl - D 2 > X(R2- R x)
D] —D2 > A'(RredUndnant)
(2.9)
A brief outline about the existing RD models and derivation of the rate distortion 
models for scalable video is given in [29].
However, in all the above described adaptive coding methods, decisions related to 
redundant picture coding were taken depending on the characteristics of the input video stream. 
The channel condition also plays an important roll in error recovery as well as the characteristics 
of the input sequence. The reference [93] proposes a method which takes into account the 
channels condition when performing the encoding.
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Fig. 2.14: Block diagram of the channel-adaptive UEP scheme in [93]
As shown in the Fig. 2.14 in this system first the encoder encodes the current pictures 
depending on the channel condition. Here the decisions like number of layers encoded and the bit 
rate allocation for each layer are taken dynamically through active channel estimation and 
modelling processes to minimize the overall expected distortion [94]. Then, at the decoding end 
after decoding the current picture the decoder calculates the channel parameters like bit rate, loss 
rate and transmission delay and transmit them to the encoder. At the encoder, the channel 
simulation model is refreshed using the new feedback details and the next set of pictures is 
encoded depending on the new simulation results. So, this method can be used to apply error 
protection techniques adaptively.
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2.4 Distributed Video Coding (DVC)
Distributed video coding is a newly emerging coding paradigm where complexity of the 
codec is transferred from the encoder to the decoder. In DVC in order to reduce the encoder 
complexity the source statistics are exploited heavily or partially at the decoder end rather than at 
the encoder end, as in conventional video coding.
This architecture is proposed for applications where low power encoders are required. In 
such case the system must support low complex encoder for power efficient encoding while 
providing one to many encoder-decoder system. However, the efficient implementation of such 
system is heavily dependent on the correlation between the encoded sequences. Therefore, the 
DVC theory is more applicable for multi-view coding scenarios. Moreover, Wyner-Ziv parity 
stream generated by a DVC codec has a higher capacity to withstand bit errors that occurs during 
transmission. This feature is due to the channel coding mechanism employed in the encoding and 
decoding stage of the DVC codec. As explained in Section 2.3.2.3 under SLEP architecture, the 
Wyner-Ziv coding concept can be used in error resilience tools to improve the robustness of the 
error recovery mechanism.
2.4.1 Background Theory
The DVC concept revolves around a scenario where a statistically dependent video 
streams will be encoded separately and then decoded jointly by means of exploiting the statistical 
correlation between the encoded streams at the decoder end. In order to achieve this, the DVC 
concept heavily relies on two information theory scenarios: Slepian-Wolf and Wyner-Ziv(WZ) 
theorems [37].
• Slepian-Wolf theorem(l 970) [61]
Encoder
Encoder
Source
Source
Joint
Decoder
Fig. 2.15: Slepian-Wolf theorem
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Fig. 2.16: Slepian-Wolf boundary condition
If there exist X and Y statistically dependent discrete random sequences which are 
independently and identically distributed (iid), and if they are separately encoded with 
rates of Rx and Ry respectively (as in equation (2.10) and (2.11)) and jointly decoded by 
exploiting the statistical correlation between the two, then it is possible to decode the two 
sequences with arbitrarily small error probability with a rate of Rx + Ry (2.12)
Fig. 2.16 illustrated the Slepian-Wolf theorem in graphical form while (2.10), (2.11) and 
(2.12) summarise the theorem.
Rx > H { X  IY) 
RY >H(Y IX)
Rx + R r >H (Y ,X )
(2 .10)
(2 .11)
(2 .12)
where H(XZY) is the conditional entropy of X  given 7, H(Y/X) is the conditional entropy of 
7  given X and H(Y, X) is the joint entropy of X and 7.
In conclusion, the system will not experience any coding loss by encoding statistically 
dependent iid sequences separately and decoding jointly, compared to the traditional 
predictive encoding system.
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• Wyner-Ziv theorem(l 976) [61]
The Wyner-Ziv (WZ) theorem describes the performance of the above concept when 
decoding the sequence X  under acceptable distortion level where the information of the Y 
is known. WZ theorem presents the minimum rate Rm necessary to decode the sequence 
X  with an acceptable distortion d, when the side information related to the Y is known at 
the decoder. For the theorem to hold, the two sequences must be statistically dependent 
and iid. Also, according to the theorem the two sequences are not statistical analysed at 
the encoder.
The reader is directed to reference [22], [61], [37] for profound description of the above 
theorems and modifications performed on them for efficient adaptation to the DVC system.
2.4.2 Wyner-Ziv Coding Architecture
Over the last decade researches had produced couple of system architectures for the DVC 
codec. Among them the Stanford Wyner-Ziv video codec architecture and the Berkeley Wyner- 
Ziv robust video coding solution have achieved a good level of recognition in the field of DVC. 
Reference [22], [37], [7] provide an in depth analysis of these design architectures. Therefore, the 
reader is directed to the above references for further details of the above two architectures.
During the research presented in this thesis, a modified version of the ISTWZCodec 
implemented within the VISNET II project is used extensively. Hence, this thesis focuses mostly 
on Stanford Wyner-Ziv video coding architecture, upon which the ISTWZCodec is built on.
The implementation of DVC codec can either be done on pixel domain or in transform 
domain. The pixel domain codec architecture is implemented based on the proposal [14] by S. 
Rane, A. Aaron et al. Since, this codec is not employed in the research covered in this thesis, for 
further details about the pixel domain WZ codec, IST-PDWZ codec, the reader is directed to 
reference [14], [22]. The transform domain codec, IST-TDWZ, which is developed within the 
VISNET II and employed through out this research, is illustrated in Fig 2.17.
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Fig. 2.17: IST-TDWZ coding architecture
The WZ codec illustrated in Fig 2.17 is similar in construction to the Stanford Wyner-Ziv 
video coding architecture used in distributed video coding. On the whole, it consists of two 
parallel coding structures at both the encoder and decoder sides. Namely, the Key frames coder 
and the Wyner-Ziv coder. As the name implies, the key frame coder handles the key frames of 
each group of pictures of the sequence and it uses a conventional intra frame coder, such as 
MPEG codec, to achieve this task. Throughout, this research the H.264 codec is used as the 
conventional encoder and the decoder.
The Wyner-Ziv codec proposed in the Stanford architecture comprises six subsystems. 
They are transform unit, quantizer, Slepian-Wolf encoder, Slepian-Wolf decoder, reconstruction 
unit and Inverse transformer. First, the frame is divided into nxn  sample blocks at the encoder. In 
the current implementation the frame is divided in to 4x4 MBs. Then, these MBs are sent through 
the transform unit where the data of the sequence is transformed from spatial domain to DCT 
domain. Next, the DCT coefficients of the entire frame are grouped according to the relative 
position of the coefficient with in the block. For example, all the DC coefficients of the frame are 
grouped into one sub group. These are called as coefficients bands.
Next, the rearranged coefficients are uniformly quantized according to a predefined 
quantization matrix to meet the target picture quality. The quantised output bits of each 
coefficient are grouped into bins according to the order they appear. For instances, in all DC 
coefficients the first bits are grouped in to bin bj while the nth bits are grouped in to bin b„. These 
bins are called bitplanes. After quantisation the bitplanes are turbo encoded. The turbo coding 
starts from the most significant bitplane (MSB). The turbo coding concept employed in WZ
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coding is discussed in depth in Section 2.4.3. Finally, turbo coded parity information are buffered 
and transmitted as chunks according to the decoder requests while the systematic bits are left out.
The Wyner-Ziv decoder consists of Slepian-Wolf decoder, Reconstructor, and Inverse 
transformer. The Slepian-Wolf decoder needs two input streams to function effectively. They are 
namely, the parity data which is transmitted on request and the side information (SI) which is a 
good assumption of the frame to be decoded. The SI data frame is a motion extrapolated 
prediction of the current frame to be decoded using the neighbouring key frames and already 
decoded WZ frames. At the Slepian-Wolf decoder this side information is corrected up to an 
acceptable quality level using the available parity bits. Therefore, the better the assumption is 
lesser the number of parity required for decoding will be. This in turn improves the bit rate 
utilisation of the system.
After Slepian-Wolf decoding of each and every bitplanes of DCT coefficients, they are 
rearranged to form the reconstructed DCT coefficients matrix. In cases where there aren’t any 
parity bits relevant to the DCT reconstruction the relevant positions of the matrix is replaced by 
the DCT value of the SI data. Thereafter, the block based inverse transform, IDCT, is performed 
on the reconstructed DCT matrix to obtain the reconstructed Wyner-Ziv frame. Finally, frames are 
reordered as necessary to form the reconstructed sequence.
2.4.3 Turbo Coding in Wyner-Ziv Codec
As mentioned in Section 2.4.1 the Slepian-Wolf bounds is achieved in DVC using 
channel coding and noise modelling. For this purpose, the well known turbo coding is proposed 
by Aaron et al. in [14]. Turbo coding is a channel coding technique which is based on parallel 
concatenation and recursive systematic convolution (RSC) encoding and iterative decoding. It is 
adopted in low power applications such as deep space exploration and satellite communications 
and interference limited applications like Universal Mobile Telecommunications System (UMTS) 
3rd Generation cellular networks [25].
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2.4.3.1 Turbo Coding
dk
►
Input data, dk
Output Parit^
INTERLIVER
RSC ENCODER 1
RSC ENCODER 2
Fig. 2.18: Turbo encoder
As illustrated in Fig. 2.18, the turbo encoder consists of two parallel concatenated RSC 
encoders separated by an A  bit interleaver or a permuter. The systematic input data, dk, is directly 
fed into RSC encoder 1 while the interleaved version of the input is fed to RSC encoder 2. The 
output of the system consist of the input data <4 and the output parity Yki and Yk2. The output parity 
will be sent through a puncturing system in order to achieve the required coding rate for the 
particular application scenario.
The generator polynomial of the RSC coders in the turbo code can be written as follows
[100].
G(D) = g t(D)
g 2(D)
(2.13)
where g :(D) and g 2(D) polynomials are feed-forward and feedback polynomials 
respectively. The degree of the g. (D) , m, indicated the memory of the RSC encoder and the 2m
gives the number of states of the RSC code. Fig 2.19 illustrates a rate Vz RSC encoder with 
memory levels of 3 and states of 23. The generator polynomial for the illustrated RSC coder can 
be written as (2.14).
GX{D) = 1-
1 + D + D: 
1+ D 3
(2.14)
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ukp Parity data
uk Input data
uks Exact copy of the input
Fig. 2.19: Example of RSC coder with rate Vi
2A3.2  Turbo Decoding
Turbo decoding takes the form of iterative decoding. It consists of two elementary 
decoders interconnected serially through N-bit interleavers as shown in Fig. 2.20. In general 
practice, the number of iterations doesn’t exceed 18 and in most case scenarios 6 times is 
sufficient.
In turbo decoding, at the beginning of the process the first most decoder decodes the 
sequential data and sends the hard decision and the reliability estimation of the decoding called 
priori information to the second decoder. Next, the second decoder decodes the input data using 
both hard decision and priori information from the decoder 1. Then the priori information and the 
hard decision of the secondary decoder are feed back to the first decoder and the iterative 
decoding is continued till the final output decision is made. During these fed back process an 
interleaver is employed to avoid the correlation between the two decoders and to make the 
channel between the two, memory less.
In literature there are two turbo decoding concepts that can be used to achieve near 
Shannon limit error correction performance [73]. Namely, Maximum Aposteriori Probability 
(MAP) algorithm and Soft Output Viterbi Algorithm (SOVA). As the name implies the later is 
derived from modified Viterbi algorithm and is versatile in minimising sequences errors than bit 
errors. The former, MAP algorithm is developed to minimize the bit errors in the received data 
and this algorithm will be analysis comprehensively in the Section 2.4.3.2.1.
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Fig. 2.20: Turbo decoder. (L12(Uk) is soft information from decoder 1 to decoder 2 and L2i(uk) is the
vice versa.)
2.4.3.2.1 MAP Decoding fo r Turbo Codes
It is an algorithm developed based on the BCJR algorithm and it takes decoder decisions 
based on Log A Posteriori Probability (LAPP) of each bit based on the entire block of N  data. In 
the turbo decoder the decision making is based upon the conditional probability of the noisy 
received code wordy. For example, if the P(uk =+l/y) > P(uk =-l/y), the input data, Uk is decided 
as +1 and vice versa.
The LAPP ratio, L(uk),can be defined as in (2.15) by incorporating the trellis code [100].
L(ut ) = log
E-PC**-1 = s >sk =s,y)!p{y)
S +____________________________
= s ’sk = s>y)/ p(y)
W
(2.15)
Where Sk is a state of the encoder at a defined time k , S* is all possible set of state 
transitions from (s k _ x = s ) -> (sk = s) due to input uk = +1. Similarly S' is all possible set of
state transitions from (5A_, = s ) —> (sk = s) due to input uk = -1.
It can be observed that (2.15) can be solved by evaluating the p(sk_ 1 = s  ,sk = 5, y)  joint
probability. However, as stated in [100] with the aid of the BCJR algorithm this joint probability 
can be defined by means of three parameters.
p(sk_x = s \ s k = s , y )  = a k_l (s').yk(s'>s)./3k(s) (2.16)
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Where,
«*(«) = and a o(s > =
seS
M s ') = Z A +i(s)rt+i(s’»s) and P A s ) =
seS
1 z/ 5  = 0 
0 otherwise
fl if  5  = 0 
0 otherwise
(2.17)
(2.18)
and
ft (s'.s) = p ipls')p(yt l s , s )  
= P(uk)p(yt lut ) (2.19)
Li (2.19), yk is the noisy version of the systematic bits and parity bit been 
transmitted. Furthermore, the equation (2.15) can be written as (2.20) by using (2.16) as illustrated 
in depth by William E. Ryan in [100],
L{uk) = \ og s+ (2 .20)
Where
« * (« )=
s___________________ (2 .21)
And
(2.22)
Since ^  (5) and J3k(s ) shares the same boundary condition as in a k (5) and J3k(s ) ,  
they can be calculated recursively using (2.21) and (2.22)
In equation (2.19) yk, represent both the received parity, ypk and the systematic bits 
generated which is ysk. Therefore to evaluate (2.19) we need to find two conditional probabilities,
they are, p ( y sk /u k) and p ( y pk /uk) . However, if an error free parity transmission is assumed
for the parity stream, p ( y pk luk) can be approximated with a direct delta function and in strict 
mathematical senses with a Gaussian distribution with mean zero and arbitrarily small variance 
<j2 as presented by C. Brites in [22]. Furthermore, the residual of the systematic information can
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be approximately modelled with Laplacian distribution as in [12]. (The noise model concept of 
the WZ decoder is analysed in Section 2.4.4.) According to [22] and [100],
For more details of the derivations stated above the reader should consult [100], [22], [73]. 
The map decoding algorithm employed in WZ codec is executed by evaluating (2.20) through the 
following steps.
1. Initialize the a 0 (s) and fiN (s ) for N bit length code word assuming that the encoder 
terminated at state 0.
2. Computes yk(s ,s) for all allowable state transitions based on the received parity ykand 
the noisy version of the input data dk reconstructed by means of the side information data.
3. Computes a k (s) for all s for 1 < k < N
4. Computes fik (s) for all s for 1 < k < N-l using backward recursion.
5. Calculate L(uk) using (2.20) for all 1 < k < N.
6. Repeat from step 2 with the priori information from the earlier decoding loop and with
interleaved data bits.
7. After the last iteration if  L(uk) >0 then the output is decided as +1 else it is -1
8. Next the bit error probability is calculated between the estimated data and the originally 
generated data. If this probability is greater than the defined termination threshold then
p ( y t /u i )  = P iy ' t  lu k) p ( y pk !ut )
(2.23)
And
r k{ s , s )  = P (s / s )p ( y t t s , s )
^ L apriori(uk )
(2.24).e £r
Where Ak and are constants, a  is the Laplacian parameter and
Lapriori(uk) = log (2.25)
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the WZ codec requests more bits from the encoder through the feed back channel and 
continue the iteration either till the end of the parity stream is reached or the desired 
threshold level is achieved.
So far, turbo coding concept is used extensively in DVC architecture. The ISTWZCodec 
explicitly employs the MAP turbo decoding algorithm as defined and presented with pseudocode 
by William E. Ryan in [100]. But in recent past the applicability of LDPC codes in place of Turbo 
coding is tested [97].
2.4.4 Correlation Noise Modelling
For efficient decoding in the turbo coded data it is necessary to analyse the reliability of 
the estimated side information at the decoding end. Since the side information is a corrupted 
version of the input, it can be assumed as it has been passed through noisy virtual channel.
If the estimated motion interpolated side information data is Yj and the original data 
correspond to the i* frame is Xj, then the relationship between these two parameters can be 
presented as in (2.26), as been passed though a noisy channel with a noise level of Ni.
In the transfer domain this noise is analysed at DCT band level compared to the pixel 
level analysis used at pixel domain. Moreover, the coding efficiency of the system is highly
actual and predicted frames the higher the number of parity bit required for efficient decoding will 
be. According to the literature, Laplace distribution can be used to model the virtual channel 
noise, Nj, of the system [24], [53]. Also this model provides a good balance between the simplicity 
in calculation and in the accuracy of the approximation.
where a  is the Laplacian distributed parameter which can be estimated using the 
variance of the distribution as shown in (2.28).
Y; = N,. +  X, (2.26)
dependable on successful estimation of the noise model since higher the miss match between the
f ( N )  = f ( Y - X )  = - (2.27)
o-2 = E ( N 2) - ( E ( N ) ) 2 = 4 ”
(2.28)
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Moreover, the calculation of the a  parameter can be done either offline or online at 
either sequence or frame level. However, in the ISTWZCodec that is used in this thesis the 
sequence level offline a  estimation is employed. For further study on these deferent methods of 
estimation the reader should consult [24].
2.4.5 Error Resiliency of Distributed Video Coding
Analysis of the error resilience properties of DVC is also a key feature in the DVC 
research area [89]. This can be analysed in twofold. They are the error resilience methods 
available and proposed to increase the error resilience performance in DVC and the error recovery 
capacity added by introducing DVC based architectures in to the traditional Video coding 
architecture.
The error handling in DVC can be categorises again into two. They are error handling in 
corrupted intra/key frames and error recovery methods for corrupted Wyner-Ziv frames. For error 
recovery in key frames the error resilience tools in traditional video coding can be employed. For 
example, methods such as FMO, redundant coding and frame copy error concealment tools plays 
an important part when recovering from errors in key frames. The effect on errors in key frames 
with FMO tool is evaluated and presented in [60].
The error resilience performance of the Wyner-Ziv data can be analysed either with 
feedback channel or without feedback channel. When the presence of the feedback channel is 
assumed the Wyner-Ziv bit rate is calculated using (2.29). In such instance, due to the 
retransmission of lost data an increase in the bitrates is observed.
Rm pLR = ^ ± - (2-29)™-PLR i -P L R
Where Rm PLR is the WZ bit rate at specific packet loss rate, orig is the WZ bit rate
at lossless environment and PLR is the packet loss rate.
In [102] Shuiming ye et al. discusses a new hybrid error concealment method for DVC 
which incorporates both spatial and temporal error concealment methods. In this reference, the 
corrupted frame is partially reconstructed using the available data to create the spatial error 
concealed frame using edged directed filters. Then temporal error concealment is applied on the 
recovered frame by means of both key frames and already decoded WZ frames. The results 
exhibit promising performance in the DVC bit stream for all PLRs at high bitrates.
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One of the key extrinsic error resilience applications of the DVC concept is Systematic 
Lossy Source-Channel coding approach. For example, the SLEP scheme explained in Section
2.3.2.3 is proposed based on Wyner-Ziv theorem. This technique employs the RS coding with 
Wyner-Ziv coding concept and uses the partially reconstructed frame of the corrupted data as the 
side information at the Wyner-Ziv decoder. Since, the systematic data of the system is encoded 
using a conventional encoder and transmitted in a lossy channel without considering the error 
resilience provided by the channel coder, in this case the Wyner-Ziv bits, this approach is named 
Systematic Lossy Source-channel coding [13]. This concept is explicitly analysed in Section
2.3.2.3 earlier.
Moreover, in this thesis only the error resilience techniques related to the DVC codec 
with Stanford architecture is discussed, given that the ISTWZcodec is designed using this 
approach. For more details about the error reliance performance of PRISM architecture the reader 
should refer [90].
2.5 3D Video Coding
2.5.1 Introduction
The three dimensional (3D) technologies, which extend the visualisation to 3rd dimension 
and providing the viewer with the feeling of “been there” or “been immersed”, are hot reach area 
exploited in the 21st century. Due to the unique user experience provided by the 3D immersive 
technology, it is employed in free-view point video, 3D TV, IMAX cinema, 3D gaming 
applications and in some applications in medical profession. However, so far the application of 
3D video is restricted to a niche market.
In 3D video there is a huge correlation among neighbouring views. This association 
creates a huge redundancy in coding. Therefore, it is essential to analyse the inter-views for 
similarities between views on top of spatial and temporal correlation estimations of traditional 
coding before encoding, to achieve a better coding efficiency. In general a good 3D video 
representation technology must satisfy the following requirements.
• Applicability to extraction strategies
• Generality to enable using in any structure
• Accuracy and perceptual quality compares to actual scene.
• Efficient compression to meet the bandwidth availability
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• Compatibility with available 3D displays
• 3D perceptibility
Mainly there are couple of different options when it comes to representing 3D video. In 
general sense the image based approaches can be categories into three representations. They are 
omni-directional representation, stereoscopic representation and multi-view representation [81]. 
Some of the other advanced 3D video representation approaches are Voxel representation, point 
cloud approach and Mesh based coding.
As the name implies, in omni-directional representation the user is presented with a 
panoramic view in either cylindrical or spherical image plane. Fig 2.21 is a sample illustration of 
such scene representation. However, this kind of 3D video representation has only a few 
applications and it is not suitable for 3DTV.
Fig. 2.21: Omni-direetional images generated with Dodeca™ 1000 camera [3]
The second method, stereoscopic representation provides more realistic immersive 
experience than omni-directional representation. The objective of this representation is to create 
the illusion of depth using two slightly different 2-D views of the same object such as the two 
views named left and right views as presented in Fig 2.22 [84]. These two views are rendered at 
the receiving end in such a manner that the brain creates a 3D object using the depth information 
present with in the two views. Therefore, it can be viewed as a multi-view representation with N =
2. One of the key applications of stereoscopic video representation is 3D TV. In the resent past 
stereoscopic video reached to the world wide audience through IMAX cinema and 3DTV. For
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example, 3D video coding received a huge world wide success through 3D films, such as 
“Avatar” in the recent past.
O ry 'n c  im ag e
both view? c e  m e -c e d  
in the  brcrn :c form o  
smgse image
Fig. 2.22: The illustration of the stereo vision [84]
Another scene representation employed in 3D video is multi-view representation. In this 
method, different views of the same object from different camera angle are used to generate the 
immersive feeling as illustrated in Fig 2.23. Due to the availability of N number of views the 
client has the luxury of selecting the angle from which he/she likes to view the scene. One of the 
advantages of multi-view representation is its capacity to create additional virtual viewing points 
from the existing views using interpolation and rendering techniques. Multi-view representation 
can be used in free-view point TV and surveillance applications because of the above mentioned 
inheriting characteristics.
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Fig. 2.23: Multi-view scene representation, where same object is captured from different camera
angles [35]
In state of the art 3D research, the multi-view concept is improved to provide more 
prominent depth representations, for instance, multi-view plus depth video (MVD) and Layered 
depth image (LDI) representations. Since, this thesis addresses the error resilience concepts in 
multi-view video coding, the author intends to direct the reader to [56], [79]for further analysis of 
3D scene representation mechanisms.
2.5.2 Multi-view Coding Mechanism
In multi-view video, range of cameras placed at different positions capture the same 
object or the scene in different prospective and transmit all or selected views to the viewer in 
order to provide the immersive feeling. This provides the user with the opportunity to select the 
angle of the view they are interested in seeing. Therefore, in multi-view coding, sequences from 
different views with high correlation factors are encoded and transmitted to the customer 
according to user preferences. The codec employed in multi-view coding must function with a 
lower delay to improve the user satisfaction. Also, they must be backward H.264 compatible, in 
order to be able to use with the existing technology and in 2D video environments upon request. 
Further, such codecs must have the capacity to perform parallel processing of multiple views.
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One of the obvious straight forward approaches to multi-view coding is the encoding of 
different views independently using MPEG or similar codec. In such instances, if N numbers of 
views are coded independently, the system requires an approximate total bandwidth of N times 
the bandwidth requires for single view 2D video. This results in consumption of huge amount of 
transmission bandwidth. Hence, it is an infeasible approach to multi-view coding.
The alternative approach for a practical multi-view coding is through exploitation of the 
correlation between the inter-views at the encoder. This in turn will provide a higher compression 
efficiency and bandwidth utilisation. In general, multi-view frame can be predicted in three ways 
using the correlation present between adjacent frames of the same view as well as of the 
neighboring view. According to Fig. 2.24, Sn, Sn_i, Sn+i , are three different camera view points 
while Tn, Tn_i, Tn+i are three different temporal frames of the same sequence. IL, Is, I r  and IT are 
four reference frames available for the predictions of frame P. The prediction of P from IT is 
called temporal prediction, whereas that of Is is called disparity/inter-view prediction. Disparity is 
an estimation of the displacement of the object due to the camera position. It should be noted that 
the displacement or disparity estimation is statistically different from the motion estimation used 
in traditional predicting based MPEG video coding scenarios. The motion vector defines the 
movement of an identified object with time and it is a two dimensional representation. However, 
the disparity vector depends on the displacement between the cameras and it is a one dimensional 
measurement which is independent of time, unless the cameras are on motion. If the cameras are 
stationary then there exists a time independent global disparity vector. Further, if P is predicted 
from IL or IR, then it is called mixed prediction.
Fig. 2.24: Three different possibilities for predicting frame P [57]
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The multi-view encoder incorporates all three estimations defined earlier and the best 
match is selected as the motion compensated frame to facilitate efficient Rate-Distortion (RD) 
performance. However, in most of the Multi-view coding environments only temporal and 
disparity prediction mechanisms are used to achieve a good coding efficiency.
In [57] Mekle et al. present a new inter-view based prediction structure setup to improve 
the performance of the multi-view coding system. It exhausts the dependency between the frames 
to reduce the redundancy between the adjacent frames. The reference presents prediction 
structures, such as hierarchical B-ffame prediction mechanisms where the correlation present 
between time domain as well as the view domain are analyzed in order to improve the coding 
efficiency. According to the authors, the disparity base inter-view prediction plays a dominant 
part in multi-view video compression compared to other two prediction mechanisms. However, 
the gain provided by the new prediction structure is highly dependable on the correlation present 
between the adjacent views, frame rate, the sequences characteristics and sequence capture 
patterns. Another disadvantage associated with hierarchical prediction structure presented is the 
high dependency between intermediate views and the massive increase in the reference memory 
buffer capacity. Because of this dependency, the encoder bit stream becomes highly vulnerable to 
transmission errors.
Another approach to multi-view coding is to take into consideration the geometric 
constraint based information during the coding process. In this method the prediction mechanisms 
are improved by means of exploitation of the scene geometry and the use of intermediate 
representations of the frames for predictions, as introduced in [55] and [47]. For instance, the 
encoder can use the depth information to synthesize the prediction images. Even an extra view 
generated by means of interpolation or 3D wrapping techniques can be used in the prediction 
stage. Further, the proposal [105] and [44] presents techniques to mitigate the irregularity 
between views due to the fluctuations in illumination and colour properties of the captured views. 
Comprehensive analyses of these techniques are out of the scope of this thesis. So, the reader is 
directed to reference [55], [47] for further details.
2.5.3 Error Resilience in Multi-view Coding
With the vast development associated with the 3D video coding and transmission, 3D 
error resilience is emerging as a new research area. Although, there are multitude of literature on 
2D error resilience, due to the characteristic differences between the 2D and 3D video sequences 
and the different coding approaches employed, they are inadequate to cater specific requirements 
of the 3D video transmission. For instance, the 2D temporal motion estimation based error
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resilience tools need to be redefined before employing in 3D error recovery due to the disparity 
estimation mechanism employed to predict adjacent views. Further, the artefacts created in the 
reconstructed image due to loss of colour data creates a different visual experience compared to 
the errors due to loss of depth map information. Hence, it is essential to study error resilience 
mechanisms which are specifically designed to cater the 3D video coding and transmission 
environment.
Over the years considerable amount of research is done on error recovery techniques for 
3D and multi-view coding environments. However, most of these techniques are based on the 
error concealment techniques, which are decoder oriented. And less research is present on error 
resilience techniques. For instance, Zhou [104] present a fast error concealment scheme where the 
concealment frame is generated by means of the neighbouring view as well as of previous frame. 
The replacement is selected by analysing both the disparity vectors and the temporal motion 
vectors present in the sequence. In [28] authors, presents three novel error concealment algorithms 
which uses the Decoder Motion Vector Estimation (DMVE) algorithm to create the best match 
motion concealed macroblock which minimizes the Sum of Absolute Differences (SAD). The 
method presented combines two or more MB with an adaptive weighting factor to create the best 
match for the lost MB.
Further, reference [80] proposes an error concealment method which exploits the 
redundancy between the inter-views to generate the concealment frame. It employs the global 
disparity information to find the best match neighbouring view for the lost data. Then, it uses this 
best match motion information of the neighbouring view to regenerate the motion vectors of the 
lost MB.
Kwanwoong Sang et al. present three error concealment modes for multi-view coding in 
[83], from which two methods were based on bilateral criterion where the correlation between the 
inter-view and intra views or the preceding and the subsequent frames is evaluated. The third 
proposal presented combines couple of candidate blocks selected by means of block matching 
algorithm to generate the concealment frame. In depth analyses of all these error concealment 
proposals are beyond the scope of this thesis. Therefore, the reader is guided towards the above 
mentioned references for further studies.
From the survey presented, it is apparent that error resilience in the field of multi-view 
coding provides more opportunities for future research since the multi-view coding technology is 
in it early staged of development. Also, according to the state of the art literature, it is evident that 
there is a significant lack of encoder based error resilience tools. Therefore, it is important to 
study error resilient techniques like data partitioning, redundant coding and unequal error 
protection (UEP) schemes that are designed specifically to cater multi-view coding applications.
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2.6 Conclusion
This chapter provided a survey of the basic background behind error resilience coding 
techniques. It focuses on 2D video coding as well as 3D video coding, transmission and the 
impact of noisy channels on transmitted data. It exploits the H.264 based coding paradigms, 
specifically focusing on scalable extension of the H.264/AVC standard and the error resilience 
mechanisms proposed to improve the robustness of the encoded data. The usages and limitations 
of these error recovery mechanisms are analysed in depth in Section 2.2. Also the chapter 
presents a basic introduction to the Wyner-Ziv theorem based distributed video coding 
architecture and its resistance to channel errors. Introductions to Wyner-Ziv based H.264 error 
resilience techniques are also presented. Further, it also provides a quick overview of 3D video 
coding and its error resilience research area. It highlights the existing techniques while bringing to 
attention areas which need more improvements. The rest of the thesis is based on the observations 
obtained from this chapter. The research spun from this background survey, studes the feasibility 
of employing different redundant coding techniques to provide high error robustness to the 
existing 2D video coding as well as 3D video coding systems. The research addresses the 
bottlenecks and limitations highlighted in this chapter.
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Chapter 3
3 Performance Analysis of Redundant 
Coding Tools of H.264/AVC
Chapter 3 presents an in-depth insight to the redundant picture coding error resilience 
method of the scalable extension of H.264/AVC standard. The experiments carried out in this 
chapter are design to gain an understanding about the error recovery capacity of the redundant 
data and the possible trade-off among the bandwidth, the redundant data and the primary data. 
Also, the performance variation with the input characteristic of the sequence is observed. The 
findings are used extensively in future chapters, where best trade-off between redundant and 
primary data is achieved. Further, the observations are extended to generate new unequal error 
protection mechanisms.
The chapter is divided into several subsections. The Section 3.1 gives an insight to the 
motivation behind the experiments while Section 3.2 outlines the basic experimental conditions 
employed during the simulations. The Section 3.3 presents results and analysis of the experiments 
carried out to obtain a better understanding of redundant coding tool. Finally, Section 3.4 
concludes the chapter.
3.1 Introduction
In multimedia communication scenarios, due to the dynamic nature of the transmission 
channels, errors such as packet losses, bit errors and burst errors are almost inevitable. These 
errors degrade the quality of the reconstructed video frames and create a mismatch between the 
transmitted and reconstructed frames which may propagate spatially and temporally [91]. Hence, 
error resilient mechanisms are employed in video communication systems, to mitigate the visual 
artefacts caused by packet losses.
Depending on the functional characteristics, there are four types of error resilient tools: 
localization, data partitioning, redundant coding and concealment techniques [91]. In localization 
the temporal dependency between the frames is removed and in data partitioning the encoded data
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are grouped according to relative importance. In redundant coding, redundant information is 
encapsulated in the encoded bit-stream to enable robust decoding. Further, in concealment driven 
techniques [51], measures are taken to conceal the errors in the reconstructed frame.
In JSVM, redundant picture coding [85] is achieved by duplicating the primary coded 
data as presented by J. Jia and H Kim in [46]. However, this adaptation generates large amount of 
redundant data and overheads. Therefore, the primary picture quality has to be sacrificed in order 
to find room for the redundant information in constant bit rate applications. Also, in error free 
conditions the redundant data will be discarded and they don’t provide any useful information to 
the decoder. Hence, it is necessary to investigate the possible trade-off between the redundant and 
the primary data to improve the bandwidth usage and the error resilience capacity of the 
transmitted bit stream.
This chapter investigate the performance of the redundant picture encoding algorithm in 
error prone environments. The aim of the chapter is to obtain better understanding about the error 
resilient technique, redundant coding. During the first stage of the research, simulations were 
carried out to determine the amount of objective quality that can be gained through the inclusion 
of redundant pictures in error prone environments. Also, the trade-off among the bandwidth, 
primary data and error resilient data for an acceptable level of both visual and objective video 
quality at error free and error prone environments was studied. The rest of the thesis is extensively 
based on the knowledge gained through the state of the art literature as well as of findings of this 
chapter.
3.2 General Test Conditions
The experiments presented in this chapter use JSVM 8.9 codec [4] to generate the 
encoded data stream. The loss simulator [38] employed in this experiment uses loss patterns 
generated using empirical data obtained from IP networks environments. Therefore, the packet 
loss is independent of the packet length. However, if the selected test environment is a wireless 
channel, then the loss pattern of packets is dependable on the packet length. In conclusion, the 
simulations presented in this chapter is independent of the packet length and it depends on the 
amount of congestion present in the channel.
The sequences, Soccer, Foreman, Paris, News recommended by the JVT and MPEG 
groups were used extensively through out the thesis. The sequence “Soccer” consists of fast and 
complex movements. Also, in this particular sequence there is more than one object in motion at a 
given time, resulting in a high variation in motion. The second sequence being considered is
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“Paris”, where there are many movements in selected areas due to gesture and facial expressions 
of the two actors in the sequence. However, in “Paris” the background remains constant 
throughout. The “Foreman” contains an average amount of motion. The notable feature in the 
sequence is the shaky background due to the recording environment adopted at the time of 
creating the sequence. Finally, sequence “News” is used as a low motion video sequence due to 
the inherent low motion in the background and the foreground of the sequence for a long duration.
In general, transmission bandwidth and input and the output frame rates of the bit streams 
were varied according to the conditions given in [94]. For example, Soccer with frame rate of 30 
fps and bit rate of 512 kbps, Paris at 144 kbps and 15 fps and Foreman at 7.5 fps and 64 kbps 
were employed during the simulations. Further, the sequence soccer was repeated for 4000 frames 
while Paris and Foreman was extended only for 1000 and 1050 frames respectively. All the 
simulations were repeated at least for four times to encode no less than 4000 frames under the 
same packet loss rate conditions, before taking the average PSNR in order to increases the 
accuracy of the final outcome. In case of failure to recover the lost frames using the redundant 
pictures, the inherited frame copy error concealment technique of the JSVM was used at the 
decoder end.
Moreover, the quantisation parameter (Qp) of the encoded data stream was varied to 
obtain same output channel rates for both the references case and the experimental cases as 
mentioned in [94]. However, since the JSVM does not have an in built function to handle the rate 
control by itself, the output bit rates of each encoded stream will deviate from the expected bit 
rate by a small amount. During the encoding, the bit stream which has the smallest error and a 
bandwidth value lower than the allocated channel bandwidth was used as the transmitted data 
stream assuming that bit stuffing will take place at the transmitter to match the required 
bandwidth. Due to implementation errors associated with the IDR period of the JSVM software, 
IDR picture option was not employed during any stage of the simulations. However, the intra 
pictures were employed at consecutive intervals for simulations with IPPP..IP frame structure.
3.3 Perform ance Evaluation o f Redundant Coding as an Error  
Resilient Tool
Initial experiments were carried out to analyze the performance of the Scalable 
H.264/AVC bit streams in wireless environments. Also, these tests were extended to investigate 
the performance of redundant pictures in lossy channels and the effect of introduction of 
redundant pictures on channel bit rate and overall quality at error free condition. The modified
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JSVM 8.9 codec [4] and the JVT-W049 show case software [41] were used for the video coding 
while modified IP packet loss simulator [54] was used to simulate packet loss environments.
In this chapter two experiments were carried out to analyze the performance of the 
redundant coding tool of JSVM codec. In the first experiment, the performance of the redundant 
coding tool in hierarchical prediction structure is analyzed. It compares the performance of the 
system without any redundant data against two redundant coded systems. From the two redundant 
coded systems, one consists of redundant data only for key frames while the other has redundant 
data for all the frames in the primary data stream. The second experiment examines the 
performance of the redundant coding in scalable environment. It evaluates the possible trade-off 
between redundant and enhancement layer data.
The performance of each experiment is analyzed in terms of bit rate, Peak Signal to Noise 
Ratio (PSNR) and frame level error recovery capacity. Also, the trade-off among the amount of 
redundant data present, the layer information and the reconstructed picture quality are 
investigated.
3.3.1 Experiment 1: Performance of Redundant Coding in Hierarchical 
Prediction Structure.
3.3.1.1 Setup
This experiment was designed to analyse the performance of the redundant pictures in 
hierarchical prediction structure. Also, effort was made to analyse the effect of selective 
redundant coding on average PSNR. The experiments were carried out using sequences Foreman, 
Soccer and Paris. The inputs to the base layer was at Quarter Common Intermediate Format 
(QCIF 176x144 ) resolution while that of Enhancement layer was at Common Intermediate 
Format (CIF 352 x 288) resolution. Simulation was carried out using the combine scalability 
concept. The output was analysed at the CIF format i.e. as the enhancement layer output.
Apart from the general experimental conditions described in Section 3.2 the following 
tabulated (Table 3.1) parameter settings of the JSVM configuration file were incorporated in this 
specific experiment.
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Table 3.1: Configuring Parameters for Experimental 1
Parameter setting
Intra period 0
Group of picture size (GOP) 8
Search range 4
Number of reference frames 1
Search mode fast search
Number of layers 2
In this experiment two test data streams generated under two different configuration 
settings were compared against a common reference case. They are namely, data stream with 
redundant key pictures and the primary coded pictures (PCP): experimental scheme 1, data stream 
with redundant pictures and the primary coded pictures: experimental scheme 2 and the reference 
scheme with conventional primary coded picture stream without any redundant information. In 
experiment scheme 1, for each and every key frame in the base layer, a redundant frame was 
coded and transmitted for the error recovery purpose while in experiment scheme 2, for all of the 
frames in the base layer, redundant data were coded and transmitted. Also, it should be noted 
that, these redundant pictures are exact copies of the primary coded picture unless otherwise 
specifically stated. The references scheme is the conventional scalable video bit stream generated 
by the JSVM encoder. It consists of a base layer and an enhancement layer, and does not carry 
any error resilience information.
3.3.1.2 Results and Discussion
Figs 3.1, 3.2, 3.3 present the performance of the above three systems under IP packet loss 
scenario. Further, Fig 3.5 and 3.6 illustrated the visual output quality of the reconstructed frames 
of Forman under frame loss conditions. As shown in Fig. 3.1, the use of redundant slices in the 
scalable bit streams improves the average PSNR of the reconstructed video immensely for 
sequence soccer. The overall drop in average PSNR at 20% PLR for the bit stream with redundant 
pictures for all the primary coded pictures (PCP) of the base layer is 2 dB, compared to the 3.5 dB 
overall loss of quality experienced by the bit stream with redundant key pictures and the massive 
6.5 dB loss in the bit stream without any redundant pictures. However, the inclusion of the 
redundant pictures results in a decrease in the output picture quality by 0.66 dB at error free 
environments. Both experimental cases outperform the reference case at a packet loss rate less 
than 3%. The gain in quality achieved at the 20% packet loss rate by the stream with redundant 
pictures for all the PCP is 5.2 dB more than that of the bit stream without any redundant bits.
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Also, the bit stream with redundant key pictures outperforms the reference case with a margin of 
4.75 dB at loss rate of 20%.
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34
With redundant pictures for key pictures
33
Without any redundant pictures for PCP
32 With redundant pictures for all PCP
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Fig. 3.1: Results of sequence Soccer @ 512 kbps and 30 fps
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Fig. 3.2: Results of sequence Paris @ 144 kbps and 15 fps
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Fig. 3.2 shows the outcome of the experiment for the sequence “Paris” while Fig. 3.3 
shows that of “Foreman”. As expected, in these case the bit streams with redundant pictures 
outperforms the bit stream without any redundant data, at all levels of packet loss rates, except at 
0%. Also, the PSNR of the bit stream without any redundant data experiences the cliff effect at a 
very early stage while the other two streams undergo graceful degradation of quality with the 
increase in packet loss rate. At 10% loss rate, the bit stream with redundant key pictures clearly 
surpasses the reference case by 6.5 dB in Paris and by 4 dB in Foreman.
However, at 20% packet loss rate the stream with redundant pictures for all the PCP in the 
base layer falls behind the stream with redundant key pictures by ldB for Paris and 0.25 dB for 
Foreman. Although this is something unusual it might be as a result of characteristics of the 
sequence. In other words, during encoding it was observed that the packet size of B frames of 
Paris and Foreman are smaller than one half of that of P frames, which act as Key pictures. This 
is because the sequence has a fixed background and gesture movements, which results in high 
correlation between adjacent frames. Therefore, the error concealment method Frame Copy, 
which duplicates the first picture in the reference list 0 in place of the lost frame, does provide the 
expected level of error recovery in terms of PSNR. In a nutshell, it is appropriate to assume that 
this unexpected result was due to the fact that protecting non key pictures of this sequence doesn’t 
make any impact on the final outcome. Hence, it can be stated that the error recovery capacity of 
the bit stream and the amount of redundant data required depends on the sequence characteristics.
Nevertheless, from Figs 3.1, 3.2, 3.3 it is prominent, that the stream with redundant 
pictures for all PCP of the base layer takes the same shape in all three cases. The average PSNR 
of the output remains constant until PLR exceeds 10% and thereafter, it starts to degrade 
gracefully. Also, the error recovery capacity of the bit stream is highly dependable on the 
sequence characteristics.
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Fig. 3.3: Results of sequence Foreman @ 64 kbps and 7.5 fps
(a) Reconstructed output of the reference case where there is no redundant frames
nmmwst.
(b) Reconstructed output of the bit stream with redundant key frames
Fig. 3.4: Performance comparison between the stream with redundant key frames and the stream 
without any redundant frame where key frame 24 is lost
66
Chapter 3. Performance Analysis of Redundant Coding Tools for H.264/AVC
Fig. 3.4 and Fig. 3.5 compare the visual performance of the reconstructed video output of 
the Foreman at 64 kbps and 7.5 fps. In Fig. 3.4, the key frame 24 is lost. In the stream with 
redundant key pictures the lost frame is recovered by means of the redundant data. So, the output 
picture does not contain any errors. However, in the reference case since there aren’t any 
redundant pictures the frame copy option i.e. the duplication of the last key frame (frame 16), is 
used to conceal the lost picture. Hence the lost packet causes an error in the decoded output. 
When a hierarchical prediction structure is used the frames are coded in the order of 8, 4, 2, 6, 1, 
3, 5, and 7 in a GOP size of 8. Therefore, if an error takes place at the key picture level it 
propagates through all the frames in that particular group. Also, it affects the reference list 0. 
Consequently it has the capacity to propagate to the rest of the bit stream through the key frame 
prediction process. Hence, it is essential to provide additional protection to key pictures of the 
sequence.
Fig. 3.5 illustrates the error propagation in non-key pictures in the bit stream with only 
redundant frames for key pictures and the error recovery in bit streams with redundant pictures for 
all PCP pictures. In this test condition, the non-key frame number 36 is lost. Since there are no 
redundant pictures for non-key pictures in the sequence on the top, the frame copy option is used 
to conceal the error in the 36th frame. The copied frame is the frame which belongs to frame 
number 32. It is visible that the error at the 36th frame in the reconstructed sequence from the data 
stream with redundant key frames propagates with time till the 40th frame as illustrated in Fig 
3.5(a). However, the stream with redundant pictures for all PCP recovers perfectly using the 
redundant data as in Fig. 3.5(b).
Further, the errors at non-key pictures are partially localised. It propagates only within the 
group of pictures which it belongs to. This is because the P pictures which act as key pictures use 
only another P picture as its reference picture. Since both test streams used in Fig. 3.5 uses 
redundant key picture protection, any error at the key picture level is recovered unless both the 
redundant and primary data are lost due to burst errors. Therefore, it is evident that the video 
transmission needs at least key picture prediction to gracefully recover from errors and to 
minimise the error propagation.
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32(Key Picture) 36 37 38 39 40(Key Picture)
(a) Reconstructed frames of the bit stream with redundant key pictures for base layer
(b) Reconstructed frames of the bit stream with redundant pictures for all the PCP of the base layer.
Fig. 3.5: Performance comparison between the stream with redundant key frames and the stream 
with redundant frames for all PCP where key frame 36 is lost
3.3.2 Experiment 2: Study about Trade-off between Redundant and 
Enhancement Layer Data
3.3.2.1 Setup
This experiment was designed to find out the possible trade-off between the enhancement 
layer data and the redundant data. The experiment is setup using the general conditions and 
parameter settings presented in Section 3.2, for two schemes of encoding. The experimental 
system consists of only one layer with QCIF format and redundant pictures for each and every 
primary coded picture. Then at the decoder the decoded bit stream is normative upsampled [1], [4] 
to generate the output in CIF format. A bit stream with a base layer at QCIF format and an 
enhancement layer with CIF format is used as the reference in this experiment. This reference 
stream doesn’t have any redundant data or IDR data to stop the error propagation at temporal 
domain.
The performance analysis for both the reference and the experimental systems was earned 
out at the CIF level. The results of the experiment were illustrated in Fig. 3.6 and 3.7. The major
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difference between the experimental cases of Fig. 3.6 and Fig. 3.7 is the GOP structure of the 
output bit sequence. The results in Fig. 3.6 are for IBBBBBBP structure with GOP size of 8 while 
that of Fig. 3.7 is for IPPP structure with GOP size of one. In practice the IPPP structure is used
in real time applications while D3BB P structure is used in broadcasting applications where the
real time data transmission is not necessary. Therefore, in this experiment the performance of 
redundant pictures in real-time application as well as in off-line applications are investigated.
3.3.2.2 Results and Discussion
Fig. 3.6 shows the performance of the above experiment for the sequence “soccer” at 30 
fps and channel bandwidth of 512 kbps. As shown in Fig. 3.6, the reference scheme experience a 
drastic degradation of quality with the increase of the packet loss rate while the experimental 
scheme shows graceful degradation of quality over the PLR range tested. Also, the shape of the 
curves of experimental scheme with redundant data is similar in shape to the curves obtain at 
experiment 1 for the experimental scheme 2. The experimental scheme surpasses the reference at 
3 % PLR. However, at no loss environments the stream with both base and enhancement layers 
outperforms the stream with only base layer data by a huge 2.5 dB quality margin. On the other 
hand, at 20 % loss rate the experimental case exhibit a superior quality gain of 5 dB relative to the 
output average PSNR of the reference case.
Fig. 3.7 represents the experimental outcomes of the IPPP...IP sequence structure with 
redundant pictures. The results were obtained for the sequence Foreman at 7.5 fps and 144 kbps. 
In this case Intra refresh period was enabled in the stream without any redundant pictures to 
improve the error recovery. This measure was taken due to the fact that the sequence experienced 
a drastic change in quality within the 0-5% of packet loss rates when the Intra period was set to 
zero. Yet, the output of the up sampled single layer bit stream with redundant pictures achieves an 
average PSNR of 32 dB compared to the 29.5 dB PSNR level achieved by the stream without any 
redundant data at 20 % of PLR. Also, it is evident that, when the PLR increase more than 2 % the 
single layer stream with redundant data outperforms the stream with enhancement layer data.
Therefore, from the results obtained at both sequence structure levels we can conclude 
that it is better to transmit redundant information than enhancement layer data at heavy packet 
loss environments. This might requires implementation of adaptive encoding techniques at the 
encoder level which take decisions related to insertion of redundant data to the transmitted bit 
stream, depending on the feedback information from the wireless channel.
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Fig. 3.6: Results of experiment 2 with sequence structure IBBBBBBBP
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Fig. 3.7: Results of experiment 2 with sequence structure IPPP...IP
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3.4 Conclusion
According to the results discussed above, the insertion of redundant pictures improves the 
error recovery of the transmitted bit stream. However, this introduces some level of video quality 
degradation in error free conditions. Therefore, it is essential to maintain the right balance 
between the redundant information and output quality throughout encoding.
Also, it is evident that the effect of the redundant pictures depends on the characteristics 
of the input sequence. Some sequences experience high loss in quality due to errors in non key 
pictures while others experience slight degradation in quality. In certain loss rate patterns there 
were hardly any major improvement in output PSNR between the test stream with redundant 
NALU for all the frames in the base layer and the test stream with redundant NALUs for all the 
key frames in the base layer. Therefore, it is evident that the decision between encoding redundant 
key pictures and redundant non-key pictures depends on the input characteristics and channel 
characteristics, such as loss rate and bandwidth availability.
The observations gathered from this chapter are extensively used in future chapters. The 
future proposals and experiments are designed to achieve a good trade-off between the redundant 
data and bandwidth utilisation. Further, based on the findings of this chapter, some unequal error 
protection methods are proposed in future chapters to protect prioritised data in error prone 
network conditions.
In the research presented in this thesis the redundant coding concept is selected over the 
FEC techniques, specifically due to the additional delay introduced by the channels coding 
methods like Reed-Solomon codes and turbo codes. Also, as pointed out in Section 2.3.1, the 
reconstructed picture quality of the encoded data stream with redundant data undergoes a graceful 
degradation with the increase of the packet loss rate, compared to the sudden cliff effect exhibited 
by the data stream with FEC. In addition, redundant coding is a simple concept which is 
independent of the transmission scheme. Further, compared to the redundant data coding concept 
the FEC does not provide the UEP option to the encoded data stream. In conclusion, because of 
all the drawbacks associated with the FEC tool this thesis only focuses on redundant coding as an 
error recovery coding concept.
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Chapter 4
4 Efficient Redundant Picture Coding for 
Error Resilience with H.264/AVC Motion 
Vectors
This chapter presents a new error robust strategy for encoding redundant pictures for the
H.264/AVC standard while maintaining an efficient bandwidth utilisation. The method is based 
on providing motion vectors as redundant data, i.e. providing extra protection to the motion 
information of the encoded stream. The proposed system is implemented based on the existing 
redundant coding algorithm of the scalable extension of H.264/AVC. The performance of the 
algorithm is evaluated using various objective quality measurements under both error free and 
error prone Internet Protocol (IP) packet network environments. The proposed algorithm increases 
the bandwidth utilization with slight degradation in the primary picture quality for error free 
conditions, compared to the existing redundant coding method of Joint Scalable Video Model 
(JSVM). Furthermore, the simulation results under packet loss environments show that the 
proposed algorithm outperforms the existing redundant picture coding of JSVM.
The chapter is organized as follows: Section 4.2 discusses the basic principles behind the 
Motion Estimation and Compensation of video coding. Section 4.3 elaborates on the algorithm of 
the proposed system and Section 4.4 describes experimental setup while Section 4.5 discusses the 
simulations results. Finally Section 4.6 elaborates the performance of the proposed system in 
scalable environments while Section 4.7 addresses the future work and the conclusions.
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4.1 Introduction
As repeatedly stated in earlier chapters, in multimedia communication scenarios, due to 
the dynamic nature of the transmission channels errors, such as packet losses and bit errors are 
almost inevitable. These errors degrade the quality of the reconstructed video frames and create a 
mismatch between the transmitted and reconstructed frames which may propagate spatially and 
temporally [91]. Hence, error resilience mechanisms are employed in video communication 
system to mitigate the visual artefacts caused by data losses.
However, the introduction of error resilient tools to the encoded stream increases the 
amount of redundancy present and decreases the compression efficiency of the encoded data [85]. 
This in turn decreases the bandwidth utilization. Moreover, in the case of error free transmission, 
the error resilient information is discarded at the receiving end. Therefore, it is essential to 
maintain the right balance between the redundant information and video quality, to obtain 
performance gains under fluctuating network conditions.
One of the key error resilient techniques supported in H.264/AVC is redundant picture 
coding [85]. As discussed explicitly in Chapter 3, this scheme is a potentially inefficient error 
resilient technique, specifically in low bandwidth and low packet loss rate environments due to 
the heavy redundancy associated. Since the transmission of the exact duplicates of the primary 
requires the same amount of bandwidth as the primary stream, the total bandwidth available for 
the transmission is shared equally by the two streams. To achieve this, primary picture quality has 
to be degraded by a significant factor. Yet, in error free environments the redundant data stream is 
discarded completely. Hence, it is essential to maintain the correct balance between the two 
streams. For this reason, the main focus of current research is on reducing the amount of 
redundant information being transmitted while achieving better error resilience.
According to Baccichet et al.'s proposal [17], the bandwidth utilization can be improved 
by employing a coarse quantization parameter , for the redundant picture coding. The unequal key 
picture protection method proposed by C. He et a l  [40] achieves this by prioritizing the error 
resilient scheme and transmitting redundant information only for the key pictures. Then D. Y. Suh 
and G. H. Park’s proposal based on an XOR mechanism [86] led to many other [27], [42] 
variations on key picture protection, based on XOR logic. Moreover, in the Systematic Lossy 
Error Protection (SLEP) scheme, parity information is transmitted instead of the whole redundant 
frame to maximize the bandwidth utilization [64]. Other work has shown how redundant slices 
can be used for Multiple Description Coding(MDC) schemes [75]. However, as described in 
Chapter 2, most of the above discussed schemes increase the processing time and the complexity 
of the codec. Some of them introduce additional delays to the system while others give less
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priority to the non-key pictures, which might contain important information, such as sudden 
changes in the visual data.
This chapter proposes a novel technique of providing error resilience by means of 
redundant Motion Vectors (MV). The proposed algorithm increases the bandwidth utilization and 
provides a significant improvement in the primary picture quality, specifically under error free 
conditions.
4.2 Proposed M otion Vector Based Redundant Coding Algorithm
4.2.1 Background Theory
The proposed method incorporates motion information generated by motion compensated 
prediction (MCP) to provide robust error resilience for the transmitted data. Video coding uses 
MCP as a spatial and temporal redundancy removal technique. It exploits the correlation between 
the successive frames and takes the necessary measures to remove these redundancies. The MCP 
consists of two components called Motion Estimation (ME) and Motion Compensation (MC).
Fig. 4.1 exhibits the basic operation of MCP. First of all, the current frame to be encoded 
is sub partitioned into blocks of NxM. Motion estimation and motion compensation is applied on 
to each and every NxM macroblocks (MB). A closely matching reference MB to the current MB 
is searched in previously encoded frames in reference list 0 and 1. The process of finding the best 
match MB is called Motion Estimation. The distance between the reference MB position and the 
current MB position is given by the motion vector. The selected predictor MB is subtracted form 
the current MB to get the residual. This process is known as the Motion compensation. Finally, 
the coded residual and the motion vector of the current MB are transmitted to the decoder to 
facilitate efficient decoding. The decoder uses the MV to recreate the predictor MB and after 
decoding the residual data, it adds the two components together to obtain the decoded MB. 
Although, motion compensation is the most computationally intensive operation in video coding, 
it improves the overall coding efficiency of the system.
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Matching MB
Search
window
Reference Frame
Current Frame N
Fig. 4.1: Motion Compensated Prediction
In motion estimation, the chosen predictor MB for the current MB is searched in a 
predefined search window and the best match is selected as complying with rate control 
specifications. For example, one of the popular selection criterions is finding the MV which gives 
the minimum residual value. In the JSVM codec the search window size and the search criterion, 
such as Block Search and Fast search, are selected depending on the user requirements. Moreover, 
in H.264 the MCP is performed on sub-MB levels as well. This in turn maximizes the efficiency 
of the motion estimation process.
As a result of the MCP based coding approach, the NALU of the encoded frames consists 
of coded residual data and motion information. The data which aids the decoder to recreate the 
MC frame at the decoding end is called Motion information (MI). It plays a more important role 
when it comes to displaying the image properly [36]. Therefore, the technique proposed in this 
chapter highlights the effect of providing extra protection for the motion information.
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4.2.2 Implementation
Input Quantized transform coefficients
output
Intra mode
Motion Data
Inter mode
QT
(QT)‘
Entropy Coder
De-blocking filter
Reference Picture
Motion Estimation
Intra Prediction
Motion Compensation
Fig. 4.2 : The structure of the H.264/AVC encoder
Fig. 4.2 illustrates the structure of the H.264/AVC encoder. First, it estimates the motion 
information using the reference pictures and then, it calculates the residual between the motion 
compensated data and the current input. Next, the resultant residual is quantized and integer 
transform coded. Afterwards, entropy coding is performed on both quantized and transformed 
residual data as well as on motion data. Finally, the entropy coded data is used to generate the 
respective Network Abstraction Layer (NAL) Units. In the meantime, the compressed residual 
data is inverse transformed and de-quantized, and combined with the motion compensated 
predictor data to create the reference picture list at the encoder end.
In the H.264/AVC encoder, redundant pictures are coded similarly to the primary pictures 
as discussed earlier. In other words, the redundant Network Abstraction Layer Units (NALUs) 
consists of an exact copy of the primary coded picture. However, in the proposed method, only 
the motion information is transmitted as redundant data. Neither motion compensation nor 
residual coding is performed. Hence, redundant picture NALU contains the MV of the primary 
picture. Accordingly, the proposed method reduces the amount of redundant information 
transmitted and in return saves the bandwidth for high quality primary data transmission. 
Although, this scheme is similar to repeating data partition 0, it increases the scope of the 
application of error resilience in video transmission compared to the latter because data 
partitioning is implemented only in the extended profile of H.264/AVC while redundant data
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transmission is implemented in the baseline profile. Hence, this scheme can be used both in 
baseline as well as in extended profiles of H.264/AVC.
At the receiving end, if the primary packets are received as error free then the redundant 
packets are discarded by the decoder. However, if the primary data is lost, then redundant data is 
used to recover the error. In the proposed method if  the NALU of the primary picture is lost, then 
the motion information is recovered using the uncorrupted redundant NALU. As residual 
information is discarded during the reconstruction process, the reconstructed image quality of the 
proposed method is low compared to that of the JSVM redundant picture coding strategy. This 
creates an encoder decoder mismatch which propagates till the next intra frame. Yet, it should be 
noted that this trade-off introduces an acceptable gain in primary bit rate and the picture quality as 
illustrated in Section 4.4. On the other hand, the redundant MV NALU of the proposed method is 
more likely to survive in error prone wireless environments than the duplicated primary picture 
NALU which is larger in size. This is because in wireless transmission channels the probability of 
loosing a data packet is directly proportional to the length of the transited data packet [33]. The 
proposed method provides error resilience to low bitrate applications and more effective in 
recovery process as residual information is highly compressed.
Moreover, during the implementation of the proposed method only 16x16 MB based 
motion estimation modes are used. Therefore for a particular MB of 16x16 only one motion 
vector is produced. Also, as the proposed method follows the same encoding and decoding 
technique as the existing redundant coding algorithm, it is not necessary to include any new 
functionality to the existing codec. Moreover, it reduces the complexities, buffering delay and the 
processing time of the redundant coding process. For example, in case of proposal SLEP [63] 
additional storage is required for the buffering of NALU before applying the proposed scheme. 
This introduces a delay at both encoder and decoder ends. Since, the proposed scheme doesn’t 
require such buffering it can be employed in real time applications as well as in offline 
applications.
4.3 Experim ental Setup
To evaluate the proposed technique, simulations are carried out using the modified JSVM 
version 8.9 [4]. The simulations are performed on the base layer level, which is H.264/AVC 
compatible, as well as on enhancement layer level. The encoded bit-streams with and without the 
existing redundant coding method of JSVM 8.9 are used as the benchmark for the analysis of the 
results. The simulations are carried out using three sequences, for 4000 frames at QCIF and CIF 
resolutions. The sequences were selected depending on the inheriting motion of it. They exhibit
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different kinds of motion and spatial complexity. For example, News features slow motion, and 
Soccer contains high motion. Foreman exhibit a static background with shaking camera span 
motion while Paris contains considerable amount of motion in a static background. Also, the 
channel bandwidth and frame rates are varied according to the specifications given in [94], such 
as Soccer with 30 fps at 256 kbps, News with 10 fps at 48 kbps and Foreman with 7.5 fps at 144 
kbps and 64 kbps were used for base layer QCIF sequences. The enhancement layer bandwidth 
for each and every test sequences were varied to obtain an acceptable quality and bit rate values. 
For instance, Soccer at 30 fps with CIF resolution and a total bandwidth of 512 kbps, News at 10 
fps with total bandwidth of 144 kbps and Paris at 15 fps and total bit rate of 384 kbps were used 
as test conditions.
The experiments are carried out with a Group of Picture (GOP) size of 8. The intra period 
is set to twice the GOP size for simulations with a single layer and to thrice the GOP size for 
simulations with enhancement layers. The maximum number of frames to be used for reference 
pictures lists 0 and 1 is set to one. Content-Adaptive Variable Length Coding (CAVLC) is 
employed as the entropy coder. An IP packet loss simulator is used to simulate packet loss 
scenario [38].
The performance of the proposed system was compared with two reference schemes. 
They are:
• Reference Scheme 1: Bit stream which contains only the primary data stream and 
without any redundant data.
• Reference Scheme 2: Bit stream which contains both the primary data and redundant 
stream. In this scheme, existing redundant data generation code of JSVM is used to 
create the secondary data stream, which is an exact copy of the primary data stream.
4.4 Results and Discussion
This section analyse the results of the experiment in two folds, i.e. in error free 
environment and error prone environment. In the simulations, the probability of occurrence of 
packet loss is independent of the length of the packet and depends on the amount of congestion 
present in the channel. The comparisons are made in terms of the Peak Signal to Noise Ratio 
(PSNR), bit rate, rate distortion (R-D) relationship and the performance in the error prone 
channels. For the analysis, the bit penalty is calculated using the Equation (4.1).
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bit penalty = f Bit spent on error resilient information' xlOO%
v Bit spent on primary picture data , (4.1)
4.4.1 Performance Analysis of H.264/AVC Compatible Single Layer Coding
This section discusses the performance of the proposed system on H.264 compatible base 
layer. The output is analysed at QCIF resolution level and at different bitrates as discussed in 
Sections 4.3.
4.4.1.1 Performance in Error Free Environments
Fig. 4.3 shows the R-D curve for the sequences, Soccer, Foreman and News. The results 
are taken for Quantization Parameters (QP) between 5 and 45. From the results, it is evident that 
the redundant coding method of JSVM 8.9 [4] requires a high bit rate since it creates an exact 
copy of the primary bit stream. Although, in the proposed scheme the bit rate consumption for a 
given PSNR value is moderately high compared to the scheme > without any redundant 
information, for a given bit rate the degradation in primary picture quality is rather less compared 
to that with the existing redundant coding technique.
For example, in the Soccer sequence which is a high motion sequence, for a predefined 
bit rate, the average PSNR of the sequence with the redundant pictures takes a lower value 
compared to the proposed scheme. This is due to the fact that more texture information is coded 
in the redundant NALU since the correlation between adjacent frames is moderately low in high 
motion sequences. In such sequences, more bandwidth can be allocated for the primary stream by 
incorporating the proposed system, which doesn’t transmit the residual data in the redundant 
stream. However, this in turn creates an encoder decoder mismatch when redundant data is 
decoded in place of the primary. Nevertheless, the gain achieved in the primary quality using the 
proposed method is significant compared to the resulted encoder decoder mismatch as illustrated 
in Section 4.4.1.2.
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Fig. 4.3 : Rate distortion curves
Table 4.1 indicates the bit penalty for both existing and proposed redundant coding 
methods at an average PSNR of 37 dB. According, to the Table 4.1, it is evident that the existing 
redundant coding scheme has a bit penalty of 100%, independent of the characteristics of the 
encoded sequence. On the other hand, in the proposed method the bit penalty is dependent on the 
type of the motion in the sequence. For instance of sequences with high motion, such as Soccer, 
the bit penalty is nearly half of that of the existing scheme. However, even in sequences with low 
motion, like News, the bit penalty of the proposed method is 25% less than that of the existing 
redundant coding method. The reason attributed is that the size of the residual is considerable for 
sequences with high motion information while it is negligible in sequences with low motion.
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Table 4.1: Bit penalty at average PSNR = 37 dB
Sequence Foreman News Soccer
Existing redundant coding 
method
100.0% 100.0% 100.0%
Proposed redundant coding 
method
63.2% 75.6% 46.0%
Consequently the bit overheads for the proposed redundant motion vector coding method 
are comparatively low compared to the traditional redundant picture coding method. Therefore, 
by means of the proposed techniques the bit consumption as well as the primary picture quality 
can be significantly improved.
4.4.1.2 Performance in Packet Loss Environments
This section exploits the performance of the proposed system under packet loss IP 
network environments. In this particular simulation setup, if the primary NAL unit is lost then the 
redundant NAL unit is used to recover the error. However, if both the primary and redundant 
NAL units are lost, frame copy is used to conceal the lost frame. In the frame copy method, the 
previous key frame is copied in place of the lost frame to conceal the error.
Fig.4.4 illustrates the results of sequence Soccer at 256 kbps and 30 fps under 3%, 5%, 
10% and 20% packet loss rates. The bit stream without any redundant data outperforms both 
streams with redundant data till the 5% packet loss rate. However, when the packet loss rate 
drops to 10% and 20%, the proposed scheme over takes both of the reference schemes. The bit 
stream without any redundant information experiences rapid quality degradation throughout the 
packet loss rates tested. This is due to the fact that the frame copy option doesn’t provide a 
significant level of error recovery, specifically in high packet loss environments, in high motion 
sequences where the correlation between adjacent frames is minimal. Throughout the 
experimented loss rates, the proposed system managed to stay ahead of the existing redundant 
coding scheme. In the proposed system the bandwidth conserved from the omission of the 
residual data in the redundant stream is allocated to the primary. This, results in a 1.5 dB quality 
gain at the error free environment compared to the stream with the existing redundant coding 
method. Furthermore, this improvement is maintained throughout the test condition and at 20%
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loss rate the proposed system stays ahead of the scheme with existing redundant coding by 0.75 
dB and of the scheme without any redundant coding by 3.25 dB.
40
P r o p o s e d  r e d u n d a n t  c o d i n g  m e t h o d  
Ex is t in g  r e d u n d a n t  c o d i n g  m e t h o d  
W ith ou t  r e d u n d a n t  c o d i n g  m e t h o d
38
36
34
32 0 5 10 15
Packet loss rate /(%)
20
Fig. 4.4: Results of sequence Soccer @ 256 kbps and 30 fps
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Fig. 4.5: Results of sequence Foreman @ 64 kbps and 7.5 fps
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Fig. 4.6: Results of sequence Foreman @ 144 kbps and 7.5 fps
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Fig. 4.7: Results of sequence News @ 48 kbps and 10 fps
According to Fig. 4.5 and 4.6, the proposed system exhibits a significant improvement, 
compared to the standard scheme with redundant data, for all of the packet loss rates (PLR) tested. 
For example, according to Fig. 4.5, the proposed scheme outperforms the existing redundant 
coding method by 1.25 dB at 20% PLR while providing nearly 2 dB quality gain in error free 
environment. Moreover, it should be noted that the sequences used in Fig. 4.4 to 4.6 have 
inherited high to medium motions. Therefore, as observed from Fig. 4.4, to 4.6, by using 
redundant motion information in sequences with relatively high motion a considerable
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improvement in video quality can be achieved at higher PLRs compared to the scheme without 
any redundant coding method. This is due to the fact that in high motion sequences the frame 
copy error concealment fails. Further, the residual of the high motion sequences requires 
considerable amount of bandwidth since the correlation between adjacent frames is low. Hence, a 
considerable amount of bandwidth gain can be achieved in the primary, which in turn improves 
the reconstructed video quality, when the residual is dropped from the redundant data stream.
However, the proposed method underperforms the scheme without redundant coding at 
all the tested loss rates in the sequence News. According to Fig. 4.7, in slow motion sequence 
News at low bandwidth, frame copying achieves good quality due to its low scene motion. 
Although, scheme without any redundant coding methods shows a sharp degradation in quality 
with the increase in packet loss rates, the PSNR improvement achieved at 0% PLR is 3 dB ahead 
of the proposed method. This helps to provide an output quality of 36.5 dB at 20% PLR which is 
equal to the PSNR of the proposed scheme at that PLR. Moreover, because of the high correlation 
present between adjacent frames in slow moving sequences, it is impractical to get any gain in 
PSNR by means of transmitting the whole redundant pictures. However, by employing the 
proposed method, the output quality fluctuation between frames in a variable PLR environment 
can be kept at a minimum.
4.4.2 Performance Analysis of Bit Stream with Enhancement Layer
To evaluate the performance of the proposed technique in applications requiring 
scalability, experiments were carried out with two scalable layers: a base layer with QCIF 
resolution and an enhancement layer with CEF resolution. The results were obtained for both 
error free and error prone environments, similarly to the analysis presented in section 4.4.1. The 
same configuration parameter setting as the base layer setup is used except for the increase in the 
number of layers in the encoded stream.
4.4.2.1 Performance in Error Free Environments
It can be observed from Fig 4.8 -  4.11 that the PSNR performance gain of the proposed 
system under error free environment is always better than the existing redundant coding method 
for all the tested sequences. However, in error free environments, the bit stream without any 
redundant information exhibits a significantly improved performance compared to both of the 
redundant coding techniques. This performance deviation is expected since when the redundant 
information is larger, the primary data is reduced. I.e. when redundant data is included in the
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output stream, the total bandwidth allocated for the primary is decreased. To cater the low 
bandwidth, the quantisation parameter of the stream is increased, resulting in a lower PSNR value 
at the reconstruction stage.
Moreover, from Fig. 4.8-4.11 it is evident that the first two RD points, obtained with QP 
values of 45 and 35 respectively, on both the proposed and the existing redundant schemes closely 
follow each other. Therefore, the reason behind this observation is the lack of residual data. In 
other words, when the QP is as high as 45, the percentage of residual data present in the NALU of 
each and every frame is relatively small. The proposed scheme fails to obtain a considerable level 
of bandwidth gain compared to the existing redundant coding technique.
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Fig. 4.9: RD curves for sequence News with CIF resolution at 10 fps
60
55
50
45
♦  ■ existing redundant coding scheme
proposed scheme
40
without any redundant coding 
schemes
35
0 2500 5000 7500 1500010000 12500
Bit rate /(kbps)
Fig. 4.10: RD curves for sequence Soccer with CIF resolution at 30 fps
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4.4.2.2 Performance in Packet Loss Environments
To evaluate the packet loss error resilience of the proposed system with enhancement 
layers, the same experiment conditions as that for the single layer experiments are used. For 
comparison, the results of bit stream with existing redundant coding technique and bit stream 
without any redundant information are also given.
In all three cases tested, the results of the proposed system and the existing redundant 
coding scheme provides a graceful degradation in PSNR over the tested packet loss rates. 
According to Fig. 4.14, for sequence Paris both streams with redundant information closely 
follows each other in PSNR performance. From the results of sequence Soccer, Fig. 4.12, it can be 
observed that the proposed scheme managed to stay ahead of the reference scheme with the 
existing redundant coding method with a slight margin till 20% PLR. At 20% packet loss rate the 
bit stream with the existing redundant coding outperforms the proposed scheme by 2 dB. 
However, in the News sequence, the proposed system clearly outperforms the bit stream with the 
existing redundant coding method throughout the tested PLRs, contrary to the observation of the
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base layer experiments in Section 4.4.1.2. It exhibits a maximum gain of 1 dB at 5% packet loss 
rate.
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From Fig. 4.12- 4.14, it can be observed that in all three sequences tested the quality level 
of the stream without any redundant information drops rapidly with the increase in PLR. The 
overall drop in PSNR for Soccer is 10 dB while that of News is 8 dB and of Paris is 7.5 dB. 
However, at 0% loss environment the reference scheme without any redundant coding remains 
clearly ahead of both of the streams with redundant information. For instance, in News the initial 
quality deviation is as high as 4 dB compared to the other two streams. The proposed scheme over 
takes the reference scheme without any redundant coding for Soccer at 3% PLR, for News at 10% 
PLR and for Paris at 5 % packet loss rates. In other word, the inhabit error recovery option of the 
JSVM, frame copy error concealment, is not sufficient to provide effective error recovery under 
heavy packet loss environment. Moreover, due to the drastic quality variation shown by the 
stream without any redundant information, it fails short of providing effective user experience 
under fluctuating PLR environments. Therefore, it can be concluded that it is advantageous to 
have some redundant information in the bit stream to withstand losses due to errors in 
transmission environments.
According to the results, an adaptive error resilience scheme which has the capacity to 
change the redundant data allocation ration dynamically will perform better than having a fixed
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amount of redundant data embedded into the system. For instance, as illustrated by the Fig 4.11 
for sequence Soccer the bit stream with 0% of redundant data provides better output quality till 
3% PLR while the propose scheme with redundant MV performs well from 3% till 10% PLR. 
Then, at 20% PLR the stream with the exact copy of the primary as redundant information offers 
better performance than the other two streams.
4.5 Conclusion
An error resilient scheme which improves the bandwidth utilization with limited primary 
picture quality degradation is proposed for H264/AVC. This proposal uses motion information as 
redundant data to achieve the above objectives. The experimental results show that the proposed 
technique outperforms the existing redundant picture coding scheme of JSVM approximately by
1.25 dB at 20% PLR in high motion sequences. Furthermore, this algorithm can be effectively 
used for encoding highly dynamic sequences where the bit penalty is reduced up to 46% at 37 dB 
compared to the existing redundant coding system. It also exhibits a significant gain in terms of 
average PSNR in a range of packet loss rates. Moreover, in the future this technique can be 
extended and tested in wireless environments such as WiMAX to establish the findings for 
scalable video in wireless transmission systems. Also, it will be interesting to study the possibility 
of introducing adaptive error resilience scheme to provide better output quality for the end user.
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Chapter 5
5 Wyner-Ziv Based Error Correction for 
H.264/AVC
This chapter presents a novel error correction method for H.264/AVC video data, based 
on the redundant data encoding concept. It is an extension of the method proposed in Chapter 4, 
which is concentrated around protecting motion vectors. The method proposed is targeted on 
protecting the residual data of the primary data stream. It achieves this by transmitting Wyner-Ziv 
parity in place of the entropy coded residual data. Further, the bitplane separation method adopted 
during the parity bit generation adds scalability to the transmitted redundant stream. Overall, the 
proposed error resilience method improved the error recovery and bandwidth utilisation while 
maintaining an acceptable primary picture quality.
The proposed redundant coding codec incorporates the Wyner-Ziv (WZ) theory and 
motion vectors (MV) of the H.264/AVC scheme. The performance of the proposed method is 
evaluated under both error free and Internet Protocol (IP) Packet network environments. The 
proposed system improves the error recovery of the system in terms of visual quality as well as 
objective qualities. Furthermore the simulation outcome shows that the proposed method 
outperforms the existing redundant coding method of JSVM by 0.7 dB in an error free 
environment, and by 0.4 dB in a 10% packet loss rate (PLR) environment.
The chapter is organised as follows. Section 5.2 elaborates on the proposed system 
architecture and the system design stages while Section 5.3 describes the test conditions. The 
simulation results are presented in two-fold in Section 5.4. That is in error free and error prone 
environments. Also, Section 5.4 presents the results in terms of visual observations as well as 
objective qualities analysis. Finally, Section 5 concludes the chapter.
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5.1 Introduction
Losses in the transmitted video data, due to a noisy channel, result in artefacts in the 
reconstructed image. These artefacts degrade the picture quality in both subjective and objective 
ways. Therefore error resilience techniques are used in telecommunications applications to 
recover or mitigate these effects. They play a vital role in video communication by improving the 
reconstructed picture quality under error prone conditions. They are capable of correcting errors 
and improving the reconstructed picture quality either subjective or objective or both means. 
However, the inclusion of error resilience tools increases the bandwidth requirement of the 
transmission stream. In a bandwidth restricted scenario, the introduction of these tools decrease 
the bandwidth allocation ratio for the primary stream, and in turn degrades the reconstructed 
picture quality of the primary picture under error free condition. Because of this restriction it is 
advised to select the error resilience tools with caution, taking into consideration the channel 
condition and the input sequence parameters.
The Chapter 4 describes a new error resilience technique where MVs are used as the 
redundant data. The presented method helped to maintain the primary picture quality at an 
acceptable level while providing effective error resilience. The proposal in Chapter 4 provides 
improved objective quality in terms of Peak Signal to Noise Ratio (PSNR). But visual quality 
improvements are not as great for high motion sequences where the motion vectors are unable to 
provide a good estimation of the current frame. Therefore, research is conducted on new means of 
improving the proposed system of Chapter 4.
According to the literature presented in Chapter 2, when coding methods like channel 
coding and new video coding paradigms such as Wyner-Ziv(WZ) theorem are incorporated with 
the existing error resilient tools, both the coding efficiency as well as the error recovery capacity 
of the transmitted data stream can be improved.
One of the most common error recovery methods which utilizes channel coding systems 
is Forward Error Correction (FEC) methods. It is used to correct errors at the receiver without 
retransmission of the coded information. FEC introduces a known structure to the encoded 
message data at the transmitter side to help the error recovery at the receiving end. The additional 
data inserted by the FEC mechanism is called codeword. At the decoder the errors present in the 
received data are corrected using the codewords appended to the message data. The error recovery 
capacity of the system depends on the FEC scheme used and the length of the code word [92], 
[52]. Also, the inclusion of the codeword increases the bandwidth requirements and may 
introduce an additional delay to the system. However, FEC is a popular technique in multicast and 
interactive streaming applications [34].
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Another such scheme is DVC, which is a rapidly evolving concept, where two dependent 
random sequences are encoded separately but decoded jointly by exploiting the statistical 
dependencies. Therefore, it is used to transfer the complexity of the codec from the encoder to the 
decoder side. Because of the above feature, it could be employed in low-power transmission 
applications such as remote video data collecting systems and video surveillance applications 
[23]. Another feature of DVC is its ability to withstand transmission errors [90]. Therefore, some 
of the emerging redundant coding proposals employ the WZ theory of DVC to enhance their error 
resilient performance. However, in terms of the compression efficiency the H.264 coding 
architecture with hierarchical prediction structure gives a superior performance gain compared to 
the DVC system. The DVC concept and the ISTWZcodec used in this thesis are described in 
Section 2.4
In [48], Liang efal. present a basic unequal error protection (UEP) mechanism for H.264 
data, based on the WZ theorem. The system uses a coarsely quantized version of the original 
signal as the input to the turbo encoder and it also performs turbo coding on motion information. 
At the decoding end the system uses the erroneous reconstructed primary as the side information 
for the WZ decoder. Also, the same reference presents content adaptive and feedback aided UEP 
mechanisms, which exhibit a significant improvement in performance compared to the initial UEP 
proposal.
Another error resilience scheme which employs both redundant picture coding and 
flexible macroblocks reordering of H.264 and Wyner-Ziv coding concept is the Systematic Lossy 
Error Protection scheme (SLEP) [64]. The SLEP architecture is based on systematic lossy source- 
channel coding theory. In systematic lossy source-channel coding concept the primary data is 
transmitted over an analogue channel without applying any channel coding. A redundant digital 
stream with channel coded data of the primary stream is transmitted in a separate channel for error 
recovery purposes. At the receiver when the reconstructed primary data is erroneous the 
secondary, channel coded data is used to correct the reconstructed primary to obtain an output 
stream with much better quality.
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Fig. 5.1: SLEP Architecture
Fig 5.1 illustrates the basic architecture of the SLEP system. As shown in the diagram, the 
encoder side of the system consists of conventional encoder as well as a Wyner-Ziv encoder. 
They produce two independent encoded data streams which are then transmitted across the error 
prone channel. At the decoding end the conventional decoder, first decodes the primary stream. If 
the primary is received without any error it stores this reconstructed frame at the output buffer. 
However, if the primary stream is affected by errors, then the erroneous reconstructed primary is 
fed into the Wyner-Ziv decoder as the side information and corrected up to a certain residual 
distortion level by employing the channel coded secondary data of the system. In the SLEP 
architecture presented in [69], a coarser version of the input is used to generate the Wyner-Ziv 
data. Hence, the resultant reconstructed picture of the Wyner-Ziv codec creates a mismatch 
compared to the expected reconstructed primary frame. However, the correction applied by the 
low bit rate Wyner-Ziv system mitigates the degradation in output video quality in error prone 
environments, compared to a system without this error resilience tool.
The above described schemes have their own disadvantages as well. Most of them 
increase the complexity of the system while others create encoder decoder mismatch at the 
receiving end. On top of the high complexity and high memory consumption associated with the 
implementation, the SLEP introduces additional buffering delay at the encoder because it requires 
buffering of the previously reconstructed frames before decoding the parity information. Liang et 
al.’s UEP proposal creates an encoder-decoder mismatch which propagates in the temporal 
domain due to the coarsely quantised version of the input signal employed at the WZ encoder. 
Also, it decreases the efficient bandwidth utilisation by partitioning each and every primary frame 
into 9 independent slices. This particular proposal also introduces extra delay to the system by
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employing additional turbo decoding loop to decode the motion information (MI) data at the 
receiving end. In addition, none of these schemes provide scalability to the redundant scheme.
The new architecture presented, improves the performance of the earlier proposal of 
Chapter 4 by mean of transmission of WZ parity bits in place of the redundant residual data. In 
this chapter, an error resilient scheme with redundant motion vectors and parity bits is proposed. 
Since, the available bandwidth of a transmission channel is constant, the primary picture quality 
has to be degraded to account for the redundant data. Therefore, it is necessary to maintain the 
correct balance in the amount of redundant information inserted into the bit stream. As presented 
in [31], in general the H.264 bit stream consists of both residual and MI, from which MI plays a 
vital role in the video reconstruction process. The MI often provides a good approximation of the 
current frame. In high motion sequences, transmission of MI consumes approximately 50% of the 
total bandwidth (Table 4.1). Therefore, by transmitting only the redundant MI the system can 
optimise the bandwidth utilization while improving the reconstructed picture quality by a 
significant amount under different packet loss environments. However, to improve the picture 
quality it is important to transmit selected redundant residual data as well. In this proposed 
method, the Wyner-Ziv theorem is incorporated to generate the redundant parity stream for the 
residual. Thereby, the primary picture quality and the bandwidth utilization will be improved by a 
significant factor while adding better error resilience capacity to the bit stream.
5.2 Proposed Architecture and System Design
The fundamental focus of this proposal is providing error resilient to the non-key frames 
which will provide improved both subjective and objective quality under error prone conditions 
while maintaining an acceptable primary picture quality under error free conditions. The proposed 
architecture promotes the use of WZ parity information in place of the residual data of the 
H.264/AVC bit stream in the redundant stream. Therefore, the complete system is composed of 
both H.264 architecture based JSVM codec and DVC architecture based ISTWZcodec of 
transform domain. The proposed system architecture is given in Fig 5.2.
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Fig. 5.2: Proposed system architecture ,
As illustrated in Fig. 5.2, the transmitting side of the proposed system consists of an 
H.264 encoder, for generating the primary stream and redundant Motion Information (MI) and 
Intra Information stream, a WZ encoder, for encoding WZ parity bits, and a WZ decoder, for 
restricting the amount of parity transmitted. And the receiving end consists of a simple WZ 
decoder and a H.264 decoder. During the encoding process, redundant MI data is generated 
similar to the method discussed in Chapter 4. In other words, the redundant MI consists of motion 
vectors generated by the conventional MPEG encoder through motion estimation process and 
other necessary control information for the MPEG decoder. Also, it consists of intra information 
of intra coded MBs. These redundant MI and intra data are transmitted for error recovery 
purposes along with the primary bit stream. In addition, a parity bit stream is generated for all the 
non key pictures of the input using the WZ encoder. Next, these parity bits and the MI are fed into 
a WZ decoder running at the encoder side.
As stated in Section 2.4, the operation of the WZ decoder can be summarised as given in 
(5.1) as a combination of the side information (Y;), original signal (Xj) and random noise (Nj).
X , = N , + Y , (5.1)
. According to the (5.1), higher the accuracy of the side information is, the correction 
required to be apply by means of noise modelling and the turbo decoding stays at a minimum
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level. The motion compensated (MC) frame provides a good estimation of the frame to be 
decoded, compared to the Side Information (SI) frame generated through extrapolation techniques 
in [31]. Therefore, by incorporating MC frames as the SI, the number of parity bits required for 
effective reconstruction of the output can be maintained at a lower limit compared to the WZ 
coding architecture presented in [22].
Thus, the WZ decoder of the proposed system uses the MC frame generated at the H.264 
encoder as the SI. Also, the WZ decoder at the encoding end decides on the amount of parity bits 
necessary at the receiving end to effectively reconstruct the transmitted image, provided that the 
MI are received correctly at the receiver. The system optimizes the bandwidth utilisation by 
transmitting only the selected parity bits. Thereby, it avoids the requirement of the feedback 
channel present in the original DVC architecture [90]. Henceforth, the transmitted secondary bit 
stream consists of redundant MI and intra data, and WZ parity bits. The amount of parity bits 
transmitted is varied depending on the percentage of bandwidth allocated for the WZ streams. 
This in turn creates the SNR scalability within the WZ redundant stream.
According to the WZ theory, the statistical correlations between the two independently 
encoded streams are exploited at the decoder as stated in Section 2.4.1. Therefore, in conventional 
WZ decoder the motion estimation is performed at the decoder. This in turn increases the 
processing power required and the complexity of the decoder at the receiver. Therefore, by 
employing the MC frame of JSVM as the SI in the proposed codec, the decoder complexity of the 
WZ decoder is reduced by larger fraction.
At the receiving end in error free condition the primary data of the received stream is 
decoded to create the reconstructed video stream. In such case, the redundant data is discarded. 
This again highlights the necessity of maintaining the redundant data percentage at a minimum. 
However, when the primary packet is lost, the redundant MI data is used to regenerate the motion 
compensated frame of the lost frame. In such circumstance, the partially reconstructed frame is 
used as side information of the WZ decoder and the WZ parity bits are turbo decoded to improve 
the quality of the reconstructed picture. This process creates a reconstructed picture similar to that 
of the primary stream. However, if both primary and redundant data of the H.264 stream is lost, 
then the frame copy error concealment option present in JSVM is used to create an estimation to 
be used as SI frame. Then, using the available WZ data the estimation is corrected as far as 
possible using the turbo decoding mechanism of WZ decoder. This option adds extra flexibility to 
the proposed system. Although, the reconstructed frame from this procedure is not as accurate as 
the reconstructed frame of the primary, it gives a frame with better quality than the concealed 
frame. Moreover, if  the primary data, redundant data as well as the WZ stream are lost then the 
frame copy error concealment option of JSVM is used to conceal the error. Therefore, this 
proposal carries lot of error recovery and concealment options than the redundant coding
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technique in the existing JSVM codec. Also, by varying the quantization index (QIndex) of the 
WZ stream and the quantisation parameter (QP) of JSVM, more flexibility in bitrates of both 
primary and redundant data streams can be achieved.
Due to the low complex WZ decoder architecture used at the receiving end, the proposed 
system is suitable for low power and low processing mobile applications. This is a clear 
improvement compared to the SLEP method, which features a complex decoder. Moreover, for 
the SLEP to perform effectively it’s recommended to have at least a buffering delay of 1/3 
seconds which is large compared to the delay introduced by the hierarchical prediction structure 
of the proposed scheme [66]. For instance, the hierarchical prediction delay introduced by the 
proposed system for sequence Soccer with a frame rate of 30 fps and a Group of Picture (GOP) 
size of 4 is 4/30 seconds. Therefore, it is more suitable for low delay applications than the parity 
based SLEP error resilience mechanism. However, there are some drawbacks associated with the 
DVC codec used. For instance, the current DVC codec incorporates only macroblocks (MB) of 
4x4 in the parity encoding stage. If variable MB structures are used instead, higher bandwidth 
efficiency could have been achieved by the proposed system.
5.3 Test Conditions
The simulations were carried out using a modified version of JSVM 8.9 [4] for encoding 
the AVC compatible stream, and a modified ISTWZCodec_v4 [23], for encoding the parity 
stream. Soccer, with high motion, Forman, with medium motion and Hall monitor, with low 
movements were used as the test sequences. The above sequences in QCIF resolution with frame 
rates of 15 fps and 30 fps were encoded as the H.264/AVC compatible base layer with a group of 
picture (GOP) size of 4, at bitrates of 144 kbps, 256 kbps and 512 kbps. Also the EBBBP 
hierarchical prediction structure is employed at the encoder. Therefore, the key frames of the 
sequences are encoded as 1-frames only at intra periods. In other instances the key frames consist 
of inter coded P-frames. The packet transmission was simulated in an IP packet network scenario 
where PLR of 0%, 3%, 5%, 10 % and 20% were considered [38]. During the simulations, both 
JSVM and WZ bit streams undergo packet losses. In view of the fact that, the intent of the 
proposal is providing effective error correction for non-key pictures, during the simulations it was 
assumed that the key pictures were always correctly received.
The WZ codec was operated in the transform domain throughout the simulations and the 
estimated frame, SI, is corrected up to a bit error probability (BEP) of 10'3. The simulations of the 
proposed system were carried out with WZ parity bit streams of 13% and 25% of the total 
bandwidth. These bandwidth allocations were selected based on the design steps and results
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presented in [17], [67] for the SLEP method. In the following sections the bit stream with WZ rate 
of 13% is referred to as the proposed scheme 1 while the other with 25% of WZ bitrate is referred 
to as proposed scheme 2. The H.264 compatible bit stream generated with the existing redundant 
coding techniques of JSVM was used as the reference scheme. Since, the proposed system targets 
the low complexity applications, it is not compared against SLEP which consist of a complex 
decoder with a high memory requirement. Also, throughout the simulations the total bandwidth 
for both proposed and reference streams were maintained at a constant level by varying the QP of
H.264 bit stream and the Qindex of the WZ stream
5.4 Results and Discussion
The simulation results of the above described proposal are presented in both visual quality 
and objective quality analysis means. Also, the performance of the system is analysed in both 
error free and error prone environments under IP packet loss criteria by employing slow, medium 
and high motion sequences.
5.4.1 Error Free Environment
Fig. 5.3 illustrates the rate distortion (RD) performance of the proposed system in 
comparison to the reference scheme. During the simulations the number of reference frames used 
was set to 7. According to Fig. 5.3., the performance of the proposed system varies with the 
PSNR and the bitrates dramatically. To start with, for sequences Soccer and Forman when the 
PSNR is between 27-32 dB the reference scheme surpasses the proposed scheme with both of the 
WZ parity rates. However, when the PSNR is greater than 33 dB, the proposed system with a WZ 
rate of 13% outperforms the existing system in terms of compression efficiency.
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Fig. 5.3: R-D Performance
For example, at bitrates of 600 kbps for Soccer, the proposed scheme 1 gives a PSNR of 
37 dB while the reference scheme gives a PSNR of 36.1 dB. Also, the proposed scheme 2 
overtakes the reference scheme at this point. Moreover, in Foreman at the above bitrate the 
proposed scheme 1 outperforms the reference by 1.1 dB while the proposed scheme 2 attains a 
gain of 0.5 dB compared to the existing system. The bitrate saving achieved by the proposed 
scheme 1 at 35 dB for Soccer is 8% compared to the reference scheme while that of Foreman is 
5.7%.
In contrast to the above observations, for the Hall Monitor sequence, the proposed system 
with 13 % of WZ data overtakes the reference system at around 38 dB at 110 kbps. However, in 
this case the WZ stream with 25% of parity fails to override the reference at any RD level. Also, it 
is observed that the RD performance of the proposed system is superior to the existing system at 
higher bitrates. For instance, when the bitrate is above 600 kbps both of the proposed schemes
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surpass the reference scheme for medium to high motion sequences. Therefore, it can be 
concluded that the proposed system provides highest gain for high bitrate applications of 
sequences with medium-high amounts of motion. Throughout the experiment, the proposed 
scheme 1 supersedes the proposed scheme 2 in terms of PSNR for all the test scenarios.
5.4.2 Error Prone Environment
5.4.2.1 Objective Results Analysis
Fig. 5.4, 5.5, and 5.6 illustrate the performance comparison of the proposed and existing 
JSVM redundant picture coding techniques under an error prone environment. According to Fig. 
5.4, in Soccer the bit stream with 13% of WZ bits outperforms the existing system by 0.7 dB at 
error free environment and by 0.35 dB at 20% PLR. The PSNR gain at 0% PLR with the proposed 
scheme 1 is achieved through efficient bandwidth allocation between primary and redundant data.
I.e. when the redundant stream consist of MV and WZ data of 13% from the total bandwidth, it is 
possible to increase the ratio of the BW allocated for the primary stream. This in turn provides an 
enhancement to reconstructed frame quality of the primary stream of the proposed scheme 1 and 
helps to maintain a clear front run through out the tested packet loss rates.
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Fig. 5.4: Soccer at 512 kbps and 30 fps
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When the channel conditions worsen, the performance of the proposed scheme 1 degrades 
slightly faster than the reference system. This is because the error recovery by means of the 
reference scheme generates an exact copy of the primary picture and has a high PSNR compared 
to the recovered frame through proposed scheme 1.
Throughout the experiment, the proposed scheme 2 underperformed compared to the 
reference scheme. At error free channel conditions the performance degradation compared to the 
reference scheme is 0.5 dB and to that of proposed scheme 1 is 1.25 dB. At 20% PLR, the 
degradation compared to reference scheme stands at 0.52 dB while compared to proposed scheme 
1, it is around 1 dB. From these observations, it is evident that for the sequence soccer, which is a 
high motion sequence, there is an optimal WZ bit allocation for better performance under error 
prone conditions.
Existing redundant coding technique 
~ t ~  proposed technique with 13% of W Z  
proposed technique with 25 % of W Z
Packet Loss Rate /%
Fig. 5.5: Foreman at 256 kbps and 15 fps
Fig. 5.5 illustrates the performance of Forman under different PLR conditions. According 
to Fig. 5.5, the stream with 13% of parity exhibits an improvement o f 0.6 dB in error free 
environment and 0.4 dB at 10% PLR environment, compared to the existing technique. After 10% 
packet loss rate the PSNR of all three test streams experience a rapid degradation in quality. 
Moreover, at 20% PLR the proposed scheme 1 fails to outperform the reference scheme as 
expected and it gives the same output quality in PSNR as the reference scheme.
Nonetheless, when the parity stream is increased to 25% of the total bandwidth, the 
performance of the proposed system is degraded compared to the existing redundant coding
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technique. This is due to the fact that the QP of the respective primary stream was increased by a 
large fraction to compensate for the bandwidth loss as a result of the increase in the amount of 
parity bits been transmitted. As a result, the PSNR of the propose scheme 2 at 0% PLR, is 
sustained at the same value as that of the references stream. Yet, when recovering from errors 
owing to packet losses, the reference method with a set of redundant data identical to the primary 
data recreate an identical frame to the lost frame. Therefore, in this instance the reference scheme 
outperform the proposed system with 25 % of WZ data with the increase in packet loss rate.
The performance of the proposed system with slow motion sequences is illustrated in Fig. 
5.6, by employing Hall monitor as the test sequence. It is observed that through out the tested 
PLRs the reference scheme outperforms both of the proposed schemes by a narrow margin, except 
at 20% PLR. The above performance degradation is due to the lack of motion present within the 
sequence, which results in transmitting bare minimal of residual data and parity bits since the 
motion vectors provides an accurate estimation of the decoded frame. Also, because of the low 
amount of motion, the frame copy error concealment performs an acceptable level of error 
recovery.
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Fig. 5.6: Hall Monitor at 144 kbps and 15 fps.
In summary, the proposed scheme 1 shows a significant improvement in terms of PSNR 
under all the tested packet loss rates, compared to the existing redundant picture coding error 
resilient technique of the JSVM. In slow motion sequences, the proposed scheme 1 closely 
follows the reference technique all the way through the tested PLR conditions. Again throughout 
the experiment, the proposed scheme 2 does not show a significant improvement as the proposed
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scheme 1. As stated above, this is due to the fact that the QP of the respective primary stream was 
increased by a large fraction to compensate for the bandwidth loss as a result of the increase in the 
amount of parity bits transmitted. In addition, this degrades the quality of the SI data fed into the 
WZ decoder. Therefore, the recovered frame of the proposed scheme 2 is less superior in quality 
compared to that of the proposed scheme 1. Moreover, in most of the test scenarios the proposed 
scheme 2 performs similar to the reference scheme. For instance, in Foreman, both reference and 
proposed scheme 2 starts at that same PSNR, and closely follows each other.
(a) The reconstructed frames of the stream with the existing redundant coding method.
(b) The reconstructed frames of the proposed bit stream with 13% of WZ data.
Fig. 5.7: Visual quality analysis of Foreman at 256 Kbps and 15 fps, where frame number 5 is lost
Fig. 5.7 illustrates the visual quality analysis of the sequence foreman, when the frame 
number 5 is lost. The top sequence represents the reconstructed image of bit stream with the 
existing redundant data while the bottom sequence is that of bit stream with 13% of WZ data. 
According to the Fig 5.5, it is evident that both schemes provide similar error recovery capacity to 
the bit stream in terms of visual quality. The quality difference between the two recovered frames 
is not visible to the naked eye. However, in the WZ based scheme only the Luma frame is 
available for analysis. This is due to a limitation present in the WZ codec used and expected to be 
corrected effectively with the future development of the WZ codec. Also, the primary pictures of
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the bottom sequence is of high PSNR compared to that of the top sequences due to the bit saving 
achieved through truncation of redundant information been transmitted. Therefore, according to 
the PSNR and visual quality analysis performed, the overall quality of the proposed system is 
higher than the existing redundant coding technique under error prone environments as well as on 
error free environments.
Considering the results obtained so far, it can be stated that there is an optimal level of 
WZ bit allocation for the redundant stream. For instance, according to the simulation outcomes 
the WZ bitrate of 13% of the whole bandwidth exhibits superior performance than that of 25%.
5.5 Conclusion
An error resilient method for H.264 bit streams, which incorporates motion compensation 
of the H.264 standard, and the WZ theorem is presented. The proposed system provides a good 
trade-off between the redundant data and the primary picture quality. The simulation results show 
that the proposed scheme gives effective performance under both error free and IP packet loss 
scenarios. Nevertheless, the WZ bitrate must be maintained at an optimum level to attain efficient 
error recovery at the receiver. Additionally the proposed system exhibits high gain in high bitrate 
environments for medium to high motion sequences. Also, in slow motion sequences it performs 
similarly to the reference scheme.
The proposed redundant scheme does not bring in a significant encoder decoder mismatch 
to the system as of the reference [48]. Moreover, due to the employment of MI as the SI at the 
WZ decoder, the complexity of the proposed decoder is maintained at a lower level. Also, the 
introduction of the proposed system does not add any additional delays to the existing system, 
compared to that of SLEP scheme. Further, it facilities SNR scalability to the output bit stream. In 
future research, the proposed system can be extended to content and channel condition aware 
adaptive Wyner-Ziv parity generation scheme to provide more robust error resilience to the 
encoded data stream.
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Chapter 6
6 Error Robust Video Coding Using H.264 
Motion Vectors and Wyner-Ziv Parity Bits
The goal of this chapter is to develop an error robust encoding mechanism with the 
minimum level of redundancy. The traditional prediction based video coding architectures have 
high susceptibility for channel errors. Most of these techniques fail to deliver acceptable error 
recovery at the receiving end at high error rate transmission networks. However, the parity based 
Wyner-Ziv paradigm exhibits acceptable level of error recovery in highly error prone 
environments. But, the Wyner-Ziv coding architecture is better suited for use on the video up-link 
rather than down link, due to the high processing power required at the decoder to carry out ’ 
correlation estimation. The proposed method tries to integrate all of the advantages of these two 
techniques in order to mitigate the disadvantages associated with each technique while providing 
high error robustness to the transmitted bit stream.
The rest of the Chapter is organised as follows. Section 6.1 provides coherent background 
analysis to the chapter. Section 6.2 gives a comprehensive overview of the proposed architecture 
and its design stages. The necessary background information, design criterions, the basic block 
diagram and implementation procedures are explained in detail in this section. Section 6.3 
presents the test conditions used for the experimental setups. The performance of the proposed 
system under error free condition is analysed in Section 6.4 while Section 6.5 presents the 
behaviour of the new architecture in an error prone WiMAX simulated channel.
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6.1 Introduction
Predictive encoding is the most popular video coding technique used in multimedia 
communication environments. It exploits the redundancy between the adjacent frames and takes 
the necessary measures to keep this redundancy at a minimum level. In the encoding process, 
motion compensation (MC) and motion estimation (ME) techniques are used to achieve this goal. 
In predictive based video encoding systems, first the current encoding frame is compared against 
the previously encoded frames to find the best match predictor frame. Next, the predictor frame is 
subtracted from the current frame and the resultant is transformed and quantised to create the 
encoded residual data. The encoder output of this type of codec consists of motion vector (MV) 
and the encoded residual data. At the decoder, initially the MV is used to regenerate the motion 
compensated frame of the current frame. Then the decoded residual data is added to the partially 
reconstructed frame to create the final reconstructed output. This process reduces the redundancy 
in the encoded data and provides a high compression ratio. However, the predictive base encoding 
technique is a very fragile compression technique. I.e. if  any error occurs at a preceding predictor 
frame, then the accurate decoding of the current frame fails completely. H.264 standard is one of 
the popular predictive based video coding paradigms. A comprehensive analysis of the 
H.264/AVC video coding architecture is presented in Section 2.1 of this thesis.
Some of the video data packets transmitted through error prone communication networks 
can get either corrupted or lost. In predictive coded bit stream, loss of data due to either packet or 
bit errors results in a predictor frame mismatch between the encoder and the decoder. Therefore, 
under error prone wired or wireless transmission environments, it is essential for the coding 
system to have the capability to decode the bit stream with less dependability on the previously 
decoded frames to avoid catastrophic decoding failure. Also, different types of error resilience 
approaches were proposed by researches to mitigate the artefacts created by transmission errors, 
as presented in Section 2.2. Most of these proposed methods are optimised, as far as possible to 
achieve the best possible performance. Therefore, it is necessary to investigate alternative 
approaches of video coding and error resilience to provide further performance gains. However, 
the desire for improvements is restricted by the limitation in the network bandwidth and other 
capacities while it is encouraged by the demand for higher video quality by users.
Another video coding technique available in the literature is distributed video coding 
(DVC) architecture. In DVC codec, the input sequence is segmented into two parts as key frames 
and Wyner-Ziv (WZ) frames. Each and every key frame of the sequence is coded as an Intra 
frame, often using conventional Intra frame encoding techniques, such as that used in H.264. The 
WZ frame is coded either in pixel domain or in transform domain. In the transform domain WZ
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codec, the WZ frames are DCT transformed, quantised and separated into bit planes before 
feeding into turbo encoder. In the pixel domain WZ codec, the frames are first, uniformly 
quantised and then separated into bit planes before feeding into turbo encoder. Later, the turbo 
coded parity bits are buffered at the encoder end for transmission on request. This coding 
architecture doesn’t analyse the input stream at the encoder for any correlation. Instead, the 
correlation is exploited at the decoding end in order to reduce the complexity of the encoder.
At the WZ decoder, first, the Intra coded key frames are decoded using a conventional 
MPEG decoder. Later the two adjacent key frames are used to estimate the prediction frame for 
the WZ frame. Motion interpolation or extrapolation techniques and the temporal distance 
between the frames in the GOP are used to derive the vector map to be used to create the 
estimated frame, the Side Information (SI), at the WZ frame reconstruction stage. This SI frame is 
improved to attain the reconstructed WZ frame with the help of the correlation noise model and 
turbo decoding techniques. Moreover, in traditional DVC codec a feedback channel is used to 
request the parity bits stored at the encoder according to the requirement. The DVC codec is more 
resilient to the bit errors, as a result of the use of turbo coded parity bits. Further, since the 
redundancy is exploited at the decoder and the parity is requested to improve the estimation, the 
dependency on previously decoded frames is far less compared to the predictive base coding 
architecture which is explained earlier. However, the motion estimation at decoder increase the 
complexity of the WZ decoder requiring more processing power and making it unsuitable for low 
power application, such as mobile video reception.
The inherent advantages and disadvantages of both predictive based and Wyner-Ziv based 
video coding codecs led to research on more versatile and reliable new video coding architectures, 
which are highly robust in error prone environments. The new proposed architecture incorporates 
both the hierarchical prediction structure as well as the Wyner-Ziv theorem. It exploits the 
positive features of both H.264 predictive based encoding standard and Wyner-Ziv paradigm, and 
focuses on providing better sustainability to the encoded bit stream under error prone 
environments. Due to the bit error correction capability associated with the Wyner-Ziv parity bits, 
the system will provide significant visual quality under both error free and error prone 
environments. However, the optimum WZ data rate and the percentage of bandwidth allocation 
for the motion information are important factors which have to be decided carefully to attain 
acceptable coding efficiency while maintaining a low redundancy level and high error recovery 
capacity.
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6.2 Proposed Architecture and System Design
6.2.1 Background
Both predictive based coding and Wyner-Ziv coding paradigms are known in the 
literature for nearly three decades. In this proposal, the basic concepts of both predictive based 
video coding standards and distributed video coding architecture are combined in order to 
improve the error resilience capacity of the transmitted bit stream without the addition of 
redundant information. The proposed system mitigates the adverse effect due to reception of 
erroneous reference pictures at the decoder. The system incorporates the motion vectors from the 
predictive based coding system and the parity bits from Wyner-Ziv coding system to formulate 
the encoded bit stream. Then, at the decoder it reconstructs the motion compensated picture by 
means of the motion vectors and uses the parity bits to improve the quality of the reconstructed 
frame.
Output Output
Encoder E ncoderD ecoder D ecoder
a . b.
Fig. 6.1: Encoding method for two correlated signals
Fig 6.1 illustrates the encoding process of a system with two correlated signals. The 
signal X is a continuous random variable while Y is a correlated random variable. If the 
knowledge of the signal Y is available at the encoder as presented in Fig 6.1.a, the rate distortion 
(RD) function of the respective system can be written as in (6.1).
0 < « ,(£ > ) < RJD)  (6.1)
Y
Where RX(D) is the rate distortion function of X, where distortion is measured as Mean
Square Error and Rx (D) is the rate distortion function of X when Y is known at the encoder.
T
The system demonstrated in Fig 6.1.a is similar to the conventional predictive encoding scheme 
where the correlation between adjacent frames are exploited at the encoder. In such cases, the
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sequence Y consists of information regarding the preceding frame, which is already coded by the 
system.
In the system shown in Fig 6.1.b, the information related to the sequence Y is only known 
at the decoder. The Wyner-Ziv theorem presented in Section 2.4 is a good example of such a 
concept been used in video coding. Equation (6.2) presents the RD function which represents such 
a situation.
RA D ) < R A D ) 1 RAD) (6.2)
Y
In (6.2), Rm(D) represent the rate distortion function for the compression scenario
where information about Y is only available at the decoder. Further, a special case of (6.2), stands 
for jointly Gaussian random variables, as explained in (6.3).
R A D )  = R A D )  (6.3)
Y
In transmission systems the Y information can be significantly corrupted by the channel 
noise. Therefore, the signal Y available at the decoder will be the erroneous side information (SI),
Y . In such case, the RD relationship between the signal to be decoded, X , and erroneous SI, Y , 
can be represented as in (6.4).
RAD) < RAD) < RAD) (6.4)
Y
According to (6.5), the compression efficiency achieved through Wyner-Ziv concept can 
be lower than or equal to that of predictive base coding, where the information of Y is available at 
the encoder. But it exhibits superior performance than seen when coding X independently, in error 
prone environment where encoder-decoder mismatch due to channel noise can result in prediction 
errors.
R A D )  < R A D )  (6.5)
Y
According to literature, the Wyner-Ziv coding paradigm is more robust to channel errors 
than the system presented in Fig 6.1.a [60]. Because in Wyner-Ziv systems, the parity bits will be
used to correct the estimated SI, Y , to obtain X . Also, the parity bits have a high capacity to 
correct bit errors. Consequently, this is one of the key features employed in the coding 
architecture proposed in this chapter.
In the implementation presented in this thesis the JSVM codec, which is compatible with 
the standard of the H.264 and its scalable extension, is used to generate the motion vectors.
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ISTWZCodec generated within the VISNETII project is employed to create the parity stream and 
to carry out the WZ decoding. An in depth analysis of the implemented system is given in Section 
6.2.3 while the next section discuss the noise model selection process adopted during the 
implementation.
6.2.2 Correlation Noise Modelling
In the Wyner-Ziv concept, to obtain the best possible reconstruction quality from the 
estimated Side Information, it is essential to model the error between the original WZ frame and 
the corresponding SI frame correctly. As SI can be viewed as a corrupted version of the original 
WZ frame, this problem can be expressed with the help of a noisy virtual channel of which the 
channel characteristics can be statistically modelled. I.e. if  the original WZ frame ( X m ) is 
transmitted across a virtual error prone channel with a probability distribution of p { N ) , then the 
received signal, estimated SI frame, get the form of YSI. This relationship can be represented as 
shown in (6.6).
YSJ = + N  (6.6)
In WZ system, higher coding efficiency can be achieved through accurate noise 
modelling. As described in [24], the noise model can be derived either at the pixel domain or the 
transform domain at sequence or frame or block levels. Also, it can be estimated either on line or 
off line. The noise model employed in this thesis is derived at sequence level, offline for 
transform domain coding. The residual of the DCT bands of the SI data and the data from the 
original WZ frame are considered to analyse the behaviour of the noise model in transform 
domain. In WZ architecture, the Laplacian distribution given in (6.7) is employed to model the 
virtual noise channel effectively. And it is selected due to its good trade-off between simplicity of 
implementation and model accuracy.
Where a  is the Laplacian distribution parameter and p  
According to [24] a  is estimated to be,
Var(N)
(6.7)
is the mean of the distribution.
(6.8)
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The author would like to direct the readers to [24] for further information about the 
derivations and analysis of the noise models.
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Fig. 6.2: Residual histogram for DC coefficient for QCIF sequences.
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Fig. 6.3: Residual histogram for 2nd AC coefficient in zig-zag scan order for QCIF sequences
In the architecture proposed in this chapter, the reconstructed motion compensated picture 
of the JSVM decoder is used as the SI of the WZ decoder. Therefore, initial experiments were 
carried out to determine the reliability of the Laplacian Noise model as the virtual channel model 
in the proposed system. As illustrated in Fig 6.2, the Laplacian distribution closely follow the 
histogram with the error between original WZ and SI frame for the DC coefficient for the three 
sequences tested. Also, the same can be observed from Fig 6.3 where the histograms of the 2nd AC
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coefficient in zigzag scan order is presented for all three sequences employed in this chapter. 
Therefore, in general it can be concluded that it is satisfactory to use the Laplacian distribution to 
model the virtual noisy channel in the simulations presented in this chapter using the above three 
sequences.
6.2.3 The System Architecture
This section describes the stages followed at implementation of the proposed system. The 
proposed encoder is two-fold. One of them is the “I” frame encoder, which follows the exact 
processing as the existing H.264 intra coding and doesn’t include any Wyner-Ziv data handling. 
The second system is used for both “B” and “P” frame encoding; using H.264 compatible motion 
vectors and Wyner-Ziv based parity bits.
The “I” frames of the proposed scheme are generated similar to the H.264 standard, 
through intra coding, where the dependency on other encoded frames is avoided. Also, “I” frames 
do not comprise any WZ data and can be decoded on their own at the decoder using a H.264/AVC 
compliant codec.
Fig. 6.4 illustrates the basic block diagram of the proposed encoder architecture for 
coding B or P frames of the sequence. It consists of the basic H.264/AVC standards compliant 
encoding mechanism and Wyner-Ziv encoding and decoding mechanism. First, the frame to be 
encoded as P or B frame is partitioned into MBs and then each MB goes through the motion 
estimation stage. Then, it produces the corresponding motion compensated image. Next, at the 
mode decision stage the system decides whether to encode the MB as intra or inter data. Then it 
performs quantisation and integer transform coding on the intra data.
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Fig. 6.4: Proposed encoder architecture for non I  frames.
In parallel to the H.264 compatible coding, the frame to be encoded is sent through a WZ 
encoder as well. The WZ codec employed in this proposal behaves similarly to the ISTWZcodec 
explained in Section 2.4.2. It performs DCT transform, quantisation and bit plane separation on 
the current frame. Next, the generated bit plan data is fed to the turbo encoder and the resultant 
parity bits are buffered for the Wyner-Ziv decoder which operates at the transmitter end.
In this proposed method, the motion vectors and the intra data of the current frame are 
used to generate the SI frame of the Wyner-Ziv decoder. This SI frame is DCT transformed and 
fed through a Laplacian noise model, as described in Section 6.2.2, to the turbo decoder. The 
turbo decoder improves the reconstructed SI data by means of the parity information, which is 
requested through a virtual feedback channel. Also, the turbo decoder determines the amount of 
parity bits necessary to decode the current frame provided that the SI data is reconstructed
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correctly at the receiving end. This makes the receiving end decoder architecture independent of 
the feedback channel and the Wyner-Ziv system unidirectional compared to the traditional 
feedback based architecture presented in [23]. Finally, the reconstructed frame of the new system 
is stored for future references. Further, the NALU of the proposed system consists of motion 
vectors, intra data and WZ parity information.
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or B frames
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Fig. 6.5: Proposed Decoder Architecture
Fig. 6.5 illustrates the proposed decoder architecture used to decode the received data 
stream. In error free environments, first the motion information is decoded with the intra data to 
create the reconstructed motion compensated frame. If the decoding frame is an “I” frame, at this 
stage the decoder outputs the reconstructed image as the final output picture and does not execute 
the WZ decoding cycle. Otherwise the reconstructed motion compensated frame is DCT 
converted and fed into the turbo decoder as the side information through a virtual noisy channel. 
In the proposed decoder architecture Laplacian distribution is used to model the virtual channel as 
justified in Section 6.2.2. The turbo decoder uses the received parity bits to improve the picture 
quality of the SI frame. Finally, the completely reconstructed frame is buffered in the reference 
picture list for future use.
Further, noisy channels can cause adverse effects on both parity stream and the H.264 
stream. If a bit error happens in the H.264 NALU, it will be discarded regardless of the accuracy
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of the rest of the data. However, the WZ architecture is capable of handling bit errors compared to 
the H.264 system. Therefore, if a bit error occurs in the transmitted parity stream, still it will be 
decoded at the receiving end. Hence, this proposal provides multiple error recovery options 
compared to the existing H.264 coding system. The encoded data of the proposed system will be 
encapsulated in two packets, one for the MV information and another for the parity bits. 
Therefore, if a bit error occurs in the parity data, the proposed system will continue decoding the 
erroneous parity stream in order to improve the reconstructed picture quality to a certain extent. 
Moreover, if the error happens in the motion information, which is coded using a predictive based 
encoder, the corresponding data will be discarded at the receiver. In such case, first the error 
concealed frame generated by the frame copy concealment method is used to partially recover 
from the error. Afterwards, the available parity data will be used to improve the error concealed 
frame generated through frame copy to provide an improved reconstructed picture. Therefore, the 
proposed architecture provides additional error robustness to the encoded bit stream.
In contrast the predictive based conventional coding architecture provides less error 
robustness to the transmitted data stream. For instance, if an error occurs in the residual data of 
the transmitted data packet, then the whole corresponding data packet will be discarded at the 
decoder, creating a more prominent error in the reconstructed picture. Further, in the conventional 
codec if the motion vectors are lost during the transmission that will creates a catastrophic 
decoding failure at the receiving end. In such a case the frame copy error concealment will be 
used as mentioned earlier, unless some additional error recovery option is available. Namely, 
redundant coding can be used in such instances to recovery from the error. However, if frame 
copy is used, it creates a prominent encoder decoder miss match, specifically for fast motion 
sequences, which will propagate spatially as well as temporally due to the inherent predictive 
mechanisms.
In summary, the proposed architecture has the potential to provide higher error robustness 
to the transmitted data stream under error prone environments, compared to the conventional 
H.264/AVC predictive based coding architecture.
6.3 Test Conditions
The proposed system was implemented using JSVM version 8.9 [4] and ISTWZCodec 
version 4 [23]. The simulations were performed with a single layer coding setup. The results 
presented in this chapter compare the performance of the proposed system against the H.264 
compatible base layer coding system of JSVM codec. All the input frames are partitioned into 4x4 
blocks throughout the design to ensure equality in both H.264 and WZ codecs since the WZ codec
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only supports 4x4 block size. It is assumed that all key frames are intra coded. In future, this can 
be easily extended to code P frames as key frame. In such case, the P key frames will carry 
motion information as well as WZ coded parity bits in place of residual data.
Moreover, the results were analysed in error free environment as well as in bit error prone 
transmission environments such as WiMAX simulation network. The rate distortion results 
presented in Section 6.4 elaborate the performance of the proposed system compared to the 
existing JSVM system in error free environments while Section 6.5 present the behaviour of the 
new system in bit error environments.
To analyse the performance of the proposed system, three QCIF video sequences with 
different inherent characteristics, frame rates and bandwidth restrictions were used. They are, 
namely Soccer which falls into high motion sequence category, News with low motion and 
Foreman which comprise medium motions. All sequences were encoded with a GOP size of 4 
with IBBBI prediction structure. Soccer was tested at frame rate of 30 fps with bandwidth of 256 
kbps while News with frame rate of 10 fps was tested in a transmission channel with 64 kbps 
bandwidth limit. Further, Foreman was simulated at 144 kbps transmission channel with a frame 
rate of 15 fps. These respective bandwidth values and the corresponding QIndex of the WZ parity 
stream for the above test sequences were selected base on the RD observations presented in 
Section 6.4 and reference [94].
6.4 Rate Distortion Perform ance
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Fig. 6.6: RD Performance comparison with Soccer at 30 fps and QCIF resolution
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Fig. 6.7: RD Performance comparison with News at 10 fps and QCIF resolution
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Figs 6.6, 6.7, 6.8 show the rate distortion performance of the proposed system compared 
to the reference scheme, for sequence Soccer, Foreman, and News. All these results presented in 
this section are obtained in error free environments. In these experiments, the Qp of the JSVM 
stream is changed from 15-45 while the WZ QIndex is varied between 1, 3, 6 and 8 where 
necessary. For instance, when WZ index is set for 3, the Qp of the JSVM codec of the proposed 
system is varied from 15-45 to obtain the 4 RD points used in the plots.
As explained earlier in Section 6.2.3, the proposed stream consists of H.264 compatible 
intra and motion vector data. This information is used at the transmitter end as the side 
information of the WZ codec to estimate the required amount of parity bits for efficient decoding. 
Therefore, the final output stream consists of JSVM compatible intra data and motion information 
as well as of WZ parity data. Further, one RD point of the proposed system corresponds to a 
particular Qp value of the intra data and QIndex value of the WZ parity. For instance, in the 
proposed system at Qp value of 35 of intra data, 4 R-D points were obtained for 4 WZ Qlndexes, 
1, 3, 6 and 8. Vice versa for one WZ QIndex used in the simulations, there exist 4 RD points 
respect to 4 different QP levels.
According to the results presented in Fig 6.6 to 6.8, for all three tested sequences, the 
proposed system doesn’t outperform the existing system in an error free environment. The 
superior performance of the existing system compared to the proposed is due to the inherent 
compression efficiency introduced to the existing JSVM coding system by the entropy coding 
method. In other words, by employing the shortest code to the most common symbol in the 
encoded bit stream the entropy coding achieves higher compression efficiency compared the turbo 
codes used in the proposed system which operates at bit level.
As illustrated in Fig 6.6 in sequence Soccer, the proposed system exhibits an acceptable 
level of performance till bitrate of 500 kbps and a PSNR value of 32 dB. During this bitrate 
interval (0-500 kbps), the performance gap between the existing H.264 system and the propose 
system, stays around 1.5-2 dB in general. However, when the bitrate increases above the 500 kbps 
the performance gap between the proposed and the reference becomes prominent.
Similar performance was observed with sequence News as shown in Fig 6.7. The gap 
between the proposed and the reference streams remains at an acceptable level of 1 dB till bit rate 
reach 130 kbps. That is between the Qp values of 45-25 in JSVM stream and PSNR of 26-40 dB. 
Thereafter, the PSNR difference between the two streams exhibits a sharp raise. In brief, the 
proposed system does not provide an acceptable level of performance compared to the reference 
scheme in slow motion sequence in error free environment, despite the high correlation present 
between the adjacent frames. Analogous to the above observations, the reference performed better 
than the proposed system in Fig 6.8. as well. For sequence Foreman, the performance gap
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between the reference and the proposed remains around 1 dB till the bit rate reaches 300 kbps. 
Thereafter, the difference in the performances between proposed and reference schemes increases 
to around 5 dB with the increase in bit rate.
In summary, through out the experiment the PSNR difference between the proposed and 
the reference scheme takes a value of 2-3 dB, for QIndexes of 1- 3 and Qp values of 45-35 for 
sequence Soccer and News, while that of Foreman is around 1-1.5 dB. Thereafter, this difference 
increases to greater values like 5 dB. Therefore, it is evident that there exists an optimum 
operating point for the proposed system to provide effective performance. The variables which 
control the optimum point are the type of motion inherited by the sequence, the Qp value used to 
encode the intra data, Qindex of the WZ stream and the available transmission bandwidth. The 
current JSVM codec being at its best and the DVC codec being at a developing stage, also plays a 
major effect on the results presented. Much improved results can be expected with an improved 
DVC codec system, especially with a LDPC coding system which has a good symbol error 
correction capacity. Therefore more experiments are necessary to decide the optimum operating 
point of the proposed coding system.
6.5 Perform ance Analysis o f the Proposed System in Bit Error 
Environm ent
This section presents the error resilience performance of the proposed new coding 
approach in comparison to the existing JSVM coding system. The WIMAX based bit error 
simulation environment is employed to analyse the performance of the proposed architecture. 
The results are presented for slow, medium and fast motion sequences at bitrates of 64 kbps, 144 
kbps and 256 kbps respectively.
6.5.1 WiMAX Bit Error Simulator
The wireless channel environment employed for error testing is a bit error emulator built 
based on the SUIT project architecture presented in [50]. It performs real-time packet processing 
using pre-generated error patterns, for a range of Modulation and Coding Schemes (MCS) and 
Signal to Noise Ratio (SNR) levels, using physical layer WiMAX simulator. The procedure 
followed to obtain these patterns is described in SUIT project deliverable D2.2 [16] and D2.3 
[49].
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The modelled WiMAX channel performs packet fragmentation, as illustrated in Fig 6.9(a) 
and it incorporates the Time Division Duplex(TDD) physical layer transmission frame presented 
in Fig. 6.9.(b) Further, only the downlink (DL) sub-frame, which consists of 30 sub channel with 
13 time symbols per sub-channel, is considered in the implementation. Therefore, a DL sub-frame 
comprises 390 slots with 48 QAM symbols for each slot. The data bits per slot depend on the 
MCS used during the simulations. The experiments carried out in the scope of this thesis employs 
vehicular-A channel at 60 kmph with MCS mode of 5.
Further, during the experiments for the JSVM packet the error patterns are analysed as 
data slot errors rather than bit errors. I.e. if there is a bit error in a slot belonging to a particular 
NALU packet, then the whole packet is discarded at the JSVM decoder. This is because the 
JSVM codec version 8.9 does not have the capacity to decode the erroneous NALU. However, if a 
bit error occurs in the payload of the packet with WZ parity bits, the WZ decoder performs the 
turbo decoding with the erroneous parity bits, in order to mitigate the heavy loss due to dropping a 
whole data packet. In practical WIMAX network environment, Cyclic Redundancy Check (CRC) 
bit is used to identify erroneous packets at the Media Access Control (MAC) layer level. Any 
packet which does not satisfy the CRC will be discarded at this level. Therefore, in existing 
WIMAX networks the transmitted data packets which have bit errors will not reach the 
application layer for error recovery purposed. However, in the experiments carried out in this 
chapter, it is assumed that the CRC option is switched off at the MAC level and erroneous data 
packets are available at the application layer for error correction purposes.
6.5.2 Performance Analysis
This section presents a performance analysis of the proposed system based on the 
WIMAX codec described earlier. The performance of the proposed system under a bit error prone 
simulated WIMAX channel is analysed by means of three sequences under three different 
bandwidths and sequence characteristics. Fig 6.10 presents the results obtained for slow motion 
sequence News at a bandwidth of 64 kbps. At the near error free condition that is at SNR level of 
13.25, the existing system outperforms the proposed, with a PSNR difference of 0.7 dB. The 
proposed surpasses the existing system at an SNR level of 9 dB. Further, the overall quality drop, 
in the SNR range tested, for the proposed scheme is 6.2 dB while that of the reference scheme is 
around 7.2 dB.
Since the sequence News consists of slow motion, the correlation between the adjacent 
frames in the sequences is higher. Therefore, the motion vectors of the decoding frame give a 
good prediction for the current frame. Henceforth, in theory the WZ parity rate and the residual
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data rate for news are low. However, in an error prone situation, due to the high correlation 
present within the sequence a simple error concealment technique like frame copy provides more 
effective error recovery. Hence, the performance of the reference system, which has a good 
residual coding efficiency, dominates the proposed at lower error rates. But, when the error rate 
increases the system with WZ parity provides a better error recovery to the transmitted sequence. 
This is due to the fact that in high error rate environments the frame copy concealment fails due to 
the higher frame loss, creating an unrecoverable error in the reference data stream. Also, the 
proposed WZ based system provides additional error recovery options to the transmitted data 
stream. That is, in the proposed system if the MV is lost, then the error concealed frame generated 
by the frame copy method, is used in place of the lost SI data of the WZ decoder and thereafter, 
the parity bits of the turbo decoder are used to improve the reconstruction quality of the error 
concealed frame. Due to the high correlation between the adjacent frames, in this instant the error 
between the concealed SI and the original SI remains at a lower level which can be corrected up 
to a certain level by means of the parity bits. Moreover, if the error happens at the residual data, 
then the WZ system with the turbo decoder has the added capacity to recover from the resultant 
bit errors than the H.264/AVC based JSVM codec. The above stated advantages cause the 
proposed system to perform better than the reference system at lower SNR level.
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Fig. 6.10: News at 64 kbps and 10 fps
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Fig 6.11 presents the performance comparison of sequence Foreman which consists of 
medium motions. The shaky background due to recording with handheld camera and the frequent 
head movements are the most dominant motion present within the sequence. The motion vectors 
of this sequence give a fair estimation of the encoding picture. The residual information refines 
the motion concealed frame to obtain a reconstructed picture with a good picture quality, i.e. in 
Foreman the residual plays a vital role as same as the motion vectors. Therefore, in the proposed 
system the amount of parity bits being transmitted plays an important function in reconstruction 
process.
In contrast to News, the proposed system closely follows the reference scheme throughout 
the tested SNR levels in case of sequence Foreman. At SNR level of 13.25 dB, the proposed has a 
PSNR of 31.5 dB while that of reference is 32.1 dB. Although, at this SNR level the reference 
shows a performance gain of 0.6 dB compared to the proposed scheme, with the decrease of the 
SNR both streams follows each other closely as illustrated in Fig 6.11. The proposed scheme 
overtakes the reference at SNR level of 8.5 dB at a very low PSNR value of 27.5 dB.
As seen from the Fig 6.11, in error free or minimum error environment the JSVM which 
consists of higher compression efficiency outperforms the proposed scheme. This observation is a 
result of the efficient entropy coding mechanism present in JSVM codec. In error prone 
environment if the motion vectors are lost the concealment frame is used to replace the motion 
information. In such case, the concealment frame fails to capture the behaviour of the lost frame. 
Therefore, the performance of the JSVM scheme degrades rapidly with the decrease of SNR of 
the channel. However, in case of the proposed system, when the motion vectors are lost the 
concealment frame is used as the side information of the WZ decoder. Then, it uses the received 
parity stream to improve the quality of the concealment frame. This in turn reduces the rate of 
quality degradation of the proposed system with the drop in channel SNR.
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Fig. 6.11: Foreman at 144 kbps and 15 fps
Fig 6.12 shows the results of the proposed and reference schemes for sequence Soccer. 
The simulations were carried out with a bit rate of 256 kbps and frame rate of 30 fps. For the 
selected bit rate at SNR level of 13.25 dB with bit error rate (BER) of 0.02%, the existing systems 
shows an overall luminance(Y) PSNR of 31.81 dB while that of proposed was at 29.67 dB. So at 
the very beginning of the simulations, that is at BER of 0.02%, the PSNR of the proposed system 
was at a very low value with an overall performance gap of 2.14 dB compared to the reference for 
the tested bit rate. However, the PSNR of the decoded frames of the proposed system decreases at 
a slower rate compared to the reference scheme from the channel SNR of 13.25 dB till it reach 8.3 
dB. Thereafter, with the decrease of the channel signal strength, the output quality of both of the 
systems falls drastically and closely follows each other.
According to the results, the proposed system fails to surpass the reference scheme in 
high motion sequence, where the correlation between adjacent frames takes a lower value. In such 
sequences, the motion vectors fail to grasp the motion details of the frame. Consequently, the 
encoded stream consists of high amount of residual data. In the proposed system, the parity bit 
rate increases drastically with the increase of percentage of residual information present in the
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coded data. Further, compared to JSVM which has good compression efficiency, the proposed 
method fails to maintain the parity bit rate at a lower but sufficient level while providing 
acceptable reconstruction at the decoder. Because of this reason, the proposed system fails to 
outperform the reference for sequences with high motion activities.
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Fig. 6.12: Soccer at 256 kbps and 30 fps
Fig 6.13 presents the visual performance of both proposed and reference systems at SNR 
level of 9.95 dB. The sequences are encoded with a coarser Qp value to cater the low level of 
bandwidth availability. Since the deblocking options are not available in the ISTWZcodec 
employed, the deblocking filter of the JSVM codec is switched off. Hence, the reconstructed 
pictures comprise unsmooth block boundaries. Further, according to the Fig 6.10, at this SNR 
level the reference system outperforms the proposed system by an average PSNR value of 0.33 
dB. In the results presented in Fig 6.13, the NALU of the frame 102 is corrupted due to bit errors. 
At the JSVM codec, this erroneous NALU is discarded and frame copy error concealment method 
is employed to recover from the error. The prominent error created around the object ballerina in 
the reference scheme propagates to the adjacent frames through the hierarchical prediction 
structure as seen in frame 103 of Fig 6.13 (b). On the other hand, the proposed system recovers 
from the error with minor artefacts and the error propagated to the frame 103 is scarcely
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noticeable as illustrated in Fig 6.13 (a). Also, it is evident that the errors does not affect objects 
with relatively invisible motions, such as the two news readers. Because of the very low motion 
presence in these two objects, they can be easily recovered without any prominent errors using the 
frame copy error concealment.
(a) Reconstructed frames of the proposed system at SNR level of 9.95 dB
MPEG4
WORLD
(b) Reconstructed frames of the reference system at SNR level of 9.95 dB
(c) Reconstructed frames at error free condition
Fig. 6.13: The visual performance analysis of sequence News at 64 kbps and 10 fps, at SNR level of
9.95 dB where frame number 102 is lost
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6.6 Conclusion
This chapter proposes a new video coding paradigm which is based on motion vectors 
and turbo coded parity bits which has a robust error recovery capacity. It employs the Wyner-Ziv 
concept and the motion vectors of H.264/AVC standard to attain the target performances under 
error prone environments. According to the results presented in this chapter, the system proposed 
is better suited for low motion sequences. Therefore, it can be employed in surveillance 
applications where higher correlations exist between adjacent frames. But this system is not 
suitable for sequences with high motion activities.
However, the performance of the proposed system can be improved immensely in the 
future. For example, the proposed system architecture fails to identify region of interests (ROI) 
within a frame. It tries to improve the overall quality of all the MBs to a same level. For instance, 
the same weight will be given to the background information as well as the foreground 
information. Therefore, its coding efficiency is at a lower level. If ROI is implemented in the 
system, then it can easily be employed to increase the data rate for specifically identified regions 
of the sequences on request. In addition, the proposed system can be further improved by means 
of block based parity coding systems, such as LDPC coding, compared to the existing bit based 
turbo coding schemes [78].
Further, in the proposed system it is possible to transmit extra parity bits on request to 
improve the reconstruction picture quality without altering the design architecture and increasing 
the complexity of the system. This provides the scalability to encoded data stream. Also, this will 
stand out as an advantage of the system when it comes to surveillance applications.
In conclusion, it is essential to implement the region of interest identification process 
while enabling prioritisation mechanisms to obtain effective results for the proposed system, 
which exhibits good error robustness in high loss environments, specifically with low motion 
sequences.
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Chapter 7
7 Redundant Coding Techniques for Multi- 
View Coding for Error Resilience
Research on error resilience in multi-view coding is currently receiving considerable 
interest. While there is a multitude of literature concerning error recovery in 2D video, due to the 
statistical difference in motion compensation between temporal frames and disparity 
compensation among view points, such methods are inadequate to cater to the requirements of 
multi-view video transmission. This Chapter addresses the above issue by transmission of 
selective redundant data, which plays a major role in reconstruction of multi-view sequences, for 
error recovery purposes. The proposed systems, which are implemented using the Joint Scalable 
Video Model (JSVM) codec and tested using a simulated Internet Protocol (IP) packet network 
environment, can be used along with a suitable error concealment schemes to provide robust 
multi-view video transmission. The experimental results suggest that the proposed algorithms , 
experience a slight degradation of quality in error free environments compared to the data stream 
without any error resilience data, due to the inclusion of redundant information. However, it 
improves the reconstructed picture quality significantly in error prone environments. Specifically 
for slow and medium motion sequences, the drop in the output picture quality in the range of 
PLRs of 0-10% is negligible (0.2-0.3 dB).
Section 7.1 presents an insight to the multi-view coding technology and the state of the art 
error resilience mechanisms proposed for the multi-view video coding. The rest of the chapter is 
broadly divided into two sections. Section 7.2 presents a novel error resilience method, where 
redundant disparity vector data is transmitted to achieve error robustness. Another new error 
resilience coding proposal for multi-view coding is presented in Section 7.3. This technique 
employs the region of interest (ROI) based redundant data coding method and the corresponding 
depth-map information is used to identify the ROI of the input sequence. Finally, Section 7.4 
gives a general summary of the two methods introduced and concludes the chapter.
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7.1 Introduction
Packet losses that occur in unreliable transmission channels affect the perceptual quality 
of video data and leave users dissatisfied. Therefore, effective error recovery mechanisms play a 
vital role in video transmission. In the literature there are many error resilience mechanisms which 
are proposed and tested for 2D video. However, research on 3D/multi-view error resilience is still 
at a very primitive stage. Most of those techniques are developed to recover missing or corrupted 
data based on the temporal prediction of video frames.
Storage
Transmission
MVC
D ecoder
Output
T V /H D T V
Stereo
Multi view
Fig. 7.1: Multi-view coding scenario [57]
In multi-view video, the same scene is captured from different view points, thus providing 
the user with a selection of the viewing angles. Multi-view video is envisioned to be a key 
enabling technology for several application scenarios such as stereoscopic video, 3DTV, free 
viewpoint TV and surveillance systems [9] as illustrated in Fig. 7.1. These applications require 
more than one view point of the same scene to be transmitted to the receiver end. In multi-view 
video coding, redundancies among view points are eliminated by disparity compensation, where 
correlation between views are analysed. The temporal redundancies among the neighbouring 
frames of the same view are exploited similarly to that of traditional 2D video coding. This makes
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multi-view video more sensitive to errors when it is transmitted over error prone channels since a 
small loss of information in one view point will trigger a chain of errors not only in the temporal 
domain, but also in other view point domains that use it as a reference. Further, existing error 
resilience schemes that have been proposed for 2D video are not adequate to cater for the 
requirements of multi-view video, due to the inherent 3D attributes. For instance, temporal motion 
compensation is quite different from disparity compensation among view points. Therefore, error 
resilient multi-view video coding and transmission is an important research topic that needs 
considerable attention [82].
There have been a few efforts in recent years that focus on error resilient techniques for 
multi-view video, in particular on error concealment algorithms. In [104], Z. Yuan et al. presents 
a fast error concealment scheme, where the concealment frame is generated using the 
neighbouring view as well as the temporally preceding frames of the same view. The error 
concealment mechanism presented in [28], uses the Decoder Motion Vector Estimation (DMVE) 
algorithm to create the best match motion concealed Macroblocks (MB) which minimizes the 
Sum of Absolute Differences (SAD). Also, in [80] the authors present an error concealment 
method that incorporates the redundancy between the inter-views to generate the concealment 
frame. In addition to the above mentioned techniques that focus on multi-view video coding, 
recent developments in the error resilient techniques for 2D video in general [51] can also be 
applied to the multi-view coding. However, from the state of the art literature on error resilience 
of multi-view coding, it is evident that there is a significant lack of encoder based error recovery 
tools. Therefore, it is important to develop error resilient techniques like redundant coding, data 
partitioning and unequal error protection (UEP) techniques that are specifically designed to cater 
for multi-view coding. In this chapter, the author presents two novel error resilience methods, 
which are specifically designed to satisfy the requirements of the multi-view coding.
7.1.1 Quality Measurements for Multi-View Coding
In 3D quality measurements it is essential to consider the impact of both colour and depth 
components on the human visual system (HVS). Due to the presence of the depth information, the 
quality assessment of the reconstructed 3D videos requires a different approach compared to 2D 
video. It is crucial to study the impact of noisy channels on both colour and depth components as 
a one entity rather than studying their effects as two different data streams. Also, it is essential to 
consider the behaviour of the human visual system on the presence of artefacts due to data loss. 
Because of the above reasons, the most commonly used 2D video quality metric, PSNR, fails to 
provide a good representation of 3D video quality. The quality metric used in 3D video must
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consider depth perception, colour and luminance quality, the feeling of immersiveness created by 
the depth data and also the reaction of the HVS. Therefore, research on quality metric has become 
a challenging area in 3D video coding paradigm.
The quality of a video sequence can be measured in two ways; subjective measurements 
and objective measurements. On one hand subjective quality assessments provides an excellent 
definition of the video quality. On the other hand it is a time consuming, complex and expensive 
quality evaluation method. Therefore, objective quality measurements are more popular among 
the research community.
Although, PSNR is a simple video quality evaluation metric which is highly employed in 
2D video quality assessment processes, it is unfortunately not a practical solution for 3D video 
quality evaluation. In the recent past, researchers have introduced some different metrics that may 
be used for 3D video quality estimation. Among them the three most popular methods are 
Structural SIMilarity metric (SSIM), Video Quality Model (VQM) and Peak Signal to Perceptual 
Noise Ratio (PSPNR). As presented in [62], VQM is an objective quality matrix, which has the 
capacity to provide a quality rating closer to the expected subjective experiment outcome. It uses 
the reduced-reference technology to perform real-time in-service quality measurements. One of 
the disadvantages of VQM is that, it handles the quality analysis of colour and depth map 
sequences individually rather than considering them as a one whole entity. Peak Signal to 
Perceptual Noise Ratio [103] is a quality measurement used to evaluate the output quality of a 
synthesised view, specifically in multi-view coding scenarios.
One of the quality evaluation methods used in this chapter to analyse the quality of the 
multi-view reconstructed sequence is Structural SIMilarity metric. It is an objective quality 
measurement, which evaluates the structural similarity between the reference and the 
reconstructed image. Since the HVS is more sensitive to the structural formats within the 
sequence, the metric provides a better approximation of the video quality in terms of the clients 
prospective. For further details about this metric the reader is directed to [96].
7.2 Redundant Coding Based on Disparity M otion Com pensation for 
M ulti-View Coding
As presented in [31] and Chapter 4, the motion information provides a better prediction of 
the encoded frame than residual data. Therefore, it is a vital component of the encoded data 
stream when it comes to the reconstruction of the video. This section presents a novel error
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resilience mechanism, where protecting disparity information is given a higher priority over 
protecting residual data. Also, the method proposed improves the overall bandwidth utilization.
The method presented in this section is based on the redundant coding technique. It uses 
the disparity vector to achieve the target. Since the proposal is for an encoder based error 
resilience tool, it focuses on an area which requires more attention from the research community 
of multi-view coding as mentioned in Section 7.1. The rest of the Section 7.2 is organized as 
follows. Section 7.2.1 presents the proposed system architecture while Section 7.2.2 describes in 
detail the system design stages with the JSVM codec. The simulation setup details and 
experimental results are discussed in Section 7.2.3 and 7.2.4 respectively.
7.2.1 Proposed Architecture
This Section presents an error resilience scheme for multi-view video coding. The 
proposed method incorporates the disparity vectors of multi-view video coding to generate a 
redundant data stream, in order to provide error resiliency to the primary data stream. Further, it is 
essential to maintain the bitrate of the redundant stream at a minimal level since the bandwidth of 
the transmission channel is a limited resource. Also, when the redundant data rate is increased, the 
effective bandwidth allocated for the primary stream is decreased, resulting in loss of primary 
picture quality under error free environment.
In multi-view video coding, a frame can be predicted in three ways by means of first 
order spatial and temporal images, as shown in Fig. 7.2. They are namely; temporal prediction 
where P is predicted from IT) a frame in the same temporal domain as of frame P, disparity or 
inter-view prediction where P is predicted from Is, and mixed prediction, where P is predicted 
from ILor IR. These methods are described in detail in Section 2.5.2
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Fig. 7.2 :Three different possibilities for predicting frame P [57]
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According to the data provided in [57], the dominant prediction method of multi-view 
coding is temporal prediction while inter-view prediction based on disparity vectors is in second 
compared to mixed prediction structures. Specifically, in high motion sequences, such as 
‘Breakdancers’ the inter-view prediction comprises 20% of the total information while that of the 
temporal prediction mode is around 60% [57].
The redundant data generation method presented in this section is based on the inter-view 
or disparity prediction of multi-view coding [70]. In the proposed method, all the macroblocks of 
the input sequences are predicted using only the disparity vectors and intra mode for the 
redundant stream. It avoids the temporal motion compensation during redundant stream 
generation stage. Also, it drops the corresponding residual data from the redundant stream. 
Therefore, the redundant stream of the proposed system comprises only of disparity motion 
information, intra data and the relevant control information, for effective decoding of the 
redundant data at the decoder.
The proposed method is capable of providing error resilience in two ways. First, if the 
primary packet of the n th frame is lost, then the decoder manages to recover from the error using 
the redundant disparity information as shown in Fig. 7.3 (b). Secondly if both primary and 
redundant packets of the temporal reference picture of the n - l th frame are lost then the disparity 
vectors can be used to generate the prediction frame for the next decoding frame, n, as illustrated 
in Fig 7.3 (c). This is particularly beneficial for fast moving sequences, where the error 
concealment options such as frame copy, fails to provide an adequate error recovery for the lost 
data.
The overall advantages of the proposed system can be summarized as follows. It provides 
resilience against packet errors in unreliable transmission environments. Since it uses only the 
disparity information, it offers error recovery in two folds while improving the bandwidth 
utilization by avoiding the redundant residual data.
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7.2.2 System Design with JSVM
The proposed system architecture is implemented by modifying the JSVM [4] codec. At 
the encoder, different views of a multi-view video are encoded using scalable layers, where each 
layer represents a different camera view. The redundant data stream is generated only for 
enhancement layers. The base layer of the JSVM codec encodes the input sequences using 
temporal hierarchical prediction structure by employing inter and intra prediction methodology. 
The inter-layer prediction, as well as the temporal inter and intra prediction modes are used to 
encode the enhancement layers for different camera views. A search range of 96 is used to obtain 
effective inter-view prediction data for all the enhancement layers. Further, the encoder was set to 
run only with 16x16 MB coding environment.
The encoding of the primary stream of both base layer (BLP): view 0 (VO), and the 
enhancement layer (ELP): view 1 (VI), follows the same coding architecture as a traditional 
JSVM codec. When encoding the nth frame of the sequence, first the frame is divided into MB of
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16x16 and then for each and every MB motion estimation is performed. After generating the 
motion compensated image of the corresponding MB, Lagrange optimization is used to decide the 
encoding mode (intra or inter prediction). Next, the motion compensated frame is subtracted from 
the original frame to find the residual, which is first quantized and then integer transformed before 
entropy coded. Therefore, the Network Abstraction Layer Unit (NALU) of the primary coded 
data consists of motion information, intra data and residual data. The reconstructed picture at the 
encoder is saved in the reference list for future predictions.
In this proposal, the redundant data is generated only at the enhancement layer (ELR) for 
view 1 and it employs only the disparity vectors to achieve this. It does not execute the temporal 
prediction at this stage. Also, the encoder avoids residual data coding in the redundant coding 
cycle. Therefore, a NALU in a redundant stream consists of disparity motion information, 
relevant intra data and relevant control information. This prediction structure is expressed in Fig 
7.3 (a).
At the JSVM decoder, first it decodes the corresponding base layer frame without any 
redundant information. If a loss occurs at the base layer level, error concealment mechanisms of 
H.264/AVC is used to conceal the error. Next, if the primary Enhancement Layer (ELp) data is 
received without any errors, the redundant packets are discarded at the decoder. As shown in the 
Fig 7.3 (b), if the primary packet of the enhancement layer is lost, then the redundant NALU is 
decoded in place of the lost data.
In case of loss of both primary and redundant NALU of the enhancement layer (Fig 7.3
(c)) error concealment mechanisms of H.264/AVC are employed to recover from the error. In 
addition, the proposed redundant scheme provides additional robustness to the encoded data 
stream as illustrated in Fig 7.3 (c). In situations where the error concealment method fails, such as 
in a high motion sequence, by incorporating the redundant disparity NALU, the error propagation 
due to the corresponding frame concealment at enhancement layer level can be reduced. To 
achieve this, when the frame concealment option is employed at the enhancement layer, the next 
frame is predicted by the redundant disparity information in place, of the primary motion 
information to prevent the error propagation in temporal direction. However, it should be noted 
that this option is only effective for high motion sequences, because in slow motion sequences, 
due to high correlation between the adjacent frames, the error concealment mechanism provides a 
successful error recovery.
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7 .2.3 Simulation Setup
The following simulations are carried out to investigate the impact of the proposed 
algorithm in packet error environments on scalable H.264 compatible multi-view data. A 
modified JSVM version 8.9 [4] codec is used to accomplish this. The standard multi-view 
sequences, ‘Akko’ with frame rate of 30 fps, ‘Ballet’ at 10 fps, ‘Ballroom’ at 15 fps and 
‘Breakdancers’ at 30 fps are used in the simulations. These selected sequences exhibit different 
kinds of motion characteristics and spatial complexities. For instance, ‘Breakdancers’ is a 
sequence with fast motion while ‘Ballet’ exhibits relatively slow motion. Furthermore, all 
simulations are carried out at Video Graphics Array (VGA: 640x480) resolution. The above 
sequences are encoded with a group of picture (GOP) size of 8, intra period of 32 frames and a 
sequence format of IBBBBBBBP.
The scalability options of JSVM are used to generate the multi-view compatible data 
stream. The camera views from two different angles were assigned to base layer and enhancement 
layer. Moreover, interlayer prediction is enabled at the encoder to facilitate disparity vector 
estimation at higher layers. The full pixel search range is set to 96 while Content Adaptive 
Variable Length Coding (CAVLC) is used to entropy code the residual. In the test results 
presented, it is assumed that one frame is concatenated in a single NALU and redundant data is 
included in another NALU.
The Internet Protocol (IP) packet loss simulator [38] is used to simulate the lossy 
transmission network environment, where the feasibility study is carried out under 0%, 3%, 5%, 
10% and 20% packet loss environments. Since the transmission channel model employs the IP 
network scenario, the packet drop is independent of its length and is dependant on the congestion 
present in the network. As illustrated in Fig. 7.3, the redundant streams are only available for 
enhancement layer views. Therefore, during the simulations, it is assumed that the base layer is 
received without errors. In the experiments, the scalable JSVM coded bit stream without any 
redundant information is used as the reference system. The PSNR and SSIM metrics are used as 
the measure of reconstructed picture quality level to demonstrate the performance of the proposed 
system against the reference system.
7.2.4 Results and Discussion
This section analyzes the performance of the proposed system against the reference 
scheme, which does not comprise any redundant data. Also, it compares the results in both error
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free and error prone environments. The Rate distortion analysis of the proposed scheme and the 
reference scheme is illustrated in Fig. 7.4. The performance comparison at the error free 
environment at PSNR of 38 dB, for “Akko”, “ Ballroom” and “Breakdancers” and at PSNR of 40 
dB for “Ballet” is tabulated in Table 7.1 using the data obtained form Fig 7.4. According to the 
data presented, it is evident that the inclusion of redundant information degrades the bandwidth 
allocated for the primary data stream. This in turn degrades the primary picture quality. Therefore, 
it is essential to maintain the redundant bandwidth at a lower rate. For example, results for the 
sequence ‘Akko’ at 38 dB with 30 fps show that the additional bandwidth penalty imposed by the 
redundant stream at error free conditions is just 22% compared to the reference scheme. 
According to the Table 7.1 and compared to the existing redundant coding method of JSVM 
proposed by He C. et al. [40] which comprise bit rate penalty of 100%, the method introduced in 
this section exhibit superior bandwidth efficiency.
Table 7.1: Performance in error free condition.
Sequence Average
PSNR
/(dB)
Frame rate 
/(fys)
Bit rate /(kbps) Bitrate
penalty
/(%)
Proposed scheme Reference scheme
Akko 38 30 4025 3300 21.97
Ballet 40 10 440 370 18.9
Ballroom 38 15 2625 2150 22.09
Breakdancers 38 30 3000 2475 21.21
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Fig. 7.4: The performance of the proposed and reference systems in error free environment.
The performance of the proposed system under error prone IP packet network is presented 
in Fig. 7.5 to 7.8. The behaviour of both the proposed and the reference system for the sequence 
‘Ballet’ is illustrated in Fig. 7.5. The results suggest that in error free environments, the reference 
scheme outperforms the proposed method. However, the proposed scheme outperforms the 
reference between the packet loss rate (PLR) of 5%-10% and around a PSNR level of 41-43 dB. 
Thereafter, the proposed method managed to keep ahead of the reference scheme by a clear 
margin. In other words, in slow motion sequences, the proposed system provides effective results 
at high error rate environments and at low error rate environments the temporal direct motion 
vector generation algorithm based error concealment manages to provide acceptable error 
recovery for the reference scheme to maintain a good average PSNR level.
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Fig. 7.6: Akko at 1.8 Mbps and 30 fps
142
A
ve
ra
ge
 
PS
NR
 
/(d
B
) 
A
ve
ra
ge
 
PS
N
R
/ 
(d
B
)
Chapter 7. Redundant coding techniques for multi-view coding for error resilience
42
40
38
36
34
32
30
28
Proposed scheme
26
Reference scheme
24
22
6 8 10 200 2 4 12 14 16 18
Packet loss rate /(%) 
Fig. 7.7: Ballroom at 1.8 Mbps and 15 fps
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Fig. 7.8: Breakdancers at 3 Mbps and 30 fps
According to Fig. 7.6, 7.7 and 7.8, for sequence ‘Akko’, ‘Ballroom’ and ‘Breakdancers’, 
the proposed system exhibits a similar performance to that obtained with ‘Ballet’. In the case of
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‘Akko’, which is a medium motion sequence and ‘Breakdancers’, which is a high motion 
sequence, the proposed scheme outperforms the reference around the PLRs of 5-10%. In all three 
instances the proposed scheme degrades gradually with the increase of PLR compared to the 
reference scheme, which exhibits a staggering cliff effect after 5% packet loss rate. For example, 
in sequence ‘Breakdancers’ the overall drop in quality from 0% to 10% PLR is only 2.3 dB for the 
proposed scheme while that of the reference method is 4.5 dB. Also, in sequence ‘Akko’ and 
‘Ballet’ the overall reconstructed frame quality degradation till 10% loss rate for the proposed 
systems are at an insignificant levels of 0.25 dB and 0.23 dB respectively.
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Fig. 7.9: The variation of average PSNR with frame number for sequence ‘Akko’ at 1.8 Mbps and 30
fps at 10% PLR
Fig. 7.9 presents the variation of the PSNR with the frame number for sequence ‘Akko’ at 
10% PLR. According to the data, the average PSNR of the reference scheme fluctuates drastically 
after 40th frame. Specifically, it fails to recover till 64th frame, which is an IDR frame and exhibits 
a PSNR drop of nearly 20 dB compared to that of the 40lh frame. This creates a great 
dissatisfaction in the affected user. However, the proposed system manages to provide nearly 
constant quality levels throughout the range presented. According to Fig. 7.9, it is evident that the 
proposed system provides the user with a less fluctuating output picture quality under error prone 
environments and significantly improves the user satisfaction.
144
Chapter 7. Redundant coding techniques for multi-view coding for error resilience
The performance comparison of the proposed system with the SSIM metric is presented 
in Fig 7.10-7.13. The proposed system dominates the reference at higher loss rates similar to the 
results presented with PSNR analysis. According to the results the proposed method shows less 
fluctuation in terms of the structural similarities during the packet loss rates of 0-10 %. 
Specifically in sequences ‘Ballet’ and ‘Akko’ the overall drop in SSIM value between 0-10 % of 
PLRs is negligible. In comparison, the SSIM value of the reference stream exhibits a sharp 
degradation after the PLR of 5%.
In conclusion, the proposed system provides promising results in terms of SSIM objective 
evaluation criterion as well as of PSNR metric. As a whole, the proposed system is capable of 
generating a high quality reconstructed image, which is structurally similar to the lost frame. This 
creates a higher user satisfaction in the clients.
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Fig. 7.10: Ballet at 384 kbps and 10 fps
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Fig. 7.11: Akko at 1.8 Mbps and 30 fps
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Fig. 7.12: Ballroom at 1.8 Mbps and 15 fps
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Fig. 7.13: Breakdancers at 3 Mbps and 30 fps
For the purpose of visual quality evaluation, Fig 7.14 presents the comparison of the error 
propagation in the proposed and reference scheme for the frame range of 20-22 for sequence 
‘Akko’ under 10% PLR. It can be seen that the proposed system provides effective error recovery 
compared to the reference scheme while minimizing the error propagation in the temporal 
domain. This leads to a great increase in visual quality both in subjective and objective terms.
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(a) Frame 20- 22 of the sequence ‘Akko’ with reference scheme at 10% loss rate
(b) Frame 20- 22 of the sequence ‘Akko’ with proposed scheme at 10% loss rate
Fig. 7.14:Illustration of error propagation in the proposed method and the reference method for the sequence
’Akko'
7.3 R egion o f Interest Based Selective R edundant M acroblock  C oding  
for M ulti-V iew  C oding
In video sequences, loss of data of certain areas of the image creates a prominent 
degradation to the user satisfaction while data loss in other areas goes unnoticeable to the naked 
eye. Therefore, prioritization methods can be employed, when providing error protection to the 
coded data. This increases the bandwidth efficiency of the system while keeping the redundant 
data percentage at a minimum level. The selection of the important data can be done either with 
the content of the raw image, such as region of interest (ROI) or the content of the encoded data, 
such as motion vectors and residual data. The method introduced in this section proposes a region 
of interest based redundant picture coding to achieve bandwidth efficient error robustness.
148
Chapter 7.  Redundant coding techniques for multi-view coding for error resilience
Further, the corresponding depth information of the sequence is used as the decision making 
parameter for the region of interest estimation.
The rest of the Section 7.3 is organized as follows. Section 7.3.1 presents the proposed 
system architecture while Section 7.3.2 describes in detail the system design stages within the 
JSVM codec. It gives insight to the ROI selection process as well. The simulation setup details 
and experimental results are discussed in Section 7.3.3 and 7.3.4 respectively.
7.3.1 Proposed Architecture
Error resilient techniques for 2D video are a widely studied broad research area. 
Nevertheless, the error resilient techniques for multi-view coding are still at the early stage of 
development. One of the most straight forward approaches for error resiliency is the transmission 
of the exact copy of the encoded data as the redundant information. However, in error free 
environments this is a very inefficient technique due to the presence of a large amount of 
redundant information. Also it decreases the primary picture quality owing to the loss, of the 
amount of primary bandwidth. This section proposes an alternative approach to the traditional 
redundant coding while maintaining high bandwidth utilization.
The proposed method employs content aware region of interest based filtering method to 
select the important macroblocks (MB) of the sequence and encodes redundant data only for those 
selected blocks. At the decoder, rest of the image is recovered using the information present in the 
neighbouring frames and views. The prioritization decisions of each and every MBs are taken by 
means of the corresponding depth map information of the sequence.
The additional depth information of the multi-view scenario provides details about the 
structure of the object and the intensity of the details embedded in the sequence. For instance, 
when the objects are near to the camera or has higher depth map intensity, the information 
presented by the colour sequence has high significances compared to those objects farther away 
from the camera. The respective portion of the frame contains more detailed information than the 
rest of the image, in most cases. The method presented in this section takes into consideration the 
impact of the loss of colour data in segments of the frame where the intensity of the depth map is 
high. Macroblocks of these selected sections will be redundant coded in order to provide 
additional protection in error prone environments.
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7.3.2 System Design Stage and ROI Decision Procedure
7.3.2.1 ROI Decision Procedure
In the selective redundant coding method presented in this section, the histogram of the 
depth image is used for the ROI selection process. The intensity of the luminance values gives a 
clear indication of presence of objects within the sequence. Also, the values near 255 indicate 
pixels near to the camera. Based on these data the decision in taken whether to encode the MB as 
a redundant data or not.
Intensity level
(a). Histogram of frame 1
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(b). Depth image of frame 1
Fig. 7.15: Sample histogram of “Breakdancers'
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One of the few approaches for threshold selection is based on the concentration of peaks 
within the histogram. They give a rough indication about the number of prominent layers present 
with in the frame. For instance, according to the Fig 7.15(a) the depth map image in Fig 7.15(b) 
have five prominent layers. From those, the layer around an intensity level of 165 consists of the 
major object (the person who is dancing) of the sequence and it is closer to the camera than the 
rest of the objects. Therefore, protection of MBs which have an intensity value between 150 and 
175 have a higher priority compared to the rest.
Another approach for threshold selection is by dividing the frame into foreground and 
background images. This can be performed by transforming the gray scale image of the encoding 
frame into a binary image using Otsu's method presented in [59]. For instance, Fig 7.15(c) 
illustrates the binary mask generated for the ‘Break-dancers’. Because of the simplicity of the 
implementation, and the accuracy and the automation of the selection process, the threshold 
selection method for gray-histograms presented by Otsu et al. in [59] is used during the ROI 
decision taking process presented in this thesis. However, the proposed technique can be extended 
with any other ROI selection method to achieve improved performances.
7.3.2.2 System Design
The proposed redundant picture coding scheme is implemented using the scalable 
architecture of the H.264 standard. The scalable layers are used to encode the corresponding 
colour sequence of the different adjacent views while the corresponding depth information of each 
view is used for the ROI decision making procedure.
Fig 7.16 illustrates the encoding architecture of the proposed system. First, the average 
gray threshold level for the selected view is calculated using Otsu's method by means of the 
corresponding depth-map sequence. Then, at the encoding side, first the primary NALU is coded 
in a manner that is compatible with the H.264/AVC coding standard. Next, the corresponding 
depth information is fed through a decision taking algorithm to decide which MB satisfies the 
ROI threshold level. If the nth MB satisfies the pre-estimated Otsu's threshold level, then 
redundant data is encoded for that corresponding block. The MB segmentation at this stage is 
performed similar to the primary data encoding cycle and an exact copy of the primary MB is 
used as the redundant data of the respective MB. The rest of the MBs of the frame are coded using 
the Skip mode [87] of the H.264 standard. In general, a MB is encoded in Skip mode if  the 
motion information of the corresponding block can be effectively predicted from the motion data 
of the neighbouring block and all its quantized transform coefficients are zeros. Therefore, when
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the MBs outside the ROI region are forced to be encoded in Skip mode, the encoder neglects the 
corresponding transformed coefficients and assumes that this region can be predicted from the 
neighbouring motion data.
Depth map sequence
decision
maker
Decision indicator
H.264/AVC
Encoder
Primary and 
 ►
redundant stream
Colour sequence
Fig. 7.16: Proposed encoder
In error free conditions, at the receiver, the decoder decodes the primary stream only and 
discards the obsolete redundant stream. Because of this reason it is essential to maintain the 
redundant data rate at a minimum level while providing the primary stream with a higher 
percentage of the allocated bandwidth in order to achieve good reconstructed picture quality at the 
receiving end.
Further, in error prone environments where only the primary data is lost, the redundant 
stream is used to recover the error. As shown in Fig 7.17, when the primary NALU is lost, motion 
compensated frame for the background is generated using the neighbouring frames by 
incorporating the Skip mode of the H.264 standard. Then the available redundant data is decoded 
to recover the foreground information. Finally, both background and foreground images are 
combined to construct the recovered frame. Moreover, if both the primary and redundant data are 
lost, the error concealment frame generated using temporal direct motion vector generation 
algorithm is used in place of the lost frame.
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R Redundant
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Fig. 7.17: Proposed decoding process
This proposal minimise the error propagation in the most prominent parts of the frame, 
although the quality of the frame reconstructed using the redundant data is lower compared to that 
of the error free condition. However, since the ROI identifies the most prominent portion of the 
frame, this method provides higher user satisfaction compared to the traditional error concealment 
options provided in H.264/AVC. Also, the proposed method provides effective bandwidth 
utilisation compared to the conventional redundant coding method of H.264 standard, where an 
exact duplication of the primary stream is transmitted as the redundant data.
7.3.3 Experimental Setup
A modified JSVM version 8.9 [4] codec is used to encode and decode multi-view 
sequences. The scalable layers are used to represent different views. The results presented in this 
section, Section 7.3, are obtained with two neighbouring views where the base layer represents the 
anchor view n-1 and the enhancement layer represents the neighbouring view, view n. The 
simulations were setup similar to the experiment setup presented in Section 7.2.3. Specifically the 
interlayer prediction is enabled to activate the inter-view prediction between the base layer and
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the enhancement layer. The full pixel search range is set to 96 while Content Adaptive Variable 
Length Coding (CAVLC) is used to entropy code the residual. For the simplicity of 
implementation, the variable block size motion compensation option of JSVM is disabled at the 
encoder and instead only the 16x16 MBs are employed.
Three multi-view sequences at different frame rates with their depth map information are 
used for the experiment, namely ‘Ballet’ at 10 fps, ‘Breakdancers’ at 30 fps and ‘Akko’ at 15 fps. 
‘Breakdancers’ composes of very complex, fast changing motions and ‘Akko’ consists of medium 
motions whereas ‘Ballet’ consists of slow motions. More information about the above sequences 
such as their colour and depth information generation process and their copy write restrictions can 
be found in [58] and [88]. Sequences dependent three different bandwidths are used during the 
simulations. They are 384 kbps for ‘Ballet’, 1 Mbps for ‘Akko’ and 2 Mbps for ‘Breakdancers’. 
The quantisation parameter (Qp) of each layer is independently varied to obtain the required 
bandwidth. The test are carried out at VGA(640x480) resolution level with a GOP size of 8 with 
an intra period of 32 frames and a sequence format of EBBBBBBBP.
The encoded data are corrupted using the Internet Protocol packet loss simulator [38], 
where the feasibility study is carried out under packet loss rates of 0%, 3%, 5%, 10% and 20%. In 
the experiments, the scalable JSVM coded bit stream without any redundant NALUs is used as 
the reference system. The encoded output of the proposed system comprises two NALUs for one 
frame; one for the primary data and the other for the redundant data while the reference stream 
consist of only one NALU per frame. The simulations are repeated with a shift in the starting 
position of the error patterns to obtain average results, which provides a better illustration of the 
performance of the two systems. Further, the average PSNR and SSIM index are used as quality 
evaluation tools during the experiments.
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7.3.4 Results and Discussion
This section provides an insight to ROI decision making process and the performance of 
the proposed system compared to the H.264 bit stream without any redundant information.
7.3.4.1 Grey Threshold Selection for the Tested Sequences
As mentioned in Section 7.3.2.1 the threshold selection method for gray-histograms 
presented by Nobuyuki Otsu [59] is used to estimate the average threshold level for the ROI 
region of the depth-map sequence. Fig 7.18 -7.20 presents the respective histogram of the 
sequences and the equivalent binary image developed using the Otsu’s method for a random 
frame of the sequence. According to Fig 7.18 and 7.19, the binary image produces a mask which 
identifies objects nearest to the camera as well as most prominent in the sequence. Therefore, 
using this template the JSVM can easily identify the ROI within a frame. In the case of ‘Ballet’ as 
illustrated in Fig 7.20, the mask identifies the two people present in the sequence as the prominent 
objects. But, the man nearest to the camera doesn’t exhibit any relatively noticeable motion 
throughout the entire sequence span. Hence, this object can be easily reconstructed using the Skip 
mode without any significant loss of quality in lossy transmission environments. Therefore, 
improved bandwidth utilisation could have been achieved by avoiding the stationary objects 
within the ROI. Thus, it is apparent that effective ROI decisions could have made through 
improved version of the Otsu’s method and constructive user inputs.
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I n te n s i ty
(a) Histogram for frame 1
(b) Mask at Otsu's intensity level of 138 for frame 1
Fig. 7.18: ROI decision data for ‘Breakdancers’
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Intensity
(a) Histogram for frame 50
I
(b) Mask at Otsu’s intensity level of 100 for frame 50
Fig. 7.19: ROI decision data for ‘Akko’
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Intensity
(a) Histogram for frame 1
(b) Mask at Otsu's intensity level of 121 for frame 1
Fig. 7.20: ROI decision data for ‘Ballet’
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7.3.4.2 Results under Error Free and Error Prone Conditions
This section presents the performance analysis of the proposed system against the 
reference scheme, which does not have any redundant data. The results are compared both in error 
free and in error prone environments. The Fig. 7.21 presents the rate distortion (RD) performance 
of the proposed and the reference system under error free condition. The PSNR quality matrix is 
used to evaluate this performance. The bit rate penalties introduced by the proposed scheme 
compared to the reference scheme at selected PSNR levels, for the three sequences tested are 
tabulated in Table 7.2. According to the data presented, the proposed system introduces a bitrate 
penalty at error free conditions due to the inclusion of the additional redundant information, which 
results in a decrease of the bandwidth allocated for the primary data stream. For instance, the bit 
rate penalty introduced by the proposed system is just 11.5% for the sequence ‘Akko’ at 15 fps 
and PSNR level of 34 dB.
48
^  46
44
Reference scheme for Akko
<  40
Proposed scheme for Akko
38 — Reference scheme for Ballet
—x — Proposed scheme for Ballet
-x- Reference scheme for Breakdancers
34
>- Proposed scheme for Breakdancers
6000 160000 2000 4000 8000 10000 12000 14000
Bit rate /( kbps)
Fig. 7.21: The rate distortion performance of the proposed and the reference system
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Table 7.2: Performance at error free condition.
Sequence PSNR
/(dB)
Frame
rate
/(fps)
Bit rate /(kbps) Bitrate penalty 
/(%)Proposed scheme Reference scheme
Akko 34 15 1650 1480 11.5
Ballet 40 10 516 444 16.2
Breakdancers 38 30 3160 2620 20.6
Figs 7.22-7.27 illustrate the performance of the proposed system under error prone IP 
packet network scenario. Among them, Fig 7.22, 7.24 and 7.26 presents the PSNR results of the 
proposed system compared to the reference scheme without any additional redundant stream. 
According to the results presented, the proposed system provides excellent error recovery in 
systems with low to medium motion sequences in terms of PSNR. For example, in ‘Akko’ the 
proposed system outperforms the reference at packet loss rate of 4.8 % while that of ‘Ballet’ is at 
8.4 %. In both cases, the data stream with redundant data provides prominent resistance to the 
packet errors after this crossover point. Namely, at 20 % loss rate the difference in PSNR between 
the proposed and the reference for ‘Akko’ is around 1.2 dB while in ‘Ballet’ this margin is a 
staggering 5.1 dB. In the fast motion sequence ‘Breakdancers’, the proposed scheme outperforms 
the reference around PLR of 12% according to Fig 7.26. Although, the cross over happens at a 
very high loss rate, at 20% PLR environment the proposed is ahead of the reference by 3.8 dB 
margin.
Moreover, the performance analyses carried out using the SSIM method is given in Figs 
7.23, 7.25 and 7.27. It evaluates the structural similarity between the reconstructed and the 
original frames. In terms of structural similarity, both proposed and the reference schemes provide 
a similar construction with an error margin of 1-2% at error free environments. In all three 
sequences, the SSIM value of the reference stream started to drop staggeringly with the increase 
of the loss rate, specifically after PLR of 5%.
Then, in both ‘Akko’ and ‘Ballet’ the proposed system manage to maintain the starting 
SSIM value until 10% PLR. In ‘Ballet’ the overall drop of the SSIM value of the proposed system 
over the PLRs tested is 2.1% compared to the massive 6.7% drop exhibited by the reference 
scheme. This is due to the fact that sequence ‘Ballet’ consists of slow motion. In such instances, 
the Skip mode provides a good estimation of the neighbouring MBs which are not redundantly
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coded. And only the MBs with most prominent motion within the sequence are retransmitted as 
redundant data. Therefore, in case of loss of the primary data the redundant stream provide a good 
reconstructed frame at the decoder, with a lower bit penalty at error free environment.
Fig 7.28 presents selected frames of the sequence ‘Ballet’ at 20% loss packet rates for 
both proposed and the reference schemes. It compares visual output quality of the reconstructed 
frames of both proposed and reference systems. According to the Fig 7.28(b) the proposed system 
provides an acceptable level of error recovery compared to the reference scheme (Fig 7.28(a)) and 
prevents adverse effects of the error propagation. Hence, the proposed method increases the user 
satisfaction by a great amount, especially in high PLR environments.
Overall, the proposed system improves the error robustness of the transmitted data 
stream, specifically in higher loss rates. Although, the output picture quality of the proposed 
scheme in error free environments is lower than the reference, due to the degradation of the 
primary picture quality as a result of the overall drop in the primary bandwidth, it is more 
consistent than the reference scheme over a wider range of packet loss rates. Specifically, it shows 
a significant improvement in structural quality of the reconstructed sequence at higher error rates 
compared to the H.264/A VC bit stream without any redundant information.
40
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Fig. 7.22: PSNR results for ‘Akko’ at 1 Mbps and 15 fps
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With proposed redundant stream 
Without any redundant stream
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Packet error rate /(%)
Fig. 7.23: SSIM results for ‘Akko’ at 1 Mbps and 15 fps
45
43
37
Without any redundant stream
-•-W ith  proposed redundant stream
33
206 8 10 12 14 16 180 2 4
Packet error rate /(%)
Fig. 7.24: PSNR results for ‘Ballet’ at 384 kbps and 10 fps
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100
Without any redundant stream
With proposed redundant stream
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Fig. 7.25: SSIM results for ‘Ballet’ at 384 kbps and 10 fps
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Fig. 7.26: PSNR results for ‘Breakdancers’ at 2 Mbps and 30 fps
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Fig. 7.27: SSIM results for ‘Breakdancers’ at 2 Mbps and 30 fps
(a) Reconstructed frames 9-11 of the sequence ‘ Ballet’ with reference scheme at 20% PLR
(b) Reconstructed frames 9-11 of the sequence ‘Ballet’ with proposed scheme at 20% PLR
Fig. 7.28: Illustration of error propagation in the proposed and reference methods for sequence
‘Ballet’ at 384 kbps and 10 fps
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7.4 Conclusion
This Chapter presents two error resilience methods for multi-view video transmission. 
The traditional techniques of error resilience which are focused on 2D video are not adequate for 
multi-view video transmission scenarios since motion compensation in 2D video is statistically 
different from disparity estimation among different view points in multi-view video. To fill this 
gap, it is necessary to incorporate the multi-view video characteristics in the error resilience 
information generation process. The two methods described in this chapter transmit redundant 
data streams generated based on the multi-view coding characteristics to achieve the above goal.
Section 7.2 proposes the use of redundant disparity vectors as error resilience information 
to achieve effective error recovery at the receiving end. Both the visual quality evaluation and 
objective quality analysis based results presented in the chapter illustrate a clear gain in 
reconstructed picture quality at higher PLRs for all of the tested sequences. According to the 
results presented, the reconstructed picture quality of the proposed system stays at a constant level 
until the PLR reaches 10% for both ‘Akko’ and ‘Ballet’ sequences. It is expected that the 
proposed method can be integrated along with a temporal motion vector redundancy scheme [31] 
or any suitable technique that is used for temporal error recovery in 2D video, to provide 
improved resilience to multi-view video. Further, at present the results presented in this section 
are acquired for multi-view scenarios of only two views. However, the proposal can be easily 
extended for any number of views where the immediate neighbouring view is used to generate the 
redundant disparity vectors.
The Section 7.3 presents a novel error resilience method where the redundant data stream 
is encoded only for selective MBs. The selection of these MBs is performed based on the 
threshold selection method for gray-histograms presented by Nobuyuki Otsu [59]. The 
corresponding depth map sequence is used at the decision making level. According to the results 
presented in Section 7.3.4.2, the proposed system surpasses the reference system without any 
redundant information in high loss rate environments, in terms of both output quality and 
structural composition. Specifically, according to the SSIM index the proposed system provides 
coherent performances in low motion sequences.
Moreover, the work presented in this chapter fills a large void in error resilient coding of 
multi-view video. The two proposed scheme can be extended to multi-view coding with any 
number of views as well as for the depth map based multi-view coding to achieve efficient error 
recovery in practical applications.
166
Chapter 8. Conclusion and future work
Chapter 8
8 Conclusion and Future Work
8.1 Overview
Mobile video communication is one of the key multimedia technologies which emerged 
during the last decade. Over the past, it has spanned from 2D video to 3D video applications at a 
fast rate. Popularity of digital video transmission has gone sky high with the introduction of 
mobile phones with multimedia capture and play back technology. Further, IMAX cinema and 3D 
gaming technologies have increased the demand on 3D video as well.
One of the main set backs of video transmission is channel errors. Data lost due to 
channel noise creates artefacts in the reconstructed sequence and results in loss of output quality 
at the receiver end. Over the past decade research had been carried out to improve the robustness 
in video delivery in error prone channels. Yet, two of the most prominent issues which restrict the 
improvement of the transmitted video quality are bandwidth restriction and the processing power 
of the receiving device. The quality of the received video is highly dependable on the available 
bandwidth. However, the larger the bandwidth allocated per client the more expensive the service 
provided will be. Also, with the increase of the complexity of the system architecture, the 
processing power required at the receiving device increases resulting in a decrease in the battery 
life span. Therefore, it is essential to maintain the coding system at a low complexity level with a 
high coding gain.
The state of the art literature presents large number of novel, robust error resilience tools. 
However, some of them introduce added complexity while some introduce additional delay to the 
system. Most of these techniques fail to achieve optimum bandwidth utilisation. Thus, it is 
essential to find a new error resilience scheme to address the disadvantages of the existing 
proposals.
The scope of this thesis is to propose an encoding mechanism to maintain high robust 
video stream delivery to the end-user under error prone channel conditions. Therefore, the main 
focus of the research is on providing good error resilience while optimising the bandwidth usage 
and maintaining the redundancy, transmission delay and complexity at a lower level. A versatile
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error resilience mechanism exploits the network resources in an efficient manner while incurring 
low redundancy for the error resilience data, in order to provide good output quality to the end- 
user.
Throughout the thesis, this target is achieved by embedding additional information within 
the encoded stream, which is known as redundant coding. The research presented in this thesis 
proposes novel redundant coding techniques for both 2D and 3D video coding scenarios. Also, it 
introduces a new coding architecture, where the WZ theorem in conjunction with H.264/AVC 
motion estimation is used to provide high error robustness to the transmitted data stream. The 
JSVM and ISTWZcodec are used for the encoding and decoding process. The performances of the 
proposed methods are analysed in packet error and bit error environments. In most cases, the IP 
packet loss simulator [38] is employed for transmission channel simulations while WiMAX 
channel emulator [50] is used to create bit error environments.
8.2 Achievem ents
This thesis examines the techniques of improving the error robustness in the transmitted 
bit stream while maintaining efficient bandwidth utilisation. The aim of this research as presented 
earlier, is to find a good trade-off among the amount of error resilience data inserted, the 
bandwidth allocated for the primary pictures and the output quality of the reconstructed picture. 
Chapter 2 of the thesis gives an in-depth view of the state of the art literature on H.264 video 
coding, WZ coding, 3D video coding and existing error resilience coding mechanisms. It 
highlights the advantages of these technologies while pointing out the limitations associated with 
them. The research developed through this background survey, proposes novel redundant coding 
techniques to improve error recovery capacity and bandwidth utilisation of video communication 
system.
The performance analysis of existing redundant coding mechanisms and possible bitrate 
trade-offs between the redundant and primary data are presented in Chapter 3. It is observed, that 
it is important to transmit error resilience data, in this case redundant data, at the expense of the 
primary bandwidth for robust video delivery over error prone channels. Also, the chapter presents 
some interesting findings such as the possibility of employing unequal error protection schemes. 
For instance, protecting key frames over non key frames and base layer data over enhancement 
layer data provide efficient error recovery with a lower level of redundancy. So, in conclusion it is 
essential to find the best trade-off between the redundant data and the primary data for efficient 
video communication.
168
Chapter 8. Conclusion and future work
From Chapter 4 onwards, most of the proposals are based on motion vectors. This is due 
to the fact that motion vectors play a major role when it comes to reconstruction of the encoded 
frame. In predictive video coding system an error in the motion information causes a catastrophic 
decoder failure. Therefore, throughout this thesis major effort is taken to provide extra protection 
to motion vector data. In Chapter 4 author proposes the transmission of redundant NALU with 
motion vector data to achieve this goal. This method provides priority to the motion information 
over residual data. Since, the redundant NALU contains only the motion information, the 
proposed method improves the bandwidth utilisation with limited amount of primary picture 
quality degradation. From the results presented, it is evident that this method gives an impressive 
performance gain in terms of the output picture quality and bandwidth utilisation.
According to the literature, parity bits exhibit higher resistance to channel errors 
compared to entropy coded data. Therefore, Chapter 5 and 6 introduce turbo coded parity bits in 
place of the entropy coded residual data in order to improve the robustness of the transmitted data 
stream while maintaining the amount of redundancy present in the encoded bit stream at a 
minimum level. Chapter 5 presents a redundant coding method for H.264 bit stream, which 
incorporates motion compensation of the H.264 standard and the WZ theorem. The proposed 
system offers an improved trade-off between the redundant data and the primary picture quality. 
Specifically, the proposed technique provides high gain in high bitrate environments for medium 
to high motion sequences. In addition, the proposed system offers SNR scalability to the 
redundant data stream due to the bitplane level parity generation method adopted by the WZ 
codec as presented in Section 2.4.2.
A new coding concept which transmits motion vectors and turbo coded parity bits as the 
primary data stream is proposed in Chapter 6. In the proposed system, the Wyner-Ziv theorem of 
the distributed video coding concept is used to generate the turbo coded parity bits while the 
motion vectors are generated based on H.264/AVC standard. According the results obtained the 
proposed architecture is more suitable for low motion sequences. Therefore, it can be employed in 
surveillance applications, where higher correlation between adjacent frames is present. Although 
this approach provides added robustness to the encoded bit stream it lags behind the entropy 
coded data in terms of compression efficiency. Therefore, this method does not improve the 
quality of the proposed system by a considerable margin. However, in the proposed system it is 
possible to transmit extra parity bits on request to improve the output picture quality. Hence, this 
method offers SNR scalability to the system without requiring to alter the design architecture.
Two error resilience mechanisms for 3D video are presented in Chapter 7. The state of the 
art literature of error resilience in 3D video shows a big void in research related to encoder error 
resilience tools. Also, the error recovery tools designed for 3D video must support its distinct 
characteristics. Both methods presented in the chapter exploits the distinct characteristics of multi­
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view video coding to provide additional robustness to the encoded data stream. In the first 
method, the redundant data stream is generated by predicting the enhancement layer using only 
the inter-layer prediction mechanism. In other words, the disparity vectors generated using the 
neighbouring views are used as redundant data. The proposal provides error recovery in two ways 
as explained in Section 7.2.1 and it produces a clear quality gain in terms of both visual quality 
analysis and objective quality evaluations. The second proposal is based on identification of the 
region of interest within the colour and depth map sequences. In this method, the depth map 
sequence and Otsu’s gray threshold selection criterion [59] is used for the decision making 
process. Then the redundant data stream for the colour sequence is coded for the selected region. 
According to the results obtained, the proposed system improves the reconstruction picture quality 
both in terms of PSNR and SSIM metrics. Furthermore, both of the proposed systems provide 
efficient bandwidth utilisation while providing good objective quality at high error rate 
environments, due to the selective redundant coding approaches adopted.
In summary, this thesis proposes number of new error resilience methods, which provide 
efficient error recovery under error prone network conditions. Most importantly they help to 
improve the bandwidth utilisation, specifically at low error rate conditions where most of the 
redundant information is discarded at the decoder. The proposed methods exhibit considerable 
quality improvements in terms of both objective quality measures and visual frame analysis.
8.3 Future W ork
This section presents some of the research areas which remain to be tackled in the field of 
error resilience coding. The initial aim of this research is to minimize the redundant data 
throughput while optimising the bandwidth usage and maintaining a good output picture quality 
level at error free conditions.
In practice, the loss rate of the channel fluctuates with time. So at one instance of the 
transmission the error rate can be higher compared to the other times. Due to this fact, the author 
likes to bring to attention the importance of having adaptive redundant coding scheme, which take 
into account the channel condition before deciding the amount of redundancy embedded into the 
bit stream. For effective results, this adaptation process must run in real time basis. By 
incorporating a feedback link from the decoder or client and by monitoring the channel condition 
the performance of the adaptive scheme can be improved. Further, the amount of redundancy and 
the type of error resilient tools used could be varied depending not only on the channel conditions 
but also on the sequence characteristics. Parameters like the amount of traffic in the channel, the 
response of the human visual system to certain artefacts, the importance of the frame, such as
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scene changing shots, etc. can be used to make the prioritisation decisions. Specifically, the 
reaction of the human visual system under error prone environments need to be studied and taken 
into account when selecting the suitable error resilience scheme for that specific environment. 
Hence, it is necessary to perform subjective quality evaluation as well as objective quality 
evaluation to obtain an accurate estimation of the quality improvement achieved through proposed 
error resilience techniques.
According to general practice, one of the direct approaches for handling transmission 
errors is retransmission of the lost data. This consumes lots of bandwidth and excessive 
redundancy. However, if the received erroneous data can be used with a little additional 
information to recovery from the errors, it provides more stability to the system while improving 
the bandwidth usage compared to retransmission. The method proposed by the author in the 
Chapter 6 is an example where erroneous data is decoded with little amount of redundant data to 
avoid retransmission. Since the proposed system incorporates turbo coding concept of distributed 
video coding architecture and H.264/AVC motion estimation process, the reconstructed picture 
quality can be easily improved by means of transmission of extra parity bits. Also this method 
adds flexibility to the redundant data transmission. For instance, if  the redundant data rate for a 
particular loss rate is predefined for a known channel environment, then depending on the channel 
condition the redundant data rate of the system can be varied on the fly. This flexibility however, 
is not presented within the H.264/AVC system, specifically in JSVM codec, where the available 
options are either retransmission of the whole lost NALU or error concealment methods. 
Although, the standalone WZ codec presented in [23] has the capacity to uses a feedback loop to 
improve the reconstructed picture quality, it increases the complexity of the decoder due to the 
motion interpolation process that take place at the receiving end. This demands a high processing 
power at the receiver, which can be impractical when it comes to mobile communication 
environments. However, this negative effect is not presented in the method proposed by the 
author in Chapter 6. One of the key suggestions for improving the system presented in Chapter 6 
is to improve the coding efficiency of the turbo coded data stream. The author suggests the use of 
block based error correcting codes like LDPC, in place of the existing turbo codes to attain a 
higher coding efficiency. Further, the proposed algorithm can be extended to provide SNR 
scalability. Considering all the above mentioned findings and observations, the author strongly 
believes that by improving the new codec architecture presented in Chapter 6, a flexible error 
robust video coding system can be implemented in future.
Error resilience in 3D video coding is another challenging area where there are lots of 
possibilities for improvements. Most of the literature available on error recovery tools for 3D 
video is designed for the decoder, namely concealment tools. Also, for more effective results it is 
necessary to design techniques with the capacity to cater 3D video requirements. First of all, the
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proposals presented in Chapter 7 can extended to any 3D environment with ease. For example, 
they can be employed as error resilience tools for depth map sequences and stereoscopic video. 
Under bandwidth restricted environments, the disparity based redundant stream can be extended a 
step ahead by using reduce resolution image for the redundant data generation. By doing so the 
amount of redundant data has been transmitted can be kept at a minimum level. The second 
method proposed in Chapter 7, can be enhanced by improving the ROI estimation method. For 
example, effective ROI selection can be achieved by analysing the motion preset within the 
sequence and using the user inputs. Further, the correlation between the depth map and the colour 
sequence can be used to increase the efficiency of the redundant coding mechanisms presented in 
Chapter 7.
In addition, some of the artefacts created by the channel errors, cause adverse effects on 
the 3D-perceptual attributes, like naturalness, 3D immersiveness, viewing experience etc. These 
may cause discomforts in users, such as eye strain and headache. Therefore, more competent error 
resilience can be achieved by studying the 3D video perceptual attributes and their impacts on the 
user satisfaction. Further, the priority must be given to the features and parameters which create 
the immersive feeling in the final output sequence. For example, some artefacts in the 
reconstructed image can get magnified in synthesises views while some may cancel out in the 
rendering process. In such instance, the priority must be given to the areas which play a key role 
in the synthesising process.
In final note, as a result of the increased attention grabbed by the 3D video in today’s 
multimedia communication, vast research opportunities have been opened up in the 3D error 
resilience area. And the author strongly believes that adaptive 3D error resilience is the future of 
the error resilience research.
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