We study idealised hydrodynamical simulations of Perseus-like galaxy cluster cores, with the goal of studying cooling flow regulation by jets generated by active galactic nuclei (AGN). The simulations are performed with the Eulerian code athena using high-resolution Godunov methods with low numerical diffusion. We use novel analysis methods to measure the cooling rate, the total heating rate, the heating rate from weak shocks and the heating rate from the decay of turbulent motions excited by the jet. We find that successful regulation of the cooling flow can be achieved with kinetic jets. Heating is anisotropic and is mostly distributed along the jet axis where the cooling flow is suppressed. Away from the jet axis the cooling flow is reduced by weak shock heating, but not fully suppressed. Turbulence is a significant source of heating only near the cluster centre, but this mechanism becomes inefficient at ∼ 50 kpc scales where it only represents a few % of the total heating rate and where most of the heating is provided by weak shocks. This qualitative picture is in agreement with previous numerical work. However, we find that several details of the simulations depend on the choice made for the hydro solver. This is a consequence of the difficulty of achieving proper numerical convergence for this problem: current physics implementations and resolutions do not properly capture multiphase gas that develops as a consequence of thermal instability. These processes happen at the grid scale and leave numerical solutions sensitive to the properties of the chosen hydro solver.
INTRODUCTION
Galaxy clusters reside in the most massive dark matter halos in the Universe and contain large reservoirs of hot plasma, the intracluster medium (ICM). A significant fraction of galaxy clusters exhibit the so-called cool-core configuration in which gas at the cluster centre is characterised by cooling times 1 Gyr and low entropy. Under these conditions strong cooling flows should develop (Fabian 1994) , leading to the accumulation of large quantities of cold gas in cluster cores and to the formation of massive gas-rich central galaxies (Martizzi et al. 2012; Ragone-Figueroa et al. 2013; Martizzi et al. 2014) . However, such extreme cooling flows E-mail: davide.martizzi@nbi.ku.dk are not observed Cardiel et al. 1998; Allen 2000; Balogh et al. 2001; Peterson et al. 2003; Sanders et al. 2008) .
The discrepancy between observed and theoretically predicted cooling flows in cool-core clusters led theorists to postulate the existence of heating mechanisms in cluster cores that regulate cooling flows. Thermal conduction can influence the thermodynamics of cluster cores (Rosner & Tucker 1989; Chandran & Cowley 1998; Narayan & Medvedev 2001; Ruszkowski & Begelman 2002; Voigt & Fabian 2004 ), but it has been shown not to be sufficient to explain the discrepancy on its own (Ettori & Fabian 2000; Zakamska & Narayan 2003; Voigt & Fabian 2004; Dolag et al. 2004; Parrish et al. 2009 ). Theoretical studies of the coevolution of galaxies and supermassive black holes (SMBHs) have suggested that active galactic nuclei (AGN) may provide a significant source of heating that may regulate the growth of central galaxies in massive dark matter halos (Tabor & Binney 1993; Ciotti & Ostriker 1997; Silk & Rees 1998) . Extensive theoretical and numerical work has been performed to demonstrate the feasibility of this solution to the cooling flow problem (Churazov et al. 2002; Brüggen & Kaiser 2002; Croton et al. 2006; Sijacki et al. 2007; Booth & Schaye 2009; Dubois et al. 2012) . On the observational side, significant evidence has been also produced that AGN provide heating in cluster cores via their jets that pierce through the ICM, inject highly relativistic particles into the ICM, inflate large, hot bubbles, and excite shocks and turbulent motions in cluster cores (McNamara & Nulsen 2007; Fabian 2012; Zhuravleva et al. 2014) .
Cosmological hydrodynamical zoom-in simulations of galaxy clusters including AGN feedback are generally more successful at reproducing cluster properties than simulations that do not include this effect (Teyssier et al. 2011; Le Brun et al. 2014; Martizzi et al. 2014; Rasia et al. 2015; Hahn et al. 2017; Bahé et al. 2017) . AGN feedback is also implemented in all major large volume cosmological hydrodynamical simulations (Vogelsberger et al. 2014; Schaye et al. 2015; Dubois et al. 2016; Davé et al. 2016; McCarthy et al. 2017; Pillepich et al. 2018) . Unfortunately, cosmological simulations and zoom-ins are useful for predicting the global properties of galaxy clusters and their galaxies, but fall short in terms of resolution. Furthermore, the evolution of cluster cores in cosmological simulations is very non-linear, which complicates the analysis of heating from AGNs. For this reason, several authors have preferred to complement the knowledge gained from cosmological simulations and zoom-ins with results from idealised simulations of AGN jet heating (Omma et al. 2004; Cattaneo & Teyssier 2007; Dubois et al. 2010; Gaspari et al. 2011 Gaspari et al. , 2012 Li & Bryan 2012 , 2014a Reynolds et al. 2015; Yang & Reynolds 2016b; Hillel & Soker 2017; Bourne & Sijacki 2017; Choi 2017; Weinberger et al. 2017; Guo et al. 2018) .
Recent theoretical models and idealised simulations established the importance of thermal instabilities developing in the ICM when jet heating is introduced McCourt et al. 2012; Li & Bryan 2012 , 2014a Meece et al. 2015; Voit et al. 2015) . Such instabilities lead to the formation of clumps and filaments of cold gas embedded in the hotter ICM. The existence of such multi-phase substructure is expected to influence the cycle of activation and deactivation of a jet and the observational properties of the baryons in cluster cores . It is very important for simulations of jet heating in galaxy clusters to capture the onset of this instability, which can be achieved only at sufficiently high spatial resolution ( 1 kpc).
The combination of Eulerian numerical methods with the high numerical resolution achievable on modern supercomputers allowed several groups to perform detailed analysis of the balance between heating and cooling in cool-core clusters (Li & Bryan 2014a; Yang & Reynolds 2016b; Li et al. 2017; Meece et al. 2017) . In this paper, we extend this work and offer a complementary analysis with independent techniques. We perform idealised simulations of jet heating with the athena code (Stone et al. 2008) . The spatial resolution of our simulations is ∼ 200 pc, comparable to or better than that reached in previous work Yang & Reynolds 2016b ), but our setup differs in the choice of numerical and analysis techniques. On the numerical side, our fiducial simulations adopt a numerical solver with much lower numerical diffusion than in most of the recent literature. On the analysis side, we carefully estimate the cooling and heating rates of the gas cell-by-cell, which allows a very detailed characterization of the state of the system throughout its evolution in time. In particular, the total heating rate is measured on-the-fly using a Lagrangian entropy tracer (Ressler et al. 2015) . Equipped with these tools, we want to (I) characterise how the cooling flow is regulated by AGN feedback, (II) identify the main heating mechanism in different regions of the cluster core, (III) assess the robustness of the results and compare to previous work performed with different hydrodynamical methods.
The paper is structured as following: Section 2 discusses the details of our numerical setup and analysis methods; Section 3 shows our main results and discusses them in the context of previous work; Section 4 summarises the paper and our conclusions.
SIMULATION SETUP
We carry out 3-d hydrodynamical simulations with the athena code (Stone et al. 2008) , with the goal of studying AGN jet heating in the core of massive galaxy clusters that develop a strong cooling flow. athena offers a variety of solvers and integrators for the equations of ideal, compressible, hydrodynamics on Cartesian grids. Additionally, the code offers the possibility of statically refining the computational domain (Static Mesh Refinement, SMR) to achieve higher resolution. SMR allows the user to explicitly define the refinement strategy in advance and to achieve great control on the number of resolution elements and on load balancing when the code is run on a large number of cores.
Several Riemann solvers are implemented in athena, including the Roe solver, the Harten-Lax-van Leer-Contact (HLLC) solver and the Harten-Lax-van Leer-Einfeldt (HLLE) solver. We encountered significant difficulties when setting up simulations with the Roe solver, which is the most accurate and the one with the lowest numerical diffusion. Simulations with the Roe solver introduce significant numerical errors when clouds with high density contrast crossed coarse-fine boundaries in the SMR grid, which lead to spurious heating in the solution in most cases. HLLC and HLLE both offer fast, approximate solutions to the Riemann problem. For most of our simulations we adopt the HLLC solver, but we also experiment with HLLE to check the robustness of our results. HLLC efficiently captures shocks and contact discontinuities, but is somewhat more diffusive than the Roe solver. HLLE has higher numerical diffusion and it is known not to capture contact discontinuities, which often develop at the interface of hot and cold structures in multi-phase media. After performing tests with Roe, HLLE and HLLC, we conclude that the latter offers more stable solutions and is affected by fewer numerical artifacts for the problem we solve in this paper, as we show and discuss in Subsections 4.2 and 4.3.
athena also offers different choices for the time integration of the fluid equations. The Corner Transport Upwind (CTU) integrator is chosen for our simulations with the HLLC Riemann solver. CTU offers higher accuracy and smaller numerical diffusion compared to the Van Leer (VL) integrator. We adopt VL to integrate the fluid equations performed with the HLLE Riemann solver. Therefore, our simulations come in two flavors: HLLC+CTU (more accurate, lower numerical diffusion) and HLLE+VL (less accurate, higher numerical diffusion).
Finally, we perform second-order (piecewise linear) reconstruction of the hydrodynamic variables. It is important to stress that our choices for Riemann solver and integrator have inherently lower numerical diffusion compared to other schemes previously adopted in the literature for similar simulations (e.g. zeus, Li & Bryan 2012; Li et al. 2017; Meece et al. 2017 ). In the rest of the paper, we will discuss the importance of this difference.
The runs considered in this paper are summarised in Table 2 .
Refinement Scheme
Since we focus on the heating by AGN jets in cluster cores, we only simulate the central region of a massive (M ∼ 10 15 M ) Perseus-like cluster. For this reason, all our simulations adopt a cubic box of side L = 400 kpc. The centre of the cluster is placed at the box centre and SMR is adopted to achieve high resolution in the regions influenced by jet heating. We perform simulations at three resolutions that we label LR (low resolution), MR (medium resolution), HR (high resolution), respectively. In all runs SMR is implemented by nesting multiple concentric cubic meshes. Each refined zone at a given level is a cube of side half of that of the coarser level. The number of resolution elements in each level of refinement is kept constant, so that the spatial resolution doubles by passing from one zone to one with higher level of refinement. The LR runs adopt a root grid plus 1 level of refinement, with 128 3 elements per grid, reaching an effective resolution ∆x = 1.562 kpc at the highest level of refinement. The MR runs adopt a root grid plus 3 levels of SMR, with 128 3 elements per grid, reaching an effective resolution ∆x = 390 pc at the highest level of refinement. The HR runs also use a root grid plus 3 levels of SMR, but each grid has a 256 3 , i.e. the resolution is doubled everywhere with respect to MR, and the effective resolution is ∆r = 195 pc.
Initial and Boundary Conditions
Our numerical simulations are based on spherically symmetric, semi-analytical initial conditions. The model assumes the ICM to be in hydrostatic equilibrium under the influence of a static, external Navarro-Frenk-White (NFW) gravitational potential associated with a dark matter halo. The gravitational potential is given by the standard NFW formula (Navarro et al. 1997) : where ρs is a characteristic density of the halo, rs is the halo scale radius. Let r200 be the radius within which the mean density is 200 times the critical density, then we can define the concentration c200 = r200 rs .
We also label the mass within r200 as M200. Once concentration c200 and halo mass M200 are set, the NFW potential is uniquely determined. However, observational measurements and cosmological N-body simulations have shown that a well established mass-concentration exists for halos in a broad range of halo masses (Dutton & Macciò 2014; Ludlow et al. 2014; Merten et al. 2015; Klypin et al. 2016) . We adopt the mass-concentration relation at redshift z = 0 from Dutton & Macciò (2014) :
We set h = 0.7 for the Hubble parameter. Once the massconcentration relation is set, the NFW potential model only depends on the choice of M200.
Since the spatial resolution of our simulations is enough to resolve the inner 10 − 20 kpc of the cluster, which in real clusters are dominated by the gravitational potential of the brightest cluster galaxy (BCG), we also include its contribution. We adopt a spherically symmetric model for the BCG mass profile that has been recently used by Meece et al. (2017) :
(r/4 kpc) 0.1 (1 + r/4 kpc)
where M4 is the BCG stellar mass within 4 kpc. Motivated by observational evidence (e.g. Donahue et al. 2006; Cavagnolo et al. 2009 ), the ICM is assumed to have a cored entropy profile based on a Perseus-like cluster given by:
where the normalised radius is defined as
and r0 is the characteristic size of the entropy core. K0 is the entropy at r0, whereas the central entropy is K0/2. Γ is the slope of the entropy profile outside the core region. Once entropy and external gravitational potential are determined, setting the density profile automatically determines the pressure profile. In fact, entropy is related to pressure and density:
where γ = 5/3 is the polytropic index of the gas. Inserting this expression in the equation of hydrostatic equilibrium, a differential equation for the density profile is obtained:
We numerically solve the latter with a 4th-order RungeKutta scheme with boundary condition ρgas(x = 1) = ρ0.
Once the density profile ρgas(x) is known, the gas pressure is computed:
The temperature profile is:
We do not include rotation of the ICM component in the presented simulations, but we have experimented with it. Our tests suggest that the results including ICM rotation are qualitatively similar to those reported below, therefore we omit these test from this paper. With our choices, the model for the initial condition is uniquely determined by parameters M200, M4, r0, K0, Γ, ρ0. The goal of this study is to investigate jet heating in massive, cool-core clusters. For this reason, we set the parameters of the initial conditions to achieve conditions similar to those of the Perseus cluster (Urban et al. 2014) . The halo mass is set to M200 = 1.0 × 10 15 M ; the BCG mass within 4 kpc is set to M4 = 7.5 × 10 10 M ; the entropy core size is set to r0 = 20 kpc; the central entropy is set to K0/2 = 10 keV cm 2 ; the asymptotic slope of the entropy profile at large radius is set to Γ = 1.75; the gas density at radius r0 is set to ρ0 = 6.67 × 10 −26 g cm −3 (see Table 1 for a summary). Despite our slightly different parameterization, the initial conditions are intentionally chosen to be very similar to those used by other authors who analysed jet heating in Perseus-like clusters in recent years (Li & Bryan 2014a; Li et al. 2015; Yang & Reynolds 2016b; Li et al. 2017; Meece et al. 2017) . In particular, the initial conditions and resolution are similar to those of Meece et al. (2017) , with the exclusion of the central entropy which is lower by a factor 2 in our simulations. This translates in a shorter cooling time and a slightly larger cooling flow. One of the advantages of our parameterization is that it allows the user to easily vary each parameter and simulate a variety of systems, which will be useful for future work.
Finally, we use outflow boundary conditions which enforce zero gradients for the conservative hydrodynamic variables (density, mass flux, total energy, flux, passive scalars) at the boundaries of the computational box. It is important to keep in mind that if the simulations are evolved long enough, large amounts of mass will transfer from large radii towards the central regions, as a result of the cooling flow. This implies that the boundary conditions can, in principle, influence the evolution of the system. The choice of our box size (400 kpc) is made to ensure that the boundary conditions cannot influence the central regions for at least ∼ 3 Gyr. Furthermore, to prevent the development of numerically seeded flows at the box boundary, which can develop if gravitational potential gradients are combined with zero gradient boundary conditions, we implement a smooth transition between the the analytical potential of equation 1 and a constant function (zero force) at radius r > 180 kpc. The transition is achieved by a power law interpolation:
where α 5 sets the sharpness of the transition and Φconst = Φ(r = 180 kpc). The net effect is the creation of a buffer region with zero gravitational force of size 43 (86) cells near the box boundaries in the MR (HR) case, equivalent to a physical size of ∼ 17 kpc.
Radiative Cooling and Temperature Floor
Radiative cooling is included in our simulations at each time step and uses Sutherland & Dopita (1993) tables for a plasma of metallicity Z = 0.3 Z . The cooling scheme uses sub-cycling with a 4th-order Runge-Kutta scheme to provide an accurate solution.
Gas is not allowed to cool below a temperature floor T floor . Thermal instability arises naturally in cluster cores subject to AGN heating Sharma et al. 2012; Gaspari et al. 2012; Li & Bryan 2014b; Meece et al. 2015) , however our resolution is not high enough to fully resolve this process. Our numerical experiments with multiple Riemann solvers and integrators in athena show that the numerical solution of the cluster heating problem is only numerically robust as long as the formation of unresolved (1-2 cells), high density clumps via thermal instability is suppressed. The adoption of a sufficiently high temperature floor allows us to obtain the desired effect while still allowing the cluster to develop a cooling flow (in absence of jet heating) and to develop resolved, high density clumps. After multiple tests, we verify that the desired behaviour is obtained for our fiducial temperature floor values, T floor = 5.0 × 10 5 K in the MR case, and T floor = 2.5 × 10 5 K in the HR case. Despite our temperature floor being larger than the value used by other authors in the literature (Gaspari et al. 2011; Li & Bryan 2014a; Li et al. 2015; Yang & Reynolds 2016b; Li et al. 2017; Meece et al. 2017) , we remind the reader that the combination of HLLC solver and CTU integrator in athena has lower numerical diffusion than the schemes used by the authors cited above, at the price of somewhat worse numerical stability. In tests not reported in this paper, we ran simulations with T floor < 1.0 × 10 5 K and found that they can successfully be completed with the HLLE Riemann solver or with HLLC at LR resolution, but we encountered difficulties with HLLC at MR and HR resolution. Our fiducial choices for the temperature floor guarantee numerically stable solutions while keeping numerical diffusion low.
Gas Accretion and Jet Heating
The key element of our simulations is the implementation of jet heating from a central supermassive black hole. Our main goal is to achieve a self-regulated modulation of the jet power as a function of the accretion rate onto the supermassive black hole, which is the engine of the jet. However, at the best resolution achieved in this work, our simulations cannot explicitly resolve accretion onto the central supermassive black hole and the processes that generate the relativistic jet. For this reason, we implement these processes following a subgrid approach that bears similarities with those of Li & Bryan (2014a) , Li et al. (2017) and Meece et al. (2017) .
Jet heating is implemented in the same routine that performs radiative cooling. At each hydrodynamical time step the code computes the accretion rate onto the supermassive black hole. Since we do not resolve the accretion flow, we assume that the accretion rate is set by the loss of angular momentum of cold gas available in the central regions over a characteristic accretion time scale tacc = 5 Myr. The accretion rate onto the central supermassive black hole is then given byṀ
where M (r < Racc, T < Tacc) is the 'cold' (T < Tacc) gas mass present within a sphere of radius Racc = 1.8 kpc placed at the centre of the computational domain. The underlying assumption is that only gas that can cool efficiently will be able to lose angular momentum and fuel the central supermassive black hole. The accretion temperature is set to be smaller than the temperature in the initial conditions, but larger than the temperature floor. We chose Tacc = 5.0 × 10 5 K and Tacc = 1.0 × 10 6 K for the HR and MR cases, respectively.
Once the accretion rate has been computed for a given time step ∆t, we remove an amount of massṀacc∆t from a sphere of radius Racc. The density of the i-th cell within the accretion sphere is updated at each time step:
where M old is the total gas mass within the accretion sphere before accretion is performed. Equation 13 prevents the accretions scheme from removing more than 90% of the mass in a cell within a single time step, which helps prevent the development of cells with negative density. The mass that is removed by accretion is not stored, since we do not track the evolution of the mass of the central supermassive black hole.
Under the assumption that a fraction of the accreted rest mass energy is converted into jet power, the latter is computed by:
At each time step ∆t, the jet power is computed using equation 14 and an amount of energy Ejet =Ėjet∆t is directly injected and equally redistributed in two discs of thickness one cell and radius 0.5 × Racc, which act as jet launching platforms. These discs lie on a plane orthogonal to the zaxis of the box and are placed 2 cells above and below the box centre, respectively. A fraction f kin Ejet is injected in kinetic form, whereas a fraction (1 − f kin )Ejet is injected in thermal form. We implement jets with fixed velocity vjet = 10 4 km/s, but we redistribute the mass in the jet-launching discs using a Gaussian profile. For each cell in a disc we define a Gaussian weight:
where the Gaussian smoothing radius is set to Rjet = 0.375 × Racc. The kinetic energy injected in each cell of a jet-launching disc is given by
where the factor 1/2 on the r.h.s. on the first line is introduced because the energy associated with the jets has to be redistributed between two discs. Equation 16 effectively defines ρjet,i, the jet density associated with the i-th cell. Each cell in the jet-launching disc receives specific momentum:
When f kin < 1, thermal energy is also injected in each cell belonging to a jet-launching disc using a similar scheme:
Our fiducial choices for the parameters regulating jet heating are = 0.01 and f kin = 1.0 (fully kinetic jet), however we also explore models with lower and with hybrid kinetic and thermal feedback (f kin = 0.5). Extensive tests of the effects of the variation of and f kin at the resolution reached by our simulations have already been performed in the literature (see Meece et al. 2017 ). The efficiency essentially regulates the duty cycle of the jet, but has very little influence on the magnitude of the jet power.
Our fiducial value of = 0.01 is somewhat higher compared to the values used by other authors using similar galaxy cluster simulations (Li & Bryan 2014a; Li et al. 2015; Yang & Reynolds 2016b; Li et al. 2017; Meece et al. 2017) . Li et al. (2015) performed jet simulations which also included star formation and showed that a range of can achieve selfregulation, but that 0.01 is required to avoid overproducing the stellar mass of the BCG. Previous work adopted a lower T floor and Tacc, which modify the net amount of matter accreted by the central supermassive black hole, and consequently the jet power triggered by the cooling flow. Therefore, it is not that surprising that our simulations achieve similar results with a different . The appropriate value for can be constrained by going to much higher resolution and by more appropriately resolving the phase structure of the ICM (e.g.; Li & Bryan 2014a) , which is unfeasible at the resolution we achieve. For the purposes of our simulations, has to be treated as a subgrid parameter that allows to achieve realistic values for the jet power given the cooling flow, which is what matters for studies of jet heating in cluster cores.
To enhance the interaction of the jet material with the ICM we also implement jet precession: the velocity vector of the jet forms an angle θprec with the z-axis and precesses around the latter over a period of tprec = 10 Myr. We adopt a fiducial value for θjet = 15
• for the precession angle, but we also performed tests with θjet = 30
• that provided qualitatively similar results. For this reason, tests with θjet = 30
• will be omitted in our analysis below. Conversely, using smaller values of θjet leads to jets that pierce through the ICM without producing considerable heating, as shown in past literature (Omma et al. 2004; Cattaneo & Teyssier 2007 ). Table 2 . List of simulations and their parameters. Column 1: simulation name. Column 2: ∆x is the cell size at the highest level of refinement. Column 3: T floor is the temperature floor. Column 4: Tacc is the temperature below which gas is accreted onto the central supermassive black hole. Column 5: Racc is the radius of the spherical region within which the black hole accretion rate is computed. Column 6: is the jet efficiency. Column 7: f kin is the fraction of kinetic energy injected by the jet. Column 8: Riemann solver used for the simulation. Column 9: numerical integrator used for the simulation.
Catalog of Simulations
Name ∆x [pc] T floor [K] Tacc [K] Racc [kpc] f
DIAGNOSTICS OF HEATING AND COOLING RATES
We use a series of diagnostics of the heating and cooling rates as a function of location and time. In summary, we estimate:
• The total cooling rate in each cell of the simulations.
• The total heating rate in each cell of the simulations.
• An estimate of the kinetic energy dissipation rate, i.e. an upper limit to the heating rate provided by turbulence in several regions of the cluster.
• An estimate of the heating rate from weak shocks.
The following subsections describe the methods used to measure each quantity in the list.
Total Heating and Cooling Rates
In our implementation, the cooling rate is stored as an additional variable for each cell and is updated at each time step. To estimate the total heating rate in each cell, we implement a version of the scheme developed by Ressler et al. (2015) , which was originally developed to estimate heating in general relativistic magnetohydrodynamics simulations of accreting black holes. We briefly review the main features of this scheme and defer to Appendix A and to Ressler et al. (2015) for details. The heating estimator is based on the fact that conservative codes like athena conserve total energy to machine precision, but effectively introduce numerical viscosity, which results in dissipation of kinetic energy on small scale, i.e. acts as a source of heating. The heating estimator measures the truncation error in the energy equation at each time step and translates it into a heating rate. This estimate can be done cell-by-cell. However in cells which experience very small heating, the truncation error can be negative, resulting in negative heating rates. These values are not physical if taken at face value. This method only provides physically reliable heating rates if they are averaged over a sufficiently large length or time, as verified by Ressler et al. (2015) , who performed a wide range of tests.
After implementing the heating estimator in athena,
we perform a series of tests to assess its accuracy (see Appendix B). We conclude that the method is able to yield heating rates with ∼ 5% accuracy.
Turbulent Heating Rate
Injection of a large quantity of momentum by the jets results in significant acceleration of gas, wave driving, inflation of low density cavities that may buoyantly rise and drive turbulent motions. To estimate the energy dissipation rate associated with turbulent motions we perform a spectral analysis of velocity fluctuations with respect to the radial motion of the gas. Only a fraction of such fluctuations can be attributed to turbulence, therefore they can only be used to infer an upper limit to the turbulent heating rate. We focus on velocity fluctuations relatively to a background which may have net radial velocity (spherically symmetric cooling flow). We define the velocity fluctuations as:
where v rad (x) is the radial velocity at radius x. v rad (x) is estimated by averaging the velocity field in radial shells that do not contain the jet material (45 • < ϑ < 135 • ). Let δ v k be the (discrete) Fourier transform of the velocity fluctuation field, then its power spectrum can be written as:
After computing the velocity fluctuation power spectrum, we define an effective driving scale for turbulent motions:
i.e., the effective driving scale is achieved by a weighted average of the k-s associated with each mode with the weights given by the power spectrum. Finally, we estimate the kinetic energy dissipation rate as:
whereρ is the average density in the region where the power spectrum is computed, σ 2 (k drive ) is the velocity dispersion of the velocity fluctuations with respect to the radial velocity field estimated at the effective driving scale k drive . Equation 22 is derived by assuming that the kinetic energy E kin ∼ 0.5ρσ 2 associated with turbulent eddies of size L ∼ 1/k drive will cascade cascade down to eddies of smaller size in approximately one eddy turnover time tturn = (k drive σ) −1 .
Shock Heating Rate
The ICM can also be heated by weak shocks. We adopt an approximate estimator of shock heating which is applied in post-processing and which uses theoretical arguments similar to those used by Yang & Reynolds (2016b) . Shocks are identified in our simulations by measuring entropy, pressure and density jumps. The pressure jump across a shock can be expressed as:
where P1 and P2 are the pre-shock and post-shock pressures, respectively and y is a dimensionless parameter related to the shock Mach number Ms:
where ρ1 is the pre-shock density. The density jump across the shock is given by:
Finally, the entropy jump across a weak shock is given by:
We measure density, pressure and entropy jumps in all cells in the computational volume by computing differences between consecutive snapshots. Snapshots are saved every ∆t = 5 Myr, which is the effective time resolution of our shock heating estimator. A cell is flagged as shock heated only when the density jump is ρ2/ρ1 > 0.9δ, ds > 0 and ∆P/P > 0.2. The first condition makes sure that we are measuring density jumps that are representative of shocked regions, i.e. where the density jump is similar to that given by the shock jump condition of equation 25. The second condition makes sure that there is local heating, which is associated with an entropy jump. The third condition makes sure that we detect shocks with Mach number larger than a given threshold. In fact, once ∆P/P is measured, y is calculated from equation 23 and is associated to a Mach number using equation 24. Selecting ∆P/P > 0.2 corresponds Ms > 1.08. By varying the threshold for the pressure jump, we empirically determine that shock heating comes mostly from shocks with Ms 1.1. Finally, once a cell has been flagged as shock heated, the shock heating rate is then estimated as:
where T1 is the pre-shock temperature. In principle, if the time resolution is too coarse, the shock heating estimator described in this subsection may not take into account the contributions of shocks with velocity vs > ∆x/∆t. We test the robustness of the shock heating estimator by varying the time resolution from ∆t = 5 Myr to ∆t = 1 Myr, but we do not find significant differences in the estimate of the shock heating rate. The result of this test confirms that the contribution of strong shocks to the heating rate is negligible compared to that from weak shocks in the regions away from the jet axis. The situation is more complicated within the jet cone, where highly supersonic material is present and where heating from strong shocks may provide a large contribution. In this region, even a time resolution of 1 Myr might not be enough to capture most of the heating from shocks, implying that our shock heating estimator is only able to provide a lower limit to the total shock heating rate in the jet cone.
RESULTS

Fiducial Runs -Fully Kinetic Jet
We consider MR_JET_HLLC and HR_JET_HLLC as our fiducial runs because they use the HLLC Riemann solver which captures large density contrasts and multi-phase structures better than HLLE and more diffusive solvers. Figure 1 shows average density maps of the gas in the HR_JET_HLLC simulation in thin slices at four different times. The top-left panel shows a phase in which the jet is on and has inflated low density cavities and lifted significant amount of gas along the jet axes. The top-right panel shows a snapshot in which the jet power has decreased due to reduced gas accretion towards the central region, and in which high density clumps started forming via thermal instability. In the bottom-left panel the jet is completely off and more high-density clumps have formed. The bottom-right panel shows a phase in which the jet has been turned on again and in which some of the clumps have been lifted upwards, whereas others have precipitated towards the centre and fed the central AGN. These figures clearly demonstrate the multi-phase structure of the ICM developed in these simulation, which is a major reason why Riemann solvers that capture contact discontinuities such as HLLC should be favored. Figure 2 shows the mass-weighted density, temperature and entropy profiles at different times in the HR_JET_HLLC simulation which adopts a purely kinetic jet and has spatial resolution ∼ 200 pc. The fluid properties at radius R < 5 kpc are very time variable, because of the jet activity. During the first 0.5 Gyr the cluster undergoes an initial cooling flow which drives the central density to increase and the temperature and entropy to decrease. The cooling flow is offset by the jet activity once it turns on. At t > 0.5 Gyr the average density in the central 50 kpc stays higher than in the initial conditions, but the temperature never descends below 10 6 K. At late times t > 0.7 Gyr the entropy profile at R > 5 kpc reaches a quasi-steady state and a dramatic drop of the central entropy associated with a cooling catastrophe is not observed.
The left panel of Figure 3 shows the radial mass flux at R = 20 kpc. Positive values indicate a net outflow, negative values indicate a net inflow. The figure demonstrates that simulations with a fully kinetic jet are able to reduce the net mass inflow of gas towards the central regions relative to cool core clusters without jet heating. The same conclusion is reached by both our low resolution and high resolution runs. At fixed resolution, quantitative differences are noticeable comparing the results of the HLLE and HLLC solvers, but the qualitative picture does not change. The right panel of Figure 3 shows the deposition rate of gas from the 'hot' phase (T 10 6 K) to the 'cool' phase (T < 10 6 K) within R < 20 kpc. In principle, the amount of 'cool' gas within this region can increase because of (I) cooling and (II) transport of 'cool' gas from outside. Only the contribution from cooling is considered in this plot. Positive values are associated with increases in the gas cooling rate from the 'hot' to the 'cool' phase. Negative values are associated with heating from the 'cool' phase to the 'hot' phase. It is evident that simulations with a fully kinetic jet suppress the net cooling rate by a factor ∼ 10 − 100. It is encouraging to see that for simulations with HLLC the results do not vary much when the resolution is increased. Cooling suppression is achieved also with HLLE, but the effect is somewhat weaker. The difference in the results may be explained by the inability of HLLE to maintain contact discontinuities between 'hot' and 'cool' gas, which is better achieved by HLLC and which influences the survival rate of cold clumps/filaments where the cooling rate is high.
The heating diagnostic described in Subsection 3.1 is used to plot the average heating rate in thin slices in Figure 4 . We show exactly the same snapshots as in Figure 1 . At all times heating is very anisotropic and it is distributed mostly along the jet axis and within the cavities. When the jet is fully on (top-left, bottom-right panels) heating appears to be distributed in shells which propagate outwards. These shells are generated when the jet sweeps through a region, then points towards another direction due to its preces- to the 'cool' phase, negative values indicate heating of gas from the 'cool' to the 'hot' phase. Mass flux and deposition rate are both reduced when jet feedback is turned on. The mass deposition rate and the inflow rate are very similar for runs with HLLC at different resolution.
sion. The heating shells propagate outwards as weak shocks, which constitute the main heating source away from the jet axis (see text below). Figure 5 shows the evolution of cooling/heating rates in regions of radius R < 20 kpc and R < 60 kpc, respectively. We consider both the spherically integrated case and the values from a region excluding the jet material (45 • < ϑ < 135 • ). The cooling rate within R < 20 kpc (top panels of Figure 5 , solid blue lines) is suppressed by a factor ∼ 100 with respect to the case without jet heating (dashed blue lines), and a suppression of a factor ∼ 5 − 10 is also achieved over bigger regions (R < 60 kpc, bottom panels of Figure 5 , blue lines). The red solid lines in Figure 5 show the total heating rate measured using the total heating diagnostic (Subsection 3.1), which can be compared to the jet power shown as a black solid line. The region R < 20 kpc only receives 1-10% of the total energy provided by the jet (top left panel), but when we consider the larger region R < 60 kpc (bottom left panel) the heating rate and the jet power match more closely, a signature of the fact that the jet fully couples with the ICM only on scales 50 kpc.
Heating is very anisotropic: if a cone of amplitude 45
• containing the jet is excluded from the analysis (right panels of Figure 5 ), we see that the total heating rate is much smaller than the cooling rate and than the jet power. In Figure 4 . Average heating rate of the gas in thin slices at four different times for the HR_JET_HLLC simulation. The thickness of each slice is 5 kpc. We have chosen the same snapshots as in Figure 1 for clarity. Heating is very anisotropic and happens mostly along the jet axis. Heating away from the jet axis is achieved through weak shocks.
the central region (R < 20 kpc, top-left panel of Figure 5 ) the turbulent heating rate (magenta line) is comparable to the total heating rate (red line) when the jet is on, but significantly smaller when the jet is off. On larger scales (R < 60 kpc, bottom-left panel of Figure 5 ) the turbulent heating rate only constitutes ∼ 1% of the total heating rate. Green lines in Figure 5 show the shock heating rate which is sub-dominant at R < 20 kpc, but dominates the heating rate at larger scales (R < 60 kpc). In particular, when the jet region is excluded from the analysis (right panels of Figure 5) shock heating represents the largest contribution to the total heating rate.
Figure 2-5 demonstrate (I) that our fiducial simulations with a purely kinetic jet, with the HLLC Riemann solver are successfully regulating the cooling flow of a Perseus-like coolcore cluster, (II) that 50−100% of the heating on small scales is provided by turbulent energy dissipation, but that contribution is ∼ 1% at larger scale, (III) that shock heating is the dominant heating source on large scales and away from the jet axis. These conclusion are in broad agreement with the qualitative picture that has emerged from recent work published using similar simulations (Li & Bryan 2014a; Li et al. 2015; Yang & Reynolds 2016b; Li et al. 2017; Meece et al. 2017) . The next few subsections discuss our results from non-fiducial runs which highlight several differences with respect to the existing literature that we largely attribute to our adoption of less diffusive Riemann solvers. Figure 6 shows the mass flux at R = 20 kpc (left panel) and the deposition rate of gas from the 'hot' phase (T 10 6 K) to the 'cool' phase (T < 10 6 K) within R < 20 kpc (right panel) for our high resolution simulations with cooling only, Figure 5 . Temporal evolution of the cooling and heating rates within a spherical region of radius R < 20 kpc (top panels) and R < 60 kpc (bottom panels) for simulations with purely kinetic jets. The blue dashed line is the cooling rate in the cooling-only runs. The blue solid line is the cooling rate in the runs with jet turned on. The black solid line is the jet power. The red solid line is the total heating rate. The green solid line is an estimate of the shock heating rate which is most accurate away from the jets, but is only a lower limit in the jet cone. The magenta line is an estimate of the turbulent heating rate. Jet heating is very efficient at R < 20 kpc and the cooling rate is significantly decreased with respect to the value measured in the simulation without a jet. The total power injected by the jet is distributed out to R ∼ 60 kpc, but the heating rate away from the jet axis is small. At large radii and away from the jet most of the heating is provided by weak shocks. The turbulent heating rate is significant only at R < 20 kpc, but it is always sub-dominant with respect to shock heating at larger radii.
Purely Kinetic Jet vs. Mixed Injection
purely kinetic jet and mixed thermal+kinetic injection. This figure shows that our case with mixed injection struggles to suppress the total flow of gas towards the centre of the cluster, and that there are larger fluctuations of the 'cool' gas deposition rates with respect to the case with purely kinetic jet. Figure 7 shows the evolution of heating and cooling rates at R < 20 kpc for simulations with mixed kinetic and thermal feedback. Comparison to Figure 5 (purely kinetic jet) shows that our simulations with mixed injection fails at suppressing the cooling flow.
We conclude that the qualitative behavior of our simulations depends on the fraction of kinetic/thermal energy injected by the jet. In particular, injection of thermal energy instead of kinetic energy seems to significantly reduce the efficiency of AGN feedback. This is a well known result from cosmological zoom-in simulations that reach ∼ 0.5 − 1 kpc where AGN feedback is performed by injection of pure thermal energy or a mixture of thermal and kinetic energy (Booth & Schaye 2009; Dubois et al. 2012; Le Brun et al. 2014; Hahn et al. 2017) . A direct comparison of our results to cosmological simulations is difficult to make, because of indicate cooling of gas from the "hot" to the "cold" phase, negative values indicate heating of gas from the "cold" to the "hot" phase. Only simulations with purely kinetic jets can simultaneously regulate the mass inflow rate and reduce the deposition rate from the "hot" to the "cold" phase. Figure 7 . Temporal evolution of the cooling and heating rates within a spherical region of radius R < 20 kpc for simulations with mixed kinetic and thermal feedback. The blue dashed line is the cooling rate in the cooling-only runs. The blue solid line is the cooling rate in the runs with jet turned on. The black solid line is the jet power. The red solid line is the total heating rate. The green solid line is an estimate of the shock heating rate which is most accurate away from the jets, but is only a lower limit in the jet cone. The magenta line is an estimate of the turbulent heating rate. This plot clearly shows that the mixed feedback is unable to regulate the cooling flow. In fact, the cooling rate in the simulation with feedback on is always comparable to the cooling rate in the run without feedback.
the very different way energy/momentum injection are implemented. For instance, the AMR simulations of Dubois et al. (2012) inject kinetic energy jets in cylinders, but thermal energy in spheres, which is different from the approach followed to model AGN feedback in idealised simulations. In general, implementations of AGN feedback in cosmological simulations require thermal energy not to be released immediately, but rather accumulated and released in powerful, impulsive events.
The theoretical work by Voit et al. (2017) has shown that it is possible to explain the multiphase structure of gas in cluster cores while simultaneously achieving thermal balance. In this scenario, AGN feedback uplifts gas to large scales and is regulated by the condensation and precipitation of cold material formed via thermal instability. Typical power law entropy profiles with a flat central core are a natural outcome of this class of models. Condensation of cold gas is promoted in regions where the entropy profile is flat. At larger radii, where the entropy profile is steeper, condensation of cold gas is suppressed by buoyancy. Voit et al. (2017) argue that numerical methods based on pure thermal feedback fail to reach a precipitation-regulated regime, because thermal feedback generates an inversion of the slope of the central density profile which promotes the formation of large quantities of cold gas in the central regions. In these conditions, the core is unable to reach thermal balance. The phenomenon may be alleviated if some of this material can be lifted up and transported towards buoyantly unstable regions away from the centre via kinetic feedback. For this reason, Voit et al. (2017) argue that injecting at least a fraction of AGN feedback energy into a kinetic jet is important to achieve regulation. These arguments may partially explain why our simulations with purely kinetic jet regulates the cooling flow better than those with mixed feedback, but they do not explain why our mixed feedback simulations fail so dramatically.
Our results are in contrast with numerical work by other authors who also varied the fraction of thermal energy injected by the jet in idealised simulations (Li & Bryan 2014a; Meece et al. 2017) . Meece et al. (2017) ran extensive tests with resolution comparable to ours and concluded that their simulations achieve the same qualitative behavior when the injected kinetic energy fraction is sufficiently larger than zero. Adoption of coarse resolution might significantly influence thermalization of kinetic energy and might cause overcooling, which is artificially prevented by energy accumulation in cosmological zoom-in simulations. However, the resolution in our simulations and in Meece et al. (2017) is not significantly different from the highest resolution achieved by cosmological zoom-in simulations (∼ 0.5 kpc), so the discrepancy between Meece et al. (2017) and results form cosmological simulations (and ours) cannot only be attributed to resolution effects. Li & Bryan (2014a) performed simulations at very high resolution and showed that the results do not depend significantly on the injected kinetic energy fraction provided that the resolution is at least a few hundred parsec, in tension with our results. In principle, it should be possible to assess whether the kinetic/thermal fraction matters by significantly increasing the spatial resolution, hoping that the correct physics would be explicitly captured by the hydro method. However, this would only be true if all numerical methods converged at the same rate towards the appropriate solution as the resolution is increased, which is not the case even for the high resolution runs performed nowadays.
The simulations by Li & Bryan (2014a) and Meece et al. (2017) have one aspect in common, which is also the major difference with respect to our setup: they use the zeus solver (Stone & Norman 1992) implemented in the enzo code (Bryan et al. 2014) . The zeus method introduces significantly larger numerical diffusion compared to methods such as HLLE or HLLC, which also allowed these authors to have better numerical stability and run simulations with lower temperature floor than we achieve. In particular, Meece et al. (2017) state that "zeus is known to be a relatively diffusive method and requires an artificial viscosity term that may affect the accuracy of our hydrodynamics calculations." Furthermore, Meece et al. (2017) have experimented with using a piecewise parabolic method (PPM), but encountered numerical difficulties relating to the strong discontinuities occurring at the injection site. The extra numerical diffusion of zeus may (I) achieve faster thermalization of kinetic energy and (II) smooth out large density and temperature gradients at the interface of clumps/filaments formed via thermal instability that play an important role in the duty cycle of AGN activity. Our simulations with HLLC are expected to capture discontinuities better than simulations with zeus, and are less affected by spurious thermalization of kinetic energy.
Yang & Reynolds (2016b) used the flash code (Fryxell et al. 2000) and adopted the directionally unsplit staggered mesh solver (USM, Lee et al. 2009; Lee 2013) . The numerical scheme used by Yang & Reynolds (2016b) is similar to ours, but their minimum cell size is a factor ∼ 10 larger than in our HR case. In contrast to our simulations, Yang & Reynolds (2016b) used a sub-resolution method that replaces 'cold' gas below a temperature threshold with particles, which are also used to compute the accretion rate. Finally, Yang & Reynolds (2016b) do not directly address the issue of thermal vs. kinetic energy injection. For these reasons a direct comparison to their work is difficult to make.
In general, it is possible that issues other than numerical diffusion may influence the results. For instance, in models that use cold gas accretion the jet power can be larger using a larger accretion region, which will produce stronger heating of the cluster core. Additionally, the choice for the temperature floor influences the density structure of the 'cool' gas formed in the cluster core which determines the black hole feeding rate and the jet power. Because of the dependence of the density distribution of the 'cool' gas on the temperature floor, the coupling efficiency of kinetic jets and thermal energy with this gas phase can be influenced.
Nevertheless, our result that numerical diffusion affects the dependence of jet feedback on the kinetic/thermal energy fraction is strengthened by an additional test. We ran two simulation with the HLLC solver at low resolution LR (∼ 1.5 kpc) with purely kinetic jet and mixed thermal/kinetic feedback, respectively. Figure 8 shows the comparison of the total inward mass flux at 20 kpc and the deposition rate of cold gas within 20 kpc for these two low resolution runs. We find that at resolution 1.5 kpc, simulations with purely kinetic jet and mixed feedback converge to similar solutions, unlike what happens at higher resolution.
In summary, it appears that the dependence of the re- indicate cooling of gas from the "hot" to the "cold" phase, negative values indicate heating of gas from the "cold" to the "hot" phase.
Results from the LR runs are compared to the fiducial HR run with purely kinetic jet. At low resolution the purely kinetic jet simulation and the mixed feedback simulation converge to similar solutions, unlike what happens at higher resolution.
sults on the kinetic/thermal energy fraction in the jet is sensitive to the details of the numerical setup, including the diffusivity of the hydro solver and the specific criteria used for gas accretion and the method of jet injection. Given the difficulties in obtaining numerically converged solutions for this problem using accurate hydro solvers, existing results on heating of the ICM by jets (including ours) should be interpreted with the proper caveats and regarded as provisional.
Different Riemann Solvers and Robustness of Numerical Solutions
The physics that determines the gas supply that triggers jet events is determined by (I) the magnitude of the cooling flow, and (II) the properties and dynamics of the 'mist' of cold clumps/filaments embedded in the hot ICM that are formed via thermal instability. The former can be easily captured by any state-of-the-art hydro code, but the latter cannot. In general, it is unclear what spatial resolution or what numerical solver is more suitable to capture a physically reliable picture of the thermal instability in galaxy cluster cores heated by a jet. Figure 9 shows how the evolution of the jet power depends on numerical resolution and Riemann solver in a non-linear and unpredictable fashion. In particular, at fixed resolution and temperature floor, the HLLE and HLLC Riemann solvers predict very different evolutions of the jet power. By construction, HLLC better resolves multiphase flows and captures contact discontinuities, but this test highlights how choosing a different solver can influence one aspect of the numerical solution. This result may reflect the chaotic nature of the system. Figure 10 shows a visual representation of the differ- ences between HLLC and HLLE in similar phases of the MR_JET_HLLC and MR_JET_HLLE simulations. The top panels of Figure 10 show density maps of the gas at times when the jet is on with similar power for HLLC and HLLE, respectively. It is evident that the degree of gas mixing in the cavities generated by the jet depends on the solver.
In particular, HLLC appears to better preserve high density structures in the cavities. The bottom panels of Figure 10 show density maps at times when the jet has been turned off for more than 50 Myr. In this phase, thermal instabilities develop which lead to the formation of cold clumps and filaments. The morphology of these structures appears quite different between HLLC and HLLE. In particular, HLLC allows the development of multiple high density structures, whereas the phenomenon is significantly less pronounced when HLLE is used. These facts pose the question of whether a numerical solution that does not depend on the Riemann solver for the jet heating problem is achievable. In tests not shown here, we assess whether this strict kind of convergence can be achieved. In principle, it should be possible to obtain better numerical convergence by minimizing thermal instability at the resolution scale. In order to reach this goal, we artificially increase the temperature floor to values as high as T floor = 10 7 K and find that strict convergence between HLLC and HLLE is actually very hard to achieve. HLLE and HLLC converge to similar solutions only when we increase the temperature floor to T floor = 10 7 K, but the similarities can only be appreciated if the results are time-averaged on time scales ∆t ∼ 100 Myr. The detailed evolution of the jet power depends on the Riemann solver and increasing the temperature floor only alleviates the differences between HLLE and HLLC. This may be a consequence of the chaotic nature of the system influencing the numerical solutions even if thermal instability is minimised.
In conclusion, simulations with HLLC offer advantages when dealing with multi-phase structure, but the temperature floor cannot be decreased to desirable levels (T < 5 × 10 4 K) because of numerical instabilities. More diffusive solvers have the advantage of being more numerically stable when the temperature floor is lowered, but they introduce larger numerical errors. In principle, some of these issues could be alleviated by achieving very high resolution and fully resolve thermal instabilities on all relevant scales. Unfortunately, (I) the appropriate resolution requirement has not been clearly established from a theoretical viewpoint and it may be unachievable in state-of-the-art numerical simulations (McCourt et al. 2018) , and (II) the chaotic nature of the system may still produce different solutions for different numerical solvers, although the solutions should ideally converge statistically in time with sufficient time averaging.
SUMMARY AND CONCLUSIONS
We have analysed the results of a suite of hydrodynamical simulations of AGN jet heating in galaxy cluster cores. Our setup is similar to that adopted by other authors in recent years (Gaspari et al. 2012; Li & Bryan 2014a; Yang & Reynolds 2016b; Li et al. 2017; Meece et al. 2017 ), but our simulations adopt different numerical solvers. In particular, our fiducial simulations adopt the HLLC Riemann solver which offers lower numerical diffusion compared to solvers used previously in the literature and better handles multiphase flows. The latter feature is important when dealing with thermal instabilities that generate clumps embedded in the hot ICM (contact discontinuities) and that play a key role in cooling flows heated by AGN feedback .
We implemented jet feedback triggered by gas accretion onto a supermassive black hole at the centre of a cluster core and we considered both the scenario with a purely kinetic jet and the one with mixed kinetic and thermal energy injection. We also implemented an on-the-fly heating estimator inspired by Ressler et al. (2015) which measures the total heating in each cell in the computational domain. The turbulent energy decay rate and the shock heating rate are also estimated using approximate methods.
We found that our fiducial simulations with the HLLC Riemann solver and with purely kinetic jet injection are able to regulate the cooling flow. Jet heating is anisotropic and achieved mostly along the jet axis. Within the central 20 kpc, turbulent kinetic energy dissipation constitutes a significant fraction of the heating rate, but on larger scales such contribution is only a few % of the total heating rate. Within 60 kpc a large fraction of the total heating rate is supplied via weak shocks generated by the jet. Away from the jet the cooling rate is reduced by at most a factor < 10 and the cooling flow is not fully suppressed: in these regions the total heating rate is almost totally generated by weak shocks.
Contrary to previous work, we found that regulation of the cooling flow is not achieved when mixed thermal and kinetic jet injection is used. We attribute this discrepancy to differences in the numerical solvers used to run the simulations. For instance, Li & Bryan (2014a) , Meece et al. (2017) adopt solvers (or spatial resolutions) that generate larger numerical diffusion with respect to our setup with HLLC and spatial resolution of ∼ 200 pc. Having larger numerical diffusion likely influences the way the jet kinetic energy is thermalised and determines the impact of the injected kinetic energy fraction.
We investigated the reliability of numerical solutions of the jet heating problem as a function of the Riemann solver. We found that the HLLE and HLLC solvers produce different results for fixed numerical parameters (resolution, temperature floor) when the system develops small scale multi-phase structure via thermal instability. Such multiphase structure also influences the duty cycle of the jet and consequently the heating of the cluster core. It is possible to achieve better agreement between the HLLC and HLLE time averaged solutions by increasing the temperature floor to values > 10% of the virial temperature. This does not however allow full development of a cooling flow or thermal instability. To allow thermal instabilities to develop the temperature floor needs to be kept low (T floor 5 × 10 5 K), but this makes the solution more susceptible to the properties of the hydrodynamical solver. Increasing the resolution of future simulations and using solvers with low numerical diffusion may alleviate this problem. Numerical convergence for thermal instability problems is a difficult in part because the full range of scales involved in the process is not understood yet (McCourt et al. 2018) . Furthermore, the chaotic nature of the system may amplify the differences between numerical solutions from different solvers even if thermal instability is appropriately resolved.
Jet heating in galaxy clusters is a non-linear, chaotic, multi-scale and multi-phase problem which challenges stateof-the-art numerical hydrodynamics codes. Our results com- Figure 10 . Average density of the gas in thin slices at four different times for the MR_JET_HLLC (left) and MR_JET_HLLE (right) simulations. The thickness of each slice is 5 kpc. See text for discussion. Top panels: snapshots chosen at times when the jet is on with similar power. The degree of gas mixing in the jet cavities is influenced by the chosen Riemann solver. Bottom panel: snapshots chosen at times when the jet has been off for more than 50 Myr. The formation of cold clumps and filaments is significantly influenced by the chosen Riemann solver. plement recent conclusions by Ogiya et al. (2018) who showed that predictions on the mixing of AGN bubbles in simulations can strongly depend on the choice for the hydro solver and its capability to appropriately resolve mixing instabilities. Currently available simulations should be considered as guidelines to interpret the observations, but limitations in numerical models and spatial resolution should be seriously taken into account before drawing quantitative conclusions. Future numerical work on this problem requires (I) low numerical diffusion hydrodynamical methods that capture shocks and contact discontinuities, (II) better spatial resolution to decrease numerical errors, (III) a better theoretical understanding of the scales involved in thermal instabilities in the ICM, (IV) the inclusion of additional physics that may significantly alter the conclusions from pure hydrodynamical simulations (e.g. magnetic fields, anisotropic thermal conduction and cosmic rays; Yang & Reynolds 2016a; Ruszkowski et al. 2017 ).
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by the shock and by using conservation of mass, momentum and energy across the shock. Let the mass, momentum, and energy fluxes across the shock be:
respectively. Here we have added a momentum transfer from viscous dissipation τ for completeness. It can be verified that the entropy of the gas can be expressed as a function of ρ and of the constantsṁ,ṗ, andė:
Then total heating can be evaluated by integrating equation A3 in time with C = 0 (no cooling, for simplicity) 
where in the last equation we have used equation B4, and where all the integrals are performed with the pre-shock and the post-shock conditions as extremes. If we use the Rankine-Hugoniot conditions for a strong shock as the one we are studying, equation B5 becomes:
where the subscript pre refers to the gas state before the shock passes in the rest frame of the shock. Equation B6
can be used to estimate the total heating produced by the shock at each time and at each position, provided that the position of the shock is known.
In Figure B1 we show the total heat generated by the shock at all positions at time t = 0.11 (code units). The numerical solution provided by our implementation of the heating estimator (black) is compared to the analytical solution. The comparison shows excellent agreement for this simple test.
The second test is a 3-d box with forced turbulent driving. A cubic box of side 1 with periodic boundary conditions is set up with a gas of uniform density (ρ = 10
3 ) and temperature (T = 1). Supersonic velocity perturbations are seeded at each time step to generate turbulent motions with a power spectrum ∝ k −2 , with the turbulent driving scale equal to half of the box size. The system is evolved for 21 eddy turnover times. In this case, we know exactly what the heating rate is at each time step and we compare it to the estimate provided by our numerical method. For simplicity, we integrate the heating rate over the whole volume. Figure B2 shows the deviation of the heating estimator ∆H/H from the instantaneous heating rate from turbulence, for each time step. The accuracy of the heating estimator is given by the time average of the line shown in Figure B2 , which is ∆H/H ≈ −0.05 The heating estimator is capable of yielding heating rates with a typical ∼ 5% accuracy in this case. 
