Pair Matching: When bandits meet stochastic block model by Giraud, Christophe et al.
ar
X
iv
:1
90
5.
07
34
2v
1 
 [s
tat
.M
L]
  1
7 M
ay
 20
19
Pair Matching:
When bandits meet stochastic block model
C. Giraud∗, Y. Issartel∗, L. Lehe´ricy∗, M. Lerasle∗
Abstract
The pair-matching problem appears in many applications where one wants to
discover good matches between pairs of individuals. Formally, the set of individ-
uals is represented by the nodes of a graph where the edges, unobserved at first,
represent the good matches. The algorithm queries pairs of nodes and observes the
presence/absence of edges. Its goal is to discover as many edges as possible with a
fixed budget of queries. Pair-matching is a particular instance of multi-armed bandit
problem in which the arms are pairs of individuals and the rewards are edges linking
these pairs. This bandit problem is non-standard though, as each arm can only be
played once.
Given this last constraint, sublinear regret can be expected only if the graph
presents some underlying structure. This paper shows that sublinear regret is achiev-
able in the case where the graph is generated according to a Stochastic Block Model
(SBM) with two communities. Optimal regret bounds are computed for this pair-
matching problem. They exhibit a phase transition related to the Kesten-Stigund
threshold for community detection in SBM. To avoid undesirable features of optimal
solutions, the pair-matching problem is also considered in the case where each node
is constrained to be sampled less than a given amount of times. We show how this
constraint deteriorates optimal regret rates. The paper is concluded by a conjecture
regarding the optimal regret when the number of communities is larger than 2. Con-
trary to the two communities case, we believe that a statistical-computational gap
would appear in this problem.
Keywords: Bandit, stochastic block model, sequential match-making.
1 Introduction
Many practical situations require efficient matchmaking algorithms, for instance on-
line multiplayers video games, sport tournaments, discovery of biochemical interac-
tions or the search for life partners on the internet. Social networks that regularly
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propose new potential connections to their users may also benefit from more sophisti-
cated matchmaking algorithms than exploring graph neighbours. These applications
raise the following mathematical problem that this paper intends to study. Suppose
that there exists a graph whose nodes represent a set of individuals and whose edges
represent successful matches between individuals. The nodes are known to the statis-
tician while the edges are typically hidden at first. Matchmaking algorithms make
queries on pairs of individuals, trying to discover as many edges as possible. For
online video games, the individuals are players, a pair is a game play between two
individuals and an edge is observed if these individuals are satisfied by the game play
(for example, because they face an opponent with similar strength, or because they
are paired with a complementary teammate). The goal of matchmaking algorithms
is to discover as many edges of the graph as possible while minimizing the number
of mismatches. To stress that the focus lies on discovering graph structures, the
problem at hand is called hereafter pair-matching rather than matchmaking.
The pair-matching algorithm is forced to explore the graph as it cannot make
queries on edges that have already been observed. To learn interesting features on
unobserved edges from previous observations, it is necessary to make assumptions
on the structure of the hidden graph. This paper considers the arguably simplest
situation where the graph has been generated according to an assortative conditional
stochastic block model (SBM) [HLL83] with two balanced communities, see Sec-
tion 2.1 for a formal presentation. In this model, individuals are grouped into two
communities and the probability of successful match (edge) between two individuals
is larger if they belong to the same community than to different ones. In this con-
text the set of pairs is partitioned into good and bad ones, good pairs contain two
individuals from the same community and bad pairs two individuals from different
communities. A pair-matching algorithm samples pairs and should sample as many
good pairs as possible. Of course, the partition into good and bad pairs is unknown.
When the graph is fully observed, communities are recovered using clustering
algorithms, which have been extensively studied over the past few years, see for
example [Abb17, Moo17] for recent overviews. A key parameter in the analysis of
clustering algorithms, called here scaling parameter s, is the ratio
s =
(p − q)2
p+ q
,
where p is the probability of connection within a community and q the probabil-
ity of connection between communities. This parameter measures the difficulty of
clustering, see Section 2.1 for details. The quality of a pair-matching algorithm is
evaluated by the expected number of discovered edges after T queries. Equivalently,
these performance can be measured by the expected number of pairs sampled that
do not contain edges, which should be as small as possible, see Section 2.3 for details.
In turn, this quantity is proportional to the expected number of bad pairs sampled.
This last quantity is called sampling regret in this paper. The first main contribution
of the paper is that the sampling regret of any strategy that cannot sample pairs
more than once and is invariant to nodes labelling (see Assumptions (NR) and (IL)
in Section 2.2 for details) is larger than T ∧ (√T/s), up to multiplicative constants.
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Moreover, a polynomial-time algorithm with sampling regret bounded from above by
O(T ∧ (√T/s)) is described and analysed, see Theorem 3.1. These first results show
that no strategy can achieve sub-linear sampling regret before T = O(1/s2) pairs
have been sampled and that, on the other hand, there exist strategies with sub-linear
regret scaling as the optimal rate
√
T/s once T & 1/s2.
A rigorous version of the algorithm achieving optimal sampling regret in The-
orem 3.1 is given in Algorithm p.13 of Section 3.1. This algorithm samples many
times a few nodes and a few times many nodes. These features are not desirable in
many applications. For online video games, this means that a small set of individu-
als are involved in many game plays while all the others will wait for an opponent.
The situation is even worse for the search of a life partner. The second main result
of the paper makes a step towards designing pair-matching algorithms that involve
more individuals by constraining algorithms to sample each individual less than a
certain amount of times BT before T queries have been made. Under this additional
constraint, Theorem 4.1 establishes that any strategy satisfying also the conditions
of Theorem 3.1 has a sampling regret larger than T ∧ [T/[s(√T ∧BT )]]. Moreover, a
polynomial-time algorithm achieving this lower bound is also presented which shows
that these rates are optimal. It transpires from this result that the constraint has no
substantial effect as long as BT &
√
T . On the other hand, strong constraints such
as BT = O(1) induce unavoidable linear regret.
The following problem, related to matchmaking, has recently attracted attention,
in particular in Bradley-Terry models [BT52, Zer29]. The task is to infer, from the
observation of pairs, a vector of parameters characterizing the strength of players.
Most results considered the case where all the graph is observed, see [Hun04, CD12].
Recent contributions dealing in particular with ranking issues also consider the case
of partially observed graphs, see [SW17, SBB+16, JKSO16] for example and the
references therein. In all cases, the list of observed pairs is given as input to the algo-
rithm evaluating the strength of all players. The choice of a relevant list of successive
observed pairs, independent of the observation of the edges is sometimes called a
scheduling problem, see [LCLV18]. Scheduling problems are different from match-
making problems considered here where the algorithm should choose the observed
pairs and can use preliminary observations to make its choice. For online video games,
classical algorithms used to evaluate strength of players are ELO or TRUESKILLS
[HMG07, MCZ18]. Matchmaking algorithms such as EOMM [CXK+17] (used with
TRUESKILLS see [MCZ18]) are then used to pair players, taking as inputs these es-
timated strengths. In this approach, the number of mismatches during the learning
phase is not controlled. It is an important conceptual difference with this paper where
the matchmaking problem is considered together with the problem of discovering the
strength (communities here). Here, pair-matching algorithms have to simultaneously
explore the graph to evaluate the strength and sample as many “good” pairs as
possible to optimize the number of successful matches.
Pair-matching algorithms take sequential decisions to explore new pairs exploiting
previous observations. This kind of exploration and exploitation dilemma is typical
in multi-armed bandit problems [Tho33, Rob52, LR85, BK96]. In stochastic multi-
armed bandit problems, a set of actions, called arms is proposed to a player who
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chooses one of these actions at each time step and receives a payoff. The payoffs
are independent random variables with unknown distribution. For any arm, payoffs
are identically distributed. The player wants to maximize its total payoff after T
queries. The pair-matching problem introduced above can be seen as a non-standard
instance of stochastic multi-armed bandit problems. In this interpretation, each pair
of nodes is an arm and the associated payoff is 1 if an edge links these nodes and
0 otherwise. The payoffs hence follow a Bernoulli distribution with parameter p for
good pairs and parameter q for bad pairs. The unusual feature is that each arm can
only be played once, so the pair-matcher must choose a new arm at each time step.
For this reason, optimal strategies differ in spirit from classical strategies in bandit
problems, see Section 2.4 for more details. On the other hand, some tools from the
bandit literature [KCG16, GMS18] are used to prove lower bounds.
Another important difference with classical stochastic multi-armed bandits is that
payoffs here are structured by the underlying stochastic block model (SBM). Stochas-
tic block models have attracted a lot of attention in the recent years, with a focus on
the determination of optimal strategies for clustering and for parameter estimation,
see [Abb17, Moo17] for two recent reviews. In this prolific literature, the graph is
fully observed and the question is to precisely identify the weakest necessary separa-
tion between the probabilities of connection in order to perfectly or partially recover
the communities, or to estimate the parameters of the SBM. Closer to our setting,
the paper [YP14b] investigates the question of recovering communities from a min-
imal number of observed pairs, sampled sequentially. In this problem, the question
is to assign a community to all nodes after a minimal number T of time steps and
try to minimize the number of misclassified nodes. This is quite different from the
minimization of the sampling regret considered here, where typically most nodes are
not classified.
The formalization of the pair-matching problem considered in this paper may
be restrictive in some applications. Section 5 presents some conjectures that seem
reasonable for K classes SBMs. Other graph structures would also be interesting,
such as Bradley-Terry models [BT52, Zer29] which have been used for sport tourna-
ments [SR09], chess ranking [Joe90] and predictions of animal behaviors [WSFD+06].
Various constraints dealing with first discoveries for example may be interesting de-
pending on the applications: the first match of a node is the most important in some
situations1, and, for the search of a life partner, discovering a match with a node
already connected in the observed graph is (for most nodes at least) less interesting
than a match with an isolated node. These constraints naturally induce different
versions of the pair-matching problem and raise mathematical questions of interest.
Multiplayer video games suggest the extension to hypergraphs of the pair-matching
problem. Indeed, the value of a player could be evaluated as part of a team and with
respect to a possible team of opponents rather than simply as part of a pair. Finally,
in many practical situations, additional information on individuals is available and
could be used to improve pair-matching algorithms. It is clear from our first results
that this information is necessary to avoid linear regret in applications such as life
1Richard III in Shakespeare’s play offers his “kingdom for a horse!”, he would certainly propose less for
a second one!
4
partner research. These extensions are postponed to follow-up works. This paper
should be seen as a first step to formalize and study the important pair-matching
problem. It focuses on a toy example but opens several interesting questions that
arise when dealing with natural constraints in practical applications of interest.
The remaining of the paper is decomposed as follows. Section 2 introduces the
formal setting and objectives. Section 3 states the first main results where the al-
gorithms are not constrained to sample nodes more than a certain amount of times.
Section 4 presents the main results where they are constrained. Section 5 gives con-
jectures for K-classes SBMs. The proofs of the main results are postponed to the
appendix. Lower bounds are proved in Appendix A and upper bounds in Appendix
B.
Notation: we write xn . yn and xn = O(yn), if there exists a numerical constant
such that xn 6 Cyn for all n; and we write xn ≍ yn and xn = Θ(yn), if xn = O(yn)
and yn = O(xn) that is, if there exist two numerical constants c, c
′ > 0 such that
cxn ≤ yn ≤ c′xn for all n. We denote by ⌈x⌉ (respectively ⌊x⌋) the upper (resp.
lower) integer part of x; by |A| the cardinal of a set A; and by A∆B the symmetric
difference between two sets A and B.
2 Setting and problem formalization
2.1 Two-classes SBM
The n individuals are represented by the set V = {1, . . . , n}. Successful matches
are represented by a set of edges E between nodes in V : there is a successful match
between a and b in V if and only if the pair {a, b} belongs to E. Hereafter, a set of
two distinct elements in V is called a pair and an element of E is called an edge. The
graph (V,E) is conveniently represented by its adjacency matrix A ∈ Rn×n, with
entries Aab = 1 if {a, b} ∈ E and Aab = 0 otherwise. In the following, any graph
(V,E) is identified with its adjacency matrix (Aab)a,b∈V . For any pair e = {a, b},
the notations Ae and Aab are used indifferently. Since the graph is undirected, the
adjacency matrix A is symmetric, and since there is no self-matching (no self-loop in
the graph), the diagonal of A is equal to zero.
Individuals are grouped into two (unknown) communities according to their affin-
ity. To model this situation, the graph (V,E) is random and distributed as a two-
classes conditional stochastic block model. Let 0 < q, p < 1, and let n1 denote an
integer n1 ≥ n − n1 ≥ 1. The collection cSBM(n1, n − n1, p, q) of two-classes con-
ditional stochastic block model distributions on graphs is defined as follows. Let
G = {G1, G2} be a partition of {1, . . . , n} into two groups, with |G1| = n1 and
|G2| = n − n1. The partition G represents the communities of individuals. Let µG
denotes the distribution on graphs with nodes {1, . . . , n}, such that the adjacency
matrix is symmetric, null on the diagonal and with lower diagonal entries (Aab)a<b
sampled as independent Bernoulli random variables with µG(Aab = 1) = p when a
and b belong to the same group Gi, and µG(Aab = 1) = q when a and b belong to
different groups. In other words, two individuals are successfully matched with prob-
ability p if they belong to the same community, and with probability q otherwise.
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The class cSBM(n1, n − n1, p, q) is defined as the set of all distributions µG defined
above, where G = {G1, G2} describes the set of partitions of {1, . . . , n} satisfying
|G1| = n1 and |G2| = n− n1:
cSBM(n1, n− n1, p, q)
= {µG : G = {G1, G2} partition satisfying |G1| = n1, |G2| = n− n1} .
In the following, the communities are balanced and successful matches happen with
higher probability if individuals belong to the same community. Formally, n is
even and the graph (V,E) has been generated according to a distribution µ in
cSBM(n/2, n/2, p, q), for some unknown parameters p and q such that 0 < q < p ≤
1/2. As q < p, the distribution of (V,E) is called an assortative cSBM(n/2, n/2, p, q).
All along the paper, the ratio p/q is also assumed bounded from above. To sum up,
p and q are smaller than 1/2 and satisfy
1 < p/q ≤ ρ∗. (1)
Given p and q, the following scaling parameter plays a central role
s =
(p − q)2
p+ q
. (2)
This parameter appears in various results in the literature on SBM. For example, the
following property, proved for example in [YP14a, CRV15, AS15a, LZ16, GMZZ17,
FC19, GV19], will be used repeatedly in the paper. When the graph (V,E) ∼
cSBM(n1, n−n1, p, q), there exist polynomial-time clustering algorithms that return a
partition of {1, . . . , n} such that, with large probability, the proportion of misclassified
nodes decreases exponentially:
Proportion of misclassified nodes ≤ exp(−cns), when ns ≥ c′,
where c, c′ > 0 are numerical constants. The rate ns of exponential decay in this
result is optimal (up to a constant) when (1) is met. Hence, the scaling parameter
s drives the difficulty of clustering. To stress the importance of s, the following
parametrization will be used henceforth
p = s
(
α+
√
α
)
/2, q = s
(
α−√α) /2,
with α = (p+q)2/(p−q)2. In this parametrization, Assumption (1) is met if and only
if α is bounded from below by (ρ∗ + 1)2/(ρ∗ − 1)2. Another useful property is that
there exist numerical constants c1, c2 > 0 such that non-trivial community recovery
is possible as soon as s ≥ c1/n, see [DKMZ11, Mas14, CRV15, AS15a, BLM18, FC19,
GV19] and perfect community recovery is possible as soon as s ≥ c2 log(n)/n, see
[AS15a, CX16, MNS16].
The reader familiar with SBM literature may be more comfortable with the
parametrization p = an/n and q = bn/n for a SBM distribution with two communi-
ties. For a comfortable translation of the results, the following relations between s,
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α and an, bn are provided:
s =
(an − bn)2
n(an + bn)
, α =
(an + bn)
2
(an − bn)2 ,
an
bn
=
α+
√
α
α−√α and an + bn = nαs.
2.2 Sequential matching strategies
Denote by E the set of all pairs of nodes, that is the set of all subsets of V containing
two distinct elements. Heuristically, a sequential matching strategy samples at each
time t a new pair êt ∈ E , using only past observations (ê1, . . . , êt−1, Aê1 , . . . , Aêt−1)
and an internal randomness of the algorithm.
Formally, let U0, U1, . . . be i.i.d uniform random variables in [0, 1] representing the
sequence of internal randomness for the algorithm. A sequential matching strategy
ψ on E (shortened strategy in the following) is a sequence ψ = (ψt)0≤t≤(n2)−1 of
mesurable functions ψt : E t × {0, 1}t × [0, 1]t+1 → E . Any sequential matching
strategy ψ defines a matching algorithm as follows. The first pair is sampled as
ê1 = ψ0(U0). Then, at each time t ≥ 0, the pair êt+1 is defined by
êt+1 = ψt(Êt, (Ae)e∈Êt , U0, . . . , Ut) with Êt = {ê1, . . . , êt} .
The strategy takes as input the observed graph (Ae)e∈Êt and possibly an internal
“new” randomness Ut to output the new observed pair êt+1.
In the following, strategies are assumed to satisfy the following constraints: a
pair can only be sampled once and strategies are invariant to labelling of the nodes.
These constraints can be formalized as follows.
Non-redundancy (NR). The strategy ψ samples any pair at most once, that is,
for any 0 ≤ t ≤ (n2) − 1 and e1, . . . , et ∈ E, the map ψt fulfills ψt({e1, . . . , et}, . . .) /∈
{e1, . . . , et}.
Invariance to labelling requires some notation. For any pair e ∈ E and any strategy
ψ, let
Ne(ψ, t) := 1e∈Êt (3)
indicate if the pair e has been sampled or not before time t by the strategy ψ. For
any non-redundant strategy ψ (i.e. satisfying (NR)), pairs are sampled at most once
and the observation of {Ne(ψ, t) : e ∈ E} is equivalent to that of Êt.
Let µ be a distribution in cSBM(n/2, n/2, p, q) and σ be a permutation of V . For
any pair {a, b} ∈ E , let σ({a, b}) := {σ(a), σ(b)}. Let µσ denote the distribution of
(Aσ(e))e∈E , where (Ae)e∈E is distributed according to µ.
Invariance to labelling (IL). The distribution of the outcomes of the strategy ψ is
invariant by permutations of the nodes labels: For any µ ∈ cSBM(n/2, n/2, p, q) and
any permutation σ on V , the distribution of
(
Ne(ψ, t) : e ∈ E , 1 ≤ t ≤
(n
2
))
under µσ
is the same as the distribution of
(
Nσ(e)(ψ, t) : e ∈ E , 1 ≤ t ≤
(n
2
))
under µ.
The second part of the paper considers strategies that, besides (NR) and (IL),
do not sample a node more than B times before time T . This constraint appears
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naturally in practical situations. For example, if the algorithm matches opponents
for online video games, one does not want to match a few players many times while
keeping the others waiting. To stress that the constraint B typically grows with the
time horizon T , it is denoted BT . Formally, for any a ∈ V , let
Na(ψ, t) =
∑
b∈V :b6=a
N{a,b}(ψ, t) (4)
denote the number of times the node a has been sampled in a pair {a, b} after t
queries.
Sparse sampling (SpS). Let T and BT denote two integers. The strategy ψ is
called BT -sparse up to time T if it satisfies
∀a ∈ V, Na(ψ, T ) ≤ BT . (5)
Since Na(ψ, T ) ≤ (n−1)∧T for all nodes a, choosing BT ≥ (n−1)∧T corresponds
to the unconstrained case.
2.3 Objectives of the pair-matcher
Let µ ∈ cSBM(n/2, n/2, p, q) be the distribution of an assortative conditional stochas-
tic block model with associated partition G = {G1, G2}. Define Egood(µ) (or simply
Egood) as the set of pairs {a, b} with a and b from the same community, and Ebad(µ)
(or simply Ebad) as the set of pairs {a, b} with a and b from two different communities.
The objective of the pair-matcher is to discover as many edges (i.e. success-
ful matches between individuals) as possible with T queries. Its strategy ψ should
maximize the number of discovered edges, in expectation with respect to the ran-
domness of the SBM and the strategy. Optimal strategies should therefore sample
as many pairs in Egood as possible. Formally, consider a time horizon T smaller than
|Egood| = 2(n/22 ) ∼ n2/4. Any strategy ψ has an expected number of discoveries equal
to
Eµ
[
T∑
t=1
Aêt
]
= pT − (p− q)Eµ
[
N bad(ψ, T )
]
,
where N bad(ψ, T ) =
∑
e∈Ebad Ne(ψ, T ) is the number of pairs in Ebad sampled up to
time T . Since p > q, the maximal expected value of discoveries is achieved by any
oracle strategy ψ∗ sampling only edges in Egood. In that case, N bad(ψ∗, T ) = 0 and
the maximal expected number of discoveries is equal to pT . The regret of the strategy
ψ is defined as the difference between pT and its expected number of discoveries:
RT (ψ) = pT − Eµ
[
T∑
t=1
Aêt
]
= (p− q)Eµ
[
N bad(ψ, T )
]
.
As long as T 6 |Egood|, the regret is proportional to the expected number of sam-
pled between-group pairs Eµ
[
N bad(ψ, T )
]
. Therefore, the main results analyse this
last quantity rather than the regret. The expected number of bad sampled pairs
Eµ
[
N bad(ψ, T )
]
is called hereafter sampling-regret.
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Remark. Without assumption on ψ, the distribution of N bad(ψ, T ) may depend
on the distribution µ of the cSBM. On the other hand, when the strategy ψ ful-
fils (IL), the distribution of N bad(ψ, T ) does not depend on the distribution µ in
cSBM(n/2, n/2, p, q). Indeed, let µ, µ′ be two distributions in cSBM(n/2, n/2, p, q).
By definition, there exists a permutation σ on {1, . . . , n} such that µ′ = µσ, where µσ
has been defined page 7. Since Ebad(µσ) = σ−1(Ebad(µ)), it follows from (IL) that the
distribution under µσ of
∑
e∈Ebad(µσ)Ne(ψ, T ) is the same as the distribution under
µ of
∑
e∈Ebad(µ)Ne(ψ, T ).
2.4 A special bandit problem
The pair-matching problem described above can be interpreted as a non-standard
multi-armed bandit problem. Actually, each pair {a, b} can be seen as an arm and
the discovery of a successful match as a payoff. The payoff of the arm {a, b} ∈ E
follows a Bernoulli distribution with parameter p if {a, b} ∈ Egood and with parameter
q if {a, b} ∈ Ebad. This bandit problem is non-standard, as arms cannot be sampled
more than once and payoffs have a structure inherited from the SBM distribution.
To sum up, the main differences with classical multi-armed bandit problems are:
1. the arms are sampled at most once,
2. when sparse sampling is enforced, at most BT arms involving a given node can
be sampled up to time T ,
3. the distribution of the payoffs have a hidden structure inherited from the SBM
setup.
Compared with classical multi-armed bandits, points 1 and 2 make this problem
harder, while point 3 is a strong structural property that gives hope to find regimes
with sub-linear regret.
These special features make this problem quite different from classical bandit
problems. In classical bandit problems, optimal strategies have to identify the best
arm (which is typically unique) and each arm is played many times to reach this
goal. Here, half the arms are “optimal” but one cannot play an arm more than once.
Therefore, instead of identifying one of these, optimal strategies should avoid bad
arms, possibly disregarding a non-negligible proportion of good arms in the process.
The bandit literature is mainly used to establish our lower bounds which involve
inequalities from [GMS18, KCG16].
3 Unconstrained optimal pair-matching
Let Ψ∞ denote the set of strategies ψ fulfilling (NR) and (IL). The first main result
describes the best sampling-regret that can be achieved by a strategy in Ψ∞, as a
function of s and T .
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Theorem 3.1 Let T and n be positive integers with T ≤ |Egood| = 2
(n/2
2
)
. Let
p, q ∈ [0, 1/2] be two parameters fulfilling (1) and such that
s ≤ 1
32(1 + ρ∗)
,
where the scaling parameter s is defined in (2). Then, for any µ ∈ cSBM(n/2, n/2, p, q),
inf
ψ∈Ψ∞
Eµ
[
N bad(ψ, T )
]
≥ 1
32
[ √
T
32(1 + ρ∗)s
∧ T
]
. (6)
Moreover, there exist two numerical constants c1, c2 > 0, and a strategy ψ ∈
Ψ∞ corresponding to a polynomial-time algorithm described in Sections 3.1 and 3.2,
taking s as input, such that, for any p, q satisfying (1), any µ ∈ cSBM(n/2, n/2, p, q)
and any time horizon 1 ≤ T ≤ c2n2
Eµ
[
N bad(ψ, T )
]
≤ c1
[√
T
s
∧ T
]
.
The lower bound is proved in Appendix A and the upper bound in Appendix B.
The upper bound derives from a stronger result showing that similar bounds hold
with high probability, see Theorem B.1 for a precise statement. Theorem 3.1 provides
only the upper bound in expectation for clarity.
Theorem 3.1 states that, when (1) holds, for any µ ∈ cSBM(n/2, n/2, p, q) and
any time horizon 1 ≤ T ≤ c2n2, the optimal sampling-regret
inf
ψ∈Ψ∞
Eµ
[
N bad(ψ, T )
]
≍
√
T
s
∧ T ,
grows linearly with T as long as T . 1/s2 and becomes sub-linear, of order
√
T/s,
when T & 1/s2.
This result can be understood intuitively. As long as communities cannot be
recovered better than random, there is no hope of getting better sampling-regret than
with purely random sampling of the pairs. In this regime, the sampling-regret grows
linearly with T . To identify when this occurs, consider the situation where pairs are
sampled at random among N nodes and T = βN2/2 (with β 6 1). Then the observed
edges at time T are approximately distributed as in a SBM with N nodes, within-
group connection probability pβ = βp, and between-group connection probability
qβ = βq. It follows in particular from [DKMZ11, Mas14, MNS15, BLM18] that weak
recovery of the communities is possible if and only if N(pβ − qβ)2 ≥ 2(pβ + qβ),
which is equivalent to
√
βTs ≥ √2 or T ≥ 2/(βs2). Since β ≤ 1 by definition, no
information about the communities can be recovered when T ≤ 2/s2. Hence, the
sampling-regret is expected to grow linearly with T for T = O(1/s2). This intuition
is confirmed by Eq. (6).
When T ≫ 1/s2, the situation is different. Classical results, such as [YP14a,
CRV15, AS15a, LZ16, MNS16, FC19, GV19] among others, ensure that the commu-
nities of N nodes can be recovered almost perfectly if N ≫ 1/s and all edges between
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these nodes are observed. Therefore, when 1/s ≪ N ≤ (√T/s)1/2 ≪ √T , one can
sample all the edges between N nodes and recover their community with a sampling
regret smaller than
√
T/s.
Given these nodes, it is possible to identify the community of a new node with
a sampling regret of order O(1/s). Proceeding recursively, Θ(
√
T ) new nodes can
be identified with a sampling-regret of order O(
√
T/s). The remaining budget of
T queries can then be spent by sampling pairs among these O(
√
T ) nodes without
further regret. This informal reasoning suggests that the optimal sampling-regret
grows like
√
T/s when T ≫ 1/s2. Again, this intuition is confirmed by Eq. (6). An
algorithm achieving the optimal upper bound in Theorem 3.1 and taking as input
s and the time horizon T is provided in Section 3.1. It essentially proceeds as in
the informal strategy outlined above, even if some steps have to be refined. The
dependency of the algorithm of Section 3.1 on the time horizon T , is dropped out in
Section 3.2, with a classical doubling trick.
To sum up the discussion: in the early stage where T = O(1/s2), one cannot do
better than random guessing, up to multiplicative constant factors. In the second
stage where T ≥ 1/s2, the rate √T/s can be interpreted as follows. A total of O(√T )
nodes are involved at time T and, for each of them, O(1/s) observations are necessary
to obtain an educated guess of their community.
Finally, Theorem 3.1 can be equivalently stated in terms of the regret RT (ψ): for
any time horizon 1 ≤ T ≤ c2n2, the minimal regret satisfies
inf
ψ∈Ψ∞
RT (ψ) ≍
√
α
(√
T ∧ (sT )
)
,
when the assumptions of Theorem 3.1 are met.
3.1 Algorithm with specified horizon T
This section presents an algorithm achieving the upper bound in Theorem 3.1. This
algorithm takes as input the scaling parameter s and the time horizon T . Section 3.2
presents a modification of this basic algorithm that does not require to specify the
time horizon T . Section 3.3 gives a heuristic for the preliminary estimation of s
involving less than O(1/s2) edges.
When the horizon T is O(1/s2), any strategy achieves a regret of order O(T ).
Hence, without loss of generality, it is assumed in the remaining of the section that
T ≥ cth/s2 for some numerical constant cth. Moreover, as Theorem 3.1 holds for
T ≤ c2n2, it is also assumed that this condition is fulfilled for a sufficiently small
constant c2.
The algorithm proceeds in three steps. In the first step, a kernel N of |N | =
Θ(
√
T/ log(s
√
T )) vertices is chosen uniformly at random and each pair within this
kernel is sampled with probability Θ
(
(log(s
√
T ))2/(s
√
T )
)
. Hence, an average of
Θ(
√
T/s) pairs are sampled within this kernel. A community recovery algorithm is
run on this observed graph that outputs two estimated communities with a fraction
of misclassified nodes vanishing as O(log(s
√
T )/(s
√
T )) with high probability.
The second step identifies with high probability Θ(
√
T ) vertices from the same
community, say community 1. To do so, it picks uniformly at random a set of 8
√
2T
11
vertices outside of the kernel N (this is possible thanks to the condition T ≤ c2n2)
and samples pairs between this set and the estimated community 1 of the kernel.
This set of edges is used to estimate the connectivity between these vertices and
community 1. Vertices with low connectivity, that seem to belong to community
2, are removed online to keep the sampling regret under control. The goal of this
screening is not to classify perfectly the 8
√
2T picked vertices, but instead to sift out
vertices of community 2 with a low sampling regret. In particular, a price to pay
to achieve this goal is to possibly remove a non-negligible proportion of vertices of
community 1 from the 8
√
2T picked vertices.
The third step samples all pairs {a, b} such that a and b belong to the Θ(√T )
vertices isolated in the second step of the algorithm, until the remaining budget of
T queries is expended.
The pair matching algorithm calls an external clustering algorithm (generically
denoted by GOODCLUST in the following). GOODCLUST takes as input a graph (V,E) and
outputs a partition Ĝ = (Ĝ1, Ĝ2). We require that GOODCLUST fulfills the following
recovery property: There exist numerical constants cGC, cGC1 > 0 such that, for all
N = N1 + N2 and all p˜, q˜ ∈ [0, 1], if (V,E) ∼ cSBM(N1, N2, p˜, q˜), the proportion of
misclassified nodes
εN =
|Ĝ1∆G1|+ |Ĝ2∆G2|
2N
,
with ∆ the symmetric difference, satisfies
εN ≤ exp
(
−cGC1 N
(p˜− q˜)2
p˜
)
, (7)
with probability at least 1 − cGC/N3. Algorithms achieving this proportion of mis-
classification can be found e.g. in [GV19], see also [YP14a, CRV15, AS15a, LZ16,
GMZZ17, FC19] for similar results.
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Unconstrained Algorithm
Inputs: s scaling parameter, T time horizon, V set of nodes.
Internal constants: cO0 = 2 ∨ (1/cGC1 ), Ck = 2200 and CI = 4.
Step 1: finding communities in a kernel
1. Sample uniformly at random a set N ⊂ V of N =
⌈√
T/ log(s
√
T )
⌉
nodes.
2. Sample each pair of N with probability cO0
√
T
s
(
N
2
) , call O0 ⊂ E the output.
3. Estimate global connectivity τ = (p+ q)/2 by τˆ =
1
|O0|
∑
e∈O0
Ae.
4. Run GOODCLUST on the graph with nodes set N and edges present in O0.
Output, for any x ∈ N , Ẑx the estimated community of x. Choose the label
Zˆ = 1 for the largest estimated community.
Step 2: expanding the communities
5. Sample uniformly at random a set A0 of |A0| =
⌈
8
√
2T
⌉
nodes in V \ N .
6. Set k = ⌈Ck/s⌉ and I =
⌈
CI log(s
√
T )
⌉
7. For i = 1, . . . , I, do
(a) For x ∈ Ai−1, sample k nodes (yxk(i−1)+a)a=1,...,k uniformly at random
in N ∩
{
Zˆ = 1
}
\ {yxa}a=1,...,k(i−1).
(b) Sample the pairs ({x, yxk(i−1)+a})a=1,...,k and let pˆx,i = 1ki
∑ki
a=1Axyxa .
(c) Select Ai = {x ∈ Ai−1 : pˆx,i ≥ τˆ}.
(d) In casea where Ai = ∅, then set AI = ∅ and BREAK.
Step 3: sampling pairs within estimated communities
8. Sample uniformly at random pairs within the set AI until T pairs have been
sampled overall. If the number of sampled pairs is smaller than T after all
pairs in AI have been sampledb, then sample the remaining pairs at random.
Output: T pairs sampled at steps 2., 7.(b) and 8. of the algorithm.
awith high probability, this undesirable case does not happen
bwith high probability, this undesirable case does not happen
3.2 Algorithm with unspecified horizon T
The strategy described in Section 3.1 depends on the time horizon T . This is an
unrealistic constraint in many practical applications: in online gaming for example,
13
one does not want to specify beforehand the number of games that will be played.
Fortunately, this constraint can easily be dropped out using a doubling trick. For
any integer l, let tl = 2
l. At each time tl, discard all nodes and pairs involved in the
previous iterations of the algorithm and restart the algorithm described in Section
3.1 with time horizon tl+1 − tl. The resulting strategy does not depend on any time
horizon. According to the proof in Appendix B, the sampling-regret of this algorithm
is O
(
T ∧ (√T/s)
)
, which is the optimal rate.
3.3 Estimating the scaling parameter s
The algorithm described p.13 in Section 3.1 takes the scaling parameter s as input.
This parameter is typically unknown in practice and an estimated value ŝ has to
be plugged in the algorithm. To guarantee a sampling-regret smaller than O(T ∧
(
√
T/s)), the estimator ŝ should use at most O(1/s2) edges and satisfy ŝ ≍ s with
high probability. The following heuristic builds a possible estimator ŝ.
Pick uniformly at random N nodes in V and sample all N(N−1)/2 pairs between
these N nodes. When Ns > 2, p = a/N and q = b/N , [MNS15] ensures that, as
N →∞, a and b can be consistently estimated. Therefore, Ns = (a− b)2/(a+ b) can
also be consistently estimated from these T = N(N − 1)/2 = O(1/s2) observations.
Yet, this estimator requires N larger than 2/s and cannot therefore be used directly
when s is unknown.
However, it is theoretically possible to detect, as N increases, the moment where
it becomes larger than 2/s. To proceed, denote by B the non-backtracking matrix
associated to the graph (see [BLM18] for a definition of the non-backtracking matrix).
Let λ1, λ2, . . . be the eigenvalues of B ranked in decreasing order of their moduli. The
main result of [BLM18] shows that, when p = a/N and q = b/N , with a, b > 0 fixed,
except on an event of vanishing probability as N →∞,
|λ2|2 < λ1 when Ns < 2 ,
|λ2|2 > λ1 when Ns > 2 .
In addition, when Ns > 2, the ratio 2|λ2|2/λ1 consistently estimates (a− b)2/(a+ b).
This result suggests the following recursive algorithm to estimate s: start with a
set V1 of 2 nodes a and b picked uniformly at random in V . Sample the pair {a, b}
and let E1 denote the set of edges in E ∩ {a, b}. At each step k > 2, pick at random
a set Vk of 2
k nodes in V \ ∪ℓ6k−1Vℓ. Sample all pairs in Vk, and denote by Ek
the set of edges among these pairs. Build the non-backtracking matrix Bk of the
graph (Vk, Ek) and compute λ
(k)
1 and λ
(k)
2 the eigenvalues of this matrix with largest
moduli. If |λ(k)2 |2 < λ(k)1 iterate. If |λ(k)2 |2 > λ(k)1 stop, denote by k̂ the stopping
iteration time and N̂ =
(2k̂
2
)
the number of edges sampled in the last graph (V
k̂
, E
k̂
).
Output ŝ = 2|λ(k̂)2 |2/(N̂λ(k̂)1 ).
Assume that p = a/N and q = b/N with a, b ∈ R+ fulfilling (a− b)2/(a+ b) > 2.
Let ΩN denote the event where simultaneously 2 ≤ N̂s ≤ 4 and s/2 ≤ ŝ ≤ 2s. Then
the results of [BLM18] suggest that the event ΩN holds with probability tending to 1
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as N →∞. In addition, the total number of sampled edges is ∪k̂k=1
(2k
2
)
= O(N̂2) =
O(1/s2) on this event.
4 Constrained optimal pair-matching
Section 3 studies pair-matching algorithms that are allowed to sample any single node
as many times as desired. The algorithm described in Section 3.1 that achieves min-
imal expected regret uses extensively this opportunity, making “localized” queries:
At time T , a small number of Θ(
√
T ) nodes has been queried a large number of
Θ(
√
T ) times, while other nodes have been queried less than O(log(s
√
T )2/s) times.
This feature can be problematic in practice. This section investigates the impact of
bounding the number of queries per node.
For a sparsity bound BT , denote by ΨBT ,T the set of strategies ψ fulfilling the
Non-redundancy (NR), Invariance to labelling (IL) and Sparse sampling (SpS)
properties at time T .
Theorem 4.1 Let T and n be positive integers with T ≤ |Egood| = 2
(
n/2
2
)
. Let
p, q ∈ [0, 1/2] be two parameters fulfilling (1) and such that the parameter s, defined
in (2), fulfills
s ≤ 1
32(1 + ρ∗)
.
Then, for any µ ∈ cSBM(n/2, n/2, p, q),
inf
ψ∈ΨBT ,T
Eµ
[
N bad(ψ, T )
]
≥ 1
32
[√
T ∨ (T/BT )
32(1 + ρ∗)s
∧ T
]
.
Conversely, there exist two numerical constants c1, c2 > 0 such that, for any time
horizon T and constraint BT satisfying 1 ≤ T ≤ c1n(BT ∧ n), there exist a strategy
ψ ∈ ΨBT ,T corresponding to a polynomial-time algorithm, described in Section 4.1,
such that
Eµ
[
N bad(ψ, T )
]
≤ c2
[√
T ∨ (T/BT )
s
∧ T
]
. (8)
We refer to Sections A and C for a proof of the lower bound and the upper-bound
of this theorem.
Compared with Theorem 3.1, Theorem 4.1 shows that the sparse sampling con-
straint (SpS) amounts to replace
√
T by
√
T∨(T/BT ) in the optimal sampling-regret.
In particular, the sparse sampling constraint downgrades optimal rates only when BT
is smaller than
√
T . Actually, a close look at the unconstrained algorithm page 13
reveals that, by construction, it satisfies assumption (SpS) with BT = 17
√
T . So,
in the regime where BT ≥ 17
√
T , the lower bound cannot be worse than the upper-
bound of the unconstraint setting of Theorem 3.1.
When BT .
√
T , the optimal sampling-regret is of order (T/(BT s)) ∧ T . This
rate can be understood as follows. If BT ≤ 1/s, there is not enough observations per
node to infer their community better than at random, which induces an unavoidable
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linear regret. When BT ≫ 1/s, to proceed as in Step 3 of the constrained case,
one needs to identify a sufficiently large set of nodes of the same community, among
which one can sample up to T pairs without adding regret. As each node can now
be paired with at most BT others, this set should be of size Θ(T/BT ) instead of
Θ(
√
T ) in the unconstrained case. As the identification of the community of a node
requires at least Θ(1/s) queries, the sampling-regret expected to identify this large
set of nodes is Θ(T/(BT s)).
The previous informal discussion suggests to extend the algorithm described in
Section 3.1 for the unconstrained case. This extension, fully described and com-
mented in Section 4.1, still proceeds in 3 steps and goes as follows. The first step
of the constrained algorithm is essentially the same as the first step of the uncon-
strained algorithm, with
√
T replaced by B = (BT ∧
√
T )/2. In this first step, all
pairs are sampled among a set of B/ log(sB) ≤ BT nodes, so the constraint cannot
be violated. Then, to keep the sampling-regret under control while not violating the
(SpS) contraint, the trick is to apply recursively a variant of the screening algorithm
in Step 2 and repeat these screenings until a total number of Θ(T/(BT ∧
√
T )) nodes
are correctly classified, with a small proportion of error. Finally, one can sample at
most BT ∧
√
T pairs for each of these nodes in Step 3 with a controlled regret. The re-
sulting algorithm extends the unconstrained one of Section 3.1 where BT ∧
√
T =
√
T
and where the screening step is only applied once. This extension is fully described
in Section 4.1.
To illustrate the theorem, one can discuss the results with the constraint BT = T
γ ,
where 0 < γ ≤ 1/2. In this case, the optimal sampling-regret is of order T ∧(T 1−γ/s).
It follows that any pair-matching algorithm that is T γ-sparse up to time T (besides
satisfying (NR) and (IL)) has linear sampling-regret up to time s−1/γ . On the other
hand, there exist strategies with optimal sampling-regret of order T 1−γ/s after time
s−1/γ .
Notice that the sparse sampling property Na(ψ, T ) ≤ BT only constrains the
algorithm at the time horizon T . This time horizon has therefore to be specified
beforehand for this constraint to be defined. In many practical situations, this speci-
fication is not reasonable and a more realistic constraint takes the form: Na(ψ, t) ≤ Bt
at any time t ∈ {1, . . . , T}. In the case where Bt = Θ(tγ/(log t)τ ), the constraint
can be enforced using a doubling trick, without enlarging the regret by more than
a multiplicative numerical constante. This doubling trick is discussed in details in
Section 4.2.
4.1 Algorithm with sparse sampling
The algorithm described page 13, that achieves optimal regret in the unconstrained
case, identifies first a set of Θ(
√
T ) nodes from one community with O(1/s) misclas-
sified nodes and a regret of order O(
√
T/s) in Steps 1 and 2. Then, it pairs these
nodes together in Step 3 with a O(
√
T/s) regret (due to the misclassified nodes).
The algorithm described in this section follows essentially the same steps, iden-
tifying first a set of nodes from the same community (with small error) and then
sampling pairs among them. It has to be adapted to fulfill the (SpS) constraint. As
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the unconstraint algorithm fulfills the (SpS) constraint for any BT ≥ 17
√
T , it is
assumed in the remaining of this section that BT = O(
√
T ). Moreover, as the result
holds for T ≤ c1n(BT ∧n), this assumption is granted in the remaining of the section.
To respect the constraint (SpS), no node may be sampled in more than BT pairs.
Hence, to perform the last step, the algorithm has to identify Θ(T/BT ) nodes from
one community. It should achieve this identification with a sampling-regret smaller
than O(T/(sBT )) while respecting the (SpS) constraint. To respect the (SpS)
constraint in the first step of the algorithm, a kernel Ninit of cardinality smaller than
BT is chosen. Formally, in points 1. and 2. of Step 1 in the algorithm page 13,
√
T
is replaced by (BT ∧
√
T )/2. Then, as in the unconstrained case, Step 2 expands
the communities in order to identify, with high probability and up to a small error,
Θ(T/BT ) nodes from one community. The main difference with the unconstrained
case is that this expansion cannot be achieved in a single step of screening. Actually,
(i) Θ(N/s) pairs are required to identify the community of Θ(N) new nodes.
(ii) Any node from the kernel Ninit cannot be sampled more than BT times.
By (ii), one cannot sample more than O(|Ninit|BT ) pairs and by (i), it follows that
at most O(|Ninit|BT s) = O(B2T s) nodes can be classified with a single screening
step based on Ninit. The main idea of the new algorithm is to iterate the screening
step, expanding progressively the communities. Along these iterations, to satisfy
the (SpS) constraint, the screening has to be conducted with more care than in
step 2 of the unconstrained algorithm page 13. The trick is to apply the SCREENING
function described page 19, which compartmentalizes the nodes in order to enforce
the condition (SpS). This iterative process outputs a set of Θ(T/BT ) nodes from one
community (with a small proportion of error with high probability). The algorithm
finally pairs nodes among this subset while respecting the (SpS) constraint in Step
3 of the algorithm.
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Constrained Algorithm
Inputs: s scaling parameter, T time horizon, Vinit the set of the n nodes of the
whole graph, BT constraint.
Internal constants: set cO0 = 8 ∨ (1/cGC1 ) and B = (BT ∧
√
T )/2.
Step 1: finding communities in a kernel
1. Sample uniformly at random an initial set Ninit ⊂ Vinit of Ninit =
⌈
B
log(sB)
⌉
nodes.
2. Sample each pair of Ninit with probability cO0 Bs /
(Ninit
2
)
, call O0 ⊂ E the
output.
3. Estimate mean connectivity τ = p+q2 by τˆ =
1
|O0|
∑
(x,x′)∈O0 Ax,x′ .
4. Run GOODCLUST on the graph (Ninit,O0) and output, for any x ∈ Ninit, Ẑx
the estimated community of x (with the convention that the largest estimated
community is labelled by 1).
Step 2: iteratively expanding the communities
Internal constants: set N (0) = ⌈Ninit/2⌉,
tf =
⌈
log(⌈T/B⌉/N (0))
log⌊log(sB)⌋
⌉
(9)
and for all t ∈ {0, . . . , tf},
N (t) = N (0)⌊log(sB)⌋t ∧
⌈
T
B
⌉
. (10)
5. Let N (0) be a set of N (0) nodes in Ninit ∩ {Ẑ = 1} sampled uniformly at
random, and let V (0) = Vinit \ Ninit.
6. For t = 1, . . . , tf , set
(N (t), V (t)) = SCREENING
(
N (t−1), N (t), B, τˆ , V (t−1)
)
. (11)
Step 3: sampling pairs within estimated communities
7. Sample pairs within the set N (tf ) while respecting the constraint (SpS) with
BT , until T pairs have been sampled overall (the sampling method does not
matter).
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Function SCREENING(N , N ′, B, ν, V ) = (N ′, V ′)
Inputs: a reference kernel N of cardinality N , a target number of nodes N ′, a
constraint B ∈ R+, a threshold ν ∈ [0, 1], a set of “new” nodes V .
Output: a set of nodes N ′ ⊂ V of cardinality at most N ′ and the set of nodes
V ′ ⊂ V that are still “new” after running SCREENING. (Most of the nodes of N ′ will
belong to the most represented community in N .)
Internal constants: a number of pairs per step k = ⌈Cks ⌉ and a number of steps
I = ⌈CI log(sB)⌉, with Ck = 2500 and CI = 1026.
1. Sample uniformly at random a set A0 of |A0| = 4N ′ nodes in V .
2. Let m = ⌊N/(kI)⌋. Take a uniform partition of N into m sets (Vj)1≤j≤m of
cardinality kI and one set of cardinality smaller than kI.
Likewise, take a uniform partition of A0 into m sets (A(j)0 )1≤j≤m with cardi-
nality in {⌊4N ′/m⌋, ⌈4N ′/m⌉}.
3. For j = 1, . . . ,m and i = 1, . . . , I, do
For each x ∈ A(j)i−1, do
i. Sample k nodes (yxk(i−1)+a)a=1,...,k uniformly at random in Vj \
{yxa}a=1,...,k(i−1).
ii. Sample the pairs ({x, yxk(i−1)+a})a=1,...,k and compute
pˆx,i =
1
ki
ki∑
a=1
Axyxa . (12)
iii. Select A(j)i =
{
x ∈ A(j)i−1 : pˆx,i ≥ ν
}
.
4. Set N ′ a set of N ′ nodes sampled uniformly at random from
⋃
1≤j≤m
A(j)I .
In casea |⋃1≤j≤mA(j)I | < N ′, then sample at random N ′ nodes in A0.
5. Set V ′ = V \ A0.
Return (N ′, V ′).
awith high probability, this undesirable case does not happen
4.2 Pathwise sparse sampling algorithm
The algorithm presented above fulfills the sparse sampling condition (SpS) at time
horizon T . In many practical situations, it is more natural to consider Condition
(SpS) at all times t = 1, 2, . . . rather than only at a predefined time horizon t = T .
Formally, Condition (SpS) would be replaced by Na(ψ, t) ≤ Bt, for all t = 1, 2, . . ..
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It is possible to modify the previous algorithm to build a strategy ψ such that, when
Bt = Θ(t
γ log−τ (t)), the sampling regret Eµ
[
N bad(ψ, t)
]
fulfills
Eµ
[
N bad(ψ, t)
]
= O
(√
t ∨ (t/Bt)
s
∧ t
)
, for t = 1, 2, . . . .
Assume that there exists γ ∈ (0, 1/2] and τ ∈ [0,+∞) such that Bt = tγ/(log t)τ , so√
t∨(t/Bt) = t1−γ logτ (t). In this case, a pathwise sampling condition can be enforced
using the following doubling trick, which proceeds essentially as in Section 3.2. For
any positive integer l, let tl = 2
l. At each time tl, the new algorithm discards all
nodes and pairs previously sampled and starts the algorithm of Section 4.1 with the
remaining nodes, time horizon T = tl+1− tl and terminal sparse sampling constraint
Na(ψ, tl+1 − tl) ≤ mintl≤t≤tl+1 Bt. The resulting strategy does not depend on any
time horizon and it fulfills the condition Na(ψ, t) ≤ Bt, for all t = 1, 2, . . ..
Moreover, for any l such that tl ≥ eτ/γ , mintl≤t≤tl+1 Bt = Btl . Hence, for any l
such that tl < c1n(Bt ∧ n) and for any t such that tl−1 ≤ t ≤ tl < c1n(Bt ∧ n),
E
[
N bad(ψ, t)
]
= O
(
1 +
l∑
k=1
(tk − tk−1)1−γ logτ (tk − tk−1)
s
∧ (tk − tk−1)
)
= O
((
1
s
l−1∑
r=0
2r(1−γ)(r log(2))τ
)
∧ tl
)
= O
(
t1−γl log
τ (tl)
s
∧ tl
)
= O
(
t1−γ logτ (t)
s
∧ t
)
.
According to Theorem 4.1, the sampling-regret of the algorithm derived from the
doubling trick is then rate optimal.
5 Discussion
The present paper provides the optimal sampling-regret for pair-matching in the case
where G = (E,V ) is a conditional SBM with a number of groups K = 2, where the
groups have n/K elements, with intra class probability of connection p and inter-
class q. The algorithm depicted p.13 in Section 3.1 runs in polynomial time and has
optimal sampling-regret given in Theorem 3.1, up to a multiplicative constant.
Let us discuss the case where the number of groups K is larger than 2, still assum-
ing that all the groups have n/K elements, with intra class probability of connection
p and inter-class q. Contrary to K = 2, we expect in this case an information-
computation gap and conjecture the following optimal rates for pair-matching.
Conjecture 1 Define Ψpoly∞ as the intersection of Ψ∞ defined page 9, with polynomial-
time algorithms. Let
sK =
(p− q)2
q + (p− q)/K . (13)
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Under Assumption (1), without computational constraint:
inf
ψ∈Ψ∞
E
[
N bad(ψ, T )
]
≍
((
K log(K)
sK
)2
∨ K
√
T
sK
)
∧ T. (14)
With polynomial time constraint:
inf
ψ∈Ψpoly∞
E
[
N bad(ψ, T )
]
≍
((
K2
sK
)2
∨ K
√
T
sK
)
∧ T. (15)
Let us explain the heuristics leading to these rates.
For K = 2, a central tool to design the rate-optimal polynomial-time algorithm
p.13 is the existence of polynomial-time algorithms (called GOODCLUST p.13) achieving
non trivial classification for a cSBM(N/2, N/2, p, q) when Ns is larger than some
constant. When K > 2 and the number of nodes N → ∞, for p, q scaling as 1/N ,
[BLM18, AS15b, SM18] provide polynomial-time algorithms GOODCLUSTpolyK achieving
a non trivial classification for
NsK > K
2 =: λpolyK .
Furthermore, it is conjectured [DKMZ11] that there does not exist any polynomial-
time algorithm achieving non-trivial classification when NsK < K
2. The threshold
λpolyK is known as the Kesten-Stigum (KS) threshold. The information theoretic
threshold λinfK for non-trivial classification is below λ
poly
K for K ≥ 5. Actually, [BM16]
have proved that λinfK ≍ K log(K) and λinfK < λpolyK for K ≥ 5, so, if the conjecture of
[DKMZ11] holds, there is an information-computation gap for K ≥ 5. A consequence
of the result of [BM16] is that there exist algorithms GOODCLUSTinfK , with exponential
complexity, achieving non-trivial classification for NsK = O(K log(K)).
Theorem 3.1 requires that GOODCLUST has more than non-trivial classification, it
should have vanishing classification error. Several papers have established, under
Assumption (1), the existence of algorithms GOODCLUSTpolyK and GOODCLUST
inf
K with
misclassification proportion smaller than exp(−cNsK/K), for some positive constant
c. This result is obtained for NsK ≥ c′λpolyK for GOODCLUSTpolyK , see for example
[CRV15, GMZZ17, FC19, GV19] and for NsK ≫ λinfK for GOODCLUSTinfK , see [ZZ16].
As a consequence, without computational constraint, a linear sampling regret is
expected for any algorithm as long as the time horizon satisfies
√
2TsK < λ
inf
K , or
equivalently
T < 0.5(λinfK /sK)
2 = 0.5(K logK/sK)
2.
On the other hand, when T ≫ (K(logK)2/sK)2, one can chooseN fulfilling λinfK /sK ≪
N ≤ (K√T/sK)1/2 ≪
√
T . Selecting N nodes uniformly at random and ob-
serving all pairs of these N nodes, GOODCLUSTinfK classifies correctly the N nodes,
but a proportion at most exp(−cNsK/K) of them. The sampling-regret for this
step does not exceed the number O(N2) = O(K
√
T/sK) of pairs sampled. Since
NsK/K ≫ log(K), the proportion of misclassified nodes among these N nodes is
small and a screening procedure as in Step 2 of the algorithm p.13 can be applied
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in order to classify correctly
√
T nodes. As an average of K/sK queries is necessary
to classify one new node, this step will have a regret scaling as K
√
T/sK . Then, we
can pair all nodes of the same group until the budget of T queries is spent. Hence,
in the regime where T ≫ (K(logK)2/sK)2, the final regret should be proportional
to N2 + K
√
T/sK ≍ K
√
T/sK . To sum-up the discussion, without computational
constraints, one can expect a sampling-regret of order(
(K log(K)/sK)
2 ∨K
√
T/sK
)
∧ T ,
which is the conjectured rate (14).
Using polynomial time algorithms for clustering, the information-theoretic thresh-
old λinfK should be replaced by the KS-threshold λ
poly
K . Following the same reasoning
as before, linear regret is expected as long as
T < 0.5(λpolyK /sK)
2 = 0.5(K2/sK)
2.
On the other hand, when
√
T ≫ K3/sK , one can pick N nodes at random with
N fulfilling λpolyK /sK ≪ N ≤ (K
√
T/sK)
1/2 ≪ √T . A polynomial time algorithm
GOODCLUST
poly
K run with all pairs based on these nodes classifies correctly these N
nodes, except for a proportion at most exp(−cNsK/K) of them. The sampling-
regret associated to this classification step is smaller than N2 ≤ K√T/sK . The
screening step classifies correctly
√
T nodes with a regret K
√
T/sK . The remaining
budget until sampling T pairs is spent by pairing together nodes in a same estimated
group. Ultimately, taking into account the computational constraint, one can expect
a sampling-regret of order ((K2/sK)
2 ∨K√T/sK)∧T , which is the conjectured rate
(15).
A Proof of the lower bounds
A.1 Distributional properties under Assumption (IL)
Recall that E denotes the set of all pairs in {1, . . . , n}. The invariance to labelling
property enforces some invariances on the distribution of the (Ne(ψ, T ) : e ∈ E), with
Ne(ψ, T ) defined by (3) and on the distribution of the (Na(ψ, T ) : a = 1, . . . , n) with
Na(ψ, T ) defined by (4).
Let µ be a distribution in cSBM(n/2, n/2, p, q) associated to a partition G =
{G1, G2} of {1, . . . , n}. Consider a permutation σ which leaves the partition G in-
variant, that is such that, either σ(G1) = G1 and hence σ(G2) = G2, or σ(G1) = G2
and thus σ(G2) = G1. Then, the distribution µ
σ defined page 7 is equal to the
distribution µ. Hence the invariance to labelling property ensures that for any per-
mutation σ leaving G invariant, the vectors (Ne(ψ, t) : e ∈ E ; t = 1, . . . ,
(n
2
)
) and
(Nσ(e)(ψ, T ) : e ∈ E ; t = 1, . . . ,
(n
2
)
) have the same distribution. As a consequence,
the following properties holds.
Lemma A.1 When the strategy ψ fulfills the invariance to labelling property, then
the random variables (Ne(ψ, T ) : e ∈ Egood) are pair-wise exchangeable. The same
property holds for (Ne(ψ, T ) : e ∈ Ebad) and (Na(ψ, T ) : a = 1, . . . , n).
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Proof. Let {a, b} , {a′, b′} denote two pairs in Egood and let σ be a G-invariant
permutation such that σ({a, b}) = {a′, b′}, and σ({a′, b′}) = {a, b}. Since µ = µσ and
ψ is invariant to labelling, the random variables (N{a,b}, N{a′,b′}) and (N{a′,b′}, N{a,b})
have the same distribution. The same reasoning applies for pairs in Ebad.
Consider now two nodes a, b ∈ {1, . . . , n}. Let σ be a G-invariant permutation
on {1, . . . , n} such that σ(a) = b and σ(b) = a. Since µ = µσ and ψ is invariant to
labelling, the random variables (Na(ψ, T ), Nb(ψ, T )) and (Nb(ψ, T ), Na(ψ, T )) have
the same distribution. 
A.2 Proof of the lower bound in Theorems 4.1 and 3.1
This section contains the proof of the first part of Theorem 4.1. The first part of
Theorem 3.1 follows by taking BT = T .
We actually prove the following stronger lower bound: when s˜ = kl(p, q)∨kl(q, p)
satisfies s˜ ≤ 1/16, for any µ ∈ cSBM(n/2, n/2, p, q),
inf
ψ∈ΨBT ,T
Eµ
[
N bad(ψ, T )
]
≥ 1
32
[√
T ∨ (T/BT )
16s˜
∧ T
]
. (16)
The first part of Theorem 4.1 follows from this bound and from Lemma D.3 which
ensures that s ≤ s˜ ≤ 2(1 + ρ∗)s when (1) holds.
Recall that Na(ψ, T ) denotes the number of pairs involving the node a sampled
by the strategy ψ up to time T . Let N bada (ψ, T ) be the number of pairs {a, b} with
b not in the community of a sampled up to time T . Hereafter in the proof, the
strategy ψ is fixed and, to simplify notations, the dependency of Na and N
bad
a on
ψ is dropped out: N bada (ψ, T ) is denoted Na(T ) and N
bad
a (ψ, T ) is denoted N
bad
a (T ).
Let also Ngooda (T ) = Na(T )−N bada (T ). The number of between-group sampled pairs
is
N bad(T ) =
1
2
n∑
a=1
N bada (T ).
Let us also recall that N{a,b}(ψ, T ) ∈ {0, 1} (denoted N{a,b}(T )), is the number of
times the pair {a, b} has been sampled before time T . Likewise, let NaB(T ) =∑
b∈B N{a,b}(T ) be the number of times a pair between node a and the set of nodes B
has been sampled before time T . For t ≥ 0, let Ft be the σ-algebra gathering informa-
tion available up to time t: Ft is the σ-algebra generated by (Êt, (Ae)e∈Êt , U0, . . . , Ut).
The main tools for proving Equation (16) are the next two lemmas. The first
lemma is directly adapted from [GMS18, KCG16].
Lemma A.2 Let T˜ be a stopping time with respect to the filtration (Ft)t≥0. Let
µ, µ′ ∈ cSBM(n/2, n/2, p, q) and let ν = (νab)a<b and ν ′ = (ν ′ab)a<b denote their
connection probabilities, that is νab = µ({a, b} ∈ E) and νab = µ′({a, b} ∈ E) for all
a, b ∈ V . If T˜ ≤ T a.s., then for any FT˜ -measurable random variable Z taking values
in [0, 1], ∑
a<b
Eµ[N{a,b}(T˜ )]kl(νab, ν ′ab) ≥ kl(Eµ[Z],Eµ′ [Z]), (17)
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where kl(p, q) = p log(p/q)+ (1− p) log((1− p)/(1− q)) is the Kullback-Leibler diver-
gence between two Bernoulli distributions with parameters p and q.
Proof. The lemma follows directly from Lemma 1 in [KCG16] and Lemma 1 in
[GMS18]. As discussed in Section 2.4, the pair-matching problem can be seen as a
bandit problem with restrictions on the set of admissible strategies. Since Lemma 1
in [KCG16] and Lemma 1 in [GMS18] hold for any strategy, Inequality (17) holds in
particular for any strategy ψ satisfying the constraints ψt(Êt, . . . ) /∈ Êt and Na(t) ≤
BT . 
While the previous lemma is only based on the bandit nature of the problem, the
next lemma is based on the constraint that arms can only be sampled once.
Lemma A.3 Let M be a positive real number and consider T ≥ 1. Then
n∑
a=1
(Na(T ) ∧M) ≥
(
(M
√
T ) ∨ MT
BT
)
∧ T
2
.
Proof of Lemma A.3. Let S1 = {a : Na(T ) ≤M} and S2 = {a : Na(T ) > M}.
If
∑
a∈S1 Na(T ) ≥ T/2 then
∑n
a=1(Na(T ) ∧M) ≥
∑
a∈S1 Na(T ) ≥ T/2.
Assume now that
∑
a∈S1 Na(T ) < T/2. Since 2T =
∑n
a=1Na(T ),
2T ≤ T/2 +
∑
a∈S2
Na(T ) = T/2 +
∑
a∈S2
NaS1(T ) +
∑
a∈S2
NaS2(T )
= T/2 +
∑
a∈S1
NaS2(T ) +
∑
a∈S2
NaS2(T )
≤ T + |S2|(BT ∧ |S2|).
Hence, |S2| ≥
√
T ∨ (T/BT ) and
n∑
a=1
(Na(T ) ∧M) ≥ |S2|M ≥ (M
√
T ) ∨ (MT/BT ).
The proof is complete. 
With these two lemmas, the core inequality of the proof can be established. This
inequality shows that if Na(t) = O(1/s˜), then N
bad
a (t) is of the same order of magni-
tude than Na(t).
Let G = (G1, G2) be a partition of {1, . . . , n} with G1 = {1, . . . , n/2} and G2 =
{n/2 + 1, . . . , n}. Let µ ∈ cSBM(n/2, n/2, p, q) be the distribution of a conditional
SBM with classes G1 and G2, within-group connection probability p and between-
group connection probability q. Unless specified, E = Eµ in the following.
Lemma A.4 LetM be a positive integer such that 16Ms˜ ≤ 1 and define the stopping
time T˜ = T ∧ inf {t : max(N1(t), Nn(t)) ≥M}. Setting N1+n(T ) = N1(T ) + Nn(T )
and N bad1+n(T ) = N1G2(T ) +NnG1(T ),
E
[
N bad1+n(T˜ )
]
≥ 1
4
E
[
N1+n(T˜ )
]
≥ 1
4
E [N1(T ) ∧M ] . (18)
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Proof of Lemma A.4. The last inequality in (18) follows directly from
N1+n(T˜ ) ≥ N1(T )1T<T˜ +M1T≥T˜ ≥ N1(T ) ∧M.
It remains to show the first inequality. Consider the transposition σ = (1, n) of
1 and n which switches the labels 1 and n while keeping other nodes unchanged.
Let µσ be the distribution of (Aσ(a),σ(b))ab. The partition G
σ = {Gσ1 , Gσ2} associated
to µσ, corresponds to G with 1 and n switched, that is Gσ1 = {n, 2, . . . , n/2} and
Gσ2 = {n/2 + 1, . . . , n− 1, 1}.
Let M be a positive integer and set
Z = N1G2(T˜ ) +NnG1(T˜ )
2(M ∧BT ) ∈ [0, 1].
By invariance to labelling,
Eµσ
[
N1G2(T˜ ) +NnG1(T˜ )
]
= Eµσ
[
N1Gσ2 (T˜ ) +NnGσ1 (T˜ ) + 2N{1,n}(T˜ )
]
= Eµ
[
N1G1(T˜ ) +NnG2(T˜ ) + 2N{1,n}(T˜ )
]
.
Hence, setting M˜ =M ∧BT , Lemma A.2 ensures that,
(kl(p, q) ∨ kl(q, p))Eµ
[
N1(T˜ ) +Nn(T˜ )
]
≥ kl
(
Eµ
[
N1G2(T˜ ) +NnG1(T˜ )
]
/(2M˜ ),Eµσ
[
N1G2(T˜ ) +NnG1(T˜ )
]
/(2M˜ )
)
= kl
(
Eµ
[
N1G2(T˜ ) +NnG1(T˜ )
]
/(2M˜ ),Eµ
[
N1G1(T˜ ) +NnG2(T˜ ) + 2N{1,n}(T˜ )
]
/(2M˜ )
)
≥ 1
2(M ∧BT )
(
Eµ
[
N1G2(T˜ ) +NnG1(T˜ )
]
− Eµ
[
N1G1(T˜ ) +NnG2(T˜ ) + 2N{1,n}(T˜ )
])2
Eµ
[
N1G2(T˜ ) +NnG1(T˜ )
]
∨ Eµ
[
N1G1(T˜ ) +NnG2(T˜ ) + 2N{1,n}(T˜ )
] ,
where the last line follows from Lemma D.3. Setting Ngood1+n (T ) = N1G1(T )+NnG2(T ),
the last inequality can be written as
2(M ∧BT )s˜E
[
N1+n(T˜ )
] (
E
[
Ngood1+n (T˜ ) + 2N{1,n}(T˜ )
]
∨ E
[
N bad1+n(T˜ )
])
≥
(
E
[
Ngood1+n (T˜ ) + 2N{1,n}(T˜ )
]
− E
[
N bad1+n(T˜ )
])2
. (19)
If E
[
Ngood1+n (T˜ )
]
≤ E
[
N bad1+n(T˜ )
]
, then
2E
[
N bad1+n(T˜ )
]
≥ E
[
Ngood1+n (T˜ )
]
+ E
[
N bad1+n(T˜ )
]
= E
[
N1+n(T˜ )
]
and Lemma A.4 follows.
Assume therefore that E
[
Ngood1+n (T˜ )
]
≥ E
[
N bad1+n(T˜ )
]
. It follows that
2E
[
Ngood1+n (T˜ )
]
≥ E
[
Ngood1+n (T˜ )
]
+ E
[
N bad1+n(T˜ )
]
= E
[
N1+n(T˜ )
]
,
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so Inequality (19) implies
4(M∧BT )s˜E
[
Ngood1+n (T˜ ) + 2N{1,n}(T˜ )
]2 ≥ (E [Ngood1+n (T˜ ) + 2N{1,n}(T˜ )]− E [N bad1+n(T˜ )])2 .
Rearranging the expression gives
E
[
N bad1+n(T˜ )
]
≥ E
[
Ngood1+n (T˜ ) + 2N{1,n}(T˜ )
] (
1−
√
4(M ∧BT )s˜
)
≥ 1
2
E
[
Ngood1+n (T˜ )
]
≥ 1
4
E
[
N1+n(T˜ )
]
,
since M ∧BT ≤ 1/(16s˜) by assumption. The proof is complete. 
The lower bound in Theorem 4.1 can now be proved. Recall that for any strategy
ψ ∈ ΨBT ,T , Assumption (IL) implies that the sampling-regret Eµ
[
N bad(ψ, T )
]
does
not depend on µ ∈ cSBM(n/2, n/2, p, q), see the remark page 9. Therefore, it is
sufficient to prove (16) for any strategy ψ invariant by labelling, with the distribution
µ defined above Lemma A.4.
Let M be a positive integer such that
1 ≤M ∧BT ≤ 1
16s˜
.
First, Lemma A.1 ensures that, for any pair {a, b} ∈ Ebad, E [N{a,b}(T )] = E [N{1,n}(T )]
and hence
E
[
N bad(T )
]
=
n2
4
E
[
N{1,n}(T )
]
=
n
4
E
[
N bad1+n(T )
]
.
Lemma A.1 also ensures that E [Na(T ) ∧M ] = E [N1(T ) ∧M ] for all a ∈ {1, . . . , n}.
By Lemma A.4, it follows that
16E
[
N bad(T )
]
= 4nE
[
N bad1+n(T )
]
≥ 4nE
[
N bad1+n(T˜ )
]
≥ nE [N1(T ) ∧M ] =
n∑
a=1
E [Na(T ) ∧M ] .
Hence, by Lemma A.3
16E
[
N bad(T )
]
≥
(
(M
√
T ) ∨ MT
BT
)
∧ T
2
.
For s˜ ≤ 1/16, taking M equal to the integer part of 1/(16s˜) gives
16E
[
N bad(T )
]
≥
(√
T
32s˜
∨ T
32s˜BT
)
∧ T
2
.
Since the sampling-regret does not depend on the choice of µ, the proof is complete.
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B Proof of the unconstrained upper bound
This section proves the following result, from which follows the upper bound of
Theorem 3.1, as explained below Theorem B.1.
Theorem B.1 There exist numerical constants c1, c2 > 0, such that, for any T ≤
c2n
2, with probability at least 1− 13/T , the algorithm described in Section 3.1 fulfills
N bad(ψ, T ) ≤ c1
(
T ∧
√
T
s
)
.
Let us explain how the upper bound of Theorem 3.1 follows from Theorem B.1.
First, let us note that the upper bound of Theorem B.1 also holds in expectation.
Indeed, since N bad(ψ, T ) ≤ T , the algorithm described in Section 3.1 fulfills
E
[
N bad(ψ, T )
]
≤ c1
(
T ∧
√
T
s
)
+ 13 ≤ c′1
(
T ∧
√
T
s
)
. (20)
Second, let us prove that the algorithm of Section 3.2 also has a O
(
T ∧ (√T/s)
)
sampling regret. The argument for this proof is classical: according to the upper
bound (20), for any tl−1 ≤ T ≤ tl < c2n2,
E
[
N bad(ψ, T )
]
≤ c1
(√
t0
s
∧ t0 +
√
t1 − t0
s
∧ (t1 − t0) + ...+
√
tl − tl−1
s
∧ (tl − tl−1)
)
≤ c1
(
1
s
+
1
s
l−1∑
r=0
2r/2
)
∧ tl
≤ c1
( √
tl
(
√
2− 1)s ∧ tl
)
≤ 4c1
(√
T
s
∧ T
)
.
Hence, we have proved that the upper bound of Theorem 3.1 is a consequence of
Theorem B.1.
The proof of Theorem B.1 is quite lengthy. To help the reader to understand the
organization of this demonstration, the section starts with a sketch of proof.
B.1 Outline of the proof of Theorem B.1
As any strategy has at most linear regret, it is sufficient to prove that there exist
two positive numerical constants cthresh and c1 such that, for any T ≥ cthresh/s2,
the number N bad(ψ, T ) of pairs sampled among Ebad by the strategy ψ described in
the algorithm p.13 in Section 3.1 is smaller than c1
√
T/s with probability at least
1 − 13/T . As a consequence, in the proof, without loss of generality, it is assumed
that T ≥ cthresh/s2, for a sufficiently large constant cthresh. To prove the theorem, it
is sufficient to show that neither Steps 1., 2. nor 3. of the algorithm sample more
than O(
√
T/s) “bad” pairs, where a bad pair involves one node from community 1
and one from community 2.
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Step 1. In the first step, the algorithm samples at random a kernel N of N =
⌈√T/ log(s√T )⌉ nodes (point 1. in the algorithm). In this kernel, with large proba-
bility, at least ⌈N/4⌉ nodes from each communities are sampled. This result follows
from Hoeffding’s concentration inequality for hypergeometric random variables, it is
rigorously established in point 2 of Lemma B.2.
Each pair of the kernel is sampled with probability proportional to
√
T/
(
s
(N
2
))
(point 2. of the algorithm). With high probability, the set of sampled pairs O0
has cardinality |O0| ≍
√
T/s, see point 3. of Lemma B.2. At this point, the ob-
served graph follows a cSBM with connection probabilities p˜ ≍ p√T/(s(N2 )) and
q˜ ≍ q√T/(s(N2 )) . By (7), setting s˜ = (p˜− q˜)2/(p˜+ q˜) the proportion of misclassified
nodes by GOODCLUST is upper bounded by
exp(−cGC1 Ns˜) = exp
(
−c
√
T/s
N
s
)
= exp(− log(s
√
T )) ≤ 1
Ns
,
with probability at least 1− cGC2 /N3. In particular, at most 1/s nodes of the kernel
are misclassified. A rigorous proof of this last statement is provided in point 4 of
Lemma B.2.
Let us comment briefly the choice of the cardinalities N of the kernel and |O0| of
the sampled pairs in this first step of the algorithm. These are chosen to guarantee
the following properties.
(1.i) N is sufficiently large to make the probability cGC/N3 small and, on the other
hand, N is sufficiently small so that one can classify a large proportion of N
with less than |O0| = O(
√
T/s) observed pairs.
(1.ii) |O0| is large enough to ensure that the proportion of misclassified nodes in N
satisfies exp
(− cGC1 E[|O0|]s/N) ≤ 1/(Ns).
(1.iii) On the other hand, |O0| is small enough, namely |O0| = O(
√
T/s), to ensure a
regret O(
√
T/s) in this exploratory phase of the algorithm.
Before moving to the screening step 2 of the algorithm, the estimator
τˆ =
1
|O0|
∑
{x,x′}∈O0
A{x,x′}
of τ = (p+ q)/2 is shown to satisfy, with large probability,
|τˆ − p| ∧ |τˆ − q| ≥ |τˆ − τ |.
This property is obtained by a careful application of Bernstein inequality for hyperge-
ometric random variables in point 5 of Lemma B.2. This estimation of τ is sufficient
for the screening step.
Step 2. The second step of the algorithm samples uniformly at random a set A0
of ⌈8√2T ⌉ nodes. These nodes are screened with the following objectives.
28
(2.i) A set of at least ⌈√2T ⌉ nodes among A0 are selected containing at most 1/s
members of community 2.
(2.ii) A set of at most O(
√
T/s) bad pairs is sampled during this screening.
Claims (2.i) and (2.ii) are formally established in Lemma B.3, Claim (2.i) in points
8 and 10 and Claim (2.ii) at point 9.
The main tool for proving these two properties is Lemma B.4. It ensures that
the probability that a node from community 2 is not removed after i steps of screen-
ing decreases exponentially fast with i. Therefore, after I ≍ log(s√T ) screening
steps, each node from community 2 remains with probability at most e−c log(s
√
T ).
Since there are O(
√
T ) nodes in A0, the expected number of remaining nodes from
community 2 is upper bounded, when T & 1/s2, by
O
(√
Te−c log(s
√
T )) .
1
s
.
The same bound holds with high probability. Similar arguments are used to obtain
that, with large probability, less than ⌈8√2T ⌉ − ⌈√2T ⌉ nodes are removed during
the screening step, which shows property (2.i).
The proof of Property (2.ii) is more involved. At step 7(b) of the algorithm, a
bad pair is sampled when it involves either
(2.ii.a) a node of community 2 and a well classified node of the kernel,
(2.ii.b) a node of community 1 and a misclassified node of the kernel.
The number of pairs in the case (2.ii.a) is simply bounded from above by |A0| =
O(
√
T ) multiplied by the number of misclassified nodes in the kernel. We have
checked in step 1, that the number of misclassified nodes in the kernel is bounded
from above by O(1/s). So, on this event, the number of such bad pairs is at most
O(
√
T × 1/s).
The number of pairs in the case (2.ii.b) is bounded from above as follows. During
each screening step (point 7.), a node is queried k = O(1/s) times. Thus, the
number of queries of a node from community 2 during this screening step is k times
the number of screening steps before it is removed. Recall that, from Lemma B.4,
the probability that a node of community 2 remains after i screening steps decreases
exponentially fast with i. Hence, the expected number of queries of a node from
community 2 is bounded from above by
k ×
∑
i≥1
e−ci = O(k) = O(1/s) .
The number of sampled pairs in case (2.ii.b) is smaller than the total number of
queries on nodes from community 2 inA0, which is smaller thanO(|A0|k) = O(
√
T/s).
This bound also holds with high probability, which proves property (2.ii.b).
Step 3. During Step 3. of the algorithm, pairs within AI are sampled until T pairs
have been sampled overall. On the event where |AI | is larger than
√
2T , this sampling
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is possible. In addition, on the event where the number of nodes from community 2
in AI is upper bounded by 1/s, the number of bad pairs in AI is smaller than
O(|AI |/s) = O(|A0|/s) = O(
√
T/s).
B.2 Proof of Theorem B.1
All we need is to prove that there exists a numerical constant cthresh ≥ 1, such that,
for any T ≥ cthresh/s2, the upper bound N bad(ψ, T ) ≤ c1
√
T/s holds with probability
at least 1− 13/T . We focus then on the case where T ≥ cthresh/s2.
Denote by Gˆ = {Gˆ1, Gˆ2} the partition of N output by the GOODCLUST algorithm
and by S∆S′ the symmetric difference between two sets S, S′. Define the community
labelling vectors Z and Zˆ by Zx = j for all x ∈ Gj and Zˆx = j for all x ∈ Gˆj . The
following lemma controls the first step of the algorithm.
Lemma B.2 There exists numerical constants cthresh ≥ e and T0 ≥ 1 such that, if
T0 ≤ T ≤ n2/16 and s
√
T ≥ cthresh, then with probability at least 1− 9/T :
1. only a small part of the nodes has been sampled: N ≤ n4 ;
2. the two communities of the sampled nodes are approximately balanced, that is
N1 ∧ N2 ≥ N/4, where Nj := |{Z = j} ∩ N | is the number of nodes from
community j in N ;
3. the cardinality of the sample pairs fulfills
cO0
√
T
2s ≤ |O0| ≤
3 cO0
√
T
2s ;
4. the fraction of misclassified nodes is upper bounded by
εN = inf
π permutation on {1,2}
1
2N
2∑
k=1
| {Z = k}∆{Zˆ = pi(k)}| ≤ 1
sN
;
5. |τˆ − p+q2 | ≤ p−q4 .
We refer to Section B.3.1 for a proof of this lemma.
At the end of the first step, |O0| = O(
√
T
s ) pairs have been sampled according to
point 3 of Lemma B.2, thus resulting in a number of sampled bad pairs O(
√
T
s ). Let
us now turn to the second step of the algorithm.
Assume without loss of generality that the community labelling Zˆ of the nodes in
N is mostly in agreement with Z, i.e. the infimum in the definition of εN is achieved
for the identity permutation:
εN =
1
2N
2∑
k=1
| {Z = k}∆{Zˆ = k}|.
If it is not the case, the remaining of the proof still holds but with {Z = 1} replaced
by {Z = 2}.
For each x ∈ A0, the (distinct) nodes {yx1 , . . . , yxkI} are sampled uniformly at
random in N ∩
{
Zˆ = 1
}
. Let Vx,0 = ∅ for all x ∈ A0 and Vx,i = {yx1 , . . . , yxki}
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for i = 1, . . . , I. Note that |Vx,j| = kj for all x ∈ A0. By induction, construct
the sequences of sets (Ai)0≤i≤I , which contain the “active” nodes remaining at each
iteration, and (Oi)0≤i≤I , which contain the sampled pairs.
More formally, for i ≥ 1 and all x ∈ Ai−1, the pairs {{x, yx(i−1)k+a}, 1 ≤ a ≤ k}
are observed at iteration i, so that
Oi = Oi−1 ∪
⋃
x∈Ai−1
{{x, yx(i−1)k+a}, 1 ≤ a ≤ k}.
We remind the reader that we estimate the connectivity between x and community
1 by
pˆx,i =
1
ki
∑
y∈Vx,i
Ax,y
and only keep the nodes whose estimated connectivity is large enough in the active
set:
Ai = {x ∈ Ai−1 : pˆx,i ≥ τˆ} . (21)
After I iterations, the total number of sampled pairs is
|OI | = |O0|+ k
I−1∑
i=0
|Ai|
and the number of sampled bad pairs from this step is upper bounded by
k
I−1∑
i=0
|Ai ∩ {Z 6= 1}|+ |A0 ∩ {Z = 1}| × |N ∩ {Zˆ 6= Z}| (22)
where the first term comes from the pairs connecting community 2 to the kernel and
the second term comes from the pairs connecting community 1 to a misclassified
vertex of the kernel.
The following lemma controls this screening step.
Lemma B.3 There exists numerical constants T ′0, c
′
thresh larger than 1 such that
if T ′0 ≤ T ≤ ( 3n64√2)2and s
√
T ≥ c′thresh, then with probability at least 1 − 13/T ,
Lemma B.2 holds and
6. the algorithm does not run out of connections with the kernel of the first step:
kI ≤ N ;
7. it is possible to take |A0| new vertices: |A0| ≤ 3n4 ≤ n−N ;
8. few vertices from the wrong community remain: |AI ∩ {Z 6= 1}| ≤ 1s ;
9. the number of sampled bad pairs from nodes in the wrong community is con-
trolled:
k
∑I−1
i=0 |Ai ∩ {Z 6= 1}| ≤ Cfail
√
T
s for a numerical constant Cfail;
10. enough vertices from community 1 remain for the next step: |AI ∩ {Z = 1}| ≥√
2T .
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We refer to Section B.3.2 for a proof of this lemma.
Equation (22) together with point 9 of Lemma B.3 and point 4 of Lemma B.2 en-
tail that the number of sampled bad pairs during the screening step is again O(
√
T/s).
Finally, during the last step, the algorithm uses the remaining budget to observe
pairs uniformly at random between vertices of AI . Point 10 of Theorem B.3 ensures
that the number of possible pairs is larger than T −√T/2, which allows to spend
the whole budget (since at least ⌈√T/2⌉ pairs have been observed in the previous
steps), and point 8 ensures that the number of sampled bad pairs of this step is again
O(
√
T
s ).
Hence, the total number of bad pairs sampled during the whole process isO(
√
T/s).
B.3 Proofs of the technical lemmas
B.3.1 Proof of Lemma B.2
The proof of point 1 is straightforward: since
√
T ≤ n/4 by assumption, the condition
N ≤ n/4 holds as soon as N ≤ √T , that is ⌈
√
T
log(s
√
T )
⌉ ≤ √T by definition of N .
Therefore point 1 holds true as soon as s
√
T ≥ cthresh for some numerical constant
cthresh.
Proof of point 2. There are only two communities, so it is enough to consider
the first one. Since the communities are balanced, the number N1 of nodes from
community 1 in the kernel follows an hypergeometric distribution with parameters
(N, 1/2, n). Therefore,
P
(∣∣∣∣N1 − N2
∣∣∣∣ ≥√2N logN) ≤ 2N4
using Equation (41). Since N =
⌈ √
T
log(s
√
T )
⌉
,
2
N4
≤ 2 log(s
√
T )4
T 2
≤ (log T )
4
8T 2
using s ≤ 1, which is upper bounded by 1/T for all T ≥ 1. Assuming s√T ≥ cthresh
for some numerical constant cthresh ≥ e, one has
√
T
log
√
T
≤ N ≤ √T , so that
√
2N logN
N/4
≤ 4
√
2
√
log(
√
T )√
T/ log
√
T
≤ 4
√
2
√
log(
√
T )2√
T
.
Therefore, it is smaller than 1 as soon as T ≥ T0,2 for some numerical constant T0,2,
which entails
P
(∣∣∣∣N1 − N2
∣∣∣∣ ≥ N4
)
≤ 1
T
,
and the same for N2.
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Proof of point 3. The number |O0| of sampled pairs in the kernel N follows a
binomial distribution with parameters
((N
2
)
, cO0
√
T/s
(N
2
))
. Therefore,
P
∣∣∣∣∣|O0| − cO0
√
T
s
∣∣∣∣∣ ≥
√
2cO0
√
T
s
log(2T ) + log(2T )
 ≤ 1
T
using Bernstein’s inequality (43). This implies that
1
2
cO0
√
T
s
≤ |O0| ≤ 3
2
cO0
√
T
s
(23)
as soon as T ≥ T0,3 for some numerical constant T0,3.
Let us check that the probability parameter of the binomial distribution is well
defined, that is, the condition cO0
√
T/s
(
N
2
) ∈ [0, 1] is satisfied. One can show that
N ≥ 8 as soon as T ≥ T0,3 for some numerical constant T0,3. Then(
N
2
)
≥ N
2
4
so that the condition holds as soon as cO0
√
T/s ≤ N2/4, which is implied by
cO0
√
T/s ≤ 1
4
T
(log(s
√
T ))2
,
or equivalently
s
√
T
(log(s
√
T ))2
≥ 4cO0 .
Hence, the condition cO0
√
T/s
(N
2
) ∈ [0, 1] holds as soon as s√T ≥ cthresh for some
numerical cthresh. This, together with (23), concludes the proof of point 3.
Proof of point 4. Since each pair of N is sampled with probability cO0
√
T/s
(
N
2
)
,
the matrix A˜ defined by A˜x,x′ = Ax,x′ if the pair {x, x′} has been sampled and zero
otherwise has the same distribution as the adjacency matrix of a fully observed SBM
with connection probabilities p˜ = p cO0
√
T/s
(N
2
)
and q˜ = q cO0
√
T/s
(N
2
)
. Therefore,
the proportion εN of misclassified nodes in N by the GOODCLUST algorithm is upper
bounded by
εN ≤ exp
(
−cGC1 N
(p˜ − q˜)2
p˜+ q˜
)
(24)
with probability at least 1− cGC/N3. Hence with probability at least 1− 1/T
εN ≤ exp
(
−2 cGC1 cO0
log(s
√
T )
2
)
using N := ⌈
√
T
log(s
√
T )
⌉ ≤ 2
√
T
log(s
√
T )
as soon as T ≥ T0,4 for some numerical constant
T0,4. Hence, by taking cO0 ≥ 1/(cGC1 ), one has with probability at least 1− 1/T
εN ≤ exp
(
− log(s
√
T )
)
=
1
s
√
T
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so that
εN ≤ 1
sN
as soon as N ≤ √T , which holds true when s√T ≥ cthresh for some numerical
constant cthresh.
Proof of point 5. Let Owithin := O0 ∩ Egood be the subset of within-group pairs,
and Oout := O0\Owithin the subset of pairs between two different communities. Then
τˆ =
|Owithin|
|O0|
1
|Owithin|
∑
(x,x′)∈Owithin
Ax,x′ +
|Oout|
|O0|
1
|Oout|
∑
(x,x′)∈Oout
Ax,x′.
Conditionally to the number of sampled pairs |O0| and the number of within-group
pairs |Owithin|, the sum
∑
(x,x′)∈Owithin Ax,x′ (resp.
∑
(x,x′)∈Oout Ax,x′) is independent
of O0, and is a sum of i.i.d. Bernoulli random variables with parameter p (resp. q).
Therefore, Bernstein’s inequality (42) ensures that with probability at least 1− 4/T
|Owithin|
|O0|
∣∣∣∣∣∣ 1|Owithin|
∑
(x,x′)∈Owithin
Ax,x′ − p
∣∣∣∣∣∣ ≤
√
2p
log T
|O0| +
log T
|O0|
and
|Oout|
|O0|
∣∣∣∣∣∣ 1|Oout|
∑
(x,x′)∈Oout
Ax,x′ − q
∣∣∣∣∣∣ ≤
√
2q
log T
|O0| +
log T
|O0| .
Using point 3, one has |O0| ≥ cO0
√
T/(2s) with probability at least 1− 1/T , so that∣∣∣∣τˆ − ( |Owithin||O0| p+ |Oout||O0| q
)∣∣∣∣ ≤ 2
√
2ps
log T
cO0
√
T/2
+ 2s
log T
cO0
√
T/2
≤ 2(p − q)
√
2
log T
cO0
√
T/2
+ 2(p − q) log T
cO0
√
T/2
with probability at least 1−5/T , using s = (p−q)2/p ≤ p−q. Finally, since cO0/2 ≥ 1
and |Owithin| = |O0| − |Oout|,∣∣∣∣τˆ − p+ q2
∣∣∣∣ ≤ ∣∣∣∣ |Owithin||O0| p+ |Oout||O0| q − p+ q2
∣∣∣∣+ 2(p − q)
√
2
log T√
T
+ 2(p − q) log T√
T
≤
∣∣∣∣(2 |Oout||O0| − 1
)
p− q
2
∣∣∣∣+ |p− q|16 (25)
as soon as T ≥ T0,4 for some numerical constant T0,4.
Conditionally to the number of pairs |O0| and the sizes N1 and N2 of the two
communities sampled in N , the number |Oout| of between group pairs follows an hy-
pergeometric distribution with parameters
(
|O0|, r,
(N
2
))
with r = N1N2/
(N
2
)
. Con-
ditionally to |O0| and the event 38 ≤ r ≤ 58 , the random variable |Oout| dominates
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stochastically an hypergeometric random variable with parameters (|O0|, 38 ,
(N
2
)
) and
it is stochastically dominated by an hypergeometric random variable with parameters
(|O0|, 58 ,
(N
2
)
). There exists a real γ > 0 such that N1 = γN and N2 = (1 − γ)N so
that
r =
γN(1− γ)N
N(N − 1)/2 = 2γ(1 − γ)(1 +
1
N − 1) = 2γ(1 − γ)(1 +
1
√
T
log(s
√
T )
− 1
)
Using point 2, one has with probability at least 1−1/T that 14 ≤ γ ≤ 34 which entails
3
8 ≤ r ≤ 58 as soon as T ≥ T0,5 for some numerical constant T0,5. Therefore,
P
(
|Oout| ≤ 3|O0|
8
−
√
|O0| log T
2
)
≤ 1
T
+
1
T
using Equation (41), and similarly
P
(
|Oout| ≥ 5|O0|
8
+
√
|O0| log T
2
)
≤ 1
T
+
1
T
.
Using point 3, one has with probability at least 1 − 1/T that |O0| ≥ cO0
√
T/(2s)
which entails
√
|O0| log T
2 ≤ |O0|16 as soon as T ≥ T0,6 for some numerical constant T0,6.
Hence
5
16
≤ |Oout||O0| ≤
11
16
with probability 1 − 5T . This, together with Equation (25), concludes the proof of
point 5 (which holds with probability 1− 8T ).
B.3.2 Proof of Lemma B.3
Proof of point 6 and point 7. There exists a constant c′thresh such that
4CICk ≤ s
√
T
(log(s
√
T ))2
as soon as s
√
T ≥ c′thresh. It follows that kI ≤ N .
Point 7 follows from straightforward algebra.
Proof of point 8. For all x ∈ A0, denote by Tx = max{i : x ∈ Ai} the index of
the last iteration where the vertex x was in the active set. Let us first show that if
x is not in the first community, then Tx has sub-exponential tails.
Lemma B.4 Set ρ′ = 1/2000. If Ck ≥ (log 3)/ρ′ then
∀i ∈ N∗ P(Tx ≥ i) ≤ e−ρ′Cki. (26)
We refer to Section B.4 for a proof of this lemma.
Let us now prove point 8. Let T (1) = |O0| and Vx = 1Tx≥I . Conditionally
on FT (1) , the variables (Vx)x∈A0∩{Z 6=1} are i.i.d. Bernoulli random variables with
parameter r ≤ e−ρ′CkI by equation (26). Therefore, for all i ∈ N,
P
 ∑
x∈A0∩{Z 6=1}
Vx = i
 ≤ |A0|i
i!
ri
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so that
P(|AI ∩ {Z 6= 1}| ≥ i) ≤
∑
j≥i
|A0|j
j!
rj
≤ (|A0|r)
i
i!
∑
j≥0
( |A0|r
i
)j
≤ 2(|A0|r)
i
i!
as soon as i ≥ 2|A0|r. For i = ⌈1/s⌉, this condition holds if 16
√
2 ≤ (s√T )ρ′CkCI−1
which holds when CICk ≥ 4/ρ′ and s
√
T ≥ c′th.
Taking i = ⌈1/s⌉ and using that i! ≥ (i/e)i for all i ≥ 1, it follows that
P
(
|AI ∩ {Z 6= 1}| ≥ 1
s
)
≤ 2
(
e|A0|r
⌈1/s⌉
)⌈1/s⌉
≤ 2 (se|A0|r)1/s
as soon as se|A0|r ≤ 1.
We want to take r small enough such that 2(se|A0|r)1/s ≤ 1/T , that is
log(se|A0|) + s log(2T ) ≤ (− log r),
which holds as soon as
ρ′CkI ≥ log(s
√
T ) + log(32e
√
2) + s log T.
using |A0| ≤ 16
√
2T .
Note that s log T
log(s
√
T )
= 2 s
√
T
log(s
√
T )
log
√
T√
T
≤ 2, since log(x)/x is decreasing for x > e
and s
√
T ≤ √T , so that there exists a numerical constant c′thresh such that if s
√
T ≥
c′thresh, then point 8 is implied by
ρ′CkI ≥ 4 log(s
√
T ),
which holds when CICk ≥ 4/ρ′.
Proof of point 9. Note that
k
I−1∑
i=0
|Ai ∩ {Z 6= 1}| = k
∑
x∈A0∩{Z 6=1}
Tx.
Conditionally on A0, the random variables (Tx)x∈A0∩{Z 6=1} are i.i.d. random
variables which are stochastically dominated by random variables Yx ∼ E(ρ′Ck) by
Equation (26). These exponential random variables satisfy
E
(
Yx − 1
ρ′Ck
)2
≤ 1
(ρ′Ck)2
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and for all a ∈ N such that a ≥ 3
E
(
Yx − 1
ρ′Ck
)a
+
≤ a!
(ρ′Ck)a
,
so that Bernstein’s inequality (see for instance Proposition 2.9 of [Mas07]) entails
that for all t > 0
P
∑
x∈A0
Yx − |A0|
ρ′Ck
≥ 2
√|A0|t
ρ′Ck
+
t
ρ′Ck
 ≤ e−t
and therefore by taking t = log T , with probability at least 1− 1/T :
∑
x∈A0∩{Z 6=1}
Tx ≤ 16
√
2T
ρ′Ck
+
2
√
16
√
2T log T
ρ′Ck
+
log T
ρ′Ck
≤ 32
√
T
ρ′Ck
as soon as T ≥ T ′0 for some numerical constant T ′0. Hence, with probability at least
1− 1/T ,
k
I−1∑
i=0
|Ai ∩ {Z 6= 1}| ≤ 64
√
T
ρ′s
using k ≤ 2CK/s.
Proof of point 10. The same proof as the one of Equation (28) shows that for
all x ∈ A0 ∩ {Z = 1}, for all i ≥ 1 and for all t > 0,
P
(
pˆx,i < p− |p− q|
8
− |p− q|
√
t
2ki
− 2
√
2p
t
ki
− 2 t
ki
)
≤ 3e−t, (27)
so that by union bound and the inequality k ≥ Ck,
P
∃i ≥ 1, pˆx,i < 7p + q
8
− |p− q|
√ log(2pi2i2)
Cki
(
1√
2
+ 2
√
2
)
+ 2
log(2pi2i2)
Cki
 ≤ 1
4
.
Therefore, if Ck is larger than a numerical constant,
P
(
∃i ≥ 1, pˆx,i < 3p+ q
4
)
≤ 1
4
,
which, combined with point 5 of Theorem B.2, implies
P (∃i ≥ 1, pˆx,i < τˆ) ≤ 1
4
.
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Let Vx = 1x∈AI for all x ∈ A0 ∩ {Z = 1}. The above inequality ensures that
conditionally on A0, the (Vx)x∈A0∩{Z=1} are i.i.d. Bernoulli random variable with
parameter r ≥ 3/4. Therefore, Hoeffding’s inequality entails
P
(
|AI ∩ {Z = 1}| ≤ 3|A0 ∩ {Z = 1}|
4
−
√
|A0| log T
2
)
≤ 1
T
.
Let us assume for now that |A0 ∩ {Z = 1}| ≥ 2
√
2T with probability 1 − 1/T .
Then this ensures that for T larger than some numerical constant,
P
(
|AI ∩ {Z = 1}| ≤
√
2T
)
≤ 1
T
+
1
T
.
To conclude, note that conditionally on N , the random variable |A0 ∩ {Z = 1}|
is an hypergeometric random variable with parameters (⌈8√2T ⌉, r′, n−N) where
r′ =
n
2 − |N ∩ {Z = 1}|
n−N ≥
n
2 − 34 n4
n
≥ 5
16
by points 1 and 2 of Theorem B.2. Therefore, Equation (41) implies that
P
|A0 ∩ {Z = 1}| ≤ 5
16
8
√
2T −
√
16
√
2T log T
2
 ≤ 1
T
,
so that for T larger than a numerical constant
P
(
|A0 ∩ {Z = 1}| ≤ 2
√
2T
)
≤ 1
T
.
B.4 Proof of Lemma B.4
Let x ∈ A0 ∩ {Z 6= 1} and assume that we are in the event of probability at least
1− 9/T where Theorem B.2 holds. For all i ∈ N∗,
P(Tx ≥ i) = P (∀j ∈ {1, . . . , i}, pˆx,j ≥ τˆ)
≤ P (pˆx,i ≥ τˆ)
≤ P
(
pˆx,i ≥ p+ 3q
4
)
using point 5 of Lemma B.2.
Following the same proof as in point 5 of Theorem B.2, one can show that for all
x ∈ A0 ∩ {Z 6= 1}, all i ≥ 1 and all t > 0,
P
(
pˆx,i ≥ q +
|V−x,i|
|Vx,i| |p− q|+ 2
√
2p
t
ki
+ 2
t
ki
)
≤ 2e−t
where V−x,i := Vx,i ∩ {Z 6= 1}.
38
For s
√
T ≥ c′thresh, with c′thresh such that log(s
√
T )
s
√
T
≤ 1/64, one has 1s ≤ N/64.
Then, points 2 and 4 of Lemma B.2 imply that |N ∩{Zˆ = 1}∩{Z 6= 1}| ≤ N/64 and
Nˆ1 := |N ∩ {Zˆ = 1}| ≥ N/8. Therefore, the proportion of misclassified vertices in
N ∩{Zˆ = 1} is at most 1/8, so that conditionally on Nˆ1 and the event of Lemma B.2
|V−x,i| is stochastically dominated by an hypergeometric distribution with parameters
(ki, 1/8, Nˆ1). Hence, Equation (41) entails
P
(
|V−x,i|
|Vx,i| ≥
1
8
+
√
t
2ki
)
≤ e−t,
so that for all i ≥ 1 and t > 0,
P
(
pˆx,i ≥ q + |p− q|
8
+ |p − q|
√
t
2ki
+ 2
√
2p
t
ki
+ 2
t
ki
)
≤ 3e−t. (28)
Note that
p+ 3q
4
−
(
q +
|p− q|
8
+ |p− q|
√
t
2ki
+ 2
√
2p
t
ki
+ 2
t
ki
)
≥ |p − q|
8
−
√
t
Cki
( |p− q|√s√
2
+ 2
√
2ps
)
− 2 ts
Cki
≥ |p− q|
(
1
8
−
√
t
Cki
(
1√
2
+ 2
√
2
)
− 2 t
Cki
)
.
since s = (p − q)2/p ≤ 1.
Thus, there exists a numerical constant ρ = 10−3 such that by taking t = ρCki,
p+ 3q
4
≥ q + |p− q|
8
+ |p− q|
√
t
2ki
+ 2
√
2p
t
ki
+ 2
t
ki
,
so that
P
(
pˆx,i ≥ p+ 3q
4
)
≤ 3e−ρCki
and finally by letting ρ′ = ρ/2 and if Ck ≥ (log 3)/ρ′:
∀i ∈ N∗ P(Tx ≥ i) ≤ e−ρ′Cki.
C Proof of the constrained upper bound
This section proves the upper bound in Theorem 4.1. Recall that B = (BT ∧
√
T )/2
in the Constrained Algorithm page 18.
It is enough to prove the upper bound in Theorem 4.1 in the case where sB ≥
cthresh for some numerical constant cthresh ≥ 1. Indeed, if sB ≤ cthresh, Equation (8)
automatically holds with c2 ≥ cthresh. Hereafter, it is then assumed that sB ≥ cthresh.
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The first step of the Constrained Algorithm page 18 is almost identical to that
of the Unconstrained Algorithm after replacing
√
T by B = (BT ∧
√
T )/2 in the
cardinality of the kernel. The following lemma is a slight variant of Lemma B.2 in
this setting. The proof is omitted.
Lemma C.1 There exist numerical constants cthresh ≥ e and B0 ≥ 1, such that, if
B ≥ B0 and sB ≥ cthresh and T/B ≤ n/136, then with probability at least 1−9/(sB):
1. the number Ninit of sampled nodes satisfies Ninit ≤ n8 − 4
∑tf−1
t=1 N
(t),
2. at least Ninit/4 nodes of each community have been sampled, that is |{Z =
j} ∩ Ninit| ≥ Ninit/4 for each j ∈ {1, 2},
3. the proportion εNinit of misclassified nodes satisfies
εNinit = inf
π permutation on {1,2}
1
2Ninit
2∑
k=1
| {Z = k}∆{Zˆ = pi(k)}| ≤ 4
5122
1
sB
,
(29)
4. |τˆ − p+q2 | ≤ p−q4 .
At the end of the first step, |O0| pairs have been sampled and the sampling-regret
therefore does not exceed E [|O0|] = cO0B/s ≤ cO0T/(sB) since, by definition of B,
T ≥ B2.
Let us proceed with the second step. To show that the sampling regret in the
second step does not exceed O(T/(sB)), it is sufficient to prove that there exist
two numerical constants cproba and cregret such that for any (T,B) satisfying sB ≥
cthresh and T/B ≤ n/136, the number of bad pairs sampled during the second step
is bounded from above by cregretT/(sB) with probability at least 1 − cproba/(sB).
Indeed, since the number of bad pairs sampled in the second step N badstep2(ψ, T ) cannot
be larger than T , it directly follows that the sampling-regret during the second step
is upper bounded by
E
[
N badstep2(ψ, T )
]
≤ cregret T
sBT
+ T
cproba
sBT
≤ c′ T
sBT
.
The following lemma provides such a control of the number of bad pairs accumu-
lated in step 2, as well as an upper bound on the number of misclassified nodes. It
is a counterpart to Lemma B.3 of the unconstrained case.
Lemma C.2 There exist two numerical constants B′0 ≥ 1 and c′thresh ≥ e such that
if B ≥ B′0, sB ≥ c′thresh and T/B ≤ n/136, then with probability at least 1−63/(sB),
Lemma C.1 holds and for all iterations of SCREENING in point 6 of the constrained
algorithm,
5. it is always possible to sample |A0| new vertices: |V (0)| ≥ . . . ≥ |V (tf−1)| ≥ 7n8 ;
6. No node from A0 has more than 2B adjacent pairs sampled during the whole
execution of the constrained algorithm.
7. the algorithm does not run out of connections with the reference kernel:
kI ≤ N (0) ≤ . . . ≤ N (tf−1);
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and there exists a numerical constant Cfail such that for all t ∈ {1, . . . , tf}, during
the call SCREENING
(N (t−1), N (t), B, τˆ , V (t−1)),
8. the number of bad pairs sampled during the tth-call to SCREENING from nodes in
A0 is controlled:∑
x∈A0
∣∣{yxa : (x, yxa) sampled and Zyxa 6= Zx}∣∣ ≤ CfailN(t)s ;
9. few vertices from the wrong community remain: |N (t)∩{Z 6= 1}| ≤ 8N (t)/(sB);
10. enough vertices from community 1 remain for the construction of the kernel
N (t) of N (t) nodes: ∑mj=1 |A(j)I ∩ {Z = 1}| ≥ N (t);
As a consequence, the total number of bad pairs sampled during the second step is
upper bounded by
Cfail
tf∑
t=1
N (t)
s
≤ 2Cfail
Ntf
s
≤ 4Cfail T
sB
,
with probability larger than 1− 63/(sB).
We refer to Section C.1 for a proof of Lemma C.2.
Let us now conclude the proof of the upper bound of Theorem 4.1. In the third
step, the kernel N (tf ) has ⌈T/B⌉ ≤ 2T/B nodes and a proportion of misclassified
nodes smaller than 8/(sB) with probability larger than 1 − 63/(sB) by point 9 of
Lemma C.2. Since each node of N (tf ) is sampled at most B times, the number of
bad pairs sampled during the third step is smaller than 16T/(sB) with probability
at least 1− 63/(sB), and smaller than T otherwise.
Hence, using again that we always have N bad(ψ, T ) ≤ T , the total sampling-regret
E
[
N bad(ψ, T )
]
during the whole process is O(T/(sB)). The proof of the upper bound
of Theorem 4.1 is complete.
C.1 Proof of Lemma C.2
Lemma C.2 simultaneously controls all the iterations of SCREENING. To prove it, we
use the following lemma which controls each iteration.
Lemma C.3 There exists a numerical constant c′thresh ≥ e such that the following
holds.
Let N ⊂ Vinit, N ′ ∈ N, B > 0, ν ∈ [0, 1] and V ⊂ Vinit, and
(N ′, V ′) = SCREENING(N , N ′, B, ν, V ). (30)
Write N = |N |.
Assume that sB ≥ c′thresh, that B ≤ 4N ′ ≤ 4N log(sB), that the proportion of
misclassified nodes |N ∩ {Z 6= 1}|/|N | is upper bounded by cmisclas/(sB) for some
constant cmisclas ∈ [8/5122, 8], that ν ∈ [p+3q4 , 3p+q4 ], that |V | ≥ 7n/8 and that no
node in V is adjacent to a pair sampled before this call to SCREENING. Then with
probability at least 1− 6/(sN ′),
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1. the proportion |N ′ ∩ {Z 6= 1}|/|N ′| of misclassified nodes after SCREENING is
upper bounded by caftermisclas/(sB) where c
after
misclas = cmisclas∨8 if N ′ ≥ B log(sB)3/2
and caftermisclas = 512cmisclas otherwise.
2. the number of sampled bad pairs is controlled: there exists a numerical constant
Cfail (for instance Cfail = 26Ck + 2 = 65002) such that∑
x∈A0
∣∣{yxa : (x, yxa) was sampled and Zyxa 6= Zx}∣∣ ≤ CfailN ′s . (31)
3. no node in N ′ or V has more than B adjacent pairs sampled during this call to
SCREENING.
4. |V ′| ≥ |V | − 4N ′.
5. it is possible to construct the kernel N ′ with N ′ nodes after Step 3: ∑mj=1 |A(j)I ∩
{Z = 1}| ≥ N ′.
6. no node in V ′ is adjacent to a pair sampled before or during this call to SCREENING.
Lemma C.3 is proved in Section C.2.
To prove Lemma C.2, we control the tf screening calls at the second step of
the constrained algorithm page 18 as follows. For the first step, denote by E0 the
event of probability 1 − 9/(sB) where all the points of Lemma C.1 are true. For
each t ∈ {1, . . . , tf}, denote by Et the event where all the points of Lemma C.3
are satisfied by the output of SCREENING at the tth-call, which is (N (t), V (t)) =
SCREENING
(N (t−1), N (t), B, τˆ , V (t−1)). On the event ⋂0≤t≤tf Et, all the points of
Lemma C.2 can be easily derived, see Section C.1.1 for a detailed proof.
Therefore, Lemma C.2 holds with a probability at least P
(⋂
0≤t≤tf Et
)
. To prove
that
⋂
0≤t≤tf Et holds with high probability, we proceed by induction. First, the
event E0 holds with probability at least 1 − 9/(sB) by Lemma C.1. Next, for any
t ∈ {1, . . . , tf}, we check in Section C.1.2, that, on the event E0 ∩ . . . ∩ Et−1, the
assumptions of Lemma C.3 holds at the tth-call of the SCREENING routine. Hence,
according to Lemma C.3, conditionally on the event E0 ∩ . . . ∩ Et−1, the event Et
holds with probability at least 1− 6/(sN (t)). By induction, we thus have
P
 ⋂
0≤t≤tf
Et
 = P (E0) P (E1|E0) . . . P (Etf |Etf−1, . . . , E0)
≥
(
1− 9
sB
) tf∏
t=0
(
1− 6
sN (t)
)
,
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which is larger than
1− 9
sB
−
tf∑
t=1
6
sN (t)
= 1− 9
sB
− 6
sN (0)
tf−1∑
t=1
⌊log(sB)⌋−t − 6
s⌈T/B⌉
≥ 1− 9
sB
− 12 log(sB)
sB
× ⌊log(sB)⌋
−1
1− ⌊log(sB)⌋−1 −
6
s(T/B)
≥ 1− 9
sB
− 48
sB
− 6
sB
= 1− 63
sB
,
using for the last inequality that B ≤ √T/2 and sB ≥ c′thresh for some numerical
constant c′thresh > 0.
To conclude, Lemma C.2 holds with probability at least 1−63/(sB), provided that
the conclusions of Lemma C.2 hold on the event
⋂
0≤t≤tf Et, and that the assumptions
of Lemma C.3 are satisfied at each call of SCREENING. These two points are proved
in the next two subsections.
C.1.1 The conclusions of Lemma C.2 holds on
⋂
0≤t≤tf Et
Assume that the event
⋂
0≤t≤tf Et holds, and let us show that all the points of
Lemma C.2 are fulfilled.
Points 7, 8 and 10. Points 8 and 10 of Lemma C.2 follow directly from Point 2
and Point 5 of Lemma C.3. As for Point 7, it is satisfied when
4CkCI
log(sB)
s
≤ B
2 log(sB)
,
which holds as soon as sB ≥ c′thresh for some numerical constant c′thresh.
Point 9. In the initial kernel, the proportion of misclassified nodes is upper bounded
by Lemma C.1 as follows
|N (0) ∩ {Z 6= 1}|/|N (0) | ≤ 2εN ≤ 8
5122
× 1
sB
.
For the next kernel N (1), it implies that
|N (1) ∩ {Z 6= 1}|/|N (1)| ≤ 512 8
5122
× 1
sB
=
8
512
× 1
sB
using cmisclas = 8/512
2 in the point 1 of Lemma C.3. For the subsequent kernels,
the proportion of misclassified nodes is upper bounded as above, updating the value
of cmisclas at each step. We thus have
|N (2) ∩ {Z 6= 1}|/|N (2) | ≤ 512 8
512
× 1
sB
=
8
sB
,
and for all t ≥ 3,
|N (t) ∩ {Z 6= 1}|/|N (t)| ≤ 8
sB
,
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since N (t) ≥ B log(sB)3/2 as soon as t ≥ 3 and sB ≥ c′thresh for some numerical
constant c′thresh.
Point 5. At the tth-call to SCREENING, the output of “new” nodes V (t) satisfies the
recursive inequality |V (t)| ≥ |V (t−1)| − 4N (t) by construction of the algorithm. The
sequence of inequalities telescopes, leaving
|V (t)| ≥ |V (0)| −
t∑
s=1
4N (s),
which is larger than 7n/8 since |V (0)| = n−Ninit and Ninit ≤ n/8−
∑tf−1
s=1 4N
(s) by
the point 1 of Lemma C.1.
Point 6. A node can fall into four categories:
1/ it is never used;
2/ it is used in Step 1 and possibly in the first iteration of SCREENING. Then the
number of adjacent sampled pairs is at most Ninit+B by construction of Step 1 and
by point 3 of Lemma C.3, which is smaller than 2B as soon as sB ≥ cthresh for some
numerical constant cthresh;
3/ it is used in (at most) two consecutive iterations of SCREENING (and nowhere else).
Then the number of adjacent sampled pairs is at most 2B by Lemma C.3;
4/ it is used in the last iteration of SCREENING and (possibly) in Step 3. Then the
number of adjacent sampled pairs is at most B+B by Lemma C.3 and by construction
of Step 3.
C.1.2 Check of the assumptions of Lemma C.3
Assume that the events E0, . . . , Et−1 hold together, and let us check Lemma C.3 as-
sumptions. First, the condition sB ≥ c′thresh comes from Lemma C.2. Then, following
the proof of Point 9, we can check that |N (t−1) ∩ {Z 6= 1}|/|N (t−1)| ≤ cmisclas/(sB)
for cmisclas ∈ [8/5122, 8]. For the threshold τˆ taking value in [p+3q4 , 3p+q4 ], it is stated
in Lemma C.1. The input of “new” nodes V (t−1) satisfies |V (t−1)| ≥ 7n/8, as seen
above in the proof of Point 5. Finally, the inequality B ≤ 4N (t) ≤ 4N (t−1) log(sB) is
satisfied by construction of the algorithm, as soon as sB ≥ c′thresh for some numerical
constant c′thresh.
C.2 Proof of Lemma C.3: control of SCREENING
In this section, we work conditionally to FTstart where Tstart is the number of pairs
sampled before the current call to SCREENING.
Let us state the two main technical results that allow to prove Lemma C.3. Write
V(x) := Vj for each j ∈ {1, . . . ,m} and x ∈ A(j)0 . The first one controls the properties
of the sets (V(x))x∈A0 . Given a subset of nodes S, denote by misclas(S) the set of
misclassified nodes in S, that is the set of all x ∈ S such that Zx 6= 1 in SCREENING.
Lemma C.4 The sets (V(x))x∈A0 satisfy
1. For all y ∈ N , | {x ∈ A0 : y ∈ V(x)} | ≤ B,
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2. P
(∣∣∣∣{x ∈ A0 : |misclas(V(x))| ≥ kI16
}∣∣∣∣ ≥ caftermisclas2 N ′sB
)
≤ 2
sN ′
where caftermisclas is defined as in Lemma C.3,
3.
∑
x∈A0
|misclas(V(x))| ≤ N
′
s
.
The proof of the above lemma is postponed to Section C.3. The next lemma
allows to control the effectiveness of Step 3 of SCREENING. Its proof follows the same
lines as the proof of Lemma B.4 (for proving (32)) and Point 10 of Lemma B.3 (for
proving (33)), it is therefore omitted.
Lemma C.5 Conditionally to the choice of the set A0 and (V(x))x∈A0 , the variables
(Tx)x∈A0 are independent and for all x ∈ A0 and all i ∈ {1, . . . , I},
P
(
Tx ≥ i
∣∣∣Zx 6= 1 and |misclas(V(x))| ≤ kI
16
)
≤ e−i (32)
P
(
Tx ≥ I
∣∣∣Zx = 1 and |misclas(V(x))| ≤ kI
16
)
≥ 3
4
. (33)
Let us now prove Lemma C.3. Note that Points 4 and 6 follow from the con-
struction of the algorithm and that Point 3 follows straighforwardly from point 1 of
Lemma C.4 (for the nodes from N ) and from the construction of the algorithm (for
the nodes from A0).
C.2.1 Proof of point 1
|N ′ ∩ {Z 6= 1}| ≤
m∑
j=1
|misclas(A(j)I )|
=
m∑
j=1
∑
x∈A0 s.t.
|misclas(V(x))|> kI
16
1
x∈A(j)
I
and Zx 6=1 +
m∑
j=1
∑
x∈A0 s.t.
|misclas(V(x))|≤ kI
16
1
x∈A(j)
I
and Zx 6=1
≤
∑
x∈A0
1|misclas(V(x))|≥ kI
16
+
∑
x∈A0 s.t.
|misclas(V(x))|≤ kI
16
1Tx≥I and Zx 6=1
≤ c
after
misclas
2
N ′
sB
+
∑
x∈A0 s.t.
|misclas(V(x))|≤ kI
16
1Tx≥I and Zx 6=1
with probability at least 1− 2/(sN ′) by point 2 of Lemma C.4.
The second term is dominated by a binomial random variable with parameters
(|A0|, e−I) by Lemma C.5, so it is dominated by a binomial random variable X with
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parameters (4N ′, 1/(sB)1026) since I ≥ 1026 log(sB). Equation (45) implies that for
sB ≥ 512 (which is implied by c′thresh ≥ 512),
P
(
1
4N ′
X ≥ 1
512sB
)
≤ exp
(
−1
2
4N ′
1
512sB
log
(
(sB)1025
512
))
≤ exp
(
−4N ′ log(sB)
sB
)
.
We want this probability to be smaller than 1/(sN ′), that is
log(sB)
sB
≥ s log(sN
′)
4sN ′
,
which is true since s ≤ 1, and the function x 7−→ log xx is nonincreasing for x ≥ e, and
4sN ′ ≥ sB ≥ e by assumption.
Therefore,
P
(
|N ′ ∩ {Z 6= 1}| ≥ c
after
misclas + (8/512)
2
N ′
sB
)
≤ 3
sN ′
which implies Point 1 (since caftermisclas ≥ 8/512 by definition).
C.2.2 Proof of Point 2
Given a subset S of A0, denote by bad(S) the number of sampled bad pairs coming
from nodes in S during SCREENING, that is
bad(S) =
∑
x∈S
|{yxi : i ≤ k((Tx + 1) ∧ I) and Zyxi 6= Zx}|.
The total number of bad pairs sampled during SCREENING can be decomposed
into
bad (A0) =
∑
x∈A0
bad({x})1|misclas(V(x))|> kI
16
+
∑
x∈A0∩{Z=1}
bad({x})1|misclas(V(x))|≤ kI
16
+
∑
x∈A0∩{Z 6=1}
bad({x})1|misclas(V(x))|≤ kI
16
≤ kI
∑
x∈A0
1|misclas(V(x))|≥ kI
16
(34)
+
∑
x∈A0∩{Z=1}
|misclas(V(x))| (35)
+
∑
x∈A0∩{Z 6=1}
k(Tx + 1)1|misclas(V(x))|≤ kI
16
(36)
The first sum is controlled by Point 2 of Lemma C.4:
P
(
(34) ≥ c
after
misclas
2
N ′kI
sB
)
≤ 2
sN ′
.
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Thus, since kI/B ≤ 4CkCI log(sB)/(sB) by definition, there exists a constant
c′thresh such that kI/B ≤ 2/caftermisclas as soon as sB ≥ c′thresh, so that
P
(
(34) ≥ N
′
s
)
≤ 2
sN ′
.
Likewise, by Point 3 of Lemma C.4,
(35) ≤ N
′
s
.
By Lemma C.5, the variables Tx in the third sum are stochastically dominated by
i.i.d. exponential random variables with parameter 1. Therefore, using the inequality
k ≤ 2Ck/s, the term (36) is stochastically dominated by
8Ck
N ′
s
+ 2
Ck
s
4N ′∑
i=1
Yi
where (Yi)i∈N∗ are i.i.d. exponential random variables with parameter 1. These
exponential random variables satisfy
E (Yi − 1)2 ≤ 1
and for all a ∈ N such that a ≥ 3
E (Yi − 1)a+ ≤ a!,
so that Bernstein’s inequality (see for instance Proposition 2.9 of [Mas07]) entails for
all t > 0
P
(
4N ′∑
i=1
Yi − 4N ′ ≥ 4
√
N ′t+ t
)
≤ e−t
and therefore by taking t = N ′, with probability at least 1 − e−N ′ ≥ 1 − 1/N ′ ≥
1− 1/(sN ′)
4N ′∑
i=1
Yi ≤ 9N ′.
Hence, with probability at least 1− 3/(sN ′),
bad (A0) ≤ (26Ck + 2)N
′
s
.
C.2.3 Proof of point 5.
Write AI =
⋃m
j=1A(j)I and for each x ∈ A0, let Vx = 1x∈AI indicate whether x has
been kept until the end of Step 3 of SCREENING. Lemma C.5 ensures that the ran-
dom variables (Vx)x∈A0∩{Z=1} s.t. |misclas(V(x))|≤ kI16 dominate i.i.d. Bernoulli random
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variables with parameter 3/4. Therefore, Hoeffding’s inequality (41) entails
P
(∣∣AI ∩ {Z = 1}∣∣ ≤ 3∣∣A0 ∩ {Z = 1} ∩ {x : |misclas(V(x))| ≤ kI16}∣∣
4
−
√
|A0| log(sN
′)
2
)
≤ 1
sN ′
.
Note that |{x ∈ A0 s.t. |misclas(V(x))| > kI16}| ≤
caftermisclas
2 N
′/(sB) with probability
at least 1− 2/(sN ′) by Lemma C.4. Since |A0| = 4N ′, the previous equation entails
P
(
|AI ∩ {Z = 1}| ≤ 3|A0 ∩ {Z = 1}|
4
− 3 c
after
misclasN
′
8sB
−
√
4N ′
log(sN ′)
2
)
≤ 3
sN ′
.
Let us assume for now that |A0 ∩ {Z = 1}| ≥ 117 N ′ with probability at least
1 − 1/(sN ′). Then this ensures that for N ′ and sB larger than some numerical
constants (which is guaranteed by B ≥ B0 and sB ≥ c′thresh),
P
(|AI ∩ {Z = 1}| ≤ N ′) ≤ 4
sN ′
,
which gives point 5, provided that |A0 ∩ {Z = 1}| ≥ 117 N ′.
The random variable |A0 ∩ {Z = 1}| is an hypergeometric random variable with
number of draws 4N ′ and initial probability of a winning draw r′ ∈ [37 , 47 ] because
the number of nodes that have not been sampled at the start of SCREENING is bigger
than 7n/8 by assumption and because the true communities are balanced.
Therefore, Hoeffding’s inequality (41) implies
P
(
|A0 ∩ {Z = 1}| ≤ 3
7
4N ′ −
√
4N ′ log(sN ′)
2
)
≤ 1
sN ′
,
so that for N ′ large enough (which is implied by B ≥ B0 for some numerical constant
B0).
P
(
|A0 ∩ {Z = 1}| ≤ 11
7
N ′
)
≤ 1
sN ′
.
C.3 Proof of Lemma C.4
C.3.1 Points 1 and 3
To check Point 1, it suffices to check that ⌈4N ′/m⌉ ≤ B. For sB ≥ c′thresh with a
numerical constant c′thresh large enough, one has m = ⌊N/(kI)⌋ ≥ N/(2kI) and⌈
4N ′
m
⌉
≤ 16N
′kI
N
≤ 64CkCI (log(sB))
2
s
≤ B. (37)
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For Point 3, note that∑
x∈A0
|misclas(V(x))| ≤
⌈
4N ′
m
⌉ m∑
j=1
|misclas(Vj)|
≤ 16kI N
′
N
|misclas(N )|
≤ 64CkCI log(sB)
s
cmisclas
N ′
sB
≤ 64CkCI log(sB)
sB
caftermisclas
N ′
s
≤ N
′
s
by assumption on the the number of misclassified nodes in N , and as soon as sB ≥
c′thresh for some numerical constant c
′
thresh.
C.3.2 Point 2, small kernels
In this section, we assume N ′ < B log(sB)3/2. By Equation (37).∣∣∣∣{x ∈ A0 : |misclas(V(x))| ≥ kI16
}∣∣∣∣ ≤ ⌈4N ′m
⌉ m∑
j=1
1|misclas(Vj)|≥ kI16
≤ 16N
′
N
kI
m∑
j=1
1|misclas(Vj)|≥ kI16 .
Note that
kI
16
m∑
j=1
1|misclas(Vj)|≥ kI16 ≤
m∑
j=1
|misclas(Vj)|
= |misclas(N )| ≤ cmisclasN
sB
by assumption, so that∣∣∣∣{x ∈ A0 : |misclas(V(x))| ≥ kI16
}∣∣∣∣ ≤ 16N ′N kI × 16kI cmisclasNsB
= 256cmisclas
N ′
sB
=
caftermisclas
2
N ′
sB
.
This bound is not random, it holds with probability 1.
C.3.3 Point 2, large kernels
In this section, we assume N ′ ≥ B log(sB)3/2.
The number of misclassified nodes in each Vj can be controlled more easily by
introducing a coupling with i.i.d. Bernoulli random variables. Note that this coupling
is a theoretical tool and does not appear in the algorithm.
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Lemma C.6 Let K be a random variable taking values in {0, . . . , N}. Let (Xx)x∈N
be a vector of random variables taking values in {0, 1} such that
• ∑x∈N Xx = K
• the distribution of (Xx)x∈N is invariant under permutation of N
Note that these two points together with the distribution of K characterize the
distribution of (Xx)x∈N . Then for all u > 0, there exists a coupling with i.i.d.
Bernoulli random variables (Yx)x∈N with parameter u such that by writing M =∑
x∈N Yx, M is independent of (Xx)x∈N and
M ≥ K =⇒ (∀x ∈ N , Xx ≤ Yx) . (38)
Proof of Lemma C.6. Let M be a binomial random variable with parameters
(N,u) such thatM and K are independent. Let (X˜i)1≤i≤N and (Y˜i)1≤i≤N be random
variables such that conditionally to M and K and for all 1 ≤ i ≤ N ,
X˜i =
{
1 if i ≤ K
0 otherwise
Y˜i =
{
1 if i ≤M
0 otherwise
.
Let σ be a uniform random variable in the set of bijections from {1, . . . , N} to
N that is independent of K, M , (X˜i)i and (Y˜i)i, and define X ′x = X˜σ−1(x) and
Yx = Y˜σ−1(x) for all x ∈ N .
Then the random vector (X ′x)x∈N has the same distribution as the random vector
(Xx)x∈N , the random variables (Yx)x∈N are i.i.d. Bernoulli random variables with
parameter u, and Equation (38) holds for these two vectors. 
Let M and (Yx)x∈N be the random variables given by Lemma C.6 applied to
(Xx)x∈N = (1Ẑx 6=Zx)x∈N , K = |misclas(N )| and u = 2caftermisclas/(sB) + 4 log(sB)2/B.
Note that the algorithm is invariant by permutation of the nodes of N , so that
we may assume without loss of generality that the distribution of these (Xx)x∈N is
invariant by permutation of N .
By Assumption of Lemma C.3, we have K ≤ cmisclas/(sB). Let us show that
M ≥ cmisclas/(sB) with probability at least 1 − 1/(sN ′), which implies M ≥ K
with probability at least 1 − 1/(sN ′). Since M is a binomial random variable with
parameters (N,u), Bernstein’s inequality (42) entails
P
(
M ≤ Nu−
√
2Nut− t
)
≤ e−t.
Since
√
2ab ≤ a2 + b for all a, b > 0, it holds with probability at least 1− 1/(sN ′)
M ≥ Nu− Nu
2
− log(sN ′)− log(sN ′)
≥ cmisclasN
sB
+ 2N
log(sB)2
B
− 2 log(sN ′).
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Note that
2 log(sN ′)
2N log(sB)
2
B
≤
log(sN log(sB))
N
log(sB)2
B
=
log(sN log(sB))
sN log(sB)
log(sB)
sB
≤ 1,
as soon as sB ≥ e since the application x 7−→ (log x)/x is nonincreasing for x ≥ e
and sN log(sB) ≥ sB ≥ e (the second last inequality comes from the assumption
N ′ = N⌊log(sB)⌋ ≥ B log(sB)3/2 made at the beginning of the current subsection).
Therefore,
P
(
M ≤ cmisclasN
sB
)
≤ 1
sN ′
,
and finally, according to Lemma C.6,
P
(
∀x ∈ N , 1Ẑx 6=Zx ≤ Yx
)
≥ 1− 1
sN ′
. (39)
We can now proceed to the conclusion of the proof of Point 2 when N ′ ≥
B log(sB)3/2. We have∣∣∣∣{x ∈ A0 : |misclas(V(x))| ≥ kI16
}∣∣∣∣ ≤ ⌈4N ′m
⌉ m∑
j=1
1|misclas(Vj)|≥ kI16
≤ 16N
′
N
kI
m∑
j=1
1∑
x∈Vj
Yx≥ kI16
with probability at least 1− 1/(sN ′) by Equations (37) and (39).
Note that
∑m
j=1 1
∑
x∈Vj
Yx≥ kI16 is a binomial random variable with parameters
(m,P(
∑
x∈Vj Yx ≥ kI16 )), and that
∑
x∈Vj Yx is a binomial random variable with
parameters (kI, u) with u = 2caftermisclas/(sB) + 4 log(sB)
2/B. Since 5u ≤ 1/16 for
sB ≥ c′thresh, we can apply Equation (45) to obtain
P
∑
x∈Vj
Yx ≥ kI
16
 ≤ exp(−kI
32
log
1
16u
)
. (40)
Note that
log
1
16u
≥ log sB
256(1 ∨ (s log(sB)2))
= log(sB)− log 256 − 0 ∨ log(s log(sB)2)
≥ 2
3
log(sB)− 0 ∨ log((sB)1/3)
≥ 2
3
log(sB)− log(sB)/3 = 1
3
log(sB),
when sB ≥ c′thresh for c′thresh large enough. Therefore, Equation (40) implies
P
∑
x∈Vj
Yx ≥ kI
16
 ≤ exp(−kI
96
log(sB)
)
.
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It remains to control the probability that a binomial random variable with pa-
rameters
(
m, exp
(−kI96 log(sB))) exceeds caftermisclas2 N ′/(sB)16kIN ′/N . To apply Equation (40),
check that
caftermisclas
2
N ′/(sB)
16kIN ′/N
m exp
(−kI96 log(sB)) = c
after
misclas
2
N ′
m
16kI N
′
N
1
sB
exp
(
kI
96
log(sB)
)
≥ c
after
misclas
2
1
16sB
exp
(
kI
96
log(sB)
)
since m ≤ N
kI
≥ exp
(
kI
200
log(sB)
)
≥ 5,
for sB ≥ c′thresh. Thus, Equation (45) and caftermisclas = cmisclas ∨ 8 imply
P
16N ′
N
kI
m∑
j=1
1∑
x∈Vj
Yx≥ kI16 ≥
cmisclas ∨ 8
2
N ′
sB
 ≤ exp(−cmisclas ∨ 8
4
N ′/(sB)
16kIN ′/N
kI
200
log(sB)
)
≤ exp
(
−N log(sB)
1600sB
)
≤ exp
(
− N
′
1600sB
)
since N log(sB) ≥ N ′.
We want this probability to be smaller than 1/(sN ′), that is
N ′
1600sB
≥ log(sN ′)
which holds as soon as N ′ ≥ [2× 1600sB log(1600s2B)] , which is implied by the
assumption N ′ ≥ B log(sB)3/2 for sB ≥ c′thresh. Thus,
P
(∣∣∣∣{x ∈ A0 : |misclas(V(x))| ≥ kI16
}∣∣∣∣ ≥ caftermisclas2 N ′sB
)
≤ 2
sN ′
.
The proof is complete.
D Probabilistic inequalities
We recall Bernstein and Hoeffding inequalities for binomial and hypergeometric dis-
tributions.
Lemma D.1 For n ≥ 1, p ∈ [0, 1] and N ≥ n, let X be either a binomial random
variable with parameters (n, p) or a sum of m i.i.d. hypergeometric random variables
with parameters ( nm , p,N). Then, for all t > 0,
P
(
X − np ≥
√
nt
2
)
≤ e−t and P
(
|X − np| ≥
√
nt
2
)
≤ 2e−t (41)
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and
P
(
X − np ≥
√
2npt+ t
)
≤ e−t, (42)
P
(
|X − np| ≥
√
2npt+ t
)
≤ 2e−t. (43)
The following lemma allows to control large deviations of binomial and hyperge-
ometric random variables.
Lemma D.2 Let X be either a binomial random variable with parameters (n, p) or
a sum of m i.i.d. hypergeometric random variables with parameters ( nm , p,N). Then
for all c ∈ [p, 1],
P (X ≥ nc) ≤ e−n·kl(c,p) (44)
where kl(c, p) = c log(c/p) + (1− c) log((1− c)/(1 − p)).
In particular, if c ≥ 5p,
P (X ≥ nc) ≤ e− 12nc log cp . (45)
Proof of Lemma D.2. The large deviation Inequality (44) is derived by the classical
Crame`r-Chernoff’s method (see for instance [Mas07], Chapter 2).
For Inequality (45), note that for all 0 < α < 1/p,
kl(αp, p) =
αp
2
log α+
[
αp
2
log α− (1− αp) log 1− p
1− αp
]
=
αp
2
log α+
[
αp
2
log α− (1− αp) log
(
1 + p
α− 1
1− αp
)]
≥ αp
2
log α+
[αp
2
log α− p(α− 1)
]
≥ αp
2
log α+ p
[
α logα
2
+ 1− α
]
,
and the term inside the square brackets is positive as soon as α > 5. 
We also recall some classical controls on the Kullback-Leibler divergence between
two Bernoulli distribution.
Lemma D.3 For any p1, p2 ∈ [0, 1],
(p1 − p2)2
p1 ∨ p2 ≤ kl(p1, p2) ≤
(p1 − p2)2
p1(1− p1) ∧ p2(1− p2) .
In particular, for any q ≤ p ≤ 1/2,
s =
(p− q)2
p+ q
≤ (p− q)
2
p
≤ kl(p, q) ∨ kl(q, p) ≤ 2(p− q)
2
q
= 2(1 + p/q)s.
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