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Simbol-simbol yang digunakan dalam skripsi ini memiliki makna sebagai 
berikut: 
𝑍𝑡               : Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
Ẑ𝑡               : Estimasi Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑍𝑡+𝑘           : Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } pada saat 𝑘 
Ẑ𝑡+𝑘          : Estimasi Variabel acak untuk semua 𝑡{0, ±1, ±2, … } pada saat 𝑘 
𝜀𝑡                : Nilai 𝑒𝑟𝑟𝑜𝑟 pada saat 𝑡 
𝜀𝑡+𝑘             : Nilai 𝑒𝑟𝑟𝑜𝑟 pada saat 𝑡 + 𝑘 
𝑘                  : Selang waktu, 𝑘 = {0,1,2, … } 
𝜇                  : Nilai ekspetasi variabel acak (rata − rata variabel acak) 
𝑛                  : Banyak pengamatan 
𝑃𝑘               : Nilai fungsi autokolerasi parsial pada saat 𝑘 
𝛾𝑘                : Nilai fungsi autokovariansi (koefisien kovaransi) pada saat 𝑘 
𝜌𝑘                : Nilai fungsi autokolerasi (koefisien korelasi) pada saat 𝑘 
𝜀𝑡                 : Nilai 𝑒𝑟𝑟𝑜𝑟 pada saat 𝑡 
𝜀𝑡+𝑘            : Nilai 𝑒𝑟𝑟𝑜𝑟 pada saat 𝑡 + 𝑘 
𝑍𝑡
𝑑   : Hasil differencing orde ke-d dari 𝑍𝑡 
𝐵  : Operator 𝑠ℎ𝑖𝑓𝑡 mundur  
𝑑  : Orde differencing 
σ2               : Nilai variansi variabel acak 
𝑍𝑡−𝑑            : Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } ke − d 
𝑑                 :  𝑂𝑟𝑑𝑒 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑖𝑛𝑔 
𝜔𝑝                : Parameter AR untuk koefisien variabel ke − 𝑝 
𝑝     : Orde AR 
∅0                 : Parameter konsanta rata − rata  
∅𝑞                 : Parameter MA untuk koefisien variabel ke − 𝑞  
𝑞                  : Orde MA  





ℎ𝑡                   : Nilai standar deviasi 𝑒𝑟𝑟𝑜𝑟 untuk semua 𝑡 = {0, ±1, ±2, … } 
ℎ𝑡
2                      : Nilai variansi 𝑒𝑟𝑟𝑜𝑟 untuk semua  𝑡 = {0, ±1, ±2, … } 
: 𝛼0  : Konstanta 
𝛼𝑖  : Parameter ARCH untuk 𝑖 = {1, 2, … , 𝑚}  
𝑚 : : Orde ARCH 
𝜗𝑗                       ∶ Parameter GARCH untuk 𝑗 = {1, 2, … , 𝑠}  
𝑠  : Orde GARCH 
𝑆𝑘  : Skewness 
r  : Return 
t  : Waktu 
S  : Harga saham 
𝑌0  : Data awal pada saat 𝑡 = 0 
𝑟  : Suku bunga 
𝑡  : Lamanya waktu yang dibutuhkan untuk pendugaan 
𝑍  : Peubah distribusi normal baku 
𝑌𝑡  : Data pada saat ke-t  
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Penelitian ini memodelkan model ARCH-GARCH pada data harian harga 
saham penutupan PT. Telkom periode April 2019 sampai Mei 2020. Model ARCH-
GARCH merupakan model dari pengembangan model ARIMA yang mana model 
ini digunakan untuk menyelesaikan masalah heterokendasitas pada model-model 
sebelumnya. Penelitian ini menggunakan bantuan software Eviews 8 dalam 
menentukan model terbaik ARIMA dan ARCH/GARCH. Dalam penentuan model 
terbaik dari ARIMA dengan melakukan uji Augmented Dicky Fuller untuk tes 
kestasioneran. Selanjutnya model ARIMA ditentukan ordo berdasarkan lag 
collegram ACF dan PACF, serta melakukan diagnostic checking terhadap model 
yang signifikan. Dari hasil perbandingan nilai AIC dan SC terkecil didapatkan 
ARIMA(4,1,1) yang terbaik dan akan digunakan untuk mengidentifikasi model  
ARCH/GARCH. Mengidentifikasi model ARCH/GARCH terbaik yang didapatkan 
dengan melakukan diagnosis model dan membandingkan nilai parameter, uji 
signifikasi, uji normalitas dan uji heterokendasitas. Didapatkan model terbaik 
ARCH/GARCH adalah model GARCH(1,1,1) karena nilai error berdistribusi 
normal pada data log return data saham PT. Telkom dan tidak didapatkan masalah 
heterokendasitas serta memiliki nilai AIC dan SC kecil. Model tersebut dapat 






















Badu, Rhazilun Marsyahid. 2021. Stock Price Modeling with the ARCH-
GARCH model approach (Case Study on PT. Telkom Stock Price Data). 
Thesis Department of Mathematics, Faculty of Science and Technology, 
Maulana Malik Ibrahim State Islamic University of Malang. Supervisor: (I) 
Abdul Aziz, M.Si. (II) Dr. Usman Pagalay, M.Si. 
Keywords: ARIMA, ARCH-GARCH, Stock Price, Eviews, AIC, SC. 
This study is using the ARCH-GARCH model on the daily closing stock 
price data of PT. Telkom for the period of April 2019 to May 2020. The ARCH-
GARCH model is a development model of the ARIMA model, in which this model 
is used to solve the heteroscedasticity problem in the previous models. This research 
uses the help of Eviews 8 software to determine the best ARIMA and 
ARCH/GARCH models. The best model of ARIMA is determined by performing 
Augmented Dicky Fuller test for stationary test. Next, the ARIMA model is 
determined by order based on the ACF and PACF lag correlogram, and performs 
diagnostic checking on significant models. From the comparison of the smallest 
AIC and SC values, ARIMA(4,1,1) is the best and will be used to identify the 
ARCH/GARCH model. Identifying the best ARCH/GARCH model is obtained by 
performing model diagnosis and comparing the parameter values, significance test, 
normality test and heteroscedasticity test. The best ARCH/GARCH model is the 
GARCH(1,1,1) model because the error value distributed normal in the log return 
data of stock data of PT. Telkom and there are no heteroscedasticity problems, and 
it has small AIC and SC values. The model can be used to predict stock prices in 








منذجة سعر األسهم مبدخل منوذج االحندار الذايت املشروط ابختالف . 2021 ابدو، رزيل مرشهيد.
ة احلالة دراساالحندار الذايت املعمم املشروط ابختالف التباين )غارش( )-التباين )أرش(
حبث جامعي. قسم الرايضيات، كلية العلوم  سهم لشركة تيلكوم(.بياانت سعر ال يف
( عبد 1ولوجيا، جامعة موالان مالك إبراهيم اإلسالمية احلكومية ماالنج. املشرف: )والتكن
 ( د. عثمان فغاالي.2العزيز، املاجستْي؛ )
(، معيار AIC، معيار أكايكي )Eviewsغارش، سعر األسهم، -: أرميا، أرشالكلمات املفتاحية
 (.SCشوارتز )
سعر اإلغالق اليومي لشركة تيلكوم فرتة غارش يف البياانت -يعرض هذا البحث منوذج أرش
غارش هو تنمية منوذج حتليل السالسل الزمنية )أرميا( -. فنموذج أرش2020حىت مايو  2019 أبريل
 software Eviewsاملستخدم إلكمال التباين يف النماذج اليت سبقت. يستوعب هذا البحث برانمج 
تعيني أفضل النموذج ألرميا، انطلق الباحث ابختبار  يف تعيني أفضل النموذج ل أرميا وأرش/غارش. ففي 8
ديكي فولر للمزيد ملعرفة االستقرارية. وابلتايل، تعينت جمموعة منوذج أرميا مستندا على إبطاء تصوير 
( والقيام ابلفحص PACF( ودالة الرتابط الذايت اجلزئي )ACFاالرتباط ابلرتابط الذايت اجلزئي )
، 1، 4)على أفضل أرميا SC و AICاليل. حصلت املقارنة من أصغر قيمة التشخيصي حنو النموذج الد
غارش. يتحصل هذا التعرف من فحص النموذج، مقارنة قيمة -وتستخدم لتعرف منوذج أرش (1
الوسيط، اختبار الداللة، اختبار االعتدال، واختبار التباين. فمن هذه اإلجراءات كلها، يكتسب أفضل 
ألن قيمة اخلطأ تتوزع كما هي يف عودة السجل لبياانت السهم لشركة ( 1، 1، 1)النموذج وهو غارش 
الصغْية. واحلاصل أنه ميكن SC و AICتيلكوم ومل توجد هنالك مشكلة التباين وحتتوي على قيمة 











1.1 Latar Belakang 
Matematika mempunyai berbagai cabang ilmu pengetahuan. Salah satunya 
adalah matematika terapan. Matematika keuangan merupakan bagian dari 
matematika terapan yang berhubungan dengan pasar keuangan. Pasar keuangan 
merupakan instrumen ekonomi yang memungkinkan bagi seseorang atau 
sekumpulan orang melakukan transaksi jual beli dengan mudah atas instrumen 
keuangan. Salah satu instrumen keuangan adalah saham. Harga saham berfluktuasi 
secara cepat dari waktu ke waktu, sehingga data harga saham dapat dimodelkan 
dengan pemodelan deret waktu. Deret waktu merupakan kumpulan nilai-nilai 
pengamatan dari suatu variabel yang dikumpulkan pada interval waktu tertentu. 
Sehingga harga saham sekarang dapat diprediksi menggunakan harga saham 
periode sebelumnya. 
Sebagaimana firman Allah Swt dalam al-Quran surat Ali-Imron ayat 24 
mengenai prediksi, yaitu: 
“Hal itu adalah karena mereka berkata, “Api neraka tidak akan menyentuh kami kecuali 
beberapa hari saja.” Mereka terperdaya dalam agama mereka oleh apa yang mereka ada-
adakan.” 
Ayat tersebut menjelaskan bahwa orang-orang Yahudi memprediksi bahwa 
mereka hanya akan disentuh api neraka beberapa hari saja. Prediksi tersebut 
dilatarbelakangi oleh kesombongan mereka yang terus-menerus dalam sikap 
beragama mereka. Ayat ini terdapat ketidakpastian terhadap pernyataan dalam 
hitungan hari lamanya mereka disentuh api neraka.  
Data deret waktu dapat dimodelkan dengan menggunakan model deret 
waktu (ARIMA dan ARCH/GARCH), model Black-Scholes, model MIMIC 
(Multiple Indicators and Multiple Causes), model Markov Switching, dan model 
Time Varying Coefficient. Dalam penulisan ini, model yang digunakan adalah 
model deret waktu ARIMA dan ARCH/GARCH. 
Data deret waktu pada permasalahan keuangan memiliki variansi yang tidak 





heterokedastisitas bersyarat. Pada kondisi ini, asumsi untuk model umum deret 
waktu seperti Autoregressive (AR), Moving Avarage (MA), Autoregressive Moving 
Avarage (ARMA) dan Autoregressive Integreted Moving Avarage (ARIMA) tidak 
terpenuhi. Salah satu model deret waktu yang dapat mengatasi heterokedastisitas 
adalah model Autoregressive conditional heteroscedasticity (ARCH) yang 
diperkenalkan oleh Engle (1982). Model ini mampu menggambarkan semua 
karakteristik dari variabel-variabel pasar keuangan. Namun, pada permasalahan 
keuangan dengan tingkat volatilitas yang lebih besar, model ini memerlukan orde 
yang besar supaya didapatkan model yang tepat. Untuk menghindarinya, Bollerslev 
(1986) mengembangkan model ARCH menjadi Generalized Autoregressive 
Conditional Heteroscedasticity (GARCH). Menurut Ariefianto (2012), model 
GARCH memiliki karakteristik respon volatilitas yang simetris terhadap 
goncangan. Dengan kata lain, jika nominalnya sama maka respon volatilitas 
terhadap goncangan adalah sama, baik goncangan positif (good news) maupun 
negatif (bad news). 
Model deret waktu yang menggunakan persamaan rataan (ARIMA) 
membutuhkan 3 tahapan, yaitu: spesifikasi model, pendugaan parameter dan 
pemeriksaan diagnostik (Brooks, 2002). Pada pemeriksaan diagnostik, ragam 
sisaan diasumsikan konstan, pelanggaran terhadap asumsi ini sering disebut 
heteroskedasitas. Pendeteksian masalah heteroskedasitas dapat dilakukan dengan 
uji-LM dan menganalisis volatilitas (pola ragam) data. Masalah heteroskedasitas 
ini dapat mengakibatkan ragam sisaan dari penduga berbias. Penanganan masalah 
heteroskedasitas dapat di atasi dengan persamaan ragam (ARCH-GARCH) yang 
memodelkan sisaan tersebut menjadi konstan. Langkah lain untuk menangani 
masalah heteroskedasitas adalah dengan melakukan transformasi data. Seperti 
halnya persamaan rataan, persamaan ragam membutuhkan 3 tahapan, yaitu: 
pendugaan parameter, pemeriksaan diagnostik dan uji LM-ARCH (Brooks, 2002). 
Maka dari itu pada penelitian ini penulis ingin memodelkan model deret 








1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah diuraikan, maka rumusan masalah 
pada penelitian ini yaitu bagaimana modelkan harga saham PT. TELKOM periode 
April 2019-Maret 2020 dengan pendekatan model ARCH/GARCH? 
 
1.3 Tujuan Penelitian 
Berdasarkan rumusan masalah di atas, maka tujuan pada penelitian yaitu 
untuk mendapatkan model dan estimasi harga saham PT. TELKOM priode April 
2019-Maret 2020 dengan pendekatan ARCH/GARCH. 
 
1.4 Manfaat Penelitian 
Penelitian ini dapat menambah informasi dan wawasan pengetahuan tentang 
hasil implementasi model ARCH-GARCH pada data harga saham PT Telkom. 
Penelitian ini juga dapat digunakan sebagai bahan rujukan untuk mata kuliah 
ekonometrika. 
 
1.5 Batasan Masalah 
Agar tidak terjadi perluasan atau pengembangan masalah dalam penelitian 
ini, maka diperlukan adanya batasan masalah yaitu: 
1. Error berdistribusi normal. 
2. Data yang digunakan adalah data harga saham PT Telkom priode April 2019-
Maret 2020. 
3. Perbandingan model dengan menggukana nilai AIC, SC dan diagnosis 
residual. 












1.6 Sistematika Penulisan 
Sistematika penulisan yang digunakan dalam penulisan skripsi adalah 
sebagai berikut: 
Bab I         Pendahuluan 
Pada bab ini akan diuraikan mengenai latar belakang, rumusan masalah, 
tujuan penelitian, manfaat penelitian, batasan masalah, dan sistematika 
penulisan. 
Bab II         Kajian Pustaka 
Pada bab ini akan dijelaskan mengenai teori-teori yang mendasari 
pembahasan diantaranya; deret waktu, autocorrelation fuction, partial 
autocorrelation fuction, kestasioneran, differencing, proses white noise, 
model deret waktu stasioner, model deret waktu nonstasioner model 
ARCH/GARCH, uji hipotesa, saham, opsi, volatilitas, konsep prediksi 
dalam Al-Quran. 
Bab III       Metode Penelitian 
Pada bab ini berisi tentang metode yang digunakan dalam penelitian, di 
antaranya pendekatan penelitian, jenis dan sumber data, variabel-
variabel penelitian dan tahap analisis data. 
Bab IV       Hasil dan Pembahasan 
Pada bab ini merupakan inti dari skripsi yang menjelaskan tentang 
pemodelan dan prediksi secara ARCH/GARCH pada data harga saham 
dengan bantuan software Eviews. 
Bab IV       Penutup 









2.1  Deret Waktu 
2.1.1 Pengertian Deret Waktu 
Menurut Gujarati (2003), deret waktu merupakan kumpulan nilai-nilai 
pengamatan dari suatu variabel yang diambil pada waktu yang berbeda. Data jenis 
ini, dikumpulkan pada interval waktu tertentu, seperti: harian, minggua, bulanan, 
dan tahunan. Contoh-contoh penerapan deret waktu, yaitu: harga saham, laporan 
cuaca, jumlah uang yang beredar, tingkat pengangguran, Indek Harga Konsumen 
(IHK), dan anggaran pemerintah. 
Analisis deret waktu merupakan suatu analisis terhadap pengamatan, 
pencatatan, dan penyusunan peristiwa yang diambil dari waktu ke waktu. Sebagai 
teknik dari statistik, analisis deret waktu dapat dilakukan terhadap data yang sudah 
diwujudkan dalam bentuk angka. Apabila besarnya peristiwa dalam serangkaian 
waktu diberi symbol 𝑍1, 𝑍2, … , 𝑍𝑛, dan waktu-waktu pencatatan peristiwa diberi 
symbol 𝑡1, 𝑡2, … , 𝑡𝑛, maka deret waktu dari peristiwa 𝑍 disimbolkan 𝑍𝑡 yang berarti 
besarnya peristiwa bergantung pada waktu terjadinya peristiwa (Hadi, 2015). 
 
2.1.2 Autocorrelation Function 
Menurut Raykov & George (2013), Korelasi adalah hubungan linier antara 
dua variabel. Sedangkan autokorelasi adalah suatu kondisi dimana terdapat 
hubungan antara nilai-nilai suatu deret waktu yang sama pada waktu yang berbeda 
(Makridakis, dkk, 1999). Menurut Wei (2006:10), fungsi autokorelasi merupakan 
ukuran korelasi antara 𝑍𝑡 dan 𝑍𝑡+𝑘. Rata-rata kedua nilai tersebut konstan yang 
dapat dinyatakan sebagai berikut: 
𝐸(𝑍𝑡) = 𝐸(𝑍𝑡+𝑘) = µ                                                  (2.1) 
dan memiliki variansi konstan yang dapat dirumuskan sebagai berikut: 
var(𝑍𝑡) = var(𝑍𝑡+𝑘) = 𝐸(𝑍𝑡 − 𝜇)
2 = 𝜎2                               (2.2) 
Fungsi autokovarian antara 𝑍𝑡 dan 𝑍𝑡+𝑘 dapat dirumuskan sebagai berikut: 
cov(Z𝑡, 𝑍𝑡+𝑘) =  𝐸[(𝑍𝑡 − 𝜇)(𝑍𝑡+𝑘 − 𝜇)] = 𝛾𝑘                              (2.3) 













     
   =
𝑐𝑜𝑣(𝑍𝑡,𝑍𝑡+𝑘)
𝑉𝑎𝑟(𝑍𝑡)
      




     









2      
     =  𝜌𝑘                                                     (2.4) 
dimana: 
𝑍𝑡               ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
Ẑ𝑡               ∶ estimasi Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑍𝑡+𝑘           ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } pada saat 𝑘 
Ẑ𝑡+𝑘           ∶ Estimasi Variabel acak untuk semua 𝑡
= {0, ±1, ±2, … } pada saat 𝑘 
𝜀𝑡                ∶ nilai eror pada saat 𝑡 
𝜀𝑡+𝑘            ∶ nilai eror pada saat 𝑡 + 𝑘 
𝑘                ∶ selang waktu, 𝑘 = {0,1,2, … } 
𝜇                ∶  nilai ekspetasi variabel acak (rata − rata variabel acak) 
𝑛                ∶ banyak pengamatan 
𝑃𝑘               ∶ nilai fungsi autokolerasi parsial pada saat 𝑘 
𝛾𝑘               ∶ nilai fungsi autokovariansi (koefisien kovaransi) pada saat 𝑘 
𝜌𝑘               ∶ nilai fungsi autokolerasi (koefisien korelasi) pada saat 𝑘 
 
2.1.3 Partial Autocorrelation Function 
Menurut Ariefianto (2012), PACF menunjukkan korelasi antara variabel 
pada saat 𝑡 dan  variabel pada saat 𝑡 − 𝑘 dengan mengeluarkan seluruh pengaruh 
antara variabel pada saat 𝑡 dan  variabel pada saat 𝑡 − 𝑘. Menurut Wei (2006:11), 
Variansi antara 𝑍𝑡 dan Ẑ𝑡 dapat dirumuskan sebagai berikut: 
𝑣𝑎𝑟(𝑍𝑡 − Ẑ𝑡) = 𝐸(𝑍𝑡 − Ẑ𝑡)
2
= 𝐸(𝜀𝑡)






Sedangkan variansi antara 𝑍𝑡+𝑘 dan Ẑ𝑡+𝑘 dapat dirumuskan sebagai berikut: 
𝑣𝑎𝑟(𝑍𝑡+𝑘 − Ẑ𝑡+𝑘) = 𝐸(𝑍𝑡+𝑘 − Ẑ𝑡+𝑘)
2
= 𝐸(𝜀𝑡+𝑘)
2                 (2.6) 
dan fungsi autokovarian dapat dirumuskan sebagai berikut: 
cov[(𝑍𝑡 − Ẑ𝑡), (𝑍𝑡+𝑘 − Ẑ𝑡+𝑘)] = 𝐸 [((𝑍𝑡 − Ẑ𝑡) − 𝜇) ((𝑍𝑡+𝑘 − Ẑ𝑡+𝑘) −
𝜇)]                   = 𝐸[(𝜀𝑡 − 𝜇)(𝜀𝑡+𝑘 − 𝜇)]                     
  
        = 𝐸(𝜀𝑡 − 𝜇)𝐸(𝜀𝑡+𝑘 − 𝜇)    (2.7) 
Sehingga fungsi autokorelasi parsial dapat dirumuskan sebagai berikut: 
𝑐𝑜𝑟𝑟[(𝑍𝑡 − Ẑ𝑡), (𝑍𝑡+𝑘 − Ẑ𝑡+𝑘)] =
𝑐𝑜𝑣(𝑍𝑡 − Ẑ𝑡), (𝑍𝑡+𝑘 − Ẑ𝑡+𝑘)
√𝑣𝑎𝑟(𝑍𝑡 − Ẑ𝑡)√𝑣𝑎𝑟(𝑍𝑡+𝑘 − Ẑ𝑡+𝑘)
 
=















   = 𝑃𝑘                                               (2.8) 
dengan: 
𝑍𝑡               ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
Ẑ𝑡               ∶ estimasi Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑍𝑡+𝑘           ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } pada saat 𝑘 
Ẑ𝑡+𝑘           ∶ Estimasi Variabel acak untuk semua 𝑡
= {0, ±1, ±2, … } pada saat 𝑘 
𝜀𝑡                ∶ nilai eror pada saat 𝑡 
𝜀𝑡+𝑘            ∶ nilai eror pada saat 𝑡 + 𝑘 
𝑘                ∶ selang waktu, 𝑘 = {0,1,2, … } 
𝜇                ∶  nilai ekspetasi variabel acak (rata − rata variabel acak) 
𝑛                ∶ banyak pengamatan 
𝑃𝑘               ∶ nilai fungsi autokolerasi parsial pada saat 𝑘 
𝛾𝑘               ∶ nilai fungsi autokovariansi (koefisien kovaransi) pada saat 𝑘 







Menurut Effendi & Setiawan (2014), Stasioner merupakan keadaan ketika 
nilai rata-rata dan variansi dari error tidak berubah sepanjang waktu atau konstan 
dan sebaliknya. Menurut Wei (2006:10), Stasioner dibagi menjadi dua, yaitu: 
1. Stasioner dalam rata-rata  
Sebuah proses dikatakan stasioner dalam rata-rata jika nilai rata-ratanya 
konstan. Stasioner dalam rata-rata dapat dinyatakan sebagai berikut: 
𝐸(𝑍𝑡) = 𝜇                                   (2.9) 
Berikut ini merupakan salah satu contoh plot data yang stasioner dalam rata-
rata. 
Gambar 2.1 Plot Data yang Stasioner dalam Rata-rata 
Sumber: Bisgaard & Kulahci (2011) 
 
Dari Gambar 2.1 menunjukkan data deret waktu tentang pendapatan. 
Apabila ditarik garis tengah yang menandakan perkiraan rata-rata, semua data 
berada disekitar garis tengah sehingga data tersebut dapat dikatakan stasioner dalam 
rata-rata. 
 
2. Stasioner dalam variansi  
Sebuah proses dikatakan stasioner dalam variansi jika nilai variansinya 
konstan. Stasioner dalam variansi dapat dinyatakan sebagai berikut: 
var(𝑍𝑡) = 𝐸(𝑍𝑡 − 𝜇)





Berikut ini merupakan salah satu contoh plot data yang stasioner dalam variansi. 
Gambar 2.2 Plot Data yang Stasioner dalam Variansi 
Sumber: Hanke & Wichem (2014) 
 
Dari Gambar 2.2 menunjukkan data deret waktu tentang pendapatan pajak 
penjualan. Apabila ditarik garis tengah yang mengikuti bentuk plot, garis tersebut 
menaik. Hal ini menunjukkan nilai rata-rata yang tidak konstan dan fluktuasi setiap 
data konstan sehingga data tersebut dapat dikatakan stasioner dalam variansi. 
Berikut ini merupakan salah satu contoh plot data yang stasioner dalam rata-
rata dan variansi. 
Gambar 2.3 Plot Data yang Stasioner dalam Rata-rata dan Variansi 





Dari Gambar 2.3 menunjukkan data deret waktu tentang penggunaan listrik. 
Apabila ditarik garis tengah yang mengikuti bentuk plot, semua nilai variabel 
berada di sekitar garis tengah dan fluktuasi setiap data konstan sehingga data 
tersebut dapat dikatakan stasioner dalam rata-rata dan variansi. 
Menurut Box, dkk (2016), stasioneritas dibagi menjadi dua yaitu: 
1. Stasioneritas kuat (strictly stasionarity)  
Suatu data dapat dikatakan stasioner kuat apabila distribusi probabilitas 
gabungan dari variabel acak 𝑍𝑡1, 𝑍𝑡2, … , 𝑍𝑡𝑛 pada suatu himpunan waktu 
𝑡1, 𝑡2, … , 𝑡𝑛 sama dengan distribusi gabungan dari variabel acak 𝑍𝑡1+𝑘,
𝑍𝑡2+𝑘, … ,  𝑍𝑡𝑛+𝑘 pada waktu 𝑡1+𝑘, 𝑡2+𝑘, … , 𝑡𝑛+𝑘 atau dapat dituliskan sebagai 
berikut:  
𝐹(𝑍𝑡1, 𝑍𝑡2, … , 𝑍𝑡𝑛) = 𝐹(𝑍𝑡1+𝑘, 𝑍𝑡2+𝑘, … ,  𝑍𝑡𝑛+𝑘)                    (2.11) 
dengan 𝑘 adalah selang waktu yaitu 𝑘 = {0, 1, 2, … } dan 𝑛 adalah banyaknya 
pengamatan. Berikut ini merupakan salah satu contoh plot data stasioner kuat. 
 
Gambar 2.4 Plot Data yang Stasioner Kuat 
Sumber: Mulyana (2004) 
 
Dari Gambar 2.4 menunjukkan data deret waktu tentang penjualan. Apabila 
diambil sampel dimanapun, nilai tengah semua data konstan. Sehingga data tersebut 





2. Stasioneritas lemah (weakly stasionarity)  
Suatu data dikatakan stasioner lemah apabila rata-rata konstan untuk setiap 
waktu dan autokovariansi konstan hanya berdasarkan pada selang waktu 𝑘 untuk 
setiap waktu atau dapat dinyatakan sebagai berikut: 
𝐸(𝑍𝑡) = 𝜇                                                   (2.12) 
dan 
𝑐𝑜𝑣(𝑍𝑡 , 𝑍𝑡+𝑘) = 𝛾𝑘                               (2.13) 
dimana:  
𝑍𝑡               ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑍𝑡+𝑘           ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } pada saat 𝑘 
𝜇                ∶  nilai ekspetasi variabel acak (rata − rata variabel acak) 
𝛾𝑘               ∶ nilai fungsi autokovariansi (koefisien kovaransi) pada saat 𝑘 
𝑘                ∶ selang waktu, 𝑘 = {0,1,2, … }  
Berikut ini merupakan salah satu contoh plot data stasioner lemah. 
 
Gambar 2.5 Plot Data yang Stasioner Lemah 
Sumber: Mulyana (2004) 
 
Dari Gambar 2.5 menunjukkan data deret waktu tentang penjualan. Apabila 
diambil sampel dimanapun, nilai tengah konstan pada beberapa data sehingga data 






Menurut Wei (2006:71), data deret waktu dikatakan stasioner apabila rata-
rata dan variansinya konstan, tidak ada unsur pola naik atau turun dalam data dan 
tidak ada unsur musiman. Apabila data tidak stasioner, maka perlu dilakukan 
modifikasi. Salah satu caranya yaitu dengan metode pembedaan (differencing). 
Menurut Makridakis, dkk (1999), proses differencing dapat dinyatakan sebagai 
berikut:  
𝑍𝑡
′ = 𝑍𝑡 − 𝑍𝑡−1                                  (2.14) 
dimana 𝑍𝑡
′ adalah differencing pertama dari 𝑍𝑡. Selain itu, notasi B yang merupakan 
operator mundur (backward shift) digunakan untuk menggeser data satu periode ke 
belakang dapat dituliskan sebagai berikut: 
𝐵𝑍𝑡 = 𝑍𝑡−1                                   (2.15) 
dengan menggunakan backward shift, persamaan (2.14) dapat ditulis menjadi 
𝑍𝑡
′ = 𝑍𝑡 − 𝐵𝑍𝑡                        (2.16) 
atau 
𝑍𝑡
′ = (1 − 𝐵)𝑍𝑡                           (2.17) 
Sehingga differencing pertama pada persamaan (2.17) dinyatakan oleh (1 − 𝐵). 
Differencing orde kedua, yaitu differencing pertama dari differencing pertama 
sebelumnya. Differencing orde kedua dapat dinyatakan sebagai berikut: 
𝑍𝑡
"   = 𝑍′𝑡 − 𝑍
′
𝑡−1 
= (𝑍𝑡 − 𝑍𝑡−1)−(𝑍𝑡−1 − 𝑍𝑡−2) 
= 𝑍𝑡 − 2𝑍𝑡−1 + 𝑍𝑡−2) 
= 1 − 2𝐵 + 𝐵2)𝑍𝑡 
= (1 − 𝐵)2 𝑍𝑡                                         (2.18) 
dimana 𝑍𝑡
" merupakan hasil differencing kedua dari 𝑍𝑡. Differencing orde kedua 
pada persamaan (2.18) dinotasikan oleh (1 − 𝐵)2. Rumus differencing orde ke-d 
untuk mencapai stasioneritas adalah sebagai berikut (Makridakis, dkk, 1999): 
𝑍𝑡
𝑑 = (1 − 𝐵)𝑑𝑍𝑡 , 𝑑 ≥ 1                            (2.19) 
dimana: 
𝑍𝑡
𝑑         : hasil differencing orde ke-d dari 𝑍𝑡 
𝑍𝑡               ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … }  





𝑑        : orde differencing 
Berikut ini contoh-contoh plot data deret waktu sebelum dan sesudah 
dilakukan proses differencing. 
 
Gambar 2.6 Plot Data Sebelum Differencing 
Sumber: Brockwell & Davis (2002) 
 
Dari Gambar 2.6 menunjukkan data deret waktu tentang populasi penduduk 
U.S.A pada 1790-1990. Apabila ditarik garis tengah, setiap data tidak ada yang 
berada di sekitar garis tengah. Hal ini menunjukkan rata-rata tidak konstan dan 
fluktuasi setiap data tidak konstan. sehingga data tersebut dapat dikatakan tidak 
stasioner dalam rata-rata dan variansi. 
Gambar 2.7 Plot Data Setelah Differencing 
Sumber: Brockwell & Davis (2002) 
 
Dari Gambar 2.7 sudah stasioner setelah proses differencing karena apabila ditarik 





garis tengah. Hal ini menunjukkan nilai rata-rata sudah konstan sehingga data 
tersebut dapat dikatakan stasioner dalam rata-rata. 
 
2.1.6 Proses White Noise 
Menurut Wei (2006:15), proses {𝑍𝑡}disebut proses white noise jika 
himpunan variabel acak yang tidak berkorelasi dari distribusi tertentu. Proses 
tersebut memiliki rata-rata konstan yang dinyatakan sebagai berikut: 
𝐸(𝑍𝑡) = 𝜇 = 0          (2.20) 
selain itu, proses white noise memiliki variansi konstan yang dinyatakan sebagai 
berikut: 
𝑣𝑎𝑟(𝑍𝑡) = 𝜎
2                              (2.21) 
dan 
𝑐𝑜𝑣(𝑍𝑡, 𝑍𝑡+𝑘) = 𝛾 = 0                      (2.22) 
dimana: 
𝑍𝑡               ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑍𝑡+𝑘           ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } pada saat 𝑘 
𝜇                ∶  nilai ekspetasi variabel acak (rata − rata variabel acak) 
𝛾𝑘               ∶ nilai fungsi autokovariansi (koefisien kovaransi)pada saat 𝑘, ∀𝑘
≠ 0 
𝑘                ∶ selang waktu, 𝑘 = {0,1,2, … } 
σ2               ∶ Nilai variansi variabel acak 
Berikut ini merupakan contoh gambar yang menunjukkan bahwa data deret waktu 





Gambar 2.8 Plot Data yang Bersifat White Noise 
Sumber: Brockwell & Davis (2002) 
 
Dari Gambar 2.8 menunjukkan bahwa apabila ditarik garis tengah perkiraan 
ratarata, data memiliki rata-rata konstan dan biasanya diasumsikan dengan nol, 
fluktuasi data konstan, dan rata-rata sama dengan nol mengakibatkan 
autokovariansi menjadi nol. Hal tersebut menunjukkan tidak ada relasi satu sama 
lain. Oleh karena itu, data deret waktu tersebut bersifat white noise. 
 
2.1.7 Model Deret Waktu Stasioner 
Model deret waktu stasioner dibedakan menjadi tiga macam, yaitu: 
1. Model Autoregressive (AR) 
 Menurut Makridakis, Wheelwright, & Hyndman (1983), Autoregressive 
(AR) adalah suatu bentuk time series tetapi tidak menghubungkan variabel tak 
bebas, melainkan menghubungkan nilai-nilai sebelumnya pada time lag (selang 
waktu) yang bermacam-macam. Jadi suatu model AR akan menyatakan suatu 
ramalan sebagai fungsi nilai-nilai sebelumnya dari time series tertentu. Menurut 
Wei (2006:54), model AR orde ke-p atau AR (p) dapat dituliskan sebagai berikut: 
𝜔𝑝(𝐵)?̇?𝑡 = 𝜀𝑡 
Persamaan dapat diuraikan dalam bentuk: 
 (−𝜔1𝐵 − 𝜔2𝐵
2− . . . −𝜔𝑝𝐵
𝑝)?̇?𝑡 = 𝜀𝑡                    
?̇?𝑡 − 𝜔1?̇?𝑡−1−. . . −𝜔𝑝?̇?𝑡−𝑝 = 𝜀𝑡    





Karena 𝑍𝑡 = 𝑌𝑡 − 𝜇, maka persamaan (2.23) dapat ditulis sebagai berikut: 
𝑌𝑡 − 𝜇 = 𝜔1(𝑌𝑡−1 − 𝜇)+. . . +𝜔𝑝(𝑌𝑡−𝑝 − 𝜇) + 𝜀𝑡                         
= 𝜔1𝑌𝑡−1 − 𝜔1𝜇+. . . +𝜔𝑝𝑌𝑡−𝑝 − 𝜔1𝜇 + 𝜀𝑡                      
𝑌𝑡 = 𝜇 − 𝜔1𝜇 − 𝜔𝑝𝜇 + 𝜔1𝑌𝑡−1+. . . +𝜔𝑝𝑌𝑡−𝑝 + 𝜀𝑡              
= 𝜇(1 − 𝜔1−. . . −𝜔𝑝) + 𝜔1𝑌𝑡−1+. . . +𝜔𝑝𝑌𝑡−𝑝 + 𝜀𝑡      
= 𝜇 (1 − (𝜔1−. . . −𝜔𝑝)) + 𝜔1𝑌𝑡−1+. . . +𝜔𝑝𝑌𝑡−𝑝 + 𝜀𝑡  
  𝑌𝑡 = 𝜔0 + 𝜔1𝑌𝑡−1+. . . +𝜔𝑝𝑌𝑡−𝑝 + 𝜀𝑡    (2.24) 
 
2. Model Moving Average (MA) 
Menurut Makridakis, Wheelwright, & Hyndman (1983), Moving Average 
adalah singkatan dari rata-rata bergerak dan berarti bahwa nilai time series pada 
waktu ke-t dipengaruhi oleh unsur error pada saat ini, dan error terbobot pada masa 
lalu. Wei (2006:56) menyatakan bahwa salah satu model umum time series model 
MA orde ke-q atau MA (q) dapat ditulis sebagai berikut: 
      ?̇? = ∅(𝐵)𝜀𝑡 
= (1 − ∅1𝐵−. . . −∅𝑞𝐵
𝑞)𝜀𝑡 
?̇? = 𝜀𝑡 − ∅1𝜀𝑡−1−. . . −∅𝑞𝜀𝑡−𝑞                        (2.25) 
Karena ?̇? = 𝑌𝑡 − 𝜇 dan diasumsikan bahwa 𝜇 = ∅0, maka persamaan (2.25) dapat 
ditulisakn sebagai berikut: 
                     𝑌𝑡 − 𝜇 = 𝜀𝑡 − ∅1𝜀𝑡−1−. . . − ∅𝑞𝜀𝑡−𝑞 
           𝑌𝑡 − ∅1 = 𝜇 + 𝜀𝑡 − ∅1𝜀𝑡−1−. . . − ∅𝑞𝜀𝑡−𝑞 
𝑌𝑡 = ∅1 + 𝜀𝑡 − ∅1𝜀𝑡−1−. . . − ∅𝑞𝜀𝑡−𝑞   (2.26) 
3. Model Autoregressive Moving Average (ARMA) 
Menurut Makridakis, Wheelwright, & Hyndman (1983), model peramalan 
time series ARMA dapat berbentuk Autoregressive (AR), Moving Average (MA) 
atau kombinasi antara keduanya (ARMA). Wei (2006:57) menuliskan proses 
ARMA orde ke-p dan orde ke-q atau ARMA (p,q) sebagai berikut: 
𝜔𝑝(𝐵)𝑍?̇? = ∅𝑞(𝐵)𝜀𝑡    (2.27) 
atau 
            (1 − 𝜔1𝐵−. . . −𝜔𝑝𝐵






       𝑍?̇? − 𝜔1?̇?𝑡−1−. . . −𝜔𝑝?̇?𝑡−𝑝 = 𝜀𝑡 − ∅1𝜀𝑡−1−. . . −∅𝑞𝜀𝑡−𝑞 
𝑍?̇? = 𝜔1?̇?𝑡−1+. . . +𝜔𝑝?̇?𝑡−𝑝 + 𝜀𝑡 − ∅1𝜀𝑡−1−. . . −∅𝑞𝜀𝑡−𝑞 (2.28) 
Karena 𝑍?̇? = 𝑌𝑡 − 𝜇, maka persamaan (2.28) dapat ditulis sebagai berikut: 
𝑌𝑡 − 𝜇 = 𝜔1(𝑌𝑡−1 − 𝜇)+. . . +𝜔𝑝(𝑌𝑡−𝑝 − 𝜇) + 𝜀𝑡 − ∅1𝜀𝑡−1−. . . −∅𝑞𝜀𝑡−𝑞 
           = 𝜔1𝑌𝑡−1 − 𝜔1𝜇+. . . +𝜔𝑝𝑌𝑡−𝑝 − 𝜔𝑝𝜇 + 𝜀𝑡 − ∅1𝜀𝑡−1−. . . −∅𝑞𝜀𝑡−𝑞 
       𝑌𝑡 = 𝜇 − 𝜔1𝜇 − 𝜔𝑝𝜇 + 𝜔1𝑌𝑡−1+. . . +𝜔𝑝𝑌𝑡−𝑝 + 𝜀𝑡 − ∅1𝜀𝑡−1−. . . −∅𝑞𝜀𝑡−𝑞 
   = 𝜇(1 − 𝜔1 − 𝜔𝑝) + 𝜔1𝑌𝑡−1+. . . +𝜔𝑝𝑌𝑡−𝑝 + 𝜀𝑡 − ∅1𝜀𝑡−1−. . . −∅𝑞𝜀𝑡−𝑞 (2.29) 
Dengan Memisalkan 𝜇(1 − 𝜔1−. . . −𝜔𝑝) = 𝜔0, maka diperoleh: 
𝑌𝑡 = 𝜔0 + 𝜔1𝑌𝑡−1+. . . +𝜔𝑝𝑌𝑡−𝑝 + 𝜀𝑡 − ∅1𝜀𝑡−1−. . . −∅𝑞𝜀𝑡−𝑞 (2.30) 
 
2.1.8 Model Deret Waktu Nonstasioner 
Salah satu model deret waktu nonstasioner adalah model ARIMA. Menurut 
Ariefianto (2012), model ARIMA adalah implementasi ARMA pada data yang 
telah distasionerisasi melalui differencing. Secara sistematis, bentuknya sama 
dengan persamaan (2.27) hanya saja 𝑍𝑡 pada model ARIMA adalah bentuk 
pembeda (diferens). Bentuk persamaan ARIMA(𝑝, 𝑑, 𝑞) adalah sebagai berikut 
(Wei, 2006:72): 
𝑍𝑡 − 𝑍𝑡−𝑑 = ∅0 + 𝜔1(𝑍𝑡−1 − 𝑍𝑡−1−𝑑)+. . +𝜔𝑝(𝑍𝑡−𝑝 − 𝑍𝑡−𝑝−𝑑) + 𝜀𝑡 −
  ∅1𝜀𝑡−1− . . . −∅𝑞𝜀𝑡−𝑞                                       (2.31) 
 
dimana: 
𝑍𝑡               ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑍𝑡−𝑑           ∶ Variabel acak untuk semua 𝑡 = {0, ±1, ±2, … } ke − d 
𝑑                ∶ 𝑂𝑒𝑑𝑒 𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑖𝑛𝑔 
𝜔𝑝                ∶  parameter AR untuk koefisien variabel ke − 𝑝 
𝑝                        : orde AR 
∅0                 ∶  parameter konsanta rata − rata  
∅𝑞                 ∶  parameter MA untuk koefisien variabel ke − 𝑞  
𝑞                   ∶  orde MA  






2.1.9 ARCH dan GARCH 
Model Autoregressive Heteroscedasticity (ARCH(m)) merupakan model 
variansi error yang dipengaruhi oleh error-error sebelumnya hingga lag ke-m. 
model ARCH(m) dapat didefinisikan sebagai berikut (Wei, 2006:368): 
𝜀𝑡 = ℎ𝑡𝑤𝑡  
ℎ𝑡
2 = 𝛼0 + 𝛼1𝜀𝑡−1
2 + 𝐾 + 𝛼𝑚𝜀𝑡−𝑚
2                          (2.32) 
dimana: 
𝜀𝑡                       ∶  nilai 𝑒𝑟𝑟𝑜𝑟 untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑤𝑡                      ∶  𝑤ℎ𝑖𝑡𝑒 𝑛𝑜𝑖𝑠𝑒 untuk semua 𝑡 = {0, ±1, ±2, … } 
ℎ𝑡                       ∶  nilai standar deviasi 𝑒𝑟𝑟𝑜𝑟 untuk semua 𝑡 = {0, ±1, ±2, … } 
ℎ𝑡
2                     ∶  nilai variansi 𝑒𝑟𝑟𝑜𝑟 untuk semua  𝑡 = {0, ±1, ±2, … } 
𝛼0                     ∶  konstanta 
𝛼𝑖                      ∶ parameter ARCH untuk 𝑖 = {1, 2, … , 𝑚}  
𝑚                      ∶  orde ARCH 
dengan 𝛼0 > 0 dan 𝛼𝑚 ≥ 0 untuk 𝑚 > 0. 
Selanjutnya, Model Generalized Autoregressive Heteroscedasticity 
(GARCH) merupakan pengembangan dari model ARCH. Model ini mampu 
menghindari orde yang terlalu tinggi pada model ARCH(m). Dalam model ini, 
variansi bersyarat tidak hanya dipengaruhi oleh error pada waktu sebelumnya tetapi 
juga oleh variansi bersyarat itu sendiri (Ariefianto, 2012). Variansi bersyarat pada 
model GARCH terdiri atas dua komponen, yaitu komponen error kuadrat pada 
waktu sebelumnya dan komponen variansi bersyarat pada waktu sebelumnya. 
Sehingga, bentuk umum model GARCH(m,s) dapat didefinisikan sebagai berikut 
(Wei, 2006:369): 
𝜀𝑡 = ℎ𝑡𝑤𝑡  
ℎ𝑡
2 = 𝛼0 + 𝛼1𝜀𝑡−1
2 +  … + 𝛼𝑚𝜀𝑡−𝑚
2 + 𝜗1ℎ𝑡−1
2 + . . . +𝜗𝑠ℎ𝑡−𝑠
2            (2.33) 
dimana: 
𝜀𝑡                      ∶  nilai 𝑒𝑟𝑟𝑜𝑟 untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑤𝑡                     ∶  𝑤ℎ𝑖𝑡𝑒 𝑛𝑜𝑖𝑠𝑒 untuk semua 𝑡 = {0, ±1, ±2, … } 
ℎ𝑡                      ∶  nilai standar deviasi 𝑒𝑟𝑟𝑜𝑟 untuk semua 𝑡 = {0, ±1, ±2, … } 
ℎ𝑡
2                    ∶  nilai variansi 𝑒𝑟𝑟𝑜𝑟 untuk semua  𝑡 = {0, ±1, ±2, … } 





𝛼𝑖                     ∶ parameter ARCH untuk 𝑖 = {1, 2, … , 𝑚}  
𝑚                    ∶  orde ARCH 
𝜗𝑗                     ∶  parameter GARCH untuk 𝑗 == {1, 2, … , 𝑠}  
𝑠                       ∶ orde GARCH 
dengan 𝛼0 > 0 dan 𝛼𝑚 ≥ 0 untuk 𝜗𝑠 ≥ 0. Kondisi tersebut diperlukan supaya 
model bersifat stasioner. Sedangkan kondisi 0 < 𝛼𝑚 + 𝜗𝑠 < 1 diperlukan supaya 
𝜎𝑡
2 > 0. 
 
2.1.10 Uji Stasioner 
Menurut Ekananda (2015), salah satu metode untuk menguji kestasioneran 
adalah uji unit root. Uji unit root adalah istilah yang menunjukkan nilai eigen 
suatu data sebesar satu. Untuk memperoleh gambaran uji akar unit, akan 
ditunjukkan pada proses AR(1) berikut ini: 
𝑍𝑡 = 𝜔𝑍𝑡−1 + 𝜀𝑡    (2.34) 
Berikut ini hipotesa uji stasioner menggunakan uji unit root (Uji Dickey Fuller): 
Hipotesis: 
𝐻0: 𝜔 = 1 (data memiliki akar unit/data bersifat tidak stasioner) 

















∑ (𝑧𝑡 − 𝑧̅)
2𝑛
𝑖=1    (2.37) 
dimana 
𝐷𝐹 = nilai Uji Dickey Fuller 
?̂? = penduga dari koefisien 𝜔 
𝜔 = parameter AR 
𝑆𝐸 = nilai standar error 
𝑆𝑑





𝑛 = banyaknya pengamatan 
𝑧𝑡 = Variabel acak, untuk semua 𝑡 = {0, ±1, ±2, … } 
𝑧̅ = rata-rata sampel 
Keputusan: 𝐻0 ditolak jika statistik uji DF lebih kecil daripada nilai kritis. 
Kesimpulan: jika 𝐻0 ditolak maka bersifat stasioner. 
 
2.1.11 Uji Normalitas 
Menurut Gujarati & Porter (2010), salah satu metode untuk menguji 
normalitas adalah uji Jarque Bera. Uji ini menghitung kemiringan (skewness) dan 
keruncingan (kurtosis). Menurut Ansofino (2016), normalitas dapat diketahui 
dengan membandingkan nilai Jarque Bera (JB) dan nilai Chi Square tabel. 
Berikut ini hipotesa uji normalitas menggunakan uji Jarque Bera: 
Hipotesis: 
𝐻0: 𝜇 = 1 (𝑒𝑟𝑟𝑜𝑟 berdistribusi normal) 




































2   (2.40) 
dimana: 
𝑧𝑡 = Variabel acak, untuk semua 𝑡 = {0, ±1, ±2, … } 
𝜇 = nilai ekspektasi variabel acak (rata-rata variabel acak) 
𝑆𝑘 = skewness 
𝑆𝑘 = kurtosis 
Keputusan: jika JB hitung > Chi Square tabel maka 𝐻0 ditolak. 





Menurut Suliyanto (2011), akibat ketika asumsi normalitas pada model 
regresi tidak terpenuhi yaitu nilai prediksi yang diperoleh akan bias dan tidak 
konsisten. Jika asumsi tidak terpenuhi maka dapat dilakukan beberapa metode 
untuk mengatasinya. Metode-metode tersebut adalah sebagai berikut: 
1. Menambah jumlah data. 
2. Melakukan transformasi data. 
3. Menghilangkan data yang dianggap sebagai penyebab data tidak normal. 
4. Menggunakan analisis non-parametik. 
 
2.1.12 Uji Multikolinieritas  
Menurut Ekananda (2015), uji multikolinieritas digunakan untuk 
mengetahui ada atau tidaknya penyimpangan asumsi klasik multikolinieritas yaitu 
adanya hubungan linier antar variabel bebas dalam model regresi. Salah satu 
metode pengujian multikolinieritas yaitu tolerance (TOL) dan variance inflation 
(TOL) dan variance inflation factor (VIF): 
Hipotesis: 
𝐻0: 𝑉𝐼𝐹 > 1 (data mengandung multikolinieritas) 
𝐻1: 𝑉𝐼𝐹 ≤ 10 (data tidak mengandung multikolinieritas) 
Statistik uji: 













   (2.43) 
dimana 
𝑇𝑂𝐿 : nilai TOL 
𝑉𝐼𝐹 : nilai VIF 
𝑅2 : koefisien determinasi 
?̂? : variabel terikat estimasi 
𝑌 : variabel terikat 





Keputusan: Jika 𝑉𝐼𝐹 ≤ 10 maka 𝐻0 ditolak. 
Kesimpulan:  Jika 𝐻0 ditolak maka data tidak mengandung multikolinieritas. 
 
Menurut Effendi & Setiawan (2014), ada beberapa teknik untuk mengatasi 
masalah multikolinieritas yaitu berikut: 
1. Menambah data pengamatan. 
2. Mengeluarkan satu atau beberapa variabel penyebab adanya masalah 
multikolinieritas 
3. Menggunakan bentuk nonlinier dari variabel bebas. 
 
2.1.13 Uji Heteroskedastisitas 
Menurut Effendi & Setiawan (2014), salah satu cara untuk menguji 
heteroskedastisitas yaitu metode White. Metode ini tidak menggunakan asumsi 
normalitas, sehingga sangat mudah untuk diimplementasikan. Proses pengujian 
dengan metode White ini pada model adalah dengan melakukan regresi tambahan 
sebagai berikut: 
𝜀𝑖
2 = 𝛼1 + 𝛼2𝑋2𝑖 + 𝛼3𝑋3𝑖 + 𝛼4𝑋2𝑖
2 + 𝛼5𝑋3𝑖
2 + 𝛼6𝑋2𝑖𝑋3𝑖 + 𝜀𝑖               (2.44) 
dimana 𝜀𝑖  adalah nilai error dari persamaan struktural. Hasil regresi ini bertujuan 
untuk mendapatkan nilai 𝑅2 yang akan digunakan dalam pengujian hipotesis. 
Berikut ini hipotesa uji heteroskedastisitas menggunakan metode white:  
Hipotesis: 
𝐻0: 𝜎𝑡
2 = 𝜎2 (data bersifat heteroskendasitas) 
𝐻1: 𝜎𝑡
2 ≠ 𝜎2 (data tidak bersifat heteroskendasitas) 
Statistik uji: 






                              (2.46) 
dimana: 
𝑛                    ∶ banyaknya pengamatan   
𝑅2                   ∶ Koefisien determinasi 





Keputusan: jika 𝜒   ℎ𝑖𝑡𝑢𝑛𝑔
2 > 𝜒   𝑡𝑎𝑏𝑒𝑙
2  maka 𝐻0 ditolak. 
Kesimpulan: jika 𝐻0 ditolak maka ada heteroskedasitas dalam tabel. 
 
2.1.14 Uji Signifikansi Parameter 
Menurut Aswi & Sukarna (2006), uji signifikansi parameter dilakukan 
setelah dilakukan estimasi nilai-nilai parameter yang berguna untuk mengetahui 
signifikan atau tidaknya suatu parameter. Berikut ini hipotesa uji signifikansi 
parameter menggunakan uji t. 
Hipotesis: 
𝐻0: 𝛽 = 0 (parameter tidak signifikan) 





    (2.47) 
dimana: 
?̂? : nilai parameter estimasi 
𝑆𝐸 : nilai standart error 
Keputusan: Jika 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 > 𝑡𝑡𝑎𝑏𝑒𝑙 maka 𝐻0 ditolak. 
Kesimpulan: Jika 𝐻0 ditolak maka parameter pada model telah signifikan. 
 
2.1.15 Akaike’s Information Criterion (AIC) 
Ide untuk menambahkan regressor ke model telah dilakukan lebih lanjut 













                         (2.48) 
Dengan: 
𝑘  = Jumlah parameter yang diestimasi dalam model regresi 
𝑛  = Jumlah Observasi 
𝑒  = 2.718 
𝑢  = Sisa (residual) 













)     (2.49) 
 
dimana ln AIC = natural log dari AIC dan 2k / n = faktor penalti. Beberapa buku 
dan software package menetapkan bahwa AIC hanya dalam hal transformasi log-
nya jadi tidak perlu menyertakan ln sebelum AIC. Dalam membandingkan dua 
model atau lebih, model dengan nilai AIC terkecilah yang lebih baik (Gujarati dan 
Porter, 2009: 494). 
 
2.1.16 Schwarz’s Information Criterion (SIC)  















      (2.50) 
 
Dengan: 
𝑘  = Jumlah parameter yang diestimasi dalam model regresi 
𝑛  = Jumlah Observasi 
𝑢  = Sisa (residual) 
𝑅𝑆𝑆 = Residual Sum of Squares 





) ln 𝑛 + ln (
𝑅𝑆𝑆
𝑛
)    (2.51) 
 
dimana [(k / n) lnn] adalah faktor penalti. SIC menggunakan penalti yang lebih 
keras daripada AIC. Seperti pada AIC, model SIC yang paling kecillah yang lebih 









2.3 Saham dan Volatilitas 
2.3.1 Saham 
Menurut Tandelilin (2017), saham adalah adalah sertifikat yang 
menunjukkan bukti kemilikan suatu perusahaan. Pemegang saham memiliki hak 
klaim atas penghasilan dan kekayaan perusahaan. Apabila perusahaan 
menghasilkan laba dalam menjalankan bisnisnya, maka sebagian atau seluruh laba 
dapat dibagikan kepada pemiliknya yaitu pemegang saham sebagai deviden. 
Menurut Hull (2012), harga saham merupakan variabel stokastik karena 
dipengaruhi oleh faktor-faktor yang tidak dapat ditentukan secara pasti. 
Faktorfaktor ini dipandang sebagai komponen stokastik yang tidak dapat ditentukan 
sebelumnya. Oleh karena itu, perubahan harga saham dapat dimodelkan 
menggunakan persamaan differensial stokastik sebagi berikut: 
𝑑𝑆𝑇 = 𝜇𝑆𝑇𝑑𝑡 + 𝜎𝑆𝑇𝑑𝑊𝑇                        (2.52) 
dengan 𝜇𝑆𝑇𝑑𝑡 adalah komponen deterministik.  𝜇𝑆𝑇𝑑𝑡 adalah komponen stokastik 
dan 𝑊𝑇 adalah proses Wiener. Persamaan ini juga dikenal sebagai model 
pergerakan harga saham. 
 
2.3.2 Volatilitas 
Menurut Hull (2012), volatilitas merupakan standar deviasi dari return. 
Return adalah variabel yang mengukur perubahan nilai terhadap posisi awalnya. 
Contoh yang paling sering digunakan adalah return saham. Perhitungan return 
dapat dinyatakan sebagai berikut (Ekananda, 2015): 
𝑟𝑡 = ln (
𝑆𝑡
𝑆𝑡−1 
)                                  (2.53) 
dimana: 
r : return 
t : waktu 
S : Harga saham 





∑ (𝑟𝑡 − 𝑟̅)
2𝑛







𝑆𝑑 : Standar deviasi sampel 
n : banyaknya pengamatan 
r : return 
𝑟̅ : rata-rata return 
 
2.5 Konsep forecasting dalam Al-Quran 
Dalam kegiatan bisnis, forecasting atau Peramalan adalah salah satu hal 
yang sangat penting karena mempunyai peran besar dalam menentukan masa depan 
bisnis suatu perusahaan.  Menurut Aulia Ishak (2010), peramalan yang dipakai oleh 
sebuah perusahaan adalah melalui perkiraan yang ilmiah (educated guess) karena 
menggunakan teknik-teknik tertentu. Peramalan adalah pemikiran terhadap suatu 
besaran, misalnya permintaan terhadap satu atau beberapa produk pada periode 
yang akan datang. Setiap pengambilan keputusan yang menyangkut keadaan di 
masa yang akan datang, maka pasti ada peramalan yang melandasi pengambilan 
keputusan tersebut. 
Berikut ini merupakan salah satu konsep forecasting dalam Al-quran seperti 
dalam kisah nabi Yusuf yang dikisahkan dalam surat Yusuf ayat 46-49: 
“dan dia (Yusuf) berkata kepada orang yang diketahuinya akan selamat diantara mereka 
berdua, “Terangkanlah keadaanku kepada tuanmu”. Maka setan menjadikan dia lupa 
untuk menerangkan (keadaan Yusuf) kepada tuannya. Karena itu dia (Yusuf) tetap dalam 
penjara beberapa tahun lamanya.”  
 
Dalam tafsir Ibnu Katsir (2003) dijelaskan bahwa: 
Tatkala Yusuf menduga bahwa pelayan minuman raja akan selamat, maka Yusuf 
mengatakan kepadanya secara diam-diam tanpa diketahui yang lain -wallahu 
a’lam, agar tidak merasa bahwa dia pasti akan disalib, Yusuf mengatakan 
“Terangkanlah keadaanku kepada tuanmu”, maksudnya, ceritakan kisahku kepada 
tuanmu, yaitu sang raja. Tetapi orang yang diberi pesan itu lupa menceritakan pesan 
itu kepada sang raja, dan hal ini termasuk upaya syaitan agar Nabi Allah Yusuf 
tidak keluar dari penjara. Ini adalah pendapat yang benar, karena kata ganti dalam 
kalimat “Maka syaitan menjadikan dia lupa menerangkan (keadaan Yusuf) kepada 
tuannya.” Itu kembali kepada orang yang diyakini akan selamat (dan) keluar dari 





sedangkan kata bidh’a (beberapa) menurut Mujahid dan Qatadah digunakan untuk 
menunjukkan bilangan antara tiga sampai sembilan tahun. 
Ayat tersebut merupakan salah satu konsep prediksi yang tercantum dalam 
Al-Quran. Hal tersebut dapat ditunjukkan pada frasa “…beberapa tahun lamanya”. 
Pada tafsir Ibnu Katsir, frasa tersebut diprediksi antara tiga sampai sembilan tahun. 
Jika hasil prediksi tersebut dibandingkan dengan nilai sebenarnya, maka nilai hasil 








3.1 Pendekatan Penelitian 
Pendekatan yang dilakukan pada penelitian ini yaitu pendekatan deskriptif 
kuantitatif. Pendekatan deskriptif kuantitatif merupakan salah satu jenis penelitian 
yang menggunakan beberapa penjelasam spesifik berupa data numerik secara 
terencana, tersetruktur dan sistematis. Metode ini juga merupakan metode yang 
menekankan pada proses penelitian pengukuran hasil yang objektif menggunakan 
analisis statistik. Metode Kuantitatif dilakukan dengan menyusun dan menganalisis 
data sesuai dengan kebutuhan penelitian. 
 
3.2 Jenis dan Sumber Data 
Jenis data yang digunakan pada penelitian ini adalah data sekunder yaitu 
data yang peneliti peroleh dari data yang sudah ada dan bersumber dari akses 
internet https://id.investing.com/ yang diakses pada tanggal 2 Juni 2020. Data yang 
digunakan yaitu data harga saham harian PT. Telkom periode April 2019 hingga 
Maret 2020 dengan jumlah data pengamatan sebanyak 247 hari efektif kerja bursa. 
 
3.3 Variabel Penelitian 
Data yang digunakan pada penelitian ini adalah harga saham dari PT. 
Telkom. Data saham yang digunakan berupa data harian. Data harga saham mulai 
pada tanggal 1 April 2019 – 31 Maret 2020. 
 
3.4 Tahap Analisis Data 
Pada penelitian ini, digunakan data harian indeks harga saham PT. Telkom 
sebesar 247 pengamatan, dimulai dari tanggal 1 April 2019 sampai dengan tanggal 
31 Maret 2020.  
Adapun langkah-langkah yang digunakan pada penelitian ini, yaitu sebagai 
berikut: 
Tahap Analisis Deskriptif dan Uji Hipotesis Data: 





2. Menguji stasioneritas data, dengan menggunakan uji Augmented Dickey 
Fuller (ACF). Jika data tidak stasioner dalam rataan maka dilakukan 
differencing. 
3. Mengidentifikasi model ARIMA sementara berdasarkan ordo AR dan MA 
pada lag correlogram ACF dan PACF data. 
4. Mengestimasi parameter model ARIMA sementara dengan melihat p value 
dari setiap parameter harus signifikan yaitu kurang dari a 0,05. 
5. Melakukan diagnostics checking terhadap model ARIMA yang signifikan, 
diagnostics checking terdiri dari dua yaitu uji independensi residual dan uji 
heteroskendasitas. 
6. Selanjutnya untuk medapatkan model ARIMA terbaik akan dibandingan 
dengan membandingkan nilai AIC dan SC terkecil dari hasil estimasi model 
ARIMA dengan metode Least Squares. 
7. Melakukan uji efek heteroskedastisitas dengan uji Lagrange Multiplier, 
untuk mengidentifikasi apakah masih adanya masalah heterokendasitas 
yang bisa diselesaikan dengan model ARCH-GARCH selanjutnya, 
memenuhi kriteria apabila nilai LM lebih dari 0,01 
8. Mengidentifikasi apakah terkandung ARCH-GARCH dalam model yang 
selanjutnya akan dimodelkan terhadap data dengan uji Lagrange Multiplier. 
 
Tahap Pemodelan ARCH-GARCH 
1. Mengidentifikasi model ARCH-GARCH berdasarkan model ARIMA 
terbaik yang telah teridentifikasi sebelumnya. 
2. Mengidentifikasi model ARCH-GARCH sementara berdasarkan ordo AR 
dan MA pada lag correlogram ACF dan PACF data. 
3. Melakukan diagnosis model ARCH-GARCH terbaik dengan menggunakan 
perbandingan nilai Parameter, Uji Signifikansi, Uji Normalitas, diagnosis 
model dan uji heteroskendasitas. 
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HASIL DAN PEMBAHASAN 
 
4.1 Analisis Deskriptif dan Uji Hipotesa Data 
4.1.1 Analisis Statistik Deskriptif Data 
Analisis deskriptif digunakan unuk menganalisis data dalam bentuk tabel 
atau grafik. Statistik deskriptif membahas tentang ukuran penyebaran data, seperti: 
nilai rata-rata, median, nilai maksimum, nilai minimum, dan nilai standar deviasi. 
Berikut ini analisis deskriptif dari data harga saham PT. Telkom periode April 
2019-Maret 2020  
 
Gambar 4.1 Histogram Data Harga Saham PT. Telkom 
 
Hasil ringkasan data penutupan harga saham PT. Telkom periode April 2019-Maret 
2020 indeks harga saham dapat dilihat pada table berikut. 
Tabel 4.1 Ringkasan Data Harga Saham PT Telkom 
Nama Data Nilai Nama Data Nilai 
Mean 3964.494 Std. Dev 330.0672 
Median 4000.000 Skewness -1.536522 
Maximum 4470.000 Kurtosis 6.305154 
Minimum 2620.000 Jarque-Bera 209.6169 





Dari Tabel 4.1 dapat disimpulkan bahwa terdapat 247 data harga saham. Rata-rata 
harga saham PT. Telkom periode April 2019-Maret 2020 sebesar 3964,494. Median 
sebesar 4000, standar deviasi sebesar 330,0672, nilai maksimum 4470 dan nilai 
minimum sebesar 2620, nilai Skewness sebesar -1,536522, nilai kurtosis sebesar 
6,305154, nilai Jeraque-Bera sebesar 209,6169 dan nilai Probabilitynya sebesar 
0.000000. Ini mengindikasikan bahwa harga saham memiliki pergerakan acak. 
Untuk mengetahui perubahan harga saham tersebut, dapat diperoleh grafik dengan 
bantuan software Eviews yaitu sebagai berikut. 
Gambar 4.2 Plot Data Harga Saham PT. Telkom 
 
Pada Gambar 4.2 menunjukkan bahwa proses time series tersebut tidak stasioner, 
karena pergerakan harga PT. Telkom periode April 2019-Maret 2020 berfluktuasi 
setiap waktu. Sehingga data tidak memiliki rata-rata dan variansi yang konstan 
setiap waktu sehingga perlu dilakukan uji stasioneritas. Dengan menganalisis lebih 
lanjut pada data tersebut terlihat adanya pola siklus yang diawali dengan trend turun 
pada bulan April hingga bulan Mei pada tahun 2019. Trend turun ini kemudian 
disusul dengan trend naik hingga pertengahan September 2019 kemudian trend 
terus menurun hingga bulan Maret 2020 lalu. Penurunan yang terus terjadi di awal 





menyebabkan perekonomian turun. Dengan demikian plot tersebut dapat dikatakan 
tidak stasioner, karena plot memperlihatkan peningkatan nilai seiring 
bertambahnya waktu dan kembali turun secara berkala. Sehingga data tersebut perlu 
ditransformasikan menjadi data logreturn. 
Berikut adalah data logreturn PT. Telkom periode April 2019-Maret 2020 
Gambar 4.3 Histogram log return Harga Saham PT. Telkom 
 
Hasil ringkasan data penutupan harga saham PT. Telkom periode April 2019-Maret 
2020 indeks harga saham dapat dilihat pada table berikut. 











Berdasarkan Tabel 4.2 di atas, tingkat log-return indeks harga saham memiliki  nilai 
mean yang negatif menunjukkan bahwa saham PT. Telkom, Tbk. memiliki tingkat 
log-return yang negatif. Skewnes yang bersifat positif menunjukkan bahwa data 
menjulur ke kanan. Nilai kurtosis yang lebih besar dari 3 berarti bahwa data tersebut 
memiliki ekor yang lebih panjang dibandingkan dengan sebaran normal (heavy tail) 






4.1.2 Uji Stasioneritas Data 
Untuk mengubah data nonstasioner menjadi data yang stasioner terhadap 
variansi dapat dilakukan dengan transformasi logaritma natural supaya data tersbut 
stasioner terhadap variansi. Agar pada penelitian ini dapat menggunakan data log-
return indeks harga saham, maka perlu dilihat kembali kestasioneran data log-
return harga saham PT Telkom sebagai berikut. 
Gambar 4.4 Plot log return Harga Saham PT. Telkom 
 
Pada Gambar 4.4 tersebt menunjukan bahwa data stasioner dalam mean, karena 
rata-rata pengamatan bernilai konstan setiap waktu. Untuk mengetahui data tersebut 
stasioner terhadap rata-rata, dapat dilakukan uji Augmented Dickey-Fuller (ADF) 
yang dapat disajikan sebagai berikut. 
Berikut ini hipotesa untuk uji ADF. 
𝐻0 : data tidak stasioner 
𝐻1 : data stasioner 
Dengan kriteria uji yaitu tolak 𝐻0 jika |𝑡 statistik| ≥ |𝑡𝛼| atau nilai probabilitas < 
taraf signifikan 𝛼 = 0.05  Hasil uji stasioner terhadap data logreturn harga saham 







Gambar 4.5 Hasil uji stasioner data harga saham PT Telkom 
 
Berdasarkan Gambar 4.5 di atas diperoleh nilai probabilitas uji ADF sebesar 
0,0000. Dengan demikian bahwa nilai probabilitas uji ADF lebih besar daripada 
taraf signifikan 𝛼 = 0.05 yang berarti 𝐻0 ditolak dan 𝐻1 diterima, sehingga data 
tersebut sudah stasioner terhadap rata-rata. 
 
4.2. Pemodelan ARCH-GARCH 
Sebelum dilakukan identifikasi model ARCH-GARCH, perlu dilakukan 
identifikasi model ARIMA terlebih dahulu. Autoregressive Integrated Moving 
Average (ARIMA) atau biasa disebut dengan metode Box-Jenkins merupakan 
metode peramalan yang sangat baik ketepatannya untuk peramalan jangka pendek. 
Model umum ARIMA (p,d,q) seperti yang telah ditunjukkan pada persamaan 
(2.31). Model umum ARIMA (p,d,q) menyatakan bahwa data periode sekarang 
dipengaruhi oleh data periode sebelumnya dan nilai sisaan pada periode 
sebelumnya jika data tidak stasioner dalam rata-rata. 
 
4.2.1 Identifikasi Model ARIMA 
Identifikasi model AR dan MA pada data deret waktu dapat dilihat melalui 






Gambar 4.6 Collegram return Harga Saham PT. Telkom 
 
 Berdasarkan  Gambar 4.6 terlihat bahwa plot ACF dan PACF menunjukkan 
nilai koefisien ACF sudah mendekati nol yaitu 0.023 pada lag 1 dan pada setiap lag 
nilai koefisian ACF relatif kecil, bahkan sampai lag 36 yaitu 0.016 akan tetapi 
dilihat dari nilai probabilitas relatif lebih besar dari 𝛼 = 0.05, hal ini berarti bahwa 
data tidak stasioner terhadap ragam. Oleh karena itu perlunya dilakukan 






Gambar 4.7 Collegram log return Harga Saham PT. Telkom setelah differencing satu 
 
Dari hasil differencing satu kali, plot ACF dan PACF pada Gambar 4.7 
menunjukkan bahwa nilai probabilitas 0.000 yang menandakan bahwa data sudah 
stasioner terhadap ragam. Oleh karena itu tidak perlu dilakukan differencing dua 
kali. Tahapan selanjutnya untuk menentukan model ARIMA adalah penentuan 
model alterntatif. Plot ACF dan PACF telah di-differencing satu kali, sehingga 
diketahui orde d 1. Pada Gambar 4.7 menunjukkan bahwa plot ACF dan PACF 
memiliki pola yang sama yang menandakan bahwa model yang terbentuk adalah 
ARIMA. Selanjutnya untuk mengetahui lag yang akan digunakan maka dapat 





garis interval ACF dan PACF adalah lag 1 dan 4. Oleh karena itu model ARIMA 
tentatif yang mungkin dapat dibentuk adalah ARIMA (1,1,0), ARIMA (0,1,1), 
ARIMA (1,1,1), ARIMA (1,1,4), ARIMA (4,1,1) dan ARIMA (4,1,4). Dikatakan 
tentatif karena masih dugaan sementara, belum diketahui model ARIMA terbaik. 
Selanjutnya, akan ditentukan model ARIMA terbaik dengan mengestimasi 
model dengan bantuan program eviews. Dengan diagnosis Parameter dengan nilai 
probability lebih besar dari taraf signifikan 𝛼 = 0.05 maka 𝐻0 diterima dengan 
tanda (V) pada kolom dan tanda (X) mendakan 𝐻0 ditolak. Selain itu dengan 
mendeteksi apakah masih ada masalah heterokendasitas dengan hasil residual test 
dengan nilai probabilitasnya < 𝛼 = 0.05 berarti adanya masalah heterokendasitas 
pada data yang ditandai dengan tanda (V) pada tabel, sedangkan tanda (X) 
menandakan tidak ada masalah heterokendasitas yang mana nilai probabilitasnya 
≥ 𝛼 = 0.5. Berikut adalah hasil estimasi dari parameter ARIMA yang signifikan: 
 
Tabel 4.3 Uji Estimasi Parameter dan Uji Heteroskedastisitas Model ARIMA 
No. Model ARIMA Diagnosis Parameter Heteroskendasitas 
Parameter Keputusan 
1. ARIMA (0,1,1) ∅1 X V 
2. ARIMA (1,1,0) 𝜔1 X V 
3. ARIMA (0,1,4) ∅4 X V 
4 ARIMA (4,1,0) 𝜔4 X V 





















Berdasarkan Tabel 4.3 di atas dapat disimpulkan bahwa semua parameter 
terdapat masalah heterokendasitas, tetapi tidak semua model signifikan dengan 
ketentuan hipotesis: 
𝐻0 : Parameter tidak signifikan 
𝐻1 : Parameter signifikan 
Sehingga didapatkan bahwa model ARIMA(0,1,1), ARIMA(1,1,0), 
ARIMA(0,1,4), ARIMA(4,1,0), ARIMA(4,1,1) dan ARIMA(4,1,4) signifikan 





model yang signifikan tersebut akan dibandingkan nilai AIC dan SC untuk 
memperoleh model ARIMA yang terbaik. Berikut ini perbandingan nilai AIC dan 
SC dari model-model tersebut. 
Tabel 4.4 Perbandingan Nilai AIC dan SC Model ARIMA 
No. Model  AIC SC 
1. ARIMA(1,1,1) -4.816415 -4.773417 
2. ARIMA(1,1,0) -4.382523 -4.353858 
3. ARIMA(0,1,4) -4.186721 -4.158139 
4. ARIMA(4,1,0) -4.192272 -4.163353 
5. ARIMA(4,1,1) -4.827697 -4.784318 
6. ARIMA(4,1,4) -4.217857 -4.174478 
 
Berdasarkan Table 4.4 di atas, dalam membandingkan dua model atau lebih, 
model dengan nilai AIC terkecilah yang lebih baik (Gujarati dan Porter, 2009: 494). 
Seperti pada AIC, model SIC yang paling kecillah yang lebih baik (Gujarati dan 
Porter, 2009: 494). Maka diperoleh model ARIMA terbaik yaitu ARIMA(4,1,1) 
karena nilai AIC dan SC dari model ARIMA(4,1,1) karena nilai AIC dan SC 
ARIMA(4,1,1) adalah paling terkecil dari semua model. Selanjutnya dikarena pada 
model tersebut terdapat masalah heteroskedastisitas, sehingga model tersebut akan 
diestimasi pada model ARCH/GARCH. 
 
4.2.2 Uji Efek ARCH/ GARCH 
 Sebelum memodelkan ARCH-GARCH, perlu dilakukan uji efek ARCH untuk 
mengetahui apakah ada unsur ARCH pada model. Berikut adalah uji hepotesa 




2 = 0 (tidak ada efek ARCH hingga 𝑙𝑎𝑔 k) 
𝐻1 : Paling sedikit terdapat satu 𝜎𝑘
2 = 0 (ada efek ARCH paling tidak pada salah satu  
𝑙𝑎𝑔) 
Dengan kriteria uji yaitu 𝐻0 ditolak apabila 𝑝 𝑣𝑎𝑙𝑢𝑒 < 𝑡𝑎𝑟𝑎𝑓 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑘𝑎𝑛 5% 𝑎𝑡𝑎𝑢 𝛼 =
0.05.  
Berdasarkan dari hasil uji Lagrange Multiplier didapatkan hasil dengan p value 
sebesar 0.0000 yang artinya lebih kecil dari taraf signifikan 𝛼 = 0.05. Hal ini berarti 𝐻0 







4.2.3 Identifikasi Model ARCH / GARCH 
Ketidakhomogenan ragam sisaan dari model ARIMA dapat di atasi oleh model 
ragam sisaan GARCH. Model ragam sisaan GARCH mampu mengatasi permasalahan 
heteroskedastisitas sisaan. Hasil uji ARCH LM pada model rataan (model ARIMA) 
menunjukkan bahwa terdapat komponen ARCH pada sisaan. Hal ini ditunjukkan oleh nilai 
probabilitas yang kurang dari taraf nyata 5% atau 𝛼 = 0.05. Tabel 2 memperlihatkan 
terdapat 5 lag yang dipengaruhi oleh komponen ARCH. Artinya terdapat 5 koefisien 
ARCH yang harus diduga nilainya. Banyaknya komponen ARCH yang terdeteksi 
menyebabkan model menjadi tidak efisien karena banyak parameter yang harus diduga 
nilainya. 
Pada analisis ARIMA sebelumnya diketahui bahwa model ARIMA terbaik adalah 
ARIMA(4,1,1,) yang akan digunakan pada pemodelan estimasi untuk menentukan model 
ARCH/GARCH. Sedangkan pada estimasi ARCH-GARCH diidentifikasi dengan 
pendugaan sementara yaitu model GARCH(1,1,0), GARCH(0,1,1), GARCH(1,1,1). 
Selanjutnya dari ketiga model ARCH/GARCH tersebut parameter model ARCH/GARCH 
dengan mengestimasi model. Berikut gambar hasil estimasi GARCH(1,1,0), 






Gambar 4.8 Hasil Estimasi GARCH(1,1,0) 
 
Dari Gambar 4.8 di atas didapatkan nilai AIC yang didapatkan sebesar -5.141616, nilai SC 







Gambar 4.9 Hasil Estimasi GARCH(0,1,1) 
 
Dari Gambar 4.9 di atas didapatkan nilai AIC yang didapatkan sebesar -5.314143, nilai SC 









Gambar 4.10 Hasil Estimasi GARCH(1,1,1) 
 
Dari Gambar 4.10 di atas didapatkan nilai AIC yang didapatkan sebesar -5.246266, nilai 
SC sebesar -5.145048 dan nilai Adjusted R-Squared sebesar 0.491107.  
 
Selanjutnya dilakukan juga uji normalitas kepada model tersebut dengan hipotesis 
Keputusan jika JB hitung < Chi Square tabel atau nilai Probabilitas > 𝛼 = 0.05  
maka 𝐻0 ditolak maka error tidak berdistribusi normal dan sebaliknya jika JB 
hitung > Chi Square table atau nilai Probabilitas ≤ 𝛼 = 0.05  maka 𝐻0 diterima 






Tabel 4.5 hasil uji Normalitas 
Model Jarque Bera p value 
GARCH(1,1,0) 3.830138 0.147332 
GARCH(0,1,1) 52.34153 0.00000 
GARCH(1,1,1) 3.868649 0.144522 
 
Dari Tabel 4.5 di atas didapatkan bahwa nilai Probabilitas dan nilai JB pada ketiga model. 
Dengan hipotesis. 
𝐻0 : eror berdistribusi normal 
𝐻1 : eror tidak berdistribusi normal 
Maka pada model GARCH(1,1,0) didapatkan 𝑝 𝑣𝑎𝑙𝑢𝑒 >  𝛼 = 0.05 artinya 𝐻0 diterima 
dan eror berdistribusi normal. Pada model GARCH(0,1,1) didapatkan 𝑝 𝑣𝑎𝑙𝑢𝑒 <  𝛼 =
0.05 artinya 𝐻0 ditolak dan eror tidak berdistribusi normal. Dan pada model 
GARCH(1,1,1) didapatkan 𝑝 𝑣𝑎𝑙𝑢𝑒 >  𝛼 = 0.05 artinya 𝐻0 diterima dan eror 
berdistribusi normal.  
 
Selanjutnya dilakukan tes heterokendasitas untuk mengetahui apakah pada model 
tersebut masih adakah masalah heterokendasitas, karena model yang baik adalah model 
tanpa masalah heteroskendasitas. Dengan hipotesis 𝐻0 diterima jika nilai p value >  𝛼 =
0.05 sedangkan 𝐻0 ditolak jika nilai p value ≤  𝛼 = 0.05. Berikut adalah hasil tes 
heteroskendasitas terhadap model. 
Tabel 4.6 hasil uji heteroskendasitas 





Dari Tabel 4.6 didapatkan nilai p value pada masing-masing model dengan hipotesa 
𝐻0 : Bersifat Heteroskendasitas 
𝐻1 : Bersifat Heteroskendasitas 
Maka pada model GARCH(1,1,0) mempunyai p value sebesar 0.3801 yang artinya lebih 
besar dari taraf signifikan 𝛼 = 0.05 sehingga 𝐻0 ditolak maka model sudah terbebas dari 
masalah heteroskendasitas. Pada model GARCH(0,1,1) mempunyai p value sebesar 08992 
yang artinya lebih besar dari taraf signifikan 𝛼 = 0.05 sehingga 𝐻0 ditolak maka model 
sudah terbebas dari masalah heteroskendasitas. dan pada model GARCH(1,1,1) 





sehingga 𝐻0 ditolak maka model sudah terbebas dari masalah heteroskendasitas. berikut 
adalah estimasi uji heteroskendasitas pada model GARCH(0,1,1): 
𝑍𝑡 − 𝑍𝑡−1 = −0,996389(𝑍𝑡−1 − 𝑍𝑡−2) + 𝜀𝑡−1 
𝑍𝑡 = −0,996389(𝑍𝑡−1 − 𝑍𝑡−2) + 𝑍𝑡−1 + 𝜀𝑡−1 
𝑍𝑡 = (−0,996389 + 1)𝑍𝑡−1 + 0,996389𝑍𝑡−2 + 𝜀𝑡−1 
𝑍𝑡 = 0.003611𝑍𝑡−1 + 0,996389𝑍𝑡−2 + 𝜀𝑡−1 
𝑌𝑡 − 𝑌𝑡−1 = exp (0.003611𝑍𝑡−1 + 0,996389𝑍𝑡−2 + 𝜀𝑡−1) 
 
Karena perlu tentukan model terbaik dari ketiga model tersebut, maka perlu 
dibandingkan hasil dari setiap nilai yang didapat. Hasil perbandinga dari ketiga model 
tersebut sebagai berikut 
Tabel 4.7 hasil uji heteroskendasitas 
MODEL R squered AIC SC Normalitas Heterokendasitas 
GARCH(1,1,0) 0.491107 -5.141616 -5.054858  V X 
GARCH(0,1,1) 0.496256 -5.314143 -5.227384  X X 
GARCH(1,1,1) 0.491107 -5.246266 -5.145048  V X 
 
Berdasarkan Tabel 4.7 di atas dengan membandingkan nilai AIC dan SC terkecil maka 
didapat bahwa model GARCH(0,1,1) mempunya nilai paling terkecil dari ketiga model 
tersebut. Tetapi pada kasus ini GARCH(0,1,1) tidak berdistribusi normal sehingga 
dianggap gugur dalam penentuan model terbaik. Maka dari model GARCH(1,1,0) dan 
GARCH(1,1,1) didapatkan bahwa kedua model berdistribusi normal dan tidak terdapat 
masalah heteroskendasitas tetapi model GARCH(1,1,1) -lah yang mempunyai nilai AIC 
dan SC terkecil sehingga GARCH(1,1,1) adalah yang terbaik. Selanjutnya akan dilakukan 
forecasting atau peramalan dengan menggunakan model terbaik yang didapatkan. 
 
4.2.4 Peramalan dengan Model ARCH/GARCH 
Dari data analisis sebelumnya didapatkan model terbaik adalah GARCH(1,1,1) 
yang selanjutnya akan digunakan untuk meramalkan indeks harga saham PT. 
Telkom.  Peramalan harga saham dihitung selama satu bulan berikutnya setelah dari 
data yang diambil, yaitu mulai dari tanggal 1 April 2020 sampai 30 April 2020. 






Gambar 4.11 Grafik hasil forecast terhadap data PT Telkom 
 
Gambar 4.11 merupakan grafik hasil peramalan indeks harga saham PT. Telkom 
dalam periode bulan April 2019 sampai Maret 2020. Pada gambar tersebut, dapat 
dilihat bahwa perbandingan grafik data aktual dengan data log-return tidak terlalu 
besar. Hal ini menyatakan bahwa data hasil peramalan menggunakan model 
GARCH(1,1,1) mendekati data aktual dengan hasil seperti berikut: 
Tabel 4.8 hasil forecasting data PT Telkom 
Root Mean Squered Error 0.030156 
Mean Absolute Error 0.019982 
Mean Abs. Precent Error 171.7365 
Theil Inequality Coefficient 0.699160 
Bias Proportion 0.000002 
Variance Proportion 0.000000 
Covariance Proportion 0.999998 
 
Pada Tabel 4.8 di atas didapatkan nilai Root Mean Squered Error sebesar 0.030156, 
nilai Mean Absolute Error sebesar 0.019982, nilai Mean Abs. Precent Error sebesar 
171.7365, nilai Theil Inequality Coefficient sebesar 0.699160, nilai Bias Proportion 
0.000002, nilai Variance Proportion sebesar 0.000000 dan nilai Covariance 
Proportion sebesar 0.999998. 





periode april 2020. Karena data yang dimodelkan adalah data return maka untuk 
menghitung harga saham PT. Telkom pada masa yang akan datang menggunakan sifat 
algoritma menjadi, 
𝑠𝑡 = (𝑠𝑡−1)(exp(𝑧𝑡)) 
Berikut hasil grafik forecasting harga saham PT  Telkom periode April 2020. 
Berikut grafik hasil perbandingan dari hasil  forecast pada nilai log return saham periode 
april 2020 dengan data asli. 
 
Gambar 4.12 Grafik perbandingan hasil forecast terhadap data asli PT Telkom periode 
april 2020 (output ms.excel) 
 
Dari Gambar 4.12 terdapat perbedaan yang tidak terlalu jauh antara data asli dengan data 
hasil forecast GARCH(1,1,1). Namun dari grafik tersebut disimpulkan bahwa nilai 
peramalan hampir sangat mendekti nilai asli pada sepuluh hari awal peramalan dan 









 Berdasarkan pembahasan pada penelitian ini, dapat diambil 
kesimpulan bahwa model terbaik dalam prediksi nilai saham PT Telkom periode 
April 2019 sampai Maret 2020 adalah dengan menggunakan model ARIMA (4,1,1) 
tetapi didapatkan masih terdapatnya masalah heteroskendasitas sehingga perlu 
diselesaikan lebih lanjut dengan model ARCH/GARCH yang mana didapatakan 
model terbaik untuk pemodelan data yaitu model GARCH(1,1,1). Selanjutnya 
dilakukan forecasting atau peramalan satu bulan selanjutnya terhadap log return 
harga saham PT Telkom periode april 2019 sampai maret 2020 yakni pada periode 
april 2020 dan didapatkan bahwa hasil peramalan pada hari pertama sampai dengan 
hari kesepuluh hampir mendekati nilai asli, dan nilai peramalan semakin menjauh 
terhadap nilai asli dinilai-nilai selanjutnya.  
5.2 Saran 
Dalam penlitian ini menggunakan data log return harga saham PT Telkom, 
yang dimodelkan dengan model ARCH/GARCH. Oleh karena itu peneliti 
mengharapkan pada penelitian selanjutnya bisa mengembangkan dengan 
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Lampiran 1. Data indeks harga saham PT. Telkom. 
Tanggal Tutup Harga Log Return 
01/04/2019 3.930   
02/04/2019 3.950 0,005089059 
04/04/2019 4.040 0,02278481 
05/04/2019 4.050 0,002475248 
08/04/2019 3.980 -0,017283951 
09/04/2019 3.970 -0,002512563 
10/04/2019 3.950 -0,005037783 
11/04/2019 3.870 -0,020253165 
12/04/2019 3.830 -0,010335917 
15/04/2019 3.830 0 
16/04/2019 3.870 0,010443864 
18/04/2019 3.860 -0,002583979 
22/04/2019 3.780 -0,020725389 
23/04/2019 3.850 0,018518519 
24/04/2019 3.840 -0,002597403 
25/04/2019 3.830 -0,002604167 
26/04/2019 3.910 0,020887728 
29/04/2019 3.860 -0,012787724 
30/04/2019 3.790 -0,018134715 
02/05/2019 3.830 0,01055409 
03/05/2019 3.820 -0,002610966 
06/05/2019 3.840 0,005235602 
07/05/2019 3.900 0,015625 
08/05/2019 3.900 0 
09/05/2019 3.800 -0,025641026 
10/05/2019 3.790 -0,002631579 
13/05/2019 3.770 -0,005277045 
14/05/2019 3.760 -0,00265252 
15/05/2019 3.660 -0,026595745 
16/05/2019 3.600 -0,016393443 
17/05/2019 3.510 -0,025 
20/05/2019 3.600 0,025641026 
21/05/2019 3.600 0 
22/05/2019 3.540 -0,016666667 
23/05/2019 3.660 0,033898305 
24/05/2019 3.750 0,024590164 
27/05/2019 3.820 0,018666667 
28/05/2019 3.690 -0,034031414 





31/05/2019 3.900 0,031746032 
10/06/2019 4.040 0,035897436 
11/06/2019 4.020 -0,004950495 
12/06/2019 3.940 -0,019900498 
13/06/2019 3.990 0,012690355 
14/06/2019 3.990 0 
17/06/2019 3.900 -0,022556391 
18/06/2019 3.980 0,020512821 
19/06/2019 4.100 0,030150754 
20/06/2019 4.040 -0,014634146 
21/06/2019 4.040 0 
24/06/2019 3.980 -0,014851485 
25/06/2019 4.010 0,007537688 
26/06/2019 3.980 -0,007481297 
27/06/2019 4.090 0,027638191 
28/06/2019 4.140 0,012224939 
01/07/2019 4.220 0,019323671 
02/07/2019 4.250 0,007109005 
03/07/2019 4.240 -0,002352941 
04/07/2019 4.250 0,002358491 
05/07/2019 4.280 0,007058824 
08/07/2019 4.270 -0,002336449 
09/07/2019 4.350 0,018735363 
10/07/2019 4.290 -0,013793103 
11/07/2019 4.270 -0,004662005 
12/07/2019 4.180 -0,021077283 
15/07/2019 4.280 0,023923445 
16/07/2019 4.240 -0,009345794 
17/07/2019 4.230 -0,002358491 
18/07/2019 4.240 0,002364066 
19/07/2019 4.270 0,007075472 
22/07/2019 4.260 -0,00234192 
23/07/2019 4.250 -0,002347418 
24/07/2019 4.190 -0,014117647 
25/07/2019 4.210 0,00477327 
26/07/2019 4.160 -0,011876485 
29/07/2019 4.200 0,009615385 
30/07/2019 4.270 0,016666667 
31/07/2019 4.300 0,007025761 
01/08/2019 4.280 -0,004651163 
02/08/2019 4.280 0 
05/08/2019 4.080 -0,046728972 





07/08/2019 4.210 0,01937046 
08/08/2019 4.260 0,011876485 
09/08/2019 4.260 0 
12/08/2019 4.260 0 
13/08/2019 4.250 -0,002347418 
14/08/2019 4.290 0,009411765 
15/08/2019 4.290 0 
16/08/2019 4.280 -0,002331002 
19/08/2019 4.340 0,014018692 
20/08/2019 4.470 0,029953917 
21/08/2019 4.410 -0,013422819 
22/08/2019 4.450 0,009070295 
23/08/2019 4.380 -0,015730337 
26/08/2019 4.330 -0,011415525 
27/08/2019 4.380 0,011547344 
28/08/2019 4.370 -0,002283105 
29/08/2019 4.380 0,00228833 
30/08/2019 4.450 0,015981735 
02/09/2019 4.410 -0,008988764 
03/09/2019 4.350 -0,013605442 
04/09/2019 4.290 -0,013793103 
05/09/2019 4.320 0,006993007 
06/09/2019 4.210 -0,025462963 
09/09/2019 4.270 0,014251781 
10/09/2019 4.270 0 
11/09/2019 4.250 -0,004683841 
12/09/2019 4.170 -0,018823529 
13/09/2019 4.160 -0,002398082 
16/09/2019 4.220 0,014423077 
17/09/2019 4.270 0,011848341 
18/09/2019 4.250 -0,004683841 
19/09/2019 4.210 -0,009411765 
20/09/2019 4.290 0,019002375 
23/09/2019 4.250 -0,009324009 
24/09/2019 4.210 -0,009411765 
25/09/2019 4.220 0,002375297 
26/09/2019 4.360 0,033175355 
27/09/2019 4.310 -0,01146789 
30/09/2019 4.310 0 
01/10/2019 4.250 -0,013921114 
02/10/2019 4.200 -0,011764706 
03/10/2019 4.200 0 





07/10/2019 4.110 -0,019093079 
08/10/2019 4.090 -0,00486618 
09/10/2019 4.120 0,007334963 
10/10/2019 4.110 -0,002427184 
11/10/2019 4.170 0,01459854 
14/10/2019 4.190 0,004796163 
15/10/2019 4.170 -0,00477327 
16/10/2019 4.170 0 
17/10/2019 4.170 0 
18/10/2019 4.190 0,004796163 
21/10/2019 4.200 0,002386635 
22/10/2019 4.230 0,007142857 
23/10/2019 4.260 0,007092199 
24/10/2019 4.350 0,021126761 
25/10/2019 4.280 -0,016091954 
28/10/2019 4.260 -0,004672897 
29/10/2019 4.330 0,016431925 
30/10/2019 4.270 -0,013856813 
31/10/2019 4.110 -0,037470726 
01/11/2019 4.080 -0,00729927 
04/11/2019 4.150 0,017156863 
05/11/2019 4.200 0,012048193 
06/11/2019 4.120 -0,019047619 
07/11/2019 4.070 -0,012135922 
08/11/2019 4.110 0,00982801 
11/11/2019 4.100 -0,00243309 
12/11/2019 4.180 0,019512195 
13/11/2019 4.150 -0,007177033 
14/11/2019 4.050 -0,024096386 
15/11/2019 4.080 0,007407407 
18/11/2019 4.000 -0,019607843 
19/11/2019 4.020 0,005 
20/11/2019 4.090 0,017412935 
21/11/2019 4.020 -0,017114914 
22/11/2019 4.050 0,007462687 
25/11/2019 3.950 -0,024691358 
26/11/2019 3.860 -0,02278481 
27/11/2019 3.880 0,005181347 
28/11/2019 3.820 -0,015463918 
29/11/2019 3.930 0,028795812 
02/12/2019 3.950 0,005089059 
03/12/2019 3.920 -0,007594937 





05/12/2019 4.060 0,01754386 
06/12/2019 4.100 0,009852217 
09/12/2019 4.070 -0,007317073 
10/12/2019 4.040 -0,007371007 
11/12/2019 4.050 0,002475248 
12/12/2019 3.950 -0,024691358 
13/12/2019 3.990 0,010126582 
16/12/2019 3.970 -0,005012531 
17/12/2019 3.980 0,002518892 
18/12/2019 3.990 0,002512563 
19/12/2019 3.900 -0,022556391 
20/12/2019 4.020 0,030769231 
23/12/2019 4.020 0 
26/12/2019 4.000 -0,004975124 
27/12/2019 3.990 -0,0025 
30/12/2019 3.970 -0,005012531 
02/01/2020 3.910 -0,01511335 
03/01/2020 3.980 0,017902813 
06/01/2020 3.960 -0,005025126 
07/01/2020 3.940 -0,005050505 
08/01/2020 3.900 -0,010152284 
09/01/2020 3.960 0,015384615 
10/01/2020 3.980 0,005050505 
13/01/2020 4.030 0,012562814 
14/01/2020 3.950 -0,019851117 
15/01/2020 3.880 -0,017721519 
16/01/2020 3.850 -0,007731959 
17/01/2020 3.810 -0,01038961 
20/01/2020 3.810 0 
21/01/2020 3.890 0,020997375 
22/01/2020 3.860 -0,007712082 
23/01/2020 3.880 0,005181347 
24/01/2020 3.920 0,010309278 
27/01/2020 3.840 -0,020408163 
28/01/2020 3.830 -0,002604167 
29/01/2020 3.900 0,018276762 
30/01/2020 3.860 -0,01025641 
31/01/2020 3.800 -0,015544041 
03/02/2020 3.740 -0,015789474 
04/02/2020 3.760 0,005347594 
05/02/2020 3.770 0,002659574 
06/02/2020 3.760 -0,00265252 





10/02/2020 3.810 0,005277045 
11/02/2020 3.790 -0,005249344 
12/02/2020 3.820 0,007915567 
13/02/2020 3.730 -0,023560209 
14/02/2020 3.640 -0,024128686 
17/02/2020 3.610 -0,008241758 
18/02/2020 3.620 0,002770083 
19/02/2020 3.620 0 
20/02/2020 3.630 0,002762431 
21/02/2020 3.690 0,016528926 
24/02/2020 3.640 -0,013550136 
25/02/2020 3.590 -0,013736264 
26/02/2020 3.510 -0,022284123 
27/02/2020 3.470 -0,011396011 
28/02/2020 3.490 0,005763689 
02/03/2020 3.440 -0,014326648 
03/03/2020 3.620 0,052325581 
04/03/2020 3.830 0,05801105 
05/03/2020 3.830 0 
06/03/2020 3.750 -0,020887728 
09/03/2020 3.500 -0,066666667 
10/03/2020 3.490 -0,002857143 
11/03/2020 3.400 -0,025787966 
12/03/2020 3.310 -0,026470588 
13/03/2020 3.390 0,024169184 
16/03/2020 3.160 -0,067846608 
17/03/2020 2.940 -0,069620253 
18/03/2020 2.810 -0,044217687 
19/03/2020 2.620 -0,067615658 
20/03/2020 2.880 0,099236641 
23/03/2020 2.680 -0,069444444 
24/03/2020 2.620 -0,02238806 
26/03/2020 2.980 0,13740458 
27/03/2020 3.090 0,036912752 
30/03/2020 3.140 0,01618123 
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