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Abstract
In this thesis we present a new method to construct modular forms using rational
functions. It relies on contour integration and Weil’s converse theorem. We give sev-
eral applications, reaching from a relation between cotangent sums and L-functions,
formulas for Eichler integrals and period polynomials and series representations for
L-functions corresponding to products of Eisenstein series.
With similar ideas, based on contour integration, we move on to equations which
were originally studied by Ramanujan and generalize his formulas to those contain-
ing L-functions at rational arguments. We work out a very general framework for
finding new equations of the Ramanujan type that can be applied to a wide range
of L-functions.
Zusammenfassung
In der vorliegenden Arbeit stellen wir eine neue Methode zur Konstruktion von
Modulformen vor, die rationale Funktionen benutzt. Der Beweis dieser Technik beruht
auf Kurvenintegration und dem Weilschen Umkehrsatz. Wir geben zahlreiche An-
wendungen, wie die Herleitung einer natürlichen Beziehung zwischen Kotangenssum-
men und L-Funktionen, Formeln für Eichler-Integrale und Periodenpolynome und
Reihendarstellungen für L-Funktionen, die zu Produkten von Eisensteinreihen korre-
spondieren.
Mit ähnlichen Ideen, ebenfalls basierend auf Kurvenintegration, arbeiten wir uns zu
gewissen Gleichungen vor, die bereits von Ramanujan studiert wurden. Diese werden
auf den Fall von L-Funktionen an rationalen Stellen verallgemeinert. Wir arbeiten
indes einen sehr allgemeinen Rahmen aus, innerhalb dessen neuartige Gleichungen des
Ramanujan Typs für eine große Klasse von L-Funktionen gefunden werden können.
Introduction
Modular forms belong to the most important objects in number theory. In short,
these are holomorphic functions on the complex upper half plane that satisfy certain
transformation laws. So at first view they are objects from complex analysis. Their
discovery dates back to the 19th century, when they were considered in the context of
elliptic functions. Gotthold Eisenstein defined the Eisenstein series
Ek(τ) :=
∑
(m,n)∈Z2\{(0,0)}
(mτ + n)−k, k ≥ 3,
named after him today as very fundamental examples of modular forms. It is a simple
observation that each Ek is the constant zero function if and only if k is an odd number.
Their enormous importance is given to modular forms in combination with numerous
other theories in mathematics and physics. They are applied in string theory, the theory
of quadratic forms (see [51]) and in widely generalized form in algebraic geometry and
representation theory (see, for example, [14], and [19]). Particularly prominent and im-
portant is the long suspected relationship between modular forms and elliptic curves, for
a very readable introduction to this topic see [22]. The proof of the Modularity theorem
was given by Andrew Wiles and Richard Taylor and represents one of the highlights of
20th century mathematics. This was used in proving Fermat’s last Theorem, which states
that for all n > 2 the equation xn + yn = zn has only trivial integer solutions. For more
information on this topic (including some background information on the history of the
proof), the reader may wish to consult [17].
The concept of L-functions is of fundamental importance in this context. At first,
these appear, like modular forms themselves, as analytical functions in a complex half
plane. They can often be continued globally (except for a few possible singularities) and
satisfy a certain functional equation. For a systematic approach, see for example [18].
When equipped with an Euler product over prime numbers, these also play a central
role in number theory because they encode important arithmetic information. Of great
importance in this context are so-called non-vanishing results of L-functions, see [41]. An
example is the Riemann zeta function, which is given for s ∈ C with Re(s) > 1 by
ζ(s) :=
∏
p
1
1− p−s ,
i
where the product is taken over all prime numbers. It can be shown that ζ(s) has a
holomorphic continuation to C \ {1} with a simple pole in s = 1. Its non-vanishing in the
region Re(s) ≥ 1 is equivalent to the prime number theorem, which states that
#{p prime number | p ≤ x} ∼ x
log(x)
, x→∞.
The Riemann hypothesis, which assumes that ζ(s) 6= 0 for all Re(s) > 1
2
, would result in
an exceptional smoothness of the prime counting function, i.e., there is some computable
constant C > 0, such that∣∣∣∣∣∣#{p prime number | p ≤ x} −
x∫
2
dt
log(t)
∣∣∣∣∣∣ ≤ Cx 12 log(x), x > 2.
For more details on this topic the reader is advised to consult [41], [52] or [57] (Ch. II,
3–4).
According to theories first described in the nineteen-twenties by Erich Hecke, there is
a very close relationship between modular forms and a whole class of L-functions (see [35],
for a more general version [58]). In classical form it describes an isomorphism between
certain classes of modular forms and L-functions. This phenomenon will play an important
role in this thesis.
In Chapter I we obtain a new perspective on the theory of modular forms. To be
more precise, we present a new construction path for Eisenstein series, which results from
the theory of rational functions. This results in useful perspectives on well-known objects
that emerge from modular forms. Two important fields of application are Eichler integrals
and L-functions.
In the literature, besides the theta functions, Eisenstein series attached to Dirichlet
characters χ and ψ,
Ek(χ, ψ; τ) :=
∑
(m,n)∈Z2\{(0,0)}
χ(m)ψ(n)(mτ + n)−k, k ≥ 3,
are typically the first examples of modular forms (see, for example, [22], and [53]). The
reason is that the transformation properties of Ek are obvious by construction at least in
the cases k ≥ 3. For theta functions, for example the Jacobi theta function
θ(τ) :=
∑
n∈Z
e2piiτn
2
,
we need extra knowledge about the Poisson summation formula and Fourier analysis to
verify modularity, see [43]. Theta functions have arithmetic applications in the theory
of quadratic forms (see for example [32] or [38], where the number of representations
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n = x21 + · · · + x2k is investigated, and [13] (Sections 3.1 and 3.2)) and elliptic functions
(see [29], Chapter VI).
We present a new elementary method to construct modular forms. This method
seems to be natural in the sense, that functional equation and Fourier series are on an
equal footing. It also does not distinguish between weights k = 1, 2 and k ≥ 3, as the one
described above does. The method builds on a class of very simple functions which we
will call weak functions. Here, a weak function ω is a 1-periodic meromorphic function
in the entire plane, which only has poles at points in Q that are all simple and tends
rapidly to 0 as the imaginary part increases. By Liouville’s theorem one quickly sees that
each weak ω is essentially just a rational function R ∈ C(X) with (only simple) poles
only in roots of unity, such that R(0) = R(∞) = 0. The function R then transforms to a
weak function by setting X := e2piiz. There are no non-trivial weak functions with poles
only in Z. This later refers to the fact that there are no non-trivial cusp forms of weight
2 ≤ k ≤ 14, k 6= 12, for the full modular group. It is possible to assign an integer level to
each weak function ω. It is given by the smallest positive integer N such that ω( z
N
) only
has poles in Z. We collect all weak functions with level N |M in the vector space WM .
The key construction theorem describes a way to write modular forms for the congruence
subgroup Γ1(N1, N2) described below, where N1, N2 ≥ 1 are integers, as a series involving
a pair of weak functions. In Theorem 1.2.16 we specify homomorphisms between the
vector spaces WN1 ⊗WN2 and the weight k modular forms Mk(Γ1(N1, N2)) where k ≥ 1
is an integer. Here we assign to each element ω ⊗ η an infinite sum defined on the upper
(and lower) half plane, which is determined by the residues of ω and η. In fact one can
show that these holomorphic functions have all the necessary transformation properties of
modular forms for congruence subgroups. We call all modular forms, that are generated
by rational functions in the above way, weak modular forms. Their spaces are classified
in Theorem 1.2.21. The key ingredient for Theorem 1.2.16 foots on a transformation
law, see Theorem 1.2.7, which is proved using contour integration. The proof then makes
use of Weil’s converse theorem 1.1.4, which provides sufficient conditions that a periodic
holomorphic function on the upper half plane is modular.
Besides providing a new way of construction for modular forms, Theorem 1.2.16 has
other applications. One of them are series representations for L-functions corresponding
to several modular forms. Remember that for a modular form f for some congruence
subgroup, say Γ0(N), with Fourier series expansion
f(τ) =
∞∑
n=0
a(n)qn,
we can associate a L-function
L(f ; s) :=
∞∑
n=1
a(n)n−s, Re(s) 1.
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The function L(f ; s) has a meromorphic continuation on the entire plane and satisfies a
functional equation, but the Dirichlet series on the right will not converge for all values
of s. With the help of weak functions, we present a different Dirichlet type series repre-
sentation for L(f ; s) if f is a product of Eisenstein series that are not associated to the
trivial character. For its proof we use a Dominated convergence theorem for Eisenstein
series, see Theorem 1.3.14. In this theorem, the formula for modular forms in terms of
rational functions is used to derive a principle of fast convergence. We are then allowed to
switch integration and summation in the Mellin transform of products of Eisenstein series
in larger half planes. This yields series representations for L-functions with improved
convergence properties, see Corollary 1.3.33. The formula there, involving products of
Eisenstein series, is a direct generalization of the single Eisenstein series case, given in
[49] on p. 270.
A wider range of applications is achievable when relaxing the conditions on weak
functions by allowing poles at arbitrary real values. We then consider the concept of
“generalized Eisenstein series“. These are given by Fourier type series that may include
non-rational exponents of e2piiτ . A modular transformation law of these objects is stated
in Theorem 1.4.8 which is a consequence of the generalized transformation law described
in Theorem 1.4.5. When considering pre-weak functions, which only have to be bounded
on vertical strips, we are able to develop a much wider framework for q-series.
An example is a method to construct functions f(τ) = g0(τ)+ τg1(τ)+ · · ·+ τngn(τ),
where the gj(τ) are q-type-series, respectively, that own modular transformation proper-
ties. An explicit example is
fk(τ) = (k − 1)
∞∑
n=1
nk−2
qn
(1− qn)2 + 2piiτ
∞∑
n=1
nk−1
qn(1 + qn)
(1− qn)3 ,
that fulfills
fk
(
−1
τ
)
= −τ kfk(τ)
for all even k > 4. This follows by the version Theorem 1.4.43 of the main transformation
law (Theorem 1.4.5) for weak functions with poles of arbitrary order. We can also apply
Theorem 1.4.43 to prove a much more general result on the transformation of so called
rational type q-series, stated in Theorem 1.4.47.
In the more specific situation of negative values of the weight k we can apply the
construction formalism to cotangent sums. E.g., for a character χ modulo N we use the
denotation
C(χ;m) :=
N−1∑
j=1
χ(j) cotm
(
pij
N
)
. (0.0.0.1)
Cotangent sums have been studied in lots of different forms and areas: In the setting of
period functions by Bettin and Conrey [8] and by Lewis and Zagier [39] referred to quan-
tum modular forms and the generalized Riemann hypothesis. Generally, it turns out that
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the arithmetic nature of such cotangent sums is strongly tied with the arithmetic nature
of corresponding L-functions. For any 1-periodic function β : R/Z → C with finite sup-
port one can assign cotangent sums
∑
x∈R/Z β(x) cot
m(pix) and a sequence of L-numbers
L˜(β; k) :=
∑
x∈R× β(x)x
−k for k ∈ N. E.g., in the case of (0.0.0.1) these are essentially
Dirichlet L-functions of the characters χ. The key idea is to express the cotangent sums
as rational combinations of the L˜-values and hence to compare their arithmetic nature,
see Theorem 1.4.24. For example, with ζ(2k) ∈ Qpi2k an easy consequence of Theorem
1.4.24 is
C(χ0,N ;m) =
N−1∑
j=1
cotm
(
jpi
N
)
∈ Q, ∀m,N ∈ N.
This is well-known and was verified by Berndt and Yeap (see [4], p. 6). Furthermore,
with our method it is possible to derive explicit formulas for the cotangent sums C(χ;m)
where χ is an arbitrary primitive character. These will be stated in Corollary 1.4.29.
Similarly, we can give (rather complicated) formulas for Dirichlet series with trigonometric
coefficients at integer arguments, see Corollary 1.4.32 and Remark 1.4.33. Finally, using
Fourier analysis and the generalized Clausen functions one can derive closed formulas for
cotangent sums presented by Berndt and Yeap [4] involving sine and cosine functions.
Here we use explicit terms (described in Theorem 1.4.25) of the rational isomorphisms
briefly described above.
The rational function at the end of the transformation law refers to a period poly-
nomial of a modular form. This implies that critical values of L-functions attached to
Eisenstein series are just residues of elementary functions. If one formally studies this rela-
tionship, it leads to a duality principle, which we call Eichler duality. Here, the (k−1)-fold
integral of the function ϑk(ω ⊗ η), which assigns to a pair of weak functions ω and η a
modular form, is related to functions ϑj(α⊗ β) where j takes on negative integers. This
principle is described in Theorem 1.4.58.
In Chapter II we are inspired by the tools that have already been developed in Chapter
I. The Eichler duality mentioned above can be used, for example, to immediately derive
classical series representations for L-functions. A prominent example involves Apery’s
constant:
ζ(3) =
7pi3
180
− 2
∞∑
n=1
1
n3(e2pin − 1) .
We mainly use strong properties of several gamma factors and functional equations of
L-functions to generalize these kinds of identities to products of L-functions at rational
arguments. Although the techniques are mostly elementary, the given framework is useful
and might comprise deeper information about values of L-functions.
First we continue the study of L-functions at rational points which was done in the
case of Dirichlet L-functions in [25]. In that paper the author generalized some classical
identities for Dirichlet L-functions by Ramanujan. An example is given by the following
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formula involving values of the Riemann zeta function at integers
α−N
(
1
2
ζ(2N + 1) +
∞∑
k=1
1
k2N+1(e2αk − 1)
)
= (−β)−N
(
1
2
ζ(2N + 1) +
∞∑
k=1
1
k2N+1(e2βk − 1)
)
(0.0.0.2)
− 22N
N+1∑
k=0
(−1)k B2k
(2k)!
B2N+2−2k
(2N + 2− 2k)!α
N+1−kβk,
where N > 0 is an integer and α, β are positive real numbers such that αβ = pi2. A
proof for this relation is also given in [6]. In fact, one notes that the terms 1
2
ζ(2N + 1) on
both sides and the finite sum over the Bernoulli numbers come from the residues of the
completion Λ(s) := (2pi)−sΓ(s)ζ(s)ζ(s+ 2N + 1) at the points s = 0 and s = −2N (note
that ζ(0) = −1
2
), and s = −2N −1,−2N + 1, ...,−1, 1, respectively. The infinite sums are
of Lambert type but can be rearranged to power series in z = e−2α (and z = e−2β) with
coefficients identical to those of the Dirichlet series ζ(s)ζ(s+ 2N + 1).
The formula (0.0.0.2) is associated to the number field K = Q. However, the following
new formula corresponds to the case where K = Q(
√
D) is a real quadratic number field.
Let N ∈ N, dK be the discriminant and χK the character associated to K. Let
c(n) := 2
∑
d|n
χK(d)σ−2N−1(d)σ−2N−1
(n
d
)
be the coefficients of the Dirichlet series 2ζK(s)ζK(s+2N+1), where ζK(s) is the Dedekind
zeta function associated to K. Then we have for all α, β > 0 with αβ = 4pi2d−1K :
α−2N
(
−ζ ′K(0)ζK(2N + 1) +
∞∑
n=1
c(n)K0(2α
√
n)
)
= β−2N
(
−ζ ′K(0)ζK(2N + 1) +
∞∑
n=1
c(n)K0(2β
√
n)
)
+
2N−2∑
`=0
` even
α2N−2`−2
(
ζ ′K(`− 2N + 1)ζK(`+ 2) + ζK(`− 2N + 1)ζ ′K(`+ 2)
(2N − `− 1)!2
−2ζK(`− 2N + 1)ζK(`+ 2) log(α)
(2N − `− 1)!2 + 2
H2N−`−1 − γ
(2N − `− 1)!2 ζK(`− 2N + 1)ζK(`+ 2)
)
+RKζK(2N + 2)(α
−2N−2 − β−2N−2),
(0.0.0.3)
where K0 is the Bessel function, Hn :=
∑n
j=1
1
j
is the n-th harmonic number, γ =
0, 57721... is the Euler-Mascheroni constant and RK is given by
RK =
2 log(ε)hK√|dK | ,
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where hK is the class number and ε is the fundamental unit. This new result is analogous
to (0.0.0.2) in the following sense: Firstly, the infinite sums now involve functions of higher
degree. Secondly, the terms −ζ(0)ζ(2N+1) in (0.0.0.2) are replaced by−ζ ′K(0)ζK(2N+1).
And lastly, the finite sum now also involves values of ζ ′K at integer arguments and a
logarithmic term since the degree of K is not n = 1 but n = 2 and the completion
D̂(s) =
(
4pi2
dK
)−s
Γ(s)2ζK(s)ζK(s+ 2N + 1)
has also poles of order 2 in the critical strip. Note that there is a connection to Maass
Eisenstein series. Indeed, the coefficients a(n) := χD(n)σ0(n) generate the Dirichlet series
ζQ(
√
D)(s)
2 and
uD(z) := y
1
2
∞∑
n=1
a(n)K0
(
2piny
|D|
)
sin
(
2pinx
|D|
)
, z = x+ iy, y > 0,
is a corresponding Maass Eisenstein series on ΓD := Γ0(D) ∪ SΓ0(D) with eigenvalue
1
4
with respect to the hyperbolic Laplacian operator. Here S := ( 0 −11 0 ) is the inversion
and
Γ0(N) :=
{(
a b
c d
)
∈ SL2(Z)
∣∣∣ (a b
c d
)
≡
(∗ ∗
0 ∗
)
(mod N)
}
the usual congruence subgroup with level N . In this thesis we consider the situation that
K0(∗ny) sin(∗nx) is replaced byK0(∗
√−niτ), which is (when looking at the corresponding
gamma factor) a function of degree 2. Note that in [47] Lewis and Zagier study the
exchange by e−∗inτ , which is a function of degree 1. To arrive at this point, we consider
generalized Dirichlet series
∑∞
n=1 a(n)n
− s
b , collected in the vector space D((γ, γ∗), σ, k),
with absolute abscissa σ and properties described in Definition 2.2.7 in detail, such as
a functional equation under s 7→ k − s. They are completed by gamma factors of the
form
γ(s) = abs
n∏
j=1
Γ(aj + s)
cjΓ(bj − s)dj
specified in Definition 2.2.3 with exponential decay in vertical strips. This is a very general
situation and many important Dirichlet series do fit into this family. In Theorem 2.2.10
we describe the key method for “glueing“ several Dirichlet series with transformation
properties to a new Dirichlet series with transformation properties. From this starting
point, we are able to give generalized Ramanujan identities. As examples we consider
the case of Hecke L-functions and L-functions corresponding to modular forms of half
integral weight. In Theorem 2.2.14 a quite general and explicit version for Dedekind zeta
functions of quadratic fields is presented. At the end we will state some open questions
regarding the generalized period polynomials.
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Notation
In the following, we present a detailed list of notation used in this thesis. The reader
is advised to look up the notation only when needed.
As usual we denote N, Z, Q, R and C as the sets of natural numbers, integer numbers,
rational numbers, real numbers and complex numbers, respectively. Also we write N0 =
N∪{0}. We set Re(s) and Im(s) as the real and imaginary part of s. We denote H as the
upper half plane, i.e. τ ∈ H if and only if Im(τ) > 0. We abbreviate Fd := Z/dZ for any
number d ∈ N. For positive integers N we sometimes write FN−1 := Z[N−1]/Z. Several
complex variables with different meanings will appear. We put e(z) := e2piiz. However, in
the case of variable τ we use the common notation q := e2piiτ .
We use #S to indicate the cardinality of a finite set S. Let S be a set (or class) and
o := (o1, ..., on) ∈ S × · · · × S be a tuple. We will then use the notation oinv = (on, ..., o1)
several times. Sometimes we will use the notation expµ(x) := µx.
Throughout, if not defined otherwise, k, `, N , M , N1 and N2 are (positive) integers.
We briefly define k = (k1, ..., k`) ∈ N` to be a vector of positive integers. We write
|k| = k1 + · · ·+k`. For real valued vectors u = (u1, ..., u`) ∈ R` we briefly write max(u) :=
max{u1, ..., u`}. We use the notation∞ in the context of the usual point at infinity on the
Riemann sphere and i∞ in the context of the cusp at infinity on a modular curve.
We use the notation sgn(f) = ±1 to indicate that f is an even or odd function,
respectively.
Several times we shall use differential operators. To avoid any confusing situation
with possible inner functions we stress at this point that we always mean
∂
∂x
f(g(x)) = g′(x)f ′(g(x))
and f (1)(g(x)) = f ′(g(x)) (the same for n-th derivatives). We write ∂τ := 12pii
∂
∂τ
and
∂z :=
1
2pii
∂
∂z
. If the variable is clear we only write ∂.
Throughout we will denote S(f) ⊂ U as the set of poles of a given meromorphic
function f : U → C.
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For each set L (for example the real or the complex numbers) we define LC0 as the
space of all functions f : L → C, that are zero everywhere except finitely many x ∈ L.
The subspace LC00 ⊂ LC0 is given by all f satisfying
∑
x∈L f(x) = 0. In the case 0 ∈ L we
write LC0,0 for the subspace of functions with f(0) = 0.
In the context of weak and pre-weak functions there will be lots of notation for slightly
different objects, so we are willing to provide an overview:
• For any positive integer N , WN denotes the space of weak functions with level N .
• The spaces Wweak and Wpre collect all weak and pre-weak functions of degree 1,
respectively.
• The spaces Wweak,a and Wpre,a collect all weak and pre-weak functions of degree a,
respectively. In the case a =∞, these spaces collect functions of arbitrary (but finite)
degree.
• By V ± we always mean the subspaces of a space V of complex functions consisting
of all even and odd functions, respectively.
• ByW±i∞ we denote the subspace of functions f ∈ W with the property f(±i∞) = 0.
• By W 0 we denote all functions f ∈ W that have a removable singularity in z = 0.
• The set W [T ] contains all (pre)-weak functions only having poles in T ⊂ R/Z. We
write TN := {0, 1N , ..., N−1N }.
We will identify functions f ∈ FC0N with N -periodic functions f : Z→ C. For integers
M we will set f [M ](x) := f(Mx) when f : Z → C. Note that we will use the same
notation in the context of Atkin-Lehner operators for weak functions.
We write CN for the (multiplicative) group of Dirichlet characters modulo N . We
denote the principal character modulo N by χ0,N . In particular, the trivial character
is given by χ0,1. For any Dirichlet character χ, we define its L-function by L(χ; s) :=∑∞
n=1 χ(n)n
−s (where the series only converges for Re(s) > 0 if χ is non-principal and
for Re(s) > 1 else). Throughout ζ(s) and Γ(s) denote the Riemann zeta function and
the Euler Gamma function, respectively. As usual for an integer n we write G(χ;n)
for the Gauß sum
∑m
j=1 χ(j)e
2piijn
m , where χ is a character modulo m. We abbreviate
G(χ) = G(χ; 1). We use the short notation ζM := e 2piiM .
By GL2 and SL2 we mean the general and the special linear group. We write Γ ⊂
SL2(Z) for an arbitrary congruence subgroup. The space of modular (cusp) forms of
weight k for Γ is denoted by Mk(Γ) and Sk(Γ), respectively. We will investigate modular
x
forms for some special congruence subgroups. These are
Γ(N) :=
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣(a bc d
)
≡
(
1 0
0 1
)
(mod N)
}
,
Γ0(N) :=
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣(a bc d
)
≡
(∗ ∗
0 ∗
)
(mod N)
}
,
Γ1(N) :=
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣(a bc d
)
≡
(
1 ∗
0 1
)
(mod N)
}
,
and for integers N1, N2 ≥ 1
Γ0(N1, N2) :=
{(
a b
c d
)
∈ SL2(Z)
∣∣∣b ≡ 0 (mod N1), c ≡ 0 (mod N2)} ,
Γ1(N1, N2) :=
{(
a b
c d
)
∈ Γ0(N1, N2)
∣∣∣a ≡ d ≡ 1 (mod N1N2)} .
We will use the common notation S := ( 0 −11 0 ) and T := ( 1 10 1 ). In addition, we denote
the Fricke involution by w(N) := ( 0 −1N 0 ) for integers N ≥ 1. As usual we define the
Petersson slash operator for integers k by
f |k
(
a b
c d
)
(τ) := (ad− bc) k2 (cτ + d)−kf
(
aτ + b
cτ + d
)
.
We use K to denote a number field with ring of integers OK and we write a, b, f for
(fractional) ideals of K. Also we use the common notation p for prime ideals.
We will use the symbol 1 to denote the vector (1, 1, ..., 1) ∈ Rn, where n shall be
clear from the context. Also, for arbitrary a ∈ Rn, we write sa = 〈a,1〉 =
∑n
ν=1 aν for
the sum of all entries in a.
xi
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Chapter 1
Rational functions, modular forms and
series representations for L-functions
Note. The main results of this chapter have been accepted for publication, see [27],
or submitted, see [24] and [28].
1.1 Preliminaries
1.1.1 Periodic functions and discrete Fourier analysis
In this short section we want to recall the most important notations and facts about
discrete Fourier analysis. Especially when going over to Fourier series it will be useful to
identify functions in FC0N−1 with those in F
C0
N via the obvious choice of mapping
κN : FC01
N
∼−→ FC0N
(κNf)(x) := f
( x
N
)
.
For d|N we also use the trivial injection
ιdN : F
C0
d −→ FC0N
(ιdNf)(x) :=
{
f(xd
N
), if x ≡ 0 (mod N
d
),
0, else,
(1.1.1.1)
for purposes of notation. E.g., depending on the situation it will be more appropriate
to describe a Dirichlet character χ modulo N as a function κ−1N χ : FN−1 → C. A very
important point here is how we understand the embedding of characters with modulus
3
d|N in FC0N in this context. A legitime way would be to consider those as N -periodic
function and just use κ−1N . But we use a different interpretation. Write CN for the set of
all characters modulo d, where d divides N . We give CN the structure of a vector space
by
CN ∼=
⊕
d|N
κ−1N
(
ιdNCd
)
.
For example, the space C5 is generated by the functions f0(0) = 1, f0(15) = · · · = f0(45) = 0
and fj(k5 ) = χj(k) for j = 1, ..., 4, where the χj are the characters modulo 5. It is clear,
that CN just contains all functions on FC0N , i.e., we have an isomorphism
CN ∼= FC0N .
Definition 1.1.1. Let N be a positive integer. Consider the space of functions β : FN → C
(whose may be identified with functions FN−1 → C). Then we define the Fourier transform
of β by
FN(β)(n) :=
∑
j∈FN
β(j)e−
2piinj
N .
Note that we will use exactly the same notation for corresponding functions β˜ :
FN−1 → C, i.e., we put
FN(β˜)(y) :=
∑
x∈FN−1
β˜(x)e−2piiNxy,
which is again in FC0N−1 . We obtain the following.
Proposition 1.1.2. We have the following statements.
(i) The function FN is an automorphism on FC0N with inverse function
F−1N (β)(n) :=
1
N
∑
j∈FN
β(j)e
2piinj
N .
(ii) Both the functions FN and F−1N induce an isomorphism FC0,0N → (FN)C00 .
(iii) The function FN preserves odd and even functional relations, i.e., if β(−n) = ±β(n)
then we have FN(β)(−n) = ±FN(β)(n).
Proof. For (i) we note
F−1N (FN(β))(n) =
1
N
∑
j∈FN
(∑
k∈FN
β(k)e−
2piijk
N
)
e
2piinj
N =
1
N
∑
k∈FN
Nδk,nβ(k) = β(n).
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The calculation FN(F−1N (β))(n) = β(n) works the same. To prove (ii), let β be a function
in FC0,0N , i.e., β(0) = 0. Then we have∑
n∈FN
FN(β)(n) =
∑
n∈FN
∑
j∈FN
β(j)e−
2piinj
N = Nβ(0) = 0.
This shows FN(β) ∈ (FN)C00 . On the other side, if β˜ ∈ (FN)C00 we have
FN(β˜)(0) =
∑
j∈FN
β˜(j) = 0.
Since both spaces FC0,0N and (FN)
C0
0 have co-dimension 1 in F
C0
N , (ii) follows with (i). To
see (iii), let β fulfill β(−n) = ±β(n) for all n ∈ FN . Then we obtain for all x ∈ FN :
FN(β)(−x) =
∑
j∈FN
β(j)e
2piixj
N =
∑
j∈FN
β(−j)e− 2piixjN = ±FN(β)(x),
which concludes the proof of the proposition.
Since CN is isomorphic to FC0N , we can apply the Fourier transform FN on its elements
too. In the next proposition, we introduce some useful calculation tools.
Proposition 1.1.3. Let d be a divisor of N and ψ ∈ Cd a character. We then have
FN
(
ιdNψ
)
= Fd (ψ)
as functions on Fd.
Proof. We have for arbitrary n ∈ FN
FN
(
ιdNψ
)
(n) =
∑
j∈FN
(ιdNψ)(j)e
− 2piinj
N =
∑
j∈FN
j∈ker(FN→FNd−1)
ψ
(
jd
N
)
e−
2piinj
N
and since each element in ker (FN → FNd−1), independent of the class representative, is a
multiple of Nd−1, this equals ∑
k∈Fd
ψ(k)e−
2piink
d = Fd (ψ) (n).
Finally, the function n 7→ FN
(
ιdNψ
)
(n) is well defined as a function on Fd, since the right
side does not change under n+ dm for any m ∈ Z.
Note that this is unusual in the sense that normally there is no canonically restriction
map from FC0N to F
C0
d if d < N .
5
1.1.2 Elliptic modular forms
General definition
Recall the fact that the group GL+2 (R) of real matrices with positive determinant acts
on the upper half plane via Möbius transformation. A congruence subgroup Γ ⊂ SL2(Z) is
a subgroup such that Γ(N) ⊂ Γ for some integer N . The minimal N with this property is
called the level of Γ. Note that every congruence subgroup contains a translation element
( 1 h1 0 ) for some minimal h > 0. An elliptic modular form f of weight k for a congruent
subgroup Γ is a holomorphic function on the complex upper half plane, that is invariant
under the Petersson operator for all M ∈ Γ and holomorphic at the cusps Q ∪ {i∞}.
In other words, we have f |kM = f for all matrices M ∈ Γ and for all U ∈ SL2(Z) the
function f |kU has a Fourier series expansion
f |kU(τ) =
∞∑
n=0
aU(n)q
n
h , τ ∈ H.
In the case aU(0) = 0 for all U we say that f is a cusp form. We collect all modular
forms of weight k for Γ in the space Mk(Γ) and all cusp forms in the subspace Sk(Γ). In a
more general context, whenever χ : Γ→ C× is an abelian character and a modular form
f fulfills
f |kM = χ(M)f,
we write f ∈ Mk(Γ, χ). It is a well-known fact that the coefficients a(n) := aI(n) have
the property a(n) = O(nk) (and a(n) = O(nk−1) if k > 2). Hence, it is possible to attach
f an L-function
L(f ; s) :=
∞∑
n=1
a(n)n−s.
Let f ∈ Mk(Γ0(N)). If f vanishes in the cusps τ = 0 and τ = i∞, it is well known that
we can associate a L-function L(f, s) to f by the Mellin transformation formula
Λ(f, s) :=
(
2pi√
N
)−s
Γ(s)L(f, s) =
∞∫
0
f
(
ix√
N
)
xs−1dx, (1.1.2.1)
where the integral converges for all s ∈ C and hence represents an entire function. Since
f fulfills modular transformation properties of weight k, one can show that its L-function
is related to another Dirichlet series by a functional equation under s 7→ k − s. One
can show that there are no non-constant modular forms for k = 0, no non-zero modular
forms for k < 0, and that the spaces Mk(Γ, χ) are finite-dimensional. A fruitful tool for
computing the exact value of the dimensions if k > 1 is the Riemann-Roch formula. Here,
the connection between modular forms and differential forms on Riemann surfaces gives
the key insights. For more explicit details see for example [22]. Many generalizations of
the classical modular forms have been found, such as Siegel modular forms (see also [1]
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and [31]) for matrix valued arguments that transform under congruence subgroups of the
symplectic group Spn, and Hilbert modular forms (for a great introduction, the reader
may wish to consult [30]) that transform under congruence subgroups of SL2(O), where
O is the ring of integers of a number field K.
Eisenstein series
We briefly sketch the theory of Eisenstein series associated to a pair of Dirichlet char-
acters. For Dirichlet characters χ and ψ modulo positive integers M and N , respectively,
and some integer k ≥ 3, one defines, as already mentioned, the corresponding Eisenstein
series for τ ∈ H via
Ek(χ, ψ; τ) =
∑
(m,n)∈Z2\{(0,0)}
χ(m)ψ(n)(mτ + n)−k. (1.1.2.2)
This series converges absolutely and uniformly on compact subsets of the upper half plane
and defines a holomorphic function in that region. One can show that (1.1.2.2) gives a
non-zero function if and only if χ(−1)ψ(−1) = (−1)k and that the Ek are modular forms
of weight k for the congruence subgroups Γ0(M,N) with Nebentypus character χψ of
Γ0(M,N). Proofs and a systematic approach to Eisenstein series can be found in [22] and
[49].
However, in the case k = 1, 2 the above series will no longer give the desired conver-
gence properties. But there might be also non-trivial modular forms of weight k = 1 and
k = 2. We can remedy this using the non-holomorphic generalization
Ek(χ, ψ; τ, s) :=
∑
(m,n)∈Z2\{(0,0)}
χ(m)ψ(n)(mτ + n)−k|mτ + n|−2s (1.1.2.3)
if Re(s)  1, and analytic continuation in s. As a result, the functions Ek keep their
modularity properties when considering the weights k = 1, 2. In this situation it is
reasonable to define Ek via their Fourier expansion. For a detailed presentation of this
Hecke trick see [49] on p. 274 ff.
Every Eisenstein series admits a Fourier series. The coefficients of Ek(χ, ψ; τ) are
well-known and given by
2L(ψ, k)χ(0) +
2(−2pii)kψ(−1)
Nk(k − 1)!
∞∑
m=1
∑
d|m
dk−1(FNψ)(d)χ
(m
d
) qmN . (1.1.2.4)
Note that in the case that ψ is primitive one has (FNψ)(a) = ψ(a)(FNψ)(1) and obtains
the simpler expression
∑
d|n d
k−1ψ(d)χ
(
n
d
)
for the coefficients up to a constant.
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1.1.3 Twists and Weil’s converse theorem
Weil’s converse theorem is a technique to determine modularity of a given Fourier
series using twists.
Theorem 1.1.4 (Weil). Let k and N be two positive integers and χ let be a Dirichlet
chraracter modulo N such that χ(−1) = (−1)k. Additionally, let a(n) and b(n) be two
complex sequences such that a(n), b(n) = O(nL) for n ≥ 0 and some L > 0. If we now
put
f(τ) :=
∞∑
n=0
a(n)qn and g(τ) :=
∞∑
n=0
b(n)qn,
we have f ∈Mk(Γ0(N), χ) and g ∈Mk(Γ0(N), χ), if the following is satisfied:
(i) We have g(τ) = (
√
Nτ)−kf(− 1
Nτ
).
(ii) For any primitive Dirichlet character ψ whose conductor is prime to N we have
χ(mψ)ψ(−N)G(ψ)G
(
ψ
)−1
gψ(τ) =
(√
Nm2ψτ
)−k
fψ
(
− 1
Nm2ψτ
)
.
Here G(ψ) is the Gauß sum of the character ψ and fψ is a twist of f given by
fψ(τ) =
∑∞
n=0 χ(n)a(n)q
n. Proofs for Theorem 1.1.4 can be found in [49], p. 128 and also
[14], p. 61.
Remark 1.1.5. Let N and k be positive integers. Let ΛN(f ; s) :=
(
2pi√
N
)−s
Γ(s)L(f ; s),
where L(f ; s) :=
∑∞
n=1 a(n)n
−s denotes the L-series corresponding to f . Note that the
conditions (i) and (ii) in Theorem 1.1.4 are equivalent to the following assertions (i)’ and
(ii)’.
(i)’ Both ΛN(f ; s) and ΛN(g; s) can be analytically continued to the whole complex plane
and satisfy the functional equation
ΛN(f ; s) = i
kΛN(g; k − s),
and
ΛN(f ; s) +
a(0)
s
+
ikb(0)
k − s
is entire and bounded on any vertical strip −∞ < σ0 < Re(s) < σ1 <∞.
(ii)’ The function
ΛN(f, ψ; s) =
(
2pi√
N
)−s
Γ(s)L(f, ψ; s),
where L(f, ψ; s) =
∑∞
n=1 ψ(n)a(n)n
−s, has a holomorphic continuation to the whole
complex plane, is bounded on any vertical strip, and satisfies the functional equation
ΛN(f, ψ; s) = i
kχ(mψ)ψ(−N)G(ψ)G
(
ψ
)−1
ΛN(g, ψ; k − s).
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We will use the conditions stated in terms of Fourier series since our method does not
require any use of L-functions.
1.1.4 Eichler integrals
To any modular form of weight k ≥ 2 that vanishes in the cusps in τ = 0 and τ = i∞,
we can associate an Eichler integral. It has the form
E(f ; τ) := (−2pii)
k−1
(k − 2)!
i∞∫
τ
f(z)(z − τ)k−2dz.
This integral represents a holomorphic and periodic function on the upper half plane and
is tied to the so-called period polynomial p(f ; τ) of f via the functional equation
E
(
f ;−1
τ
)
− τ 2−kE(f ; τ) =: p(f ; τ).
Explicitly, we have a correspondence to the critical values of the L-function associated to
f via
p(f ; τ) =
k−2∑
n=0
(
k − 2
n
)
i1−nΛ(f ;n+ 1)τ k−2−n.
These period polynomials are highly important objects in number theory. For exam-
ple, they appear in the context of a conjecture by Delinge-Beilinson-Scholl which asserts
about the nature of values of derivatives of L-functions of Hecke cusp forms f , see also [21].
Moreover, an immediate implication of the Eichler-Shimura isomorphism, see [45], applied
to the period polynomial is Manin’s Periods Theorem [48]. It provides important infor-
mation about the arithmetic nature of critical L-values. For a detailed investigation of the
values of Eichler integrals at algebraic points, particularly in the context of Ramanujan
identities for L-values at integer arguments, see [33]. Finally, a fairly good introduction
to the so-called Riemann hypothesis for period polynomials attached to derivatives of
L-functions is given in [21].
There are also cohomological approaches to Eichler integrals and period polynomials.
More precisely, if f ∈ Sk(Γ) is a cusp form for some congruence subgroup Γ we assign f
a map σf that sends γ ∈ SL2(Z) to
γ−1z0∫
z0
f(z)(z − τ)k−2dz.
Here z0 ∈ H∪Q∪{i∞} is some arbitrary value. We call σf a 1-cocycle and its cohomology
class is independent of the choice of z0. In particular, for z0 = 0 and γ = S = ( 0 −11 0 ) we
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obtain
σf (S)(τ) =
i∞∫
0
f(z)(z − τ)k−2dz. (1.1.4.1)
Note that this integral converges since f is a cusp form. The polynomial σf (S) is called
the period polynomial of f . It is tied with values of the corresponding L-function Lf at
critical values by the formula
σf (S)(τ) =
k−2∑
n=0
(
k − 2
n
)
i1−nΛf (n+ 1)τ k−2−n. (1.1.4.2)
This relation is just the beginning of a story involving far-reaching consequences for the
geometry and arithmetic of f . One example is Manin’s Periods Theorem [48] providing
important information about the arithmetic nature of critical L-values. On the other
hand, note that
σf (S)(τ) = F (τ)− (−τ)k−2F
(
−1
τ
)
,
where
F (τ) =
i∞∫
τ
f(z)(z − τ)k−2dz.
Note that F is essentially the (k − 1)-fold integral of f .
Definition 1.1.6. Let m ≥ 0 be an integer. Then we define the m-fold integral map ∫
m
by ∫
m
: C+0 [[q
1
M ]] −→ C+0 [[q
1
M ]]
f(τ) =
∞∑
n=1
af (n)q
n
M 7−→Mm
∞∑
n=1
af (n)n
−mq
n
M .
Note that this is the inverse function of ∂mτ defined on C+0 [[q]]. This means if f(τ) =∑∞
n=1 a(n)q
n, then we have
F (τ) =
(k − 2)!
(−2pii)k−1N
k−1
∞∑
n=1
a(n)n1−kq
n
N =
(k − 2)!
(−2pii)k−1
∫
k−1
f(τ).
However, for our purposes assuming f being a cusp form is too restrictive. We would
prefer to investigate modular forms f for congruence subgroups vanishing in the cusps 0
and i∞. In this more general case the integral (1.1.4.1) still exists for trivial reasons (for
any calculations, we simply choose the straight line γ(t) = it from 0 to i∞ as the path
of integration) and we also still obtain the identity (1.1.4.2). The next proposition gives
the desired results in detail.
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Proposition 1.1.7. Let f : H→ C be a holomorphic function with the following proper-
ties:
(i) f is periodic and has a Fourier expansion of the form f(τ) =
∑∞
n=1 af (n)q
n
λ for some
λ > 0.
(ii) There exists an integer k ≥ 2 and a dual function f ∗ with a Fourier expansion f ∗(τ) =∑∞
n=1 af∗(n)q
n
λ∗ with λ∗ > 0 such that
f
(
−1
τ
)
= τ kf ∗(τ).
(iii) The coefficients af (n) and af∗(n) are polynomially bounded, such that the correspond-
ing L-functions Lf (s) =
∑∞
n=1 af (n)n
−s and Lf∗(s) converge on some right half plane.
Then the functions Lf and Lf∗ have meromorphic continuations to the entire plane. Put
F (τ) =
(k − 2)!
(−2pii)k−1λ
k−1
∞∑
n=1
af (n)
nk−1
q
n
λ ,
and
F ∗(τ) =
(k − 2)!
(−2pii)k−1 (λ
∗)k−1
∞∑
n=1
af∗(n)
nk−1
q
n
λ∗ .
We obtain
F (τ)− (−τ)k−2F ∗
(
−1
τ
)
= Pf,f∗(τ) = (−1)k
k−2∑
`=0
(
k − 2
`
)
i1−`Λf (`+ 1)τ k−2−`,
where
Λf (s) =
(
2pi
λ
)−s
Γ(s)Lf (s).
Proof. Let τ ∈ H. Consider the integral
I =
i∞∫
0
f(z)(z − τ)k−2dz
which converges absolutely since f(iy) = O(min(e−ε1y, e−
ε2
y )) as y → 0 and y → ∞
for some constants ε1, ε2 > 0 due to assumption (ii). On one hand a calculation using∫ i∞
0
f(iy)ys−1dy =
(
2pi
λ
)−s
Γ(s)Lf (s) = Λf (s) demonstrates
I =
k−2∑
`=0
(
k − 2
`
)
(−1)k−2−`i`+1τ k−2−`
∞∫
0
f(iy)y`dy = Pf,f∗(τ).
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On the other hand we find
I =
τ∫
0
f(z)(z − τ)k−2dz +
i∞∫
τ
f(z)(z − τ)k−2dz
=
− 1
τ∫
i∞
f
(
−1
z
)(
−1
z
− τ
)k−2
d
(
−1
z
)
+
i∞∫
τ
f(z)(z − τ)k−2dz
=
− 1
τ∫
i∞
f ∗(z)(−1− zτ)k−2dz +
i∞∫
τ
f(z)(z − τ)k−2dz
= −(−τ)k−2
i∞∫
− 1
τ
f ∗(z)
(
z +
1
τ
)k−2
dz +
i∞∫
τ
f(z)(z − τ)k−2dz
= F (τ)− (−τ)k−2F ∗
(
−1
τ
)
,
where in the last step we used
i∞∫
τ
f(z)(z − τ)k−2dz =
∞∑
n=1
af (n)q
n
λ
i∞∫
0
e
2piinz
λ zk−2dz
=
(k − 2)!
(−2pii)k−1
∞∑
n=1
af (n)
(n
λ
)1−k
q
n
λ
and the analogous result with f replaced by f ∗.
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1.2 Construction of modular forms
1.2.1 Properties of weak functions
Let ω be a 1-periodic meromorphic function on C such that all poles of ω lie in Q. We
also want ω to be of rapid decay as the imaginary part of its arguments goes to ±∞. If
we additionally assume that all poles are simple it is an easy consequence from Liouville’s
theorem that such an ω is given by
ω(z) =
∑
x∈Q/Z
βω(x)hx(z),
where hx(z) := e(z)(e(x)−e(z) with some βω ∈ (Q/Z)C00 , see also notation. As already men-
tioned, we call such an ω a weak function. The level of ω is defined as the smallest
positive integer N such that ω( z
N
) only has poles at integers. It is obvious that the set of
all weak functions with level d such that d|N form a finite dimensional vector space over
the complex numbers which we will denote by WN . The global vector space of all weak
functions will be denoted by W∞ :=
⋃∞
N=1 WN .
Remark 1.2.1. We have W1 = 0 since all weak functions with level 1 are multiples of
cot(piz), which does not satisfy the growth condition. This elementary fact also has an
interpretation using modular forms, see Remark 1.2.17.
For a non-principal Dirichlet character χ modulo N we write
ωχ(z) :=
∑
j∈FN
χ(j)h j
N
(z).
In this section we use the complex analytic properties of weak functions and contour
integration to construct modular forms. For further applications, such as the classifica-
tion of all modular forms stemming from weak function, it is useful to know the precise
structure of WN . Let CL be the group of all Dirichlet characters modulo L. We define
the principal part of WN by
PN :=
ω ∈ WN
∣∣∣∣∣∣ ω =
∑
d|N
cd
∑
j∈Fd
χ0,d(j)h j
d
 .
Proposition 1.2.2. We have a decomposition
WN = PN ⊕
⊕
d|N
⊕
χ∈Cd\{χ0,d}
Cωχ.
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Proof. It is clear that WN is isomorphic to {v ∈ CN |
∑N
j=1 vj = 0} ∼= CN−1 by ω 7→(
βω(0), βω
(
1
N
)
, ..., βω
(
N−1
N
))
. We can now formally write with Euler’s totient function
CN−1 = Cσ0(N)−1 ⊕
⊕
d|N
Cϕ(d)−1,
since
N − 1 =
∑
d|N
ϕ(d)− 1 =
∑
d|N
(ϕ(d)− 1) +
∑
d|N
1− 1 =
∑
d|N
(ϕ(d)− 1) + σ0(N)− 1.
Recall that characters are linearly independent. Each summand Cϕ(d)−1 corresponds to a
subspace of WN given by the span of the ωχ, where the χ are the non-principal characters
modulo d. Therefore the quotient Cσ0(N)−1 is generated by the principal characters and
since we have the vanishing condition of WN this is given by PN , as required.
We use the same definition in the context of residue functions, i.e. we basically split
them into non-principal characters and principal part elements. Let φ be a non-principal
character or an element of the principal part φ =
∑
d|Nφ cdι
d
Nφ
χ0,d modulo Nφ. We then
define the corresponding character by
φ∗(n) =
{
φ(n), if φ is non-principal,
χ0,Nφ(n), if φ is in the principal part.
Note that we have φ(Mn) = φ∗(M)φ(n) for any M coprime to Nφ.
Definition 1.2.3. Let N be a positive integer. For any positive integer M which is
coprime to N , we define the Atkin-Lehner operator [M ] : WN → WN by
(ω)[M ] :=
∑
j∈FN
(κNβω)(Mj)h j
N
.
Remark 1.2.4. Each ωφ is an eigenvector of [M ] with eigenvalue φ∗(M).
Before we assign each element ω ⊗ η ∈ WN ⊗WM a holomorphic function, we look
carefully at even and odd subspaces, since there will be lots of trivial assignments by
symmetry. On W∞ we define an involution .̂ : W∞ → W∞ given by ω̂(z) := ω(−z). One
easily checks that this map is well-defined and level preserving. In particular, it restricts
to maps .̂ : WN → WN . We define W±T ⊂ WT for T ∈ N ∪ {∞} as the spaces of even
and odd weak functions, respectively. This induces a canonical decomposition mapWT →
W+T ⊕W−T given by ω 7→ ω+ω̂2 + ω−ω̂2 . Hence we obtain multiplicative decompositions
WT1 ⊗WT2 −→ (W+T1 ⊕W−T2)⊗ (W+T1 ⊕W−T2),
and we define
(WT1 ⊗WT2)+ := W+T1 ⊗W+T2 ⊕W−T1 ⊗W−T2
and
(WT1 ⊗WT2)− := W+T1 ⊗W−T2 ⊕W−T1 ⊗W+T2 .
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Remark 1.2.5. Let N ∈ N be arbitrary. Together with the functional equation
h j
N
(−z) = −1− h− j
N
(z)
one easily sees that
ω ∈ W±N =

∑
x∈F 1
N
βω(x)hx(z)
∣∣∣∣∣∣∣ βω(−x) = ∓βω(x)
 .
Definition 1.2.6. Fix an integer k. Every pair ω⊗η in WM⊗WN induces a holomorphic
function on the union of the upper and lower half plane H := H+ ∪H− by
ϑk : WM ⊗WN −→ O(H)
ϑk(ω ⊗ η; τ) := −2pii
∑
x∈Q×
resz=x(z
k−1η(z)ω(zτ)).
It can be checked that this series converges absolutely and uniformly on compact
subsets of H. So ϑk(ω ⊗ η; τ) is indeed holomorphic in this region. By simple symmetry
arguments one sees (WM ⊗WN)∓ ⊆ ker(ϑk) if (−1)k = ±1.
The next theorem is one of the central statements of this thesis. It states that there
is in some sense a “modular duality“ induced by the isomorphism
WM ⊗WN ∼−→ WN ⊗WM ,
ω ⊗ η 7−→ η ⊗−ω̂.
Theorem 1.2.7 (Main transformation law, see [27]). Let ω ⊗ η be in WM ⊗WN . Then
we have
ϑk
(
ω ⊗ η;−1
τ
)
= τ kϑk(η ⊗−ω̂; τ) + 2pii resz=0
(
zk−1η(z)ω̂
(z
τ
))
.
Remark 1.2.8. Note that the second summand on the right is a rational function of τ
which is holomorphic in C×.
Proof. Let y > 0 be arbitrary and fixed. Put τ := iy ∈ H and define
gτ (z) := −2piizk−1η(z)ω̂
(z
τ
)
.
Then gτ is a meromorphic function in the plane whose poles are simple and S(gτ ) ⊂
1
M
Z ∪ 1
N
Zτ . Note that all poles lie on the real and imaginary axes in this case. Now
consider the closed contour integrals
In(τ) =
1
2pii
∮
γn
gτ (z)dz,
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taken as usual counter-clockwise, where the γn denote rectangles crossing the axes at
points lying exactly between the n-th and n + 1-th consecutive pole of gτ . Let 0 < x1 <
x2 < x3 < ... be all positive real and iy1, iy2, iy3, ..., such that 0 < y1 < y2 < y3..., be all
positive imaginary poles of gτ . Then we conclude for an := xn+xn+12 and bn :=
yn+yn+1
2
an+ibn∫
an−ibn
|gτ (z)||dz| = O
(
(an + bn)
kbne
−δ|an|)
for some δ > 0, since η(z) is periodic and ω(−iyz) of rapid decay in real direction. Hence
this integral tends to zero as n increases. Given the symmetry of gτ , we conclude that
In(τ) = o(1). Hence by the Residue theorem∑
α∈ 1
M
Z\{0}
resz=α (gτ (z)) + resz=0(gτ (z)) +
∑
α∈ 1
N
Z\{0}
resz=ατ (gτ (z)) = 0.
Since τ ∈ H and the poles of ω are a subset of Q, the poles of z 7→ η(z)ω̂ ( z
τ
)
in Q× are a
subset of the poles of η, and hence the first sum clearly equals ϑk(ω̂⊗η; 1τ ) = ϑk(ω⊗η;− 1τ ).
Since
resz=ατ (gτ (z)) = τ
kresz=α(gτ (τz)),
we obtain for the second sum∑
α∈ 1
N
Z\{0}
resz=ατ (gτ (z)) = τ
kϑk(η ⊗ ω̂; τ).
The claim now follows with the Identity theorem.
Remark 1.2.9. This complex analytic philosophy is not new. For example, Siegel gave a
short proof for the functional equation of the Dedekind eta function η(τ) = q
1
24
∏∞
n=1(1−qn)
using similar ideas, see [2] on p. 48 ff. They were already used similarly by Berndt and
Straub in [7] when deducing an interesting functional equation for the secant series
ψs(τ) :=
∞∑
n=1
sec(nτ)
ns
.
A detailed description of the space ϑk(WM ⊗WN) will be given in Theorems 1.2.21
and 1.2.23.
1.2.2 Weak functions and modular forms
In this section we present an alternative proof that the ϑk(ω ⊗ η; τ) define modular
forms. We use the properties of weak functions and contour integration methods. The
proof underlines the naturalness of the construction and gives modularity for all values k ∈
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N simultaneously without using the Hecke trick. Our main tools are the transformation
law Theorem 1.2.7 and Weil’s converse theorem, see Theorem 1.1.4. Note that we avoid
the use of L-functions in the construction part throughout.
Let N1, N2 be positive integers and χ be a Dirichlet character modulo N = N1N2.
Then we have an isomorphism
Mk(Γ0(N1, N2), χ)
∼−→Mk(Γ0(N), χ)
f(τ) 7−→ f(N2τ). (1.2.2.1)
In the same way we obtain an isomorphismMk(Γ1(N1, N2))
∼−→Mk(Γ1(N)). Furthermore
we have a useful decomposition
Mk(Γ1(N)) =
⊕
χ
Mk(Γ0(N), χ),
where the sum runs over all Dirichlet characters modulo N . Together with (1.2.2.1) this
gives the decomposition
Mk(Γ1(N1, N2)) =
⊕
χ
Mk(Γ0(N1, N2), χ), (1.2.2.2)
where the sum runs over all Dirichlet characters modulo N .
Let M ≥ 1 be an integer and f(τ) = ∑∞n=0 a(n)q nM be a holomorphic function on the
upper half plane. Let ψ a Dirichlet character modulo r. Then we put
fψ(τ) =
∞∑
n=0
ψ(n)a(n)q
n
M .
We say in this case that f is twisted by the character ψ. In the following and for all λ ∈ R
we put T (λ) = ( 1 λ0 1 ). The following result is well-known.
Proposition 1.2.10. Let f(τ) =
∑∞
n=0 a(n)q
n
M be holomorphic on the upper half plane
such that a(n) = O(nL) for some L > 0. Let ψ be a primitive Dirichlet character with
conductor mψ. Then for any integer k > 0 we have
fψ(τ) = G
(
ψ
)−1 mψ∑
u=1
ψ(u)f |kT
(
uM
mψ
)
.
Now let N > 1 and M > 1 be coprime integers. We observe that two maps βN :
FN → C and βM : FM → C induce a new map βN × βM : FNM → C when putting
(βN × βM)(m) := βN(v)βM(u)
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where m = vM − uN . We use this type of notation because it is more natural for later
applications. According to the Chinese remainder theorem this is well-defined. Note
that
(βN × βM)(m) = βN [M−1](m)βM [N−1](−m),
where M−1 is the multiplicative inverse of M modulo N and N−1 is the multiplicative
inverse of N modulo M .
Definition 1.2.11. Let N and M be coprime. Then we define a bilinear map
× : WN ×WM −→ WNM
by putting
(ω × η)(z) :=
∑
j∈FNM
(βω × βη)(j)h j
MN
(z).
Note that this is well-defined since∑
j∈FNM
(βω × βη)(j) =
∑
u∈FN
∑
v∈FM
βω(u)βη(v) = 0.
Lemma 1.2.12. Let ψ be a primitive Dirichlet character modulo N and d a proper divisor
of N . Then for all integers u we have
M
d
−1∑
j=0
ψ(dj + u) = 0.
Proof. Let d|N with d < N and u be arbitrary. In the case (u, d) > 1 the assertion is
clear. Therefore we may assume (u, d) = 1. Since ψ is primitive, there is some a ∈ Z such
that (a,N) = 1 and a ≡ 1 (mod d) such that ψ(a) 6= 1. Since we have a bijection{
rd+ u, 0 ≤ r ≤ M
d
− 1
}
−→
{
rd+ u, 0 ≤ r ≤ M
d
− 1
}
e 7−→ ae
between subsets of FN , we obtain
(1− ψ(a))
M
d
−1∑
j=0
ψ(dj + u) = 0.
This proves the lemma.
The next lemma is a technical statement for rearranging sums over FM × FN over
FMN using the above cross product.
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Lemma 1.2.13. Let N and M be two coprime integers. Let β : FN → C and f : FNM →
C be functions. Let also α be an integer and ψ a primitive Dirichlet character modulo M .
Then we have the identity∑
u∈FM
∑
j∈FN
ψ(u)β(j)f(jM − αuN) = ψ(α)
∑
`∈FNM
(ψ × β)(`)f(`).
Proof. We observe that gj(u) := β(j)f(jM − αuN) is a function on FM in the variable
u. We first look at the case when M
d
:= (α,M) > 1. Then gj is a function on Fd. Since ψ
is primitive, we obtain with Lemma 1.2.12
∑
u∈FM
ψ(u)gj(u) =
d−1∑
e=0
gj(e)
M
d
−1∑
r=0
ψ(dr + e) = 0.
Now let α and M be coprime. Then we obtain
F (α) :=
∑
u∈FM
∑
j∈FN
ψ(u)β(j)f(jM − αuN) = ψ(α)
∑
u∈FM
∑
j∈FN
ψ(αu)β(j)f(jM − αuN)
With the bijection FM → FM given by x 7→ α−1x we can make the following rearrange-
ment.
F (α) = ψ(α)
∑
u′∈FM
∑
j∈FN
ψ(u′)β(j)f(jM − u′N) = ψ(α)
∑
`∈FNM
(ψ × β)(`)f(`).
This proves the lemma.
The next theorem considers the twists of the functions ϑk.
Theorem 1.2.14. Let N1, N2 and M be integers such that (N1,M) = (N2,M) = 1 and
ψ a primitive Dirichlet character modulo M . Then for any ω ∈ WN1 and η ∈ WN2 we
have
(ϑk)ψ(ω ⊗ η; τ) = G
(
ψ
)−1
Mk−1ψ(N2)ϑk
((
ωψ × ω
)⊗ (ωψ × η[M ]) ;Mτ) .
Proof. With Proposition 1.2.10 we obtain
(ϑk)ψ(ω ⊗ η; τ)
= 2N1−k2 G
(
ψ
)−1 ∑
u∈FM
ψ(u)
∑
α∈Z\{0}
αk−1βη(α)ω
(
ατ
N2
+
αu
M
)
= 2N1−k2 G
(
ψ
)−1 ∑
α∈Z\{0}
αk−1βη(α)
∑
u∈FM
∑
j∈FN1
ψ(u)βω(j)
e
(
ατ
N2
− jM−αuN1
MN1
)
1− e
(
ατ
N2
− jM−αuN1
MN1
)
.
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Note that f(x) = e(ατ
N2
− x
MN1
)(1 − e(ατ
N2
− x
MN1
))−1 is a function of FN1M . Now with
Lemma 1.4.3.7 this is
= 2N1−k2 G
(
ψ
)−1 ∑
α∈Z\{0}
αk−1βη(α)ψ(α)
∑
`∈FN1M
(ψ × βω)(`)
e
(
ατ
N2
− `
MN1
)
1− e
(
ατ
N2
− `
MN1
)
= 2N1−k2 ψ(N2)G
(
ψ
)−1 ∑
α∈Z\{0}
αk−1βη[M−1](Mα)ψ[N−12 ](α)
×
∑
`∈FN1M
(ψ × βω)(`)
e
(
ατ
N2
− `
MN1
)
1− e
(
ατ
N2
− `
MN1
)
= 2N1−k2 ψ(N2)G
(
ψ
)−1 ∑
α∈Z\{0}
αk−1(ψ × βη[M ])(α)
∑
`∈FN1M
(ψ × βω)(`)
e
(
ατ
N2
− `
MN1
)
1− e
(
ατ
N2
− `
MN1
)
= 2Mk−1ψ(N2)G
(
ψ
)−1
(MN2)
1−k ∑
α∈Z\{0}
αk−1(ψ × βη[M ])(α)(ωψ × ω)
(
αMτ
N2M
)
.
This proves the theorem.
Theorem 1.2.15 (see [27]). Let χ and φ be two non-principal Dirichlet characters or
principal elements modulo Nχ > 1 and Nφ > 1, respectively, and k ≥ 1 an integer. Then
if f(τ) = ϑk(ωχ ⊗ ωφ, Nφτ) we have f ∈Mk(Γ0(NχNφ), χ∗φ∗).
Proof. We check the conditions of Weil’s converse theorem. Here we use the equivalent
version, which gets along without L-functions and uses the transformation properties of
the twists of the Fourier series. For this we frequently use Theorem 1.2.7. Put f(τ) =
ϑk(ωχ ⊗ ωφ;Nφτ). It is clear by (1.2.3.1) that if we put f(τ) =
∑∞
n=0 a(n)q
n we obtain
a(n) = O(nL) for some L > 0. Now we set
g(τ) =
(√
NφNχτ
)−k
f
(
− 1
NφNχτ
)
=
(√
NφNχτ
)−k
ϑk
(
ωχ ⊗ ωφ;− 1
Nχτ
)
= −
(√
NφNχτ
)−k
Nkχτ
kϑk (ωφ ⊗ ω̂χ;Nχτ) = −
(
Nχ
Nφ
) k
2
χ∗(−1)ϑk (ωφ ⊗ ωχ;Nχτ) .
From this it is clear that g(τ) =
∑∞
n=0 b(n)q
n for some sequence b(n) with b(n) = O(nL)
for some L > 0. Let ψ be a primitive Dirichlet character with conductor Mψ such that
(Nχ,Mψ) = (Nφ,Mψ) = 1. We denote
Cψ = χ∗(Mψ)φ∗(Mψ)ψ(−NχNφ)G(ψ)G
(
ψ
)−1
.
20
The theorem follows if we can show that
fψ|kw(NφNχM2ψ) = Cψgψ.
On the left hand side we find
fψ|kw(NφNχM2ψ) =
(√
NφNχM2ψτ
)−k
(ϑk)ψ
(
ωχ ⊗ ωφ;− 1
NχM2ψτ
)
.
Since ψ is primitive we can apply Theorem 1.2.14 and obtain(√
NφNχM2ψτ
)−k
G (ψ)−1Mk−1ψ ψ(Nφ)ϑk ((ωψ × ωχ)⊗ (ωψ × ωφ[Mψ]) ;− 1NχMψτ
)
= −
(
Nχ
Nφ
) k
2
G (ψ)−1Mk−1ψ ψ(Nφ)φ∗(Mψ)ϑk ((ωψ × ωφ)⊗ ( ̂ωψ × ωχ) ;NχMψτ)
= −ψ(−1)χ∗(−1)
(
Nχ
Nφ
) k
2
G (ψ)−1Mk−1ψ ψ(Nφ)φ∗(Mψ)
× ϑk
(
(ωψ × ωφ)⊗
(
ωψ × ωχ
)
;NχMψτ
)
.
On the other hand we have
gψ(τ) = −χ∗(−1)
(
Nχ
Nφ
) k
2
(ϑk)ψ (ωφ ⊗ ωχ;Nχτ)
= −χ∗(−1)G(ψ)−1
(
Nχ
Nφ
) k
2
Mk−1ψ ψ(Nχ)ϑk
(
(ωψ × ωχ)⊗
(
ωψ × ωχ[Mψ]
)
;NχMψτ
)
= −χ∗(−1)G(ψ)−1
(
Nχ
Nφ
) k
2
Mk−1ψ ψ(Nχ)χ
∗(Mψ)
× ϑk
(
(ωψ × ωχ)⊗
(
ωψ × ωχ
)
;NχMψτ
)
.
Multiplying this by Cψ clearly gives us fψ|kw(NφNχM2ψ). This proves the theorem.
With this we are able to prove the main construction theorem.
Theorem 1.2.16 (see [27]). Let k ≥ 3 and N1, N2 > 1 be integers. There is a homomor-
phism
WN1 ⊗WN2 −→Mk(Γ1(N1, N2))
ω ⊗ η 7−→
∑
x∈Q×
xk−1βη(x)ω(xτ).
In the case that k = 1 and k = 2 the map stays well-defined under the restriction that the
function z 7→ zk−1η(z)ω(zτ) is removable in z = 0.
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Proof. First note that
−2pii resz=x(zk−1η(z)ω(zτ)) = xk−1βη(x)ω(xτ).
Let N1 and N2 be positive integers with ω⊗η ∈ WN1⊗WN2 . This composes into elements
cijωi⊗ηj, where both ωi and ηj are either the principal part or correspond to non-principal
characters modulo d1 and d2 respectively, where di|Ni. Here cij are proper constants.
Hence ϑk(ω⊗ η; τ) decomposes into cijϑk(ωi⊗ ηj; τ), which belong to Mk(Γ0(d1, d2), χ1,2)
according to (1.2.2.1) and Theorem 1.2.15 with suitable characters χ1,2. But we have a
canonical embedding Mk(Γ0(d1, d2), χ1,2) → Mk(Γ0(N1, N2), χ1,2χ0,N1N2). Together with
(1.2.2.2) this proves the theorem.
Note that we may identify
WN1 ⊗WN2 ∼=
(
F 1
N1
)C0
0
⊗
(
F 1
N2
)C0
0
.
Hence, modular forms constructed via rational functions belong to “tuples“ of periodic
functions.
Remark 1.2.17. All these modular forms vanish in the cusps τ ∈ {0, i∞}. So if there
were non-trivial weak functions with level 1, they would be odd (since there is a simple
pole in z = 0) and one could generate non-trivial cusp forms for any even weight k ≥ 2
for SL2(Z), which is impossible.
In the case N1 = N2 = N and k ∈ 2N we can even say a bit more. Let ΓS(N) be
the group generated by Γ1(N,N) and S. Then we can define an abelian character χN on
ΓS(N) given by
χN(M) =
{
1, if M ≡ ±E (mod N),
−1, if M ≡ ±S (mod N).
Corollary 1.2.18. Let ω± ⊗ ω± ∈ W±N ⊗W±N and k ≥ 2 an even integer. Then we have
ϑk(ω
+ ⊗ ω+) ∈Mk(ΓS(N), χN) and ϑk(ω− ⊗ ω−) ∈Mk(ΓS(N)).
Proof. With Theorem 1.2.16 we obtain ϑk(ω± ⊗ ω±) ∈ Mk(Γ1(N,N)). Using Theorem
1.2.7 we additionally conclude
ϑk(ω
± ⊗ ω±; τ)|kS = ∓ϑk(ω± ⊗ ω±; τ).
Since ΓS(N) is generated by Γ1(N,N) and S, this proves the corollary.
We give an example of quick construction. The theta group Γθ is a congruence
subgroup generated by the elements T 2 = ( 1 20 1 ) and S.
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Example 1.2.19. Let v2(n) be the exponent of 2 in the prime decomposition of n. For
any even k ≥ 4 we then have that
f(τ) =
∞∑
n=1
(−1)n−1(2v2(n))k−1σk−1
( n
2v2(n)
)
q
n
2
is an entire modular form of weight k for Γθ.
Proof. The space W−2 ⊗W−2 has one dimension and is generated by ω2 ⊗ ω2, where
ω2(z) =
e(z)
e(1
2
)− e(z) −
e(z)
e(0)− e(z) = −
i
sin(2piz)
.
Hence due to Corollary 1.2.18 we obtain a modular form f ∈Mk(Γθ) with
f(τ) =
∞∑
n=1
(−1)n−1nk−1 q
n
2
1− qn .
Rearranging the Lambert sum shows
f(τ) =
∞∑
m=1
∑
n,r
n(2r+1)=m
(−1) m2r+1−1
(
m
2r + 1
)k−1
q
m
2
=
∞∑
m=1
∑
u|m
u odd
(−1)mu −1
(m
u
)k−1
q
m
2 .
With ∑
u|m
u odd
(−1)mu −1
(m
u
)k−1
= (−1)m−1(2v2(m))k−1σk−1
( m
2v2(m)
)
the claim follows.
1.2.3 The space of weak modular forms
In this section we describe the structure of the spaces of modular forms coming from
rational functions. Here we mainly use the Fourier series expansions of Eisenstein series
introduced in Section 1.1.1, see (1.1.2.4). It is clear that every ϑk(ω⊗η; τ) admits a Fourier
expansion. Since we only focus on the non-trivial cases we assume ω⊗ η ∈ (WM ⊗WN)±
if (−1)k = ±1.
Proposition 1.2.20. We have the formula
ϑk(ω ⊗ η; τ) = 2N1−k
∞∑
m=1
∑
d|m
(
dk−1(κNβη)(d) (FMκMβω)
(m
d
))
q
m
N . (1.2.3.1)
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Proof. A calculation shows
ϑk(ω ⊗ η; τ) = −2pii
∑
j∈Z\{0}
resz= j
N
(
zk−1η(z)ω(τz)
)
=
∑
j∈Z\{0}
(
j
N
)k−1
βη
(
j
N
)
ω
(
jτ
N
)
.
By Remark 1.2.5 we have(
− j
N
)k−1
βη
(
− j
N
)
ω
(
−jτ
N
)
=
(
j
N
)k−1
βη
(
j
N
)
ω
(
jτ
N
)
,
and so we can write the above sum as
2N1−k
∞∑
j=1
jk−1βη
(
j
N
)
ω
(
jτ
N
)
= 2N1−k
∞∑
j=1
jk−1βη
(
j
N
) M∑
α=1
βω
( α
M
)
h α
M
(
jτ
N
)
.
We obtain, if Im(τ) > 0, for the inner finite sum
M∑
α=1
βω
( α
M
)
h α
M
(
jτ
N
)
=
M∑
α=1
βω
( α
M
) ∞∑
ν=1
e
(
−να
M
)
q
νj
N =
∞∑
ν=1
FM(βω)(ν)q
νj
N .
The proposition follows by sorting the terms via m = νj and (κNβη)(j) = βη
(
j
N
)
as well
as (κMβω)(j) = βη
(
j
M
)
.
According to (1.1.2.4) we conclude for non-principal characters moduloM andN :
Ek(χ, ψ; τ) =
ψ(−1)(−2pii)k
N(k − 1)! ϑk(ωF−1M (χ) ⊗ ωFN (ψ); τ). (1.2.3.2)
In particular, if χ and ψ are primitive and hence conjugate up to a constant under the
Fourier transform, this simplifies to
Ek(χ, ψ; τ) =
χ(−1)(−2pii)kG(ψ)
N(k − 1)!G (χ) ϑk(ωχ ⊗ ωψ; τ). (1.2.3.3)
In this section we want to find generators for the space ϑk(WN1 ⊗ WN2). We call
their elements weak modular forms. In other words, the vector space Vk(Γ1(N1, N2)) of
all weak modular forms is the image of the linear map
WN1 ⊗WN2 −→Mk(Γ1(N1, N2)),
if we have k ≥ 3. In the cases k = 1, 2 we have to explain weak modular forms via
proper subspaces of WN1 ⊗ WN2 . By Proposition 1.1.2 (ii) the transforms F±1N define
isomorphisms between FC0,0N and (FN)
C0
0 . With this and Proposition 1.2.2 we conclude
that (
ωF−1N1 ι
d1(χ)
N1
χ
⊗ ωFN2 ιd2(ψ)N2 ψ
)
(χ,ψ)∈CN1\{χ0,1}×CN2\{χ0,1}
is a basis for WN1 ⊗WN2 , where χ and ψ are characters modulo d1(χ) and d2(ψ), respec-
tively. The next theorem provides generators for the space Vk(Γ1(N1, N2)).
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Theorem 1.2.21 (see [24]). Let k ≥ 3. The space Vk(Γ1(N1, N2)) is generated by the
elements Ek(χ, ψ; N1d2N2d1 τ) where χ and ψ run over all non-trivial characters modulo d1|N1
and d2|N2, respectively, such that χ(−1)ψ(−1) = (−1)k.
Proof. By Proposition 1.1.2 (iii) the Fourier transform preserves the subspaces of odd
and even functions. Hence, for characters satisfying χ(−1)ψ(−1) = (−1)k, we have by
Proposition 1.2.20 the Fourier expansion
ϑk(ωF−1N1χ
⊗ ωFN2ψ; τ)
= 2N1−k2
∞∑
m=1
∑
d|m
(
dk−1(FN2ιd2N2ψ)(d)
(FN1F−1N1 ιd1N1χ) (md )) q mN2 ,
and by Proposition 1.1.3 this equals to
2N1−k2
∞∑
m=1
∑
d|m
(
dk−1(Fd2ψ)(d)ιd1N1χ
(
mN1
dd1
))
q
mN1
N2d1
= 2N1−k2
∞∑
m=1
∑
d|m
(
dk−1(Fd2ψ)(d)χ
(m
d
))
q
mN1d2
N2d1d2 .
From (1.1.2.4) the theorem follows.
For our investigations we are especially interested in a subspace of Vk which we will
denote by Uk and which contains all weak modular forms which arise from weak functions
that have a removable singularity in z = 0. In the following we shall give generators for
Uk. Let HNj ⊂ WNj (j = 1, 2) be the subspace of weak functions that have a removable
singularity in z = 0. Then we have
WNj = CωF±1Nj χ0,Nj ⊕HNj .
In other words, the space HN is given by weak elements ω(z) such that βω(0) = 0, which
is equivalent to the statement that ω(z) has a removable singularity in z = 0. On the
periodic function side, we define the subspace of these coefficients by (FN−1j )
C0,0
0 . Note
that, by Proposition 1.1.2 (ii), the Fourier transform FNj defines an automorphism on the
subspace (FNj)
C0,0
0 = (FNj)
C0
0 ∩ (FNj)C0,0 . So firstly, consider the basis (ωF−1N1χ⊗ ωFN2ψ)χ,ψ
of HN1⊗HN2 , where χ and ψ are either non-principal characters modulo d1|N1 and d2|N2
or functions ϕ(Nj)
ϕ(dj)
ι
dj
Nj
χ0,dj − χ0,Nj for j = 1, 2.
Theorem 1.2.22 (see [24]). Let k ≥ 1. The space Uk = ϑk(HN1 ⊗HN2) is generated by
the elements Ek(χ, ψ; N1d2N2d1 τ) and the linear combinations
ϕ(N1)
ϕ(d1)
Ek(χ0,d1 , ψ;
N1d2
N2d1
τ)− Ek(χ0,N1 , ψ; d2N2 τ),
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ϕ(N2)
ϕ(d2)
Ek(χ, χ0,d2 ;
N1d2
N2d1
τ)−
(
N2
d2
)k
Ek(χ, χ0,N2 ;
N1
d1
τ),
and
ϕ(N1)
ϕ(d1)
ϕ(N2)
ϕ(d2)
Ek(χ0,d1 , χ0,d2 ;
N1d2
N2d1
τ)− ϕ(N1)
ϕ(d1)
(
N2
d2
)k
Ek(χ0,d1 , χ0,N2 ;
N1
d1
τ)
− ϕ(N2)
ϕ(d2)
Ek(χ0,N1 , χ0,d2 ;
d2
N2
τ) +
(
N2
d2
)k
Ek(χ0,N1 , χ0,N2 ; τ),
where 1 < dj < Nj and χ, ψ are non-principal characters modulo d1 and d2, respectively,
such that sgn(χψ) = (−1)k.
Proof. Since all considered weak functions have a removable singularity in z = 0, we can
apply the theorem to all positive weights k ∈ N. The proof works similar as the one of
Theorem 1.2.21 and we omit it.
Theorem 1.2.23 (see [24]). We have the following.
(i) The space of weak modular forms of weight k = 1 is given by V1(Γ1(N1, N2)) =
ϑ1(HN1 ⊗ HN2). In particular, it is generated by the elements given in Theorem
1.2.22 for k = 1.
(ii) The space of weak modular forms of weight k = 2 is given by V2(Γ2(N1, N2)) =
ϑ2(HN1 ⊗HN2 ⊕CωF−1N1χ0,N1 ⊗HN2 ⊕HN1 ⊗CωFN2χ0,N2 ). In particular, it is generated
by the elements in Theorem 1.2.22 for k = 2 and E2(χ0,N1 , ψ;
d2
N2
τ), E2(χ, χ0,N2 ;
N1
d1
τ),
where χ and ψ are non-principal characters modulo d1|N1 and d2|N2, respectively.
Proof. Since for k = 1 both ω and η must have a removable singularity in z = 0, the claim
follows easily in this case. In the case k = 2 we are allowed that at most one function has
a pole of degree 1 in z = 0. The calculations are the same.
In the last section we would like to investigate L-functions of products of weak func-
tions. To formalize this, we give the following final definition.
Definition 1.2.24. Let k = (k1, ..., k`) be a vector of weights. We then define Vk(Γ1(N1, N2))
as the vector space of all modular forms that can be written as a sum
∑
j cjf1,j · · · f`,j,
where each fr,j is an element of Vkr(Γ1(N1, N2)). Analogously, we define the subspace
Uk(Γ1(N1, N2)) ⊂ Vk(N1, N2) by demanding fr,j ∈ Ukr(Γ1(N1, N2)). We will call the
modular forms in Uk(Γ1(N1, N2)) higher weak modular forms.
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1.3 Series representations for L-functions
1.3.1 A Dominated convergence theorem
In this section we provide a Dominated convergence theorem, which will be applied
to L-series associated to products of Eisenstein series in the following section. The idea
is to investigate finite sums of the form
T∑
n=1
nαβ(n)ω(nτ) (1.3.1.1)
on the upper half plane in detail, where α ≥ 0 is an integer, β is some N -periodic function
(N ∈ N>1) and ω(z) is some weak function of level M with a removable singularity in
z = 0. By Theorems 1.2.21, 1.2.22 and 1.2.23, expression (1.3.1.1) will converge to a
linear combination of Eisenstein series as T tends to infinity, if β = βη comes from a weak
function. The purpose of the Dominated convergence theorem is now to give a condition
providing a non-trivial upper bound for the sum (1.3.1.1). In general, there will be no
non-trivial “small“ upper bound of (1.3.1.1) in terms of T , τ and α. However, when
replacing T by NT and τ by iy, where 1 ≥ y > 0, it is possible, but quite technical, to
give a “small“ uniform upper-bound in the sense that it is independent of the choice of
T . This upper bound is of the form Cyw with some integer w. This is summarized in
Theorem 1.3.14.
Before going into the proofs, we sketch the idea why dominated convergence of Eisen-
stein series is useful. When considering L-functions of modular forms (vanishing in the
cusps τ ∈ {0, i∞}), we first look at the Mellin transform
∞∫
0
f(iy)ys−1dy =
∞∫
0
∞∑
n=1
a(n)e−2pi
n
N
yys−1dy.
While convergence of integral and sum is no problem on the interval [1,∞], the situation
looks different for (0, 1]. A priori, we will only be allowed to switch integral and sum in
the obvious region of absolute convergence. In this “trivial region“ it is well-known that
we end up with the ordinary Dirichlet series for the L-function. But if we can rearrange
the Fourier series to a series of Lambert type and give “small“ upper bounds for the partial
sums (1.3.1.1), we may use Lebesgue’s dominated convergence theorem to switch integral
and sum also in non-trivial regions. As a result, we obtain a generalized form of Dirichlet
series that also converges in a wider region to L(f ; s). All of this will be explained in
great detail in Section 1.3.2.
We will start this section with a classical result.
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Theorem 1.3.1 (Faulhaber’s formula). We have for all α ∈ N0 and T ∈ N:
T∑
j=1
jα =
α∑
k=0
Bk
k!
α!
(α− k + 1)!T
α−k+1.
Here, the Bk denote the Bernoulli numbers.
It is a trivial but very important observation for us that the left sum defines a unique
polynomial in T by interpolation, which is given on the right hand side. We will not prove
Theorem 1.3.1. It can be verified, for example, by using Euler-MacLaurin summation.
For more details on this topic, the reader is advised to consult [16] on p. 21–31.
Definition 1.3.2. Let N be a positive integer and β : Z→ C a function. We say that β
has height d (with respect to N), if for all α ∈ N0 and T ∈ N:
NT∑
j=1
β(j)jα =
α−d∑
u=0
γα,β(u)T
u = O(Tα−d), T →∞.
Here, the complex numbers γα,β(u) only depend on α, β and u. The height of the zero
function is always defined to be ∞. We denote [N, d] as the vector space of functions with
height (with respect to N) at least d.
Like in Theorem 1.3.1, the key property of functions in Definition 1.3.2 is that the
left side defines a polynomial. We easily see that the constant sequence β(j) = 1 and
more generally, β(j) = jd will have heights −1 and −d − 1, respectively, where d ≥ 0 is
some integer. But while here the negative height causes an increase in the growth of the
considered sums, we are rather interested in the opposite phenomenon of a non-negative
height. In this case we obtain a decrease in the growth. Periodic functions with this
feature play the key role when looking for “small“ upper bounds of partial sums (1.3.1.1).
Of course, not all functions β do have a height.
Remark 1.3.3. If d1 ≤ d2 we have the natural embedding
[N, d2] −→ [N, d1].
We are only interested in periodic functions. The next proposition guarantees that
they have a height.
Proposition 1.3.4. We have FC0N ⊂ [N,−1].
Proof. Since β is periodic, we can rewrite the sum over β(j)jα as
NT∑
j=1
β(j)jα =
N∑
c=1
β(c)
T−1∑
j=0
(Nj + c)α.
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It is clear by Theorem 1.3.1 that for any c the expressions
β(c)
T−1∑
j=0
(Nj + c)α
are polynomials in T with degree up to α + 1. This proves FC0N ⊂ [N,−1].
Proposition 1.3.5. Let d ≥ 0 be an integer and β : Z → C be a N-periodic function,
such that
N∑
j=1
β(j)ju = 0
for all 0 ≤ u ≤ d. Then β ∈ [N, d].
Proof. Since β is N -periodic we know by Proposition 1.3.4 that the expressions
NT∑
j=1
β(j)jα
define polynomials for all integers values 0 ≤ α. We need to show, that these have degree
at most α− d. We obtain
NT∑
j=1
β(j)jα =
T−1∑
`=0
N∑
q=1
β(N`+ q)(N`+ q)α =
T−1∑
`=0
β(q)(N`+ q)α
=
T−1∑
`=0
N∑
q=1
β(q)
α∑
v=0
(
α
v
)
(N`)α−vqv =
T−1∑
`=0
α∑
v=0
(
α
v
)
(N`)α−v
N∑
q=1
β(q)qv
=
T−1∑
`=0
α∑
v=d+1
(
α
v
)
(N`)α−v
N∑
q=1
β(q)qv =
α∑
v=d+1
(
α
v
)
Nα−v
N∑
q=1
β(q)qv
T−1∑
`=0
`α−v.
Since the sum over v starts at d+ 1, by Theorem 1.3.1 this defines a polynomial of degree
at most α− d. Hence, β ∈ [N, d].
Example 1.3.6. Each non-principal Dirichlet character mod N has height at least 0 with
respect to N , since
N∑
j=1
χ(j) = 0,
and each (non-principal) even character has height at least 1, since then we additionally
have
N∑
j=1
χ(j)j = 0.
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Proposition 1.3.7. Let β : Z→ C be in [N, d] for d ≥ 0. Then, for all u ≥ 0, there are
coefficients γβ,u such that
(1− x)u−d
N∑
p=1
(
p∑
r=1
β(r)ru
)
xp =
N+u−d∑
j=0
γβ,u(j)x
j.
Proof. For d ≤ u the proposition is clear, so we assume d ≥ 1 and 0 ≤ u < d. Let
0 ≤ ` ≤ d− u− 1 be an integer. Let
P (x) :=
N∑
p=1
(
p∑
r=1
β(r)ru
)
xp.
Then we obtain for the value P (`)(1):
N∑
p=1
(
p∑
r=1
β(r)rup(p− 1) · · · (p− `+ 1)
)
=
N∑
r=1
β(r)ru
N∑
p=r
[
p` + b`−1p`−1 + · · ·+ b1p
]
=
N∑
r=1
β(r)ru (Q`(N)−Q`(r − 1)) = 0,
since Q` is some polynomial of degree `+ 1 ≤ d− u. This proves P (x) = (1− x)d−uQ(x)
with some polynomial Q.
Our investigations foot on the properties of some explicit polynomials. They are
similar, but simpler as the sums in (1.3.1.1). For a fixed non-negative integer α we define
a sequence by
pT (α;x) = (1− x)α+1
T∑
`=1
`αx`, T = 1, 2, 3, ....
For example we have pT (0;x) = x− xT+1 for T = 1, 2, ....
Lemma 1.3.8. The sequence (pT (α;x))T∈N converges to some polynomial function on the
interval [0, 1) from below for all α ≥ 0. In particular, the terms pT are uniformly bounded
in the sense
sup
T∈N
sup
x∈[0,1]
|pT (α;x)| ≤ Cα
for some constant Cα > 0.
This uniform boundedness is a very important property as we will see later.
Proof. It is clear that pT (α;x) is increasing for fixed x. The power series
∞∑
`=1
`αx`
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converges for x ∈ [0, 1) to a rational function Qα(x)
(1−x)α+1 , where Qα(x) is some polynomial
which is non-negative in [0, 1]. This follows inductively by
∑∞
`=1 x
` = x
1−x and the fact
that
x
d
dx
(
Qα−1(x)
(1− x)α
)
=
Qα(x)
(1− x)α+1
with polynomials Qα−1 and Qα. Put Cα = supx∈[0,1]Qα(x).
Remark 1.3.9. In fact, one can give an explicit formula for the Qα in terms of Eulerian
numbers, but we will not need such a precise description for our applications.
Lemma 1.3.10. For each T ≥ 1 there is some number 0 < ξα,T < 1 such that pT (α;x)
is increasing in the interval [0, ξα,T ] and decreasing in the interval [ξα,T , 1].
Proof. Since we have pT (α;x) ≥ 0 for 0 ≤ x ≤ 1 (with equality if x = 0 or x = 1), it
is sufficient to show that p′T (α;x) = 0 has exactly one solution 0 < ξα,T < 1. For values
0 < x < 1 we obtain
p′T (α;x) =− (α + 1)(1− x)α
T∑
`=1
`αxα + (1− x)α+1
T∑
`=1
`α+1x`−1 = 0
which is equivalent to
T∑
`=1
(−(α + 1)x` + `α+1x`−1 − `α+1x`) = 0,
and after further manipulations
1
xT
+
T−1∑
`=1
(
α+1∑
j=2
(
α + 1
j
)
`α+1−j
)
x`−T = (α + 1)Tα + Tα+1.
The right hand side is greater than the left hand side for x = 1, since
1 +
T−1∑
`=1
(
α+1∑
j=2
(
α + 1
j
)
`α+1−j
)
= 1 +
T−1∑
`=1
(
(1 + `)α+1 − (α + 1)`α − `α+1)
= 1 + (Tα+1 − 1)− (α + 1)
T−1∑
`=1
`α ≤ Tα+1 < Tα+1 + (α + 1)Tα.
On the other hand, the left hand side is unbounded and monotonically decreasing in the
interval (0, 1]. Hence, there is exactly one solution for the above equation in this area and
the claim follows.
Before we can go on to the next lemma of this section we recall:
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Lemma 1.3.11. Let ak be a sequence of complex numbers and bk and ck sequences of
positive real numbers such that 0 ≤ bk+1 ≤ bk and ck+1 ≥ ck ≥ 0 for all k. Then we have
for all n ≥ 1: ∣∣∣∣∣
n∑
k=1
akbk
∣∣∣∣∣ ≤ b1 maxr=1,...,n
∣∣∣∣∣
r∑
k=1
ak
∣∣∣∣∣
and ∣∣∣∣∣
n∑
k=1
akck
∣∣∣∣∣ ≤ (2cn − c1) maxr=1,...,n
∣∣∣∣∣
r∑
k=1
ak
∣∣∣∣∣ .
Proof. The first statement is called Abel’s inequality, so we will only prove the second
one. We set An =
∑n
k=1 ak and obtain by partial summation∣∣∣∣∣
n∑
k=1
akck
∣∣∣∣∣ =
∣∣∣∣∣Ancn +
n−1∑
k=1
Ak(ck − ck+1)
∣∣∣∣∣ ≤ |An|cn +
n−1∑
k=1
|Ak||ck − ck+1|
≤ max
r=1,...,n
|Ar|
(
cn +
n−1∑
k=1
(ck+1 − ck)
)
= (2cn − c1) max
r=1,...,n
|Ar|.
Hence the lemma is proved.
Our strategy will be to expand ω(z) in (1.3.1.1) into a Fourier series. With this
we will obtain a double series, which is on the one hand more complicated. On the
other hand, this simplifies the occurring summands drastically. Partial summation and
Abel’s inequalities are then the key tools when estimating sums of this type, as the next
boundedness lemma shows.
Lemma 1.3.12. Let M,L, T > 1 and w ≥ 0 be integers, ζjM 6= 1 be a root of unity,
0 ≤ X, Y ≤ 1 be real numbers and ck be a monotonically increasing (or decreasing)
sequence (that may depend on X and Y ), which is bounded by 0 ≤ ck ≤ B and B does
not depend on X, Y, L and j. Then we have uniformly for L, X, Y , j,∣∣∣∣∣
L∑
k=1
(ζjMX)
kckpT (w;Y
k)
∣∣∣∣∣ ≤ 6BCwM,
where Cw is the constant defined in Lemma 1.3.8.
Proof. Without loss of generality, we assume ck to be an increasing sequence. In the case
that ck is decreasing the proof works similar. By Lemma 1.3.11 we first obtain∣∣∣∣∣
L∑
k=1
(ζjMX)
kckpT (w;Y
k)
∣∣∣∣∣ ≤ 2B max1≤I≤L
∣∣∣∣∣
I∑
k=1
(ζjMX)
kpT (w;Y
k)
∣∣∣∣∣ . (1.3.1.2)
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In the case ck is decreasing we could switch 2B by B, but since B ≤ 2B the estimate
works in both cases. To estimate the inner sum for any value I with 1 ≤ I ≤ L, we will
use the fact, that the pT are monotonically increasing first in some interval [0, ξw,T ] and
then monotonically decreasing in [ξw,T , 1], as it was shown in Lemma 1.3.10. For any I
choose the unique 1 ≤ I(w, T, Y ) ≤ I such that Y k > ξw,T for all 1 ≤ k ≤ I(w, T, Y ) and
Y k ≤ ξw,T for I(w, T, Y ) < k ≤ I. Note that in the case Y = 1 the second condition is
empty. Then, using the triangle inequality, we see∣∣∣∣∣
I∑
k=1
(ζjMX)
kpT (w;Y
k)
∣∣∣∣∣ ≤
∣∣∣∣∣∣
I(w,T,Y )∑
k=1
(ζjMX)
kpT (w;Y
k)
∣∣∣∣∣∣+
∣∣∣∣∣∣
I∑
k=I(w,T,Y )+1
(ζjMX)
kpT (w;Y
k)
∣∣∣∣∣∣ .
We apply Lemma 1.3.11 on the first sum to obtain∣∣∣∣∣∣
I(w,T,Y )∑
k=1
(ζjMX)
kpT (w;Y
k)
∣∣∣∣∣∣ ≤ 2Cw max1≤J≤I(w,T,Y )
∣∣∣∣∣
J∑
k=1
(ζjMX)
k
∣∣∣∣∣ ,
where Cw is the constant given in Lemma 1.3.8. The inner sum can be estimated again
with Lemma 1.3.11, since 0 ≤ Xk+1 ≤ Xk ≤ 1 by∣∣∣∣∣
J∑
k=1
(ζjMX)
k
∣∣∣∣∣ ≤ max1≤H≤J
∣∣∣∣∣
H∑
k=1
ζjkM
∣∣∣∣∣ ≤M,
hence ∣∣∣∣∣∣
I(w,T,Y )∑
k=1
(ζjMX)
kpT (w;Y
k)
∣∣∣∣∣∣ ≤ 2Cw max1≤J≤I(w,T,Y )M = 2CwM.
Similarly, we obtain with Lemma 1.3.11∣∣∣∣∣∣
I∑
k=I(w,T,Y )+1
(ζjMX)
kpT (w;Y
k)
∣∣∣∣∣∣ ≤ Cw maxI(w,T,Y )+1≤J≤I
∣∣∣∣∣∣
J∑
k=I(w,T,Y )+1
(ζjMX)
k
∣∣∣∣∣∣ ≤ CwM.
Finally, with (1.3.1.2) we obtain∣∣∣∣∣
L∑
k=1
(ζjMX)
kckpT (w;Y
k)
∣∣∣∣∣ ≤ 2B max1≤I≤L 3CwM = 6BCwM.
This proves the lemma.
The next lemma can be seen as an analogous result to the previous lemma.
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Lemma 1.3.13. Let M,N,L, T > 1 be integers, 0 ≤ y ≤ 1 any real number, ζjM 6= 1 a
root of unity and p(X) =
∑d
u=0 γ(u)X
u a polynomial of degree at most d, with coefficients
independent of L, T and y. Then there is a constant Dj,M,N,p > 0 only depending on j,
M , N and p such that uniformly in L, T and y:∣∣∣∣∣ydp(T )
L∑
k=1
ζjkM e
−NTky
∣∣∣∣∣ ≤ Dj,M,N,p.
Proof. The constant
Uj,M := sup
0≤x≤∞
1
|1− e−NxζjM |
exists and only depends on j and M . Put x := yT . We obtain with the geometric
summation formula
ydp(T )
L∑
k=1
ζjkM e
−NTky =
d∑
u=0
γ(u)xuyd−u
e−NxζjM − e−Nx(L+1)ζj(L+1)M
1− e−NxζjM
and hence ∣∣∣∣∣ydp(T )
L∑
k=1
ζjkM e
−NTky
∣∣∣∣∣ ≤ Uj,M · 2e−Nx
d∑
u=0
|γ(u)|xu.
The right hand side is obviously bounded for 0 ≤ x ≤ ∞ and only depends on j, M , N
and p, so we have found a possible Dj,M,N,p.
We now have all the tools to prove the main theorem of this section.
Theorem 1.3.14 (Dominated convergence theorem, see [24]). Let β be a N-periodic
function in [N, d], d ≥ 0, and ω ∈ WM be a weak function that has a removable singularity
in z = 0. Then for all α ∈ N0 there is a constant Cβ,ω,α > 0 such that uniformly for all
T ∈ N and y ∈ [0, 1] ∣∣∣∣∣
NT∑
n=1
nαβ(n)ω(niy)
∣∣∣∣∣ ≤ Cβ,ω,αyd−α.
Remark 1.3.15. Note that, by Theorem 1.3.14, in the case α ≤ d the left hand side is
bounded uniformly for values T and y ∈ [0, 1]. Since the series converges absolutely and
uniformly on [1,∞], we obtain dominated convergence on [0,∞].
Proof. For y = 0 the inequality holds since in the case α ≤ d the left hand side is always
zero (note that ω(0) exists) and otherwise the right hand side is +∞ from the right. Let
y > 0. We then have
NT∑
n=1
nαβ(n)ω(niy) = lim
L→∞
∑
j∈FN
βω(j)
L∑
k=1
NT∑
n=1
nαβ(n)ζkjM e
−2pikny. (1.3.1.3)
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In the first step we will only deal with the inner sums. We obtain with partial summation
NT∑
n=1
nαβ(n)e−2pikny = e−2pikNTy
NT∑
n=1
nαβ(n) +
NT−1∑
n=1
(
n∑
r=1
β(r)rα
)
(e−2pikny − e−2pik(n+1)y).
Since β has height d, there is a polynomial pα,β with degree at most α− d such that
e−2pikNTy
NT∑
n=1
nαβ(n) = e−2pikNTypα,β(T ).
By Lemma 1.3.13 there is a constant Dα,β,ω > 0 only depending on α, β and ω (note that
N belongs to β and M to ω, and that βω(0) = 0 which implies ζjM 6= 1), such that∣∣∣∣∣∑
j∈FN
βω(j)
L∑
k=1
ζjkM e
−2pikNTy
NT∑
n=1
nαβ(n)
∣∣∣∣∣ ≤ yd−α ∑
j∈FN
|βω(j)|Dj,M,N,pα,β . (1.3.1.4)
where we put
Dα,β,ω :=
∑
j∈FN
|βω(j)|Dj,M,N,pα,β .
On the other hand, we have
NT−1∑
n=1
(
n∑
r=1
β(r)rα
)
(e−2pikny − e−2pik(n+1)y) = (1− e−2piky)NT−1∑
n=1
(
n∑
r=1
β(r)rα
)
e−2pikny
=
(
1− e−2piky) N∑
q=1
T−1∑
`=0
N`+q∑
r=1
β(r)rαe−2pik(N`+q)y − (1− e−2piky) NT∑
r=1
β(r)rαe−2pikNTy.
For the right sum we obtain with Lemma 1.3.11 and (1.3.1.4) (note that 1 − e−2piky is
monotonous):
∑
j∈FN
|βω(j)|
∣∣∣∣∣
L∑
k=1
ζjkM
(
1− e−2piky) e−2pikNTy NT∑
r=1
β(r)rα
∣∣∣∣∣ ≤ 2yd−αDα,β,ω. (1.3.1.5)
So we are left to give an estimate for the left sum. Here we obtain
(
1− e−2piky) N∑
q=1
T−1∑
`=0
N`+q∑
r=1
β(r)rαe−2pik(N`+q)y (1.3.1.6)
=
(
1− e−2piky)( N∑
q=1
T−1∑
`=0
N∑`
r=1
β(r)rαe−2pikN`ye−2pikqy +
N∑
q=1
T−1∑
`=0
N`+q∑
r=N`+1
β(r)rαe−2pikN`ye−2pikqy
)
.
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The final estimate will be given by the sum of two separate estimates of both of these
sums. Without loss of generality we assume α > d, since otherwise the left sum vanishes,
which now equals to
(
1− e−2piky) N∑
q=1
T−1∑
`=0
N∑`
r=1
β(r)rαe−2pikN`ye−2pikqy =
(
e−2piky − e−2pik(N+1)y) T−1∑
`=0
pα,β(`)e
−2pikN`y
=
(
e−2piky − e−2pik(N+1)y) α−d∑
u=0
γα,β(u)
T−1∑
`=0
`ue−2pikN`y
=
(
e−2piky − e−2pik(N+1)y) α−d∑
u=0
γα,β(u)
pT−1(u; e−2pikNy)
(1− e−2pikNy)u+1 .
After multiplying and dividing by
(
1− e−2pikNy)α−d+1, this equals(
e−2piky − e−2pik(N+1)y)
(1− e−2pikNy)α−d+1
α−d∑
u=0
γα,β(u)
(
1− e−2pikNy)α−d−u pT−1(u; e−2pikNy).
Put Y := e−2piNy. There is a constant A > 0 not depending on y and k such that∣∣y(1− Y k)−1∣∣ ≤ A for 0 < y ≤ 1. Note that we have(
e−2piky − e−2pik(N+1)y)
(1− e−2pikNy)α−d+1 = y
d−α y
α−d
(1− Y k)α−d e
−2piky.
For k > 0 the sequence
ck := e
−2piky
(
y
1− Y k
)α−d
is decreasing and bounded between 0 and Aα−d. Also put
α−d∑
u=0
γα,β(u)
(
1− Y k)α−d−u = α−d∑
u=0
γ˜α,d(u)Y
ku.
This gives us
yd−α
∣∣∣∣∣
L∑
k=1
ζkjM ck
α−d∑
u=0
γα,β(u)
(
1− Y k)α−d−u pT−1(u;Y k)
∣∣∣∣∣ (1.3.1.7)
≤ yd−α
α−d∑
u=0
|γ˜α,β(u)|
∣∣∣∣∣
L∑
k=1
(
ζjMY
u
)k
ckpT−1(u;Y k)
∣∣∣∣∣ ≤ 6yd−αMAα−d
α−d∑
u=0
|γ˜α,β(u)|Cu
when putting X := Y u and using Lemma 1.3.12.
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On the other hand, when putting Z := e−2piy, we obtain for the right sum in (1.3.1.6)
(
1− Zk) N∑
q=1
T−1∑
`=0
N`+q∑
r=N`+1
β(r)rαZ`NkZkq
=
(
1− Zk) T−1∑
`=0
N∑
q=1
q∑
r=1
β(N`+ r)(N`+ r)αZ`NkZkq
and since β is N -periodic this equals
(
1− Zk) T−1∑
`=0
N∑
q=1
q∑
r=1
β(r)
α∑
u=0
(
α
u
)
(N`)urα−uZ`Nke−2pikqy
=
(
1− Zk) α∑
u=0
(
α
u
)
Nu
(
N∑
q=1
q∑
r=1
β(r)rα−uZkq
)
pT−1
(
u;ZNk
)
(1− ZNk)u+1
=
(
1− Zk) α∑
u=0
(
α
u
)
Nu
(
N∑
q=1
q∑
r=1
β(r)rα−uZkq
) (
1− Zk)u+1 pT−1 (u;ZNk)
(1− Zk)u+1 (1− ZNk)u+1
=
α∑
u=0
(
α
u
)
Nu
(1− Zk)u
(
N∑
q=1
q∑
r=1
β(r)rα−uZkq
)
ck(u)pT−1
(
u;ZNk
)
,
with
ck(u) :=
(
1− Zk
1− ZNk
)u+1
=
1
(1 + Zk + Z2k + · · ·+ Z(N−1)k))u+1 .
Note that we always have 0 ≤ ck(u) ≤ ck+1(u) ≤ 1. Since β has height d, by Lemma
1.3.7, there are coefficients δα,β,u(w) such that
(
1− Zk)α−d−u( N∑
q=1
q∑
r=1
β(r)rα−uZkq
)
=
N+|α−d|∑
w=0
δα,β,u(w)
(
Zk
)w
.
We conclude∣∣∣∣∣
L∑
k=1
ζkjM
α∑
u=0
(
α
u
)
Nu
(1− Zk)u
(
N∑
q=1
q∑
r=1
β(r)rα−uZkq
)
ck(u)pT−1
(
u;ZNk
)∣∣∣∣∣
≤ yd−α
α∑
u=0
(
α
u
)
Nu
∣∣∣∣∣∣
L∑
k=1
yα−d
(
1− Zk)d−α N+|α−d|∑
w=0
δα,β,u(w)
(
Zk
)w
ck(u)pT−1
(
u;ZNk
)∣∣∣∣∣∣ .
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The sequence yα−d
(
1− Zk)d−α in k is bounded by some V α−d and monotonous. Hence
we obtain with Lemma 1.3.11 that the above estimate is smaller or equal to
2V α−dyd−α
α∑
u=0
(
α
u
)
Nu
N+|α−d|∑
w=0
|δα,β(w)| max
1≤I≤L
∣∣∣∣∣
I∑
k=1
(
ζjMZ
w
)k
ck(u)pT−1(u;Zw)
∣∣∣∣∣
and by Lemma 1.3.12 this is smaller or equal to
2V α−dyd−α
α∑
u=0
(
α
u
)
Nu
N+|α−d|∑
w=0
|δα,β(w)| × 6CuM ≤ Fα,β,ωyd−α, (1.3.1.8)
for some Fα,β,ω > 0 only depending on α, β and ω. By considering (1.3.1.4), (1.3.1.5),
(1.3.1.7) and (1.3.1.8) and using the triangle inequality in (1.3.1.3) (note that the constants
do not depend on L), the theorem is proved.
Since we have assumed β to be N -periodic it might come from a weak function
η ∈ WN , i.e., β := βη. The purpose of the next section will be to use the Dominated
convergence theorem to improve regions of convergence of L-functions assigned to products
of weak modular forms.
1.3.2 Application to L-functions of modular forms
Let S = {t1, t2, ...} be a countable, totally ordered set (the direction is simply given
by t` ≤ tj if and only if ` ≤ j) equipped with an integer map | · |S : S → N such that for
some L ≥ 0:
#{t ∈ S | |t|S = n} = O
(
nL
)
. (1.3.2.1)
In the case the set S is clear, we simply write | · |. For example, S could be the set of
integral ideals of a number field and | · | their norm. Let a(tm)m∈N a sequence of complex
numbers. We define the corresponding formal Dirichlet series by
F (s) :=
∑
t∈S
a(t)|t|−s :=
∞∑
m=1
a(tm)|tm|−s.
In the case that the series ∞∑
n=1
∣∣∣∣ 1|tn|s − 1|tn+1|s
∣∣∣∣
converges for all s ∈ C with Re(s) > 0, one can check using partial summation that such
Dirichlet series converge (if they do) on half planes and represent holomorphic functions
in these regions. This is for example the case, if the |tn| increase monotonously. Since
we have (1.3.2.1), one can show that F (s) will converge in some point s0 if and only if
a(t) = O(|t|ν) for some ν ∈ R.
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Definition 1.3.16. Let F (s) =
∑
t∈S a(t)|t|−s be a Dirichlet series, Q a totally ordered
countable set together with a surjective map w : Q→ S with finite fibres. We also assume
that F converges to a holomorphic function on some half plane {Re(s) > σ0}. The order
of Q shall respect the order of S, this means u1 ≤Q u2 implies w(u1) ≤S w(u2) for all
u1, u2 ∈ Q. We define an integer map on Q via |u|Q := |w(u)|S. In other words, all
elements in the same fibre of a t ∈ S are associated to the same integer. By a splitting of
F we mean a Dirichlet series F˜ (s) =
∑
u∈Q b(u)|u|−sQ that has the following properties:
(i) F˜ (s) converges to a holomorphic function in some half plane {Re(s) > σ˜0}.
(ii) We have for all t ∈ S the summation formula ∑
u∈w−1(t)
b(u) = a(t).
We may think of splittings in the following way: we have Q =
⋃
t∈S σ
−1(t) and
therefore ∑
t∈S
a(t)|t|−s =
∑
t∈S
∑
u∈w−1(t)
b(u)|u|−sQ .
Example 1.3.17. Consider the number theoretic function A4(n) := #{(x1, x2, x3, x4) ∈
N40 | x21 + x22 + x23 + x24 = n}. Note that normally one considers tuples in Z4 but to keep
things simple in this example we use N40. Then the ordinary Dirichlet series
D4(s) :=
∞∑
n=1
A4(n)n
−s
converges for Re(s) > 2. Here we have S = N and |.|N is simply given by |n|N := n. Now
put Q := N40 ×N40 \ {(x,y) | 〈x,y〉 = 0} and consider the surjective map w : Q→ N with
w(x,y) := 〈x,y〉. There are lots of orders we can define on Q as long as (x,y) ≤Q (x˜, y˜)
implies 〈x,y〉 ≤ 〈x˜, y˜〉. Since w−1(n) consists of all (x,y) satisfying 〈x,y〉 = n and
〈x,x〉 = x21 + x22 + x23 + x24, we obtain∑
(x,y)∈w−1(n)
δx,y = A4(n)
with the Kronecker delta δx,y which is 1 if x = y and 0 else. As a result, the series∑
(x,y)∈Q
δx,y 〈x,y〉−s
is a possible splitting of D4. Note, that this series also converges (independent from the
chosen order) on Re(s) > 2 and represents a holomorphic function in this region, which
shows that also condition (i) of Definition 1.3.16 is satisfied.
Splittings that are obtained by maps N` ×N` → N and (x,y) 7→ 〈x,y〉 will play the
key role in the rest of this section. Throughout, we will omit the construction details as
they were presented in the last example.
The next definition provides kind of an inverse concept for splittings.
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Definition 1.3.18. Let S =
⋃∞
j=1 Sj be a disjoint covering with finite Sj. We say that a
Dirichlet series F (s) =
∑
t∈S a(t)|t|−s respects the rearrangement (Sj)j∈N, if the series is
given by the partial sums
Fn(s) =
n∑
j=1
∑
t∈Sj
a(t)|t|−s.
If there might be danger with confusion we simply write
(F, (Sj)j∈N)(s) =
∞∑
j=1
∑
t∈Sj
a(t)|t|−s.
Obviously, F (s) and (F, (Sj)j∈N)(s) coincide in all regions of absolute convergence.
In the case of Sj = {t ∈ S | |t| = j}, (F, (Sj)j∈N)(s) is an ordinary Dirichlet series∑
b(n)n−s – we call this the standard rearrangement. The next proposition makes clear
why rearrangements makes splitting undone in some situations.
Proposition 1.3.19. Let F˜ be a splitting of F over Q. Define the disjoint union Qj :=
σ−1(tj). If we now sum F˜ with respect to (Qj)j∈N we obtain F .
Proof. This follows directly from the definitions.
Definition 1.3.20. We call (Tj)j∈N a sub-rearrangement of (Sj)j∈N, if there is a sequence
of integers 0 < k1 < k2 < k3 < · · · such that T1 = S1 ∪ · · · ∪ Sk1, T2 = Sk1+1 ∪ · · · ∪ Sk2
and so on.
In the following we define for any rearrangement the abscissa of convergence
σ((F, (Sj)j∈N)) to be the infimum real value σ0, such that for all complex values s ∈ C with
Re(s) > σ0 the series converges and represents a holomorphic function in this region.
Remark 1.3.21. One easily checks σ((F, (Tj)j∈N)) ≤ σ((F, (Sj)j∈N)). Hence Proposition
1.3.19 shows that splitting does not improve the area of convergence. However, when
rearranging a split series the situation might look different.
Let R(F ) the set of all rearrangements of F . We define an equivalence relation on
R(F ) by putting two coverings in the same class if the resultant series have the same
abscissa of convergence. We collect this data in R(F )/ ∼. We would like to study
R(F )/ ∼, in particular, we are interested in the following question:
Question 1.3.22. What is the value σ˜(F ) := infG∈R(F )/∼ σ(G)?
There is no simple answer to this question. It rather strongly depends on the Dirichlet
series itself, as the next examples demonstrate.
(i) If a(t) ≥ 0 globally, the region of convergence can not be improved by rearranging
the Dirichlet series. Hence |R(F )/ ∼ | = 1 and σ˜(F ) = σ(F ).
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(ii) Although the set G is large, −σ˜(F ) does not have to be unbounded even in the case
that F is entire. If χ is an even real non-principal character modulo M , one can
show that σ˜(L(χ; s)) = −1 if L(χ;−1) /∈ Z. In this case the “best“ rearrangement of
L(χ; s) is given by N =
⋃
j∈N{M(j − 1) + k | 1 ≤ k ≤M} and we have
L(χ; s) =
∞∑
j=1
(
M∑
m=1
χ(m)(M(j − 1) +m)−s
)
, Re(s) > −1.
We conclude L(χ, 0) = 0. Since all inner summands in the rearrangements are integers
when s = −1, there is indeed no better choice if L(χ,−1) /∈ Z, as the reader may
easily check.
A similar argument shows σ˜(L(χ; s)) = σ0 = 0 if χ is real, odd and L(χ, 0) /∈ Z.
(iii) The identity 1
ζ(s)
=
∑∞
n=1
µ(n)
ns
for Re(s) > 1 is well-known and elementary. Here µ(n)
is the Möbius function. Since µ(n) has sign changes, it makes sense to look at possible
rearrangements. However, it seems to be extremely difficult to find improvements of
σ = 1, since there is no progress in this area until today! We have 1
2
≤ σ˜(ζ−1) ≤ 1
and σ˜(ζ−1) = 1
2
implies the Riemann hypothesis.
Remark 1.3.23. In the case of (ii), where the coefficients are well-studied, there are of
course even more powerful tools for analytic continuation using series transformations,
that can be seen as generalized rearrangements in the sense that we allow the splitting sets
Sn to have infinite order. For example, when using Euler summation, we find the right
hand series
L(χ; s) =
∞∑
n=0
2−n−1
n∑
ν=0
(
n
ν
)
χ(ν + 1)(ν + 1)−s,
will converge globally for non-principal characters χ.
Let k = (k1, ..., k`) and f ∈ Uk(Γ1(M,N)) be a weak modular form. In the following
we give a natural splitting for L(f ; s) in terms of the overset Q = N` × N`. After this,
when applying the Dominated convergence theorem from the last section we can find
good rearrangements of these splittings to give estimates for the size defined in Question
1.3.22. Let G(`)N = F
×
N ×· · ·×F×N be the `-fold product of the residue class groups modulo
N . Then G(`)N is a multiplicative group and there are ϕ(N)
` characters ψ : G(`)N → C×
given by ψ(n) =
∏`
j=1 ψj(nj), where ψ1, ..., ψ` are characters modulo N . We further call
a character ψ : G(`)N → C× non-principal, if no component ψj with 1 ≤ j ≤ ` is principal
and principal else. Analogously we say that ψ is primitive if and only if all components
are primitive. Note that each ψ extends multiplicatively to a map ψ : Z` → C×. For
k ∈ N` also define the (multiplicative) map Πk(n) = nk1−11 · · ·nk`−1` .
Lemma 1.3.24. Let h be a M-periodic function in [M,d], where 0 ≤ d. Then there is
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some constant Ch > 0, only depending on h, such that we have uniformly for x ∈ [0, 1]:∣∣∣∣∣
MT∑
v=1
h(v)xv
∣∣∣∣∣ ≤ Cβ(1− x)d.
Proof. We use partial summation again. We obtain:
MT∑
v=1
h(v)xv =
MT∑
v=1
h(v)xMT +
MT−1∑
r=1
r∑
u=1
h(u)(xr − xr+1)
= (1− x)
MT∑
r=1
(
r∑
u=1
h(u)
)
xr = (1− x)
T−1∑
k=0
M∑
u=1
Mk+u∑
r=1
h(r)xMk+u
= (1− x)
M∑
u=1
xu
u∑
r=1
h(r)
T−1∑
k=0
xMk = (1− x)
M∑
u=1
(
u∑
r=1
h(r)
)
xu
1− xMT
1− xM
=
(1− x)(1− xMT )
1− xM
M∑
u=1
(
u∑
r=1
h(r)
)
xu.
By Proposition 1.3.7 there is a constant Ch such that uniformly on [0, 1]:∣∣∣∣∣
M∑
u=1
(
u∑
r=1
h(r)
)
xu
∣∣∣∣∣ ≤ Ch(1− x)d.
On the other hand, we uniformly have
(1− x)(1− xMT )
1− xM ≤ 1.
This proves the lemma.
In the following, consider the subsets TM,p ⊂ N` with TM,p = {v ∈ N` | (p − 1)M <
max(v) ≤Mp}. It is clear that we have a disjoint covering of N` by all TM,1, TM,2, ....
Lemma 1.3.25. Let h1, ..., h` be functions in (FM−1)C00 , such that the associated weak
functions ωhj have a removable singularity in z = 0, and FMhj ∈ [M, cj] for some cj ≥ 0.
Then we have for all vectors u ∈ N` and s with Re(s) > −∑`j=1 cj:
∞∫
0
ωh1
(
u1xi
N
)
· · ·ωh`
(
u`xi
N
)
xs−1dx = Γ(s)
(
N
2pi
)s ∑
v∈N`
F (`)N h(v) 〈u,v〉−s ,
where F (`)N h(v) = (FNh1)(v1) · · · (FNh`)(v`) is the vector valued Fourier transform. Here,
the order of summation respects the rearrangement (TM,p)p∈N.
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Proof. We have
ωh1
(
u1xi
N
)
· · ·ωh`
(
u`xi
N
)
=
∑
q∈G(`)M
h1(q1) · · ·h`(q`)
∏`
j=1
e(uj
ix
N
)
e(
qj
M
)− e(uj ixN )
=
∑
q∈G(`)M
h1(q1) · · ·h`(q`)
∏`
j=1
∞∑
vj=1
e−
2piujvjx
N
− 2piiqjvj
M
= lim
T→∞
∑
q∈G(`)M
h1(q1) · · ·h`(q`)
MT∑
v1=1
· · ·
MT∑
v`=1
e−
2pi(v1u1+···+v`u`)x
N
− 2pii(v1q1+···+v`q`)
M
=
∏`
j=1
MT∑
vj=1
(FMhj)(vj)e−
2piujvjx
M
 .
We obtain with Lemma 1.3.24:∣∣∣∣∣∣
∏`
j=1
MT∑
vj=1
(FMhj)(vj)e−
2piujvjx
M
xs−1
∣∣∣∣∣∣ ≤ Ch,uxσ−1+c1+···+c`
uniformly for x ∈ [0, 1], where Ch,u > 0 only depends on the functions h1, ..., h` and the
vector u. As a result, the integral
∞∫
0
ωh1
(
u1xi
N
)
· · ·ωh`
(
u`xi
N
)
xs−1dx
converges absolutely to a holomorphic function for Re(s) > −∑`j=1 cj and me may switch
it with summation in this region:
∞∫
0
ωh1
(
u1xi
N
)
· · ·ωh`
(
u`xi
N
)
xs−1dx =
∞∫
0
lim
T→∞
∏`
j=1
MT∑
vj=1
(FMhj)(vj)e−
2piujvjx
M
xs−1dx
= lim
T→∞
MT∑
vj=1
1≤j≤`
∏`
j=1
(FMhj)(vj)
∞∫
0
e−
2pi(u1v1+u2v2+···+u`v`)x
N xs−1dx = Γ(s)
(
N
2pi
)−s ∑
v∈N`
F (`)N h(v)
〈u,v〉s ,
where we respect the rearrangement (TM,p)p∈N in the last sum. This proves the lemma.
In the following, we will look at L-functions corresponding to higher weak modular
forms. Let f be a modular form in Mk(Γ1(M,N)) with Fourier expansion
f(τ) =
∞∑
n=0
a(n)q
n
N .
43
Then we remember that its corresponding L-function is given by
L(f ; s) =
∞∑
n=1
a(n)n−s.
One can show that this series converges on some half plane and we have the relation(
2pi
N
)−s
Γ(s)L(f ; s) =
∞∫
0
(f(ix)− a(0))xs−1dx.
Following this type of Mellin transformation, one can show that each L(f ; s) has a mero-
morphic continuation to the entire complex plane and satisfies a functional equation. The
next proposition makes a statement about the L-functions of certain products of weak
modular forms defined in Definition 1.2.24.
Proposition 1.3.26. Let f ∈ Uk(Γ1(M,N)) be a higher weak modular form, such that
f =
R∑
α=1
µαϑk1(ωhα,1 ⊗ ωtα,1) · · ·ϑk`(ωhα,` ⊗ ωtα,`).
Here we assume that sgn(hα,jtα,j) = (−1)kj for all j = 1, ..., `. Then, for all complex
numbers s with Re(s) > |k|, we have
L(f ; s) =
∑
(u,v)∈N`×N`
a(u,v) 〈u,v〉−s , (1.3.2.2)
where the coefficients a(u,v) are given by
a(u,v) = 2`N `−|k|Πk(u)
R∑
α=1
µα
∏`
j=1
tα,j(uj)(FMhα,j)(vj). (1.3.2.3)
Proof. The series on the right of (1.3.2.2) converges absolutely on the half plane {s ∈ C |
σ > |k|}, since
|a(u,v)|  uk1−11 · · ·uk`−1`
and on the other hand, for all ε > 0,
(u1v1 + · · ·u`v`)|k|+ε =
∏`
j=1
(u1v1 + · · ·u`v`)kj+ ε` ≥
∏`
j=1
(ujvj)
kj+
ε
` ,
and hence ∑
(u,v)∈N`×N`
∣∣∣a(u,v) 〈u,v〉−|k|−ε∣∣∣ ∞∑
uj=1
1≤j≤`
∞∑
vj=1
1≤j≤`
uk1−11 · · ·uk`−1`
(u1v1 + · · ·u`v`)|k|+ε
≤
∞∑
uj=1
1≤j≤`
∞∑
vj=1
1≤j≤`
uk1−11 · · ·uk`−1`∏`
j=1(ujvj)
kj+
ε
`
= ζ
(
1 +
ε
`
)` ∏`
j=1
ζ
(
kj +
ε
`
)
<∞.
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Since tj(0) = hj(0) = 0 for all 1 ≤ j ≤ `, all involved weak functions have a removable
singularity in z = 0 and so have their product. We have for all s ∈ C(
2pi
N
)−s
Γ(s)L(f ; s) =
∞∫
0
R∑
α=1
µα(ϑk1(ωhα,1 ⊗ ωtα,1) · · ·ϑkl(ωhα,` ⊗ ωtα,`))(ix)xs−1dx.
Hence, due to absolute convergence, we obtain for all s with σ > |k| according to Propo-
sition 1.2.20:
L(f ; s) = lim
T→∞
1
Γ(s)
(
2pi
N
)s
2`N `−|k|
T∑
uj=1
1≤j≤`
R∑
α=1
µαu
kα,1−1
1 · · ·ukα,`−1` tα,1(u1) · · · tα,`(u`)
×
∞∫
0
ωhα,1
(
u1xi
N
)
· · ·ωhα,`
(
u`xi
N
)
xs−1dx.
Together with Lemma 1.3.25 we obtain, that this equals
2`N `−|k|
∞∑
uj ,vj=1
1≤j≤`
R∑
α=1
µα
(∏`
j=1
u
kj−1
j tα,j(uj)(FMhα,j)(vj)
)
(u1v1 + · · ·+ u`v`)−s
= 2`N `−|k|
∞∑
uj ,vj=1
1≤j≤`
∏`
j=1
u
kj−1
j
R∑
α=1
µα
(∏`
j=1
tα,j(uj)(FMhα,j)(vj)
)
(u1v1 + · · ·+ u`v`)−s.
This proves the proposition.
Proposition 1.3.26 provides us coefficients a(u,v) that belong to splittings of L(f ; s)
over Q = N` ×N`. We may use this to define a linear map from “splitting coefficients“ to
modular forms. Firstly, consider the vector space
Ak :=
a : N` × N` −→ C
∣∣∣∣∣∣s ∈ C,Re(s) > |k| :
∑
(u,v)∈N`×N`
∣∣a(u,v) 〈u,v〉−s∣∣ <∞
 .
Secondly, look at the subspace BM,N,k ⊂ Ak of functions that generate L-functions of
higher weak modular forms in Uk(Γ1(M,N)). The linear map BM,N,k → O({Re(s) > |k|})
with a(u,v) 7→∑ a(u,v) 〈u,v〉−s induces a linear map ψM,N,k : BM,N,k → Uk(Γ1(M,N)).
Note that this map is well-defined, since the L-function of a modular form is uniquely de-
termined, and of course surjective (Proposition 1.3.26 provides proper pre-images). How-
ever, this map does not have to be injective since there is obviously no Identity theorem
for Dirichlet series of the form
∑
a(u,v) 〈u,v〉−s. This lack of uniqueness is measured
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by the kernel ΛM,N,k := ker(ψM,N,k). So, when considering the coefficients a(u,v) in
(1.3.2.3), all coefficients b(u,v) generating L(f ; s) =
∑
b(u,v) 〈u,v〉−s (assuming abso-
lute convergence in Re(s) > |k|), are contained in the translated set a + ΛM,N,k. All of
this can be summarized in the following proposition.
Proposition 1.3.27. Let f ∈ Uk(Γ1(M,N)). Then a + ΛM,N,k consists of all coefficient
functions b(u,v), such that
L(f ; s) =
∑
(u,v)∈N`×N`
b(u,v) 〈u,v〉−s
and the series converges absolutely for Re(s) > |k|. In particular, all of them define
splittings of L(f ; s) (S =
〈
N`,N`
〉 ⊂ N) over Q = N` × N` equipped with the integer map
|(u,v)|Q := 〈u,v〉.
Of course, when using Proposition 1.3.19, one could reconstruct the original ordi-
nary Dirichlet series with a standard rearrangement. However, in the following we study
a completely different rearrangement (UM,N,m)m∈N that arises from the results in the
previous section. With this we want to extend the region of convergence of the series
L(f ; s) =
∑
a(u,v) 〈u,v〉−s naturally. Fix an integer N . We define for p, q ∈ N
TM,N,p,q = {(u,v) ∈ N` × N` | N(p− 1) < max(u) ≤ Np,M(q − 1) < max(v) ≤Mq}.
Note that the TN,p,q define a disjoint covering of N` × N`. We then define the sub-
rearrangement
UM,N,1 := TM,N,1,1,
UM,N,2 := TM,N,1,2 ∪ TM,N,2,1 ∪ TM,N,2,2,
UM,N,3 := TM,N,1,3 ∪ TM,N,2,3 ∪ TM,N,3,1 ∪ TM,N,3,2 ∪ TM,N,3,3,
and so on. After Proposition 1.3.27 provided us some natural splittings (in fact, all
Dirichlet series of L(f ; s) arising from products of weak functions for k and not from
the usual Fourier series), we show that we can improve the region of convergence by
rearranging the splittings by UM,N,m.
Theorem 1.3.28 (see [24]). Let N > 1 and ` ≥ 1 be integers and hj ∈ (FM−1)C00 with
FMhj ∈ [M, cj] and the tj ∈ [N, dj] be even or odd N-periodic functions for 1 ≤ j ≤ ` and
some non-negative integers cj and dj. We further assume that we have sgn(hjtj) = (−1)kj
for every 1 ≤ j ≤ `. Consider the modular form
f(τ) =
∏`
j=1
ϑkj(ωhj ⊗ ωtj ; τ) ∈ Uk(Γ1(M,N)).
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For all values s ∈ C with Re(s) > max(|k|−`−d,−c), where c = ∑`j=1 cj and d = ∑`j=1 dj,
we have the series representation
L(f ; s) = 2`N `−|k|
∑
(u,v)∈N`×N`
Πk(u)t(u)(F (`)N h)(v) 〈u,v〉−s ,
where t(u) := t1(u1) · · · t`(u`) and (F (`)N h)(v) := (FNh1)(v1) · · · (FNh`)(v`) is the multidi-
mensional Fourier transform. The summation respects the rearrangement (UM,N,m)m∈N.
In particular, we have
inf
b∈a+ΛM,N,k
σ˜
 ∑
(u,v)∈N`×N`
b(u,v) 〈u,v〉−s
 ≤ max(|k| − `− d,−c). (1.3.2.4)
Here, a(u,v) are the standard coefficients obtained in Proposition 1.3.26, for the set
a+ ΛM,N,k see also Proposition 1.3.27.
Proof. The series on the right of (1.3.2.2) converges absolutely for all s with Re(s) > |k|.
Since tj(0) = hj(0) = 0 for all 1 ≤ j ≤ `, all involved weak functions have a removable
singularity in z = 0 and so have their product. We have for all s ∈ C
(
2pi
N
)−s
Γ(s)L(f ; s) =
∞∫
0
f(ix)xs−1dx =
∞∫
0
∏`
j=1
ϑkj(ωhj ⊗ ωtj ;xi)xs−1dx.
The functions t1, ..., t` have heights d1, ..., d` which means by Theorem 1.3.14 that there
is a constant C > 0 such that for all T ∈ N and 0 ≤ x ≤ 1:
∣∣∣∣∣∣∣∣
NT∑
uj=1
1≤j≤`
uk1−11 · · ·uk`−1` t1(u1) · · · t`(u`)ωh1
(
u1xi
N
)
· · ·ωh`
(
u`xi
N
)
xs−1
∣∣∣∣∣∣∣∣
= xσ−1
∏`
j=1
∣∣∣∣∣∣
NT∑
uj=1
u
kj−1
j tj(uj)ωhj
(
ujxi
N
)∣∣∣∣∣∣ ≤ Cxσ+d−1−(|k|−`)
and the right hand side is an integrable majorant for σ > |k| − `− d. For these values we
therefore have dominated convergence on the interval [0, 1] and uniform convergence on
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the interval [1,∞), hence we obtain for Re(s) > |k| − `− d
L(f ; s) =
1
Γ(s)
(
2pi
N
)s ∞∫
0
lim
T→∞
2`N `−|k|
NT∑
uj=1
1≤j≤`
uk1−11 · · ·uk`−1` t1(u1) · · · t`(u`)
× ωh1
(
ixu1
N
)
· · ·ωh`
(
ixu`
N
)
xs−1dx
= lim
T→∞
1
Γ(s)
(
2pi
N
)s
2`N `−|k|
NT∑
uj=1
1≤j≤`
uk1−11 · · ·uk`−1` t1(u1) · · · t`(u`)
×
∞∫
0
ωh1
(
ixu1
N
)
· · ·ωh`
(
ixu`
N
)
xs−1dx.
In the proof of the Dominated convergence theorem the upper bound was independent of
the choice of the partial sums for the series of ω. Hence, together with Lemma 1.3.25 we
obtain for Re(s) > −c:
L(f ; s) = lim
T→∞
2`N `−|k|
NT∑
uj=1
1≤j≤`
uk1−11 · · ·uk`−1` t1(u1) · · · t`(u`)
MT∑
vj=1
1≤j≤`
F (`)N h(v)
(u1v1 + · · ·+ u`v`)s .
Since the order of summation in the partial sums respects the rearrangement (UM,N,m)m∈N,
note that
NT∑
uj=1
1≤j≤`
MT∑
vj=1
1≤j≤`
−
N(T−1)∑
uj=1
1≤j≤`
M(T−1)∑
vj=1
1≤j≤`
=
∑
UM,N,T
.
Since {Re(s) > |k|−`−d}∩{Re(s) > −c} = {Re(s) > max(|k|−`−d,−c)} and (1.3.2.4)
follows with
σ˜
 ∑
(u,v)∈N`×N`
a(u,v) 〈u,v〉−s
 ≤ max(|k| − `− d,−c),
the theorem is proved.
From this we obtain a much more general result as (ii) presented in the above exam-
ples.
Corollary 1.3.29. Let t 6= 0 be N-periodic and be an element of [N, d]. Then the series
lim
T→∞
NT∑
n=1
t(n)n−s =
∞∑
r=0
N∑
`=1
t(`)(Nr + `)−s
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converges for all s ∈ C with Re(s) > −d to a holomorphic function L(t, s). In particular,
L(t,−α) = 0 for all 0 ≤ α < d.
Proof. Put k = d + 1. Choose h 6= 0 such that sgn(t · h) = (−1)k. Then we obtain with
Theorem 1.3.28 that the series
lim
T→∞
N1−k
NT∑
u=1
∞∑
ν=1
uk−1t(u)(FNh)(ν)
(uν)s
= lim
T→∞
N1−k
(
NT∑
u=1
ud−st(u)
)( ∞∑
ν=1
(FNh)(ν)
νs
)
converges for all s ∈ C with Re(s) > 0 to a holomorphic function. Since
lim
T→∞
NT∑
u=1
ud−st(u) =
∞∑
r=0
N∑
`=1
t(`)(Nr + `)−s+d,
the claim follows.
One consequence of this observation is an application to infinite products.
Example 1.3.30. Consider the function
a4(n) =

−1, if n ≡ ±1 (mod 4),
2, if n ≡ 2 (mod 4),
0, if n ≡ 0 (mod 4).
Then a4 has height 1, since obviously
∑4
j=1 a4(j) =
∑4
j=1 a4(j)j = −1 + 4 − 3 = 0. One
sees quickly that
f(s) =
∞∑
n=1
a4(n)n
−s =
(
3 · 2−s − 2 · 4−s − 1) ζ(s).
Together with Corollary 1.3.29 we conclude that
∞∑
n=0
4∑
j=1
a4(4n+ j)(4n+ j)
−s
converges to a holomorphic function for all s ∈ C with Re(s) > −1 and we find
∞∑
n=0
(log(4n+ 1)− 2 log(4n+ 2) + log(4n+ 3)) = f ′(0).
Since ζ(0) = −1
2
, we obtain
∞∏
n=0
(4n+ 1)(4n+ 3)
(4n+ 2)2
=
1√
2
.
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Remark 1.3.31. With a rearranged splitting
∞∑
n=1
((2n− 1)−s − 2(2n)−s + (2n+ 1)−s) = 2(1− 21−s)ζ(s)− 1,
that converges for Re(s) > −1, we similarly conclude (when using ζ ′(0) = −1
2
log(2pi))
the Wallis product
∞∏
n=1
(2n− 1)(2n+ 1)
(2n)2
=
2
pi
.
Example 1.3.32. Let χ be a non-principal even character modulo N . Then, using the
well-known Weierstraß product expansion
1
Γ(s)
= seγs
∞∏
n=1
(
1 +
s
n
)
e−
s
n ,
we find
∞∏
n=0
(Nn+ 1)(Nn+ 2)χ(2)(Nn+ 3)χ(3) · · · (Nn+N − 1)χ(N−1) =
N∏
m=1
Γ
(m
N
)χ(m)
.
As a consequence, we obtain the following well-known identity
eL
′(χ,0) =
N∏
m=1
Γ
(m
N
)χ(m)
.
The next final corollary provides natural generalized Dirichlet series representations
for L-functions associated to products of Eisenstein series for non-principal primitive
Dirichlet characters.
Corollary 1.3.33 (see [24]). Let χ, ψ : Z` → C× be non-principal, primitive characters
modulo M and N , respectively, such that χj(−1)ψj(−1) = (−1)kj for all j = 1, ..., `. For
all s ∈ C with Re(s) > max
(
|k| − `− 1
2
∑`
j=1(ψj(−1) + 1),−12
∑`
j=1(χj(−1) + 1)
)
we
have
L
(∏`
j=1
Ekj(χj, ψj; τ), s
)
=
(
−2pii
N
)|k| ∏`
j=1
2G(ψj)
(kj − 1)!
∑
(u,v)∈N`×N`
Πk(u)ψ(u)χ(v) 〈u,v〉−s ,
where the summation respects the rearrangement (UM,N,m)m∈N.
Proof. Since all characters are primitive, we have
Ekj(χj, ψj; τ) =
χj(−1)(−2pii)kjG(ψj)
N(kj − 1)!G(χj) ϑkj(ωχj ⊗ ωψj ; τ).
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Hence we obtain with Theorem 1.3.28
L
(∏`
j=1
Ekj(χj, ψj; τ), s
)
= λ1 · · ·λ`2`N `−|k|
∑
(u,v)∈N`×N`
Πk(u)ψ(u)(F (`)N χ)(v) 〈u,v〉−s ,
where
λj =
χj(−1)(−2pii)kjG(ψj)
N(kj − 1)!G(χj) .
We can simplify the expression (F (`)N )(χ) by(
F (`)N
)
(χ)(v) = χ(v)
(
F (`)N χ
)
(1) = χ(v)
∏`
j=1
χj(−1)G(χj),
so we obtain
λ1 · · ·λ`N `−|k|
(
F (`)N χ
)
(v) =
(
−2pii
N
)|k| ∏`
j=1
G(ψj)
(kj − 1)!χ(v).
The extended domain of convergence follows, because of the rearrangement, with Theorem
1.3.28 and the fact that the height of ψj is given by 12(ψj(−1) + 1).
Note that this representation of the L-function of the considered product is more
natural since it is a direct generalization of the formula for L(Ek(χ, ψ; τ), s) in the case
` = 1, where the series directly splits into a product of two Dirichlet L-functions:
2(−2pii)kG(ψ)
Nk(k − 1)!
∑
(u,v)∈N×N
uk−1ψ(u)χ(v)(uv)−s =
2(−2pii)kG(ψ)
Nk(k − 1)! L
(
ψ; s− k + 1)L(χ; s).
The region of convergence may be improved when summing with respect to the rearrange-
ment (UM,N,m)m∈N. In this case we end up with∑
(u,v)∈N×N
uk−1ψ(u)χ(v)(uv)−s = lim
T→∞
NT∑
u=1
MT∑
v=1
uk−1ψ(u)χ(v)(uv)−s.
By Corollary 1.3.29 this converges, if k ≥ 2, for Re(s) > k − 1 if ψ is odd and for
Re(s) > k − 2 if ψ is even (and of course, non-principal). In the case k = 1 we have
convergence in the region Re(s) > −1 if and only if ψ and χ are both even and for
Re(s) > 0 else. An important question, which is still unsolved in the very general case,
if modular forms can be written as sums of products of Eisenstein series. But there is
a lot of progress in this field. Dickson and Neururer have shown in [23], that, if k ≥ 4,
N = paqbN ′ where pa, qb are powers of primes and N ′ is square free, the space Mk(Γ0(N))
is generated by Ek(Γ0(N), χ0,N) and a subspace containing products of two Eisenstein
series. A similar result for Mk(p) and k ≥ 4, where p is prime, is due to Imamog¯lu and
Kohnen [38]. For a correspondence between values of L-functions for products of pairs of
different Eisenstein series see [20]. Finally, we give an example.
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Example 1.3.34. Let χ be a primitive even Dirichlet character modulo N > 1. We then
look on the Eisenstein series E2(χ, χ; τ) of weight k = 2 and define f(τ) := E2(χ, χ; τ)2.
Then f is a modular form of weight 4 for the group Γ(N2) and vanishes in the cusps z = 0
and z = i∞, hence its L-function L(f ; s) is entire. We are especially interested in the
critical value L(f ; 1). With Corollary 1.3.33 we obtain
L(f ; 1) =
64pi4G(χ)2
N4
lim
T→∞
NT∑
u1,u2,v1,v2=1
u1u2χ(u1)χ(u2)χ(v1)χ(v2)
u1v1 + u2v2
.
Note that this converges, since |k| = 4, ` = 2 and 1
2
∑2
j=1(χ(−1)+1) = 2, and 4−2−2 =
0 < 1.
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1.4 Pre-weak functions of higher degree and applica-
tions
In this section we study the situation when some assumptions on weak functions are
weakened. On the one hand, we would like to allow “weak functions“ to have poles of
arbitrary degree. On the other hand, we will consider “weak functions“ with poles that
are irrational. This will provide us generalized Eisenstein series with an “infinite level“.
Furthermore, we can continue our construction principle for functions with interesting
transformation properties on a higher level. Other applications are formulas for cotangent
sums and, when considering negative weights, a formalism which describes the k− 1-fold
integral of ϑk explicitly in the case of finite levels.
1.4.1 Generalized Eisenstein series and generalized periodic L-
functions
We denote the vector space of all generalized weak functions of degree 1 (this means,
that only poles os degree 1 are allowed) by Wweak. I.e., each function ω ∈ Wweak has
period 1, is meromorphic in C and of rapid decay as |Im(z)| → ∞ and only has poles of
degree at most 1 at real values.
We now call a 1-periodic pre-weak, if it has all properties of a weak function except
that it is just bounded as y → ±∞ in the strip {0 ≤ x < 1}. In other words, we have the
exact sequence
0 −→ Wweak −→ Wpre f 7→(f(−i∞),f(i∞))−→ C2 −→ 0.
The subspaces W±i∞pre ⊂ Wpre contain all pre-weak functions that additionally vanish
in z = ±i∞. All introduced notations for weak functions will also apply to pre-weak
functions, if appropriate. Note that each ω ∈ Wpre also has a representation
ω(z) = ω(i∞) +
∑
x∈R/Z
βω(x)hx(z), hx(z) =
e(z)
e(x)− e(z) ,
where the sum is of course finite. Now consider the homomorphism
(R/Z)C0,0 −→ O({s ∈ C | σ > 1}) (1.4.1.1)
β 7−→ L(β; s) :=
∑
x∈R>0
β(x)x−s.
The holomorphic functions on the right will be called periodic L-functions (since the input
function lives on the 1-torus). We have the decomposition
L(β; s) =
∑
x∈(0,1]
β(x)ζ(s, x), (1.4.1.2)
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where
ζ(s, x) :=
∞∑
n=0
(n+ x)−s, x > 0,
is the Hurwitz zeta function. By analytic continuation we may consider the subspace
1
s−1O(C) ⊂ O({s ∈ C | σ > 1}) for the image in (1.4.1.1). The residue map β 7−→
ress=1L(β; s) has kernel (R/Z)
C0,0
0 . In the case that β has support on
1
N
Z \Z for some N ,
we obtain an ordinary Dirichlet series with an exponential factor.
L(β; s) = N s
∞∑
n=1
β
( n
N
)
n−s.
The aim of this section is to associate periodic L-functions with generalized Eisenstein
series that satisfy certain transformation properties. These Eisenstein series Ek(ω⊗ η; τ)
arise from (generalized) weak functions ω ⊗ η with real (but not necessarily rational)
poles. Since we are not able to assign ω and η a meaningful finite integer level in the case
they have irrational poles, the functions Ek(ω ⊗ η; τ) will not be modular forms (except
of course they identically vanish).
Definition 1.4.1. We will use the notation W± to indicate the sub-spaces spanned by odd
and even functions. What we need is the following: for k ∈ Z we define
W⊗(k) :=

Wweak ⊗Wweak, if k > 0,〈
Wpre ⊗Wweak,Wweak ⊗Wpre,W+pre ⊗W−pre,W−pre ⊗W+pre
〉
, if k = 0,
Wpre ⊗Wpre, if k < 0.
Also we use the notation W⊗(k)[T1, T2] to indicate, that the first and the second space are
associated to the subsets T1, T2 ⊂ R/Z, e.g. W⊗(1)[TN , TM ] = Wweak[TN ]⊗Wweak[TM ].
Consider the following linear map between pairs of pre-weak functions and holomor-
phic functions
ϑk : Vk −→ O(H+ ∪H−),
ω ⊗ η 7−→ −2pii lim
R→∞
∑
x∈R×
|x|≤R
resz=x
(
zk−1η(z)ω(zτ)
)
=: ϑk(ω ⊗ η; τ). (1.4.1.3)
We explain Vk by Vk := Wweak ⊗Wpre if k > 0 and Vk := W⊗(k), else. A proof that this is
well-defined is given in Proposition 1.4.4.
Remark 1.4.2. If one considers the decomposition W = W+ ⊕W− into even and odd
functions, respectively, one can easily show by symmetry that (W+⊗W+)⊕(W−⊗W−) ⊂
ker(ϑk) if k ≡ 1 (mod 2), and (W+ ⊗W−) ⊕ (W− ⊗W+) ⊂ ker(ϑk), else. We use for
elements ω ∈ W± \ {0} the notation sgn(ω) = ±1.
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Note thatW⊗(0) is also spanned by the spacesW
+
pre⊗W−pre andW−pre⊗W+pre that entirely
map to the constant zero function by Remark 1.4.2. But we will still use this notation for
formal reasons.
Remark 1.4.3. With the still valid functional equation
hx(−z) = −1− h−x(z)
one easily sees that
ω ∈ W±weak =
 ∑
x∈R/Z
βω(x)hx(z)
∣∣∣∣∣∣ βω(−x) = ∓βω(x)
 .
Proposition 1.4.4. The map ϑk is well-defined.
Proof. Let x ∈ R× and K ⊂ H+ ∪H− be a compact subset. Then we have the estimate
|resz=xzk−1η(z)ω(zτ)| ≤ max
τ∈K
|ω(τx)| · |resz=xη(z)| · |x|k−1.
We distinguish three cases.
1. In the case k > 0 the claim now follows easily since then ω ∈ Wweak and hence
there is a δ > 0 (depending on K and ω), such that
max
τ∈K
|ω(τx)| = O (e−δ|x|) .
On the other hand, the term |resz=xη(z)| is bounded since η is periodic.
2. If k < 0 it follows that∣∣resz=xzk−1η(z)ω(zτ)∣∣ ≤ C|x|k−1
where the constant C > 0 may be chosen as
C = max
w∈⋃0 6=t∈S(η) tK |ω(w)| · maxλ∈[0,1] |resz=λη(z)|.
Since the sum
∑
x∈S(η)\{0} |x|−1−|k| converges the claim follows.
3. In the case k = 0 we note that the map is defined on the subspace Wweak ⊗Wpre
by the arguments of 1. It is clearly defined for W+pre⊗W−pre and W−pre⊗W+pre since then all
summands cancel each other. So we are left to show that we can define it onWpre⊗Wweak.
Without loss of generality we assume that ω⊗ η ∈ W±pre⊗W±weak. First let both functions
be even. Then ω = c+ ωw with some constant c and ωw ∈ Wweak. In conclusion, we only
have to show that the sequence
S := −2piic lim
R→∞
∑
x∈R×
|x|≤R
resz=xη(z)z
−1
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converges. Let 0 < x1 < x2 < x3 < · · · the sequence of all positive poles of η. With
partial summation we obtain
N∑
j=1
βη(xj)x
−1
j =
(
N∑
j=1
βη(xj)
)
x−1N +
N−1∑
u=1
(
u∑
j=1
βη(xj)
)
(x−1u+1 − x−1u ). (1.4.1.4)
Since η is weak, the term
∑N
j=1 βη(xj) is bounded and hence the right hand side converges
as N tends to infinity. The odd case works similarly, since then we have ω = c cot(piz)+ωw
and hence (since the cotangent function is odd)
resz=xz
−1η(z)ω(τz) = icβη(x)|x|−1 +O(e−δx), δ > 0,
so we are reduced to proving convergence of a series analogous to (1.4.1.4). Finally,
since in both cases we obtain homomorphisms that coincide on the common subspace
Wweak⊗Wweak we may extend it to the resultant space 〈Wpre ⊗Wweak,Wweak ⊗Wpre〉.
We now obtain the following very general transformation law.
Theorem 1.4.5 (see [28]). Let ω ⊗ η ∈ W⊗(k), then we have for all k ∈ Z and τ ∈ H
ϑk
(
ω ⊗ η;−1
τ
)
= τ kϑk (η ⊗−ω̂; τ) + 2pii resz=0
(
zk−1η(z)ω̂
(z
τ
))
. (1.4.1.5)
Here ω̂(z) = ω(−z).
Proof. Let y > 0 and τ = iy ∈ H. Define
gy(z) := −2piizk−1η(z)ω̂
(
z
iy
)
.
Then gy is a meromorphic function in the plane with simple poles at S(gy) = S(η) ∪
S(ω)iy \ {0} (all lying on the real and imaginary axes). Consider the closed contour
integrals
In(y) =
1
2pii
∮
Rn(y)
gy(z)dz,
where Rn(y) is a sequence of rectangles that cross the axes half between the respective
poles xn and xn+1. We are left to show In(y)
n→∞−→ 0 since then the claim follows with the
identity and residue theorem. Using periodicity of η, ω and the decay of gy we find that
this will certainly be the case for k 6= 0. So we are left to show it for k = 0.
We first consider the case ω⊗η ∈ W±pre⊗W∓pre. Then the functions ϑ0(ω⊗η) and ϑ0(η⊗−ω̂)
are constant zero. Since the product ω(z/iy)η(z)/z is an even function in this case, its
residue at z = 0 will be 0. Hence the transformation law is trivially satisfied in this case.
Now let ω ∈ Wweak. Then the integrals on the right and the left in the rectangle will go
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to zero because of the exponential decay of ω and the periodicity of η. So we can express
In(y) in the form
In(y) =
−σn+itn∫
σn+itn
gy(z)dz +
σn−itn∫
−σn−itn
gy(z)dz + o(1) (1.4.1.6)
where 0 < σn →∞ and 0 < tn →∞ are chosen in the sense of Rn(y). Now we divide the
integrals into three parts:
σn−itn∫
−σn−itn
gy(z)dz =
−c√n−itn∫
−σn−itn
gy(z)dz +
c
√
n−itn∫
−c√n−itn
gy(z)dz +
σn−itn∫
c
√
n−itn
gy(z)dz.
Here, c > 0 is some fixed constant (note that
√
n = o(σn)). There is a constant C > 0
such that we have |η(z)| ≤ C for all |Im(z)| ≥ 1. Also on the segments [−σn±itn, σn±itn]
the function ω̂(z/yi) is uniformly bounded (with respect to n = 1, 2, 3, ...) by some D > 0
since it is periodic along the imaginary axes. Hence for sufficiently large n we obtain
c
√
n−itn∫
−c√n−itn
gy(z)dz 
√
n
tn
= o(1).
On the other hand, since ω̂(z/yi) is of rapid decay as Re(z) → ±∞ we have |gy(z)| =
O(e−δ|Re(z)|) uniformly on {z ∈ C | |Re(z)| > 1, |Im(z)| > 1} for some δ > 0. Hence the
integrals
±∞−itn∫
±1−itn
gy(z)dz
will certainly converge absolutely and also
±σn−itn∫
±c√n−itn
gy(z)dz = o(1).
The first integral in (1.4.1.6) tends to zero by the same argumentation. The case ω⊗ η ∈
Wpre ⊗Wweak works analogously. This proves the transformation formula.
Definition 1.4.6. Let β be any function in (R/Z)C0. Then we define its Fourier transform
F(β) : R→ C by
F(β)(y) =
∑
x∈R/Z
β(x)e−2piixy.
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Definition 1.4.7. Let k ≥ 3 be an integer and β, γ be functions in (R/Z)C00 , such that
sgn(β)sgn(γ) = (−1)k. We assign these data an Eisenstein series by
Ek(β, γ; τ) :=
∑
t∈R>0
ak(β, γ; t)q
t
with the coefficients
ak(β, γ; t) :=
∑
d1∈R>0
d2∈N
d1d2=t
dk−11 β(d1)F(γ)(d2).
In the cases k = 2 and k = 1 we have the same definition under the restrictions β(0)γ(0) =
0 and β(0) = γ(0) = 0, respectively.
Note that the (non-trivial) exponents in the above Fourier series can be irrational
numbers too.
Theorem 1.4.8 (see [28]). Let all assumptions hold as above. The generalized Eisenstein
series satisfies the modular identity
Ek
(
β, γ;−1
τ
)
= τ kEk(γ,−β̂; τ).
Proof. We find
ϑk(ω ⊗ η; τ) = 2
∑
α∈R>0
αk−1β(α)
∑
x∈R/Z
γ(x)
e(ατ)
e(x)− e(ατ)
= 2
∑
α∈R>0
∞∑
ν=1
αk−1β(α)
 ∑
x∈R/Z
γ(x)e(−νx)
 qαν = 2Ek(β, γ; τ).
The claim now follows by Theorem 1.4.5. Note that in the case k = 2 at least one and
in the case k = 1 both of the functions ωβ and ηγ have a removable singularity in z = 0,
such that in every case the rational part in (1.4.1.5) vanishes.
Analogous to ordinary Eisenstein series we can assign a generalized L-function to
Ek(β, γ; τ). The result is a generalized Dirichlet series∑
t∈D
a(t)t−s,
whereD ⊂ R>0 is a discrete subset and a : D → C a sequence of complex numbers. Like in
the classical case one can show (for example by Mellin transform, using the transformation
law of the Eisenstein series) that these L-functions have a meromorphic continuation to
the entire plane and satisfy a functional equation of the standard type.
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Proposition 1.4.9. The generalized L-function associated to Ek(β, γ; τ) is given by
L(Ek(β, γ); s) = L(β; s+ 1− k)
∑
x∈R/Z
γ(x)Lis(e
−2piix),
where Lis(z) denotes the polylogarithm. It converges on {s ∈ C|Re(s) > k} and has a
meromorphic continuation to the entire plane.
Note that L(β; s) represents a holomorphic function on {s ∈ C|Re(s) > 1} by
(1.4.1.2) (β is 1-periodic and zero at all but finitely many points) and has a holomor-
phic continuation to C \ {1} with a possible simple pole in s = 1.
Proof. Starting with Definition 1.4.7 we obtain
∑
t∈R>0

∑
d1∈R>0
d2∈N
d1d2=t
dk−11 β(d1)F(γ)(d2)
 t−s =
(∑
t∈R>0
β(t)t−s+k−1
) ∞∑
n=1
F(γ)(n)n−s.
The function γ is zero almost everywhere. Since by
|F(γ)(n)| ≤
∑
x∈R/Z
|γ(x)|
its Fourier transform F(γ)(n) is bounded and hence the corresponding Dirichlet series
converges absolutely on {s ∈ C|Re(s) > 1}. We now have
∞∑
n=1
F(γ)(n)n−s =
∞∑
n=1
∑
x∈R/Z
γ(x)e−2piinxn−s =
∑
x∈R/Z
γ(x)Lis(e
−2piix).
The claim follows with the analytic properties of s 7→ Lis(e−2piix) and L(β; s).
In the next theorem we prove a functional equation for the completed L-function
associated to a generalized Eisenstein series.
Theorem 1.4.10. The completed L-function
Λ(β, γ; s) := (2pi)−sΓ(s)L(Ek(β, γ); s)
extends to an entire function and satisfies the functional equation
Λ(Ek(β, γ); k − s) = Λ
(
Ek
(
γ,−β̂
)
; s
)
.
59
Proof. By Mellin transformation we obtain
Λ(β, γ; s) =
∞∫
0
Ek(β, γ; iy)y
s−1dy.
By splitting the integral in the intervals [0, 1] and [1,∞) and making the substitution
y 7→ y−1 in the first integral we obtain
Λ(β, γ; s) =
∞∫
1
Ek
(
β, γ;
i
y
)
y−s−1dy +
∞∫
1
Ek(β, γ; iy)y
s−1dy
=
∞∫
1
Ek(γ,−β̂; iy)yk−s−1dy +
∞∫
1
Ek(β, γ; iy)y
s−1dy.
From this one sees that Λ(β, γ; s) is entire. The symmetry on the right hand side leads
to the desired functional equation.
1.4.2 Cotangent sums
Besides periodic L-functions we may associate other objects to a pre-weak function.
For integers m = 1, 2, 3, ... we define the corresponding cotangent sum
C(ω;m) :=
∑
x∈R/Z
βω(x) cot
m(pix).
The primary goal of this section is to develop a principle which helps to write cotangent
sums as rational combinations of L-functions, and vice versa. With this we may conclude
several results about cotangent sums using well known results about L-functions, and of
course vice versa again.
A famous example for a cotangent sum is given in [34] on p. 262:
N−1∑
j=1
cot2
(
pij
N
)
=
(N − 1)(N − 2)
3
, N = 2, 3, ... (1.4.2.1)
Note that the sum is always rational independent of the choice of N . This was generalized
by Chu and Marini in [15] and Berndt and Yeap [4] on p. 6.
Theorem 1.4.11. Let N and n be positive integers. Then
N−1∑
j=1
cot2n
(
pij
N
)
= (−1)nN − (−1)n22n
n∑
j0=0
 ∑
j1,...,j2n≥0
j0+j1+···+j2n=n
2n∏
r=0
B2jr
(2jr)!
N2j0 .
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In particular, we have
N−1∑
j=1
cot2n
(
pij
N
)
∈ Q.
Note that the Bn denote the Bernoulli numbers defined by generating series
∞∑
n=0
Bn
n!
xn =
x
ex − 1 .
The interesting identity in Theorem 1.4.11 can be proved by looking at
f(z) = cot2n(piz) cot(pikz)
and using contour integration. Another more general result is presented in [4] on p. 17
(there is a mistake in the original paper) and looks as follows.
Theorem 1.4.12. For positive integers 0 < a < k and n let
sn(k, a) :=
k−1∑
j=1
sin
(
2piaj
k
)
cotn
(
pij
k
)
and
cn(k, a) :=
k−1∑
j=1
cos
(
2piaj
k
)
cotn
(
pij
k
)
.
Then we have for all positive integers m
s2m−1(k, a) = (−1)m22m−1
∑
j1,...,j2m−1,µ,ν≥0
2j1+···+2j2m−1+µ+ν=2m−1
aµkν
1
µ!
Bν
ν!
2m−1∏
r=1
B2jr
(2jr)!
(1.4.2.2)
and
c2m(k, a) = (−1)m+122m
∑
j1,...,j2m,µ,ν≥0
2j1+···+2j2m+ν+µ=2m
aµkν
1
µ!
Bν
ν!
2m∏
r=1
B2jr
(2jr)!
. (1.4.2.3)
In particular, both sm and cm define sequences of elements in Q[k, a].
In other words, the theories of generalized periodic L-functions and cotangent sums
are in some way equivalent. To understand this, we modify the definition (1.4.1.1) of
a periodic L-function in the following way. In the entire section we denote W 0pre as the
subspace of pre-weak functions that have a removable singularity in z = 0, which is
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equivalent to βω(0) = 0. Consider now the homomorphism between the space of pre-weak
functions and an infinite tuple of complete L-values at positive integers
W 0pre −→ CN
ω 7−→
(
L˜(ω; 1), L˜(ω; 2), ...
)
, L˜(ω; k) :=
∑
x∈R×
βω(x)x
−k.
In the case k = 1, we interpret the sum as
L˜(ω; 1) = lim
N→∞
∑
−N≤x≤N,x 6=0
βω(x)x
−1 =
∑
x>0
(βω(x)− βω(−x))x−1. (1.4.2.4)
Remark 1.4.13. Note that by Remark 1.4.3 sgn(ω) = (−1)k implies L(ω; k) = 0 for
k > 1 (an even pre-weak function is weak up to a constant and an odd up to a cotangent
function). If k = 1 this relation still holds if we restrict to weak functions or odd ω.
Before we move on, we define a sequence of numbers which is of great importance in
combinatorics.
Definition 1.4.14. Let n ∈ N0 and k ∈ Z. We define the Stirling numbers of the second
kind by {n
k
}
:=
1
k!
k∑
j=0
(−1)j
(
k
j
)
(k − j)n, 0 ≤ k ≤ n,
where {0
0
} := 1 and {n
k
} := 0 whenever k > n or k < 0.
Put
∆(`, u) :=
(
`
u
)
−
(
`
u− 1
)
and
S∗(n, k) := k!
{n
k
}
=
k∑
j=0
(−1)j
(
k
j
)
(k − j)n, k ≤ n.
To find the connection between (generalized) L-functions and cotangent sums we need
the following lemma.
Lemma 1.4.15. Define a sequence δ : N20 → C by
δ0(0) = δ1(0) = δ0(1) := 0,
and for integers ν, u ≥ 0 with ν + u ≥ 2:
δν(u) :=
iν+u
(ν − 1)!
ν−1∑
`=u−1
(−1)ν+`−u−12ν−1−`S∗(ν − 1, `)∆(`, u).
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Let a ∈ C \ Z. Then we have in an arbitrary small neighborhood of z = 0
cot(pi(z − a)) =
∞∑
ν=0
Pν(cot(pia))z
ν = − cot(pia) + (−pi − pi cot2(pia))z + · · · ,
where
Pν(X) = pi
ν
ν+1∑
u=0
δν+1(u)X
u.
Remark 1.4.16.
(i) The first polynomials Pν are given by
P0(X) = −X,
P1(X) = −pi − piX2,
P2(X) = −pi2X − pi2X3,
P3(X) = −pi
3
3
− 4pi
3
3
X2 − pi3X4,
P4(X) = −2pi
4
3
X − 5pi
4
3
X3 − pi4X5.
(ii) We have for all ν ≥ 1 the formulas
δν(ν) = −1 (1.4.2.5)
and for all ν ≥ 2
δν(0) =
iν
(ν − 1)!
ν−1∑
`=0
(−1)ν+`−12ν−1−`S∗(ν − 1, `),
since then ∆(`, 0) = 1.
(iii) It is δν(u) = 0 if u > ν. Since the function cot(x) is odd, we obtain δν(u) = 0 if
ν + u ≡ 1 (mod 2).
Proof. It is clear that the function f(z) = cot(pi(z−a)) is holomorphic in a neighborhood
of z = 0 in the case a ∈ C \ Z. For the constant term we find
cot(pi(−a)) = − cot(pia) = pi0 (δ1(0) + δ1(1) cot(pia)) ,
and indeed this coefficient is
δ1(1) = i
2 · (−1) · 20 · S∗(0, 0) ·
((
0
1
)
−
(
0
0
))
= −1.
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Using the formula in [42] on p. 2,
cot(n)(x) = (2i)n(cot(x)− i)
n∑
v=0
v!
2v
{n
v
}
(i cot(x)− 1)v, n ≥ 1,
(note that in the paper, the sum starts at v = 1 but we have n ≥ 1, hence {n
0
} = 0) and
the Binomial theorem, for ν ≥ 1, we end up with
f (ν)(0) = −(−2pii)ν
ν∑
`=0
`+1∑
u=0
(αν,`(u− 1)− iαν,`(u)) cotu(pia),
where
αν,`(u) :=
S∗(ν, `)
2`
(
`
u
)
(−1)`−uiu.
Put
bν(`, u) := αν,`(u− 1)− iαν,`(u) = S
∗(ν, `)iu−1(−1)`−u
2`
((
`
u
)
−
(
`
u− 1
))
, (1.4.2.6)
and note that this implies bν(−1, 0) = 0. With the additional summand bν(−1, 0) we
obtain
ν∑
`=0
`+1∑
u=0
bν(`, u) =
ν+1∑
u=0
ν∑
`=u−1
bν(`, u)
and conclude
f (ν)(0)
ν!
= −(−2pii)
ν
ν!
ν+1∑
u=0
ν∑
`=u−1
bν(`, u) cot
u(pia).
Together with (1.4.2.6) this proves the formula for δν(u), after the index shift ν 7→ ν −
1.
We can use Lemma 1.4.15 to determine the local Taylor expansion of ω(z) at z = 0.
This will later help to explain the relationship between periodic L-functions and cotangent
sums.
Lemma 1.4.17. Let ω ∈ W 0pre. Then we have
ω(z) = ω(i∞)− 1
2
C(ω; 0) +
i
2
∞∑
ν=0
(
ν+1∑
u=0
δν+1(u)C(ω;u)
)
(zpi)ν .
Proof. With the behavior of the function cot(piz) at z = i∞ we obtain the following
canonical representation of ω:
ω(z) = ω(i∞) +
∑
x∈R/Z
βω(x)
(
i
2
cot (pi (z − x))− 1
2
)
,
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and with Lemma 1.4.15 we obtain
i
2
∑
x∈R/Z
βω(x) cot (pi (z − x)) = i
2
∞∑
ν=0
∑
x∈R/Z
βω(x)Pν (cotpix) z
ν
=
i
2
∞∑
ν=0
∑
x∈R/Z
βω(x)pi
ν
ν+1∑
u=0
δν+1(u) cot
u (pix) zν =
i
2
∞∑
ν=0
(
ν+1∑
u=0
δν+1(u)C(ω;u)
)
(zpi)ν .
The claim now follows with some simple rearrangements.
At this point we stress the simple but important fact, that the coefficients δν(u) are
independent of the choice of ω.
Lemma 1.4.18 (Generalized Abel’s theorem). Let fn : E ∪ {1} → C be a sequence of
continuous functions that are holomorphic in the unit disc E, such that fn(z) → f(z) as
n→∞ for all z ∈ E. We assume that f is bounded on [0, 1] and put D := sup0≤t≤1 |f(t)|.
Let
∑∞
n=1 a(n) be a converging series and F (z) =
∑∞
n=1 a(n)fn(z) be holomorphic in E.
Assume that the fn satisfy the Abelian condition: there is a constant C > 0 such that
uniformly for all n > 0 and all 0 ≤ t ≤ 1:
|fn(t)− fn+1(t)| ≤ C(1− t)tn.
Then we have
lim
t→1−
∞∑
n=1
a(n)fn(t) = f(1)
∞∑
n=1
a(n).
Note that the important case fn(z) = zn is Abel’s theorem.
Proof. We show that for each ε > 0 there is an N0 such that for all N ≥ N0:
sup
0≤t≤1
∣∣∣∣∣∑
n>N
a(n)fn(t)
∣∣∣∣∣ ≤ ε. (1.4.2.7)
Let ε > 0. Choose δ > 0 such that max{|f1(1)|δ, δ(C +D)} ≤ ε. We choose an integer N
such that if An =
∑n
k=N+1 a(k), we have
sup
n>N
|An| ≤ δ.
This is possible since the series
∑∞
n=1 a(n) converges. By partial summation we obtain
with fn(z)→ f(z) and 0 ≤ t < 1:∣∣∣∣∣∑
n>N
a(n)fn(t)
∣∣∣∣∣ =
∣∣∣∣∣A∞f(t)−∑
n>N
An(fn(t)− fn+1(t))
∣∣∣∣∣
≤ δD + δC(1− t)
∑
n>N
tn ≤ δ(C +D) ≤ ε.
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On the other hand we have∣∣∣∣∣∑
n>N
a(n)fn(1)
∣∣∣∣∣ = |f(1)|
∣∣∣∣∣∑
n>N
a(n)
∣∣∣∣∣ ≤ |f(1)|δ ≤ ε.
From this follows (1.4.2.7) and we conclude the lemma.
We consider the following special case.
Lemma 1.4.19. Let g be holomorphic on E and a neighborhood U of z = 1. Then
fn(z) := g(z
n) satisfies the assertions of Lemma 1.4.18.
Proof. Let 0 < b < a < 1. To see the lemma one uses the Cauchy integral formula
g(a)− g(b)
a− b =
1
2pii
∮
γ
g(z)
(z − a)(z − b)dz,
where the closed and smooth integration path γ ⊂ E ∪ U with length L(γ) surrounds the
compact line [0, 1] once in positive direction. We find a minimum distance ε > 0 between
γ and [0, 1]. Hence∣∣∣∣ 12pii
∮
γ
g(z)
(z − a)(z − b)dz
∣∣∣∣ ≤ 12pi maxz∈γ
∣∣∣∣ g(z)(z − a)(z − b)
∣∣∣∣L(γ) ≤ Cmaxz∈γ |g(z)|ε2 ,
where C > 0 is independent from a and b. Put a = tn and b = tn+1 for 0 < t <
1. Since g(tn) converges to g(0) if 0 ≤ t < 1 and to g(1) if t = 1, one has D :=
max{|g(0)|, |g(1)|}.
We are now in the position to prove a result that ties values of L-functions with
Taylor coefficients of pre-weak functions.
Proposition 1.4.20. Let k ≥ 1 be an integer and ω⊗η ∈ Wpre⊗Wpre if k > 1 and ω⊗η ∈〈
Wpre ⊗Wweak,W+pre ⊗W−pre,W−pre ⊗W+pre
〉
else, such that ω has a removable singularity in
z = 0. We then have
lim
y→0+
ϑ1−k(ω ⊗ η; iy) = ω(0)L˜(η; k). (1.4.2.8)
In particular, for ω⊗η ∈ Wpre⊗Wpre (and ω⊗η ∈
〈
Wpre ⊗Wweak,W+pre ⊗W−pre
〉
if k = 1)
we have the key identity
L˜(η; k) = 2pii resz=0
(
z−kη(z)
)
. (1.4.2.9)
Proof. First we note that in the case k = 1 (1.4.2.8) is trivial for elements ω ⊗ η in
W±pre⊗W∓pre, since then both the left hand side and the right hand side are zero (note that
either ω(0) = 0 or L˜(η; 1) = 0). Also if ω ⊗ η ∈ W+pre ⊗W−pre both sides vanish according
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to Remark 1.4.13 and since η is odd. So we can assume η to be weak in this case.
We have ω(z) = R(e(z)) with a rational function R, which fulfills the conditions of Lemma
1.4.19 (note that ω has a removable singularity in z = 0). We obtain:
ϑ1−k(ω ⊗ η; iy) =
∑
α>0
α−kβη(α)ω(αiy) +
∑
α>0
(−1)kα−kβη(−α)ω(−αiy).
Since η is weak for k = 1 both series will converge for y = 0 separately. Hence with
Lemma 1.4.18 we conclude
lim
y→0+
ϑ1−k(ω ⊗ η; iy) = ω(0)L˜(η; k).
Note that we have a homeomorphism between the segments [0, i∞] and [0, 1] given by
z 7→ e2piiz. On the other hand, with Theorem 1.4.5 we obtain
lim
τ→0
ϑ1−k(ω ⊗ η; τ) = lim
τ→0
[
(−τ)k−1ϑ1−k
(
η ⊗−ω̂;−1
τ
)
+ 2piiresz=0
(
z−kη(z)ω(zτ)
)]
= 2piiω(0)resz=0
(
z−kη(z)
)
.
In the case of k = 1, the first term on the right side vanishes because η is weak. The
choice ω = 1 finally proves (1.4.2.9).
Throughout our analysis of cotangent sums we assume the first component of the
Wpre⊗Wpre to be the function which is constant 1. It is trivial but crucial that this function
is even. Since we want to consider all values of completed L-functions simultaneously, we
only look at elements 1⊗ ω ∈ 〈W+pre ⊗W 0weak,W+pre ⊗W 0,−pre 〉. In other words, throughout,
ω it is an odd pre-weak function or weak function - both have a removable singularity in
z = 0. Together with Lemma 1.4.17 we can now suggest closed formulas for cotangent
sums in terms of corresponding L-functions at integer arguments.
Proposition 1.4.21. Let k ≥ 1 and ω ∈ 〈W 0weak,W 0,−pre 〉. We have the formula
L˜(ω; k) =
∑
α∈R×
βω(α)α
−k = −pik
k∑
n=0
δk(n)C(ω;n),
which is equivalent to
L˜∗(ω; k) := − L˜(ω; k)
pik
− δk(0)C(ω; 0) =
k∑
n=1
δk(n)C(ω;n). (1.4.2.10)
Proof. First note that δ1(0) = 0. In the case ω is odd it is trivial that L(ω; 1) = 0 =
C(ω; 1), which proves the formula in this case. So let ω be weak if k = 1. With Lemma
1.4.17 we see that the residue of z−kω(z) in z = 0 is given by
resz=0
(
z−kω(z)
)
=
i
2
pik−1
k∑
u=0
δk(u)C(ω;u).
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Multiplying by 2pii proves the claim when using (1.4.2.9).
Definition 1.4.22. For Dirichlet characters χ modulo N we put
C(χ;m) :=
N−1∑
j=1
χ(j) cotm
(
jpi
N
)
.
Remark 1.4.23. Let k > 0 be an integer. In [5] a relation between the class number hK
of the field K = Q(
√−k) and cotangent sums is proved. If χ is an odd (real) character
for K, we have
C(χ; 1) = 2
√
khK .
The present method now gives a further viewpoint to this equation since by Proposition
(1.4.2.10) we have
L˜(ωχ; 1) = −piδ1(1)C(βωχ ; 1)
and by the class number formula L(χ; 1) is directly tied to hK. Here we have put
ωχ(z) :=
N−1∑
j=1
χ(j)h j
N
(z),
where χ is a character modulo N .
Let ∆∞ be the linear operator
∆∞ :
∏
n∈N
R −→
∏
n∈N
R
(a1, a2, a3, ...)
T 7−→
(
m∑
j=1
δm(j)aj
)
m∈N
.
We can write this formally as an infinite lower triangular matrix:
∆∞ :=

δ1(1) 0 0 0 0 · · ·
δ2(1) δ2(2) 0 0 0 · · ·
δ3(1) δ3(2) δ3(3) 0 0 · · ·
δ4(1) δ4(2) δ4(3) δ4(4) 0 · · ·
δ5(1) δ5(2) δ5(3) δ5(4) δ5(5) · · ·
...
...
...
...
... . . .

. (1.4.2.11)
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Proposition 1.4.21 provides us a linear system with countable many unknowns. In other
words, we can find values for the cotangent sums recursively. We obtain:
L˜∗(ω; 1)
L˜∗(ω; 2)
L˜∗(ω; 3)
L˜∗(ω; 4)
L˜∗(ω; 5)
...

= ∆∞

C(ω; 1)
C(ω; 2)
C(ω; 3)
C(ω; 4)
C(ω; 5)
...

. (1.4.2.12)
Note that in the case that ω is weak we have L˜∗(ω; k) = −pi−kL˜(ω; k). With δν(ν) = −1
(see (1.4.2.5)) we see that the system (1.4.2.12) is invertible, since we have a lower diagonal
operator. In other words, for all positive integers m we have
∆−1m Lm(ω) = Cm(ω), (1.4.2.13)
where Lm(ω) and Cm(ω) denote the first m rows vectors of (1.4.2.12) and ∆m the regular
major m×m block of the operator. Note that since ∆m ∈ Qm×m we have ∆−1m ∈ Qm×m.
Therefore we obtain the following theorem.
Theorem 1.4.24 (see [28]). Let ω ∈ 〈W 0weak,W 0,−pre 〉 be a pre-weak function. Let K|Q be
a field extension (not necessarily finite) and m ∈ N be any positive integer. Assume that
C(ω; 0) ∈ K. Then we have
L˜(ω; 1)
pi
,
L˜(ω; 2)
pi2
, · · · , L˜(ω;m)
pim
∈ K ⇐⇒ C(ω; 1), C(ω; 2), · · · , C(ω;m) ∈ K.
Proof. As (1.4.2.12) proves, we can express the terms L˜(ω; k)pi−k +C(ω; 0)δk(0) as ratio-
nal combinations of C(ω;m), 1 ≤ m ≤ k and vice versa the terms C(ω; k) as rational
combinations of L˜(ω;m)pi−m + C(ω; 0)δm(0). Since δm(0) ∈ Q for all m ≥ 0, the claim
follows with C(ω; 0) ∈ K.
We see that it turns out that there is an arithmetic connection between cotangent
sums and generalized L-functions. Together with Theorems 1.4.11 and 1.4.12 we are able
to find explicit formulas. Here, the key ingredient is the fact that expressions like
N−1∑
j=1
cotm
(
jpi
N
)
are polynomials Pm(N) for fixed m. Compare Theorem 1.4.11. For the next theorem we
need the Euler numbers En that are defined by the generating series
2
ez + e−z
=
∞∑
n=0
En
n!
zn.
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Theorem 1.4.25 (see [28]). Let k ≥ 1 and ω ∈ 〈W 0weak,W 0,−pre 〉 .
(i) There are rational numbers δk(`) (given in 1.4.15) and δ∗k(`), independent from the
choice of ω, such that
− L˜(ω; k)
pik
− δk(0)C(ω; 0) =
k∑
`=1
δk(`)C(ω; `) (1.4.2.14)
and
C(ω; k) =
k∑
`=1
δ∗k(`)
(
− L˜(ω; `)
pi`
− δ`(0)C(ω; 0)
)
. (1.4.2.15)
(ii) Explicitly, we obtain δ∗ν(u) = 0 if ν + u ≡ 1 (mod 2) and for 0 < ` ≤ k
δ∗2k(2`) = (−1)k+`+122k−2`
∑
j1,...,j2k≥0
`+j1+···+j2k=k
2k∏
r=1
B2jr
(2jr)!
(1.4.2.16)
and
δ∗2k−1(2`− 1) = (−1)k+`+122k−2`
∑
j1,...,j2k−1≥0
2`−1+2j1+···+2j2k−1=2k−1
2k−1∏
r=1
B2jr
(2jr)!
. (1.4.2.17)
(iii) (Supplementary laws) We have for all positive integers k
(1)
k∑
`=1
δ∗2k(2`)δ2`(0) = (−1)k−1,
(2)
k∑
`=1
δ∗2k(2`)ζ(2`)pi
−2` =
(−1)k
2
1− 22k ∑
j1,...,j2k≥0
j1+···+j2k=k
2k∏
r=1
B2jr
(2jr)!
 .
Remark 1.4.26. Supplementary law (1) reduces (1.4.2.15) to the formula
C(ω; k) + ik
1 + (−1)k
2
C(ω; 0) = −
k∑
`=1
δ∗k(`)L˜(ω; `)pi
−`. (1.4.2.18)
Proof.
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(i) The formula (1.4.2.14) follows from Proposition 1.4.21. Let k ≤ m be arbitrarily
chosen. Formula (1.4.2.15) follows with (1.4.2.13) and the fact that ∆−1m ∈ Qm×m is
again a lower triangular matrix, when denoting its coefficients by δ∗ν(u) (analogously
as it was done in (1.4.2.11)). It is clear that all values δ∗ν(u) are independent of m
and ω.
(ii) We first show by induction that for ν, u ≥ 1 the δ∗ν(u) vanish if ν + u ≡ 1 (mod 2).
This is clear for ν < u, so we assume that u ≤ ν. Obviously, with the vanishing of
the above triangle in mind, the statement is equivalent to the vanishing of all “odd“
lower diagonals
D1 := (δ
∗
ν(ν − 1))ν=2,3,...
D3 := (δ
∗
ν(ν − 3))ν=4,5,...
...
D2k−1 := (δ∗ν(ν − 2k + 1))ν=2k,2k+1,...
...
We formally write ∆−1∞∆∞ = I∞. First we show the vanishing of D1. Let ν ≥ 2. Then
we obtain, multiplying the ν-th row of the operator ∆−1∞ with the ν − 1-th column of
∆∞:
∞∑
u=1
δ∗ν(u)δu(ν − 1) =
ν∑
u=ν−1
δ∗ν(u)δu(ν − 1) = δ∗ν(ν − 1)δν−1(ν − 1) = 0.
Hence δ∗ν(ν − 1) = 0, since δν−1(ν − 1) = −1 (note that δν(ν − 1) = 0 – remember
that δν(u) = 0 if ν + u ≡ 1 (mod 2) by Remark 1.4.16 (iii)). Note that the sum
could be reduced to two summands in the first step since we have multiplied two
lower diagonal operators. For the induction step, we assume that we have proved
vanishing for D1, D3, ..., D2k−1. We show that under these circumstances we obtain
the vanishing of D2k+1. Let ν ≥ 2k + 2, and multiply the ν-th row of ∆−1∞ with the
ν − 2k − 1-th column of ∆∞.
∞∑
u=1
δ∗ν(u)δu(ν − 2k − 1) =
ν∑
u=ν−2k−1
δ∗ν(u)δu(ν − 2k − 1) = 0. (1.4.2.19)
If ν − 2k ≤ u ≤ ν is of the form u = ν − 2` for an integer `, we have δ∗ν(u)δu(ν −
2k − 1) = 0 since δν−2`(ν − 2k − 1) = 0. Otherwise, if u = ν − 2` + 1, we also have
δ∗ν(u)δu(ν − 2k − 1) = 0 since then δ∗ν(ν − 2` + 1) = 0 by assumption since ` ≤ k.
Hence, (1.4.2.19) reduces to
δ∗ν(ν − 2k − 1)δν−2k−1(ν − 2k − 1) = 0.
Since δν−2k−1(ν − 2k − 1) = −1, we obtain δ∗ν(ν − 2k − 1) = 0.
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To obtain the coefficients δ∗ explicitly, we could of course simply use invert the opera-
tor ∆∞, which would not be too bad, since all of its finite “blocks“ are lower diagonal
with determinant ±1. However, there is even a quicker trick that uses a small subset
of cotangent sums that are polynomials in the “period“ variable N .
To prove the formula (1.4.2.16) for δ∗2k(2`) with 1 ≤ ` ≤ k choose
ωN(z) :=
N−1∑
j=1
h j
N
(z) =
i
2
(N cot(Npiz)− cot(piz)) ,
where N > 1 is a positive integer. A brief calculation shows ωN ∈ W 0,−pre . We have for
integers k > 0
L˜(ωN ; k) =
∑
r 6≡0 (mod N)
( r
N
)−k
=
{
2ζ(k)(Nk − 1), if k ≡ 0 (mod 2),
0, else,
and for k = 1 the right sum is understood as in (1.4.2.4). Since ωN is not weak, we
have to include the terms C(βωN ; 0) = N −1. From (1.4.2.12) and 1.4.11 we conclude
for all even positive integers 2k
k∑
`=1
δ∗2k(2`)pi
−2` (−2ζ(2`)(N2` − 1)− pi2`δ2`(0)(N − 1)) (1.4.2.20)
= (−1)kN − (−1)k22k
k∑
j0=0
 ∑
j1,...,j2k≥0
j0+j1+···+j2k=k
2k∏
r=0
B2jr
(2jr)!
N2j0 .
Both sides are a polynomial in N and since this identity is valid for all N > 1, we
obtain
−2δ∗2k(2`)ζ(2`)pi−2` = −(−1)k22k
B2`
(2`)!
∑
j1,...,j2k≥0
`+j1+···+j2k=k
2k∏
r=1
B2jr
(2jr)!
by comparing coefficients. Note that by the classical result
ζ(2`) = (−1)`−1 (2pi)
2`B2`
2(2`)!
, ` = 1, 2, 3, ...,
this is equivalent to
δ∗2k(2`)2
2`(−1)` B2`
(2`)!
= (−1)k+122k B2`
(2`)!
∑
j1,...,j2k≥0
`+j1+···+j2k=k
2k∏
r=1
B2jr
(2jr)!
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and with B2` 6= 0 formula (1.4.2.16) follows easily.
The proof of formula (1.4.2.17) works similar. Take a positive integer N ≡ 0 (mod 4),
set a = N
4
and
ηN(z) :=
N−1∑
j=1
sin
(
pij
2
)
h j
N
(z) =
N−1∑
j=1
χ4(j)h j
N
(z),
where χ4 is the non-principal character modulo 4. Clearly ηN is weak with level N .
Together with (1.4.2.12) and (1.4.2.2) we obtain for positive integers 2k − 1
− 2
k∑
`=1
δ∗2k−1(2`− 1)pi1−2`L(χ4; 2`− 1)N2`−1 =
N−1∑
j=1
sin
(
pij
2
)
cot2k−1
(
pij
N
)
= (−1)k22k−1
∑
j1,...,j2k−1,µ,ν≥0
2j1+···+2j2k−1+µ+ν=2k−1
(
N
4
)µ
N ν
1
µ!
Bν
ν!
2k−1∏
r=1
B2jr
(2jr)!
= (−1)k22k−1
∑
j0,j1,...,j2k−1≥0
j0+2j1+···+2j2k−1=2k−1
j0∑
a=0
Ba4
a−j0
(j0 − a)!a!
2k−1∏
r=1
B2jr
(2jr)!
N j0 .
Using the classical formula
L(χ4; 2`− 1) = (−1)`−1E2`−2pi
2`−1
4`(2`− 2)! , ` = 1, 2, 3, ...,
we obtain by comparing coefficients:
(−1)`δ∗2k−1(2`− 1)E2`−2
22`−1(2`− 2)! = (−1)
k22k−122−4`S2`−1
∑
j1,...,j2k−1≥0
2`−1+2j1+···+2j2k−1=2k−1
2k−1∏
r=1
B2jr
(2jr)!
with
S2`−1 :=
2`−1∑
a=0
Ba4
a
(2`− 1− a)!a! .
The identity
S2`−1 = − E2`−2
(2`− 2)!
follows with the fact that( ∞∑
m=0
Bm4
m
m!
xm
)( ∞∑
n=0
xn
n!
)
+ x
∞∑
p=0
E2p
(2p)!
x2p =
4xex
e4x − 1 +
2xex
e2x + 1
=
2x
ex − e−x
is an even function. The formula now follows after a simple rearrangement.
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(iii) Looking again at (1.4.2.20) we obtain by comparing the coefficients belonging to N :
−
k∑
`=1
δ∗2k(2`)δ2`(0) = (−1)k = −i2k.
This proves supplementary law (1). On the other hand, making this comparison for
the constant terms we find
2
k∑
`=1
δ∗2k(2`)ζ(2`)pi
−2` +
k∑
`=1
δ∗2k(2`)δ2`(0) = −(−1)k22k
∑
j1,...,j2k≥0
j1+···+j2k=k
2k∏
r=1
B2jr
(2jr)!
and using supplementary law (1) we immediately see (2).
This completes the proof.
It is clear by the vanishing of δ∗ and δ for arguments ν + u ≡ 1 (mod 2) that
2k−1∑
`=1
δ∗2k−1(`)δ`(0) = 0.
Hence
k∑
`=1
δ∗k(`)δ`(0) = i
k 1 + (−1)k
2
and with (1.4.2.15) we obtain (1.4.2.18).
We want to apply these theorems to make statements about cotangent sums using
L-functions. What we need is the following classical result due to Leopoldt.
Theorem 1.4.27. Let χ be a primitive character modulo N and k be a positive integer.
Put δ := 1−χ(−1)
2
. If k ≡ δ (mod 2), then
L(χ; k) = (−1)1+ k−δ2 G(χ)
2iδ
Bk,χ
k!
(
2pi
N
)k
.
Here the numbers Bk,χ are the generalized Bernoulli numbers defined by the identity
N∑
a=1
χ(a)zeaz
eNz − 1 =
∞∑
n=0
Bn,χ
n!
zn.
Remark 1.4.28. Let χ be a character modulo N . Note that we can express Bn,χ in terms
of the standard Bernoulli numbers by the formula
Bn,χ =
N−1∑
j=1
χ(j)
n∑
u=0
(
n
u
)
Buj
n−uNu−1. (1.4.2.21)
It follows that if χ is real we have Bn,χ ∈ Q.
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We can use this to determine a closed formula for the character cotangent sums
C(χ;m) :=
N−1∑
j=1
χ(j) cotm
(
pij
N
)
.
Corollary 1.4.29. Let χ+ be an even and χ− be an odd primitive character modulo N > 1
and m ≥ 1 be an integer. We have the explicit formulas
C(χ+; 2m) = G(χ+)
m∑
`=1
(−1)`22`δ∗2m(2`)
B2`,χ+
(2`)!
, (1.4.2.22)
and
C(χ−; 2m− 1) = iG(χ−)
m∑
`=1
(−1)`22`−1δ∗2m−1(2`− 1)
B2`−1,χ−
(2`− 1)! . (1.4.2.23)
In particular, independently of m, one has
G(χ+)−1C(χ+; 2m) ∈ Q(χ+(g1), ..., χ+(gt)) ⊂ Q(e
2pii
ϕ(N) ) (1.4.2.24)
and
iG(χ−)−1C(χ−; 2m− 1) ∈ Q(χ−(g1), ..., χ−(gt)) ⊂ Q(e
2pii
ϕ(N) ) (1.4.2.25)
respectively, where the integers g1, ..., gt modulo N are generators of F×N and ϕ(N) is
Euler’s totient function.
Proof. Define
ωχ±(z) :=
N−1∑
j=1
χ±(j)h j
N
(z).
Then ωχ±(z) is weak and hence C(ωχ± ; 0) = 0. By Theorem 1.4.27 one obtains
L˜(ωχ+ ; 2`) = (−1)`+1G(χ)
B2`,χ+
(2`)!
(2pi)2`
and similarly
L˜(ωχ− ; 2`− 1) = (−1)`+1iG(χ)
B2`−1,χ−
(2`− 1)!(2pi)
2`−1.
Note that we obtain an additionally factor 2 (by symmetry) and N2` and N2`−1 (by the
residues), respectively, in this calculation. The formulas (1.4.2.22) and (1.4.2.23) now
follow with Theorem 1.4.25.
To see (1.4.2.24) and (1.4.2.25) we first note that the right inclusions follow from gϕ(N)j ≡ 1
(mod N). By (1.4.2.21) we seeBn,χ ∈ Q(χ(g1), ..., χ(gt)) and with (1.4.2.22) and (1.4.2.23)
we are done.
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Corollary 1.4.30. Let p be a prime and χ be the Legendre symbol modulo p. Then we
have for all m ∈ N √
pC(χ;m) ∈ Q.
Proof. For the Legendre symbol χ we have the identity
G(χ) =
{√
p, if p ≡ 1 (mod 4)
i
√
p, if p ≡ 3 (mod 4).
Since χ is real, it is rational, and the claim follows with Corollary 1.4.29.
There has been lots of effort finding closed values for Gauss sums. The reader may
wish to consult for example [40] for an elementary overview.
Example 1.4.31. With Mathematica we obtain the identities
cot2
(pi
5
)
− cot2
(
2pi
5
)
− cot2
(
3pi
5
)
+ cot2
(
4pi
5
)
=
8√
5
,
cot6
( pi
13
)
−cot6
(
2pi
13
)
+cot6
(
3pi
13
)
+cot6
(
4pi
13
)
−cot6
(
5pi
13
)
+cot6
(
6pi
13
)
−cot6
(
7pi
13
)
− cot6
(
8pi
13
)
+ cot6
(
9pi
13
)
+ cot6
(
10pi
13
)
− cot6
(
11pi
13
)
+ cot6
(
12pi
13
)
=
31832√
13
,
and
cot13
(pi
7
)
+cot13
(
2pi
7
)
−cot13
(
3pi
7
)
+cot13
(
4pi
7
)
−cot13
(
5pi
7
)
−cot13
(
6pi
7
)
=
494370
49
√
7
.
Also we can use the results about cotangent sums to derive properties about L-
functions having trigonometric coefficients.
Corollary 1.4.32. Let c˜ot = cot except c˜ot(pin) := 0 for all n ∈ Z. Let N > a ≥ 1 and
n1, n2, n3 ≥ 0 be integers such that n1n2 = 0. We then have for k ≥ 1 with n1 + n3 ≡ k
(mod 2):
∞∑
n=1
sinn1
(
2pian
N
)
cosn2
(
2pian
N
)
c˜ot
n3 (pin
N
)
nk
∈ Qpik.
Proof. The condition n1 +n3 ≡ r (mod 2) implies that the coefficients (when extended to
Z) define an even/odd function if and only if r is even/odd. The result now follows with
the well-known expressions for sinn and cosn in terms of linear combinations of multiple
arguments sin and cos functions and Theorems 1.4.12 and 1.4.24.
Remark 1.4.33. Again, using Theorems 1.4.12 and 1.4.25, one can find rather compli-
cated explicit formulas for the above Dirichlet series in terms of the values δν(u).
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We can use this formalism to give a purely Fourier analytic proof for Theorem 1.4.12.
Remember the modified Clausen function
Sl2k−1(θ) :=
∞∑
n=1
sin(2piθn)
n2k−1
and
Sl2k(θ) :=
∞∑
n=1
cos(2piθn)
n2k
.
Using standard Fourier analysis one obtains for 0 ≤ θ < 1:
Sl2k−1(θ) =
(−1)k(2pi)2k−1
2(2k − 1)!
2k−1∑
j=0
(
2k − 1
j
)
Bjθ
2k−1−j (1.4.2.26)
and
Sl2k(θ) =
(−1)k−1(2pi)2k
2(2k)!
2k∑
j=0
(
2k
j
)
Bjθ
2k−j. (1.4.2.27)
For a proof see also [16] on p. 16–17. We can now use Theorem 1.4.25 to find the closed
formulas provided in Theorem 1.4.12. To see this, put θ = a
k
for 0 < a < k. Consider the
function
ω(z) =
k−1∑
j=1
cos
(
2piaj
k
)
h j
k
(z)
which lies in W 0,−pre . Then, we have for even values 2` > 0
L˜(ω; 2`) =
∑
u6≡0 (mod k)
cos
(
2piau
k
)(u
k
)−2`
= 2
∞∑
u=1
cos
(
2piau
k
)(u
k
)−2`
− 2
∞∑
u=1
u−2`
and by (1.4.2.27) this equals to
−2ζ(2`) + (−1)
`−1(2pik)2`
(2`)!
2∑`
j=0
(
2`
j
)
Bj
(a
k
)2`−j
.
For odd values 2`− 1 > 0 we find L˜(ω; 2`− 1) = 0. Note also that the sum C(ω; 0) = −1
for obvious reasons. Hence, with Theorem 1.4.25 we find
C(ω; 2m) + (−1)m = −
m∑
`=1
δ∗2m(2`)L˜(ω; 2`)pi
−2`. (1.4.2.28)
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By supplementary law (2) we have
2
m∑
`=1
δ∗2m(2`)ζ(2`)pi
−2` = (−1)m + (−1)m+122m
∑
j1,...,j2m≥0
2j1+···+2j2m=2m
2m∏
r=1
B2jr
(2jr)!
. (1.4.2.29)
On the other hand, a straightforward calculation shows
− δ∗2m(2`)
(−1)`−1(2pik)2`
(2`)!
2∑`
j=0
(
2`
j
)
Bj
(a
k
)2`−j
= (−1)m+122m
2∑`
µ=0
∑
j1,...,j2m≥0
2`+2j1+···+2j2m=2m
a2`−µkµBµ
(2`− µ)!µ!
2m∏
r=1
B2jr
(2jr)!
.
The cosine formula of Theorem 1.4.12 follows now by summing this over ` = 1, ...,m,
making the substitution 2` = ν+µ and adding everything together. Note that the (−1)m
in (1.4.2.28) will cancel with that of (1.4.2.29) and that the formula (1.4.2.29) is just the
case 2` = µ + ν = 0, completing the sum in (1.4.2.3). Similarly, we can show the sine
formula (1.4.2.2) in full generality.
Remark 1.4.34. Note that we only have used the polynomials Pm and Qm defined by
Pm(N) =
N−1∑
j=1
cotm
(
pij
N
)
Qm(N) =
4N−1∑
j=1
χ4(j) cot
m
(
pij
4N
)
in the proof of Theorem 1.4.25.
1.4.3 The space Wpre,∞ and applications
The proofs of Theorem 1.2.7 and 1.4.5 did not use the order of the poles that occurred,
only their locations. This motivates us to generalize the concept of pre-weak functions
in the sense, that we allow them to have poles of arbitrary order. In this section we
investigate analogous transformation laws for this kind of situation and will apply this to
specific types of q-series, see also Theorem 1.4.47.
Definition 1.4.35. We call a meromorphic function ω pre-weak of degree d, if all condi-
tions for pre-weak functions are satisfied except that ω has a pole of order d (and all other
poles have order at most d). We denote the vector space of pre-weak functions with degree
at most a with Wpre,a. We collect all pre-weak functions of arbitrary degree in the space
Wpre,∞ =
∞⋃
a=1
Wpre,a.
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Even in the higher degree situation, we will still use the notation
ϑk(ω ⊗ η; τ) := −2pii
∑
x∈R×
resz=x
(
zk−1η(z)ω(zτ)
)
.
Like in the special case a = 1 it is quite easy to classify all pre-weak functions of degree
at most a using elementary complex analytic ideas. For this purpose we abbreviate
hx,`(z) =
e(z)
(e(x)− e(z))` . (1.4.3.1)
We now find that there are uniquely determined functions βj : R/Z→ C, 1 ≤ j ≤ a, that
are zero except finitely many arguments, such that
ω(z) = ω(i∞) +
a∑
j=1
∑
x∈R/Z
βj(x)hx,j(z).
In other words, there is an isomorphism
Wpre,∞ ∼= C⊕
⊕
`≥1
(R/Z)C0 .
As we will see later, it is natural to study transformations of rational functions when ap-
plying the differential ∂ = 1
2pii
∂
∂z
. Note that hx,`(z) satisfies the differential equation
∂hx,`(z) = (1− `)hx,`(z) + `e(x)hx,`+1(z), (1.4.3.2)
since ∂e2piiz(e2piix − e2piiz)−` equals to
1
2pii
(
2piie2piiz(e2piix − e2piiz)−` − 2piie4piiz(−`)(e2piix − e2piiz)−`−1)
= e2piiz(e2piix − e2piiz)−` + `e2piiz(e2piiz − e2piix + e2piix)(e2piix − e2piiz)−`−1
= e2piiz(e2piix − e2piiz)−` + `e2piiz(−(e2piix − e2piiz)−` + e2piix(e2piix − e2piiz)−`−1)
= hx,`(z)− `hx,`(z) + `e2piixhx,`+1(z) = (1− `)hx,`(z) + `e(x)hx,`+1(z).
We define the projection pi1 : W i∞pre,∞ → W i∞pre,1 (remember that the i∞ in the exponent
means that ω(i∞) = 0) by
pi1
 Nω∑
`=1
∑
x∈R/Z
βω,`(x)hx,`(z)
 = ∑
x∈R/Z
βω,1(x)hx,1(z).
This implies
79
Proposition 1.4.36. Let a ≥ 1 be an integer. We have the exact sequences
0 −→ W i∞pre,a ∂−→ W i∞pre,a+1 pi1−→ W i∞pre,1 −→ 0,
and
0 −→ W i∞pre,∞ ∂−→ W i∞pre,∞ pi1−→ W i∞pre,1 −→ 0.
Proof. We only give a proof for the case of the integer a, since the exactness of the second
sequence is immediate with the proof.
It is clear that pi1 is onto and that the extended homomorphism Wpre,a
∂−→ Wpre,a+1 has
kernel C. Since W i∞pre,a ∩ C = 0, it follows that ∂ is injective.
To see im(∂) ⊂ ker(pi1) we observe by (1.4.3.2) that
∂
a∑
`=1
∑
x∈R/Z
β`(x)hx,`(z) =
a∑
`=1
∑
x∈R/Z
β`(x)((1− `)hx,`(z) + `e(x)hx,`+1(z))
has no non-vanishing term hx,1(z). Hence, pi1(∂ω) = 0 for all ω ∈ W i∞pre,∞. On the other
hand, if ω ∈ ker(pi1), it is of the form
ω(z) =
a∑
`=2
∑
x∈R/Z
γ`(x)hx,`(z).
We will show by induction over the maximal degree 2 ≤ r ≤ a+ 1 that all expressions of
the form
r∑
`=2
∑
x∈R/Z
γ`(x)hx,`(z)
indeed have an integral in W i∞pre,a. If r = 2 we are reduced to∑
x∈R/Z
γ`(x)hx,2(z). (1.4.3.3)
By (1.4.3.2) we find that
C +
1
2pii
∑
x∈R/Z
γ`(x)e(−x)hx,1(z)
is an integral of (1.4.3.3) and we may choose C = 0 to achieve that this is part of W i∞pre,a.
Next, assume that we have proven that
r∑
`=2
∑
x∈R/Z
γ`(x)hx,`(z)
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has an integral in W i∞pre,a for a fixed number 2 ≤ r ≤ a (if we had r = a+ 1, we would be
done). We then have
ωr+1(z) :=
r∑
`=2
∑
x∈R/Z
γ`(x)hx,`(z) +
∑
x∈R/Z
γr+1(x)hx,r+1(z), (1.4.3.4)
and the left sum on the right of the equation has an integral I1 in W i∞pre,a by assumption.
By (1.4.3.2) we obtain∫
hx,r+1(z)dz =
1
2piir
e(−x)hx,r(z) + r − 1
r
e(−x)
∫
hx,r(z)dz
and the integral on the right can be chosen to be in W i∞pre,a by assumption again. Hence,
the right sum on the right side of (1.4.3.4) has an integral I2 inW i∞pre,a. Hence 2pii(I1+I2) ∈
W i∞pre,a and ∂(2pii(I1 + I2)) = ωr+1. The claim now follows by induction.
With this we obtain the following.
Corollary 1.4.37. Let a ≥ 1 be an integer. We have the canonical isomorphisms
Wpre,a ∼= C⊕
a−1⊕
n=0
∂nW i∞pre,1,
and
Wpre,∞ ∼= C⊕
∞⊕
n=0
∂nW i∞pre,1.
Proof. With Proposition 1.4.36 we see W i∞pre,n = W i∞pre,1⊕∂W i∞pre,n−1. Hence, we inductively
obtain
W i∞pre,n = W
i∞
pre,1 ⊕ ∂W i∞pre,n−1 = W i∞pre,1 ⊕ ∂W i∞pre,1 ⊕ ∂∂W i∞pre,n−2 = · · · ,
hence
W i∞pre,a =
a−1⊕
n=0
∂nW i∞pre,1.
Since we have Wpre,a ∼= C ⊕ W i∞pre,a and the proof is analogous in the infinite case, the
corollary follows.
We obtain a similar result for weak functions.
Corollary 1.4.38. Let a be an integer. Then we have the decompositions
Wweak,a ∼= Wweak,1 ⊕
a−1⊕
n=1
∂nW i∞pre,1 ∼= Wweak,1 ⊕
a−2⊕
n=0
∂n (∂Wweak,1 ⊕ Ch0,2) .
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Proof. First note that we can write each ω ∈ Wweak,a in the form
ω(z) =
∑
x∈R/Z
β1(x)hx,1(z) +
a∑
`=2
∑
x∈R/Z
β`(x)hx,`(z),
where ∑
x∈R/Z
β1(x) = 0.
Hence, by Proposition 1.4.36, we obtain
Wweak,a ∼= Wweak,1 ⊕ ∂W i∞pre,a−1 ∼= Wweak,1 ⊕
a−1⊕
n=1
∂nW i∞pre,1.
Together with the obvious isomorphism
W i∞pre,1 ∼= Wweak,1 ⊕ Ch0,1
we quickly obtain
∂W i∞pre,1 ∼= ∂Wweak,1 ⊕ Ch0,2.
Putting everything together shows the corollary.
At some stage it will be crucial to change from Wweak,∞ to Wpre,∞ in the sense of
decompositions into derivatives. This is done in the obvious way.
Proposition 1.4.39. Let ω ∈ Wweak,a. Then we have the following identity between
decompositions provided by Corollary 1.4.38:
ω(z) = λ0(z) +
a−1∑
j=1
∂jλj(z) = λ0(z) +
a−1∑
j=1
∂j−1(∂ωj(z) + cjh0,2(z)), (1.4.3.5)
where λ0, ωj ∈ Wweak,1, λj ∈ W i∞pre,1 for 1 ≤ j ≤ a− 1. As a result, we get βω0(y) = βλ0(y)
and for all 1 ≤ j ≤ a− 1 the corresponding coefficients
βλj(y) =
{
βωj(y), if y 6= 0,
βωj(0) + cj, if y = 0.
Proof. We have
ω(z) = λ0(z) +
a−1∑
j=1
∑
y∈R/Z
βλj(y)∂
jhy,1(z)
= λ0(z) +
a−1∑
j=1
cj∂jh0,1(z) + ∑
y∈R/Z
βωj(y)∂
jhy,1(z)

= λ0(z) +
a−1∑
j=1
(
(cj + βωj(0))∂
jh0,1(z) +
∑
0<y<1
βωj(y)∂
jhy,1(z)
)
.
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The result now follows by comparing coefficients, since the ∂jhy,1(z) define a basis of
∂W i∞pre,a−1.
The next two lemmas will turn out to be very useful when going to Fourier series of
ϑk, where symmetry in the sense of sgn(ω)sgn(η) = (−1)k is required.
Lemma 1.4.40. Let ω ∈ Wweak,a with sgn(ω) = (−1)n and decomposition
ω(z) = λ0(z) +
a−1∑
j=1
∂jλj(z),
with λ0 ∈ Wweak,1 and λj ∈ W i∞pre,1, as in Proposition 1.4.39. Then we already have
sgn(λj) = (−1)n+j.
Proof. Since we have Wweak,1 = W+weak,1 ⊕W−weak,1 and W i∞pre,1 = W i∞,+pre,1 ⊕W i∞,−pre,1 , we can
always write λj(z) = λ+j (z) + λ
−
j (z), where of course sgn(λ±) = ±1. We put λ±1 := λ±.
With this we obtain
ω(z)− λ(−1)n0 (z)−
a−1∑
j=1
∂jλ
(−1)n+j
j (z) = λ
(−1)n+1
0 (z) +
a−1∑
j=1
∂jλ
(−1)n+j+1
j (z). (1.4.3.6)
The left side of (1.4.3.6) has signum (−1)n and the right side signum (−1)n+1. Since it
is an identity, both sides vanish identically. The claim now follows inductively. The term
of highest degree ∂a−1λ(−1)
n+a
a−1 (z) has to vanish, since otherwise there would be a pole
of degree a on the right side that does not cancel. Hence λ(−1)
n+a
a−1 (z) is constant, and
since λ(−1)
n+a
a−1 (i∞) = 0, it is zero. Continue with the second highest term and so on and
conclude λj = λ
(−1)n+j
j , which proves sgn(λj) = (−1)n+j.
The second lemma is stated and proved similarly.
Lemma 1.4.41. Let a ≥ 1 and ω ∈ Wweak,a satisfy sgn(ω) = (−1)n for some integer n.
Then, if
ω(z) = ω0(z) +
a−1∑
j=1
∂jωj(z) +
a−1∑
j=1
cj∂
j−1h0,2(z),
as in Proposition 1.4.39, we have sgn(ωj) = (−1)n+j and cj = 0 if (−1)j = (−1)n.
Proof. Since we have Wweak,1 = W+weak,1 ⊕W−weak,1, we can write each ωj(z) as a unique
sum ω+j (z) + ω
−
j (z), where of course sgn(ω±) = ±1. For purpose of notation write
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ω±1(z) := ω±(z). We now collect all terms with signum (−1)n on the left hand side.
ω(z)−
a−1∑
j=0
∂jω
(−1)n+j
j (z)−
∑
j+n≡1 (mod 2)
1≤j≤a−1
cj∂
j−1h0,2(z) (1.4.3.7)
=
a−1∑
j=0
∂jω
(−1)n+j+1
j (z) +
∑
j+n≡0 (mod 2)
1≤j≤a−1
cj∂
j−1h0,2(z).
Note that we have sgn(h0,2) = 1, and hence sgn(∂j−1h0,2) = (−1)j−1. If n+ j ≡ 1 mod 2,
it follows sgn(∂j−1h0,2) = (−1)n+j−1−n = (−1)n. Similarly, we find sgn
(
∂jω
(−1)n+j
j
)
=
(−1)n. Since both sides of (1.4.3.7) have different signums, both have to vanish. It is now
easy to conclude the claim. Indeed, assume without loss of generality that
∂a−1ω(−1)
n+a
a−1 (z) + ca−1∂
a−2h0,2(z) (1.4.3.8)
is part of the right side and its “highest“ term. When assuming that ω(−1)
n+a
a−1 (z) does not
vanish, it has to have at least two different poles mod Z, since it is weak (compare also
Remark 1.2.1). It follows, that its a − 1-th derivative has at least two poles of order a.
But no other term on the right of (1.4.3.7) has poles of order a except ca−1∂a−2h0,2(z), but
this only has one (mod Z) single pole of degree a in z = 0. So both summands in (1.4.3.8)
have to vanish separately, since otherwise the poles of degree a could never cancel each
other. The lemma now follows when going over all pairs of summands on the right side
in (1.4.3.7), from above, inductively.
The next lemma provides some useful differential identities.
Lemma 1.4.42. Let be k ∈ Z and ω ⊗ η ∈ W⊗(k).
(i) We have ϑk(∂zω ⊗ η; τ) = ∂τϑk−1(ω ⊗ η; τ).
(ii) We have ϑk(ω ⊗ ∂zη; τ) = 12pii(1− k − τ ∂∂τ )ϑk−1(ω ⊗ η; τ).
Proof. Since interchanging residue and differential operator is legitimated we easily see
∂τ
∑
α∈R/Z
resz=α
(
zk−2η(z)ω(τz)
)
=
∑
α∈R/Z
resz=α
(
zk−1η(z)
1
2pii
ω′(τz)
)
.
This proves (i).
For (ii) let f(z) = zk−1ω(τz). Then we note
0 = resz=z0((f(z)η(z))
′) = resz=z0f(z)η
′(z) + resz=z0f
′(z)η(z)
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and hence
ϑk(ω ⊗ η′; τ) = 2pii
∑
α∈R/Z
resz=α
(
(k − 1)zk−2ω(τz)η(z) + zk−1τω′(τz)η(z))
= (1− k)ϑk−1(ω ⊗ η; τ)− τϑk(ω′ ⊗ η; τ)
=
(
(1− k)− τ ∂
∂τ
)
ϑk−1(ω ⊗ η; τ),
according to (i).
As an application of the more general formalism we want to give a description of a
special case of the main transformation law in the language of series of rational functions.
To make things more explicit, we are going to use differentials of the form
w0 + w1τ
∂
∂τ
+ w2τ
2 ∂
2
∂τ 2
+ · · ·+ wnτn ∂
n
∂τn
, wi ∈ C,
and apply the results of Lemma 1.4.42. Since the lemma tells us
ϑk(ω ⊗ ∂zη; τ) = 1
2pii
(
1− k − τ ∂
∂τ
)
ϑk−1(ω ⊗ η; τ),
it seems reasonable to look at differentials
Dk,n = (2pii)
−n
(
1− k − τ ∂
∂τ
)(
2− k − τ ∂
∂τ
)
· · ·
(
n− k − τ ∂
∂τ
)
= (2pii)−n
n∑
`=0
(
n∑
j=0
(−1)n
{
j
`
}
κ1−k,n−k(j)
)
τ `
∂`
∂τ `
to find that
ϑk(ω ⊗ ∂nz η; τ) = Dk,nϑk−n(ω ⊗ η; τ).
Here
{
j
`
}
denote the Stirling numbers of the second kind and for integers b ≥ a − 1 the
numbers κa,b(j) are defined by
(X − a)(X − a− 1) · · · (X − b) =
b−a+1∑
j=0
κa,b(j)X
j.
We abbreviate s(n, `) := (2pii)`−n−1
∑n
j=0(−1)n+1
{
j
`
}
κ1−k,n−k(j).
It is remarkable that we still obtain a simple modular relationship between ϑk(ω⊗η; τ)
and ϑk(η ⊗ ω̂; τ), as it was the case in Theorem 1.4.5.
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Theorem 1.4.43. Let ω ⊗ η ∈ Wweak,∞ ⊗ Wweak,∞, where ω and η have the Laurent
expansions
ω(z) =
∞∑
n=−U
anz
n,
η(z) =
∞∑
n=−V
bnz
n.
We then have the identity
ϑk
(
ω ⊗ η;−1
τ
)
= (−1)k−1τ kϑk(η ⊗ ω̂; τ) + 2pii
U+V−k∑
c=0
bc−V aV−k−c(−1)V−cτV−c.
Proof. The proof is essentially the same as the one of Theorem 1.4.5. We may choose
τ = iy with y > 0 and use the rapid decay of the functions ω and η for increasing
imaginary parts to show
1
2pii
∮
|z|=N+ε
zk−1η(z)ω(zτ)dz =
∑
−N≤x≤N
x6=0
(
resz=x + resz=−x
τ
) (
zk−1η(z)ω(zτ)
)
+ resz=0
(
zk−1η(z)ω(zτ)
)
= o(1),
where ε > 0 is fixed and sufficiently small (note that ω and η are periodic and only have
real poles).
Put gτ (z) := zk−1η(z)ω̂(zτ) and hτ (z) := zk−1ω(z)η(zτ). For each τ ∈ H we obtain
the functional equation
gτ
(
−z
τ
)
= (−τ)1−kzk−1η
(
−z
τ
)
ω̂(−z) = (−τ)1−kh− 1
τ
(z).
Hence
resz=−x
τ
(gτ (z)) = −1
τ
resz=x
(
gτ
(
−z
τ
))
= (−τ)−kresz=x
(
h− 1
τ
(z)
)
(1.4.3.9)
by the linearity of the residue. For the residue in z = 0 we obtain
resz=0 (gτ (z)) = resz=0
(
zk−U−V−1
( ∞∑
`=0
b`−V z`
)( ∞∑
`=0
(−1)`−Ua`−Uτ `−Uz`
))
= resz=0
(
zk−U−V−1
( ∞∑
`=0
(∑`
c=0
bc−V a`−c−U(−1)`−c−Uτ `−c−U
)
z`
))
=
U+V−k∑
c=0
bc−V aV−k−c(−1)V−k−cτV−k−c
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and hence
−2pii
∑
x∈R×
resz=x (gτ (z))− 2pii
∑
x∈R×
resz=−x
τ
(gτ (z))− 2pii resz=0 (gτ (z)) = 0,
and by (1.4.3.9) this implies
ϑk(η ⊗ ω̂; τ)− 2pii
U+V−k∑
c=0
bc−V aV−k−c(−1)V−k−cτV−k−c = −(−τ)−kϑk
(
ω ⊗ η;−1
τ
)
.
Multiplying this by (−1)k−1τ k proves the claim.
This framework can be used to derive transformation laws of “higher“ functions ϑk(ω⊗
η; τ), where ω(z) and η(z) are allowed to have poles of higher degree. The outcomes are
functions of the form
f(τ) = g0(τ) + τg1(τ) + · · ·+ τngn(τ),
where the gj(τ) are Fourier series on the upper half plane, such that the f(τ) possess
non-trivial transformation properties. We will omit the details of this extremely technical
setup but will give examples in order to convince the reader of its usefulness. We will not
use Theorem 1.4.43 in full generality and show examples with rational poles and lower
degrees.
Example 1.4.44. Let k ≥ 6 be an even integer. Put
ω(z) := csc(2piz)
and
η(z) := i cot(2piz) csc(2piz).
Then we have
∂z(ω(z)) = η(z)
and hence obtain
ϑk(∂zω ⊗ ∂zω; τ) = ∂τϑk−1(ω ⊗ ∂zω; τ) = 1
2pii
∂τ
(
2− k − τ ∂
∂τ
)
ϑk−2(ω ⊗ ω; τ).
This equals to
− 1
4pi2
(
(1− k) ∂
∂τ
ϑk−2(ω ⊗ ω; τ)− τ ∂
2
∂τ 2
ϑk−2(ω ⊗ ω; τ)
)
.
One could now use the transformation properties of ϑk−2(ω⊗ω; τ) given in Theorem 1.4.5
to make final conclusions. But we will use Theorem 1.4.43 to investigate ϑk(η⊗η; τ). Let
n be a non-zero integer. We obtain with the series expansions
zk−1η(zτ) = A0 + A1
(
z − n
2
)
+O
((
z − n
2
)2)
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with
A0 = i
(n
2
)k−1
cot(npiτ) csc(npiτ)
A1 = i(k − 1)
(n
2
)k−2
cot(npiτ) csc(npiτ)− 2i
(n
2
)k−1 (
piτ csc(npiτ) + 2piτ cot2(npiτ) csc(npiτ)
)
and
η(z) =
i(−1)n
4pi2(z − n
2
)2
+O(1)
for k ≥ 6:
4pi2resx=n
2
(
zk−1η(z)η(zτ)
)
= (−1)n+1(k − 1)
(n
2
)k−2
cot(npiτ) csc(npiτ)
+ 2(−1)n
(n
2
)k−1 (
piτ csc(npiτ) + 2piτ cot2(npiτ) csc(npiτ)
)
.
Since we have
cot(pinτ) csc(pinτ) = −2(q
n + 1)q
n
2
(qn − 1)2 ,
csc(npiτ) =
2iq
n
2
qn − 1 ,
cot2(npiτ) csc(npiτ) = −2i(q
n + 1)2q
n
2
(qn − 1)3 ,
we obtain by symmetry and Theorem 1.4.43 (note that sgn(η) = 1), that fk(τ) with series
representation
(k − 1)
∞∑
n=1
(−1)nnk−2 (1 + q
n)q
n
2
(1− qn)2 + piiτ
∞∑
n=1
(−1)nnk−1 (1 + 6q
n + q2n)q
n
2
(1− qn)3
satisfies
fk
(
−1
τ
)
= −τ kfk(τ).
Example 1.4.45. This example is very similar to Example 1.4.44, we choose
ω(z) = η(z) := csc2(2piz)
this time. The main difference is that ω(z) has no integral function that is weak, since
the integral is given by − 1
2pi
cot(2piz) +C, compare also the result of Corollary 1.4.38. Let
k ≥ 6 be even. Very similar to Example 1.4.44 we find for
fk(τ) := (k − 1)
∞∑
n=1
nk−2
qn
(1− qn)2 + 2piiτ
∞∑
n=1
nk−1
(1 + qn)qn
(1− qn)3 ,
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the transformation law
fk
(
−1
τ
)
= −τ kfk(τ).
Definition 1.4.46. We say that a holomorphic q-series
f(τ) :=
∞∑
n=0
a(n)q
n
N
on the upper half plane has rational type (M,N), if there is a N-periodic arithmetic
function ψ(n), a polynomial P and a rational function R with poles only in {z = ζjM , 0 ≤
j < M} and R(∞) = R(0) = 0, such that
f(τ) =
∑
n∈Z\{0}
ψ(n)P (n)R
(
q
n
N
)
.
Theorem 1.4.47 (Transformation law for rational type q-series, see [28]). Let f 6= 0
be a (M,N)-rational type q-series with periodic function satisfying
∑N
j=1 ψ(j) = 0. Put
δ(ψ) = 0 if ψ(0) = 0 and δ(ψ) = 1, else. Then there is a polynomial Q−1(X) of degree at
most −ordX=1(R)− ordX=0(P )− 1, and complex numbers A0 and A1, such that
f
(
−1
τ
)
= Q−1
(
−1
τ
)
+ A0 + δ(ψ)A1τ +
deg(P )+a∑
j=ordX=0(P )+1
τ jsj(τ),
where each sj(τ) is a finite sum of q-series of rational type (N,M) and a is the degree of
R, which is its maximal pole order.
Proof. We are able to present a constructive proof, but we will only sketch the ideas
of construction. Without loss of generality, we assume P (n) = nk−1 with an arbitrary
integer k > 0. Hence ordX=0(P ) = k − 1. For each (M,N)-rational type series with the
additional assumption
∑N
j=1 ψ(j) = 0 we find weak functions
η(z) := Nk−1
N∑
j=1
ψ(j)h j
N
(z)
and
ω(z) := R(e(z))
such that
f(τ) = ϑk(ω ⊗ η; τ).
With Theorem 1.4.43 we find polynomials Q−1(X) and Q1(X) such that
f
(
−1
τ
)
= Q−1
(
−1
τ
)
+Q1(τ) + (−1)k−1τ kϑk(η ⊗ ω̂; τ).
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But since V ≤ 1 and V ≤ 0 if and only if δ(ψ) = 0, we see that Q1 has degree at most 1
and 1 only if δ(ψ) = 1. On the other hand, also by Theorem 1.4.43, Q−1(X) has degree at
most U − k = −ordX=1(R)− ordX=0(P )− 1 (note that ordX=0(P ) is the correct measure
at this point, since if P had more higher degree terms then the degree of Q−1 would be
smaller for these terms). For any fixed x = j
M
6= 0, consider the expansions
ω̂(z) =
∞∑
ν=−V
bν
(
j
M
)(
z − j
M
)ν
,
η(zτ) =
∞∑
u=0
τuη(u)
(
jτ
M
)
u!
(
z − j
M
)u
.
With this we obtain, that resz= j
M
(
zk−1ω̂(z)η(zτ)
)
equals
resz= j
M
( ∑
µ,ν+V,u≥0
(
k − 1
µ
)(
j
M
)k−1−µ
bν
(
j
M
)
τuη(u)
(
jτ
M
)
u!
(
z − j
M
)µ+ν+u)
.
For any triple µ + ν + u = −1 with 0 ≤ µ ≤ k − 1 this is essentially (up to a constant
independent of j and τ) of the form
jk−1−µbν
(
j
M
)
τuη(u)
(
jτ
M
)
,
and since η(u) is weak of higher degree again, hence of the formW (q
j
M ) (note thatW (0) =
W (∞) = 0 and W may only have poles in roots of unity ζjN) and βν(x) is 1-periodic, we
may sum this over all j′ ≡ j (mod M) to obtain a (N,M)-rational type series
τu
∑
j′∈Z\{0}
j′k−1−µb˜ν(j′)W
(
q
j′
M
)
,
where the M -periodic b˜ν(j′) takes the value bν
(
j′
M
)
if j′ ≡ j (mod M) and 0 else. It
follows that the term (−1)k−1τ kϑk(η⊗ ω̂; τ) is essentially a sum consisting of terms of the
form
τu+k
∑
j′∈Z\{0}
j′k−1−µb˜ν(j′)W
(
q
j′
M
)
,
where degX=0(P ) + 1 ≤ k ≤ deg(P ) + 1 and 0 ≤ u ≤ a − 1. Summing up all the terms
shows the claim.
Finally, we give one more example.
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Example 1.4.48. Consider the weak functions ω(z) := csc3(2piz) and η(z) := csc(2piz).
Put P (n) := nk−1 with some even integer k ≥ 6. This implies a = 3, ordX=0(P ) =
deg(P ) = k − 1, V = 1 and U = 3. Following Theorem 1.4.47, the q-series
fk(τ) := −2pii
∞∑
n=1
1
pi
(−1)n
(n
2
)k−1 (2i)3q 3n2
(qn − 1)3 = 16
∞∑
n=1
(−1)n
(n
2
)k−1 q 3n2
(1− qn)3 ,
which is essentially ϑk(ω ⊗ η; τ), satisfies the transformation law
f
(
−1
τ
)
= −τ k(g1(τ) + g4(τ))− τ k+1g2(τ)− τ k+2g3(τ),
where
g1(τ) := 2(−2pii)
∞∑
n=1
(−1)n
4pi
(− csc(pinτ))
(n
2
)k−1
= 2
∞∑
n=1
(−1)n
(n
2
)k−1 q n2
1− qn ,
g2(τ) := 2(−2pii)
∞∑
n=1
(−1)n
8pi3
2pi cot(pinτ) csc(pinτ)(k − 1)
(n
2
)k−2
=
2i(k − 1)
pi
∞∑
n=1
(−1)n
(n
2
)k−2 (1 + qn)q n2
(1− qn)2 ,
g3(τ) := 2(−2pii)
∞∑
n=1
(−1)n
8pi3
(−2) (pi2 csc(pinτ) + 2pi2 cot2(pinτ) csc(pinτ)) (n
2
)k−1
= 2
∞∑
n=1
(−1)n
(n
2
)k−1( q n2
1− qn −
2(1 + qn)2q
n
2
(1− qn)3
)
,
g4(τ) := 2(−2pii)
∞∑
n=1
(−1)n
8pi3
(− csc(pinτ))(k − 1)(k − 2)
2
(n
2
)k−3
=
(k − 1)(k − 2)
2pi2
∞∑
n=1
(−1)n
(n
2
)k−3 q n2
1− qn .
Note that we were able to start summation at n = 1 by symmetry.
1.4.4 Eichler duality
When working with modular forms and generalized Eisenstein series we only consid-
ered positive weights k. We know that in the case of R/Z we end up with generalized
Fourier series, but in case Q/Z they turn out to be modular forms. It is natural that
there is also a theory for negative weights k, but of course, this will not provide non-
trivial modular forms since they do not exist. Instead, in this case we find a direct access
to the theory of Eichler integrals.
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Let k ≥ 2 be an integer. In this last section we develop an explicit formula for the
(k − 1)-fold integral of ϑk(ω ⊗ η; τ) in the case ω ⊗ η ∈ Wweak,a[TN ] ⊗ W i∞pre,1[TM ]. On
the rational function side it is given by a duality using Fourier transforms. Remember
Definition 1.1.6 where we declared the notation
∫
m
for the m-fold integral. Note that this
is the inverse function of ∂mτ defined on C+0 [[q]].
Before we start, we shortly introduce the Fourier transform of a pre-weak function
with rational poles vanishing in i∞. Let N be an integer. Then we define
FN : W i∞pre,1[TN ] ∼−→ W i∞pre,1[TN ]
N∑
j=1
β
(
j
N
)
h j
N
7−→
N∑
j=1
FN(β)
(
j
N
)
h j
N
.
A simple calculation verifies that the inverse of this isomorphism is given by
F−1N : W i∞pre,1[TN ] ∼−→ W i∞pre,1[TN ]
N∑
j=1
β
(
j
N
)
h j
N
7−→
N∑
j=1
F−1N (β)
(
j
N
)
h j
N
.
By Proposition 1.1.2 (ii) we see, that Fourier transforms induce isomorphismsW i∞,0pre,1 [TN ]→
Wweak,1[TN ] between pre-weak functions vanishing in i∞, that have a removable singular-
ity in z = 0, and weak functions. In particular, they preserve the spaces W 0weak,1[TN ] of
weak functions with removable singularities in z = 0. To prove Eichler duality we will
introduce the following bracket notation which will simplify the Fourier series, that will
occur frequently.
Definition 1.4.49. Let β and γ be functions in FC0N and F
C0
M . We put
[β ⊗ γ]k,`(τ) := 2M1−k
∞∑
m=1
∑
d|m
dk−1γ(d)
(m
d
)`
β
(m
d
) q mM .
Note that [β⊗γ]k,` always represents a holomorphic function on the upper half plane
with a zero in τ = i∞.
In the following, we want to find the Fourier expansion of ϑk(ω ⊗ η; τ) in the case that
η has degree 1. This case is the most important one for most of our applications such as
Eichler integrals. One of our main tool is a certain differential equation satisfied by the
above introduced Fourier series.
Remark 1.4.50. From now on, if not defined differently, we assume that if some ω⊗η ∈
Wpre,∞ ⊗ Wpre,∞ is used together with some integer k we have sgn(ω)sgn(η) = (−1)k.
Remember that we say that a function ω has signum ±1, if it is even or odd, respectively.
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In the applications of this section, we will use the term [β⊗γ]k,`(τ) for functions only
referring to FC0M and F
C0
N . This means, that if β and γ come from a pre-weak functions of
the form
ω(z) = ω(i∞) +
N∑
j=1
β
(
j
N
)
h j
N
and
η(z) = η(i∞) +
M∑
j=1
γ
(
j
M
)
h j
M
we will find it useful to identify β with a N -periodic and γ with a M -periodic function
on Z, respectively, and put
[β ⊗ γ]k,` := [κNβ ⊗ κMγ]k,`.
Lemma 1.4.51. Let β and γ be as above. We then have
∂τ [β ⊗ γ]k,`(τ) = [β ⊗ γ]k+1,`+1(τ).
Proof. Since we can differentiate termwise we obtain
∂τ2M
1−k
∞∑
m=1
∑
d|m
dk−1γ(d)
(m
d
)`
β
(m
d
) e2piiτ mM
= 2M1−kM−1
∞∑
m=1
∑
d|m
dk−1dγ(d)
(m
d
)` m
d
β
(m
d
) e2piiτ mM
= 2M−k
∞∑
m=1
∑
d|m
dkγ(d)
(m
d
)`+1
β
(m
d
) e2piiτ mM = [β ⊗ γ]k+1,`+1(τ).
This proves the lemma.
Proposition 1.4.52. Let k ≡ 1∓1
2
(mod 2) be an integer and
ω ⊗ η ∈

WN ⊗Wpre,1[TM ], if k > 0,
〈WN ⊗Wpre,1[TM ],Wpre,1[TN ]⊗WM〉 , if k = 0,
Wpre,1[TN ]⊗Wpre,1[TM ], if k < 0,
such that sgn(ω)sgn(η) = (−1)k. Then the following assertions hold.
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(i) For all τ on the upper half plane, the identity
ϑk(ω ⊗ η; τ) = A+ [FN(βω)⊗ βη]k,0(τ)
holds, where
A =
{
ω(i∞)L˜(η; 1− k), if k ≤ 0,
0, if k > 0.
(ii) For all τ on the upper half plane, the identity
ϑk (h0,2 ⊗ η; τ) = [1⊗ βη]k,1(τ)
holds if sgn(η) = (−1)k. Here 1(x) = 1 for all x ∈ 1
N
Z/Z.
Note that we use the convention of Remark 1.4.50 for all such assertions. A special
case of Proposition 1.4.52 has been proven in Proposition 1.2.20.
Proof. We first observe that, given sgn(ωη) = (−1)k, for all α ∈ Z \ {0}
resz=± α
M
(
zk−1η(z)ω(zτ)
)
=
i
2pi
M1−kαk−1βη(α)ω
(ατ
M
)
.
Let ω = ω(i∞) + ω0 with ω0 ∈ W i∞pre,1[TN ] and note that βω = βω0 . Now we obtain by
symmetry
ϑk(ω ⊗ η; τ) = 2M1−k
∞∑
α=1
αk−1βη(α)
(
ω(i∞) + ω0
(ατ
M
))
= A+ 2M1−k
∞∑
α=1
αk−1βη(α)
∑
j∈FN
βω(j)
e
(
ατ
M
− j
N
)
1− e (ατ
M
− j
N
)
= A+ 2M1−k
∞∑
α=1
∞∑
ν=1
αk−1βη(α)
∑
j∈FN
βω(j)e
(
−jν
N
)
q
αν
M
= A+ 2M1−k
∞∑
m=1
∑
d|m
(
dk−1βη(d)
∑
j∈FN
βω(j)e
− 2piimj
Nd
)
q
m
M .
For convergence of the L-term in the case k = 0 see Proposition 1.4.4. In the case
ω(z) = h0,2(z) we find for sgn(h0,2η) = sgn(η) = (−1)k by symmetry
ϑk (h0,2 ⊗ η; τ) = 2M1−k
∞∑
α=1
αk−1βη(α)
e
(
ατ
M
)(
1− e (ατ
M
))2
= 2M1−k
∞∑
α=1
∞∑
ν=1
αk−1βη(α)νq
αν
M = 2M1−k
∞∑
m=1
∑
d|m
(
dk−1βη(d)
(m
d
))
q
m
M .
This proves the theorem.
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Note that the inverse Fourier transform of 1(x) is given by
F−1N (1)(x) = δ0(x),
where δ0(x) = 1 if x = 0 (mod Z) and δ0(x) = 0 for all other values x ∈ 1NZ/Z. So we
can also write
ϑk (h0,2 ⊗ η; τ) = [FN(δ0)⊗ βη]k,1(τ).
The work we have done so far now provides
Theorem 1.4.53. Let k ≥ 0 be an integer and η ∈ Wpre,1[TM ]. Let ω ∈ Wweak,a[TN ] with
decomposition
ω = λ0 +
a−1∑
j=1
∂jλj
such that λ0 ∈ WN and λj ∈ W i∞pre,1[TN ] (see also Proposition 1.4.39). Then, the following
identity is valid on the upper half plane:
ϑk(ω ⊗ η; τ) =
a−1∑
j=0
[FN(βλj)⊗ βη]k,j(τ).
Proof. Starting with an expression ω = ω0 +
∑a−1
j=1 ∂
j−1(∂ωj + cjh0,2) with ωj ∈ WN , we
obtain
ϑk(ω ⊗ η; τ) = ϑk(ω0 ⊗ η; τ) +
a−1∑
j=1
ϑk
(
∂jzωj ⊗ η; τ
)
+ cjϑk
(
∂j−1z h0,2 ⊗ η; τ
)
= ϑk(ω0 ⊗ η; τ) +
a−1∑
j=1
∂jτϑk−j (ωj ⊗ η; τ) + ∂j−1τ ϑk−j+1 (cjh0,2 ⊗ η; τ)
by Lemma 1.4.42 (i). By Lemma 1.4.41 we know that sgn(ωj) = (−1)jsgn(ω) and cj = 0
if (−1)j = sgn(ω). From this it follows sgn(ωjη) = (−1)jsgn(ωη) = (−1)j+k = (−1)k−j
and if cj 6= 0, we necessarily have (−1)−j+1 = sgn(ω) = (−1)ksgn(η). We conclude for
this case
sgn(h0,2η) = sgn(η) = (−1)ksgn(ω) = (−1)k−j+1.
It follows that in both (relevant) cases we are allowed to apply Proposition 1.4.52 (note
that ω0(i∞) = 0), so this simplifies to
[FN (βω0)⊗ βη]k,0 +
a−1∑
j=1
∂jτ [FN(βωj)⊗ βη]k−j,0(τ) + ∂j−1τ [cjFN(δ0)⊗ βη]k−j+1,1(τ).
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Note that we have added formally the vanishing cj as well. With Lemma 1.4.51 we
conclude that this equals to
[FN (βω0)⊗ βη]k,0 +
a−1∑
j=1
[FN(βωj + cjδ0)⊗ βη]k,j(τ)
where δ0(x) = 1 if x ∈ Z and 0 else, and finally with Proposition 1.4.39, this equals to
a−1∑
j=0
[FN(βλj)⊗ βη]k,j(τ).
Hence the theorem is proved.
The next lemma imitates a classical result by Bol, see [10].
Lemma 1.4.54 (Weak Bol’s identity). Let k ≥ 1 and β and γ as above. Then we have∫
k−1
([β ⊗ γ]k,`) (τ) = N1+`−k[γ ⊗ β]2−k+`,0
(
Nτ
M
)
.
Note that the choice of k − 1 is crucial for this kind of formula.
Proof. This can be followed by direct calculation and for the convenience of the reader
we provide the details.
∫
k−1
([β ⊗ γ]k,`) (τ) = 2
∫
k−1
M1−k
∞∑
m=1
∑
d|m
dk−1γ(d)
(m
d
)`
β
(m
d
) q mM
= 2
∞∑
m=1
∑
d|m
γ(d)
(m
d
)`−k+1
β
(m
d
) q mM
= 2N1+`−kNk−`−1
∞∑
m=1
∑
d|m
γ
(m
d
)
d(2−k+`)−1β (d)
(q NM )mN
= N1+`−k[γ ⊗ β]2−k+`,0
(
Nτ
M
)
.
This proves the claim.
We apply the results to obtain a formula for multi-fold integrals of functions ϑk in
terms of functions ϑj with j ∈ Z.
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Theorem 1.4.55. Let k ≥ 2 and ω⊗η ∈ Wweak,∞[TN ]⊗W i∞,0pre,1 [TM ], where ω =
∑u
j=0 ∂
j
zλj
with λ0 ∈ WN and λj ∈ W i∞pre,1[TN ] as in Theorem 1.4.53. Then we have∫
k−1
ϑk(ω ⊗ η; τ) =
u∑
j=0
N1+j−kϑ2−k+j
(
F−1M η ⊗FNλj;
Nτ
M
)
.
Proof. First of all, Theorem 1.4.53 gives us
ϑk(ω ⊗ η; τ) =
u∑
j=0
[FN(βλj)⊗ βη]k,j(τ).
Now with Lemma 1.4.54 we conclude∫
k−1
ϑk(ω ⊗ η; τ) =
u∑
j=0
∫
k−1
[FN(βλj)⊗ βη]k,j(τ)
=
u∑
j=0
N1+j−k[βη ⊗FN(βλj)]2−k+j,0
(
Nτ
M
)
.
By Proposition 1.1.2 (iii) we know that Fourier transforms preserve odd and even func-
tional relations, i.e., the signum of the function. Together with Lemma 1.4.40 we conclude,
that sgn
(FNλjF−1M η) = sgn(λjη) = (−1)jsgn(ωη) = (−1)j+k = (−1)2−k+j. Since F−1M η is
weak, with Proposition 1.4.52 this equals
u∑
j=0
N1+j−kϑ2−k+j
(
F−1M η ⊗FNλj;
Nτ
M
)
.
This proves the claim.
Remark 1.4.56. Note that we can weaken the condition η ∈ W i∞,0pre,1 [TM ] to η ∈ W i∞pre,1[TM ]
in Theorem 1.4.55, if ω ∈ Wweak,a[TN ] such that 1 ≤ a ≤ k − 2. The reason for this is
that if 1 ≤ a ≤ k − 2 it follows that 2 − k + j ≤ −1 for all 0 ≤ j ≤ a − 1, which allows
F−1M η to be a pre-weak function in the last step according to Proposition 1.4.52.
To study Eichler duality we extend the C vector space Wpre,∞[TN ] to a C[z, z−1]
module by putting
MN = Wpre,∞[TN ]⊗ C[z, z−1].
In particular, we obtain a graded algebra
MN =
∞⊕
j=−∞
zjWpre,∞[TN ],
whose elements naturally stand with the function ϑk in the sense that
ϑk(z
` · ω ⊗ η; τ) = ϑk(ω ⊗ z` · η; τ) = ϑk+`(ω ⊗ η; τ).
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Definition 1.4.57. Let k ≥ 3 be an integer. Then for each 1 ≤ a ≤ k − 2 we define the
Eichler homomorphism
EN,Mk,a :
a−1⊕
j=0
∂jzW
i∞
pre,1[TN ]⊗W i∞pre,1[TM ] −→ W i∞pre,1[TM ]⊗
a−1⊕
j=0
zjW i∞pre,1[TN ]
by
ω ⊗ η =
a−1∑
j=0
∂jzλj ⊗ η 7−→ N1−kF−1M η ⊗
a−1∑
j=0
(zN)jFNλj.
With these tools we are able to prove the main result on Eichler duality.
Theorem 1.4.58 (see [28]). Let k ≥ 3 and 1 ≤ a ≤ k − 2 be integers. We have the
following assertions:
(i) The map EN,Mk,a is an isomorphism.
(ii) Consider the subspace Wweak,a[TN ] ⊗ W i∞pre,1[TM ] ⊂
⊕a−1
j=0 ∂
j
zW
i∞
pre,1[TN ] ⊗ W i∞pre,1[TM ].
The diagram
Wweak,a[TN ]⊗W i∞pre,1[TM ] W i∞pre,1[TM ]⊗
⊕a−1
j=0 z
jW i∞pre,1[TN ]
C+0 [[q
1
M ]] C+0 [[q
1
M ]]
EN,Mk,a
ϑk
∫
k−1
(τ 7→ N
M
τ) ◦ ϑ2−k
is commutative.
Proof. (i) We show that the map
IM,Nk,a : W i∞pre,1[TM ]⊗
a−1⊕
j=0
zjW i∞pre,1[TN ] −→
a−1⊕
j=0
∂jzW
i∞
pre,1[TN ]⊗W i∞pre,1[TM ]
with
x⊗ y = x⊗
a−1∑
`=0
z`y` 7−→ Nk−1
a−1∑
`=0
N−`∂`zF−1N y` ⊗FMx
is an inverse of EN,Mk,a . We find for ω ⊗ η ∈
⊕a−1
j=0 ∂
j
zW
i∞
pre,1[TN ]⊗W i∞pre,1[TM ]:
IM,Nk,a
(
EN,Mk,a (ω ⊗ η)
)
= IM,Nk,a
(
N1−kF−1M η ⊗
a−1∑
j=0
(zN)jFNλj
)
=
a−1∑
j=0
a−1∑
`=0
N j−`(δj,`∂`zF−1N FNλj ⊗FMF−1M η) =
a−1∑
j=0
(∂jzλj ⊗ η) = ω ⊗ η.
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The other way round we see for a⊗ b ∈ W i∞pre,1[TM ]⊗
⊕a−1
j=0 z
jW i∞pre,1[TN ]:
EN,Mk,a
(
IM,Nk,a (a⊗ b)
)
= EN,Mk,a
(
Nk−1
a−1∑
`=0
N−`∂`zF−1N b` ⊗FMa
)
= Nk−1N1−k
(
F−1M FMx⊗
a−1∑
j=0
N−j(zN)jFNF−1N bj
)
= a⊗ b.
(ii) We prove that the compositions give the same output. Let ω ⊗ η ∈ Wweak,a[TN ] ⊗
W i∞pre,1[TM ] and ω be given by
ω =
a−1∑
j=0
∂jλj, λ0 ∈ WN , λj ∈ W i∞pre,1[TN ].
Since 1 ≤ a ≤ k − 2, according to Theorem 1.4.55 and Remark 1.4.56 we have that∫
k−1
ϑk(ω ⊗ η; τ) =
a−1∑
j=0
N1+j−kϑ2−k+j
(
F−1M η ⊗FNλj;
Nτ
M
)
. (1.4.4.1)
On the other hand, we find
ϑ2−k
(
EN,Mk,a (ω ⊗ η); τ
)
= N1−kϑ2−k
(
F−1M η ⊗
a−1∑
j=0
(Nz)jFNλj; τ
)
=
a−1∑
j=0
N1−k+jϑ2−k+j
(F−1M η ⊗FNλj; τ) .
This proves the theorem.
We can easily apply this formalism to the simplest case of Eisenstein series. It is
well-known that if χ and ψ are primitive Dirichlet characters modulo Nχ > 1 and Nψ > 1
and f(τ) = Ek(χ, ψ; τ) the corresponding L-function is
L(Ek(χ, ψ; τ); s) =
2(−2pii)kG(ψ)
Nkψ(k − 1)!
L(χ; s)L
(
ψ; s− k + 1) .
We assume that both χ and ψ are non-principal. From identity (1.2.3.3) and Theorem
1.4.58 we obtain∫
k−1
Ek(χ, ψ; τ) =
χ(−1)(−2pii)kG(ψ)
Nψ(k − 1)!G (χ)
∫
k−1
ϑk(ωχ ⊗ ωψ; τ)
=
χ(−1)(−2pii)kG(ψ)
Nψ(k − 1)!G (χ) × χ(−1)N
1−k
χ N
−1
ψ G
(
ψ
)G (χ)ϑ2−k (ωψ ⊗ ωχ; Nχτ
Nψ
)
=
(−2pii)kψ(−1)
Nk−1χ Nψ(k − 1)!
ϑ2−k
(
ωψ ⊗ ωχ; Nχτ
Nψ
)
.
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Since ∫
k−1
Ek(χ, ψ; τ) =
(−2pii)k−1
(k − 2)! F (τ),
where
F (τ) =
i∞∫
τ
Ek(χ, ψ; z)(z − τ)k−2dz,
this combines to
F (τ) = − 2piiψ(−1)
Nk−1χ Nψ(k − 1)
ϑ2−k
(
ωψ ⊗ ωχ; Nχτ
Nψ
)
.
In the sense of Proposition 1.1.7 we have E∗k(χ, ψ; τ) = χ(−1)Ek(ψ, χ; τ) and this pro-
vides
F ∗(τ) = − 2pii
Nk−1ψ Nχ(k − 1)
ϑ2−k
(
ωχ ⊗ ωψ; Nψτ
Nχ
)
,
since χ(−1)2 = 1. Now according to Proposition 1.1.7 we have the functional equa-
tion
F (τ)− (−τ)k−2F ∗
(
−1
τ
)
= (−1)k
k−2∑
`=0
(
k − 2
`
)
i1−`Λf (`+ 1)τ k−2−`. (1.4.4.2)
On the other hand, from Theorem 1.4.5, we obtain
(−τ)k−2F ∗
(
−1
τ
)
= −τ k−2(−1)k−2 2pii
Nk−1ψ Nχ(k − 1)
ϑ2−k
(
ωχ ⊗ ωψ;− Nψ
Nχτ
)
= − 2piiτ
k−2(−1)k−2
Nk−1ψ Nχ(k − 1)
× 2pii (−χ(−1))resz=0
(
z1−kωψ(z)ωχ
(
Nψz
Nχτ
))
− 2piiτ
k−2(−1)k−2
Nk−1ψ Nχ(k − 1)
× χ(−1)
(
Nψ
Nχτ
)k−2
ϑ2−k
(
ωψ ⊗ ωχ; Nχτ
Nψ
)
= − 4pi
2τ k−2ψ(−1)
Nk−1ψ Nχ(k − 1)
resz=0
(
z1−kωψ(z)ωχ
(
Nψz
Nχτ
))
− 2piiτ
k−2(−1)k−2
Nk−1ψ Nχ(k − 1)
× χ(−1)
(
Nψ
Nχτ
)k−2
ϑ2−k
(
ωψ ⊗ ωχ; Nχτ
Nψ
)
= − 4pi
2τ k−2ψ(−1)
Nk−1ψ Nχ(k − 1)
resz=0
(
z1−kωψ(z)ωχ
(
Nψz
Nχτ
))
+ F (τ). (1.4.4.3)
And this concludes the following theorem.
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Theorem 1.4.59. Let k ≥ 3 be an integer, χ and ψ be two primitive Dirichlet characters
with χ(−1)ψ(−1) = (−1)k and f(τ) = Ek(χ, ψ; τ). We then have the following identity
between rational functions:
k−2∑
`=0
(
k − 2
`
)
i1−`Λf (`+ 1)τ−` =
4pi2χ(−1)
Nk−1ψ Nχ(k − 1)
resz=0
(
z1−kωψ(z)ωχ
(
Nψz
Nχτ
))
.
Proof. With (1.4.4.2) and (1.4.4.3) we obtain
4pi2τ k−2ψ(−1)
Nk−1ψ Nχ(k − 1)
resz=0
(
z1−kωψ(z)ωχ
(
Nψz
Nχτ
))
= (−1)k
k−2∑
`=0
(
k − 2
`
)
i1−`Λf (`+ 1)τ k−2−`.
The claim now follows when dividing by τ k−2 and with ψ(−1)χ(−1) = (−1)k.
Remark 1.4.60. Note that Theorem 1.4.59 will initially work for k = 2 as well, since
the considered characters all satisfy χ(0) = ψ(0) = 0, so that we may assume that η is
weak and has a removable singularity in z = 0 in the proof of Eichler duality. So we are
allowed to fulfill step (1.4.4.1) even if k − 2 < a.
Before looking at the much more difficult case of products of Eisenstein series, we
give a numerical example.
Example 1.4.61. Put k = 6, Nψ = 5 and Nχ = 7. Consider the Legendre symbol ψ5 and
the character χ7 generated by χ7(3) = e
2pii
3 . Note that we have ψ5(−1) = χ7(−1) = 1.
With this we obtain the data
Λf (s) =
(
2pi
5
)−s
Γ(s)L (E6(χ, ψ; τ), s) = −2
4
√
5pi6
3 · 57
(
2pi
5
)−s
Γ(s)L(χ7; s)L(ψ5; s− 5).
With this we calculate
4∑
`=0
(
4
`
)
i1−`Λf (`+ 1)τ−` = −2
4
√
5pi6
3 · 57
(
25L(χ7; 2)L(ψ5;−3)
pi2τ
− 3 · 5
4L(χ7; 4)L(ψ5;−1)
2pi4τ 3
)
= (−0.5941948118...+ 0.0757203657...i) τ−1 + (−0.5427628701...+ 0.0234276364...i) τ−3
either by numerical calculation or by using the formulas. Again, using direct calculation
or Mathematica one sees
4pi2χ7(−1)
56 · 7 resz=0
(
z−5ωψ5(z)ωχ7
(
5z
7τ
))
= (−0.5941948118...+ 0.0757203657...i) τ−1 + (−0.5427628701...+ 0.0234276364...i) τ−3.
We can now use this to give detailed expressions for the L-functions in the critical
strip. For products of Eisenstein series, also studied in Section 1.3.2 and [24] in a bit
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different context, the situation is naturally far more difficult. However, it is quite easy to
write the Eichler integral as an infinite series of expressions ϑj in this case. We only need
the following observation.
Proposition 1.4.62. Let k and g ≥ 1 be integers, χ1, ..., χg be a family of Dirichlet char-
acters mod M , and (ηj)1≤j≤g the corresponding family of weak functions. Let (ωj)1≤j≤g
be a family in Wweak,1[TN ]. Put
f(τ) :=
g∏
j=1
ϑk(ωj ⊗ ηj; τ).
We then have the identity
f(τ) = 2g−1
∑
(A1,A2,...,Ag)=1
(
g∏
j=1
Ak−1j χj(Aj)
)
ϑg(k−1)+1
(
g∏
j=1
ωj(Ajz)⊗ ηχ1χ2···χg ; τ
)
.
Proof. Since all sums converge absolutely and uniformly on compact subsets K ⊂ H, we
may change the order of summands. We obtain
g∏
j=1
ϑk(ωj ⊗ ηj; τ) = 2g
∞∑
n1=1
· · ·
∞∑
ng=1
(n1 · · ·ng
M g
)k−1
χ1(n1) · · ·χg(ng)
g∏
j=1
ωj
(njz
M
)
= 2g
∑
(A1,...,Ag)=1
∞∑
n=1
(
A1A2 · · ·Agng
M g
)k−1
χ1(A1n) · · ·χg(Agn)
g∏
j=1
ωj
(
Ajnz
M
)
= 2g
∑
(A1,...,Ag)=1
(
g∏
j=1
Ak−1j χj(Aj)
) ∞∑
n=1
( n
M
)g(k−1)
(χ1 · · ·χg)(n)
g∏
j=1
ωj
(
Ajnz
M
)
The inner sum is clearly 1
2
ϑg(k−1)+1(
∏g
j=1 ωj(Ajz)⊗ ηχ1···χg ; τ), hence
= 2g−1
∑
(A1,A2,...,Ag)=1
(
g∏
j=1
Ak−1j χj(Aj)
)
ϑg(k−1)+1
(
g∏
j=1
ωj(Ajz)⊗ ηχ1χ2···χg ; τ
)
.
This shows the proposition.
For integers A1, ..., Ag with (A1, ..., Ag) = 1 we see that
ω1(A1z)ω2(A2z) · · ·ωg(Agz) ∈ Wweak,g[TA1A2···AgN ]
and we write
ω1(A1z)ω2(A2z) · · ·ωg(Agz) =
g−1∑
j=0
∂jzλ
j
(A1,...,Ag)
(z).
We can use this to prove the following identity for g(k − 1)-fold integrals for products of
g Eisenstein series.
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Theorem 1.4.63. Let k ≥ 3 and g ≥ 1 be integers, χ1, ..., χg be a family of Dirichlet
characters modM and (ηj)1≤j≤g the corresponding family of weak functions. Let (ωj)1≤j≤g
be a family in Wweak,1[TN ]. We then have the following series representation for the g(k−
1)-fold integral of the function
∏g
j=1 ϑk(ωj ⊗ ηj; τ):∫
g(k−1)
g∏
j=1
ϑk(ωj ⊗ ηj; τ) = 2g−1
∑
(A1,A2,...,Ag)=1
(
g∏
j=1
Ak−1j χj(Aj)
)
×
g−1∑
j=0
(A1 · · ·AgN)1−g(k−1)+jϑ1−g(k−1)+j(F−1M ηχ1χ2···χg ⊗FA1···AgNλj(A1,...,Ag); τ).
Proof. Since the series converges absolutely and uniformly on compact subsets K ⊂ H we
can switch integration and summation in Proposition 1.4.62 and the theorem now follows
with Theorem 1.4.58.
We can choose ωj and ηj to correspond to several primitive characters. Note that
the right hand side of this formula transforms in connection with the period polynomial
of the product of Eisenstein series.
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Chapter 2
Generalized Fourier series and
L-functions at rational arguments
Note. The main results of this chapter have been published by the author in [25] and
[26].
2.1 Preliminaries
Our main goal is to generalize several identities by Ramanujan to a wide range
of L-functions. These identities give relations between generalized Fourier series and
products of these L-functions at rational arguments. The theory behind these identities
is a powerful framework which applies in many situations. Therefore, we will have a focus
on a specific type of L-function, namely the Hecke L-function associated to a number field
K.
In this section we will recall and develop the tools whose are required. In most cases
we omit detailed proofs. Here we refer the reader to [14], [16], [36], [46] and [50]. In some
cases, however, we sketch proofs to give the reader a feeling for the objects studied. In
particular, the functional equation for the Hecke L-functions is proved at least in the case
of narrow class number 1.
2.1.1 Basic algebraic number theory
The discriminant of a number field
Let K be an algebraic number field, i.e., a finite extension K|Q with degree n = [K :
Q]. We simply call its elements algebraic numbers. An algebraic number is called integral,
or an algebraic integer, if it is a root of a monic polynomial f(x) = xn+an−1xn−1+· · ·+a0 ∈
Z[x]. It can be shown that the subset OK ⊂ K of algebraic integers in K is a ring, the so
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called ring of integers of K. The ring OK is integrally closed in K which means that each
root of a polynomial xn + bn−1xn−1 + · · ·+ b1x+ b0 ∈ OK [x], which lies in K, already lies
in OK .
Let L|K be a separable extension and S = {σj : L → K} the set of different K-
embeddings of L into an algebraic closure of K. We then define the trace and the norm
of x ∈ L with respect to K by
TrL|K(x) =
∑
σj∈S
σjx
and
NL|K(x) =
∏
σj∈S
σjx.
Let ω1, ..., ωn be an integral basis of OK , i.e., OK = Zω1⊕· · ·⊕Zωn. Such a basis exists by
Proposition 2.1.1. Let L|K be separable, A a principal ideal domain with quotient field
K and B the integral closure of A in L. Then every finitely generated B-submoduleM 6= 0
of L is a free A-module with rank [L : K]. In particular, B admits an integral basis over A.
A very important invariant of a number field is its discriminant.
Definition 2.1.2. We define the discriminant dK of a number field K by
dK = d(OK) = det(σjωk)2.
Since every base change has determinant ±1, this is not dependent by the choice of
the ω1, ..., ωn.
Example 2.1.3. For every square-free D ∈ Z \ {0}, the quadratic number field K =
Q(
√
D) has discriminant
dK =
{
D, if D ≡ 1 (mod 4),
4D, if D ≡ 2, 3 (mod 4).
Ideals and the class number
The purpose of algebraic number theory is the study of “primes in OK“. In the case
that OK is a principal ideal domain (PID) we know that it is factorial and every element
of OK can be uniquely factorized into prime elements up to a unit. However, in general
the ring OK will not be factorial and as a consequence one might lose the unique prime
decompositions. But in fact, by an observation of Richard Dedekind we can remedy this
situation.
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Instead of looking at algebraic integers a ∈ OK we consider integral ideals a ⊂ OK ,
that are finitely generated OK-modules. Since all finitely generated OK-submodules m of
K admit a Z-basis
m = Zα1 + · · ·+ Zαn, n = [K : Q],
so does every ideal a. We can add and multiply two ideals a and b in the obvious
ways
a + b = {a+ b | a ∈ a, b ∈ b}
and
ab =
{∑
j
ajbj | aj ∈ a, bj ∈ b
}
.
We say that a divides b if b ⊂ a and the smallest common multiple is the intersection
a∩ b. The greatest common divisor is the largest ideal containing both a and b. We have
the following important theorem.
Theorem 2.1.4 (Chinese remainder theorem). Let a1, ..., ar be ideals in the ring OK,
such that aj + ak = OK if j 6= k. Put a =
⋂r
j=1 aj. Then we have
OK/a ∼=
r⊕
j=1
OK/aj.
Since a ∼= Zn, we obtain that the quotients OK/a are finite. Hence we can define a
map
N : {Ideals of OK} −→ N,
N (0) = 0, N (a) = #(OK/a).
We call N (a) the norm of the ideal a. From the Chinese remainder theorem we conclude
that the norm is multiplicative, i.e., N (ab) = N (a)N (b).
Theorem 2.1.5. Every ideal a 6= (0),OK of OK admits a factorization
a =
r∏
j=1
p
νj
j , νj ∈ N0,
into (non-zero) prime ideals which is unique up to the order of the factors.
Proof. See [50] for a complete proof of this statement.
The reason behind this is that OK is a so called Dedekind domain. This means,
that it is a Noetherian and integrally closed ring such that each nonzero prime ideal is
maximal.
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Just as for nonzero numbers, we may extent the region of “integer ideals“ by consid-
ering integer exponents νj ∈ Z instead. With this we obtain so called fractional ideals,
which are just finitely generated OK-submodules of K. More importantly we have
Proposition 2.1.6. The fractional ideals form an abelian group, the so called ideal group
JK of K. The neutral element is (1) = OK and the inverse of a 6= (0):
a−1 = {x ∈ K | xa ⊂ OK}.
Proof. For a proof of this statement, see for example [50] on p. 23.
The fractional principal ideals (a) = aOK with a ∈ K× form a subgroup PK of
JK . The quotient ClK = JK/PK is called the class group of K. We have the exact
sequence
1 −→ O×K −→ K× −→ JK −→ ClK −→ 1,
so the class group can be interpreted as the expansion that takes place when we pass from
“numbers“ to ideals. Using Minkowski theory, one can show that ClK is a finite group.
We call its number of elements the class number hK of K. Similarly, the narrow class
group is the quotient
Cl+K = JK/P
+
K ,
where P+K is the group of all principal ideals, that are generated by an a ∈ OK having
exclusively positive embeddings. We will later demonstrate proofs for some results using
totally real number fields with narrow class number 1, i.e., the narrow class group is
trivial.
The class number turns out to be one of the most important invariants of a number
field. Although a lot of effort has been put into finding relations to other mathematical
areas (such as L-functions, cotangent sums, modular curves, etc.) it remains one of
the bigger mysteries in modern mathematics. For example, it is conjectured, but still
unsolved, if there is an infinite number of number fields with class number one. There
even is a conjecture of Gauss saying there are infinitely many real quadratic fields with
h = 1.
Minkowski theory
We say thatK has signature (r1, r2), if there exist r1 real and 2r2 non-real embeddings
of K into R and C, respectively. Note that r1 + 2r2 = n = [K : Q]. Of course the number
of non-real embeddings must be even since they occur in pairs by the complex conjugation.
So in other words, we have real embeddings
ρ1, ..., ρr1 : K −→ R
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and complex ones, which occur in pairs:
σ1, σ1, ..., σr2 , σr2 : K −→ C.
We will sometimes also use the notation x(j) with 1 ≤ j ≤ r1 + r2 for the embeddings
x(j) := ρjx (1 ≤ j ≤ r1) and x(j) := σjx (r1 + 1 ≤ j ≤ r1 + r2) for some embeddings in
the classes (σj−r1 , σj−r1). The idea of Minkowski is now to construct a “geometric object“,
which contains the field K. However, by modern research we know that this approach is
outdated. But still, the resultant methods of Hecke are inspiring for our methods when
generalizing formulas of Ramanujan, so we will keep the focus on them.
Definition 2.1.7. Let {τ} denote all embeddings of K into R and C, respectively. We
call the euclidian vector space
R :=
{
(zτ ) ∈
∏
τ
C
∣∣∣∣∣ zρ ∈ R; zσ = zσ
}
the Minkowski space of K.
One can show that R is canonically isomorphic to Rr1+2r2 by the rule (zτ ) 7→ (xτ ),
where xρ = zρ, xσ = Re(zσ) and xσ = Im(zσ). Most importantly, there is a homomorphism
of rings
iK : K −→ R,
where addition and multiplication in R is defined component-wise. When considering the
multiplicative subgroup R× (all components in the tuples are 6= 0) in R, this restricts to
a homomorphism of groups
ι∞ : K× −→ R×.
The advantage of the Minkowski space is that we can embed K into a higher dimension
object. This allows us, for example, to identify integral ideals a ⊆ OK with lattices.
When applying Fourier analysis on the Minkowski space, we are able to generalize the
Poisson summation formula to “ideal lattices“, from which transformation properties of
the corresponding theta functions follow.
Embedded ideals a of OK in R will certainly be discrete subsets. We can say even
more.
Proposition 2.1.8. Let a 6= (0) be an ideal of OK. Then, the embedding iK(a) defines
a complete lattice in R. Let Γ be a fundamental mesh of this lattice. Then we have the
volume formula
Vol(Γ) =
√
|dK | (OK : a).
In particular, if OK = a, we obtain
Vol(Γ) =
√
|dK |.
Proof. For a proof of this statement, see for example [50] on p. 33.
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The Dirichlet unit theorem and the regulator
The following theorem describes the structure of the group of units O×K . It is a
fundamental result and is important for the construction of Hecke characters.
Theorem 2.1.9 (Dirichlet unit theorem). Let K be a number field with signature (r1, r2).
Let r = r1 + r2− 1. Then the units O×K form a finitely generated Abelian group. We have
an isomorphism O×K ∼= µ(K)×Zr (the torsion part is given by the roots of unity µ(K) of
K). In particular, we can write each unit x ∈ O×K uniquely as
x = ζum11 · · ·umrr ,
where ζ is a root of unity and u1, ..., ur are fixed generators in O×K.
Proof. A proof of this statement is given in [46] on page 105 ff.
We call an element a ∈ K totally positive if all its embeddings are positive, i.e.
τa > 0 for all 1 ≤ j ≤ n. In this case we use the notation a 0.
Corollary 2.1.10. Let K be a totally real number field with narrow class number one.
Let O×K,+ be the group of totally positive units. Then O×K,+ is free with rank n− 1.
Finally, we introduce a way to measure the “density“ of the the units of OK . Suppose
that u1, ..., ur1+r2−1 are generators of the group O×K/µ(K). We define the matrix
A :=
(
log
∣∣u(q)p ∣∣)1≤p≤r1+r2−1,1≤q≤r1+r2 .
Since the sum of each column is zero, the determinant of each (r1 + r2−1)× (r1 + r2−1)-
submatrix of A is independent of the removed column. We call its value the regulator
RK of the number field K. It does not depend on the choice of the generators. It can be
shown that RK is always a positive real number. In fact, the volume of a fundamental
mesh of the lattice described in Dirichlet’s unit theorem is equal to RK
√
r1 + r2.
The discriminant and the different
The discriminant tells us, which prime numbers in Z ramify in OK . Originally, the
different of a number field was constructed to obtain information about the prime ideals
which are ramified in OK . It is an ideal which is divided by all prime ideals which ramify
in OK .
Let L|K be a separable extension. We consider the (nondegenerate) bilinear form
T (x, y) = Tr(xy) on the K-vector space L. It induces a map from the fractional ideals of
L to the OL-modules, given by
a 7−→ ∗a = {x ∈ L | Tr(xa) ⊆ OK}.
110
Definition 2.1.11. The fractional ideal
dOL|OK = E
−1
OL|OK ,
where
EOL|OK = {x ∈ L | Tr(xOL) ⊆ OK}
is called the (relative) different of OL|OK.
The different dK := dOK |OQ plays a role when defining the Gauss sum and proving
the functional equation for the Hecke L-functions: let f ⊂ OK be a non-zero ideal and χ
be a character of (OK/f)× and y ∈ f−1d−1K . Then we define the Gauss sum of χ by
Gf(χ; y) :=
∑
x∈(OK/f)×
χ(x)e2piiTr(xy). (2.1.1.1)
2.1.2 Fourier transforms and the Poisson summation formula
In this small section we recall the most important basic facts about (high-dimensional)
Fourier transforms. Amongst others, we will state the Poisson summation formula. This
section is mostly inspired by [46], there the reader can also find more detailed information
and examples.
Let f be a function on Rn. We say that f tends rapidly to 0 at infinity if for each
positive integer N we have f(x) = O((1 + ||x||)−N).
Definition 2.1.12. We define the Schwartz space Sn to be the set of functions f : Rn → C
with the following properties:
(i) The function f is smooth in each variable (i.e. partial derivatives of all orders exist
and are continuous).
(ii) The function f and all its partial derivatives tend rapidly to zero at infinity.
An important example for a function in the Schwartz space Sn is f(x) = e−(x
2
1+···+x2n).
Clearly, the Schwartz space forms a vector space, but we can even say more. Let ∂j
be the partial derivative in the xj direction. Then, for each p = (p1, ..., pn) ∈ Nn0 the
operator
∂p := ∂p11 · · · ∂pnn
defines and endomorphism of Sn. It is also convenient to use the notations |p| = p1+· · ·+pn
and
(Mjf)(x) = xjf(x).
Note that Mpf = Mp1 · · ·Mpnf maps Sn to itself as well.
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Definition 2.1.13. Let f ∈ Sn. We define the Fourier transform f̂ : Rn → C of f by
f̂(y) =
∫
Rn
f(x)e−2pii〈x,y〉dx,
where dx = dx1 · · · dxn.
Since f(x) = O((1 + x21)−1 · · · (1 + x2n)−1) it is obvious that f̂ is well-defined. Less
obvious is the following.
Proposition 2.1.14. The Fourier transform f 7→ f̂ defines an endomorphism of Sn.
Proof. We first observe that f̂ is bounded by∣∣∣f̂(y)∣∣∣ ≤ ∫
Rn
|f(x)|dx.
Note that the right hand side is bounded since f is decreasing rapidly. A simple observa-
tion shows
∂pf̂ = (−2pii)|p|M̂pf
and
Mpf̂ = (2pii)−|p|D̂pf.
Note that switching integral and differential operator is justified by absolute integrability.
As a consequence, for each p, we find that Mpf̂ is bounded at infinity. Hence f̂ tends
rapidly to 0 at infinity. Similarly, we see that MpDq is bounded at infinity since
MpDqf̂ = (−2pii)|q|(2pii)−|p|D̂pM qf.
This proves the proposition.
We call a function g : Rn → C periodic with respect to the lattice L if g(x+k) = g(x)
for all k ∈ L. Note that g is also defined on the hyper rectangle Rn/L. Let g be a smooth
periodic function. Then we have a representation as a Fourier series
g(x) =
∑
m∈L∗
cme
2pii〈m,x〉,
which converges uniformly, where the dual lattice L∗ to L is the set of all x ∈ Rn such
that 〈x, y〉 ∈ Z for all y ∈ L. Note that we obtain the m-th Fourier coefficient for m ∈ L∗
by
cm =
1
Vol(Rn/L)
∫
Rn/L
g(x)e−2pii〈m,x〉dx.
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Theorem 2.1.15 (Poisson summation formula). Let f be in the Schwartz space Sn. Then
we have ∑
m∈L
f(m) =
1
Vol(ΓL)
∑
m∈L∗
f̂(m)
for any lattice L ⊂ Rn.
Proof. The function
g(x) =
∑
k∈L
f(x+ k)
is well-defined (since f is decreasing rapidly), smooth and periodic with respect to L. If
cm is the m-the Fourier coefficient, then
g(0) =
∑
m∈L∗
cm =
∑
k∈L
f(k).
Therefore it is sufficient to prove cm = 1Vol(ΓL) f̂(m). Indeed, we have
cm =
1
Vol(ΓL)
∫
ΓL
g(x)e−2pii〈m,x〉dx =
1
Vol(ΓL)
∑
k∈L
∫
ΓL
f(x+ k)e−2pii〈m,x〉dx
=
1
Vol(ΓL)
∑
k∈L
∫
ΓL
f(x+ k)e−2pii〈m,x+k〉dx =
1
Vol(ΓL)
∫
Rn
f(x)e−2pii〈m,x〉dx
=
1
Vol(ΓL)
f̂(m).
This proves the theorem.
2.1.3 Hecke characters
Hecke characters are a generalization of Dirichlet characters to arbitrary number
fields. They were first introduced by Erich Hecke, who proved the functional equation of
their L-functions, see also [36]. In this section we want to recall the ideas of Hecke and
- for the reader’s convenience - we include proofs for the functional equations in some
special cases.
In general, let K be a number field with signature (r1, r2), f ⊆ OK be an integral
ideal and J fK ⊆ JK be the subgroup of all ideals a, such that f and a have no prime factor
in common. Let χ : J fK → C× be a character. We may form the L-series
L(χ; s) :=
∑
a
χ(a)N (a)−s,
with respect to χ, where the sum is taken over all integral ideals a of K and we put
χ(a) = 0 whenever (a, f) 6= 1. Hecke was searching for the most comprehensive class
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of such characters χ ∈ Hom(J fK ,C×) for which the corresponding L-series has analytic
continuation and satisfies a functional equation.
Define also the mutiplicative subgroup K(f) ⊆ K consisting of all numbers x ∈ K
such that (x, f) = 1. This means that the ideals (x) and f have distinct factorization into
prime ideals. Note that we always have a homomorphism
ιf : K
(f) −→ (OK/f)×, a
b
7−→ [a+ f]
[b+ f]
.
This leads us to the notion of a Hecke character.
Definition 2.1.16. A Hecke character mod f is a character J fK → C× for which there
exists a pair (χf, χ∞) of characters,
χf : (OK/f)× −→ C×, χ∞ : R× −→ C×,
such that
χ((a)) = χf(ιf(a))χ∞(ι∞(a))
for every algebraic integer a ∈ OK coprime to f. Recall that ι∞ : K× → R× was the
embedding of multiplicative groups.
In future applications, we will abbreviate χf(a) and χ∞(a). Let f′ | f be any proper
divisor of f. We call a Hecke character primitive, if it is not the restriction of a Hecke
character χ′ : J f
′
K → C×. This is equivalent to the assertion that χf does not factor
through (OK/f)× → (OK/f′)× → C×.
The next step is to identify all possible characters
χ∞ : R× −→ C×.
Note that the terminus of a character ψ always means, that, besides multiplicativity,
|ψ(x)| = 1 for all arguments x. We have the following
Proposition 2.1.17. There is a 1-1 correspondence between characters
χ∞ : R× −→ C×,
and numbers ερ1 , ερ2 , ..., ερr1 , εσ1 , εσ1 , ..., εσr2 , εσr2 ∈ Z with ερ ∈ {0, 1}, εσ, εσ ≥ 0, εσεσ =
0 and νρ1 , νρ2 , ..., νρr1 , νσ1 , νσ1 , ..., νσr2 , νσr2 ∈ R with νσ = νσ =: νσ,σ. We put εσ,σ = εσ+εσ.
The correspondence is then given by
(ε, iν) 7−→
(
(t1, ..., tr1 , s1, s1, ..., sr2 , sr2) 7−→
r1∏
j=1
|tj|iνρj
(
tj
|tj|
)ερj r2∏
k=1
|sk|iνσk,σk
(
sk
|sk|
)εσk,σk)
.
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A proof of Proposition 2.1.17 can be found in [50].
In other words, we can associate to each Hecke character a uniquely determined tuple
(ε, iν) like in Proposition 2.1.17.
Throughout we denote
ε˜ρ := (ερ1 , ..., ερr1 ), ν˜ρ := (νρ1 , ..., νρr1 ).
and
ε˜σ := (εσ1,σ1 , ..., εσr2 ,σr2 ), ν˜σ := (νσ1,σ1 , ..., νσr2 ,σr2 ).
The case of totally real number fields with narrow class number one
The previous definition of a Hecke character does not give any intuition on the con-
struction. In this section we give the reader a detailed description, starting from a different
direction, which are the characters of (OK/f)× and how to lift them to “characters of ide-
als“. We reduce the situation to totally real number fields with narrow class number one.
We abbreviate the real embedding ρj(x) by x(j).
To understand the idea of Hecke characters properly one should first look at a classical
Dirichlet character χ mod N . We are able to interpret χ as a function of ideals described
as follows. Let a ⊂ Z be an ideal. Then a is generated by a (unique) non-negative integer
a. We put χ(a) = χ(a) and thus χ(a) 6= 0 if and only if (a, N) = 1, in which case we have
|χ(a)| = 1. Now, the Dirichlet L-function is given by
L(χ; s) =
∑
(0)6=a⊂Z
χ(a)N (a)−s =
∞∑
n=1
χ(n)n−s.
The reason why it is more useful to think of characters of ideals is obvious, since we do not
have a unique factorization into primes in the ring OK (at least when the class number
of K is greater than 1). As a consequence, as it was shown in the previous sections, it is
reasonable to rather think in decompositions of ideals since here the unique factorization
is recovered. However, if K is any totally real number field the situation is more difficult.
Let f be an ideal of OK and χf be a character of the multiplicative group (OK/f)×. We
assume that χf is primitive, hence it does not factor through (OK/f)× → (OK/f1)× for
any proper divisor f1 of f. Our goal is to identify χf with a “character“ on the ideals of
OK , as we have done it with Dirichlet characters in the case K = Q. First, we extend χf
to a function on OK via
χf(a) =
{
χf(a mod f), if (a, f) = 1,
0 else.
We would like to obtain a character on ideals, or at least principal ideals. However,
χf may not be trivial on units, in other words, χf might take values 6= 1 on O×K . The
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problem is that under these circumstances the extension to (principal) ideals may not be
well-defined. We can remedy this by including a further character χ∞, the “infinite“ part
of our Hecke character. Let ν1, ..., νn be real parameters such that
ν1 + · · ·+ νn = 0.
Let εj be numbers each equal either 0 or 1. For each 1 ≤ j ≤ n we define a character χj
of R× by χj(x) = sgn(x)εj |x|iνj . Then the corresponding character χ∞ of O×K is defined
by
χ∞(x) =
n∏
j=1
χj
(
x(j)
)
.
Note that χ∞ is indeed a character since the embeddings are homomorphisms of fields.
We may choose these data so that χ(x) := χf(x)χ∞(x) is trivial on O×K . Now χ∞ can be
interpreted as the “infinite“ part of the character χ. As we will see, this is a consequence
of the unit theorem. Indeed, by Corollary 2.1.10 the group O×K,+ of totally positive units
is free of rank n− 1. Let u1, ..., un−1 be a basis of O×K,+. Let m1, ...,mn−1 be integers. We
choose the numbers ν1, ..., νn to satisfy the linear equations
iν1 + · · ·+ iνn = 0
n∑
j=1
iνj log(u
(j)
k ) = 2piimk − logχf(uk).
The determinant of the corresponding matrix is essentially the regulator of K and there-
fore nonzero. Obviously, the branch of the logarithm is not important, since we may
choose other values for the mj. Given that |χf(uk)| = 1, we conclude that the right hand
side is purely imaginary and hence the numbers ν1, ..., νn are all real. We now may choose
the ν1, ..., νn so that χ is trivial on O×K,+. Indeed, if u = ur11 · · ·urn−1n−1 for some rj ∈ Z is a
unit in O×K,+, we obtain
χ(u) = χf(u)χ∞(u) = χf(u1)r1 · · ·χf(un−1)rn−1
n∏
j=1
χj(u
(j))
= χf(u1)
r1 · · ·χf(un−1)rn−1
n∏
j=1
sgn(u(j))εj |u(j)|iνj
= χf(u1)
r1 · · ·χf(un−1)rn−1
n∏
j=1
|(u(j)1 )r1 · · · (u(j)n−1)rn−1|iνj
= χf(u1)
r1 · · ·χf(un−1)rn−1
n∏
j=1
(u
(j)
1 )
ir1νj · · ·
n∏
j=1
(u
(j)
n−1)
irn−1νj
= χf(u1)
r1 · · ·χf(un−1)rn−1χf(u1)−r1 · · ·χf(un−1)−rn−1 = 1.
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Moreover, if w ∈ O×K , χ(w) only depends on the signs of the w(j), so the εj may be chosen
such that χ is trivial on units. In other words, since χ is trivial on O×K,+ for each choice
of the εj we obtain a real character of the finite quotient O×K/O×K,+. By adjusting the εj
we may make this character trivial (for example using generators ±w1, ...,±wn−1 modulo
O×K,+). Thus, we obtain a character χ of principal ideals prime to f. Finally, a character
on J fK whose restriction to P
f
K arises in such a way is called a Hecke character.
2.1.4 Hecke L-functions of number fields
Let K be a totally real number field of degree n and χ a Hecke character. Then we
define its Hecke L-function by
L(χ; s) :=
∑
a
χ(a)N (a)−s.
Here the sum is taken over all non-zero ideals of OK . The unique factorization into prime
ideals of OK is summarized by the identity
L(χ; s) =
∏
p
1
1− χ(p)N (p)−s .
This Euler product converges absolutely on the half plane Re(s) > 1. An important
special case, if f = 1 and χ is the trivial character, is the Dedekind zeta function:
ζK(s) =
∑
a
N (a)−s =
∏
p
1
1−N (p)−s .
In this section we prove that the Hecke L-functions have meromorphic continuation to
the entire plane and satisfy a functional equation. These are the important foundational
results we need for the generalization of Ramanujan’s identities.
Before we can state the functional equation, we have to introduce some more notation.
Denote the “infinite part“ of the complete Hecke L-function, which is defined below,
by
L∞(χ; s) :=
r1∏
j=1
pi−
s−iνρj+ερj
2 Γ
(
s− iνρj + ερj
2
)
×
r2∏
k=1
2(2pi)
−
(
s−iνσk,σk+
εσk,σk
2
)
Γ
(
s− iνσk,σk +
εσk,σk
2
)
= Cχ
(
2r2pi
n
2
)−s r1∏
j=1
Γ
(
s− iνρj + ερj
2
) r2∏
k=1
Γ
(
s− iνσk,σk +
εσk,σk
2
)
= Cχ
(
2r2pi
n
2
)−s r1∏
j=1
Γ
(
s− iνρj + ερj
2
)
γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s),
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using the notation from Definition 2.2.3, where
Cχ := pi
Tr(iν−ε)
2 2Tr(iν˜σ+1−
ε˜σ
2
). (2.1.4.1)
For this definition, see also [50] on p. 518.
Definition 2.1.18. Let χ be a primitive Hecke character with conductor f. We define the
complete Hecke L-function by
ΛK(χ; s) := (|dK |N (f)) s2L∞(χ; s)L(χ; s).
Definition 2.1.19. Let K be a totally real number field and d 0 be a generator of the
different d of K and f  0 be a generator of the ideal f. Then we define the Gauss sum
of χf with respect to the choice of the tuple (d, f) by
GK,d,f (χf) :=
∑
α∈OK/f
χf(α)e
2piiTr( α
fd
).
Note that by (2.1.1.1) we have GK,d,f (χf) = Gf(χf; 1fd).
We have the following identity for primitive χf:
GK,d,f (χf)χf(α) =
∑
β∈OK/f
χf(β)e
2piiTr(αβ
fd
). (2.1.4.2)
From this one can derive
GK,d,f (χf)GK,d,f (χf) = χf(−1)N (f),
and in particular
|GK,d,f (χf)| =
√
N (f). (2.1.4.3)
Theorem 2.1.20 (Functional equation for Hecke L-functions, see also [50] on p. 524).
Let χ be a primitive character with conductor f. The function ΛK(χ; s) has meromorphic
continuation to the entire plane, is bounded on vertical strips (except near possible poles)
and fulfills the functional equation
ΛK(χ; s) = W (χ)ΛK(χ; 1− s),
where W (χ) satisfies |W (χ)| = 1. The function ΛK(χ; s) (and so L(χ; s)) is holomorphic
except for possible poles of order at most one at s = Tr(−ε+iν)
n
and s = 1+ Tr(ε+iν)
n
. If f 6= 1
or ε 6= 0, ΛK(χ; s) is an entire function.
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One can give an explicit formula for the factor W (χ) in terms of χ.
Proofs for the very general case can be found in [36], [50] and Tate’s thesis [56]. Here,
the functional equations are proved using a purely adelic approach. A good exposition
can be found in [46]. We will not present the proof here, since it uses techniques that will
not be required for the applications.
Proof. We only sketch the main ideas in the case that K is totally positive with narrow
class number one. Consider the lattice OK ⊂ Rn. For any function F in the Schwartz
space Sn we have the Poisson summation formula∑
α∈OK
F (α) =
1√
dK
∑
α∈OK
F̂
(α
d
)
.
This is the case as the dual O∗K is just given by the inverse different d−1 which is generated
by d−1, hence O∗K = d−1OK . Also note that Vol(ΓOK ) =
√
dK by Proposition 2.1.8, hence
the claim follows by applying Theorem 2.1.15. Using (2.1.4.2) we obtain the twisted
Poisson summation formula
GK,d,f (χf)
∑
α∈OK
χf(α)F (α) =
1√
dK
∑
α∈OK
χf(α)F̂
(
α
df
)
. (2.1.4.4)
This is a series of functions and for suitably chosen F the right side is non-zero. Therefore,
in the following we assume GK,d,f (χf) 6= 0.
Let t = (t1, ..., tn)  0 be a vector. We shall calculate the Fourier transform of the
function Ft : Rn → C with
Ft(x) = N(x
ε)e−piTr(
tx2
d
),
where N(xε) =
∏n
j=1 x
εj
j . In our notation we also have d = (dj) = (d(j)). For each
1 ≤ j ≤ n we have the integral
1√
d(j)
∞∫
−∞
e
−pitjx
2
j
d(j)
− 2piiyjxj
d(j) dxj =
1√
tj
e
− piy
2
j
tjd
(j)
. (2.1.4.5)
This well-known fact can be proved for example using the Residue theorem. By differen-
tiating we obtain the second identity
− 1√
d(j)
∞∫
−∞
xje
−pitjx
2
j
d(j)
− 2piiyjxj
d(j) dxj =
iyj
t
3
2
j
e
− piy
2
j
tjd
(j)
. (2.1.4.6)
Putting (2.1.4.5) and (2.1.4.6) together shows
F̂t(x) =
1√
N(t)
N
((
i
t
)ε)
F 1
t
(x). (2.1.4.7)
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Of course we want to use the Poisson summation formula. We apply this to the theta
function Θ : Rn>0 → C defined by
Θ(χf, t) =
∑
α∈OK
χf(α)N(α
ε)e−piTr(
tα2
d
).
By (2.1.4.4) and (2.1.4.7) we obtain the functional equation
Θ(χf, t) =
1
GK,d,f (χf)
1√
N(t)
N
((
i
ft
)ε)
Θ
(
χf,
1
f 2t
)
.
As usual, we prove the analytic continuation and functional equation of Λ(χ, s) by ex-
pressing it as an integral of the corresponding automorphic function, in this case Θ(χf, t).
First assume that f 6= OK . Since χf is primitive, it must be non-trivial and the series
Θ(χf, t) then has no constant term and hence is of rapid decay as tj → ∞. For complex
values s (with sufficiently large real part) we show the relation
∫
Rn>0/O×K,+
Θ(χf, t)N(t
s+ε−νi
2 )
dt
N(t)
= 2pi−Tr(ε)N(d
ε−iν
2 )Λ(χ, s). (2.1.4.8)
This readily implies the analytic continuation of Λ(χ, s) and by replacing t by 1
f2t
, we
obtain
N(d
ε−iν
2 )Λ(χ, s) = GK,d,f (χf)−1N
((
i
f
ε
))
N(f−s1+1+ε+iν)N(d
ε+iν
2 )Λ(χ, 1− s).
Then the claim follows by applying (2.1.4.3). So we are left to show (2.1.4.8). Of course
it has to be checked that the integrand on the left is invariant under the action of O×K,+,
but this will be clear after the following arguments. Since every ideal has a single totally
positive generator, every element in OK can be written as a product of a totally positive
number and a unit. Hence there is a bijection OK ∼= OK,+/O×K,+×O×K , and the left hand
side of (2.1.4.8) is equal to
∑
α∈OK
χf(α)N(α
ε)
∫
Rn+/O×K,+
e
−piTr
(
tα2
d
)
N(t
s+ε−νi
2 )
dt
N(t)
=
∑
α∈OK,+/O×K,+
∑
η∈O×K
χf(ηα)N((ηα)
ε)
∫
Rn+/O×K,+
e
−piTr
(
tη2α2
d
)
N(t
s+ε−iν
2 )
dt
N(t)
.
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The next step shows that all of this is well-defined. Since χ is trivial on units we have
χf(η) = N(sgn(η)
−ε)N(|η|−iν). Therefore, we see χf(η)N(ηε) = χf(η)N(sgn(η)ε)N(|η|ε) =
N(|η|ε−iν). Hence
=
∑
α∈OK,+/O×K,+
∑
η∈O×K
χf(α)N(α
ε)
∫
Rn+/O×K,+
e
−piTr
(
tη2α2
d
)
N(t
s+ε−iν
2 )
dt
N(t)
= 2
∑
α∈OK,+/O×K,+
χf(α)N(α
ε)
∫
Rn+
e
−piTr
(
tα2
d
)
N(t
s+ε−iν
2 )
dt
N(t)
.
The last equality holds since η runs through O×K , so clearly η2 runs through O×K,+ twice.
The resultant integral is just the gamma factor introduced in Definition 2.1.18. Hence
(2.1.4.8) follows.
The case f = OK is treated similarly. We omit the details in this case and refer to a
very detailed proof presented in [46] in Chapter XIII.
A very important class of Hecke L-functions is the Dedekind zeta function ζK(s)
of a number field K. It corresponds to the trivial character χf when f = OK and is a
generalization of the Riemann zeta function ζ(s), which corresponds to the number field
Q.
For example, in the case that K is a totally real quadratic extension, its Dedekind
zeta function is given by
ζK(s) = ζ(s)L(χK ; s),
where χK is the quadratic Dirichlet character modulo dK such that
χK(p) =

1, if p splits in K,
−1, if p remains prime in K,
0, if p ramifies in K.
Finally, we provide a detailed version of Theorem 2.1.20 in the case of the Dedekind zeta
function.
Theorem 2.1.21. Let K be a number field with degree n and signature (r1, r2). Denote
by dK, hK, RK and wK the discriminant, class number, regulator and number of roots of
unity in K. Then we have the following.
(i) The function
ΛK(s) =
(√|dK |
2r2pi
n
2
)s
Γ
(s
2
)r1
Γ(s)r2ζK(s)
has a holomorphic continuation to C \ {0, 1} with simple poles for s ∈ {0, 1} and
fulfills the functional equation
ΛK(1− s) = ΛK(s).
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(ii) If we set r = r1 + r2 − 1, which is the rank of the unit group of K, then ζK(s) has a
zero in s = 0 of order r and we have
lim
s→0
s−rζK(s) = −hKRK
wK
.
(iii) Equivalently, by the functional equation, we have the so called class number formula
ress=1ζK(s) =
2r1(2pi)r2hKRK
wK
√|dK | .
2.1.5 Modular forms of half integral weight
In this section we sketch the basic theory of modular forms of half integral weight,
in particular their L-functions. For more details on this topic, the reader is advised to
consult the basic article [55] by Shimura. In the next section we will also apply the
framework of generalized Ramanujan identities to those.
Modular forms of half integral weight differ from those of integer weight in many
points. Therefore we anticipate some explanations before giving a final definition.
We start with an example of a modular form of half integral weight for the subgroup Γ0(4)
and remember the classical theta function
θ(τ) :=
∑
n∈Z
qn
2
= 1 + 2q + 2q4 + 2q9 + · · · .
Indeed, besides the obvious identity θ(τ + 1) = θ(τ) and we have verified by the Poisson
summation formula that
θ
(
− 1
4τ
)
= (−2iτ) 12 θ(τ),
where consider the principal branch of the square root. By the Jacobi tripel product
identity
θ(τ) =
∞∏
n=1
(1− q2n)(1 + q2n−1)2
we further conclude that θ has no zero on the entire upper half plane. Let N ≡ 0 (mod 4)
be a positive integer. We then define an automorphic factor j by
j(γ, τ) :=
θ(γτ)
θ(τ)
, γ =
(
a b
c d
)
∈ Γ0(N), τ ∈ H.
One can show that
j(γ, τ)2 =
(−1
d
)
(cτ + d),
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where ( .
d
) is the quadratic residue symbol modulo d. Furthermore, in [54] Serre and Stark
give the explicit formula
j(γ, τ) = ε−1d
( c
d
)
(cτ + d)
1
2
with
εd =
{
1, if d ≡ 1 (mod 4),
i, if d ≡ 3 (mod 4).
Again, we choose the branch of
√
z = z
1
2 to be −pi
2
< arg(z
1
2 ) ≤ pi
2
. Let T := {w ∈ C |
|w| = 1}. First it is convenient to extend the group GL+2 (R) to a larger set G. An element
of G is a tuple (γ, φ), such that γ ∈ GL+2 (R) and φ : H → C is holomorphic such that
φ(τ)2 = v det(γ)−
1
2 (cτ + d). Here, v ∈ T denotes a constant independent of τ . Since
cτ + d 6= 0 for all τ ∈ H, the function τ 7→ cτ + d will have a holomorphic square root on
the upper half plane, i.e., the canonical map
G −→ GL+2 (R)
surjects indeed. Note that here the fibre over an element γ ∈ GL+2 (R) is isomorphic to T.
Most importantly, G carries the structure of a group by
(γ, φ)(δ, ψ) := (γδ, τ 7−→ φ(δτ)ψ(τ)),
with neutral element (I, 1). We can now define an action of G on the space of holomorphic
functions on the upper half plane for t ∈ R by
(f |tξ)(τ) := f(γτ)φ(τ)−2t, ξ := (γ, φ) ∈ G,
where we consider the principal branch of the power map that is holomorphic on the
upper half plane. Let N be divisible by 4 and κ be an odd integer. A modular form f
of weight κ
2
for some congruence subgroup Γ1(N) is a holomorphic function on H that
satisfies
(f |κ
2
γ∗)(z) = f, γ∗ := (γ, j(γ, z)), ∀γ ∈ Γ1(N),
and is also holomorphic at the cusps (i.e., for each s ∈ Q∪{i∞} choose someM ∈ SL2(Z)
such that M(i∞) = s, lift it to M˜ ∈ G, and demand that f |κ
2
M˜ has a Fourier expansion
with no terms of negative exponent). We denote their vector space by Mκ
2
(Γ1(N)) and
the space of cusp forms as usual by Sκ
2
(Γ1(N)). We can of course extend this definition to
the larger groups Γ0(N) involving characters. We say that f is a modular form of weight
κ
2
for Γ0(N) with character χ if for all γ ∈ Γ0(N) we have
(f |κ
2
γ∗)(τ) = χ(d)f.
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As in the case of integral weight, we obtain a representation of Mκ
2
(Γ1(N)) in terms of a
direct sum
Mκ
2
(Γ1(N)) =
⊕
χ
Mκ
2
(Γ0(N), χ).
Similarly for cusp forms. It is clear that we can expand each modular form of half integral
weight as a Fourier series
f(τ) =
∞∑
n=0
a(n)qn,
this will be also very important for the construction of L-functions.
In the following, we shall also introduce further very important operators on the spaces
Mκ
2
(Γ0(N), χ), see also [12]. Put
w(N) :=
((
0 −1
N 0
)
, N
1
4 (−iτ) 12
)
∈ G,
where we take the principal branch in the square root. Then the Fricke involution on
Mκ
2
(Γ0(N), χ) is defined by f 7→ f |κ
2
w(N). Of course we have
f |κ
2
w(N)(τ) =
(
−i
√
Nτ
)−κ
2
f
(
− 1
Nτ
)
. (2.1.5.1)
One can show that this defines a linear map
Mκ
2
(Γ0(N), χ)
f 7→f |κ
2
w(N)
−→ Mκ
2
(Γ0(N), (
N
· )χ). (2.1.5.2)
In 1973, Shimura proved a correspondence between modular forms of half integral
weight and even integral weight. In particular, he proved that if f is a cusp form of weight
κ
2
for Γ0(N) with character χ and
∞∑
n=1
Λ(n)n−s :=
∏
p
(
1− ωpp−s + χ(p2)pκ−2−2s
)−1
,
where the ωp are the eigenvalues of f of the Hecke operators Tp2 : Sκ2 (Γ0(N), χ) →
Sκ
2
(Γ0(N), χ), then
F (τ) =
∞∑
n=1
Λ(n)qn ∈ Sκ−1(Γ0(N), χ2).
One gets cusp forms for weight at least 5
2
, in weight 3
2
unary theta functions are mapped
to Eisenstein series.
Examples. Important examples of modular forms of half integral weight are the
Shimura theta functions
θψ,m(τ) :=
∞∑
n=−∞
ψ(n)naqmn
2
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where ψ is a primitive Dirichlet character modulo r > 0, m > 0 is an integer, a := 1−ψ(−1)
2
and the Dedekind eta function
η(τ) := q
1
24
∞∏
n=1
(1− qn).
It is shown in [55] that
θψ,m ∈
{
M 1
2
(Γ0(4r
2m), χmψ), if a = 0,
S 3
2
(Γ0(4r
2m), χ−mψ), if a = 1.
where χd denotes the quadratic character corresponding to Q(
√
d).
L-functions associated to modular forms of half integral weight
Let f ∈Mκ
2
(Γ0(N), χ) with
f(τ) =
∞∑
n=0
a(n)qn.
Then we can attach to f a Dirichlet series
L(f ; s) :=
∞∑
n=1
a(n)n−s
that will converge on some right half plane. It is known that the L-function L(f ; s) has a
continuation to a meromorphic function in the entire complex plane. When putting
Λ(f ; s) :=
(√
N
2pi
)s
Γ(s)L(f ; s)
we find the functional equation
Λ
(
f ;
κ
2
− s
)
= Λ(f |w(N); s).
To see this one can use the standard Hecke converse argument in the setting of a
different multiplier system. Consider the Mellin transform
Λ(f ; s) =
∞∫
0
(
f
(
ix√
N
)
− a(0)
)
xs−1dx.
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Then we obtain with a substitution in the first integral
Λ(f ; s) =
1∫
0
(
f
(
ix√
N
)
− a(0)
)
xs−1dx+
∞∫
1
(
f
(
ix√
N
)
− a(0)
)
xs−1dx
=
∞∫
1
(
f
(
i
x
√
N
)
− a(0)
)
x−s−1dx+
∞∫
1
(
f
(
ix√
N
)
− a(0)
)
xs−1dx
and with (2.1.5.1) and (2.1.5.2)
=
∞∫
1
(
x
κ
2 f |κ
2
w(N)
(
ix√
N
)
− a(0)
)
x−s−1dx+
∞∫
1
(
f
(
ix√
N
)
− a(0)
)
xs−1dx
=
∞∫
1
(
f |κ
2
w(N)
(
ix√
N
)
− a∗(0)
)
x
κ
2
−s−1dx+
∞∫
1
(
f
(
ix√
N
)
− a(0)
)
xs−1dx
+
a∗(0)
κ
2
− s −
a(0)
s
,
where f |κ
2
w(N)(τ) =:
∑∞
n=0 a
∗(n)qn. This is a holomorphic function in C \ {0, κ
2
}. When
interchanging the role of f and f |κ
2
w(N) in the last equation the functional equation
becomes clear.
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2.2 Generalized Ramanujan identities
2.2.1 Dirichlet series and general modular relations
The theory behind the formula (0.0.0.2) can be explained by the fact that the values
ζ(2N + 1) appear as coefficients of certain period polynomials (or rational functions more
generally speaking) of Eichler integrals E(f ; τ), where f is a modular form of weight k with
Fourier expansion f(τ) =
∑∞
n=0 a(n)q
n. An example of this situation looks as follows. Let
χ be a primitive character with conductor m > 1 and Gauss sum G(χ). We now find that
if
Fk(τ, χ) :=
G(χ)
m
∞∑
n=1
m∑
`=1
χ(`n)q
n
M
nk(e
2pii`
m − q nM )
,
we have
(Fk − CFk|1−kS) (τ) = P (τ), (2.2.1.1)
where C = χ(−1) and P is a polynomial with degree at most k. The coefficients of P are
related to values of L-functions at integer arguments. In particular, one can compute
P (τ) =
k∑
`=0
(−1)`
`!
L(χ;−`)L(χ; k − `)
(
−2piiτ
m
)`
.
As easy corollaries we obtain identities in the spirit of Ramanujan, e.g.
L(χ5; 2) =
5
√
5
2pi
∞∑
n=1
χ5(n)
n3
(
1
e
2pin
5 ζ5 − 1
− 1
e
2pin
5 ζ25 − 1
− 1
e
2pin
5 ζ35 − 1
+
1
e
2pin
5 ζ45 − 1
)
.
To receive this formula one chooses χ to be the Legendre symbol modulo 5 and substitutes
τ = i into (2.2.1.1). For more details about the general theory of Eichler integrals and
period polynomials the reader is referred to [11]. In [33] transcendental values of Eichler
integrals are investigated.
In [25] the author generalized the above identities to the case of not only integer but
rational arguments. We proved the following: let χ be a primitive character modulo m,
k and b be positive integers and k ≡ 1 (mod 2). We define Mk,b(τ, χ) as a holomorphic
function on the upper half plane given by a generalized Fourier series
Mk,b(τ, χ) =
∞∑
n=1
λk,b(n, χ)q
bn
1
b
m , (2.2.1.2)
where the coefficients λk,b(n, χ) are defined by the identity
∞∑
n=1
λk,b(n, χ)n
−s =
b∏
j=1
L
(
χ; s+
j − 1
b
)
L
(
χ; s+
j − 1
b
+ k
)
.
Then we have for the unit character:
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Theorem 2.2.1 (see [25], p. 93 – 94). Let k > 1 be an odd integer and
γ` = (2pib)
−` b(`− 1)!
b∏
b−`+16=j=1
ζ
(
`+ j − 1
b
) b∏
j=1
ζ
(
`+ j − 1
b
+ k
)
if 1 ≤ ` ≤ b,
γ` = (2pib)
−` (−1)`
(−`)! ζ
′(1− k)
b∏
(1−k)b+1−`6=j=1
ζ
(
`+ j − 1
b
)
ζ
(
`+ j − 1
b
+ k
)
if 1− bk ≤ ` ≤ b− bk and
γ` = (2pib)
−` (−1)`
(−`)!
b∏
j=1
ζ
(
`+ j − 1
b
)
ζ
(
`+ j − 1
b
+ k
)
else. Then we have the modular identity
Mk,b(τ, χ0)− (−1)A(−iτ)bk−1Mk,b
(
−1
τ
, χ0
)
=
b∑
`=1−bk−b
γ`(−iτ)−`,
where A = b(k−χ0(−1))
2
= b(k−1)
2
.
For non-principal primitive characters χ we obtain the following.
Theorem 2.2.2 (see [25], p. 94). Let
γ` =
(
2pib
m
)−`
(−1)`
(−`)!
b∏
j=1
L
(
χ;
`+ j − 1
b
)
L
(
χ;
`+ j − 1
b
+ k
)
if 1− bk − b ≤ ` ≤ 0 and γ` = 0 otherwise. Then we have the modular identity
Mk,b(τ, χ)− (−1)B(−iτ)bk−1Mk,b
(
−1
τ
, χ
)
=
b∑
`=1−bk−b
γ`(−iτ)−`,
where B = b(k−χ(−1))
2
.
As a result, products of values of Dirichlet L-functions at rational arguments are
linked with objects which have similar properties like classical modular forms. For exam-
ple, when considering the unit character, we obtain
∞∑
n=1
∑
d|n
σ−3
(n
d
)
σ−3(d)d−
1
2
(e−2pi√n − 1
32
e−8pi
√
n
)
=
5∑
j=1
Aj (2.2.1.3)
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where
A1 =
511
92160
pi2ζ(3
2
)ζ(9
2
), A2 =
1
288
pi3ζ(3
2
)ζ(5
2
),
A3 = − 732ζ(32)ζ(52)ζ(3), A4 = 12711520pi3ζ(12)ζ(72),
A5 = −3164ζ(12)ζ(72)ζ(3).
This identity is the case b = 2, k = 3 and τ = i
2
of Theorem 2.2.1. Note that we used the
functional equation ζ(1− s) = 2(2pi)−s cos (pis
2
)
Γ(s)ζ(s) to eliminate negative arguments
on the right hand side of the identity.
The purpose now is to generalize this concept to a much wider class of L-functions.
The main problem here is that the gamma factor γ(s) of L-functions in the completion
Λ(s, L) := γ(s)L(s) (which continues to a meromorphic function on the complex plane
and satisfies a functional equation of the standard type) is not of he form γ(s) = AsΓ(s)
in general. Consequently, the exponential terms in (2.2.1.2) are replaced by functions
which arise as special cases of the Meijer G-function
Gm,np,q
(
a1, . . . , ap
b1, . . . , bq
∣∣∣∣ z) = 12pii
∫
L
∏m
j=1 Γ(bj − s)
∏n
j=1 Γ(1− aj + s)∏q
j=m+1 Γ(1− bj + s)
∏p
j=n+1 Γ(aj − s)
zsds,
where 0 ≤ n < p, 0 ≤ m < q are integers and L describes a suitable path of integration
in the sense of an inverse Mellin transformation. For any further details the reader may
wish to consult [3], p. 374.
The matter of this section is to explain the term “Ramanujan identity“ and to sum-
marize the concept in a formal definition. Like in the special case of modular forms there
is a one-to-one correspondence between Dirichlet series with certain properties (such as a
functional equation) and functions which are holomorphic on the upper half plane and are
related to interesting rational functions. The examples given by Ramanujan only referred
to values of L-functions at integer arguments. However, by including generalized Dirichlet
series of the form
D(s) =
∞∑
ν=1
a(ν)ν−
s
b
for some b ∈ N it is possible to develop an analogous theory for L-functions at rational
arguments. To formalize this theory we need the following.
Definition 2.2.3. Let a ∈ C×, b ∈ R>0, a = (a1, ..., an),b = (b1, ..., bn) be in Cn and
c = (c1, ..., cn),d = (d1, ..., dn) be in Zn. We define the corresponding gamma factor by
γ
(n)
a,b,a,b,c,d(s) = γa,b,a,b,c,d(s) = ab
s
n∏
j=1
Γ (aj + s)
cj Γ (bj − s)dj .
Observe that in the case n = 1 we have Euler’s formula:
γ1,1,0,1,1,1(s) = Γ(s)Γ(1− s) = pi
sin(pis)
.
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It is obvious that products of gamma factors are again gamma factors and we obtain that
the setW of all gamma factors carries the structure of a multiplicative abelian group. We
will simply write γ(s) instead of γa,b,a,b,c,d(s) when the parameters are clear. We have the
following formal trick.
Proposition 2.2.4. For µ = 1, 2, 3, ... we have multiplicative operators
Gµ : W −→W, γ(s) 7−→
µ∏
j=1
γ
(
s+ j − 1
µ
)
.
Proof. It is well-known that
Gµ(Γ(aj + s)) = (2pi)
µ−1
2 µ
1
2
−s−µajΓ(µaj + s) ∈W,
and similarly we obtain
Gµ(Γ(bj − s)), Gµ(abs) ∈W.
Since Gµ is a multiplicative map (in fact, a group homomorphism) our assertion follows.
If we fix complex vectors a,b ∈ Cn in the expression above, we obtain the subgroup
Wa,b. We then have restricted homomorphisms
Gµ : Wa,b −→Wµa,µb−(µ−1)1
by Remark 2.2.6. As we will see later, for some applications the above Gamma trick is
still too restrictive. But by fixing c = (c1, ..., cn) and d = (d1, ..., dn) in Zn, we eventually
obtain mappings
×µj=1Wa,b,c,d −→Wµa,µb−(µ−1)1,c,d.
This is explained in greater detail in the following proposition. Note that Wa,b,c,d is not
a group with the operation declared above.
Proposition 2.2.5 (Generalized Gauß formula). We have mappings
Gµa,b,c,d : ×µj=1Wa,b,c,d −→Wµa,µb−(µ−1)1,c,d
given by
(γαj ,βj ,a,b,c,d(s))
µ
j=1 7−→
µ∏
j=1
γαj ,βj ,a,b,c,d
(
s+ j − 1
µ
)
.
We explicitly have
µ∏
j=1
γαj ,βj ,a,b,c,d
(
s+ j − 1
µ
)
= γA,B,µa,µb−(µ−1)1,c,d(s),
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where the real numbers A,B are given by
A =
(
µ∏
j=1
αjβ
j−1
µ
j
)
(2pi)
µ−1
2
·(sc+sd) expµ
(
sc + sd
2
− (〈a, c〉+ 〈b,d〉)µ+ (µ− 1)sd
)
and
B =
(
µ∏
j=1
βj
) 1
µ
µsd−sc ,
respectively. Recall that sv = 〈v,1〉.
Proof. Expanding the product shows
µ∏
j=1
γαj ,βj ,a,b,c,d
(
s+ j − 1
µ
)
=
µ∏
j=1
αjβ
s+j−1
µ
j
n∏
`=1
Γ
(
a` +
s+ j − 1
µ
)c`
Γ
(
b` − s+ j − 1
µ
)d`
and we use
∏µ
j=1 Γ(bj − s+j−1µ ) =
∏µ
j=1 Γ(b` − sµ − µ−1µ + j−1µ ) to obtain
=
µ∏
j=1
αjβ
s+j−1
µ
j ×
n∏
`=1
(
(2pi)
µ−1
2 µ
1
2
−µa`−sΓ(µa` + s)
)c`
×
(
(2pi)
µ−1
2 µ
1
2
−µb`+s+µ−1Γ(µb` − s− µ+ 1)
)d`
.
Sorting the terms shows that this equals γA,B,µa,µb−(µ−1)1,c,d(s), as required.
Sometimes we will leave out the indices of G when the parameters should be clear.
Remark 2.2.6. Proposition 2.2.5 provides us with the explicit formula
Gµ(γa,b,a,b,c,d(s)) = γAµ,bµ−(sc+sd),µa,µb−(µ−1)1(s),
where
A = aµb
µ−1
2 (2pi)
µ−1
2
·(sc+sd) expµ
(
sc + sd
2
− (〈a, c〉+ 〈b,d〉)µ+ (µ− 1)sd
)
.
The next definition comprises all relevant Dirichlet series for our purposes.
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Definition 2.2.7. Let b, b∗ ∈ N. We say that a (generalized) Dirichlet series of the form
D(s) =
∞∑
ν=1
a(ν)ν−
s
b
has signature ((γ, γ∗), σ, k) where (γ, γ∗) ∈W2 and k ∈ R, if the following conditions are
all satisfied:
(i) D(s) is absolutely convergent in the right half-plane {s ∈ C | Re(s) > σ}, its coeffi-
cients satisfy α(ν) ν σb−1 and has a meromorphic continuation to the entire complex
plane, such that in the “critical strip“ {s ∈ C | k − σ ≤ Re(s) ≤ σ} there are only
finitely many poles.
(ii) There is a dual (generalized) Dirichlet series
D∗(s) :=
∞∑
ν=1
α∗(ν)ν−
s
b∗
also absolutely convergent in {s ∈ C | Re(s) > σ} with coefficients α∗(ν)  ν σb∗−1
and a meromorphic continuation to the entire plane such that the completions
D̂(s) := γ(s)D(s)
and
D̂∗(s) := γ∗(s)D∗(s)
are related by the functional equation
D̂(k − s) = D̂∗(s).
(iii) There is a C > 0, such that the function D̂(s) is bounded on every vertical strip
{−∞ < σ1 < Re(s) < σ2 <∞} ∩ {|Im(s)| ≥ C}.
We denote the space of such generalized Dirichlet series D(s) by D((γ, γ∗), σ, k). In the
case γ = γ∗, we simply write D(γ, σ, k).
From now on let us fix some gamma factors γ, γ∗ with the property
γ(s), γ∗(s)σ1,σ2 |s|νσ1,σ2e−
pi
2
|Im(s)|, νσ1,σ2 > 0, (2.2.1.4)
on every vertical strip σ1 < Re(s) < σ2. For lots of applications this follows by application
of Stirling’s formula
Γ(s) =
√
2piss−
1
2 e−s+H(s)
in C− with a holomorphic H with the property
lim
|s|→∞
−pi+δ<Arg(s)<pi−δ
H(s) = 0
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for all fixed values δ ∈ (0, pi). Let S(f) ⊂ U denote the set of poles of the meromorphic
function f : U → C. For fixed σ we define
θ1 := min{x ∈ Re(S(γ) ∪ S(γ∗)) | x > σ}.
Note that θ1 is well-defined, since γ and γ∗ consist of a finite number of relevant factors of
the form Γ(s−a) and Γ(b− s), from which follows that there exists a pole and also a zero
with maximum imaginary part. In the case that γ, γ∗ have no pole s with Re(s) > σ, we
simply set θ1 =∞. Note that we have a holomorphic inverse Mellin transform of γ
M−1σ (γ, x) :=
1
2pii
c+i∞∫
c−i∞
γ(s)x−sds, σ < c < θ1, (2.2.1.5)
on the half plane Re(x) > 0. By the usual argument including contour integration we see
that (2.2.1.5) is independent from the choice of c. We can estimate the integral (2.2.1.5)
uniformly for all −iτ ∈ Wδ := {z ∈ C× | |Arg(z)| ≤ pi2 − δ} by
|M−1σ (γ,−iτ)| ≤
|τ |−c
2pi
∞∫
−∞
|γ(c+ it)|eArg(−iτ)tdtγ,c,δ |τ |−c, (2.2.1.6)
where σ < c < θ1 is arbitrarily chosen.
Definition 2.2.8. Let f : H → C be a holomorphic function. We say that f induces a
modular identity (of the Ramanujan type) of signature ((γ, γ∗), σ, k) (where k ∈ R and
γ, γ∗ ∈W satisfies condition (2.2.1.4)) if the following conditions are satisfied:
(i) We can expand f in series of the form
f(τ) =
∞∑
ν=1
α(ν)M−1σ (γ,−iτν
1
b ), b ∈ N, (2.2.1.7)
such that α(ν) ν σb−1 in this case.
(ii) There is a dual function f ∗ with expansion
f ∗(τ) =
∞∑
ν=1
α∗(ν)M−1σ (γ∗,−iτν
1
b∗ ), b∗ ∈ N,
α∗(ν) ν σb∗−1, and also complex numbers u1, ..., u` with k−σ ≤ Re(u1), ...,Re(u`) ≤
σ and polynomials P1, ..., P` with transformation property
f
(
−1
τ
)
= (−iτ)kf ∗(τ) +
∑`
j=1
Pj(log(−iτ))(−iτ)uj .
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We denote the space of such functions by R((γ, γ∗), σ, k). Again, if γ = γ∗ we write
R(γ, σ, k). As in classical theory, we will sometimes call k the weight of f .
The next theorem provides a converse theorem, which is the main framework we
are going to work with. It will be used to construct Ramanujan identities from a given
completed generalized Dirichlet series with functional equation.
Theorem 2.2.9 (see [26]). Let γ, γ∗ be gamma factors which satisfy (2.2.1.4), and k ∈ R
with k < 2σ (non-emtpy critical strip). Then we have an isomorphism between spaces
Υ : D((γ, γ∗), σ, k) ∼−→ R((γ, γ∗), σ, k)
given by
Υ : D 7−→
τ 7−→ 1
2pii
c+i∞∫
c−i∞
γ(s)D(s)(−iτ)−sds, σ < c < θ1
 ,
with inverse
Υ−1 : f 7−→
s 7−→ 1
γ(s)
∞∫
0
f(ix)xs−1dx, σ < Re(s) < θ1
 .
Note that the representation of Υ−1(f) is not defined for all s but its meromorphic
continuation is an element of D((γ, γ∗), σ, k).
Proof. First we consider the map Υ. Let τ = iy with y > 0. Consider the closed contour
integral
1
2pii
∮
R
D̂(s)y−sds,
where R is the rectangle with vertices σ+ε± iT and k−σ−ε± iT , where 0 < ε < θ1−σ,
taken anti-clockwise. As T goes to ∞, this will converge to the following expression
1
2pii
σ+ε+i∞∫
σ+ε−i∞
D̂(s)y−sds− 1
2pii
k−σ−ε+i∞∫
k−σ−ε−i∞
D̂(s)y−sds, (2.2.1.8)
since the boundedness condition for the complete Dirichlet series on vertical strips allows
us to apply the Phragmen-Lindelöf principle (for details see for example [49] on p. 118)
to the function
s 7−→ (s− u1)n1(s− u2)n2 · · · (s− u`)n`D̂(s) ∈ O({k − σ − ε < Re(s) < σ + ε})
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for some natural numbers nj, which means that the horizontal parts will vanish. Note
that for this argument one uses the functional equation D̂(s) = D̂∗(k − s), the growth
properties of γ∗(k − s), the absolute convergence of D∗(k − s) on the left line of R and
the fact that both γ and γ∗ only have a finite amount of poles in the critical strip. After
the substitution s 7→ k − s in the right integral, expression (2.2.1.8) equals
∞∑
ν=1
α(ν)M−1σ (γ, yν
1
b )− y−k
∞∑
ν=1
α∗(ν)M−1σ
(
γ∗,
ν
1
b∗
y
)
.
Exchanging summation and integration is justified due to absolute convergence and Lebesgue’s
theorem, since we have
σ+ε+i∞∫
σ+ε−i∞
∞∑
ν=1
∣∣a(ν)ν− sbγ(s)y−s∣∣ |ds|  ∞∫
−∞
∞∑
ν=1
ν
−σ−ε
b ν
σ
b
−1|γ(σ + ε+ it)|y−σ−εdt <∞.
Finally, the Residue theorem gives the desired error terms∑`
j=1
ress=uj
(
D̂(s)y−s
)
=
∑`
j=1
Pj(log(y))y
−uj ,
and the result follows (after adjusting the objects notation) by analytic continuation.
For the other direction one obtains the Dirichlet series by construction (since the coeffi-
cients grow not too fast) by
∞∫
0
f(ix)xs−1dx =
∞∑
ν=1
α(ν)
∞∫
0
M−1σ (γ, xν
1
b )xs−1dx = γ(s)D(s)
on the strip σ < Re(s) < θ1. Note that switching integration and summation is again
allowed using absolute convergence and Lebesgue’s theorem. Indeed, we have
∞∫
0
∞∑
ν=1
∣∣∣α(ν)M−1σ (γ, xν 1b )xs−1∣∣∣ dx
=
1∫
0
∞∑
ν=1
∣∣∣α(ν)M−1σ (γ, xν 1b )xs−1∣∣∣ dx+ ∞∫
1
∞∑
ν=1
∣∣∣α(ν)M−1σ (γ, xν 1b )xs−1∣∣∣ dx
and now choose values θ1 > Re(s) > c1 > σ and θ1 > c2 > Re(s) > σ satisfying (2.2.1.6),
to finally obtain

∞∑
ν=1
ν
σ
b
−1ν−
c1
b
1∫
0
xRe(s)−c1−1dx+
∞∑
ν=1
ν
σ
b
−1ν−
c2
b
∞∫
1
xRe(s)−c2−1dx
≤ ζ
(
1 + c1−σ
b
)
Re(s)− c1 +
ζ
(
1 + c2−σ
b
)
c2 − Re(s) <∞.
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The dual integral is defined analogously and with the transformation property one gets
back the functional equation. In particular, since Re(uj) ≤ σ for all 1 ≤ j ≤ `, one has
with the notation I∞ for the integral of f(ix)xs−1dx between 1 and ∞
∞∫
0
f(ix)xs−1dx =
∞∫
1
f
(
i
x
)
x−s−1dx+ I∞(s)
=
∞∫
1
(
xkf ∗(ix) +
∑`
j=1
Pj(log(x))x
uj
)
x−s−1dx+ I∞(s)
= I∗∞(k − s) +
∑`
j=1
P˜j
(
1
s− uj
)
+ I∞(s),
where the dual integral converges absolutely since k − Re(s) < k − σ < σ and the P˜j are
some polynomials. Hence
γ(s)D(s)− I∗∞(k − s)−
∑`
j=1
P˜j
(
1
s− uj
)
= I∞(s). (2.2.1.9)
With the same arguments (note that we have k − σ ≤ Re(uj) too) one obtains
γ∗(s)D∗(s)− I∞(k − s)−
∑`
j=1
P˜j
(
1
k − s− uj
)
= I∗∞(s). (2.2.1.10)
Note that both functions I(s) and I∗(s) are holomorphic in the left half plane {s ∈ C |
Re(s) < θ1}, since for all s in this area we can find some Re(s) < c2 < θ1 such that
∞∫
1
∞∑
ν=1
|α(ν)|
∣∣∣M−1σ (γ;xν 1b)∣∣∣xRe(s)−1dx ∞∑
ν=1
ν
σ
b
− c2
b
−1
∞∫
1
xRe(s)−c2−1dx
and the last integral converges for all Re(s) < c2, similarly for I∗(s). It follows by
(2.2.1.9) and (2.2.1.10) that I∞(s) and I∗∞(s) and henceD(s) andD∗(s) have meromorphic
continuations to the entire plane, since the vertical half planes {Re(s) > max{k− θ1, σ}}
and {Re(s) < θ1} have non-empty intersection. The function D(s) has only finitely
many poles in the critical strip, since I and I∗ are holomorphic in this area and all poles
and zeros of γ, γ∗ do have bounded imaginary parts in absolute values. The functional
equation becomes clear with (2.2.1.9) and (2.2.1.10).
The growth conditions are clear for vertical strips in {Re(s) > σ} and {Re(s) < k − σ}
due to the functional equation (again using that fact that the poles of γ and γ∗ have
bounded imaginary parts). For the critical strip {k − σ ≤ Re(s) ≤ σ} one uses the
standard estimate of the integrals I∞ and I∗∞ along vertical lines.
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For more about converse theorems the reader is referred to, e.g., [9] (p. 336 – 338:
Lemma 1 and Theorems 2 and 3) where general Dirichlet series
∑∞
n=1 a(n)e
−λns (as usual,
λn is a real increasing sequence with λn →∞) and modular relations of the type
∞∑
n=0
a(n) exp(−λnx) = x−δ
∞∑
n=0
b(n) exp
(
−µn
x
)
are investigated. In Lemma 1, the effect of the residue integral on the modular error term
is described in detail. Although Bochner assumes θ1 = ∞ for the Mellin integrals the
arguments are similar.
We can now use the generalized Gauß formula to introduce a general method to extract
analytic objects related to L-functions at rational arguments from those related to integer
arguments. This is summed up in the next theorem.
Theorem 2.2.10 (see [26]). Let µ ∈ N and γ˜ = (γj)1≤j≤µ and γ˜∗ = (γ∗j )1≤j≤µ be collec-
tions of gamma factors in Wa,b,c,d. We then have a map
Tµ : ×µj=1D((γj, γ∗j ), σ, k) −→ D
((
Gµa,b,c,d(γ˜), G
µ
a,b,c,d(γ˜
∗
inv)
)
, µσ, µk − µ+ 1)
(D1, ..., Dµ) 7−→
(
s 7−→
µ∏
j=1
Dj
(
s+ j − 1
µ
))
.
Proof. Firstly, we show that the above map is indeed well-defined. To do so, we have
to check that the image of some tuple (D1, ..., Dµ) is a generalized Dirichlet series with
signature
((
Gµa,b,c,d(γ˜), G
µ
a,b,c,d(γ˜
∗
inv)
)
, µσ, µk − µ+ 1) as introduced in Definition 2.2.7.
Since
µσ < Re(s) implies σ < Re
(
s
µ
)
≤ Re
(
s+ j − 1
µ
)
,
the convergence part of condition (i) is clearly satisfied. As a product of meromorphic
functions in the complex plane the resultant function is meromorphic too and still has
poles only in R as every factor does. For part (ii) we use the functional equations of the
individual factors:
̂Tµ((Dj))(µk − (µ− 1)− s) =
µ∏
j=1
D̂j
(
k − s+ µ− j
µ
)
=
µ∏
j=1
D̂∗µ−j+1
(
s+ j − 1
µ
)
.
With
Tµ((Dj))∗(s) =
µ∏
j=1
D∗µ−j+1
(
s+ j − 1
µ
)
we have found the dual which also converges absolutely for all s with Re(s) > σ, with
corresponding gamma factor Gµa,b,c,d(γ˜
∗
inv). It is plain that (iii) is satisfied and this proves
the theorem.
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2.2.2 Application to Hecke L-functions of number fields
Let K1 and K2 be number fields of the same signature (r1, r2). Let χ1 and χ2 be
Hecke characters modulo f1 and f2, respectively, with identical exponents. This means,
that
χj(x) = χfj(x)χ∞(x), j = 1, 2,
for the same χ∞(x) (and in particular the same data ε and ν). For example, this is
the case when χ1 and χ2 are both trivial. The aim of this section is to construct non-
trivial functions in D((γ, γ), 1−w, 1) involving Hecke L-functions to generalize identities
of Ramanujan. Here, w is some odd integer. This is done in several steps. In the easy
case that w = 1 we may simply consider the function
s 7−→ ΛK1(χ1; s)ΛK2(χ2; s+ 1),
which is related to W (χ1)W (χ2)ΛK2(χ2; s)ΛK1(χ1; s + 1) under s 7→ −s. From this it is
easy to see that the Dirichlet series
D(s) = L(χ1; s)L(χ2; s+ 1)
may be an element of D((γ1,2, γ∗1,2), 0, 1) in case we find a proper gamma factor γ1,2 in
terms of the ideals f1 and f2. Using Definitions 2.2.3 and 2.1.18, we write
ΛK(χ; s) = CχA
s
χ
r1∏
j=1
Γ
(
s− iνρj + ερj
2
)
γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s)L(χ; s),
where Cχ was introduced in (2.1.4.1) and
Aχ :=
√|dK |N (f)
pi
n
2 2r2
.
Indeed, using the duplication formula we find
ΛK1(χ1; s)ΛK2(χ2; s+ 1) = Cχ1Cχ2A
s
χ1
As+1χ2
r1∏
j=1
Γ
(
s− νρj i+ ερj
2
)
Γ
(
s− νρj i+ ερj + 1
2
)
× γ(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s)γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s+ 1)L(χ1; s)L(χ2; s+ 1)
= Dχ1,χ2E
s
χ1,χ2
γ
(r1)
1,1,ε˜ρ−iν˜ρ,0,1,0(s)γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s)γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s+ 1)L(χ1; s)L(χ2; s+ 1),
with
Dχ1,χ2 := (4pi)
r 1
2 2Tr(iν˜ρ−ε˜ρ)Cχ1Cχ2Aχ2 ,
Eχ1,χ2 := 2
−r1Aχ1Aχ2 .
138
We conclude that γ1,2 is given by
γ1,2(s) = Dχ1,χ2E
s
χ1,χ2
γ
(r1)
1,1,ε˜ρ−iν˜ρ,0,1,0(s)γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s)γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s+ 1).
Clearly, the dual of L(χ1; s)L(χ2; s+1) may be chosen asW (χ1)W (χ2)L(χ2; s)L(χ1; s+1)
and then we have
γ∗1,2(s) = Dχ2,χ1E
s
χ2,χ1
γ
(r1)
1,1,ε˜ρ+iν˜ρ,0,1,0
(s)γ
(r2)
1,1, ε˜σ
2
+iν˜σ ,0,1,0
(s)γ
(r2)
1,1, ε˜σ
2
+iν˜σ ,0,1,0
(s+ 1).
In the case w > 1 the situation is more difficult. The problem that occurs now is that we
will not be able to find a suitable gamma factor without making further assumptions for
χ1 and χ2. But we can remedy this by assuming that the ερ-factor of χ1 and χ2 is trivial,
i.e. (ερ1 , ..., ερr1 ) = (0, ..., 0). This holds true for example if χ1, χ2 are squares of another
character. In this case we achieve an analogous result by looking at the function
fw(K1, χ1;K2, χ2; s) := ΛK1(χ1; s)ΛK1(χ1; s)ΛK2(χ2; s+ w)ΛK2(χ2; s+ w). (2.2.2.1)
We have the following result.
Proposition 2.2.11. Let χ1 and χ2 be two Hecke characters with the same multipliers ε,
ν and trivial ερ-factor, i.e. ερ = 0. The Dirichlet series
Dw(χ1, χ2; s) := L(χ1; s)L(χ1; s)L(χ2; s+ w)L(χ2; s+ w)
is an element of D((γw,χ1,χ2 , γw,χ2,χ1), 1, 1−w) with dual D∗w(χ1, χ2; s) = Dw(χ2, χ1; s) and
corresponding gamma factor
γw,χ1,χ2(s) := D˜χ1,χ2E˜
s
χ1,χ2
γ
(r1)
1,1,iν˜ρ,0,1,0
(s)γ
(r1)
1,1,−iν˜ρ,0,1,0(s)
×γ(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s)γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s+ w)γ
(r2)
1,1, ε˜σ
2
+iν˜σ ,0,1,0
(s)γ
(r2)
1,1, ε˜σ
2
+iν˜σ ,0,1,0
(s+ w).
The constants D˜χ1,χ2 and E˜χ1,χ2 are defined in (2.2.2.3) and (2.2.2.4), respectively.
Proof. It is clear that one may choose σ = 1 as the abscissa of convergence. Furthermore,
Theorem 2.1.20 tells us that Dw(χ1, χ2; s) only has a finite number of possible poles in
the critical strip. Let
ψw(K1, χ1;K2, χ2; s) := γw,χ1,χ2(s)Dw(χ1, χ2; s).
We have to prove the functional equation
ψw(K1, χ1;K2, χ2; 1− w − s) = ψw(K2, χ2;K1, χ1; s). (2.2.2.2)
Firstly, it is easily verified that fw in (2.2.2.1) also satisfies (2.2.2.2). Writing the expres-
sion fw(K1, χ1;K2, χ2; s) out, we see that it equals
C˜χ1C˜χ2A˜
w
χ2
(A˜χ1A˜χ2)
s
r1∏
j=1
Γ
(
s− νρj i
2
)
Γ
(
s− νρj i+ w
2
)
Γ
(
s+ νρj i
2
)
Γ
(
s+ νρj i+ w
2
)
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×γ(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s)γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s+ w)
×γ(r2)
1,1, ε˜σ
2
+iν˜σ ,0,1,0
(s)γ
(r2)
1,1, ε˜σ
2
+iν˜σ ,0,1,0
(s+ w)Dw(χ1, χ2; s),
where
C˜χ := CχCχ, A˜χ := AχAχ.
By the duplication formula this equals
D˜χ1,χ2E˜
s
χ1,χ2
Pw(s)
r1∏
j=1
Γ
(
s+ νρj i
)
Γ
(
s− νρj i
)
×γ(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s)γ
(r2)
1,1, ε˜σ
2
−iν˜σ ,0,1,0(s+ w)
×γ(r2)
1,1, ε˜σ
2
+iν˜σ ,0,1,0
(s)γ
(r2)
1,1, ε˜σ
2
+iν˜σ ,0,1,0
(s+ w)Dw(χ1, χ2; s)
with
D˜χ1,χ2 := (4pi)
r1C˜χ1C˜χ2A˜
w
χ2
, (2.2.2.3)
E˜χ1,χ2 := 4
−r1A˜χ1A˜χ2 , (2.2.2.4)
and the polynomial factor
Pw(s) :=
r1∏
j=1
w−3
2∏
d=0
(
s+ 1− νρj i
2
+ d
)(
s+ 1 + νρj i
2
+ d
)
.
The polynomial Pw(s) is symmetric under s 7→ 1− w − s. Indeed,
Pw(1− w − s) =
r1∏
j=1
w−3
2∏
d=0
(
1− w − s+ 1− νρj i
2
+ d
)(
1− w − s+ 1 + νρj i
2
+ d
)
=
r1∏
j=1
w−3
2∏
d=0
(
s+ 1 + νρj i
2
+
w − 3
2
− d
)(
s+ 1− νρj i
2
+
w − 3
2
− d
)
=
r1∏
j=1
w−3
2∏
d=0
(
s+ 1 + νρj i
2
+ d
)(
s+ 1− νρj i
2
+ d
)
= Pw(s).
But
ψw(K1, χ1;K2, χ2; s) =
fw(K1, χ1;K2, χ2; s)
Pw(s)
.
Hence the theorem is proved.
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Proposition 2.2.11 shows that Dw(χ1, χ2; s) are Dirichlet series in
D((γw,χ1,χ2 , γw,χ2,χ1), 1, 1− w)
and so we may apply Theorem 2.2.10 to obtain identities for their rational values of the
Ramanujan type using the isomorphism Theorem 2.2.9. We omit any further calculations
in the very general case. In the next section we present some results for the case of
quadratic number fields.
Application to Dedekind zeta functions of number fields
In this section, we will construct identities of higher degree by looking at the specific
gamma factors γ(s) = absΓn(s) for integers n = 1, 2, 3, .... We can define the holomorphic
functions
Wn(τ) :=
1
2pii
c+i∞∫
c−i∞
Γ(s)n(−iτ)−sds,
on the upper half plane, where c > 0 is some real number. Mellin transforms of (products
of) completed Dedekind zeta functions are now given by series of the form
∞∑
k=1
a(k)Wn(bτk
q).
LetK1 andK2 be two number fields of degree n and the same signature (r1, r2), where
r1 and r2 denote the numbers of real and complex embedding of K1 and K2, respectively.
We now consider the special gamma factor
γK1,K2(s)n =
(√|dK1dK2|
(2pi)n
)s
Γ(s)n.
Here, dK1 and dK2 denote the discriminants of K1 and K2, respectively. We are interested
in the space D(γK1,K2 , 1, k).
Proposition 2.2.12. Let K1 and K2 be two number fields of degree n and same signature
(r1, r2), w > 0 an odd integer and
ψw(s;K1, K2) := γK1,K2(s)nζK1(s)ζK2(s+ w).
Then we have the functional equation
ψw(1− w − s;K1, K2) = (−1)
r1(w−1)
2
+r2ψw(s;K2, K1). (2.2.2.5)
In other words, we have ζK1(s)ζK2(s+ w) ∈ D(γK1,K2 , 1, 1− w), and
(ζK1(s)ζK2(s+ w))
∗ = (−1) r1(w−1)2 +r2ζK2(s)ζK1(s+ w). (2.2.2.6)
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Proof. The proof works very similar to the one of Proposition 2.2.11. We will first show
that
ψw(s;K1, K2) =
1
(2
√
pi)r1
(√|dK2|
2r2pi
n
2
)−w w−3
2∏
j=0
(
s+ 1
2
+ j
)−r1 w−1∏
`=0
(s+`)−r2×ξK1(s)ξK2(s+w).
This is a simple calculation involving the duplication formula Γ(s)Γ(s+1
2
) = Γ(2s)21−2s
√
pi.
We obtain
1
(2
√
pi)r1
(√|dK2|
2r2pi
n
2
)−w w−3
2∏
j=0
(
s+ 1
2
+ j
)−r1 w−1∏
`=0
(s+ `)−r2 × ξK1(s)ξK2(s+ w)
=
1
(2
√
pi)r1
(√|dK1dK2|
22r2pin
)s
Γ
(s
2
)r1
Γ
(
s+ 1
2
)r1
Γ(s)2r2ζK1(s)ζK2(s+ w)
=
1
(2
√
pi)r1
(√|dK1dK2|
2r1+2r2pin
)s
(2
√
pi)r1Γ(s)r1+2r2ζK1(s)ζK2(s+ w)
and since n = r1 + 2r2 we conclude that this equals(√|dK1dK2|
(2pi)n
)s
Γ(s)nζK1(s)ζK2(s+ w),
as required.
Now we show the functional equation by using the above representation in terms of ξKj
with j = 1, 2. Obviously, the term ξK1(s)ξK2(s + w) changes to ξK2(s)ξK1(s + w) under
the transformation s 7→ 1− w − s. We have
w−3
2∏
j=0
(
1− w − s+ 1
2
+ j
)−r1
= (−1) r1(w−1)2
w−3
2∏
j=0
(
s+ 1
2
+
w − 3
2
− j
)−r1
= (−1) r1(w−1)2
w−3
2∏
j=0
(
s+ 1
2
+ j
)−r1
and similarly
w−1∏
`=0
(1− w − s+ `)−r2 = (−1)wr2
w−1∏
`=0
(s+ w − 1− `)−r2 = (−1)wr2
w−1∏
`=0
(s+ `)−r2 .
Since (−1)w = −1, the claim follows.
We are interested in formulas for L-functions at rational arguments. To obtain those,
we have to construct a proper generalized complete Dirichlet series.
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Definition 2.2.13. Let w > 1 and b > 0 be integers with w ≡ 1 (mod 2). Also let
K˜ = (K1, K
′
1, K2, K
′
2, ..., Kb, K
′
b) be a collection of number fields with the same degree n,
such that Kj and K ′j have the same signature (r1,j, r2,j) for all 1 ≤ j ≤ b. Then we define
Φw,b(s; K˜) =
b∏
j=1
ψw
(
s+ j − 1
b
;Kj, K
′
j
)
.
For the sake of simplicity, we write DwK1,K2(s) := ζK1(s)ζK2(s + w). Now one can
apply Theorem 2.2.10 to the data (DwK1,K′1 , ..., D
w
Kb,K
′
b
) ∈ ×bj=1D(γKj ,K′j , 1, 1−w) to obtain
the functional equation
Φw,b(1− bw − s; K˜) = (−1)
∑b
j=1
r1,j(w−1)
2
+r2,jΦw,b(s; K˜inv). (2.2.2.7)
For the convenience of the reader we want to demonstrate this general principle by the
explicit case of real quadratic number fields. So assume that the above collection now
only contains real quadratic number fields. A calculation shows
Gb0,0,2,0((γKj ,K′j)1≤j≤b) = ∆b
(
2pib
2b
√
D
)−2s
Γ(s)2,
where D =
√
|dK1 · dK′1 · · · dKb · dK′b| and ∆ =
∏b
j=1 |dKj ·dK′j |
j−1
2b and hence we have
Φw,b(s; K˜) = ∆b
(
2pib
2b
√
D
)−2s
Γ(s)2
b∏
j=1
ζKj
(
s+ j − 1
b
)
ζK′j
(
s+ j − 1
b
+ w
)
.(2.2.2.8)
Obviously, the central object of studying yet is the generalized Dirichlet series
Dw,b
K˜
(s) :=
b∏
j=1
ζKj
(
s+ j − 1
b
)
ζK′j
(
s+ j − 1
b
+ w
)
=
∞∑
ν=1
cw,b(ν; K˜)ν
− s
b , (2.2.2.9)
where the generating coefficients cw,b(ν; K˜) are defined by the product in the above equa-
tion.
Theorem 2.2.14 (see [26]). Let w > 1 and b > 0 be integers with w ≡ 1 (mod 2). Let
K˜ = (K1, K
′
1, ..., Kb, K
′
b) be a collection of real quadratic number fields as above. For all
τ ∈ H we define the (holomorphic) function
Ew,b
(
τ ; K˜
)
= 2∆b
∞∑
ν=1
cw,b
(
ν; K˜
)
K0
(
4pib 2b
√
ν
D
√−iτ
)
.
Then, for all τ ∈ H, we have an identity
Ew,b
(
τ ; K˜
)
− (−iτ)bw−1Ew,b
(
−1
τ
; K˜inv
)
=
w+1∑
α=0
Pα(τ) + log(−iτ)Qα(τ),
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where the Pj and Qk are rational functions with Pα ≡ Qα ≡ 0 whenever 1 < α and α ≡ 0
(mod 2). The functions Pj are explicitly given by
P0(τ) =
b∑
`=1
(−iτ)−`A(`)RKb−`+1(`− 1)!2
b∏
j=1
j 6=b−`+1
ζKj
(
`+ j − 1
b
) b∏
j=1
ζK′j
(
`+ j − 1
b
+ w
)
,
P1(τ) =
0∑
`=1−b
(−iτ)−`A(`)ζ
′
K1−`(0)ζK′1−`(w)
b
b∏
j=1
j 6=1−`
ζKj
(
`+ j − 1
b
)
ζK′j
(
`+ j − 1
b
+ w
)
,
Pw(τ) =
b−bw∑
`=1−bw
(−iτ)−`A(`)RK′b−bw+1−`
ζ ′′Kb−bw+1−`(`)
2b2(−`)!2
×
b∏
j=1
j 6=b−bw+1−`
ζKj
(
`+ j − 1
b
)
ζK′j
(
`+ j − 1
b
+ w
)
,
where RK := ress=1ζK(s), and for all 2 ≤ α ≤ w + 1 with α ≡ 1 (mod 2) and α 6= w
Pα(τ) =
b−bα∑
`=1−bα
(−iτ)−` [Ψ1(`) + Ψ2(`) + Ψ3(`)]
where
Ψ1(`) = A(`)(−1)`H−` − γ
(−`)!2
b∏
j=1
ζKj
(
`+ j − 1
b
)
ζK′j
(
`+ j − 1
b
+ w
)
,
Ψ2(`) = A(`)
1
b(−`)!2
(
b∑
µ=1
(
ζ ′Kµ
(
`+ j − 1
b
)
+ ζ ′K′µ
(
`+ j − 1
b
+ w
))
Zµ(`)
)
,
Ψ3(`) = −2 log
(
2pib
2b
√
D
)
A(`)
1
(−`)!2
b∏
j=1
ζKj
(
`+ j − 1
b
)
ζK′j
(
`+ j − 1
b
+ w
)
,
with
A(s) = ∆b
(
2pib
2b
√
D
)−2s
and
Zµ(`) =
b∏
j=1
j 6=µ
ζKj
(
s+ j − 1
b
)
ζK′j
(
s+ j − 1
b
+ w
)
.
The functions Qj satisfy Q0 ≡ Q1 ≡ 0 and
Qα(τ) = −
b−bα∑
`=1−bα
(−iτ)−`A(`) 1
(−`)!2
b∏
j=1
ζKj
(
`+ j − 1
b
)
ζK′j
(
`+ j − 1
b
+ w
)
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as α ≥ 2 and α ≡ 1 (mod 2).
Proof. We remember that 2K0(2
√
x) = W2(x). From (2.2.2.7) we conclude
Dw,b
K˜
(s) ∈ D((Gb0,0,2,0((γKj ,K′j)1≤j≤b), Gb0,0,2,0((γK′b−j+1,Kb−j+1)1≤j≤b)), b, 1− bw)
with dual series (
Dw,b
K˜
)∗
(s) = Dw,b
K˜inv
(s).
Since we clearly have 1 − bw < 2b, we can use Theorem 2.2.9. The calculations all base
on investigating the residues of the completed Dirichlet series. For example, poles of first
order are given in s = 1, 2, ..., b. The residues here are given by the summands of P0(τ).
The details and the further calculations are omitted.
Note that (0.0.0.3) follows by this new identity by setting b = 1 and α = 2pid−
1
2
K
√−iτ
and β = 2pid−
1
2
K · 1√−iτ .
2.2.3 Application to L-functions for modular forms of half-integral
weight
We can apply the developed methods to find new identities for L-functions assigned
to modular forms of half-integral weight. We consider the Hecke group H(λ) ⊂ SL2(R),
which is by definition generated by the elements S = ( 0 −11 0 ) and Tλ = ( 1 λ0 1 ) where λ > 0
is some real number. It was shown by Hecke that H(λ) is discrete if and only if λ ≥ 2 or
λ = 2 cos
(
pi
m
)
with an integer m ≥ 3. Let f be a cusp form of weight k ∈ 1
2
+N0 for H(λ).
Then f has a Fourier expansion f(τ) =
∑∞
n=1 a(n)q
n
λ and satisfies the functional equation
f
(− 1
τ
)
= (−iτ)kf(τ). Furthermore, the coefficients a(n) shall be bounded by a(n)f n k2
(for λ < 2 this is always the case, for λ ≥ 2 we assume it). The corresponding Hecke L-
function Lf (s) =
∑∞
n=1 a(n)n
−s is absolutely convergent in the half-plane {Re(s) > k
2
+1}
and extends to a meromorphic function on all of C. Kohnen and Raji show in [44], that
φf (s) = Lf (s + k − 1) is an element of D(γhalf , 2 − k2 , 2 − k) with corresponding gamma
factor
γhalf(s) =
1
pi
(
2pi
λ
)−s
Γ(s)Γ
(
1
2
+ s
)
Γ
(
1
2
− s
)
=
(
2pi
λ
)−s
Γ(s)
cos(pis)
.
Now we can assign to f the series
E∗f (τ) =
∞∑
n=1
a(n)n1−kH
(
2piinτ
λ
)
,
where the function H is given by
H(τ) :=
1√
pi
(
eτΓ
(
1
2
, τ
)
− 1√
τ
)
,
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and here,
Γ(σ, τ) :=
∞∫
σ
e−ttτ−1dt
denotes the incomplete Gamma function. Note that H is a holomorphic function on the
upper half-plane and H(τ) = O(|τ |− 32 ). Given a(n) f n k2 it is easy to see that E∗f is a
holomorphic function on the upper half-plane. In [44], Kohnen and Raji used this series
to start a cohomology theory in the case of half-integral weight. It is shown that
E∗f (τ)− (iτ)k−2E∗f
(
−1
τ
)
= Pf (τ) +
(
2piiτ
λ
)− 1
2
Qf (τ),
where Pf and Qf are polynomials of degree at most k − 12 . In the case k ≥ 3 this result
follows also by D ∈ D(γhalf , 2− k2 , 2− k),
M−11
2
(Γ(s) sec(pis), x) = H(x) (2.2.3.1)
and Theorem 2.2.9 by studying the poles of D̂(s) at half-integral values. Note that the
natural embedding
D
(
γhalf , 2− k
2
, 2− k
)
↪→ D
(
γhalf ,
1
2
, 2− k
)
and hence the values σ = 1
2
and θ1 = 32 are used. We want to apply the main theorem to
construct curious formulas for the functions Lf at rational arguments.
Lemma 2.2.15. Let µ ∈ N. We obtain
Gµ(γhalf)(s) =
√
µ
(
2pi
√
λ
)µ−1(2piµ
λ
)−s
Γ(s)
cos(µ−1)(pis)
.
Proof. This is routine, observe that
µ∏
j=1
cos
(
pi
s+ j − 1
µ
)
= (2pi)1−µ cos(µ−1)(pis).
The rest follows by straight calculations.
Let (fj)1≤j≤µ be a finite collection of cusp forms with same weight k ∈ 12 + N0. One
can now use Theorem 2.2.10 to show that
µ∏
j=1
φfµ
(
s+ j − 1
µ
)
∈ D
(
Gµ(γhalf), µ
(
2− k
2
)
, µ− µk + 1
)
.
At this point we obtain an infinite number of new identities, the details are omitted.
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Example 2.2.16. Let µ = 3. We consider the Dedekind eta function
η(τ) = q
1
24
∞∏
n=1
(1− qn),
which is well known to be a holomorphic modular form of weight k = 1
2
for SL2(Z) with
certain Nebentypus character. Due to the above discussed results we find that
φη = Lη
(
s− 1
2
)
∈ D
(
γhalf ,
7
4
,
3
2
)
.
Hence
T3(φη) ∈ D
(
G3(γhalf),
21
4
,
5
2
)
,
where
γ3(s) := G
3(γhalf)(s) = −96
√
3pi2
(pi
4
)−s
Γ(s) sec(pis).
With residue calculus and (2.2.3.1) we find
M−121
4
(γ3, x) = −96
√
3pi
3
2 e
pi
4
xΓ
(
1
2
,
pix
4
)
+ E(x),
where
E(x) = −192
√
3pi
x
1
2
− 384
√
3
x
3
2
+
2304
√
3
pix
5
2
− 23040
√
3
pi2x
7
2
+
322560
√
3
pi3x
9
2
.
Put
φη
(s
3
)
φη
(
s+ 1
3
)
φη
(
s+ 2
3
)
=
∞∑
m=1
λη,3(m)m
− s
3 ,
then we obtain
f(τ) =
∞∑
m=1
λη,3(m)M−121
4
(γ3,−iτm 13 ) ∈ R
(
γ3,
21
4
,
5
2
)
.
The error term in the transformation law of f
(− 1
τ
)
is now related to products of values
of Lη at arguments s ∈ 16Z. The calculations are analogous to those made in [25] when
proving Theorem 2.2.2.
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2.3 Questions and outlook
It is natural to ask the following question at this stage.
Question 2.3.1. Is there a possibility to extract more detailed information about (products
of) L-functions at rational arguments using the introduced techniques?
The most promising way is probably finding a cohomology theory just as in the case
of modular forms of integer and half-integer weight to describe the period polynomials
which have occurred.
A second question refers to results of Jin, Ma, Ono and Soundararajan in [37], who
proved that the zeros of the period polynomial of a newform f ∈ Sk(Γ0(N)) lie on the
circle |z| = 1√
N
.
Question 2.3.2. What can we say about the zeros of the error polynomials related to
L-functions at rational arguments?
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