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It has been known for some time that the usual q-entropy S
(n)
q cannot be shown to converge to the continuous
case. In [Phys. Rev. E 97 (2018) 012104], we have shown that the discrete q-entropy S˜
(n)
q converges to the
continuous case when the total number of states are properly taken into account in terms of a convergence
factor. Ou and Abe [Phys. Rev. E 97, (2018) 066101] noted that this form of the discrete q-entropy does
not conform to the Shannon-Khinchin expandability axiom. As a reply, we note that the fulfillment or not of
the expandability property by the discrete q-entropy strongly depends on the origin of the convergence factor,
presenting an example in which S˜
(n)
q is expandable.
The q-entropy in current use today reads
S(n)q =
n∑
i=1
Pi lnq(1/Pi) , (1)
where lnq(x) (with q > 0) denotes the well-known deformed q-logarithm function and we always set the Boltzmann constant to
unity. Note that the expression above (and also Eq. (2) below) yields the ordinary Shannon entropy S(n) =
∑n
i=1 Pi ln(1/Pi)
in the q → 1 limit so that we denote Shannon entropy simply as S from here on. Although still used, this discrete expression
does not have a continuous counterpart as noted by Abe [1]. This observation has a very serious consequence, namely it limits
the validity of the q-entropy to the discrete systems, thereby excluding any continuum use of it. However, the q-distribution is
found in numerous continuous systems [2-9]. To overcome this difficulty, we have recently shown that the following expression
can be shown to have the continuum limit [10]
S˜(n)q = n
q−1
n∑
i=1
Pi lnq(1/Pi) . (2)
The above expression is called the discrete q-entropy S˜
(n)
q whereas the one in Eq. (1) will simply be referred to as the q-
entropy S
(n)
q . Despite agreeing that the expression in Eq. (2) has indeed the continuum limit, Ou and Abe [11] commented that
it now violates the expandability property of the Shannon-Khinchin axioms [12, 13] which can be stated as follows: Considering
a system A with the states ΩA = {A1, . . . , An} and the respective probabilities {P1, . . . , Pn}, the expandability property says
that if we add a zero-probability state, i.e.,Ω′A = {A1, . . . , An, An+1}with {P1, . . . , Pn, 0}, then the entropy should not change
i.e.
S(n+1)(P1, . . . , Pn, Pn+1 = 0) = S
(n)(P1, . . . , Pn) . (3)
To put it simply, the expandability property demands that the zero-probability events should not change the entropy. Obviously,
the expandability axiom seems very natural intuitively as it is almost the case for everything regarding the Shannon entropy.
Regarding now the discrete q-entropy in Eq. (2), the fulfillment of the expandability property depends on whether the con-
vergence factor nq−1 remains or not insensitive to the addition of an impossible event. For example, we can consider the full
expression of S˜
(n)
q as
S˜(n)q =
n∑
i=1
P˜i[− lnq(Pi)] , (4)
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2where P˜i is an escort measure defined as
P˜i :=
P qi∑n
k=1 P
q
k,equal
. (5)
In Eqs. (4)-(5) we read that the discrete q-entropy is the q-deformed uncertainty of the system averaged over the escort distri-
bution P˜i. The distribution set {Pi,equal}i=1,...,n is nothing but the set {Pi}i=1,...,n considered in the particular case of equal
probabilities, i.e. Pi,equal = n
−1, so that any change of the number of states n affects in the same manner both sets and accord-
ingly Pn+1 = 0 ⇔ Pn+1,equal = 0 for an impossible (n + 1)th event. Apparently, Eq. (4) together with Eq. (5) yields the
expression in Eq. (2), with the latter however satisfying the expandability property, i.e.,
S˜(n+1)q (P1, . . . , Pn, Pn+1 = 0) = S˜
(n)
q (P1, . . . , Pn) . (6)
To sum up, we showed, as mentioned in the abstract, that the fulfillment of the Shannon-Khinchin axiom related to the
expandability property by the discrete q-entropy S˜
(n)
q strongly depends on the origin of the convergence factor nq−1. We
provided an example where S˜
(n)
q satisfies the former axiom. Note that the discussion point in Ref. [10] was not to explore the
origin of the aforementioned factor but to observe its existence as a necessary condition for convergence.
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However, as Ou and Abe notes, this has physically unacceptable implications. We remark that this is not the route we opted for in this
reply.
