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Abstract
Nella tesi si analizza lo schema concettuale dell’approccio ETH (Event Tree History, ma anche
Eidgenössische Technische Hochschule di Zurigo ove è stato concepito) ai fondamenti della mecca-
nica quantistica. L’idea chiave innovativa è la seguente: la perdita di informazione dovuta a fotoni
non più osservabili con misure accessibili all’osservatore fa sì che anche uno stato puro in seguito a
una misura sia visto dall’osservatore come misto, fornendo così una soluzione al ”paradosso” della
misura. In questa trattazione è cruciale la presenza di infiniti gradi di libertà quantistici a massa




2 Il problema della misura, i paradossi di unitarietà 4
3 L’approccio ETH 5
3.1 Caratterizzazione di un sistema quantistico . . . . . . . . . . . . . . . . . . . . . . 5
3.2 Information loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.3 Rottura dell’unitarietà . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.4 Nuovi assiomi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.5 Eventi, Alberi, Storie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.6 Probabilità . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.7 Stati passivi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4 Implicazioni filosofiche 12
4.1 Lo scopo e l’ontologia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.2 Necessità e casualità . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.3 Passato e futuro: evoluzione temporale . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.4 Il problema della misura, i paradossi di unitarietà . . . . . . . . . . . . . . . . . . . 13
5 Appendice: C*algebre e complementi matematici 14
3
1 Introduzione
La Meccanica Quantistica rappresenta uno dei più ampi paradigmi concettuali per l’analisi dei
fenomeni fisici: essa ha un vastissimo dominio di applicazione e non è mai stata smentita da al-
cun esperimento. Eppure, quando si affronta il problema di assiomatizzare la teoria, si incontra
un paradosso logico, denominato il ”problema della misura”, che concerne la compatibilità fra
la descrizione dell’evoluzione temporale di un sistema fisico quantistico ed il fatto che su di esso
possano essere eseguite delle misure. La strabiliante adeguatezza empirica della Meccanica Quan-
tistica, tuttavia, suggerisce che il ”problema” non sia insito nella teoria in sè, essa infatti offre
predizioni corrette, quanto nella cornice concettuale che la circonda, ed in particolare che si deb-
ba precisare che cosa significhi mettere in contatto un sistema fisico quantistico ed un apparato
di misura. L’approccio ETH, del quale il delineamento delle caratteristiche principali è scopo di
questa tesi, offre un nuovo contesto nel quale immergere la Meccanica Quantistica, all’interno del
quale è possibile fornire una assiomatizzazione logicamente coerente della teoria. Tale contesto
è più ampio di quello in cui vive la Meccanica Quantistica standard: esso deve necessariamente
includere sistemi con infiniti gradi di libertà a massa nulla, in tal modo è in grado di descrivere
gli apparati macroscopici di misura, ed al suo interno è pertanto possibile fornire una teoria quan-
tistica di eventi che accadono oggettivamente e di misurazioni di essi. L’approccio ETH è anche
foriero di conseguenze filosofiche: esso sposta l’ontologia dagli stati, che diventano più natural-
mente interpretabili in termini strumentalisti, alle successioni di eventi, dette storie, sulle quali è
possibile essere realisti. All’interno di questa tesi, dopo aver introdotto formalmente il ”problema
della misura”, verranno esposti i concetti principali e le idee chiave dell’approccio ETH, sorvolando
a volte sui dettagli della sofisticata matematica che ne sta alle spalle, e ne saranno dedotte alcune
delle conseguenze filosofiche, comprese quelle concernenti la nuova luce gettata sul ”problema” più
volte qui nominato.
2 Il problema della misura, i paradossi di unitarietà
Nella formulazione assiomatica della Meccanica Quantistica, intesa nell’interpretazione di Cope-
nhagen [1], vi è una inconsistenza logica proveniente dal cozzare di due assiomi, denominata in
letteratura ”problema della misura”. Gli assiomi in questione sono:
Assioma 1 (Evoluzione Temporale). Sia ρ(∗) = TrH(P∗) uno stato di un sistema quantistico che
definisce una matrice densità P in B(H), lo spazio degli operatori limitati in H, esso evolve nel
tempo come
ρt(∗) = TrH(U(t)PU(t)†∗)
dove U(t) = exp(− ih̄ tH), U(t) è unitario, ovvero U(t)†U(t) = U(t)U(t)† = 1H ed H è l’hamilto-
niana del sistema quantistico. Questa è la ”visuale di Shrödinger”.
Equivalentemente, nella ”visuale di Heisenberg”, sia M una osservabile del sistema quantistico,
essa evolve nel tempo come
Mt = U(t)
†MU(t)




Assioma 2 (Misura). Sia X =
∑
i ξiΠξi una osservabile decomposta nella sua rappresentazione
spettrale i cui autovalori sono ξi (per semplicità ci limitiamo a osservabili a spettro discreto). Sia
ρ(∗) uno stato, definito da una matrice densità P in B(H). Se si effettua la misura (ideale di prima





Una conseguenza dell’Assioma 2 è la regola di Born: siano X =
∑
i ξiΠξi e ρ(∗) come sopra, la
probabilità di ottenere il valore ξj nella misura è ρ(Πξj ), ovvero il valor medio di Πξj nello stato
ρ(∗).
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Il problema della misura deriva dal seguente ragionamento: assumendo, come suggerito da vari
esperimenti, che tutti i sistemi fisici debbano essere quantistici, anche l’apparato di misura deve
poter essere descrivibile tramite uno stato ρ(∗). Dunque non vi è motivo per il quale il ”sistema glo-
bale” di misuratore e misurato non debba essere un sistema quantistico ed evolvere in modo unitario
e deterministico (Assioma 1). Eppure i risultati delle misurazioni seguono la regola probabilistica
(non unitaria) di Born. Alcuni tentativi di risoluzione del problema risiedono nella ”decoerenza”
(decoherence), ovvero nella considerazione delle conseguenze che i sistemi ad infiniti gradi di li-
bertà, come sono tutti i sistemi che includono gli apparati di misura, generano. L’approccio ETH
(Event Tree History) si colloca all’interno della corrente di pensiero ”decoerente”, ma affronta il
problema della misura cambiando paradigma: l’evoluzione di larga parte dei sistemi quantistici
reali, infatti, non è unitaria. In particolare tali sistemi presentano un meccanismo di perdita di
accesso all’informazione (information loss) colpevole di far evolvere stati puri (ad informazione
massimale) in stati che appaiono, ed è questa la novità, misti (ad informazione incompleta) agli
occhi dell’osservatore, compatibili dunque con la regola probabilistica di Born e con i risultati delle
misure effettuate. Un solido risultato matematico (il Teorema di Hepp, conseguenza del Lemma
2 in [3]) assicura che una evoluzione unitaria non possa, nemmeno per sistemi a infiniti gradi di
libertà e per tempi di azione infiniti, portare uno stato puro in uno misto, dunque l’evoluzione
temporale presa in esame non può essere unitaria.
Il primo passo che l’approccio ETH ed i suoi autori compiono per risolvere il problema della misura
è perciò prendere atto che il problema non risieda nella misura, quanto nell’evoluzione temporale
di un sistema quantistico. Sintatticamente parlando, è emblematico che il problema venga rideno-
minato (e pluralizzato) in ”paradossi di unitarietà” (unitary paradoxes). Ma l’approccio ETH si
spinge oltre il tentativo di risoluzione del problema della misura: esso presenta una nuova cornice
concettuale per pensare i sistemi quantistici reali, con l’introduzione di concetti quali gli eventi
e le storie, gravida di conseguenze filosofiche. Scopo di questa tesi è delineare gli aspetti princi-
pali di tale approccio ed evidenziarne le implicazioni filosofiche, traendo (corposamente) spunto
dall’articolo [2].
3 L’approccio ETH
3.1 Caratterizzazione di un sistema quantistico
Dovendo rispondere a quesiti di tipo concettuale e non quantitativo, il formalismo più conciso da
utilizzare nella descrizione dell’approccio ETH è quello che coinvolge le C*Algebre, come evidenzia-
to in [4], infatti, è possibile derivare l’intera struttura di operatori e vettori sullo spazio di Hilbert
partendo dalla descrizione C*algebrica del sistema fisico quantistico. Concretamente, le osservabili
di un sistema quantistico generano una C*Algebra (in generale non abeliana), e gli stati di tale
sistema sono funzionali lineari positivi sull’algebra.
Fatta questa premessa è possibile enunciare la caratterizzazione di un sistema quantistico:
Definizione 1 (Caratterizzazione di un sistema quantistico). Un sistema quantistico isolato S è
caratterizzato dalle seguenti entità:
1. Una lista,
OS = {X̂i}i∈IS
di operatori limitati e autoaggiunti, che rappresentano osservabili fisiche misurabili di S.
Come detto essi generano una C*Algebra, AS .Tale algebra è assunta possedere sempre una
subalgebra abeliana massimale M ⊆ AS , generata da un insieme completo di osservabili
compatibili. Per semplicità si suppone sempre che M sia generata da una famiglia spettrale
finita, e che per ogni S esista sempre unaMS con la proprietà che ogni operatore autoaggiunto
di MS appartenga a OS . Ciò non esclude il fatto che vi possano esistere più MS siffatte che
non commutino tra loro.
2. Una coppia
(H, {U(t, s)}t,s∈R)
di uno spazio di Hilbert e di un propagatore ”temporale” unitario, come definito nell’Assioma
1.
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3. Una rappresentazione, ad ogni istante di tempo t
AS 3 X̂ 7→ X(t)
dell’algebra AS in B(H) che rispetta la coniugazione *, ovvero X̂∗ è rappresentato dall’ope-
ratore X(t)∗, e rispetta la propagazione temporale, ovvero 1 X(t) = U(s, t)X(s)U(t, s).
Tale ingombrante descrizione, fornita in ambiente non relativistico, permette di definire l’algebra
(anch’essa in generale non abeliana)
E≥t := {combinazioni lineari di
∏
i
Xi(ti) | X̂i ∈ OS , ti ≥ t}−
ovvero l’algebra generata dalla chiusura delle combinazioni lineari di prodotti di osservabili a tempi
maggiori o uguali a t.
La comprensione del comportamento nel tempo di E≥t è alla base del meccanismo di information
loss, inoltre tramite essa è possibile allargare la descrizione del sistema S all’ambiente relativistico,
dove E≥t viene estesa alle algebre generate dalle produttorie di osservabili localizzate nel cono
di luce futuro, al tempo t, della linea di universo dell’osservatore. Si noti che la propagazione
temporale delle rappresentazioni è postulata dal secondo punto della Definizione 1 tramite U(s)
(che non necessariamente appartiene all’algebra AS), ed esiste una rappresentazione differente per
ogni tempo, che parte da AS e giunge a E≥t. Per ultimo, con AS(t) si intende {X(t)|X̂ ∈ AS}.
É bene tenere a mente che anche gli apparati di misura fanno parte del sistema, essi definiscono
quali siano le osservabili che il sistema è in grado di misurare.
3.2 Information loss
Figura 1: Information loss di fotoni che fuoriescono da una regione di spaziotempo (il diamante
verde) nello spaziotempo di Minkowski, tratto da [2]
.
L’algebra E≥t in generale non è costante nel tempo. In presenza di gradi di libertà senza massa,
che dunque si muovono alla velocità della luce, E≥t si restringe con il procedere del tempo. Ciò
avviene perchè il numero di elementi in E≥t è legato al supporto: maggiore il supporto, più grande il
numero di osservabili definibili. É infatti possibile definire osservabili su sottoinsiemi del supporto,
e tali sottoinsiemi aumentano in ragione dell’aumentare del supporto.
Nel caso qui trattato il supporto è il cono di luce futuro visto dall’osservatore, ed esso si restringe
1Nella notazione utilizzata nell’Assioma 1, U(t) → U(t, s) e U(t)† → U(s, t), infatti U(t, s)U(s, t) = U(t, t) = 1 =
U(t)U(t)†.
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con il procedere del tempo. Preso infatti il cono di luce futuro che si dipana dall’evento P nello
spaziotempo, esso include strettamente ogni cono di luce futuro che si dipani da eventi a distanza
di tipo tempo da P e contenuti nel suo cono di luce futuro.
Vale pertanto la catena di inclusioni, nelle notazioni precedenti:
B(H) ⊇ E ⊇ E≥t ⊃ E≥s ⊇ AS(s)
ove s > t (strettamente) ed E := E>−∞. In particolar modo l’inclusione stretta (nel mezzo) vale
in presenza di gradi di libertà senza massa: essi sfuggono dal cono di luce di un osservatore che si
muove nello spaziotempo, e trasportano informazione non più recuperabile. Questo è il meccani-
smo di information loss. La precedente catena di inclusioni riguarda algebre concrete di operatori
sullo spazio di Hilbert.
Si noti che l’information loss può anche non avere luogo; ad esempio nei sistemi quantistici idea-
li, dove non si parla di fotoni ed i gradi di libertà sono in un numero finito, esso non avviene.
Restano pertanto validi tutti i risultati ottenuti dalla Meccanica Quantistica standard in questi
casi, compresa l’evoluzione temporale unitaria. Una trattazione un po’ più diffusa del dominio di
applicazione dell’approccio ETH e dei casi speciali sarà data nel Paragrafo 3.7. Si noti che tale
trattazione non è valida per i gradi di libertà dotati di massa: infatti essi si muovono con percorsi
”più ripidi” nello spaziotempo di Minkowski, ed è possibile che possano rientrare nel cono di luce
futuro di un osservatore, dunque l’informazione da loro trasportata non è persa per sempre. Os-
servando la Figura 1 si nota infatti che qualunque semiretta che fuoriesca dal diamante e che abbia
coefficiente angolare maggiore di 1 (in modulo), rientrerà, a tempi futuri, nel cono di luce (rosso)
dell’osservatore.
3.3 Rottura dell’unitarietà
In presenza delle condizioni che validano la precedente catena di inclusioni, dunque in presenza di
information loss, ogni stato (sia esso puro o misto) diventa indistinguibile da uno stato misto agli
occhi dell’osservatore.
Per rendere sinteticamente conto di ciò attraverso il formalismo, occorre qualche definizione preli-
minare. Sia X̂ ∈ MS , ove MS è una delle subalgebre abeliane massimali di AS e sia X(t) ∈ E≥t





dove ξj sta per l’autovalore j-esimo della decomposizione spettrale di X(t) e Πξj (t) per il corri-
spettivo proiettore ortogonale (dipendente dal tempo, infatti esso evolve in modo unitario secondo
l’Assioma 2). Siano inoltre ρ(∗) = TrH(P∗) uno stato (con P matrice densità), Cρ il suo centra-
lizzatore su E e sia Zρ il centro di Cρ (per tutte le definizioni, compresa quella di C*-Algebra, si
rimanda all’Appendice, sono qui omesse per non spezzare il già sottile filo del discorso).
Sotto ipotesi di regolarità delle algebre, esiste una mappa lineare (detta condizione di aspettazione
o conditional expectation) con le seguenti caratteristiche:
eρ : M → Zρ
eρ(XAY ) = Xeρ(A)Y, ∀X,Y ∈ Zρ, ∀A ∈ M
0 ≤ eρ(A)∗eρ(A) ≤ eρ(A∗A), ∀A ∈ M
La conditional expectation qui nominata è una estensione noncommutativa del valore di aspettazione
della probabilità classica, l’interpretazione fisica è dunque quella di ”valore atteso” di una variabile
aleatoria. Fatte queste premesse, è possibile dimostrare il seguente
Teorema 1 (Indistinguibilità degli evoluti temporali). Siano X(t), ξj ,Πξj come sopra, sia
ρt := ρ|E≥t
uno stato (puro oppure misto) ristretto all’algebra E≥t, allora:









ρt(Πξj (t)AΠξj (t)) +O(δ‖A‖), ∀A ∈ E≥t (2)
ovvero (a meno di piccole correzioni) lo stato percepito dall’osservatore a tempi ≥ t è una
sovrapposizione incoerente di autostati dell’operatore X(t), dunque uno stato misto.









{ρt(Πξi(t)AΠξj (t))− ρt(eρt(Πξi(t))AΠξj (t)))









ρt(Πξj (t)AΠξj (t)) (3)
infatti il secondo ed il primo termine di due righe successive si annullano, lasciando solo il primis-
simo termine, che è identico alla definizione nella prima riga. Si può mostrare, usando le proprietà
della conditional expectation eρ(t), la linearità della traccia e le proprietà delle matrici, che ogni






















Dove in (a) si è usata la linearità della traccia definita da ρ(∗), in (b) un semplice raccoglimento,
in (c) una proprietà delle matrici 2 ed in (d) si è usata la (1), dunque la premessa del Teorema 1.
Siccome non vi erano ipotesi sulla purezza dello stato ”originale” ρ, esso avrebbe potuto essere
puro e risultare comunque uno stato misto ”agli occhi” di un osservatore situato in un evento P ,
ovvero ristretto all’algebra E≥t che ha per supporto il cono di luce futuro che si dipana da P :
l’osservatore in P ha perso informazione sul sistema. L’evoluzione temporale sopra riportata non
può essere unitaria. Prima di scomodare il teorema di Hepp, ciò risulta esplicito (in un sistema
con un numero finito di gradi di libertà massivi) definendo la purezza di uno stato come:










†UP ) = TrH(P
2) (4)
Siccome l’evoluzione unitaria implica una conservazione della purezza, una violazione della seconda
(come visto in (2)) deve implicare una violazione della prima: l’unitarietà dell’evoluzione è rotta.
2In notazione di Dirac |Tr(A2)| = |
∑
⟨j|A2 |j⟩ | ≤
∑
| ⟨j|A2 |j⟩ | ≤ ∥A2∥ = ∥A∥2 dove l’ultima uguaglianza vale
in ragione della struttura C*algebrica e della autoaggiuntezza di A
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Il teorema di Hepp, invece, trova il suo dominio di applicazione nei sistemi con infiniti gradi di
libertà tutti massivi, ed assicura che il passaggio da uno stato puro ad uno stato misto (detto in
[3] reduction of the wave packet) per mezzo dell’evoluzione temporale non possa avvenire in tempi
finiti, ma solamente in senso debole nel limite di t → ∞. Dunque, anche in questo ultimo caso,
l’evoluzione unitaria (per tempi finiti) conserva la purezza.
3.4 Nuovi assiomi
Appreso del comportamento evanescente degli stati puri di un sistema quantistico, che, per un
osservatore, tendono a diventare misti con il passare del tempo, è possibile formulare due nuovi
assiomi, raccolti sotto un’unica definizione, che andranno (parzialmente) a sostituire gli assiomi
introdotti nel Paragrafo 2. Tali assiomi chiariranno il concetto di evento (come famiglia di eventi
possibili e come evento registrato), chiave e prima lettera dell’approccio ETH.
Assioma 3 (Assioma fondamentale degli eventi). Sia P := {Πξ1 , ...,ΠξN } una partizione dell’unità
in AS , ovvero
∑N
j=1 Πξj = 1|AS , composta di proiettori ortogonali commutanti contenuti in una
delle subalgebre abeliane massimali MS ⊆ OS (che avevamo supposto esistere nella Definizione 1).
Tale famiglia di proiettori ortogonali ha l’interpretazione di una famiglia di eventi possibili, uno
(e uno solo) dei quali può essere registrato, essa ha evoluto temporale P(t) := {Πξ1(t), ...,ΠξN (t)}.
Sia infine ∆t una soglia di misurazione degli eventi, tale che ∆t ' δ
1. Verificarsi degli eventi: uno degli eventi possibili Πξ1 , ...,ΠξN si verifica attorno al tempo t,
ovvero è possibile dire che la grandezza fisica X̂ =
∑
j ξjΠξj ha un valore oggettivo se e solo
se:




la relazione (5) implica la (1), ovvero la premessa del Teorema 1, pertanto implica anche
la (2). La definizione ”informale” di evento possibile è dunque quella famiglia di partizioni
dell’unità che, a causa dell’information loss, è in grado di descrivere il valor medio di una
qualsiasi osservabile (A) in uno stato ρ(A) come sovrapposizione incoerente degli autospazi
della famiglia, come indicato in (2). Si noti poi che una osservabile è una qualsiasi combi-
nazione lineare dei membri di P, dunque la caratterizzazione di evento è data dalla famiglia
P, non dall’osservabile in sè: le osservabili delle quali è possibile dire che abbiano un valore
oggettivo quando un evento si sta verificando sono molte, e ovviamente tutte compatibili
(data la commutatività dei membri di P).
2. Indeterminismo: supponendo che la condizione (5) valga per un certo intervallo di tempo I,
in un istante t ∈ I, la probabilità che uno dei possibili eventi Πξ := Πξj ∈ P si verifichi, è
fornita dalla regola di Born:
pξ(t) = ρ(Πξ(t)) (6)
Se poi l’evento Πξ ∈ P è registrato verificarsi al tempo t∗, allora lo stato del sistema può





tale nuovo stato è utilizzabile, ovviamente, solo per tempi t > t∗. Esso è lo stato del sistema S
sull’algebra E≥t∗ , condizionato dal fatto che l’evento Πξ si sia verificato e sia stato registrato.
Formalmente le relazioni (6) e (7) sono identiche all’Assioma 2 e alla successiva regola di Born,
tuttavia esse hanno un diverso peso ontologico: in questo caso, quando una famiglia di eventi
possibili P rispetta la condizione (5), uno di essi si sta verificando indipendentemente da
qualsiasi osservatore. Il formalismo non consente di prevedere quale di essi si stia verificando
ma soltanto con che probabilità uno di essi si possa verificare (con la regola di Born). Il fatto
che un evento si verifichi, come detto, è indipendente dall’osservatore, esso, se lo osserva,
può aggiornare la sua descrizione dello stato del sistema, tuttavia ogni descrizione risulta
incompleta, perchè ogni stato è uno stato misto a causa della information loss.
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Nocciolo del precedente assioma è la relazione (5), ed essa è determinata dal comportamento nel
tempo di Zρt . Limitando il commento a un rendiconto della dipendenza di Zρt dai vari elementi
del sistema e rimandando all’Appendice gli aspetti tecnici, Zρt dipende (discendendo dalla formu-
lazione del centralizzatore) sia da ρt che da E≥t, dunque sono tanto lo stato quanto l’algebra gli
elementi che ne determinano il comportamento.
3.5 Eventi, Alberi, Storie
In un pittoresco paragone, proposto in [2], l’approccio ETH è descritto come capace di stabilire,
dato un sistema quantistico preparato in uno stato e dati degli apparati di misura (che come
detto appartengono al sistema), quale lancetta inizierà a muoversi (ovvero quale famiglia di eventi
possibili sta accadendo, dunque la P che minimizza la (5)), quando essa inizierà a muoversi (ovvero
quale tempo t∗ minimizza la (5)), e per quanto tempo lo farà (ovvero per tutti i t che soddisfano la
(5)), ma non dove si fermerà la lancetta (dunque quale sia il membro Πξj ∈ P). Tale valore infatti
è prevedibile solo probabilisticamente, tramite la (6).
Figura 2: ramificazione dell’albero degli eventi, tratta da [2]
Giunti a questo punto dell’analisi è finalmente possibile dare una interpretazione globale del-
l’approccio ETH ”in tutte le sue lettere”:
E: sta per evento (event). In particolare si distinguono due categorie di eventi: le famiglie di eventi
possibili, ovvero le partizioni dell’unità P che per qualche tempo soddisfano all’equazione (5),
rappresentate in figura dai grappoli di punti rossi che si ramificano da uno stesso punto, e
gli eventi registrati, ovvero i singoli punti rossi, la cui probabilità di verificarsi è fornita dalla
regola di Born (6).
T: sta per albero (tree), ovvero la ramificazione nel tempo di possibili eventi, rappresentata in
verde in figura.
H: sta per storia (history), ovvero la successione ordinata (nel tempo di un osservatore) di eventi
registrati, rappresentata in figura dal percorso blu che serpeggia risalendo l’albero.
Tale storia, una volta raccolta, è descrivibile mediante il formalismo che segue e che sarà utile per
il prossimo paragrafo: fissato un osservatore e fissata la successione {Pi}i delle famiglie di eventi
possibili, una storia è una successione di coppie
{(ξk, tk)|k = 1, 2, ...} (8)
ove il primo elememto è un autovalore della famiglia P = {Πξ1 , ...,ΠξN } che dunque fissa
l’evento registrato, ed il secondo è un tempo misurato dall’osservatore. Essendo la successione
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di eventi indipendente dall’osservatore la teoria è observer-independent, ma, in presenza di più
osservatori, è necessario capire come mappare una storia nell’altra. É bene precisare che il fatto
che si possa assegnare un valore oggettivo ad una osservabile è dipendente dal tempo: la medesima
osservabile potrebbe cessare di avere un valore oggettivo a tempi futuri.
3.6 Probabilità
Come visto nei precedenti paragrafi, il peso relativo (probabilistico) delle ramificazioni che si pro-
pagano da un singolo evento registrato è espressa dalla regola di Born (6). Successioni ordinate di
eventi registrati compongono storie, ed è possibile generalizzare la (6) per ottenere la probabilità
di una storia; la formula che esprime tale probabilità è detta formula di Lüders-Schwinger-Wigner
(LSW-formula). Nelle notazioni introdotte poco fa, e indicando con ρ0 lo stato iniziale, essa è:








Essa, quando applicata ad un solo evento, è identica alla regola di Born; inoltre ha tutte le ca-
ratteristiche per essere una probabilità: è infatti sempre positiva (lo stato è un funzionale lineare
positivo), e minore o uguale all’unità. La relazione (6) esprime come aggiornare uno stato alla luce
dei dati raccolti, tuttavia non è detto che un osservatore riesca a registrare tutti gli eventi che si
stanno verificando: egli potrebbe ”perdere dei nodi” della storia in Figura 2. Supponiamo che lo
stato del sistema, dopo che il k-esimo evento si è verificato ed è stato registrato, sia ρk uno stato
aggiornato sull’algebra E≥tk . Allora se l’evento successivo, che si verifica attorno al tempo tk+1,
non viene registrato dall’osservatore, egli non può aggiornare lo stato del sistema come indicato in
(7), bensì lo stato del sistema da lui percepito, a tempi maggiori di tk+1, è dato dalla restrizione
dello stato ”vecchio” sulla ”nuova” algebra, ovvero dalla seguente:










Si ricordi, per il segno di ', il Teorema 1. A terzo membro della precedente vi è una sovrappo-
sizione incoerente di stati proiettati sulla famiglia del ”nuovo” evento possibile, dunque uno stato
esplicitamente misto. É bene tenere a mente però che, salvo casi speciali (accennati nel successivo
paragrafo), in ogni sistema quantistico reale ogni stato diventa rapidamente misto per ogni osser-
vatore.
A sottolineare il fatto che l’ignoranza sia di tipo classico, ovvero che gli eventi si verifichino in modo
indipendente dall’osservatore, che se non li osserva perde informazione sul sistema, si può notare
che il valor medio di una proiezione Πk+1ξi nel precedente stato si riduce alla somma delle proba-
bilità di Born che Πk+1ξi avrebbe avuto negli stati provenienti dai membri della famiglia di eventi
possibili P, denotati in modo sbrigativo (e non normalizzati) con ρk+1j (∗) nell’ultimo membro della
(10). Gli eventi che si verificano ma non vengono registrati, come suggerisce la (10), devono essere
omessi dalla storia e non vanno a comporre la lista indicata in (8) per quell’osservatore. Sono a
tutti gli effetti ”atti mancati” dell’osservazione: eventi che si verificano ma dei quali l’osservatore
non è conscio.
3.7 Stati passivi
Questo paragrafo, ultimo della sezione più tecnica dell’analisi, è dedicato ai limiti applicativi del-
l’approccio.
Come visto dai risultati riportati nel corso della presente sezione, l’approccio ETH è in contrasto
con la Meccanica Quantistica standard, che non contempla una evoluzione non unitaria degli stati,
e con la Meccanica Statistica Quantistica, che prevede stati di equilibrio e dunque non soggetti ad
una continua evoluzione (si ricordi che l’algebra E≥t è in costante restringimento).
La prima diatriba si risolve notando che i sistemi della Meccanica Quantistica standard, come
sistemi con un numero finito di oscillatori armonici, o di atomi modellizzati senza tenere conto dei
fotoni come mediatori del campo elettromagnetico, non presentano eventi. Infatti tali sistemi gene-
rano algebre E≥t che sono indipendenti dal tempo, dunque alle quali non si applica il meccanismo
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di information loss. In tali sistemi non ha senso definire una misura, in quanto una peculiarità
della misura è l’interazione con un apparato macroscopico, ed esso non è certamente definibile
mediante un numero limitato (e piccolo) di gradi di libertà. Limitatamente a questo campo, il
”problema della misura” è effettivamente un problema che appartiene alla misura: qui essa non è
definibile ”internamente” ed è indispensabile ricorrere a postulati (come l’Assioma 2) in qualche
modo artificiosi.
Il secondo contrasto appare più complesso da trattare: in Meccanica Statistica (sia classica che
quantistica) gli stati di equilibrio, una volta ragiunti, per definizione non evolvono nel tempo,
dunque in tali situazioni non può verificarsi la successione di eventi prima descritta. Eppure la
Meccanica Statistica Quantistica sembrerebbe in grado (ed effettivamente lo è) di descrivere si-
stemi che presentano information loss, basti pensare al corpo nero: un gas (elevatissimi gradi di
libertà) di fotoni (gradi di libertà senza massa). Eppure la connessione tra information loss ed
evento non è biunivoca, un evento si sta verificando se e solo se vale la (5), dunque nulla vieta la
possibilità che esistano sistemi in cui, per particolari stati detti ”stati passivi”, non si verifichino
eventi nonostante si sia in presenza di information loss. Questo è il caso dei sistemi termodinamici
che presentano degli stati di equilibrio, che sono appunto stati passivi. La ragione algebrica di tale
comportamento è che i centri Zρt dei centralizzatori Cρt delle algebre E≥t sono indipendenti dal
tempo. Come precisato alla fine del Paragrafo 3.4, i responsabili del comportamento di Zρt sono
sia l’algebra E≥t, caratteristica del sistema quantistico S preso in esame (si ricordi la Definizione
1), sia lo stato ρt. Ha senso dunque parlare di stati passivi solo in sistemi che ne permettono
l’esistenza, ma non tutti gli stati di tali sistemi sono stati passivi. Essendo poi, in Meccanica
Statistica, gli stati di equilibrio la schiacciante maggioranza, ci si può aspettare che un generico
stato sia uno stato passivo.
L’approccio ETH vede dunque due argini: da una parte non è preferibile quando si parla di sistemi
troppo banali per essere reali, come quelli trattati nei casi ”classici” di Meccanica Quantistica: qui
infatti non si verifica mai nessun evento; dall’altra parte l’elevata complessità sfocia in banalità:
in Meccanica Statistica la maggioranza degli stati è passiva e dunque rende ”sterile” l’albero di
Figura 2. Escludendo gli estremi, l’approccio ETH esprime la sua utilità (concettuale) nell’analisi
dei sistemi mesoscopici, come nell’esempio riportato in [2].
4 Implicazioni filosofiche
Introdotta la cornice concettuale dell’approccio ETH, è possibile ora evidenziarne alcune conse-
guenze filosofiche, che verranno raccolte nei prossimi sintetici paragrafi.
4.1 Lo scopo e l’ontologia
Lo scopo dell’approccio ETH, come traspare da [2], è quello di rendere conto della effettiva evo-
luzione temporale di sistemi che presentano eventi (intesi nelle definizioni precise della precedente
sezione). ”Effettiva” va inteso nel senso di evoluzione temporale in sistemi abbastanza complessi da
poter ben approssimare dei sistemi reali contenenti apparati di misura. In questi sistemi gli eventi
devono essere passibili di osservazione, ma il loro verificarsi è indipendente da qualsiasi osservato-
re. Ciò, confrontato con l’interpretazione di Copenhagen della Meccanica Quantistica, evidenzia
come gli stati vengano svuotati da molta dell’ontologia che rappresentavano nelle sue versioni più
realiste: mentre gli stati puri, in tali versioni più standard dell’interpretazione di Copenhagen,
fornivano una descrizione duratura e ”condivisibile” delle informazioni possedute dall’osservatore
sul sistema, nell’appproccio ETH essi si deteriorano rapidamente (a causa dell’information loss),
inoltre due diversi osservatori non concorderanno in generale sullo stato di un sistema, gli stati sono
dunque fortemente dipendenti dall’osservatore: non possono racchiudere l’ontologia del sistema.
Allora dove si sposta l’ontologia? Essa ”migra” nelle successioni ordinate di eventi, ovvero nelle
storie. Esse sono ”quello che succede” nel sistema, e si verificano indipendentemente dalla presen-
za di osservatori. Come evidenziato dai primi paragrafi di [2] gli stati si prestano meglio ad una
interpretazione strumentalista: essi sono strumenti (matematici) che permettono agli osservatori
di ”scommettere” sull’evoluzione temporale di un sistema.
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4.2 Necessità e casualità
Osservando l’albero in Figura 2, ed alla luce della precedente analisi, è possibile specificare dove
vi sia necessità e dove invece vi sia casualità. Dato un sistema in uno specifico stato, la formula
(5) decreta quali famiglie di eventi possibili si possano verificare e in quale tempo. Sotto l’ipotesi
che le condizioni di minimo della (5) siano univoche, la famiglia di eventi possibili, dato uno stato
noto, è univocamente determinata, dunque è deterministica, necessaria. Ciò che invece non è
necessario è la singola ramificazione dell’albero, infatti la probabilità con la quale viene intrapreso
ciascuno dei cammini che si propagano da un singolo evento è dato dalla regola di Born (6). Dalla
precedente affermazione si capisce come la storia (intesa nel senso preciso del vocabolo, fornito nel
corso dell’analisi) non sia necessaria, ma accidentale.
4.3 Passato e futuro: evoluzione temporale
L’evoluzione temporale descritta dall’approccio ETH, come detto, differisce da quella dell’inter-
pretazione di Copenhagen in quanto, se estesa anche all’apparato di misura, non è unitaria ed è
in parte indeterministica (nel senso precisato nel paragrafo precedente). Inoltre essa non è rever-
sibile: l’informazione portata via dai gradi di libertà che fuggono, costituendo il meccanismo di
information loss, non è più recuperabile. Tale irreversibilità si traduce in una netta distinzione tra
passato e futuro: il passato è fattuale, è la storia registrata dall’osservatore, il futuro è ipotetico,
sono i cammini che si biforcano a partire dal presente evento.
4.4 Il problema della misura, i paradossi di unitarietà
Questo ultimo paragrafo, il cui titolo è lo stesso della Sezione 2, si propone di chiarire, per quanto
possibile, la luce gettata dall’approccio ETH sul problema concettuale ”della misura”. L’approccio
ETH fornisce una descrizione logicamente coerente di eventi e osservazioni nel caso dei sistemi ad
infiniti gradi di libertà (che dunque possono includere gli apparati di misura), e viene sostenuta la
tesi che sia impossibile una descrizione coerente di eventi e misurazioni in assenza di infiniti gradi
di libertà. Per fornire un quadro del problema è utile discriminare tra il ”micro” ed il ”macro”:
1. Nel piccolo non è possibile definire una misurazione, qui il problema della misura è effettivamente
della misura, ma non è rilevante ai fini pratici perchè, non essendo la misura definibile nè
praticabile, non ha senso chiedersi cosa succederebbe in seguito ad una misura.
2. Nel grande la misura è definibile, ha senso chiedersi cosa succeda in seguito ad una misura, ma
qui fenomeni come l’information loss entrano in gioco e determinano (per ogni osservatore)
un’evoluzione temporale non unitaria: il problema è dell’unitarietà. Ma ancora una volta
non è un problema, poichè una evoluzione non unitaria e una misura non sono logicamente
incompatibili.
L’approccio ETH è dunque meritevole di toglierci da un po’ di impaccio quando si parla di felini,
scatole e bocce di cianuro: è infatti pressochè inaudito immaginare gatti tanto ”piccoli” da avere
un numero finito di gradi di libertà e tanto ”bui” da non includere un solo fotone, nemmeno quelli
che legano gli elettroni ai nuclei.
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5 Appendice: C*algebre e complementi matematici
In questa sezione sono riportate brevemente le definizioni matematiche utili per chiarire i contenuti
tecnici nella sezione 3. Le definizioni di algebra e C*algebra sono tratte da [4], le restanti da [2].
Definizione 3 (C*algebra). Una C*algebra A è:
i. un’algebra lineare e associativa su C, ovvero uno spazio vettoriale sul campo C dotato di un
prodotto bilineare e associativo.
ii. uno spazio normato, ovvero esiste una norma ‖ ∗ ‖ su A con le seguenti proprietà:
‖A‖ ≥ 0, ‖A‖ = 0 ⇐⇒ A = 0, ∀A ∈ A (5.1)
‖λA‖ = |λ|‖A‖, ∀λ ∈ C (5.2)
‖A+B‖ ≤ ‖A‖+ ‖B‖, ∀A,B ∈ A (5.3)
rispetto alle quali il prodotto è continuo, cioè con la proprietà
‖AB‖ ≤ ‖A‖‖B‖ (5.4)
Inoltre A è una algebra di Banach, ovvero uno spazio completo rispetto alla topologia indotta
dalla norma.
iii. una *algebra, ovvero esiste una involuzione ∗ : A → A con le seguenti proprietà:
(A+B)∗ = A∗ +B∗, (λA)∗ = λ̄A∗, (AB)∗ = B∗A∗, (A∗)∗ = A. (5.5)
iv. A ha la proprietà, detta condizione C*:
‖A∗A‖ = ‖A‖2 (5.6)
la condizione C* implica che
‖A‖ = ‖A∗‖ (5.7)
infatti
‖A‖2 = ‖A∗A‖ ≤ ‖A∗‖‖A‖ =⇒ ‖A‖ ≤ ‖A∗‖ (5.8)
e utilizzando l’ultima relazione in (5.5) si può ripetere l’argomento con ruoli invertiti tra A
e A∗, ottenendo la (5.7).
Definizione 4 (Algebra di Von Neumann). Una algebra di Von Neumann è una C*algebra di
operatori sullo spaio di Hilbert chiusa nella norma operatoriale debole e dotata di identità.
Definizione 5 (Subalgebra abeliana massimale). Data un’algebra A, una subalgebra di A è un’al-
gebra M ⊆ A.
M è massimale ed abeliana se è commutativa internamente e se è uguale alla subalgebra di A che
commuta con tutti i membri di M.
Definizione 6 (Centralizzatore). Dato uno stato ϕ su un’algebra di Von Neumann M, nel senso
dell’Assioma 1, il centralizzatore, Cϕ, di ϕ su M è la subalgebra con la seguente proprietà:
Cϕ := {A ∈ M|ϕ([A,B]) = 0 ∀B ∈ M}
ove con [∗, ∗] si intende il commutatore.
Definizione 7 (Centro). Data un’algebra A, il centro di essa è la subalgebra Z composta da tutti
gli elementi di A che commutano con tutti gli elementi di A, ovvero:
Z := {A ∈ A|[A,B] = 0 ∀B ∈ A}
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