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Abstract
We discuss Monge-Ampe`re equations from the view point of differential geome-
try. It is known that a Monge–Ampe`re equation corresponds to a special exterior
differential system on a 1-jet space. In this paper, we generalize Monge–Ampe`re
equations and prove that a (k+ 1)st order generalized Monge–Ampe`re equation
corresponds to a special exterior differential system on a k-jet space. Then its
solution naturally corresponds to an integral manifold of the corresponding exte-
rior differential system. Moreover, we verify that the Korteweg-de Vries (KdV)
equation and the Cauchy–Riemann equations are examples of our equation.
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1. Introduction
Monge–Ampe`re equations are the following second order partial differential
equations:
Azxx + 2Bzxy + Czyy +D + E(zxxzyy − z2xy) = 0,
where z = z(x, y) is an unknown function and A,B,C,D and E are given
functions of x, y, z, zx and zy. These equations contain many important equa-
tions (e.g. the wave equation, the heat equation and Laplace’s equation), and
it has been studied not only by analytical methods, but also by geometrical
methods. For example, V. V. Lychagin, V. N. Rubtsov, I. V. Chekalov and
T. Morimoto have studied these equations by using geometrical theory of dif-
ferential equations ([1, 2]). On the other hand, it is known that various gen-
eralizations of Monge–Ampe`re equations. For example, G. Boillat defines a
generalization of Monge–Ampe`re equations from the view point of symplectic
geometry. These equations called the symplectic Monge–Ampe`re equation or
Monge–Ampe`re equations with n independent variables ([3]). One of another
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generalization is the most general nonlinear third order equation which is com-
pletely exceptional, so called the third order Monge–Ampe`re equations obtained
by [4].
A geometrical theory of differential equations was developed by E´. Cartan,
E´. Goursat, etc., to deal with construction of solutions, symmetry of differen-
tial equations, classification of differential equations. In this theory, differential
equations are studied by using the following correspondence: a kth order dif-
ferential equation corresponds to a manifold in a k-jet space, and its solution
corresponds to an integral manifold of an exterior differential systems associ-
ated to the k-jet space (called the canonical system on the k-jet space). This
theory applies to various differential equations. For example, Monge–Ampe`re
equations, first order partial differential equations with one unknown function
and Cartan’s overdetermined system have been studied by using this theory
([1, 2, 5, 6]).
According to the geometrical theory of differential equations, a Monge–
Ampe`re equation (which is a second order partial differential equation) cor-
responds to a manifold in a 2-jet space, and its solution corresponds to an inte-
gral manifold of the canonical system on the 2-jet space. On the other hand, T.
Morimoto defined a special exterior differential system on a 1-jet space (called
Monge–Ampe`re systems) for each Monge–Ampe`re equation ([2]). Moreover,
Morimoto proved that a solution of a Monge–Ampe`re equation naturally cor-
responds to an integral manifold of a Monge–Ampe`re system associated with
the equation. In other words, the set of all Monge–Ampe`re equations is a class
of partial differential equations which can be studied by means of an exterior
differential system on a 1-jet space. At the present time, a geometrical property
of Monge–Ampe`re equations has been studied by using Monge–Ampe`re systems
([7, 8, 9]).
In this paper, we generalize the Monge–Ampe`re equations. Our work is
a generalization of the symplectic Monge–Ampe`re equation and the third or-
der Monge–Ampe`re equation. Moreover, we clarify that the Korteweg-de Vries
(KdV) equation and the Cauchy-Riemann equations are examples of general-
ized Monge–Ampe`re equations. We also generalize the Monge–Ampe`re systems.
Furthermore, we prove the following theorem that a (k+ 1)st order generalized
Monge–Ampe`re equation (GMAE) corresponds to a generalized Monge–Ampe`re
system (GMAS) on a k-jet space, and a solution of the GMAE corresponds to
an integral manifold of the GMAS:
Theorem 1.1. For an arbitrary GMAS on Jk(n,m), there exists a (k + 1)st
order GMAE such that an integral manifold of the GMAS corresponds to a
solution of the GMAE. Namely, the following correspondence holds:
{integral manifolds of the GMAS} ↔ {solutions of the GMAE}. (1.1)
Conversely, for an arbitrary (k + 1)st order GMAE, there exists a GMAS on
Jk(n,m) such that the correspondence (1.1) holds.
By this theorem, the set of all (k + 1)st order GMAEs is a class of partial
2
differential equations which can be studied by means of an exterior differential
system on a k-jet space.
This paper is organized as follows. In Section 2, we fix our terminology for
exterior differential systems and jet spaces. In Section 3, we give a generaliza-
tion of Monge–Ampe`re equations, Monge–Ampe`re systems and a relationship
between generalized Monge–Ampe`re equations and generalized Monge–Ampe`re
systems. In Section 4, we describe some examples of generalized Monge–Ampe`re
equations and generalized Monge–Ampe`re systems.
2. Preliminaries
In this section, we introduce the foundation theory of exterior differential
systems. In present paper, we assume all objects are of class C∞. Let Ω∗(M)
be the set of all differential forms on a manifold M and Ωi(M) be the set of all
differential i-forms on a manifold M . For the details of this section, see [10, 11].
Definition 2.1. A subset I of Ω∗(M) is called an exterior differential system
(EDS for short) on a manifold M , if I satisfies the following conditions:
(1) The subset I is a homogeneous ideal of Ω∗(M), that is, I is written by
the following form:
I =
∞⊕
i=0
(I ∩ Ωi(M)).
(2) The subset I is closed under exterior differentiation on M .
Let {ω1, . . . , ωr}diff denote the ideal generated by homogeneous differen-
tial forms ω1, . . . , ωr ∈ Ω∗(M) and its exterior derivatives dω1, . . . , dωr. Then
the ideal {ω1, . . . , ωr}diff is an EDS on M , and called the EDS generated by
ω1, . . . , ωr.
We next define jet spaces. Remark that, Darboux’s theorem for contact
manifolds also holds for jet spaces ([12, 13]), in other words, jet spaces have
local normal form. Therefore, in this paper, we define jet spaces locally as
follows.
LetMk be the set of all k-tuples of integers 1, . . . , n. We define an equivalence
relation ∼ on Mk by saying that (i1, . . . , ik) ∼ (j1, . . . , jk), if there exists σ ∈ Sk
such that (iσ(1), . . . , iσ(k)) = (j1, . . . , jk), where Sk is the symmetric group of
degree k. Now we denote Sk := Mk/∼ and put Σk :=
⊔k
j=1 Sj . Note that
#Sk = nHk, #Σk =
∑k
j=1 nHj . Here nHj is the number of combinations with
repetition used in [12, 13]. For I = (i1, . . . , ik) ∈ Sk, let Ii, pI and pIi mean
(i1, . . . , ik, i) ∈ Sk+1, pi1···ik and pi1···iki, respectively.
Remark 2.2. We assume that the symbols I and Ii are elements of Sk or Σk,
not elements of Mk.
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Definition 2.3. Let M be a manifold of dimension (n+m+m
∑k
j=1 nHj) and
I be an EDS on M . Then, the pair (M, I) is called a k-jet space of type (n,m),
if for any p ∈M , there exists a local coordinate system (U ;xi, zα, pαI ) (1 ≤ i ≤
n, 1 ≤ α ≤ m, I ∈ Σk) around p such that I is written by the following form
on U :
I = {ωα0 , ωαI |1 ≤ α ≤ m, I ∈ Σk−1}diff ,
where
ωα0 := dz
α −
n∑
i=1
pαi dxi, ω
α
I := dp
α
I −
n∑
i=1
pαIidxi (1 ≤ α ≤ m, I ∈ Σk−1).
Now we write Ck := I and (Jk(n,m), Ck) := (M, I). Then the EDS Ck is called
the canonical system on Jk(n,m) and the above coordinates (U ;xi, z
α, pαI ) are
called a canonical coordinate system around p.
Remark 2.4. If k = 0, then a 0-jet space of type (n,m) is simply a manifold
of dimension (n + m). Namely, we define the canonical system C0 on J0(n,m)
by the trivial EDS {0}.
We finally define in Section 2 contact transformations on a jet space and an
integral manifold of an EDS.
Definition 2.5. Let ϕ : Jk(n,m) → Jk(n,m) be a diffeomorphism. Then ϕ is
called a contact transformation (of kth order) if ϕ satisfies ϕ∗(Ck) = Ck.
Definition 2.6. Let M be a manifold and I be an EDS on M . Then a sub-
manifold ι : N ↪→ M is called an integral manifold of I if ι∗ω = 0 for any
ω ∈ I.
Remark 2.7. Let (xi, z
α, pαI ) (1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈ Σk) be a canonical co-
ordinate system of Jk(n,m). Then a submanifold S = {(xi, zα(x1, . . . , xn), pαI (x1
, . . . , xn)) | 1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈ Σk} in Jk(n,m) is an integral manifold of
Ck if and only if, for any l ∈ {1, . . . , k}, α ∈ {1, . . . ,m} and I = (i1, . . . , il) ∈ Sl,
the following holds:
pαI (x1, . . . , xn) = z
α
xi1 ···xil (x1, . . . , xn).
3. A generalization of Monge–Ampe`re systems and Monge–Ampe`re
equations
In this section, we generalize Monge–Ampe`re systems and Monge–Ampe`re
equations. First of all, we review Monge–Ampe`re systems defined by T. Mo-
rimoto ([2]). We next introduce a generalization of Monge–Ampe`re system.
On the other hand, we also generalize Monge–Ampe`re equations from the view
point of the exterior algebra.
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3.1. Generalized Monge–Ampe`re system
Definition 3.1 ([2]). For a jet space (J1(n, 1), C1), let ω be a generator 1-form
of C1, that is, C1 = {ω}diff . An EDS I on J1(n, 1) is called a Monge–Ampe`re
system (MAS for short), if there exists Ψ ∈ Ωn(J1(n, 1)) such that I is generated
by ω and Ψ.
Remark 3.2. If Ψ ≡ 0 mod C1, then we have I = {ω,Ψ}diff = {ω}diff = C1.
In general, we assume Ψ 6≡ 0 mod C1.
We next define a generalized Monge–Ampe`re system.
Definition 3.3. Let Ck = {ωα0 , ωαI | 1 ≤ α ≤ m, I ∈ Σk−1}diff be the canonical
system on Jk(n,m). An EDS I on Jk(n,m) is called a generalized Monge–
Ampe`re system (GMAS for short), if there exist homogeneous differential forms
Ψ1, . . . ,Ψr on J
k(n,m) such that I is generated by ωα0 , ωαI and Ψµ (1 ≤ µ ≤ r).
Hereafter, we denote {Ck,Ψµ | 1 ≤ µ ≤ r}diff := {ωα0 , ωαI ,Ψµ | 1 ≤ α ≤
m, I ∈ Σk−1, 1 ≤ µ ≤ r}diff .
Remark 3.4. Let (xi, z
α, pαI ) (1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈ Σk) be a canoni-
cal coordinate system of Jk(n,m). Since {dxi, ωα0 , ωαJ , dpαI | 1 ≤ i ≤ n, 1 ≤
α ≤ m, J ∈ Σk−1, I ∈ Sk} is a basis of Ω1(Jk(n,m)), generators Ψµ ∈
Ωlµ(Jk(n,m)) (1 ≤ µ ≤ r) of the GMAS are expressed as follows:
Ψµ = (ω’s terms) +
m∑
t=0
l∑
λ0=0
∑
λ1+···+λt=lµ−λ0
∑
α1<···<αt
∑
i1<···<iλ0
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
dxi1 ∧ · · · ∧ dxiλ0 ∧ dpα1Iα11 ∧ dp
α1
I
α1
2
∧ · · · ∧ dpαt
I
αt
λt
≡
m∑
t=0
l∑
λ0=0
∑
λ1+···+λt=lµ−λ0
∑
α1<···<αt
∑
i1<···<iλ0
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
dxi1 ∧ · · · ∧ dxiλ0 ∧ dpα1Iα11 ∧ dp
α1
I
α1
2
∧ · · · ∧ dpαt
I
αt
λt
mod Ck
where A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
are functions of xi, z
α and pαI (1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈
Σk).
Remark 3.5. If n = l, k = 1,m = 1 and r = 1, then the GMAS coincides with
an MAS.
We finally define in Subsection 3.1 isomorphisms of a GMASs.
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Definition 3.6. Let I1 and I2 be GMASs on Jk(n,m). Then a diffeomorphism
ϕ : Jk(n,m) → Jk(n,m) is called an isomorphism of GMASs if ϕ satisfies the
following conditions:
(1) ϕ∗(I1) = I2,
(2) ϕ∗(Ck) = Ck, (that is, contact transformation).
3.2. Generalized Monge–Ampe`re equation
Before giving a definition of generalized Monge–Ampe`re equations, we in-
troduce a new procedure to construct classical Monge–Ampe`re equations
Azxx + 2Bzxy + Czyy +D + E(zxxzyy − z2xy) = 0,
(A,B,C,D and E are functions of x, y, z, zx and zy).
(3.1)
First of all, we consider the following matrix:(
zxx zyx
zxy zyy
)
.
Secondary, we pick up all minors with order less than or equal to 2. Then we
obtain the followings:
1, zxx, zxy, zyy, zxxzyy − z2xy,
where we define the minor of order 0 by 1. Thirdly, the classical Monge–Ampe`re
equation is constructed by sum up the above minors while multiplying func-
tions A,B,C,D and E of x, y, z, zx and zy. Consequently, we obtain classical
Monge–Ampe`re equation (3.1). We use this procedure to give a definition of
generalized Monge–Ampe`re equations. Roughly speaking, generalized Monge-
Ampe`re equations are defined by partial differential equations whose form are
“sum of minors”.
We remark that Sk has the following order: For I = (i1, . . . , ik), J =
(j1, . . . , jk) ∈ Sk, then I ≤ J if and only if either is = js for all s ∈ {1, . . . , n}
or there exists s ∈ {1, . . . , n} such that is < js and it = jt for all t < s. This
order is called the lexicographic order. Hereafter, we assume that Sk has the
above order defined on it.
On the other hand, for I = (i1, . . . , ik) ∈ Sk, let zαI mean zαxi1 ...xik and
zαIj = z
α
xi1 ...xikxj
. Now we define an n× (m · nHk) matrix
M(n,m; k) :=
 (z
1
I1)I∈Sk · · · (zmI1)I∈Sk
...
...
(z1In)I∈Sk · · · (zmIn)I∈Sk
 .
Here, (zαIj)I∈Sk is a row vector whose components z
α
Ij are arranged from the left
to right with respect to the above order of Sk. Remark that the components of
M(n,m; k) are (k+ 1)st order partial derivatives of the functions zα, not vector
functions (zαIj)I∈Sk .
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Example 3.7. If n = 2,m = 1 and k = 1, then we have S1 = {1, 2} and
(zI1)I∈S1 = (zx1x1 , zx2x1), (zI2)I∈S1 = (zx1x2 , zx2x2). Hence
M(2, 1; 1) =
(
zx1x1 zx2x1
zx1x2 zx2x2
)
. (3.2)
Now we define a generalized Monge–Ampe`re equation.
Definition 3.8. For natural numbers n,m, k and l (1 ≤ l ≤ n), a system
of partial differential equation obtained by the following procedure is called a
generalized Monge–Ampe`re equation (GMAE for short):
Step 1 Choose ν1th row, . . . , νlth row (1 ≤ ν1 < · · · < νl ≤ n) in the n × (m ·
nHk) matrix M(n,m; k).
Step 2 Consider all minors with order less than or equal to l of the chosen
matrix in Step 1. Then these minors are written by the following form:
H
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(zα1 , . . . , zαt)
:=
∣∣∣∣∣∣∣∣
zα1
I
α1
1 j
α1
1
· · · zα1
I
α1
λ1
j
α1
1
zαt
I
αt
1 j
α1
1
· · · zαt
I
αt
λt
j
α1
1
...
... · · · ... ...
zα1
I
α1
1 j
αt
λt
· · · zα1
I
α1
λ1
j
αt
λt
zαt
I
αt
λt
j
αt
λt
· · · zαt
I
αt
1 j
αt
λt
∣∣∣∣∣∣∣∣ .
(3.3)
Here, t is the number of unknown functions that appears in (3.3),
λi (1 ≤ i ≤ t) are the number of partial derivatives of zαi that ap-
pears in (3.3) and λ0 is the number of rows that not selected among
ν1-th row, . . ., νl-th row. Then
∑t
r=1 λr = l − λ0 holds.
Step 3 Now we put
{i1, . . . , iλ0} := {ν1, . . . , νl}\{jα11 , jα12 , . . . , jαtλt } (1 ≤ i1 < · · · < iλ0 ≤ n).
Sum up the above minor (3.3) while multiplying
sgn
(
i1, . . . , iλ0 , j
α1
1 , j
α1
2 , . . . , j
αt
λt
ν1, . . . , νλ0 , νλ0+1, νλ0+2, . . . , νl
)
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
,
where A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
are functions of xi, z
α and pαI (1 ≤ i ≤ n, 1 ≤ α ≤
m, I ∈ Σk). Then we obtain the single differential equation
m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
j
α1
1 <j
α1
2 <···<jαtλt
{i1,...,jαtλt }={ν1,...,νl}
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
∆
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(ν1, . . . , νl ; z
α1 , . . . , zαt) = 0,
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where
∆
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(ν1, . . . , νl ; z
α1 , . . . , zαt )
:= sgn
(
i1, . . . , iλ0 , j
α1
1 , j
α1
2 , . . . , j
αt
λt
ν1, . . . , νλ0 , νλ0+1, νλ0+2, . . . , νl
)
H
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(zα1 , . . . , zαt ).
Step 4 Finally, we execute the above Step 1 to Step 3 for all cases to choose
a row in M(n,m; k) and row up these equation. Hence we obtain the
following system of partial differential equations:
m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
j
α1
1 <j
α1
2 <···<jαtλt
{i1,...,jαtλt }={ν1,...,νl}
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
∆
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(ν1, . . . , νl ; z
α1 , . . . , zαt) = 0
(1 ≤ ν1 < · · · < νl ≤ n).
(3.4)
Remark 3.9. A GMAE is a system of (k+ 1)st order partial differential equa-
tions with n independent variables and m unknown functions. Then the number
of equations of the GMAE obtained from M(n,m; k) is the combination
(
n
l
)
.
Definition 3.10. Let n,m and k be natural numbers. Then, for a natural
number l (1 ≤ l ≤ n), we denote a GMAE in Definition 3.8 by F (n,m, k, l) = 0.
Let r, lµ (1 ≤ µ ≤ r, 1 ≤ lµ ≤ n) be natural numbers and Fµ(n,m, k, lµ) =
0 (1 ≤ µ ≤ r) be GMAEs. Then a system of “systems of partial differential
equations” F1(n,m, k, l1) = 0, . . . , Fr(n,m, k, lr) = 0 is also called a generalized
Monge-Ampe`re equation.
Remark 3.11. For a natural number n,m, k, r and lµ (1 ≤ µ ≤ r, 1 ≤ lµ ≤ n),
the number of equations of a GMAE in Definition 3.10 is
∑r
µ=1
(
n
lµ
)
(see
Example 3.13).
Example 3.12. We consider a GMAE of the case n = 2,m = 1, k = 1, r = 1
and l = 1 in Definition 3.10. Then we have 2× (1 · 2H1) matrix
M(2, 1; 1) =
(
zx1x1 zx2x1
zx1x2 zx2x2
)
. (3.5)
Step 1 Now we pick up the first row in M(2, 1; 1):
(zx1x1 , zx2x1).
Step 2 We next consider minors with order less than or equal to 1 in the matrix
picked up in Step 1. Therefore, we obtain the following minors:
1, zx1x1 , zx2x1 .
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Step 3 In this case, since λ0 equal to 0 or 1, then {i1, . . . , iλ0} is equal to ∅
or {1}. Therefore, we sum up the all minors considered in Step 2 while
multiplying functions A1, A
1 and A2 of x1, x2, z, p1 and p2. Hence we
have the following single partial differential equation:
A1zx1x1 +A
2zx2x1 +A1 = 0. (3.6)
Step 4 The same procedure is performed for the second row in M(2, 1; 1). Then
we have
A1zx1x2 +A
2zx2x2 +A2 = 0, (3.7)
where A2 is a function of x1, x2, z, p1 and p2. Finally, we row up the
equations (3.6) and (3.7). Hence, we obtain the following overdeter-
mined system of partial differential equations:{
A1zx1x1 +A
2zx2x1 +A1 = 0
A1zx1x2 +A
2zx2x2 +A2 = 0
,
(A1, A2, A1 and A2 are functions of x1, x2, z, p1 and p2).
(3.8)
The equation (3.8) is GMAE of the case n = 2,m = 1, k = 1 and l = 1.
Example 3.13. We next consider a GMAE of the case n = 2,m = 1, k = 1, r =
2, l1 = 1 and l2 = 1 in Definition 3.10. By arranging of two GMAEs obtained
by Example 3.12, the GMAE in this case is the following form:
A1zx1x1 +A
2zx2x1 +A1 = 0
A1zx1x2 +A
2zx2x2 +A2 = 0
B1zx1x1 +B
2zx2x1 +B1 = 0
B1zx1x2 +B
2zx2x2 +B2 = 0
,
where Ai, Ai, B
i and Bi (1 ≤ i ≤ 2) are functions of x1, x2, z, p1 and p2.
3.3. Proof of Theorem 1.1
In this subsection, we prove Theorem 1.1 which is the main theorem in this
paper.
Let Ψ be an l-form on a manifold M and S be an n-dimensional submanifold
in M (ι : S ↪→ M). If l > n, then ι∗Ψ = 0. Hence we have the following
proposition.
Proposition 3.14. Let (Jk(n,m), Ck) be a k-jet space of type (n,m), (xi, zα, pαI )
(1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈ Σk)be a canonical coordinate system of Jk(n,m) and
S = {(xi, zα(x1, . . . , xn), zαI (x1, . . . , xn)) | 1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈ Σk} be a
submanifold in Jk(n,m). For a differential lµ-form Ψµ on J
k(n,m) (1 ≤ µ ≤ r),
if there exists µ0 ∈ {1, . . . , r} such that lµ0 > n, then S is an integral manifold
of the GMAS {Ck,Ψµ | 1 ≤ µ ≤ r}diff if and only if S is an integral manifold
of the GMAS {Ck,Ψµ | 1 ≤ µ ≤ r, µ 6= µ0}diff .
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By Proposition 3.14, we assume that lµ ≤ n for any µ ∈ {1, . . . , r} in this
paper.
Now we prove Theorem 1.1. The proof is divided into three cases, m = r = 1,
r = 1 and the general case. First of all, we prove Theorem 1.1 in the case
m = r = 1. In this case, Theorem 1.1 holds from the following Proposition 3.15
and Proposition 3.16.
Proposition 3.15 (the case of m = r = 1). Let (xi, z, pI) (1 ≤ i ≤ n, I ∈ Σk)
be a canonical coordinate system of Jk(n, 1) and I = {Ck,Ψ}diff be a GMAS
on Jk(n,m). By Remark 3.4, we express Ψ ∈ Ωl(Jk(n, 1)) (1 ≤ l ≤ n) as
Ψ ≡
l∑
λ=0
∑
i1<...<iλ
∑
I1<...<Il−λ
Ij∈Sk
A
I1...Il−λ
i1...iλ
dxi1∧· · ·∧dxiλ∧dpI1∧· · ·∧dpIl−λ mod Ck.
Then the following submanifold S of Jk(n, 1):
S = {(xi, z(x1, . . . , xn), zI(x1, . . . , xn)) | 1 ≤ i ≤ n, I ∈ Σk}
is an integral manifold of I if and only if z(x1, . . . , xn) is a solution of the
following GMAE:
l∑
λ=0
∑
i1<···<iλ
j1<···<jl−λ
{i1,...,jl−λ}={ν1,...,νl}
∑
I1<···<Il−λ
Ij∈Sk
A
I1...Il−λ
i1...iλ
∆
I1...Il−λ
j1...jl−λ (ν1, . . . , νl ; z) = 0
(1 ≤ ν1 < · · · < νl ≤ n).
Proof. Let ι : S ↪→ Jk(n, 1) be an n-dimensional integral manifold of I such
that x1, . . . , xn are coordinates of S. Then S is an integral manifold of Ck, and
we have pI(x1, . . . , xn) = zI(x1, . . . , xn) (I ∈ Σk) by Remark 2.7. Therefore
ι∗Ψ =
l∑
λ=0
∑
i1<...<iλ
∑
I1<...<Il−λ
Ij∈Sk
A
I1...Il−λ
i1...iλ
dxi1 ∧ · · · dxiλ ∧ dzI1 ∧ · · · ∧ dzIl−λ
=
l∑
λ=0
∑
i1<...<iλ
∑
I1<...<Il−λ
Ij∈Sk
∑
j1,...,jl−λ
A
I1...Il−λ
i1...iλ
zI1j1 · · · zIl−λjl−λdxi1 ∧ · · · dxiλ ∧ dxj1 ∧ · · · ∧ dxjl−λ
=
l∑
λ=0
∑
i1<...<iλ
j1<···<jl−λ
∑
I1<...<Il−λ
Ij∈Sk
A
I1...Il−λ
i1...iλ
H
I1...Il−λ
j1...jl−λ (z)dxi1 ∧ · · · dxiλ ∧ dxj1 ∧ · · · ∧ dxjl−λ
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=
∑
ν1<···<νl
l∑
λ=0
∑
i1<...<iλ
j1<···<jl−λ
{i1,...,iλ,j1,...,jl−λ}={ν1,...,νl}
∑
I1<...<Il−λ
Ij∈Sk
A
I1...Il−λ
i1...iλ
∆
j1...jl−λ
I1...Il−λ(ν1, . . . , νl ; z)dxν1 ∧ · · · ∧ dxνl .
(3.9)
Furthermore, dxν1 ∧ · · · ∧ dxνl (1 ≤ ν1 < · · · < νl ≤ n) are linearly independent
on S. Hence, by ι∗Ψ = 0, we obtain
l∑
λ=0
∑
i1<···<iλ
j1<···<jl−λ
{i1,...,jl−λ}={ν1,...,νl}
∑
I1<···<Il−λ
Ij∈Sk
A
I1...Il−λ
i1...iλ
∆
I1...Il−λ
j1...jl−λ (ν1, . . . , νl ; z) = 0
(1 ≤ ν1 < · · · < νl ≤ n).
The converse is proved by substituting a solution of GMAE for (3.9).
Proposition 3.16 (the case of m = r = 1). For an arbitrary GMAE in m =
r = 1
l∑
λ=0
∑
i1<···<iλ
j1<···<jl−λ
{i1,...,jl−λ}={ν1,...,νl}
∑
I1<···<Il−λ
Ij∈Sk
A
I1...Il−λ
i1...iλ
∆
I1...Il−λ
j1...jl−λ (ν1, . . . , νl ; z) = 0
(1 ≤ ν1 < · · · < νl ≤ n),
(3.10)
a function z(x1, . . . , xn) is a solution of (3.10) if and only if the following sub-
manifold S of Jk(n, 1):
S = {(xi, z(x1, . . . , xn), zI(x1, . . . , xn)) | 1 ≤ i ≤ n, I ∈ Σk}
is an integral manifold of the GMAS generated by the canonical system Ck on
Jk(n, 1) and the following l-form Ψ on Jk(n, 1):
Ψ ≡
l∑
λ=0
∑
i1<...<iλ
∑
I1<...<Il−λ
Ij∈Sk
A
I1...Il−λ
i1...iλ
dxi1∧· · ·∧dxiλ∧dpI1∧· · ·∧dpIl−λ mod Ck,
where (xi, z, pI) (1 ≤ i ≤ n, I ∈ Σk) be a canonical coordinate system of
Jk(n, 1).
Proof. The proof is similar to that of Proposition 3.15.
We next prove Theorem 1.1 in the case r = 1. In this case, Theorem 1.1
holds from the following Proposition 3.17 and Proposition 3.18
Proposition 3.17 (the case of r = 1). Let (xi, z
α, pαI ) (1 ≤ i ≤ n, 1 ≤ α ≤
m, I ∈ Σk) be a canonical coordinate system of Jk(n,m) and I = {Ck,Ψ}diff be
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a GMAS on Jk(n,m). By Remark 3.4, we express Ψ ∈ Ωl(Jk(n,m)) (1 ≤ l ≤ n)
as
Ψ ≡
m∑
t=0
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
dxi1 ∧ · · · ∧ dxiλ0 ∧ dpα1Iα11 ∧ dp
α1
I
α1
2
∧ · · · ∧ dpαt
I
αt
λt
mod Ck.
Then the following submanifold S of Jk(n,m):
S = {(xi, zα(x1, . . . , xn), zαI (x1, . . . , xn)) | 1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈ Σk}
is an integral manifold of I if and only if zα(x1, . . . , xn) (1 ≤ α ≤ m) is a
solution of the following GMAE:
m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
j
α1
1 <j
α1
2 <···<jαtλt
{i1,...,jαtλt }={ν1,...,νl}
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
∆
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(ν1, . . . , νl ; z
α1 , . . . , zαt) = 0
(1 ≤ ν1 < · · · < νl ≤ n).
(3.11)
Proof. Let ι : S ↪→ Jk(n,m) be an n-dimensional integral manifold of I such
that x1, . . . , xn are coordinates of S. Then S is an integral manifold of Ck, and
we have pαI (x1, . . . , xn) = z
α
I (x1, . . . , xn) (1 ≤ α ≤ m, I ∈ Σk) by Remark 2.7.
Therefore
ι∗Ψ =
m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
dxi1 ∧ · · · ∧ dxiλ0 ∧ dzα1Iα11 ∧ dz
α1
I
α1
2
∧ · · · ∧ dzαt
I
αt
λt
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=m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
∑
j
α1
1 ,j
α1
2 ,...,j
αt
λt
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
zα1
I
α1
1 j
α1
1
zα1
I
α1
2 j
α1
2
· · · zαt
I
αt
λt
j
αt
λt
dxi1 ∧ · · · ∧ dxiλ0 ∧ dxjα11 ∧ dxjα12 ∧ · · · ∧ dxjαtλt
=
m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
∑
j
α1
1 <j
α1
2 <···<αtλt
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
H
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(zα1 , . . . , zαt)
dxi1 ∧ · · · ∧ dxiλ0 ∧ dxjα11 ∧ dxjα12 ∧ · · · ∧ dxjαtλt
=
∑
ν1<···<νl
m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
j
α1
1 <j
α1
2 <···<αtλt
{i1,...,jαtλt }={ν1,...,νl}
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
∆
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(ν1, . . . , νl; z
α1 , . . . , zαt)dxν1 ∧ · · · ∧ dxνl .
(3.12)
Furthermore, dxν1 ∧ · · · ∧ dxνl (1 ≤ ν1 < · · · < νl ≤ n) are linearly indepen-
dent on S. Hence, by ι∗Ψ = 0, we obtain
m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
j
α1
1 <j
α1
2 <···<jαtλt
{i1,...,jαtλt }={ν1,...,νl}
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
∆
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(ν1, . . . , νl ; z
α1 , . . . , zαt) = 0
(1 ≤ ν1 < · · · < νl ≤ n).
The converse is proved by substituting a solution of the GMAE for (3.12).
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Proposition 3.18 (the case of r = 1). For an arbitrary GMAE in r = 1
m∑
t=1
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
j
α1
1 <j
α1
2 <···<jαtλt
{i1,...,jαtλt }={ν1,...,νl}
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
∆
I
α1
1 ...I
α1
λ1
...I
αt
1 ...I
αt
λt
j
α1
1 ...j
α1
λ1
...j
αt
1 ...j
αt
λt
(ν1, . . . , νl ; z
α1 , . . . , zαt) = 0
(1 ≤ ν1 < · · · < νl ≤ n),
(3.13)
a function zα(x1, . . . , xn) (1 ≤ α ≤ m) is a solution of (3.13) if and only if the
following submanifold S of Jk(n,m):
S = {(xi, zα(x1, . . . , xn), zαI (x1, . . . , xn)) | 1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈ Σk}
is an integral manifold of the GMAS generated by the canonical system Ck on
Jk(n,m) and the following l-form Ψ on Jk(n,m):
Ψ ≡
m∑
t=0
l∑
λ0=0
∑
λ1+···+λt=l−λ0
∑
α1<···<αt
∑
i1<···<iλ0
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
I
αi
ji
∈Sk
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
dxi1 ∧ · · · ∧ dxiλ0 ∧ dpα1Iα11 ∧ dp
α1
I
α1
2
∧ · · · ∧ dpαt
I
αt
λt
mod Ck,
where (xi, z
α, pαI ) (1 ≤ i ≤ n, 1 ≤ α ≤ m, I ∈ Σk) be a canonical coordinate
system of Jk(n,m).
Proof. The proof is similar that of Proposition 3.17.
Remark 3.19. Note that the above equation (3.11) can be deformed to the
following form from the above proof:
m∑
t=0
∑
λ0+λ1+···+λt=l
∑
α1<···<αt
∑
i1<···<iλ0
j
α1
1 <···<j
α1
λ1···
j
αt
1 <···<jαtλt
{i1,...,jαtλt }={ν1,...,νl}
∑
I
α1
1 <···<I
α1
λ1···
I
αt
1 <···<Iαtλt
A
I
α1
1 I
α1
2 ...I
αt
λt
i1...iλ0
sgn
(
i1, . . . , iλ0 , j
α1
1 , j
α1
2 , . . . , j
αt
λt
ν1, . . . , νλ0 , νλ0+1, νλ0+2, . . . , νl
)
H
I
α1
1 ...I
α1
λ1
j
α1
1 ...j
α1
λ1
(zα1) · · ·HI
αt
1 ...I
αt
λt
j
αt
1 ...j
αt
λt
(zαt) = 0 (1 ≤ ν1 < · · · < νl ≤ n).
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Finally, we prove Theorem 1.1 in the general case.
Proof of Theorem 1.1. Let I = {Ck,Ψµ | 1 ≤ µ ≤ r}diff be a GMAS on
Jk(n,m). The first part of Theorem 1.1 is proved by applying Proposition 3.17
for each Ψµ (1 ≤ µ ≤ r). Conversely, for an arbitrary GMAE, the second part
of Theorem 1.1 is proved by applying Proposition 3.18, which completes the
proof.
Remark 3.20. From the view point of geometry of jet spaces with differential
forms Ψ1, . . . ,Ψr and independence condition dx1 ∧ · · · ∧dxn, Theorem 1.1 give
a local necessary and sufficient condition for a submanifold in jet spaces to be
an integral manifold of a GMAS.
4. Some examples of GMAS and GMAE
In this section, we introduce some examples of GMAEs and GMASs. More-
over, we verify that the most general nonlinear third order equation which
is completely exceptional, the Korteweg-de Vries equation and the Cauchy–
Riemann equations are examples of GMAEs.
Example 4.1 (the case of n = 2,m = 1, k = 1, r = 1, l = 2). Let (x1, x2, z, p1, p2)
be a canonical coordinate system of J1(2, 1). In general, the GMAS I in this
case is generated by the canonical system C1 on J1(2, 1) and
Ψ ≡
2∑
λ=0
∑
i1<...<iλ
∑
I1<...<I2−λ
Ij∈S1
A
I1...I2−λ
i1...iλ
dxi1 ∧ · · · ∧ dxiλ ∧ dpI1 ∧ · · · ∧ dpI2−λ mod C1
≡ A12dx1 ∧ dx2 +A11dx1 ∧ dp1 +A21dx1 ∧ dp2
+A12dx2 ∧ dp1 +A22dx2 ∧ dp2 +A12dp1 ∧ dp2 mod C1,
where A12, A
12 and Aij (i, j ∈ {1, 2}) are functions of x1, x2, z, p1 and p2. By
Proposition 3.15, the GMAE corresponding to the GMAS I is the following
form:
2∑
λ=0
∑
i1<···<iλ
j1<···<j2−λ
{i1,...,j2−λ}={ν1,ν2}
∑
I1<···<I2−λ
Ij∈S1
A
I1...I2−λ
i1...iλ
∆
I1...I2−λ
j1...j2−λ (ν1, ν2 ; z) = 0
(1 ≤ ν1 < ν2 ≤ 2),
that is,
A12 +A
1
1zx1x2 +A
2
1zx2x2 −A12zx1x1 −A22zx2x1
+A12(zx1x1zx2x2 − zx2x1zx1x2) = 0.
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Since zx1x2 = zx2x1 and we put
A := −A12, B := (A11 −A22)/2, C := A21, D := A12, E := A12,
then we have
Azx1x1 + 2Bzx1x2 + Czx2x2 +D + E(zx1x1zx2x2 − z2x1x2) = 0. (4.1)
The equation (4.1) is the classical Monge–Ampe`re equation. Therefore, the
GMAS in this case corresponds to the classical Monge–Ampe`re equation.
Example 4.2 (the case of n = 2,m = 1, k = 1, r = 1, l = 1). Let (x1, x2, z, p1, p2)
be a canonical coordinate system of J1(2, 1). In general, the GMAS I in this
case is generated by the canonical system C1 on J1(2, 1) and
Ψ ≡ A1dp1 +A2dp2 +A1dx1 +A2dx2 mod C1,
where A1, A2, A1 and A2 are functions of x1, x2, z, p1 and p2. By Proposi-
tion 3.15, the GMAE corresponding to the GMAS I is the following equation
introduced by Example 3.12:{
A1zx1x1 +A
2zx1x2 +A1 = 0
A1zx1x2 +A
2zx2x2 +A2 = 0
. (4.2)
The equation (4.2) is the simplest GMAE which is not the classical Monge–
Ampe`re equation.
Example 4.3 (the case of n = 2,m = 1, k = 2, r = 1, l = 2). Let (x1, x2, z, p1, p2,
p11, p12, p22)be a canonical coordinate system of J
2(2, 1). In general, the GMAS
I in this case is generated by the canonical system C2 on J2(2, 1) and
Ψ ≡ Adx1 ∧ dx2 +B1dx2 ∧ dp11 +B2dx2 ∧ dp12 +B3dx2 ∧ dp22
+B4dx1 ∧ dp11 +B5dx1 ∧ dp12 +B6dx1 ∧ dp22
+ C1dp11 ∧ dp12 + C2dp11 ∧ dp22 + C3dp12 ∧ dp22 mod C2,
where A,Bi and Cj (i ∈ {1, 2, . . . , 6}, j ∈ {1, 2, 3}) are functions of x1, x2, z, p1,
p2, p11, p12 and p22. By Proposition 3.15, the GMAE corresponding to the
GMAS I is the following form:
A−B1zx1x1x1 −B2zx1x2x1 −B3zx2x2x1
+B4zx1x1x2 +B5zx1x2x2 +B6zx2x2x2 + C1
∣∣∣∣ zx1x1x1 zx1x2x1zx1x1x2 zx1x2x2
∣∣∣∣
+C2
∣∣∣∣ zx1x1x1 zx2x2x1zx1x1x2 zx2x2x2
∣∣∣∣+ C3 ∣∣∣∣ zx1x2x1 zx2x2x1zx1x2x2 zx2x2x2
∣∣∣∣ = 0.
(4.3)
This equation (4.3) is known as the most general nonlinear third order equation
which is completely exceptional ([4]). In addition, this equation (4.3) include the
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Korteweg-de Vries (KdV) equation. Actually, we put A = zx2 + zzx1 , B11 = −1
and other functions equal to 0, then we get the following equation:
zx2 + zzx1 + zx1x1x1 = 0. (4.4)
The above equation (4.4) is the Korteweg-de Vries equation.
Example 4.4 (the case of n = 2,m = 2, k = 0, r = 2, l1 = 2, l2 = 2). Recall
that J0(2, 2) is simply a (2 + 2) dimensional manifold equipped with the trivial
EDS C0 = {0}. Let (x1, x2, z1, z2) be a local coordinate system of J0(2, 2).
Then we consider the GMAS I generated by the following 2-forms:
Ψ1 := Adx1 ∧ dx2 +A1dx2 ∧ dz1 +A2dx2 ∧ dz2
+A3dx1 ∧ dz1 +A4dx1 ∧ dz2 +A5dz1 ∧ dz2,
Ψ2 := Bdx1 ∧ dx2 +B1dx2 ∧ dz1 +B2dx2 ∧ dz2
+B3dx1 ∧ dz1 +B4dx1 ∧ dz2 +B5dz1 ∧ dz2,
where A,B,Ai and Bi (i ∈ {1, 2, . . . , 5}) are functions of x1, x2, z1 and z2. Then
the GMAE corresponding to the GMAS I is the following:
A−A1z1x1 −A2z2x1 +A3z1x2 +A4z2x2 +A5
∣∣∣∣ z1x1 z2x1z1x2 z2x2
∣∣∣∣ = 0
B −B1z1x1 −B2z2x1 +B3z1x2 +B4z2x2 +B5
∣∣∣∣ z1x1 z2x1z1x2 z2x2
∣∣∣∣ = 0
. (4.5)
This equation (4.5) include the Cauchy–Riemann equations. In fact, we put
A1 = −1, A4 = −1, B2 = −1, B3 = 1 and other functions equal to 0. Then we
have the following equations: {
z1x1 − z2x2 = 0
z1x2 + z
2
x1 = 0
. (4.6)
These equations (4.6) are the Cauchy–Riemann equations.
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