Sampling-based anticipatory algorithms can be very effective at solving online optimization problems under uncertainty, but their computational cost may be prohibitive in some cases. Given an arbitrary anticipatory algorithm, we present three methods that allow to retain its solution quality at a fraction of the online computational cost, via a substantial degree of offline preparation. Our approaches are obtained by combining: 1) a simple technique to identify likely future outcomes based on past observations; 2) the (expensive) offline computation of a "contingency table"; and 3) an efficient solution-fixing heuristic. We ground our techniques on two case studies: an energy management system with uncertain renewable generation and load demand, and a traveling salesman problem with uncertain travel times. In both cases, our techniques achieve high solution quality, while substantially reducing the online computation time.
Introduction
Optimization problems under uncertainty arise in many important application domains, such as production scheduling or energy system management. These problems often benefit from making all or part of their decisions online, reacting and adapting to external events. In this context, stochastic online anticipatory algorithms have proved particularly effective (see e.g. [11] ). However, many of such algorithms have a considerable computational cost, which may be problematic if (as it is often the case) online decisions must be taken within a short time frame.
In most practical settings, however, a substantial amount of time and information is available before the online problem is solved, in an offline phase. We refer to this sort of data as offline information. Usually, it is employed to characterize the uncertain elements and for sampling likely outcomes (i.e. scenarios). We will show how to exploit this information at a much deeper level.
This paper reports and summarizes the methods and the results presented in [7] and accepted for publication at IJCAI 2019.
We propose three hybrid offline/online methods that build over a given, samplingbased, anticipatory algorithm, and allow to match its solution quality at a fraction of the online computational cost: 1) a technique to estimate the probability of future outcomes, given past observations; 2) a scheme for building a "contingency table", with precomputed solutions to guide the online choices; and 3) an efficient fixing heuristic for adapting the precomputed solutions to run-time conditions. We ground our approaches on a (numeric) energy management problem with uncertain loads and generation from Renewable Energy Sources (RES), and on a (discrete) Traveling Salesman Problem with uncertain travel times. We show how our methods reach a solution quality comparable with the anticipatory algorithm, with lower (or dramatically lower) online computational cost.
Background and Related Work
Historically, the literature on optimization under uncertainty has focused on offline problems [17, 19] . These methods usually rely on sampling (yielding a number of scenarios) to obtain a statistical model of future uncertainty.
More recently, improvements in the solution techniques and computational power have enabled the application of similar methods to online optimization. This lead to so-called online anticipatory algorithms, which proved very effective at finding robust, high quality, solutions as uncertainty slowly reveals itself [11] . Notable algorithms and results are described in [5, 2, 3, 15, 6] .
Online anticipatory algorithm typically rely on scenario sampling to estimate the possible developments for a fixed number of future steps, known as look-ahead horizon. Larger sample sizes result in higher accuracy, but also in more and bigger (possibly NP-hard) problems to be solved. Considerable research effort has therefore focused on improving the efficiency of these algorithms [2, 4, 14] . The approaches from [12, 16, 13] attempt instead to reduce the number of scenarios by increasing their relevance by taking into account past observations while sampling.
"Taming" an Anticipatory Algorithm
Our goal is reducing the online computational cost of a given sampling-based anticipatory algorithm, referred to as A, by exploiting the existence of an offline phase. Such A algorithm is the main input for all our methods.
Similarly to [11] , we view online optimization under uncertainty as a stochastic nstage problem. At each stage some uncertainty is resolved, and some decision must be made. A stage k is associated to a decision variable x k (e.g. the power flows between loads and generators) and a state variable s k (summarizing the effect of past decisions). All variables may be vector-valued.
We assume that uncertainty is exogenous, i.e. not affected by the decisions (e.g. the RES generation does not depend on how we choose to route it), and modeled via a set of random variables ξ i . Which variables are observed at each stage depends on the state, and is controlled by a peek function: O = peek(s k ) which returns a set O with the indices of the observed variables. We will use the notation ξ O to denote the observed ξ variables, and ξŌ for the unobserved ones.
Base Anticipatory Algorithm Sampling-based algorithms rely on scenarios to estimate future outcomes. Formally, a scenario ω specifies a value ξ ω i for all the random variables. Given a set Ω of scenarios, the system state s k , and values for ξ O corresponding to the observed uncertainty, we assume that A can compute the decisions for stage k:
Once the decisions are computed, the next state can be determined. This is controlled via a state transition function next that, based on the current state, decisions, and observed uncertainty, computes:
Given the initial state s 1 , a set of scenarios Ω, and a set of values sampled from ξ k (which represent the online observations), we can simulate the execution of the method via Algorithm 1. The O set is assumed to be initially empty. This generic anticipatory algorithm will be referred to as ANTICIPATE in the remainder of the paper. OFFLINE INFORMATION Defining a representative set of scenarios Ω is critical for the approach effectiveness and it is usually done by exploiting the available offline information. Here, we assume that the such offline information is a collection of observed uncertain values. This definition captures many practical cases (e.g. forecasts or predictions, historical data, data from test runs). More importantly, this means that the offline information is in fact a collection of scenarios. We will denote the offline information as I, index its element with ω, and assume (as it is usual) that I is representative of the true probability distribution of the random variables. A set Ω of scenarios for ANTICIPATE can be obtained by sampling a number of elements from I.
Basic Contributions
All our methods rely on three techniques, which will be described in this section.
PROBABILITY ESTIMATION FOR SCENARIO SAMPLING: Using a fixed set of scenarios (as in ANTICIPATE) is beneficial when the ξ i variables are statistically independent. When they are not, however, the set of scenarios may loose relevance as uncertainty is resolved. For example, a scenario based on a cloudy day forecast becomes less likely if fair weather is observed at the beginning of online execution. Formally, at stage k we wish to sample scenarios that are likely to occur given the past observations, i.e. to sample the unobserved variables ξŌ according to the conditional distribution P (ξŌ | ξ O ). If we draw the scenarios from the offline information (which guarantees physically meaningfulness), then sampling requires to estimate the conditional probabilities of the elements in I. From basic probability theory, this is given by the ratio of two joint probabilities:
is the probability that observed values occur together with the remaining predictions from the scenario, and P (ξ O ) is the probability that the values are observed. The joint probability at the numerator can be approximated via any density
estimation method, such as Kernel Density Estimation [20] , Gaussian Mixture Models [10] , or recent Deep Learning techniques such as Normalizing Flows [18] and Real NVP [8] . Any such method can be trained on the offline information to obtain an es-timatorP (ξ) for the joint distribution of the random variables. An estimator for the distribution P (ξ O ) at the denominator can then be derived fromP (ξ) via marginalization, i.e. by averaging the contribution of the unobserved variables. We perform this step over all possible completions of the observed values in the offline information. Overall, we have:
This estimator defines a discrete distribution over the offline information I. The chosen marginalization technique guarantees an estimate that is approximately proportional (not approximately equal) to the true P (ξ O ). Hence, we have that:
Sampling from I according to Equation (4) yields scenarios with a distribution that takes into account the observed values. BUILDING A CONTINGENCY TABLE: If a significant amount of time is available in the offline phase, we can exploit the offline information more aggressively, by trying to prepare for each likely future development. Intuitively, we can treat each scenario ω ∈ I as if it were an actual sequence of online observations, and process it via some anticipatory algorithm. By doing this, we build a pool of solutions that can then be used to guide an online method. The process is outlined in Algorithm 2, which requires as input the initial state s 1 of the system, and a solution algorithm AA, accepting the same parameters as ANTICIPATE. The result is an augmented version of the offline information, where each scenario ω is additionally associated to the sequence of states s ω visited by the algorithm and its sequence of decisions x ω . We refer to this data structure as contingency table, and to its elements as traces. We denote the table as T .
FIXING HEURISTIC: We use the traces from T to guide an efficient fixing heuristic, which tries to choose decisions having the largest chance of being optimal. Formally, it solves:
where P * is the probability that the chosen x k is optimal, given the state s k and the observed uncertainty. The X k set represents the feasible decision space, which is defined via problem-dependent constraints and auxiliary variables. Closed-forms for P * can be obtained separately for discrete and numeric problems, based on the contingency table. Overall, in case of discrete decisions, the problem from Equation (6) translates into:
where · denotes the truth value of a predicate, D j is the domain of x kj , and:
Here, P (ω) is a compact notation for the probability that we reach the same state as trace ω, and then everything goes according to plan. It can be approximated using:
whereP (ξŌ | ξ O ) is the estimator from Equation (4), andP (s sk+1 | s k ) is a second estimator obtained via similar means. The cost function in Equation (7) is linear if a one-hot encoding is adopted for x kj , and the size of T affects only the computation of the p jv values. Overall, the problem is efficient to solve. In case of numeric decisions, we have instead:
with:
The cost function is quadratic and convex, and the problem size is small due to the same arguments as Equation (7). Intuitively, the discrete version of the heuristic is related to minimizing weighted discrepancies w.r.t. the traces in T , i.e. to weighted Hamming distances. The numeric version is instead related to weighted Euclidean distances. The pseudo-code for the heuristic is provided in Algorithm 3. The only difference with the process described so far is that the p jv and p ω probabilities may be computed based on a subset Ω of the full contingency table. This may be useful to bias the choice of the online decision according to the most relevant traces.
Sample Ω from T , according to Equation (4) 
Hybrid Offline/Online Methods
Our three solution methods can now be defined with relative ease, by combining the techniques just described.
ANTICIPATE-D Our first hybrid method is obtained from ANTICIPATE by simply replacing the static set of samples with a dynamically adjusted one. The dynamic set can be populated according to the estimated probabilities from Equation (4), so as not to loose relevance: this may enable to reach similar solution qualities with fewer scenarios, at the cost of training an estimator offline. We refer to this approach as ANTICIPATE-D, and its pseudo-code is in Algorithm 4 CONTINGENCY The second method is based on the idea of computing robust solutions for the scenarios in the offline information, and then use them as guidance for the FIXING heuristic. Robust solutions are obtained by using ANTICIPATE, so that hopefully the (fast) fixing heuristic will be able to match their quality: the price to pay is a hefty offline computational effort. We refer to this approach as CONTINGENCY, and its pseudo-code is reported in Algorithm 5.
CONTINGENCY-D Our final method is similar to the previous one, except that the contingency table is populated with non-robust solutions. This is done by using ANTIC-IPATE with a single scenario, given by the values of ξ ω (i.e. the pretend online observations). This technique (referred to as ANTICIPATE 1 ) provides perfect information about the future, so that achieving robustness is entirely delegated to the FIXING heuristic. The approach is likely to loose reliability, but has two important advantages: 1) lower offline computational costs; and 2) while ANTICIPATE is a stochastic algorithm, ANTICIPATE 1 is deterministic. So, this method may provide anticipatory-like results even when no anticipatory algorithm is available. We refer to this method as CONTINGENCY-D, and its pseudo-code is reported in Algorithm 6.
Grounding the Approaches
Grounding our approaches requires to specify: 1) the x, s and ξ variables, 2) the peek and next functions, 3) the sampling-based algorithm A, and 4) the feasible space X k for the FIXING heuristic. Additionally, evaluating the solution quality requires to define 5) a cost metric.
We show how this can be done in two case studies: 1) a Virtual Power Plant energy management problem with numerical decisions; and 2) a combinatorial Traveling Salesman Problem with uncertain travel times. In both cases, the input anticipatory algorithm A is given by a Mathematical Programming model, based on the Sample Average Approximation. The models are slight improvements over those by [6] , whose work brought to attention the interplay between offline and online phases. Both approaches are serviceable, but not necessarily representative of the state-of-the-art (especially for the TSP). We focus on the minimal information needed.
Experimentation
We empirically evaluated the three hybrid offline/online methods on realistic instances for the two case studies. The baseline in both cases are myopic heuristics, obtained by running ANTICIPATE with an empty set of scenarios.
Our methods are evaluated over different uncertainty realizations, obtained by sampling the random variables for the loads and RES generation in the VPP, and for the travel times in the TSP. In both cases, we use models of uncertainty that ensure realistic statistical dependence between the variables. These models are used to obtain the offline information I and the sequences of observations for the actual experiments. For the VPP, grid electricity prices change every 15 minutes, which is also the duration of our online stages. New offline information (e.g. market prices) becomes available every day, hence our horizon corresponds to 24 × 4 = 96 stages. We use (real) physical bounds for power generation from [1, 9] . The initial battery state, efficiency, and power flow limit are also based on real data [1, 9] . The same goes for the data, which is also from [9] . Different instances have then been obtained by manually scaling load and RES generation. For the TSP we use classical benchmarks 1 , by including problems from 10 to 40 nodes. In the TSP each stage represents a visit, hence our horizon corresponds to the total number of nodes. We use Kernel Density Estimation (KDE with Gaussian Kernels) to obtain all approximate distributions. As an underlying solver we use Gurobi 2 , which can handle both MILPs and Quadratic Programs. Each evaluated algorithm (in each considered configuration) is run 50 times, with the same 50 sequences of realizations. We use a time limit of 300 seconds for both the VPP and the TSP. For each run we record both the time required by each approach and the corresponding solution cost, and we report their average values over the 50 realizations. In all cases, |I| = |T | = 100, and for the CONTINGENCY method, the contingency table is built using ANTICIPATE with 20 scenarios. Due to space constraints, we report results only for a few representative instances.
The offline training times of the KDE models are roughly the same for all the three hybrid methods (∼ 65 sec for the VPP and ∼ 32 sec for the TSP). Building the contingency tables for CONTINGENCY takes ∼ 6, 000 sec in the VPP and ∼ 15, 000 sec in the TSP, but only ∼ 400 and ∼ 2, 000 sec for CONTINGENCY-D. In Section 5 we show the cost/quality tradeoff of the proposed methods and of ANTICIPATE for the VPP (base instance) and for the TSP (a representative 20 customers instance). The use of a dynamic Ω set of scenarios allow ANTICIPATE-D to work better than ANTICIPATE. The CONTINGENCY method is surprisingly close in terms of quality to the original anticipatory algorithm, especially considered that its online computational cost is dramatically smaller (one to two orders of magnitude). CONTINGENCY-D performs (as expected) slightly worse than CONTINGENCY, but it still much better than the myopic heuristic. Increasing the number of guiding traces is beneficial for both methods, and in particular for CONTINGENCY-D.
Conclusion
We have presented three methods that can be applied to a generic anticipatory algorithm to reduce its online computational effort by exploiting offline information. In particular, both CONTINGENCY and CONTINGENCY-D are dramatically faster than AN-TICIPATE during online operation. Between the two of them CONTINGENCY is significantly more reliable in terms of quality, but may require a substantial amount of offline computation. The ANTICIPATE-D technique provides a modest advantage in terms of solution time, but can match and even surpass ANTICIPATE in terms of quality.
The ability to shift part of the computational cost to an offline stage provides a significant degree of flexibility to stochastic anticipatory algorithm, and likely to increase their applicability. We believe there is room for improving the scalability and efficiency of our methods, and achieving this goal is part of our current research directions.
