Nile is a multi-disciplinary project building a distributed computing environment for HEP. It provides wide-area, fault-tolerant, integrated access to processing and data resources for collaborators of the CLEO experiment, though the goals and principles are applicable to many domains. Nile has three main objectives: a realistic distributed system architecture design, the design of a robust data model, and a Fast-Track implementation providing a prototype design environment which will also be used by CLEO physicists. This paper focuses on the software and wide-area system architecture design and the computing issues involved in making Nile services highly-available.
The Challenge and Goals
The main goals of the Nile project are to build a scalable environment that gives access to a widely distributed set of resources for storing and processing HEP events, to increase the processing speed of computations, and to broaden access to event data so that analyses can be performed at geographically dispersed sites. The main obstacles in achieving these goals are the amount of data recorded by the CLEO experiment 1], and the data processing demands of the computing environment in the form of CPU cycles, network bandwidth and latency, and storage. To add to the complexity, di erent forms of computation impose di erent burdens on processing resources (either CPU bound or I/O bound).
In the CLEO II experiment, a typical hadronic event is 8 kB, and grows to 20 kB when the results of event reconstruction are added to the event record. About 10 6 events are recorded each day, resulting in the production of about 1 TB of analyzed data per year. The actual amount of data transferred for each event during analysis depends upon the details of the Nile Data Model 3] . Approximately 3,000 SPECints of distributed CPU power per year are necessary for continuous event reconstruction on the incoming data. Another 7,000 SPECints are necessary for continuous Monte Carlo simulation of events, and 2,000 SPECints for analysis. Current plans for the improvement of the CESR storage ring and the CLEO III upgrade 2] will increase these requirements by a factor of ten within four years. A major requirement of Nile is scalability. Nile is designed not only to handle today's load, but also to allow for signi cant increases in the amount of data processed and the number of users accessing it. Its scalable design allows Nile to be applied to other areas with even larger scope than HEP data processing.
Nile must be manageable. That is, it should not force a more rigid and di cult management regimen upon its users. In e ect, the solution must be self-managing. For example, when a software component fails, it should be restarted automatically or replaced. When a computer fails in the middle of processing a job, or a piece of a job, it should be restarted and the processing of the job seamlessly resumed where it was interrupted.
Availability is also a requirement of Nile. Availability refers to three important features: the system remains live despite hardware, software, and network faults; it allows access to data from within the local site as well as from remote sites; and it allows transparent access to di erent sets of data attributes, whether cached on disk or in a tape archive.
Distributed computing addresses the issues of scalability, manageability, and accessibility. But \distributed computing" refers not only to using multiple machines to process jobs, but also to:
splitting jobs into smaller pieces so that the processing time can be lowered and so that otherwise idle processors can be used more e ectively, avoiding any single point of failure for crucial system services (this is also called \high availablity"), running computations at remote sites, and managing them, to take advantage of faster processors and proximity to data, locating data throughout the network and closer to the CLEO collaborators to increase processing speed. An important concern for Nile is the use of existing equipment and the ability to use a variety of di erent equipment and operating systems in the future. Nile is designed to abstract the details of heterogeneous hardware so that it can direct the use of appropriate hardware based on the type of job being run. Furthermore, Nile allows jobs to be speci ed in abstract, hardware-independent languages so that machine type is less important.
Broad Applicability
The nal requirement of Nile is to ensure that the developed technology and system are applicable to other disciplines. To this end, Nile 
Nile System
Nile software is a collection of servers and processes, implementing a distributed processing environment for HEP computational tasks. Within the Nile architecture, critical components are replicated (i.e., made fault-tolerant) to make them highly-available. For components that are not replicated, the Nile architecture provides mechanisms to manage failures as they occur.
Global Architecture
The Nile servers form a distributed system hierarchy; Figure 1 shows the toplevel. The Global Manager is a replicated service, providing communication between \sites" 5]. Dashed ovals represent sites, which are collections of computers in close proximity under a single administrative domain. Sites are designed to operate autonomously, but the Global Manager facilitates coordination between them in the event that a site cannot process a job.
The Global Manager is a fault-tolerant service; that is, the replicas of this service run on separate computers. These Global Manager replicas form a process group which implements the service. Each replica contains a complete copy of the global state of the Nile system, and can serve in all capacities as the Global Manager. Speci cally, if one machine running a Global Manager replica crashes or becomes partitioned from the rest of the network, the other replica(s) are not blocked, and can easily compensate for the unavailable replica. Isis provides consistent and reliable replication for the system state data within the Global Manager process group. It maintains the membership of the process group and ensures a consistent view of the group and its state throughout the network. Furthermore, Isis provides special multicast primitives to simplify communication withing process groups. Equally important for Nile, Isis does not restrict the members of a process group to a single hardware platform or operating system.
Job Processing
A user submits her/his computational task, or \job", to the local Site Manager (Section 2.3). If possible and e cient (including both computation and data access), the Site Manager will process the job completely within that site; if not, the Site Manager forwards the request to the Global Manager. The Global Manager may break the job into sub-jobs and distribute these to various Site Managers throughout the entire Nile system. Each sub-job is treated by the Site Manager as if it were a local user's complete job (though it reports the results to the Global Manager).
Rather than run a job locally and move large amounts of data through the wide-area network, we may need to migrate jobs to minimize long-distance network data transfer. As output data sets are orders of magnitude smaller than input data sets, with limited bandwidth it is far more e cient to transfer output data.
Site Architecture
Each site contains a process group forming the Site Manager as shown in Figure 2 . The Site Manager is also a replicated service. It receives job requests from users, and is responsible for coordinating job processing within the site. It does this by breaking the job into sub-jobs and passing them to the various \Providers" (described below), if resources are available. Otherwise, it passes the entire job to the Global Manager. In all cases, it collects output and intermediate results for its 4 local users. To accomplish its tasks, the Site Manager communicates with other servers within its site. These servers provide processing and data resources for job processing as follows.
The Provider is the logical representation of a computer within Nile. Its main purpose is to run sub-jobs on the computer it represents. Running Nile jobs involves coordinating job initialization (which could include compiling, translating, or linking a program), connecting data sources and sinks, monitoring and reporting job progress, and maintaining an appropriate environment.
The Provider abstracts the details of the target computer from the Site Manager and provides a common interface to heterogeneous computing resources within Nile. The Provider makes a pro le of the computer for the Site Manager so that it can decide whether and which part of a job should run on the computer. The Provider also implements local administrative control over the use of the target machine, including user restrictions and resource utilization limits.
Data Servers are the primary sources for event data within Nile. There may be many (or no) Data Servers at a site. Each job requires a connection to a Data Server to acquire the data it needs. Data Servers provide pro le information to the Site Manager so that it can make a decision about where to process a job. If the data are not stored locally or are stored inconveniently, then the Site Manager may, with the Global Manager's help, migrate the job to another site, or run the job locally with a data connection to a remote Data Server.
Evolution
The Nile architecture has been designed with evolution in mind. The rst step in achieving its goals is the creation of the Nile Fast-Track Implementation 6], which builds a signi cant portion of the architecture of a site but does not address any data model issues. The second stage is to build the full functionality described here, including the data model 3], for a single site. Finally, the site structure will be extended to several sites, fully incorporating the wide-area architecture.
