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Resumo
Dualidades Eletromagne´ticas no Espac¸o-Tempo
Na˜o-Comutativo e Formalismos Simple´ticos
Davi Cabral Rodrigues
Clo´vis Jose´ Wotzasek
Wilson Oliveira
Resumo da Tese de Doutorado submetida ao Programa de Po´s-Graduac¸a˜o em
F´ısica. Instituto de F´ısica, da Universidade Federal do Rio de Janeiro - UFRJ, como
parte dos requisitos necessa´rios a` obtenc¸a˜o do t´ıtulo de Doutor em Cieˆncias (F´ısica).
O estudo de teorias de espac¸o-tempo na˜o-comutativo tem atra´ıdo muita atenc¸a˜o
nos u´ltimos anos, o que se deve essencialmente a duas razo˜es: i) teorias desse tipo
aparecem como casos limites de modelos f´ısicos a priori comutativos, como e´ o caso
de teoria de cordas no limite de Seiberg-Witten e o de uma part´ıcula no mais baixo
n´ıvel de Landau; ii) por si mesmas sa˜o teorias de interesse f´ısico, pois possuem pro-
priedades bem particulares pro´ximas a va´rias expectativas, de gravitac¸a˜o quaˆntica
a efeito Hall quaˆntico fraciona´rio.
Apresentamos nesta tese uma recente proposta de gauge embedding baseada no
formalismo simple´tico de sistemas vinculados e analisamos extenso˜es de dualidades
eletromagne´ticas cla´ssicas para o espac¸o-tempo na˜o-comutativo em 3D e em 4D. A
ana´lise dessas dualidades no espac¸o tempo na˜o-comutativo e´ importante pois dual-
idades estabelecem equivaleˆncias na˜o-triviais de formulac¸o˜es de uma mesma teoria,
levando a` descoberta de novas expresso˜es e novas propriedades f´ısicas. Em par-
ticular, e´ sabido que em 4D no limite de campos lentamente variantes (CLV), o
paraˆmetro da na˜o-comutatividade θ e´ transformado em seu dual Hodge ⋆θ via du-
alidade eletromagne´tica, essa transformac¸a˜o conecta na˜o-comutatividade no espac¸o
somente com na˜o-comutatividade entre tempo e espac¸o. Nesta tese estendemos essa
vdualidade para 3D, avaliamos a necessidade do limite de CLV em 4D e em 3D, es-
tudamos o caso tridimensional com massa topolo´gica e estabelecemos uma extensa˜o
na˜o-comutativa para o modelo autodual, esclarecendo certo conflito existente na
literatura.
Tambe´m aqui apresentamos o desenvolvimento de uma recente te´cnica de gauge
embedding, baseada no tratamento simple´tico de sistemas vinculados que ja´ foi apli-
cada em alguns modelos, tanto comutativos quanto na˜o-comutativos, tendo con-
seguido reproduzir com sucesso resultados obtidos atrave´s de outros me´todos. Con-
sideramos que esse recente me´todo e´ promissor e esperamos que seu desenvolvimento
conduza a soluc¸o˜es de problemas f´ısicos atuais.
Palvras-chave: na˜o-comutatividade, dualidade, formalismos simple´ticos, mapa de
Seiberg-Witten, eletromagnetismo, massa topolo´gica.
Rio de Janeiro
Setembro de 2006
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Abstract
Electromagnetic Dualities on Noncommutative Space-Time
and Symplectic Formalisms
Davi Cabral Rodrigues
Clo´vis Jose´ Wotzasek
Wilson Oliveira
Abstract da Tese de Doutorado submetida ao Programa de Po´s-Graduac¸a˜o em
F´ısica. Instituto de F´ısica, da Universidade Federal do Rio de Janeiro - UFRJ, como
parte dos requisitos necessa´rios a` obtenc¸a˜o do t´ıtulo de Doutor em Cieˆncias (F´ısica).
The study of noncommutative space-time theories has being attracting much
attention in the last years, this is mainly due to two reasons: i) these theories
appear as limiting cases of physical models which are a priori commutative, e.g.,
strings in the Seiberg-Witten limit and a charged particle in the Lowest Landau
Level; ii) by themselves these theories are of physical interest, since they have very
particular properties which are close to many expectations, from quantum gravity
to fractionary quantum Hall effect.
In this thesis we present a recent proposal for gauge embedding inspired in the
symplectic formalism for constrained systems and we analyze extensions of classical
electromagnetic dualities to the noncommutative 3D and 4D space-times. This
investigation is important since dualities establish nontrivial equivalences between
different formulations of the same physical theory, leading to the discovery of new
expressions and new physical properties. In particular, it is known that in the
slowly varying fields (SVF) limit, the noncomutativity parameter θ becomes its
Hodge dual ⋆θ through the 4D electromagnetic duality, this transformation connects
space noncommutativity with noncommutativity between space and time. In this
vii
thesis we extend this duality to the 3D space-time, evaluate the necessity of the
SVF limit in 4D and in 3D, study the 3D case with topological mass and establish
a noncommutative extension to the the selfdual model, clarifying certain conflict
found in the literature.
We also present here the development of a recent technique of gauge embedding,
inspired in the symplectic handling of constraints which has already been applied in
a number of models, both commutative and noncommutative, and success has been
achieved in reproducing results obtained by other methods. We consider that this
recent method is promising and we hope that its development will be helpful to the
solution of current physical problems.
Keywords: noncommutativity, duality, symplectic formalisms, Seiberg-Witten map,
electromagnetism, topological mass.
Rio de Janeiro
Setembro de 2006
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1Cap´ıtulo 1
Introduc¸a˜o
Desde as origens da cieˆncia moderna sempre coube aos cientistas o trabalho de elab-
orac¸a˜o de teorias e verificac¸a˜o dessas atrave´s da experieˆncia. Com o passar do tempo,
mais fenoˆmenos vieram a ser explicados pela cieˆncia e com maior precisa˜o, paralela-
mente as teorias foram se tornando mais complexas, exigindo cada vez mais trabalho
teo´rico. No se´culo XVII, um cidada˜o interessado era capaz de ler os u´ltimos tratados
cient´ıficos de seu tempo, como o Dia´logos Sobre as Duas Novas Cieˆncias (1638) de
Galileu Galilei; entretanto, a partir do se´culo XX, mesmo os conceitos mais ba´sicos
da f´ısica dificilmente sa˜o compreendidos por na˜o-cientistas1. Os livros atuais volta-
dos para o pu´blico leigo, antes de descreverem superficialmente as pesquisas atuais,
precisam introduzir os fundamentos da f´ısica que foram estabelecidos no in´ıcio do
se´culo passado! Esse alto grau de distanciamento da cieˆncia contemporaˆnea pode,
por outo lado, ser visto como um ind´ıcio de que a cieˆncia estaria realmente rumando
de acordo com seus princ´ıpios de buscar pelos fundamentos da Natureza a despeito
das crenc¸as e apelos este´ticos da sociedade de seu tempo2. Atualmente ha´ ind´ıcios
de que estejamos pro´ximos da teoria f´ısica fundamental, a qual provavelmente ad-
viria da teoria de cordas (ou teoria M). Espera-se que resultados do Large Hadron
1O filo´sofo K. Popper ale´m de interesse pela f´ısica teve contato com grandes f´ısicos de seu tempo
e argumentou que uma interpretac¸a˜o da mecaˆnica quaˆntica deveria caber a` filosofia. Todavia, ao
apresentar sua interpretac¸a˜o em um cap´ıtulo de A lo´gica da pesquisa cient´ıfica (1934), se aventurou
ale´m do que poderia e incorreu em erros ba´sicos, como ele mesmo admite em edic¸o˜es subsequ¨entes.
2Esta questa˜o na˜o e´ de forma alguma simples, mas na˜o entraremos em mais detalhes.
2Collider (LHC), cujas atividades comec¸ara˜o no pro´ximo ano, auxiliem na escolha
do caminho a se seguir para a consolidac¸a˜o da teoria de cordas.
A f´ısica atingiu um grau de refinamento teo´rico que a possibilita dar grandes
saltos na compreensa˜o da Natureza atrave´s da inspec¸a˜o de sua estrutura formal e
da criac¸a˜o de novas estruturas cuja correspondeˆncia com a Natureza so´ e´ entendida
posteriormente. Nesse esp´ırito, P. A. M. Dirac certa vez enunciou
It is more important to have beauty in one’s equations than to have them
fit experiment (...) because the discrepancy may be due to minor features
that are not properly taken into account and that will get cleared up with
further developments of the theory.
Embora a proposta original de C. N. Yang e R. L. Mills [1] tenha se demonstrado
incorreta, se seu trabalho tivesse sido descartado hoje na˜o ter´ıamos o modelo padra˜o.
A interpretac¸a˜o f´ısica original realmente era problema´tica, mas sua estrutura formal,
a despeito das se´rias dificuldades iniciais, continha a chave para o entendimento das
forc¸as nucleares. Segundo o pro´prio C. N. Yang:
We did not know how to make the theory fit experiment. It was our
judment, however, that the beauty of the idea alone merited attention.
Durante a formulac¸a˜o da mecaˆnica quaˆntica, os f´ısicos da e´poca, com destaque
para W. Heisenberg, perceberam que as grandezas cla´ssicas expressas por func¸o˜es
reais deveriam ser abandonadas em favor de novas grandezas dadas por operadores
cujo comutador na˜o e´ necessariamente nulo. A partir de enta˜o, tornou-se claro que
o espac¸o de fase de um sistema f´ısico e´ verdadeiramente na˜o-comutativo. Todavia,
somente va´rias de´cadas mais tarde, a geometria desses espac¸os veio a receber uma
formulac¸a˜o geome´trica precisa [2]. Esses avanc¸os conceituais motivaram a busca
por novas aplicac¸o˜es da geometria na˜o-comutativa na f´ısica [3, 4, 5] e da revisa˜o da
antiga proposta de espac¸o quaˆntico de H. S. Snyder [6]. Em particular foi descoberto
3que, sob certo limite de baixa energia, a teoria de cordas preveˆ um espac¸o f´ısico na˜o-
comutativo [4, 5, 7].
Muito do significado dessas teorias de espac¸o-tempo na˜o-comutativo na˜o e´ enten-
dido, mas seus aspectos formais tornam-se a cada dia mais ricos. Uma nova revoluc¸a˜o
pode estar bem pro´xima. Na˜o e´ claro ate´ que ponto tais teorias devam ser vistas
como fundamentais ou como efetivas, talvez a utilidade delas seja somente para da-
dos fenoˆmenos espec´ıficos, como o efeito Hall quaˆntico ou como forma de modelar um
sistema no mais baixo n´ıvel de Landau; mas podem se revelar ate´ como uma proposta
de teoria fundamental alternativa a` teoria de cordas. As teorias U∗(N) (teorias U(N)
na˜o-comutativas) possuem propriedades na˜o encontradas em outros modelos f´ısicos
conhecidos; em particular, transformac¸o˜es de coordenadas sa˜o um subgrupo de suas
transformac¸o˜es de calibre, o que as torna fortes candidatos para modelar gravitac¸a˜o
quaˆntica. Ademais, em um espac¸o na˜o-comutativo, ha´ uma relac¸a˜o de incerteza
no pro´prio espac¸o f´ısico que o torna “embassado”(“fuzzy”), pontos sa˜o dissolvidos
em pequenos planos “enevoados”, tal como ocorre no ja´ tradicional espac¸o de fase
quaˆntico. Caracter´ıstica que e´ bem vinda para a compatibilizac¸a˜o da gravitac¸a˜o
com a teoria quaˆntica, dado que por um lado a teoria quaˆntica dita que e´ necessa´rio
uma quantidade de energia cada vez maior para examinar partes cada vez menores
do espac¸o, enquanto a relatividade geral impo˜e que energia curva o espac¸o-tempo;
o que leva a um colapso da geometria usual do espac¸o-tempo em regio˜es da ordem
do comprimento de Planck.
Mais antigo que o conceito de na˜o-comutatividade em f´ısica e´ o de dualidade,
cuja origem pode ser trac¸ada desde as observac¸o˜es de O. Heaviside [8] no final do
se´culo XIX. Assim como na˜o-comutatividade, o conceito de dualidade foi revigorado
nos u´ltimos anos. Em particular devido a`s conexo˜es que as dualidades fornecem
a`s teorias de cordas, unificando todas as formulac¸o˜es, o que deu origem a` chamada
segunda revoluc¸a˜o (para introduc¸o˜es veja as Refs. [9]).
4Treˆs conceitos formais f´ısicos3 desempenham um papel de destaque nesta tese:
na˜o-comutatividade, dualidade e geometria do espac¸o de fase (geometria simple´tica).
Esta tese foi elabordada sem pressupor que o leitor ja´ tenha familiaridade com essas
a´reas e sua conexa˜o com a f´ısica. Os resultados por no´s obtidos podem ser divididos
entre os referentes a` criac¸a˜o do me´todo simple´tico de calibre [10, 11] (Sec¸a˜o 3.2),
o sobre a extensa˜o da dualidade dos modelos Maxwell-Chern-Simons e autodual
para o espac¸o-tempo na˜o-comutativo [12] (Sec¸a˜o 5.1) e, por fim, sobre a dualidade
eletromagne´tica sem massa topolo´gica em 3D e 4D [13] (Sec¸a˜o 5.2).
No pro´ximo cap´ıtulo introduzimos ou revisamos sucintamente alguns conceitos
ba´sicos que sera˜o u´teis para toda a tese, como geometria diferencial (a notac¸a˜o
de formas diferenciais em especial), eletromagnetismo em D dimenso˜es, grupos
SU(N), massa topolo´gica e uma apresentac¸a˜o das dualidades eletromagne´ticas com
eˆnfase nas te´cnicas que sera˜o usadas posteriormente. No Cap. 3 apresentamos
uma introduc¸a˜o a` geometria simple´tica no espac¸o de fase e ao chamado formalismo
simple´tico, em seguida apresentamos o me´todo simple´tico de calibre. O Cap. 4
e´ exclusivamente dedicado a uma introduc¸a˜o sobre na˜o-comutatividade no espac¸o-
tempo. Procuramos apresentar os to´picos necessa´rios ao cap´ıtulo seguinte e mais
alguns que nos parecem convenientes para dar uma melhor visa˜o geral a` questa˜o.
Quanto a esse u´ltimo ponto, muito mais poder´ıamos acrescentar, muitos assun-
tos interessantes tiveram de ficar de fora, como transformac¸o˜es de Lorentz, mas
acreditamos que o material apresentado, junto das refereˆncias indicadas, ja´ seja o
suficiente para uma compreensa˜o razoa´vel do quadro geral. No Cap.5 apresentamos
os dois resultados independentes sobre dualidade eletromagne´tica no espac¸o-tempo
na˜o-comutativo. Por fim, o u´ltimo cap´ıtulo e´ dedicado a`s nossas concluso˜es e per-
spectivas futuras.
3Sa˜o f´ısicos no sentido de estarem associados a interpretac¸o˜es f´ısicas. A abordagem desta tese
e´ f´ısica e na˜o matema´tica.
5Cap´ıtulo 2
Teorias U(N ) em D dimenso˜es e
modelos duais
2.1 Notac¸a˜o e to´picos sobre geometria diferencial
O principal objetivo desta sec¸a˜o e´ estabelecer a notac¸a˜o, para isso revisaremos de
forma breve algumas propriedades de geometria diferencial. De particular inter-
esse e´ a notac¸a˜o de formas diferenciais. E´ natural se questionar se essa notac¸a˜o
realmente e´ relevante para a f´ısica ou para a tese em questa˜o. Por se tratar de
uma notac¸a˜o, os mesmos conceitos podem ser sempre expressos de atrave´s de outros
meios, mas a importaˆncia de uma boa notac¸a˜o nunca deve ser subestimada, pois
permite analisar o mesmo problema atrave´s de outros aspectos e pode possibili-
tar uma soluc¸a˜o muito mais ra´pida, se atendo aos conceitos fundamentais em vez
da extensos ca´lculos ou expresso˜es. A notac¸a˜o de formas diferenciais e´ bem mais
“limpa” que a notac¸a˜o tensorial (que nada mais e´ do que a expressa˜o componente
por componente das formas) e trata dos objetos f´ısicos ou matema´ticos diretamente
a despeito de particularidades do sistema de coordenadas. Na˜o importa qual a
transformac¸a˜o de coordenadas utilizada, uma k-forma A e´ sempre expressa por
A, enquanto seu tensor correspondente Aµ1µ2...µk precisa se transformar de acordo.
Operac¸o˜es frequ¨entemente aqui utilizadas, como dualidade Hodge e diferenciac¸a˜o
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externa, sa˜o simplesmente dadas por ⋆A e dA enquanto na notac¸a˜o de componentes
assumem o aspecto ǫµ1µ2....µkν1ν2...νD−kAµ1µ2...µk e ∂[νAµ1µ2...µk]. Enfim, dada a simpli-
cidade da notac¸a˜o mais moderna de formas diferenciais, a pergunta na˜o deveria ser
se e´ necessa´rio recorrer a essa notac¸a˜o, mas sim se todas as vezes que a notac¸a˜o de
componentes foi utilizada isso realmente foi necessa´rio.
Esta apresentac¸a˜o na˜o visa ser matematicamente rigorosa. Algum contato ante-
rior com conceitos ba´sicos de geometria diferencial e´ pressuposto. Va´rios resultados
sera˜o mencionados sem demonstrac¸a˜o. Introduc¸o˜es mais detalhadas sobre o tema
podem ser vistos, por exemplo, nas Refs. [14, 15, 16, 17].
Vetores no espac¸o Euclideano IEn se encontram nesse pro´prio espac¸o e na˜o e´
importante especificar a que ponto p ∈ IEn certo vetor desse espac¸o esta´ associado,
pois a geometria do espac¸o Euclideano e´ ideˆntica em todos seus pontos. SejaM uma
variedade D-dimensional, associa-se a cada ponto p ∈ M um espac¸o vetorial TpM
chamado de espac¸o tangente aM em p. Assim, um vetor associado aM pertence ao
espac¸o tangente a M em certo ponto p ∈M . O espac¸o TpM tem a mesma dimensa˜o
de M , ou seja, D. O espac¸o dado pela unia˜o de todos os espac¸os tangentes a M e´
o fibrado tangente, cuja dimensa˜o e´ 2D, e escreve-se1
TM :=
⋃
p∈M
TpM. (2.1)
Como TpM e´ um espac¸o vetorial, existe um espac¸o vetorial dual a esse, que
denotaremos por T ⋆pM , cujos elementos associam um nu´mero real a cada vetor de
TpM , ou seja,
ω ∈ T ⋆pM ⇔ ω : TpM → IR. (2.2)
O espac¸o T ⋆pM e´ chamado de espac¸o cotangente a M em p. Reciprocamente, V ∈
TpM ⇒ V : T ⋆pM → IR. Analogamente ao fibrado tangente, T ⋆M :=
⋃
p∈M T
⋆
pM e´
o fibrado cotangente a M .
1Usaremos o s´ımbolo := para indicar uma igualdade por definic¸a˜o. A := B leˆ-se A e´ definido
como sendo igual a B. Sempre que ele for usado uma definic¸a˜o estara´ sendo feita, mas a rec´ıproca
e´ falsa.
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Sejam {eµ} base de TpM e {fµ} base de T ⋆pM , com µ = 1, 2, ..., D. A atuac¸a˜o
de V ∈ TpM sobre ω ∈ T ⋆pM define um produto interno ( , )p : T ⋆pM × TpM → IR
cuja atuac¸a˜o sobre a bases desses espac¸os e´ dada por2
V [ω] = (ω, V )p = (ωµf
µ, V νeν)p = ωµV
ν(fµ, eν)p. (2.3)
Sabemos que (fµ, eν)p ∈ IR, mas seu valor em princ´ıpio e´ arbitra´rio. A fixac¸a˜o desse
valor determinara´ o valor real da atuac¸a˜o de qualquer vetor sobre um covetor (ou o
inverso). Fixaremos3 (fµ, eν)p = δ
µ
ν , portanto
V [ω] = ωµV
µ. (2.4)
Dado que o lado esquerdo da igualdade e´ invariante por transformac¸o˜es de coorde-
nadas, o lado direito tambe´m e´. Em particular isso mostra que as coponentes de
um covetor devem se transformar de acordo com o inverso da transformac¸a˜o das
componentes de um vetor.
Ate´ o momento na˜o foi explicado como o espac¸o tangente e´ constru´ıdo a partir
de uma variedade diferencia´vel, so´ argumentamos em favor de sua existeˆncia e apre-
sentamos algumas definic¸o˜es naturais e consequ¨eˆncias imediatas. Usando derivadas
ao longo de curvas em M que passam por p ∈ M , contro´i-se o espac¸o TpM . As
componentes de um vetor V tangente a M em p ao longo da curva c(t) ⊂ M , com
c(0) = p, sa˜o dadas por V µ = dx
µ(c)
dt
|t=0.
A taxa de variac¸a˜o de uma func¸a˜o f : M → IR em p ao longo da curva c e´ dada
por
df(c(t))
dt
∣∣∣∣∣
t=0
=
d(f ◦ ϕ−1 ◦ ϕ ◦ c)(t)
dt
∣∣∣∣∣
t=0
, (2.5)
em que ϕ : Up ⊂ M → IRD e´ a aplicac¸a˜o que define o mapa entre certa vizinhanc¸a
de4 p em M e o espac¸o IRD. Ha´ pouco escrevemos xµ(c), mais precisamente xµ(c)
2A convenc¸a˜o da regra da soma sobre ı´ndices repitidos e´ assumida nessa equac¸a˜o e em todas as
posteriores.
3Em que δµν = 0 se µ 6= ν e δµν = 1 caso contra´rio.
4Sua existeˆncia, assim como a de sua inversa, e´ pre´-requisito para M ser variedade.
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se refere a uma das D componentes reais da aplicac¸a˜o ϕ(c(t)). De forma ana´loga,
expressaremos f ◦ ϕ−1 : IRD → IR como f(xµ). A u´ltima equac¸a˜o pode enta˜o ser
escrita como
df(c(t))
dt
∣∣∣∣∣
t=0
=
dxµ(c(t))
dt
∣∣∣∣∣
t=0
∂f(x)
∂xµ
= V µ
∂
∂xµ
f(x). (2.6)
Ou seja, taxas de variac¸a˜o de func¸o˜es definidas em M sa˜o “orientadas”pelos vetores
tangentes.
Uma forma de interpretar a equac¸a˜o anterior e´ considerar que o vetor V e´ um
operador cuja base e´ dada por ∂/∂xµ, e essa e´ a forma padra˜o da base de vetores
tangentes a M . Comparando as Eqs. (2.6) e (2.4), vemos que podemos considerar
∂µf como componentes de um covetor. Ha´ um escalar imediato que pode-se criar
com essas componentes, esse e´ dado por df = ∂µfdx
µ. Assim identifica-se {dxµ}
como base de T ⋆pM e df(p) como elemento de T
⋆
pM . Covetores sa˜o comumente
chamados de 1-formas. Se ωk e´ k-forma emM enta˜o ωk : TpM×TpM×...×TpM → IR
e´ func¸a˜o k-linear totalmente anti-sime´trica. Em particular, para k = 2, vem
ω2 =
1
2
ω2µν (dx
µ ⊗ dxν − dxν ⊗ dxµ) = 1
2
ω2µνdx
µ ∧ dxν , (2.7)
ω2[V, S] = −ω2[S, V ] = 1
2
ω2µνV
µSν , (2.8)
em que ω2µν ∈ IR, ω2µν = −ω2νµ e S, V ∈ TpM .
Toda k-forma pode ser escrita como segue, e sempre usaremos o mesmo fator
constante,
ωk =
1
k!
ωkµ1µ2...µkdx
µ1 ∧ dxµ2 ∧ ... ∧ dxµk . (2.9)
O tensor ωkµ1µ2...µk e´ sempre totalmente anti-sime´trico.
O produto externo de uma k-forma por uma r-forma e´ uma (k+ r)-forma: ωk ∧
ωr = ωk+r = (−1)krωr ∧ ωk.
Uma func¸a˜o real f : M → IR e´ uma 0-forma e df e´ uma 1-forma. (k+ 1)-formas
podem ser obtidas a partir da aplicac¸a˜o da derivada exterior sobre uma k-forma
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segundo a regra
dωk =
1
k!
∂νω
k
µ1...µk
dxν ∧ dxµ1 ∧ ... ∧ dxµk . (2.10)
Dessa regra imediatamente conclui-se que
ddωk = 0 (2.11)
para qualquer k-forma (diferencia´vel).
Uma k-forma que satisfac¸a dωk = 0 e´ chamada de fechada. Em particular, se
existir uma (k − 1)-forma tal que dωk−1 = ωk, ωk e´ forma exata. Em espac¸os
Euclideanos, pseudo-Euclideanos ou homeomorfos a um desses dois, toda forma
fechada e´ necessariamente exata (isso e´ uma consequ¨eˆncia do Lema de Poincare´).
Como consequ¨eˆncia da regra (2.10), vem
d(ωk ∧ ωr) = dωk ∧ ωr + (−1)kωk ∧ dωr. (2.12)
Comumente consideraremos variedades munidas de uma me´trica gp : TpM ×
TpM → IR. Me´trica e´ uma forma sime´tria, bilinear e na˜o-degenerada que sera´
expressa por
gp = gµνdx
µ ⊗ dxν . (2.13)
Equivalentemente, ocasionalmente ela e´ expressa atrave´s do quadrado do elemento
de linha ds2,
ds2 = g
(
dxµ
∂
∂xµ
, dxν
∂
∂xν
)
= gµνdx
µdxν . (2.14)
Usaremos a usual convenc¸a˜o (gµν)
−1 =: (gµν).
A me´trica estabelece um isomorfismo entre TM e T ⋆M . Seja V ∈ TpM , logo
gp(V, ·) : TpM → IR e portanto gp(V, ·) ∈ T ⋆pM . Sendo V µ as componentes do vetor
V , adota-se a regra de escrever as componentes de seu covetor associado pela me´trica
por Vµ. Deve estar claro que V
µ e Vµ sa˜o componentes de diferentes objetos, em
particular, V = V µeµ 6= Vµfµ = gp(V, ·). Contudo, pode-se definir uma convenc¸a˜o
cuja u´nica utilidade sera´ a de facilitar a expressa˜o gra´fica de algumas equac¸o˜es:
ω = ωµf
µ = ωµfµ, em que fµ := gµνf
µ, lembrando que fµ = dxµ.
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Convencionaremos que
dx1 ∧ ... ∧ dxD =: dDx. (2.15)
Portanto
dxµ1 ∧ ... ∧ dxµD = εµ1...µDdDx, (2.16)
em que ε1 2...D = 1, ε e´ totalmente anti-sime´trico e na˜o se transforma por mudanc¸a
de coordenadas.
Em espac¸os me´tricos, ha´ uma forma natural de introduzir um elemento de volume
invariante por transformac¸o˜es de coordenadas (exceto por paridade), esse e´ dado por
Ω =
√
| det(gµν)| dDx. (2.17)
Por meio da me´trica, pode-se definir um isomorfismo natural entre o espac¸o das
k-formas com o das (D−k)-formas que e´ dado pela operac¸a˜o de dualidade de Hodge,
cujo operador denotaremos por ⋆ e sua atuac¸a˜o e´ expressa em uma k-forma A por
⋆A =
1
k!
Aµ1...µk
⋆(dxµ1 ∧ ... ∧ dxµk)
=
1
k!
1
(D − k)! Aµ1...µk ω
µ1...µk
ν1...νD−k
dxν1 ∧ ... ∧ dxνD−k (2.18)
=
1
k!
1
(D − k)! Aµ1...µk ω
µ1...µkν1...νD−k dxν1 ∧ ... ∧ dxνD−k
=
1
k!
1
(D − k)! A
µ1...µk ωµ1...µkν1...νD−k dx
ν1 ∧ ... ∧ dxνD−k .
Todas as operac¸o˜es acima de levantar ou abaixar ı´ndices sa˜o apenas consequ¨eˆncia
do emprego da me´trica. ω e´ totalmente anti-sime´trico e deve se transformar de tal
forma a preservar a invariaˆncia do lado esquerdo da igualdade por transformac¸o˜es
de coordenadas.
Considere o produto
A ∧ ⋆A =
(
1
k!
)2 1
(D − k)!Aµ1...µkA
ν1...νkων1...νkλ1...λD−k dx
µ1 ...dxµk ∧ dxλ1 ...dxλD−k
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=
(
1
k!
)2 1
(D − k)!Aµ1...µkA
ν1...νkων1...νkλ1...λD−k ε
µ1...µkλ1...λD−kdDx
=
(
1
k!
)2
Aµ1...µkA
ν1...νkf δµ1...µkν1...νk d
Dx
=
1
k!
Aµ1...µkA
µ1...µk f dDx. (2.19)
Acima foi usado que ω, por ser totalmente anti-sime´trico e de posto ma´ximo, deve
ser proporcional a ε. Voltaremos a` questa˜o da contrac¸a˜o de ı´ndices entre ε’s em
breve. Da u´ltima equac¸a˜o, a fim de que A ∧ ⋆A seja invariante por transformac¸o˜es
de coordenadas, veˆ-se que
f =
√
| det(gµν)|. (2.20)
Portanto
ωµ1...µD = ǫµ1...µD
√
| det(gµν)|, (2.21)
em que ǫ1 2...D = 1, ǫ e´ totalmente anti-sime´trico e na˜o se transforma por mudanc¸a
de coordenadas. Para evitar confusa˜o na operac¸a˜o de levantar e abaixar ı´ndices e´
u´til estabelecer a distinc¸a˜o entre ε e ǫ. Em particular temos
ǫµ1...µD := gµ1ν1 ... gµDνD ǫν1...νD = ε
µ1...µD g−1, (2.22)
com g := det(gµν). A regra de contrac¸a˜o dos ı´ndices dos s´ımbolos anti-sime´tricos e´
dada por
ǫµ1...µkν1...νD−k ε
λ1...λkν1...νD−k = (D − k)! δλ1...λkµ1...µk . (2.23)
Seguindo a notac¸a˜o usual, δλ1...λkµ1...µk e´ o determinante da matriz k×k de δ’s de elemento
geral δ
λj
µi .
Empregando artif´ıcios ja´ apresentados, obtemos a seguinte u´til relac¸a˜o:
⋆⋆A = (−1)k(D−k)+aA, (2.24)
em que (−1)a e´ o sinal de g, ou seja, (−1)a = |g|/g.
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Essa notac¸a˜o e esses resultados sa˜o suficientes para passarmos para a pro´xima
sec¸a˜o e comec¸armos a tratar de problemas mais diretamente ligados com a f´ısica.
2.2 Equac¸o˜es de Maxwell em D dimenso˜es com
me´trica constante arbitra´ria
Esta sec¸a˜o tem dois objetivos importantes para o restante da tese: estabelecer as
equac¸o˜es de Maxwell no espac¸o-tempo tridimensional e servir de primeiro exemplo
de emprego da notac¸a˜o introduzida na sec¸a˜o anterior. Um espac¸o IRn com dada
me´trica constante pode sempre, por meio de transformac¸o˜es de coordenadas, ser es-
crito como um espac¸o Euclideano ou pseudo-Euclideano. Toda a apesentac¸a˜o desta
sec¸a˜o seria muito simplificadda se assumı´ssemos logo de in´ıcio uma me´trica usual
para o espac¸o-tempo, como diag(+−−−) em 4D ou diag(+−−) em 3D. Todavia,
a substituic¸a˜o logo de in´ıcio da me´trica pelo seu valor constante esconde diversas
propriedades da manipulac¸a˜o de formas diferenciais e das equac¸o˜es que descrevem
o eletromagnetismo. Ademais, meios diele´tricos podem ser modelados por me´tricas
diferentes da do va´cuo (ainda que constantes) [17] e a apresentac¸a˜o desta sec¸a˜o
pode ser vista como o in´ıcio de uma preparac¸a˜o pedago´gica ao eletromagnetismo em
espac¸os curvos (me´tricas na˜o constantes). Devido ao valor da me´trica na˜o ser sub-
stiu´ıdo logo de in´ıcio, poderemos avaliar o comportamento das equac¸o˜es de Maxwell
frente a` inversa˜o de sinal da me´trica, relacionando dois tipos de me´trica comumente
usados em f´ısica diag(−++...) e diag(+−−...), veremos tambe´m que ha´ certa su-
tileza importante na definic¸a˜o do campo magne´tico em 3D que depende da adoc¸a˜o
do primeiro ou do segundo tipo de me´trica.
SejaM uma variedade de dimensa˜oD munida de uma me´trica gx : TxM×TxM →
IR constante (gx = gx′). Considere a seguinte ac¸a˜o para a k-forma A ∈ T ⋆M com
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simetria de calibre do tipo5 U(1) e va´lida para qualquer dimensa˜o D:
SJ [A] = aD
∫ (1
2
⋆F ∧ F + e A ∧ ⋆J
)
. (2.25)
Acima, F := dA, aD e´ uma constante que pode depender da dimensa˜o de M , e e´ a
constante do acoplamento de J com A e J e´ uma k-forma que satisfaz d⋆J = 0. O
acoplamento entre A e J acima pode tambe´m ser escrito como
e˜ A ∧ J˜ , (2.26)
em que J˜ e´ uma (D− k)-forma que satisfaz dJ˜ = 0. Para dada me´trica g, podemos
considerar a introduc¸a˜o de J˜ nada mais que uma nova notac¸a˜o, pois J˜ e ⋆J sa˜o
(D− k)-formas fechadas quaisquer, assim podemos em princ´ıpio simplesmente usar
a substituic¸a˜o e˜ J˜ ↔ e ⋆J . Contudo, na˜o estamos nesta sec¸a˜o exclusivamente
interessados em resolver esse problema para dada me´trica.
Diremos que a transformac¸a˜o g → −g define o que chamaremos de transformac¸a˜o
de assinatura de M (ou do espac¸o-tempo). E´ imediato conferir que
J˜
a−→ J˜ e ⋆J a−→ (−1)k ⋆J, (2.27)
em que o s´ımbolo a acima designa a transformac¸a˜o de assinatura. O acoplamento
A ∧ ⋆J , dependendo do valor de k, muda de sinal, enquanto A ∧ J˜ permanece
constante sempre.
No momento vamos aderir a` interpretac¸a˜o da corrente como um ente f´ısico tal
como o potencial A, precisando da me´trica para acoplar com A. Na˜o ha´ problema
em se persistir no emprego de A ∧ ⋆J , mas precisaremos da regra
e
a−→ (−1)k e. (2.28)
Lembrando que ⋆δF = δ⋆F , ⋆δF ∧ F = ⋆F ∧ δF , δF = dδA, d(⋆F ∧ δA) =
d⋆F ∧ δA + (−1)D−(k+1)⋆F ∧ dδA e δA ∧ ⋆J = (−1)k(D−k)⋆J ∧ δA, a equac¸a˜o de
5Isto e´, sendo A′ = A+ dλ, S[A] = S[A′].
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movimento de SJ (2.25) e´
d⋆F + (−1)(k+1)(D−k) e ⋆J = 0. (2.29)
Somente o caso k=1 sera´ relevante para o restante desta sec¸a˜o, assim, para esse
valor,6
d⋆F = −e ⋆J. (2.30)
A fim de que seja poss´ıvel com este formalismo modelar fenoˆmenos do mundo
“real”, e´ natural a introduc¸a˜o de uma diferenc¸a geome´trica para uma das coorde-
nadas em relac¸a˜o a`s demais, a qual seria associada com o tempo. Em uma me´trica
diagonal, a diferenciac¸a˜o geome´tria correntemente usada e´ a da inversa˜o de sinal da
componente temporal frente a`s espaciais. No momento, a questa˜o do sinal na˜o sera´
importante, exigiremos apenas uma condic¸a˜o de ortogonalidade. Embora pratica-
mente todos os resultados que seguem so´ precisem dessa condic¸a˜o de ortogonalidade,
vamos sempre supor que a componente g00 da me´trica tenha sinal diferente das de-
mais. Vamos usar7 dt := dx0 para denotar o elemento da base que e´ ortogonal a
todos os demais.
De forma geral, para qualquer me´trica, vale a iqualdade
dt ∧ ⋆dxi = g0i f dDx, (2.31)
em que i = 1, 2, ..., d, d := D − 1, f :=
√
|g| e g := det(gµν). Vamos impor a
condic¸a˜o de ortogonalidade
dt ∧ ⋆dxi = 0, (2.32)
ou, equivalentemente, g0i = 0 (como consequ¨eˆncia, g0i = 0, pois g
µνgνλ = δ
µ
λ).
A fim de separarmos a parte temporal de F de sua parte espacial, sejam E
uma 1-forma e B uma 2-forma, ambas pertencentes ao espac¸o de base {dxi}, isto e´,
6Ambos os lados dessa equac¸a˜o sa˜o invariantes por tranformac¸a˜o de assinatura, mas isso ocorre
somente porque e se transforma segundo (2.28).
7Subentende-se que {dxµ}, com µ = 0, 1, ..., D − 1, seja, para dado x ∈M , base de T ⋆xM .
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E = Ei dx
i e B = 1
2
Bij dx
i ∧ dxj, e sejam essas tais que
E ∧ dt+B = F. (2.33)
Lembremos que a 1-forma A pertence ao espac¸o cotangente a` variedade D-
dimensional M . Diremos que E(x) pertence ao espac¸o cotangente a Mˆ em x ∈ Mˆ ,
que e´ uma variedade d-dimensional de me´trica gˆ, com gij = gˆij. Assim sendo,
B(x) ∈ T ⋆xMˆ × T ⋆xMˆ .
Como F e´ uma 2-forma exata, em particular ela e´ fechada (dF = 0). Em
espac¸os topologicamente triviais (i.e., homeomorfos ao espac¸o Euclideano ou ao de
Minkowski), vale a rec´ıproca. Portanto, em vez de definir E e B como func¸o˜es de
A, como sugere a Eq. (2.33), essas formas podem ser igualmente definidas por
dE ∧ dt+ dB = 0. (2.34)
Obter as equac¸o˜es de movimento em termos das componentes de E e B e´ simples,
basta avaliar diretamente a Eq. (2.34) e o dual Hodge de (2.30). As equac¸o˜es abaixo
valem para qualquer me´trica constante e qualquer dimensa˜o:
∂[iEj] + ∂0Bij = 0, (2.35)
∂[iBjk] = 0, (2.36)
∂jBji − ∂0Ei = e Ji, (2.37)
∂iE
i = eJ0, (2.38)
em que os ı´ndices contravariantes acima sa˜o obtidos a partir do emprego da me´trica,
em particular Ei depende da me´trica. Os colchetes acima indicam anti-simetrizac¸a˜o
dos ı´ndices sem fator de normalizac¸a˜o. As duas primeiras equac¸o˜es, advindas da
identidade de Bianchi, sa˜o topolo´gicas, ao contra´rio do que ocorre com as demais.
A fim de associar as u´ltimas equac¸o˜es com alguma f´ısica, e´ essencial determi-
nar a relac¸a˜o desse formalismo com as grandezas mensura´veis experimentalmente.
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Queremos associar E e B aos campos ele´trico e magne´tico respectivamente. No
espac¸o-tempo quadridimensional, denotaremos por
~E = Ei ei e ~B = B
i ei (2.39)
os campos f´ısicos, isto e´, os que sa˜o “diretamente” medidos, sendo {ei} base do
espac¸o vetorial TxM . Ha´ arbitrariedades na associac¸a˜o entre os pares ( ~E, ~B) e (E,
B). A fim de obtermos as equac¸o˜es de Maxwell com as convenc¸o˜es usuais, fixaremos
a relac¸a˜o desses pares como sendo:
Ei = gijEj e B
i =
1
2
ωˆijk Bjk, (2.40)
em que ωˆijk = ǫijk
√
|gˆ|. Em princ´ıpio poder´ıamos usar, por exemplo, Bi =
1
2
εijk Bjk, assim o vetor ~B associado se comportaria tal qual o campo eletromagne´tico
usual, pore´m somente em certas me´tricas, como diag(−+ ++); no caso da me´trica
diag(+−−−), ~B deixa de ser o que usualmente chamamos de campo magne´tico, pas-
sando a ser o negativo desse (conforme pode ser verificado nas quac¸o˜es de Maxwell
correspondentes).
As equac¸o˜es para os vetores ~E e ~B sa˜o8:
∇× ~E + ~˙B = 0, (2.41)
∇ · ~B = 0, (2.42)
(−1)aˆ ∇× ~B + g00 ~˙E = −e ~J, (2.43)
∇ · ~E = e J0 = e g00 J0, (2.44)
com ~˙E := ∂0 ~E,
(−1)aˆ = fˆ
2
gˆ
=
|gˆ|
gˆ
, (2.45)
∇ · ~E := ∂i Ei e (∇× ~E)i := ωˆijk ∂j Ek. (2.46)
8Estas equac¸o˜es requerem a condic¸a˜o g0i = 0; mas exceto por essa e por ser constante, a me´trica
e´ arbitra´ria.
2.2. EQUAC¸O˜ES DE MAXWELL EM D DIMENSO˜ES COM ME´TRICA
CONSTANTE ARBITRA´RIA 17
Sendo g = diag(− + ++), nota-se que ωˆijk = εijk e (−1)aˆ = 1. Utilizando
a convenc¸a˜o ρ = J0, sendo ρ a densidade de carga, as equac¸o˜es de Maxwell em
unidades Gaussianas com c = 1 sa˜o obtidas se e = −4π. Consequ¨entemente, para
g = diag(+−−−) temos e = 4π.
Em qualquer dimensa˜o e´ imediato associar um vetor espacial como campo ele´trico
advindo da 1-forma E, mas a associac¸a˜o da 2-forma B com um campo f´ısico de na-
tureza escalar ou vetorial e´ menos direta e depende da dimensa˜o do espac¸o tratado.
Seguindo a prescric¸a˜o de representar o campo magne´tico atrave´s de certa operac¸a˜o
de dualidade Hodge no espac¸o, vemos que em 3D o campo magne´tico deve ser rep-
resentado por um escalar. Isso tambe´m e´ natural sob um ponto de vista f´ısico.
Suponhamos que em um laborato´rio esteja-se interessado em fenoˆmenos eletro-
magne´ticos que ocorram em uma superf´ıcie bidimensional. Passam por essa campos
ele´tricos e magne´ticos do nosso espac¸o tridimensional. A u´nica componente do
campo magne´tico que nos interessa e´ a perpedicular a` superf´ıcie estudada (Bz),
pois as componentes paralelas so´ produzem forc¸as sobre as cargas da superf´ıcie na
direc¸a˜o perpendicular a essa (por hipo´tese, estamos estudando um sistema que na˜o
evolui para fora da superf´ıcie original). Analogamente, a componente do campo
ele´trico perpendicular a` superf´ıcie pode ser desprezada. Assim, o eletomagnetismo
bidimensional no espac¸o deve ser descrito por um vetor ele´trico ~E e um escalar Bz;
mais precisamente e´ um pseudo-escalar (mudanc¸as de paridade em 3D so´ invertem
uma componente dos vetores espaciais).
Em termos das componentes de E e do escalar Bz :=
k
2
ωˆijBij , sendo k uma
constante que sera´ determinada em breve, as Eqs. (2.35- 2.38) sa˜o escritas como
ωˆij∂iEj + k
−1 B˙z = 0, (2.47)
(−1)aˆ k−1 ωˆij∂jBz + g00E˙i = −eJ i, (2.48)
∂iE
i = eJ0. (2.49)
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A Eq. (2.36) e´ identicamente nula no espac¸o bidimensional. O termo (−1)aˆ
em 3D e´ sempre igual a` unidade desde que t esteja associado ao tempo, em 4D
esse termo troca de acordo com a mudanc¸a de assinatura; nas pro´ximas equac¸o˜es
em 3D ele na˜o sera´ escrito. As treˆs equac¸o˜es acima podem tambe´m ser facilmente
obtidas de (2.41 - 2.44) se for considerado que Ez, By, Bx, Jz, ∂z = 0, (−1)aˆ = 1 e
k = 1. Se no caso quadridimensional tivermos (−1)aˆ = −1, a reduc¸a˜o dimensional
na˜o e´ compat´ıvel com as treˆs equac¸o˜es acima para k = 1. A constante k se faz
necessa´ria pois as teorias eletromagne´ticas em 3D e 4D sa˜o independentes entre si,
mas desejamos que as mesmas convenc¸o˜es que usamos em 4D induzam convenc¸o˜es
em 3D. Embora seja tentador crer que o campo magne´tico fisicamente mensura´vel
seja sempre dado por uma espe´cie de dualidade Hodge no espac¸o da 2-forma B, ao
adotar-se essa convenc¸a˜o entra-se em contradic¸a˜o, de forma geral, com as convenc¸o˜es
usuais do espac¸o-tempo quadridimensional. A terceira componente, ou componente
z, de ~B e´, segundo a definic¸a˜o original, dada por
B3 =
1
2
ωˆ3ijBij =
fˆ3d
gˆ3d
B12, (2.50)
enquanto no espac¸o bidimensional temos
Bz =
k
2
ωˆijBij = k
fˆ2d
gˆ2d
B12. (2.51)
Portanto, a igualdade entre Bz e B3 so´ pode ser obtida se
k =
gˆ2d
fˆ2d
fˆ3d
gˆ3d
. (2.52)
Se a me´trica no espac¸o tridimensional for diag(−+++), a me´trica induzida no
espac¸o bidimensional sera´ diag(−+ +), portanto k = 1 neste caso. Por outro lado,
comec¸ando com diag(+−−−), a me´trica induzida e´ diag(+−−), logo k = −1.
Por motivos ana´logos, e´ necessa´rio introduzir o mesmo fator k na definic¸a˜o de
∇× ~E, portanto
∇ · ~E := ∂i Ei, (∇× Bz)i := ωˆij ∂j Bz e ∇× ~E := k ωˆij ∂i Ej , (2.53)
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∇× ~E + B˙z = 0, (2.54)
k−1 ∇×Bz + g00 ~˙E = −e ~J, (2.55)
∇ · ~E = e J0 = e g00 J0. (2.56)
No Apeˆndice A mostramos como, seguindo as ide´ias desta sec¸a˜o, introduzir
formas diferenciais no espac¸o Mˆ . Depois dessas diversas manipulac¸o˜es com ten-
sores e formas diferenciais, na pro´xima sec¸a˜o trataremos das teorias de calibre na˜o-
Abelianas de forma mais objetiva.
2.3 Teorias de calibre SU(N)
O objetivo dessa sec¸a˜o e´ introduzir alguns conceitos ba´sicos sobre teorias de cali-
bre associadas a grupos unita´rios na˜o-Abelianos. Conforme sera´ apresentado nos
pro´ximos cap´ıtulos, as teorias de calibre na˜o-comutativas do tipo U(1) possuem
fortes semelhac¸as com as na˜o-Abelianas. Ha´ inu´meras refereˆncias sobre o assunto
que o abordam de forma mais profunda ou detalhada, esta apresentac¸a˜o baseia-se
principalmente nas Refs. [1, 22, 15]. Sucintas introduc¸o˜es histo´ricas podem ser
encontradas nas Refs. [22, 18].
Em 1928, Dirac propoˆs sua conhecida Lagrangeana para descrever uma part´ıcula
quaˆntica-relativ´ıstica de spin 1/2 e massa m:
LD = ψ¯(iγµ∂µ −m)ψ. (2.57)
Essa Lagrangeana possui uma simetria global trivial, a saber: ψ → Sψ, com S =
exp(iε) e ε ∈ IR, ou seja, S ∈ U(1). O operador S pode pertencer a outros grupos
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unita´rios U(N > 1) e ainda assim manter a invariaˆncia global de LD. Como U(N) =
U(1)× SU(N), no que segue trataremos apenas dos grupos SU(N) e U(1).
A fim de implementar simetrias locais na Lagrangeana de mate´ria LM , isto e´,
simetrias com ∂µS 6= 0, uma conexa˜o e´ necessa´ria para se definir uma derivada
covariante D tal que Dψ
SU(N)−→ S Dψ. Essa conexa˜o naturalmente na˜o deve ser a
conexa˜o me´trica, usualmente representada por Γµνλ, pois este problema independe
da geometria do espac¸o-tempo. Considere
D = d− igA, (2.58)
em que g e´ uma constante (adimensional em 4D) chamada de constante de acopla-
mento de calibre e A e´ uma 1-forma9 que atuara´ como conexa˜o e se transforma
segundo a regra
A→ A′ = SAS† + i
g
S dS†, (2.59)
com S ∈ SU(N), ou seja, detS = 1 e S† S = S S† = 1I.
Assim, substituindo ∂ porD no setor de mate´ria da ac¸a˜o, este torna-se invariante
por transformac¸o˜es locais SU(N).
Um elemento qualquer S ∈ SU(N) pode ser univocamente representado por uma
exponencial S = exp(iε(x)), em que ε e´ dito pertencer a` a´lgebra de SU(N) [i.e.,
ε ∈ su(N)]. No caso U(1), ε ∈ IR. Para S ∈ SU(N), a fim de que SS† = 1I e
detS = 1, ε deve ser Hermiteano e de trac¸o nulo.
Para o caso de transformac¸o˜es infinitesimais, isto e´, ε suficientemente pequeno,
temos
A→ A′ ≈ (1 + iε)A(1− iε) + 1
g
dε
≈ A+ 1
g
dε+ i[ε, A]. (2.60)
9Mais precisamente, veremos que A e´ uma 1-forma que pertence ao espac¸o da a´lgebra de SU(N).
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Sendo {ta} base de su(N), os ta’s sa˜o chamados de geradores do grupo SU(N).
Dados S, T ∈ SU(N), sabemos que o produto ST tambe´m pertence a SU(N) [ad-
mitindo que SU(N) seja grupo, isso e´ imediato pela definic¸a˜o de grupo; paralela-
mente, pode-se verificar essa propriedade facilmente pela definic¸a˜o dos elementos
de SU(N) ja´ apresentada]. Consequ¨entemente, como {ta} e´ base de su(N) existe
fabc ∈ IR, denominado constante de estrutura do grupo, tal que
[ta, tb] = ifabctc. (2.61)
(A regra da soma se aplica, embora todos os ı´ndices estejam no mesmo n´ıvel.)
Vamos assumir que os geradores e as constantes de estruturas sa˜o normalizadas
de tal forma que a relac¸a˜o anterior seja preservada e
tr(ta tb) = nδab, (2.62)
em que n ∈ IR. Como um trac¸o sempre aparece nas ac¸o˜es na˜o-Abelianas, a escolha
de n influi na constante global da aca˜o. A prescric¸a˜o usual e´ trocar a constante
global Abeliana por ela pro´pria divida por n. Para maior semelhanc¸a com o caso
Abeliano, e menor confusa˜o com constantes, vamos seguir a convenc¸a˜o de [1, 22] e
adotar n = 1, ou, equivalentemente, vamos usar g2 no lugar de ng2.
Retomando agora a ana´lise da transformac¸a˜o de A (2.59), vemos que A deve
pertencer ao mesmo espac¸o que o ε introduzido ha´ pouco, ou seja, A ∈ su(N);
ademais, qualquer transformac¸a˜o de calibre de A nunca o leva para fora de su(N),
como pode ser diretamente verificado. Portanto, sempre podemos expandir a 1-
forma A usando a base de su(N), ou seja,
A = Aµdx
µ = Aaµ t
a dxµ = Aata, (2.63)
consequ¨entemente
A ∧A = Aa ∧Abtatb = 1
2
Aa ∧Ab[ta, tb] = i
2
Aa ∧ Abfabctc. (2.64)
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No caso U(1), o termo da ac¸a˜o responsa´vel pela dinaˆmica da parte de calibre e´
DA ∧ ⋆DA = dA ∧ ⋆dA, termo que e´ trivialmente invariante por transformac¸o˜es de
calibre (2.59), pois F = dA e´ invariante. De forma geral, o termo responsa´vel pela
dinaˆmica do campo de calibre e´
SYM = − 1
2g2
∫
tr F ∧ ⋆F, (2.65)
com
F = dA− iA ∧A, ou seja, Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ]. (2.66)
Como, para dado A, a ac¸a˜o e´ um nu´mero, a presenc¸a do trac¸o e´ natural. Por
outro lado, sua presenc¸a e´ imprescind´ıvel para garantir a invariaˆncia da ac¸a˜o de
Yang-Mills SYM , pois perante transformac¸o˜es de calibre F na˜o e´ invariante, a saber:
F −→ S F S†, (2.67)
mas tr F e tr F ∧ ⋆F sa˜o invariantes.
Nas u´ltimas equac¸o˜es, uma redefinic¸a˜o de A foi feita: A→ 1
g
A ⇒ D = d− iA.
Normalmente usaremos esta notac¸a˜o.
A ac¸a˜o localmente invariante por SU(N) encontrada e´ portanto
S = SYM [A] + SM [ψ, ψ¯, A], (2.68)
em que A ocorre em SYM somente interiormente a F e na ac¸a˜o de mate´ria SM
somente interiormente a` derivada covariante D.
Em teorias U(1), F satisfaz a identidade dF = 0. Em SU(N) essa identidade e´
substitu´ıda pela seguinte (tambe´m topolo´gica):
D′F = 0, (2.69)
com D′ = d− i[A, ] e [A,B] = A ∧ B − B ∧ A. As equac¸o˜es de movimento sa˜o
D′⋆F = −J˜ , ou seja, D′µF µνa = −Jνa, (2.70)
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sendo
Jνa := −iδLM
δAaν
. (2.71)
E´ interessante notar que, sendo LM invariante de calibre, a corrente Jνa so´ e´ in-
variante no caso U(1). Para SU(N), J˜ e´ covariante. A corrente J˜ satisfaz a lei de
conservac¸a˜o
D′J˜ = 0, ou seja, D′νJ
νa = 0. (2.72)
Dentre va´rias outras observarc¸o˜es a serem feitas e´ importante notar que teorias
de Yang-Mills, mesmo na auseˆncia de mate´ria, sa˜o teorias interagentes. A revisa˜o
de teorias na˜o-Abelianas aqui exposta tera´ alguma utilidade direta nas pro´ximase
sec¸o˜es e sera´ especialmente u´til para o entendimento das teorias na˜o-comutativas.
2.4 Massa topolo´gica e o termo de Chern-Simons
A primeira refereˆncia na f´ısica ao termo de Chern-Simons (CS), embora sem utilizar
essa nomenclatura, ocorreu no final da de´cada de 70 e se deve a Siegel [23]. Desde o
in´ıcio da de´cada de 80, especialmente devido aos trabalhos de Deser, Jackiw, Tem-
pleton e Schonfeld [24, 25, 26], as teorias que fazem uso desse termo teˆm despertado
atenc¸a˜o de a´reas diversas como QED3, teorias de cordas, gravitac¸a˜o e mate´ria con-
densada [19, 20, 24, 26, 21]. O termo de CS tem uma ligac¸a˜o direta com a classe
caracter´ıstica secunda´ria de Chern-Simons [27, 15], que ja´ era conhecida no meio
matema´tico.
Conforme introduzido em [24, 25, 26], espac¸o-tempos de dimensa˜o ı´mpar per-
mitem o aparecimento de uma estrutura topolo´gica invariante de calibre capaz de
conferir massa ao bo´son correspondente. Um fo´ton com massa topolo´gica no espac¸o-
tempo tridimensional e´ descrito pelo modelo chamado de Maxwell-Chern-Simons
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(MCS), esse possui uma se´rie de diferenc¸as em relac¸a˜o ao eletromagnetismo sem
massa e ao modelo de Proca: os spins das part´ıculas associadas a esses modelos
sa˜o, respectivamente, dois singletos de spin 1, spin 0 e um dubleto de spin 1; todos
os treˆs sa˜o invariantes por conjugac¸a˜o de carga (C), os dois u´ltimos sa˜o invariantes
tambe´m por transformac¸o˜es de paridade (P) e de inversa˜o temporal (T), enquanto
o modelo MCS viola tanto P quanto T, sendo invariante por PT; o tensor energia-
momento de MCS e´ diferente do de Proca e igual ao do eletromagnetismo puro em
treˆs dimenso˜es; dentre outras particularidades que sera˜o apresentadas nesta sec¸a˜o.
Sendo A ∈ u(1) uma 1-forma em um espac¸o-tempo tridimensional, definimos o
chamado termo de Chern-Simons (CS) pela seguinte ac¸a˜o:
SCSA =
m
2g2
∫
A ∧ dA, (2.73)
em que g e´ a constante de acoplamento de calibre em e´ uma constante com dimensa˜o
de massa.
Sendo A elemento da a´lgebra su(N), escreve-se
SCSnA =
m
2g2
∫
tr
(
A ∧ dA− 2i
3
A ∧A ∧A
)
. (2.74)
Dependendo das convenc¸o˜es usadas, as constantes que aparecem acima podem
ser diferentes. Independentemente das convenc¸o˜es, e´ essencial que
δSCS
δA
∝ F. (2.75)
Verifica-se diretamente que a Lagrangeana do termo de CS na˜o e´ de forma geral
invariante por transformac¸o˜es de calibre. A menos de termos de superf´ıcie, para
transformac¸o˜es infinitesimais de calibre, as ac¸o˜es SSCA e SSCnA sa˜o invariantes. Para
transformac¸o˜es de calibre finitas, ha´ uma distinc¸a˜o clara entre o caso Abeliano e o
na˜o-Abeliano. A ac¸a˜o do primeiro mante´m-se como invariante a menos de termos de
superf´ıcie, a ac¸a˜o do segundo, pore´m, a menos de termos de superf´ıcie, transforma-se
por uma constante global [26]
SCSnA −→ 8m π
2 ω
g2
SCSnA, (2.76)
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em que ω ∈ IN. Impondo que a func¸a˜o partic¸a˜o de SCSnA na˜o se altera por trans-
formac¸o˜es de calibre, a constante 8m π
2 ω
g2
tem de ser um mu´ltiplo inteiro de 2π, ou
seja,
4π
m
g2
= n, com n = 0,±1,±2... (2.77)
Esta relac¸a˜o de quantizac¸a˜o, naturalmente associada a uma quantizac¸a˜o de m,
estabelece uma distinc¸a˜o drama´tica entre as ac¸o˜es SCSA e SCSnA, pois, para dado
g2, m na primeira pode ser qualquer. Essa propriedade e´ chamada de quantizac¸a˜o
de n´ıvel [26, 21].
As Lagrangeanas LCSA e LCSnA se conservam por C, mas trocam de sinal global
por P ou T, sendo invariantes por PT e CPT [26].
O termo de CS e´ chamado de topolo´gico devido a independer da me´trica, essa
na˜o aparece nem entre as contrac¸o˜es dos ı´ndices e nem como fator do elemento de
volume, como o caso Abeliano ilustra abaixo10:
SCSA =
m
2g2
∫
Aµ∂νAλ dx
µ ∧ dxν ∧ dxλ
=
m
2g2
∫
Aµ∂νAλ ε
µνλd3x. (2.78)
Portanto o tensor energia-momento do termo de CS e´ nulo. A adic¸a˜o desse termo a
qualquer modelo na˜o altera o tensor energia-momento do modelo original.
O termo de CS, seja Abeliano ou na˜o-Abeliano, possui zero grau de liberdade.
Isso pode ser minuciosamente verificado atrave´s do me´todo de Dirac11[28] ou pelo
simple´tico [29, 30]. Para o caso Abeliano, essa propriedade pode ser antevista dada
sua trivial equac¸a˜o de movimento: F = dA = 0.
Para conferir dinaˆmica ao termo de CS e´ natural adiciona´-lo ao termo de Maxwell,
10Deve-se lembrar que εµνλ na˜o depende da me´trica, ao contra´rio de ǫµνλ = (det gµν)
−1εµνλ.
11Ao fazer a contagem de graus de liberdade, deve-se estar atento a` interdependeˆncia linear de
seus v´ınculos.
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assim formando a teoria Maxwell-Chern-Simons (MCS), que com fonte e´ dada por
SMCS[A] = − 1
2g2
∫
(⋆F ∧ F ±mA ∧ F ) +
∫
A ∧ ⋆J, (2.79)
com F = dA e d⋆J = 0. Assumiremos que a me´trica e´ (gµν) = diag(+ − −) e
m > 0. O sinal do termo de CS pode ser positivo ou negativo, um se transforma no
outro por mudanc¸a de paridade. A equac¸a˜o de movimento e´ dada por
d⋆F ∓mF = −g2 ⋆J. (2.80)
A equac¸a˜o acima e´ consistente com a conservac¸a˜o da corrente d⋆J = 0. Assim
como no eletromagnetismo usual, e contrariamente ao modelo de Proca, o potencial
A so´ ocorre nas equac¸o˜es de movimento internamente a F . Nota-se que m na˜o so´
tem dimensa˜o de massa como realmente esta´ associada a um po´lo no propagador
[26]. A u´ltima equac¸a˜o pode ser escrita como
(d⋆d⋆ +m2)F = −g2 dJ ∓ g2 m ⋆J. (2.81)
Essa equac¸a˜o e´ obtida ao se aplicar o “divergente” d⋆ em (2.80) e substituir md⋆F
pela sua pro´pria expressa˜o dada por (2.80). Na˜o foi antes comentado, mas d⋆d⋆F e´
proporcional ao d’Alambertiano de Fµν .
Dividindo a 2-forma F em duas formas no espac¸o E e B, como feito em (2.33),
as equac¸o˜es advindas da identidade de Bianchi permanecem as mesmas (2.35, 2.36),
enquanto a Eq. (2.80) se torna
∂jBji − ∂0Ei ∓m Ej ǫji = g2 Ji, (2.82)
∂iEi ±m Bij ǫij = g2 J0. (2.83)
Vamos introduzir a seguinte notac¸a˜o escalar-vetorial12:
12O sinal que aparece na frente de Bz e ∇× ~E e´ condizente com as observac¸o˜es da Sec¸a˜o 2.2 em
relac¸a˜o a` me´trica adotada, ou seja, k = −1.
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Bz := −1
2
Bijǫ
ij = −B12, (2.84)
∇× ~E := −ǫij∂iEj , (2.85)
(∇×Bz)i := ǫij∂jBz, (2.86)
(~˜E)i := ǫijEj . (2.87)
Consequ¨entemente, nesta notac¸a˜o, as equac¸o˜es de movimento do modelo de MCS
sa˜o
∇× ~E + B˙z = 0, (2.88)
∇× Bz − ~˙E ±m ~˜E = g2 ~J, (2.89)
∇ · ~E ±m Bz = g2 J0. (2.90)
A violac¸a˜o de paridade e´ clara nas equac¸o˜es acima, pois Bz e
~˜E sa˜o pseudo-
escalar e pseudo-vetor. Na pro´xima sec¸a˜o veremos que, por meio da dualidade do
modelo de MCS com o autodual, a unia˜o dos dois modos propagantes do modelo de
MCS e´ descrita pelo modelo de Proca em 3D. A versa˜o na˜o-Abeliana do termo de
CS sera´ retomada no Cap. 5, ao tratamos do termo de CS na˜o-comutativo.
2.5 Dualidades eletromagne´ticas
Dualidade e´ por si so´ um tema muito vasto com diversas aplicac¸o˜es em f´ısica. Ha´
va´rios tipos de dualidades empregadas na f´ısica e muitas vezes o conceito e´ utilizado
de forma vaga, algumas introduc¸o˜es sobre o assunto podem ser vistas na Refs. [9, 31].
De forma geral, dualidade se refere a descric¸o˜es distintas de um mesmo fenoˆmeno ou
sistema f´ısico. Ha´ diversas expectativas quanto ao papel das dualidades na f´ısica, in-
cluindo o entendimento de confinamento, unificac¸a˜o das teorias de cordas, verificac¸a˜o
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de monopo´los magne´ticos etc. Em teorias de cordas costuma-se distingu¨ir treˆs tipos
de dualidades: S, T e U . Essencialmente, dualidades do tipo S (“strong/weak
dualities”) sa˜o as que relacionam modelos por meio da inversa˜o da constante de
acoplamento, dualidades do tipo T (“target-space dualities”) relacionam modelos
por meio da inversa˜o do raio de compactificac¸a˜o e dualidades do tipo U sa˜o uma
mistura dos dois casos anteriores. As dualidades eletromagne´ticas sa˜o manifestac¸o˜es
de dualidades do tipo S, sa˜o autodualidades das cordas do tipo IIB e podem ser de-
scritas no contexto de teorias de campos. As dualidades eletromagne´ticas, contudo,
foram percebidas originalmente bem antes do surgimento das teorias de cordas, ja´
no se´culo XIX por Heaviside [8], e ale´m de sua relevaˆncia intr´ınseca (que sera´ comen-
tada em breve) sa˜o u´teis tambe´m como laborato´rios para esclarecer o funcionamento
de outras dualidades.
Dualidade eletromagne´tica e´ tambe´m um tema amplo e, embora antigo, continua
a se desenvolver nos dias de hoje. Dentre os avanc¸os das u´ltimas de´cadas encontram-
se a conjectura de Montonen-Olive (N = 4) [32], dualidades com massa topolo´gica
[41], dualidade de Seiberg-Witten (N = 2) [33], dualidade de Seiberg (N = 1)
[34], dualidades Abelianas na˜o-lineares (DBI inclusive) [35], dualidades em espac¸o-
tempos na˜o-comutativos [125, 72] e mais recentemente a conexa˜o com o programa
de Langlands descoberta por Kapustin e Witten [37]. Reviso˜es “pedago´gicas”sobre
os treˆs primeiros tipos de dualidade se encontram nas Refs. [9, 31]. Somente alguns
aspectos ba´sicos das dualidades eletromagne´ticas sera˜o necessa´rias para os objetivos
desta tese, nesta apresentac¸a˜o na˜o iremos tratar de nenhum caso supersime´trico e
nem da conexa˜o com Langlands.
Essa complexa estrutura atual de dualidades eletromagne´ticas teve in´ıcio com
uma simples observac¸a˜o das equac¸o˜es de Maxwell em 4D e sem fontes13,
∇× ~E + ~˙B = 0, (2.91)
13Veja as Eqs.(2.41-2.44) com g = diag(+−−−).
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∇ · ~B = 0, (2.92)
∇× ~B − ~˙E = 0, (2.93)
∇ · ~E = 0. (2.94)
E´ imediato notar que essas equac¸o˜es sa˜o invariantes pelas transformac¸o˜es ~E →
~B e ~B → −~E [equivalentemente escreve-se ( ~E, ~B) → ( ~B,−~E)]. Caso esteja-se
analisando uma onda eletromagne´tica no va´cuo, essa transformac¸a˜o e´ equivalente
a uma rotac¸a˜o de π/2. Essa correspondeˆncia possui tambe´m uma forma cont´ınua,
dada por (
~E ′
~B′
)
=
(
cosα senα
−senα cosα
)( ~E
~B
)
, (2.95)
em que o caso discreto anterior corresponde a α = π/2. Pode-se ainda escrever
vetores complexos que se mante´m invariantes por essas transformac¸o˜es, a menos
de uma fase, e expressar as quatro equac¸o˜es de Maxwell atrave´s de duas apenas.
Ademais, esse quadro ainda pode ser estendido para o caso de meios diele´tricos e de
teorias eletromagne´ticas na˜o-lineares, como a de Dirac-Born-Infeld. Nesse quadro
geral, as equac¸o˜es de movimento sa˜o
∇ · ( ~D + i ~B) = 0, (2.96)
∇× ( ~E + i ~H) = i ∂
∂t
( ~D + i ~B), (2.97)
em que Di = Gi0, H i = 1
2
ǫijkGjk e G
µν = −2 ∂L
∂Fµν
[35]. E essas equac¸o˜es sa˜o
invariantes por
( ~D + i ~B) → eiα( ~D + i ~B), (2.98)
( ~E + i ~H) → eiα( ~E + i ~H), (2.99)
com α constante. Os detalhes dessas passagens podem ser vistos nas Refs. [35,
36]. Embora consideravelmente gerais e elegantes, essas correspondeˆncias na˜o sa˜o
imediatamente preservadas ao inserirmos fontes, na˜o so´ por “questo˜es formais”,
mas tambe´m e´ evidente sob um ponto de vista f´ısico. Em particular, frente a essas
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correspondeˆncias ondas eletromagne´ticas sa˜o rodadas por uma aˆngulo α. No va´cuo
sem fontes, qualquer rotac¸a˜o da onda eletromagne´tica e´ indiferente, mas havendo um
polarizador essa simetria e´ quebrada, a menos que ela passe a envolver o polarizador
tambe´m. Outra forma de analisar essa questa˜o, talvez mais o´bvia, e´ considerar um
sistema composto de carga ele´trica junto de seu campo ele´trico; assim, a fim de que
a transformac¸a˜o ( ~E, ~B)→ ( ~B,−~E) produza um sistema f´ısico coerente, monopo´los
ele´tricos devem tornar-se monopo´los magne´ticos. Essa propriedade, em parte, levou
a propostas de va´rios tipos de monopo´los magne´ticos.
Iremos analisar agora como essa simetria se apresenta na ac¸a˜o. Em termos da
2-forma eletromagne´tica, a simetria ( ~E, ~B)→ ( ~B,−~E) e´ simplesmente descrita por
F → ⋆F . Trocar F por ⋆F apenas altera o sinal global da ac¸a˜o do eletromagnetismo,
pois ⋆⋆F = −F no espac¸o-tempo tratado. Existe uma forma mais precisa e geral de
analisar essa invariaˆncia f´ısica. Seja
S[A] =
1
2g2
∫
F ∧ ⋆F (2.100)
a ac¸a˜o do eletromagnetismo em 4D com F := dA, g = diag(+−−−) e g2 a constante
de acoplamento. Considere a seguinte ac¸a˜o
SM [AD, F ] =
∫
1
2g2
F ∧ ⋆F + dAD ∧ F. (2.101)
Acima, F e´ uma 2-forma qualquer e AD e´ uma 1-forma qualquer, cujas dinaˆmicas
sa˜o determinadas pelo princ´ıpio de mı´nima ac¸a˜o (assume-se que a integral atua em
ambas as parcelas acima). A variac¸a˜o dessa ac¸a˜o com respeito a AD produz
dF = 0. (2.102)
Como a topologia do espac¸o-tempo tratado e´ trivial, existe uma 1-forma A tal que
F = dA. Substituindo esse resultado em SM vem
SM ↔ S[A] = 1
2g2
∫
dA ∧ ⋆dA. (2.103)
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Considerando agora a variac¸a˜o de SM com respeito a F , temos
dAD = − 1
g2
⋆F. (2.104)
Essa relac¸a˜o nos permite eliminar F de SM [AD, F ], consequ¨entemente
SM ↔ S˜[AD] = g
2
2
∫
dAD ∧ ⋆dAD. (2.105)
Ou seja,
S ↔ S˜. (2.106)
O s´ımbolo↔ foi introduzido para indicar equivaleˆncia entre funcionais quando suas
variac¸o˜es sa˜o tomadas como nulas. A equivaleˆncia obtida atrave´s da te´cnica acima
e´ mais forte do que essa correspondeˆncia, mas na˜o entraremos em detalhes no mo-
mento. O mapa que fornece a correspondeˆncia entre os campos de S e S˜ e´ dado
pela combinac¸a˜o das Eqs.(2.102, 2.104),
dAD = − 1
g2
⋆dA. (2.107)
Nota-se que ao aplicar d na equac¸a˜o acima obte´m-se a equac¸a˜o de movimento de S,
enquanto a aplicac¸a˜o de d⋆ leva a` equac¸a˜o de movimento de S˜.
Esse mapa, a menos do fator − 1
g2
, descreve exatamente a substituic¸a˜o de F
por ⋆F anteriomente mencionada. Embora classicamente esse fator na˜o tenha im-
portaˆncia, essa mesma deduc¸a˜o pode ser feita em func¸o˜es partic¸a˜o (as variac¸o˜es
acima correspondem a integrais Gaussianas) e veˆ-se que a constante de acoplamento
e´ realmente invertida. Enfim, partindo da invariaˆncia ( ~E, ~B)→ ( ~B,−~E) obtivemos
um primeiro ind´ıcio de existeˆncia de certa autodualidade que relaciona regio˜es de
acoplamento forte com acoplamento fraco.
Com um pouco de experieˆncia, percebe-se que essa te´cnica tambe´m pode ser
usada para o caso com fontes. Considere a seguinte ac¸a˜o:
SMΛ[F,AD] =
∫
1
2g2
F ∧ ⋆F + F ∧ (Λ + dAD). (2.108)
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A variac¸a˜o com respeito a AD implica que dF = 0 e portanto existe uma 1-forma
A tal que
F = dA. (2.109)
Substituindo esse resultado em SMΛ , vem
SMΛ ↔ SJ [A] =
∫ 1
2g2
dA ∧ ⋆dA+ A ∧ ⋆J, (2.110)
em que usamos ⋆J := dΛ, o que e´ consistente com d⋆J = 0. A variac¸a˜o de SMΛ com
respeito a F fornece a teoria dual ao eletromagnetismo com fonte J . A equac¸a˜o de
movimento provinda dessa variac¸a˜o leˆ-se
1
g2
⋆F + Λ + dAD = 0. (2.111)
Seja FDΛ := dAD + Λ, a ac¸a˜o dual e´ portanto
SMΛ ↔ S˜Λ[AD] =
g2
2
∫
FDΛ ∧ ⋆FDΛ. (2.112)
A teoria acima esta´ acoplada a uma fonte, pore´m na˜o atrave´s de um acoplamento
mı´nimo. A identidade de Bianchi e a equac¸a˜o de movimento de SJ sa˜o
dF = 0 d⋆F = −g2 ⋆J, (2.113)
enquanto que no quadro dual a identidade de Bianchi e a equac¸a˜o de movimento
sa˜o respectivamente
dFDΛ =
⋆J d⋆FDΛ = 0. (2.114)
Um detalhe importante quanto a esse tipo de dualidade com fontes e´ a presenc¸a
de uma simetria envolvendo Λ, chamado de Chern-kernel [38]. Enquanto SJ e´
invariante por Λ → Λ + dλ, para qualquer 1-forma λ, a ac¸a˜o S˜Λ e´ invariante pela
combinac¸a˜o Λ→ Λ+ dλ e AD → AD−λ. Pode-se optar pela fixac¸a˜o dessa simetria
usada na Ref. [39], ou seja, d⋆Λ = 0. Essa escolha leva a` equac¸a˜o de movimento
d⋆dAD = 0, que lembra a expressa˜o usual do eletromagnetismo, exceto pela fonte
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na˜o se encontrar na equac¸a˜o de movimento, mas sim na identidade dFDΛ =
⋆J acima
apresentada.
Quanto ao significado da dualidade formal acima, alguns comenta´rios precisam
ser feitos. Em primeiro lugar nota-se que o mapa F → ⋆F na˜o se manteve inalter-
ado, foi generalizado para F → ⋆Λ+⋆F (2.111) (ignorando as constantes globais), ou
seja, depende explicitamente do Chern-kernel. Em certo sentido, pode-se dizer que
a teoria dual S˜ conte´m monopo´los magne´ticos, isso ocorre se identificarmos o campo
magne´tico no quadro dual como B˜i = 1
2
ǫijkFDΛjk , assim devido a dFDΛ =
⋆J temos
∇ · ~˜B = J0. Por outro lado, pode-se corretamente argumentar que a questa˜o de
monopo´los magne´ticos f´ısicos na˜o esta´ sendo abordada, apenas se esta´ lidando com
monopo´los ele´tricos de uma forma na˜o convencional. Foi obtida uma equivaleˆncia
formal entre Lagrangianas, monopo´los magne´ticos simplesmente na˜o foram intro-
duzidos; todavia, no quadro dual, esses mesmos monopo´los ele´tricos sa˜o descritos
tal como se fossem monopo´los magne´ticos (dF 6= 0). Uma forma de introduzir
monopo´los magne´ticos f´ısicos e´, na ac¸a˜o S˜Λ, inserir uma nova corrente que se acople
minimamente com AD, tal como feito na Ref. [40].
A te´cnica acima utilizada, chamada de Lagrangiana (ou ac¸a˜o) mestra, foi intro-
duzida em [41] para verificar a dualidade entre os modelos MCS e autodual. O mod-
elo autodual foi proposto na Ref. [42] como uma espe´cie de “raiz quadrada”(segundo
os pro´prios autores) do modelo de Proca em 3D. Seguindo a Ref. [42], sendo a ac¸a˜o
do modelo de Proca dada por14
SProca[A] = −1
2
∫
F ∧ ⋆F −m2A ∧ ⋆A, (2.115)
sua equac¸a˜o de movimento e´
d⋆dA−m2⋆A = 0, (2.116)
14Como nenhuma constante de acoplamento com dimensa˜o foi inserida, nesta parte A tem di-
mensa˜o de massa
1
2 .
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Considere a seguinte equac¸a˜o:
A = ± 1
m
⋆dA. (2.117)
Aplicando a u´ltima equac¸a˜o sobre ela mesma, a Eq. (2.116) e´ obtida (lembrar que
⋆⋆ = 1 em 3D). Substituindo A por f , a ac¸a˜o que tem (2.117) como equac¸a˜o de
movimento e´
SAD[f ] =
1
2
∫
∓ 1
m
f ∧ df + f ∧ ⋆f. (2.118)
A ac¸a˜o acima descreve o chamado modelo autodual. Esse modelo propaga 1 grau
de liberdade para cada sinal do termo de CS f ∧df , enquanto o modelo de Proca em
3D possui 2 graus de liberdade. Embora a motivac¸a˜o original desse modelo tenha
sido puramente formal, posteriormente, por meio de um mecanismo de bosonizac¸a˜o
para m suficientemente grande, foi demonstrada sua correspondeˆncia com o modelo
de Thirring [43]. Nessa refereˆncia os autores utilizam a dualidade entre as teorias
MCS e autodual (obtendo a correspondeˆncia do modelo de Thirring com o MCS) que
iremos agora apresentar e foi introduzida em [41]. Por brevidade, demonstraremos
a dualidade apenas usando a te´cnica da ac¸a˜o mestra; mais detalhes sobre essa corre-
spodeˆncia podem ser encontrados nas Refs. [41, 44]. No Cap.5 a dualidade entre as
extenso˜es na˜o-comutativas dos modelos MCS e autodual sera´ demonstrada atrave´s
de outra te´cnica, a projec¸a˜o dual.
Considere a seguinte transformac¸a˜o de Legendre na ac¸a˜o de MCS (2.79):
SM [A, f ] =
∫
g2
2
f ∧ ⋆f + dA ∧ f − m
2g2
A ∧ dA. (2.119)
Trata-se essencialmente da mesma ac¸a˜o mestra que aparece na Eq. (2.101) com F
substitu´ıdo por f e com a adic¸a˜o do termo de CS. A variac¸a˜o com respeito a f leva
SM de volta a (2.79). A equac¸a˜o de movimento advinda da variac¸a˜o com respeito a
f e´
dA+ g2⋆f = 0. (2.120)
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Eliminando f de SM retorna-se a` ac¸a˜o original de MCS. Por outro lado, a variac¸a˜o
de A tem como equac¸a˜o de movimento
df − m
g2
dA = 0, (2.121)
a qual, ao ser empregada para elimiar A de SM , leva justamente a` ac¸a˜o do modelo
autodual, a saber
SAD =
g2
2
∫
1
m
df ∧ f + f ∧ ⋆f. (2.122)
Substituindo m por −m obtem-se a dualidade do outro modo propagante. Verifica-
se que tanto o modelo MCS quanto o autodual violam P e T , mas preservam PT ,
C e CPT .
A dualidade entre os modelos MCS e autodual e´ uma das mais conhecidas, ela
tem servido de paradigma para o estudo de va´rias outras dualidades. Para uma
detalhada introduc¸a˜o a` te´cnica da Lagrangiana mestra veja [31]. Embora haja cor-
respondeˆncia f´ısica entre os modelos MCS e autodual, suas estruturas formais sa˜o
consideravelmente distintas, em particular MCS e´ uma teoria de calibre de segunda
ordem nas velocidades, enquanto o modelo autodual e´ de primeira ordem nas ve-
locidades e na˜o possui simetria de calibe. Ademais, o mapa dado pela Eq. (2.120)
na˜o descreve uma fixac¸a˜o de calibre (veja a Subsec¸a˜o 3.1.5), mas sim um colapso de
todas as o´rbitas de calibre de MCS, cada uma para um u´nico ponto da superf´ıcie
de v´ınculo do modelo autodual. Devido a`s suas diferenc¸as formais, ocasionalmente
pode ser prefer´ıvel usar um modelo em relac¸a˜o ao outro. Na Ref. [43] da´-se pre-
fereˆncia a` formulac¸a˜o de MCS para a avaliac¸a˜o de certo loop fermioˆnico advindo do
modelo de Thirring, enquanto a Ref. [45] utiliza a formulac¸a˜o autodual para efetuar
ca´lculos na rede referentes ao efeito Hall.
2.5. DUALIDADES ELETROMAGNE´TICAS 36
Outra diferenc¸a importante quanto aos modelos MCS e autodual se deve a`s suas
extenso˜es na˜o-Abelianas e/ou na˜o-comutativas. Na Ref. [41] a questa˜o da dualidade
na˜o-Abeliana e´ considerada, mas a abordagem utilizada se demonstrou inconclusiva.
Nas Refs. [46] os autores mostram que as extenso˜es na˜o-Abelianas desses modelos
na˜o sa˜o duais entre si. As extenso˜es na˜o-comutativas sera˜o tratadas na Sec¸a˜o 5.1.
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Cap´ıtulo 3
Formalismos Simple´ticos
Na primeira parte deste cap´ıtulo apresentaremos uma revisa˜o do formalismo simple´tico
[29, 30, 47], trata-se de um formalismo alternativo ao de Dirac de deduc¸a˜o da
dinaˆmica Hamiltoniana de sistemas vinculados [28] (reduc¸a˜o Hamiltoniana). Na
sec¸a˜o seguinte sera´ apresentado o chamado formalismo simple´tico de calibre, orig-
inalmente introduzido, como uma aplicac¸a˜o particular, na Ref. [48]. Esse outro
formalismo lida com a questa˜o da “imersa˜o em calibre” seguindo os princ´ıpios do
me´todo simple´tico, em vez dos de Dirac. A segunda sec¸a˜o apresenta esse formalismo
e aplicac¸o˜es em acordo especialmente com a Ref. [10].
3.1 Formalismo simple´tico e pareˆnteses general-
izados
3.1.1 Noc¸o˜es de geometria simple´tica
Embora seja poss´ıvel avaliar toda a f´ısica cla´ssica de um sistema utilizando Hamilto-
nianas e pareˆnteses de Dirac (ou generalizados) sem mencionar estruturas simple´ticas
ou simplectomorfismos, noc¸o˜es de geometria simple´tica possibilitam uma nova e mais
geral forma de analisar problemas Hamiltonianos. Esta sec¸a˜o segue em especial os
princ´ıpios utilizados na Ref. [14] (Cap. 9), outras refereˆncias u´teis incluem [49, 50].
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Considere uma variedade N de dimensa˜o par munida de certa 2-forma f na˜o-
degenerada, ou seja,
∀ζ 6= 0, ∃η | f(ζ, η) 6= 0 (ζ, η ∈ TxN). (3.1)
Equivalentemente, a matriz (fαβ) que a representa possui determinante na˜o-nulo
(f = 1
2
fαβdξ
α ∧ dξβ).
Uma diferenc¸a crucial entre f e uma poss´ıvel me´trica g no mesmo espac¸o e´ o fato
do u´ltimo ser sime´trico, enquanto o primeiro e´ anti-sime´trico. Por outro lado, g e f
sa˜o tranformac¸o˜es bilineares e ambos teˆm igual direito a definir regras de levantar
ou abaixar ı´ndices, assim como suas pro´prias regras de ortogonalidade. Para evitar
confusa˜o, a regra de ser a me´trica a u´nica responsa´vel por essa alterac¸a˜o nos ı´ndices
sera´ mantida1. Ha´ dois motivos por estarmos considerando uma variedade de di-
mensa˜o par: i) desejamos associar N ao espac¸o de fase, cuja dimensa˜o e´ o dobro
da do espac¸o de configurac¸a˜o; ii) embora possa-se definir me´tricas em variedades
de dimensa˜o arbitra´ria, 2-formas na˜o-degeneradas so´ ocorrem em variedades de di-
mensa˜o par. A demonstrac¸a˜o e´ imediata, pois, para qualquer matriz anti-sime´trica
f ,
det(fαβ) = det[(fαβ)
T ] = det(fβα) = (−1)dimN det(fαβ), (3.2)
Logo det f = 0 se a dimensa˜o de N for ı´mpar.
Sendo a 2-forma na˜o-degenerada f constante para todos os pontos da variedade
N , por meio de transformac¸o˜es de coordenadas, a matriz (fαβ) pode sempre ser
escrita na chamada forma canoˆnica,
(fαβ) =
(
0n×n −In×n
In×n 0n×n
)
, (3.3)
com dimN = 2n.
1fαβ sera´ identificado como elementos da inversa de (fαβ), mas a contrac¸a˜o ξ
αfαβ na˜o sera´
expressa por ξβ .
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Consideremos queN e´ uma “fatia”2n-dimensional da variedade 2n+1-dimensional
Ne com t constante, em que t e´ a varia´vel adicional necessa´ria para descrever Ne.
Seja fe uma 2-forma de posto ma´ximo em Ne, ou seja, de posto 2n. Consequ¨ente-
mente, a matriz de fe, em cada ponto ξ ∈ Ne, possui um u´nico autovetor ν(ξ) de
autovalor nulo linearmente independente (autovetor esse chamado de modo-zero).
Ou seja, fe determina uma direc¸a˜o privilegiada em Ne em cada um de seus pontos,
dada pelo campo vetorial ν(ξ). Essa direc¸a˜o privilegiada iremos associar a` evoluc¸a˜o
temporal do sistema no espac¸o de fase. Para determinar como essa evoluc¸a˜o se dara´,
precisa-se definir certa nota´vel 1-forma em Ne,
L = pi dq
i −H(q, p)dt, (3.4)
em que i = 1, 2, ..., n, {q, p, t} sa˜o coordenadas locais de Ne e H(q, p) e´ dada func¸a˜o
(0-forma) definida em Ne (constante para todo t). A diferenciac¸a˜o externa de L leva
a` seguinte 2-forma:
dL = dpi ∧ dqi − ∂H
∂qi
dqi ∧ dt− ∂H
∂pi
dpi ∧ dt. (3.5)
Em particular, podemos identificar a 2-forma acima com fe (dL tem posto 2n,
como sera´ visto). Usando o ordenamento {qi}, {pi}, t para as coordenadas de Ne e
dL = fe =
1
2
feαβdξ
α ∧ dξβ, vem
(feαβ) =


0 −I − ∂H
∂qj
I 0 − ∂H
∂pj
∂H
∂qi
∂H
∂pi
0

 , (3.6)
em que I e´ a identidade n×n, o ı´ndice i simboliza vetores linha, enquanto j vetores
coluna. Comparando a matriz acima com a Eq. (3.3) e´ imediato ver que dL e´ uma
extensa˜o natural de f para Ne. A matriz fe acima possui o seguinte modo-zero
2:
(να) = ( ∂H∂pi −∂H∂qi 1 ) . (3.7)
2Esse modo-zero poderia ser tambe´m representado na forma coluna, mas futuramente tratare-
mos de modos-zero que sa˜o operadores, o que torna mais conveniente sua atuac¸a˜o pela esquerda
da matriz fe, ao inve´s da direita.
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Qualquer outro vetor na˜o-nulo cuja atuac¸a˜o em fe produza um resultado nulo e´
necessariamente proporcional a ν.
Se a evoluc¸a˜o temporal no espac¸o de fase de dado sistema e´ dada localmente em
cada ponto de N pelo campo vetorial ν ∈ TN , temos ξ˙ = ν(ξ), ou seja, obte´m-se as
seguintes equac¸o˜es de familiar aspecto:
q˙i =
∂H
∂pi
p˙i = −∂H
∂qi
. (3.8)
Ha´ va´rias observac¸o˜es a serem feitas. As equac¸o˜es acima devem ser vistas como
as equac¸o˜es de movimento de um sistema f´ısico, em que a func¸a˜o Hamiltoniana H
e´ escolhida de forma a reproduzir as simetrias e equac¸o˜es de movimento do sistema
f´ısico estudado, determinando consequ¨entemente a Lagrangiana, isto e´, 1-forma L
(veremos em breve o caso inverso e mais comum: a determinac¸a˜o de H a partir
de L). Resultados equivalentes apareceriam se tive´ssemos usado algum princ´ıpio
variacional, mas para o objetivo desta sec¸a˜o essa outra deduc¸a˜o das equac¸o˜es de
movimento nos parece mais esclarecedora. Nas equac¸o˜es acima consideramos que
q e p podem ser vistos como func¸o˜es de t. Evoluc¸o˜es arbitra´rias de um sistema
em Ne na˜o possibilitam de forma geral escrever q e p como func¸o˜es de t, mas a
evoluc¸a˜o dada por ν segue sempre a direc¸a˜o de t crescente e sempre com a mesma
velocidade (3.7), o que permite a associac¸a˜o de t com o tempo. Escolhemos uma
forma muito particular para a 2-forma fe, falta saber ate´ que ponto essa escolha na˜o
e´ excessivamente restritiva, isto e´, se na˜o ha´ sistemas f´ısicos que sa˜o descritos por
outras 2-formas fe; como veremos agora, essa escolha inicial realmente foi restritiva
demais.
Sendo fe uma 2-forma exata de posto ma´ximo em Ne (2n), considere uma curva
(unidimensional) fechada γ1 em Ne. A evoluc¸a˜o temporal de γ1 gera, a menos de
alguns casos singulares, um tubo bidimensional de superf´ıcie σ no espac¸o de fase
estendido Ne (como sempre, estamos supondo que essa evoluc¸a˜o temporal seja dada
pelo modo-zero ν de fe). Seja γ2 uma outra curva fechada que envolva o tubo gerado
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por γ1. Em particular, γ1 e γ2 podem ser curvas de N em tempos t distintos, como
mostram as figuras abaixo:
Fig.1 Fig.2
Para ambos os casos, sendo fe exata, existe uma 1-forma L, na˜o necessariamente
dada pela Eq.(3.4), tal que fe = dL, e portanto
∮
γ1
L−
∮
γ2
L =
∮
∂σ
L =
∫
σ
fe = 0. (3.9)
A u´ltima igualdade se deve a fe ser nulo para quaisquer vetores da superf´ıcie bidi-
mensional σ, isto e´, fe(ζ, η) = 0 ∀ζ, η ∈ Tσ, pois ν ∈ Tσ. Para ser mais espec´ıfico,
∀η ∈ Tσ temos f(ν, η) = 0 (3.1); e devido a σ ser bidimensional (assim como Txσ),
temos fe(ζ, η) = 0 ∀ζ, η ∈ Tσ. Da Eq. (3.9), para curvas γ1 e γ2 tais que dt = 0
(Fig. 2), segue imediatamente a conservac¸a˜o da integral da “parte cine´tica”da 1-
forma L, ∮
γ1
aα(ξ) dξ
α =
∮
γ2
aα(ξ) dξ
α, (3.10)
em que α = 1, 2, ..., 2n e usamos a seguinte expressa˜o geral para L (desconsiderando
apenas qualquer dependeˆncia expl´ıcita em t):
L(ξ) = aα(ξ) dξ
α −H(ξ) dt. (3.11)
Seja σ1 ∈ Ne a superf´ıcie cujo contorno e´ γ1 em t = t1. Em t = t2, a superf´ıcie
que γ2 envolve e´ denotada por σ2. Como
∮
γ1,2
aα(ξ) dξ
α =
∫
σ1,2
daα(ξ) ∧ dξα, (3.12)
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usando a Eq. (3.10) vem
∫
σ1
daα(ξ) ∧ dξα =
∫
σ2
daα(ξ) ∧ dξα. (3.13)
A u´ltima equac¸a˜o tem como caso particular (caso canoˆnico)
∫
σ1
dpi ∧ dqi =
∫
σ2
dpi ∧ dqi, (3.14)
com i = 1, 2, ..., n. Dado que o produto externo de n dos elementos de a´rea acima e´
proporcional ao elemento de volume 2n-dimensional
dpi1 ∧ ... ∧ dpin ∧ dqi1 ∧ ... ∧ dqin, (3.15)
das Eqs. (3.13, 3.14) deduz-se o teorema de Liouville, ou seja, a evoluc¸a˜o de estados
no espac¸o de fase e´ tal que o volume e´ sempre preservado. Em (3.13), n produtos
externos do termo daα ∧ dξα = ∂βaαdξβ ∧ dξα atuam como elemento de volume,
desde que essa 2-forma seja na˜o-degenerada (mais detalhes sera˜o apresentados em
breve).
Nota-se que a condic¸a˜o de fe ser forma exata foi importante para a deduc¸a˜o do
teorema de Liouville, contudo essa condic¸a˜o pode ser um pouco abrandada sem inval-
idar o teorema de Liouville, pois para o obter e´ necessa´rio apenas que fe seja fechada
[14]. Essa maior generalidade na˜o sera´ de importaˆncia para nossos objetivos; como
veremos, mesmo para sistemas vinculados, por fim a variedade estudada e´ topologi-
camente trivial. Enfim, continuaremos a considerar que fe e´ 2-forma exata, sem
perda de generalidade para nossos propo´sitos. Como veremos agora, a generalizac¸a˜o
de L dada pela Eq. (3.11) sera´ especialmente u´til, o caso dado por (3.4) na˜o e´
suficientemente geral para abarcar grande parte dos problemas de interesse f´ısico.
A fim de que a ene´sima poteˆncia de daα ∧ dξα seja proporcional ao elemento de
volume do espac¸o de fase 2n-dimensional, o qual desejamos associar a N , a 2-forma
da(ξ) na˜o pode ser degenerada. Como essa 2-forma e´ defina em N e e´ igual a fe em
dado t, pois
fe = dL = daα ∧ dξα − dH ∧ dt, (3.16)
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identificamos
f = da =
1
2
(
∂aα
∂ξβ
− ∂aβ
∂ξα
)
dξα ∧ dξβ. (3.17)
Assim, f ∈ N e´ 2-forma na˜o-degenerada e exata, enquanto fe e´ 2-forma exata de
posto ma´ximo na variedade 2n+ 1-dimensional Ne.
Sendo f na˜o-degenerado, fe possui apenas um modo-zero e a dinaˆmica no espac¸o
de fase encontra-se univocamente determinada. A Lagrangiana do eletromagnetismo
e´ um bom exemplo de que nem sempre o termo cine´tico de L tem a forma pi ∧ dqi
[mesmo quando expressa em primeira ordem nas velocidades (3.67)]. Disso conclui-
se que a generalizac¸a˜o de L, como dada por (3.11), e´ necessa´ria. Formulamos agora
as seguintes definic¸o˜es:
Definic¸a˜o 3.1. Uma estrutura simple´tica em uma variedade N e´ uma 2-forma
fξ : TξN × TξN → IR fechada e na˜o-degenerada, ou seja, df = 0 e
∀ζ 6= 0, ∃η | f(ζ, η) 6= 0 (ζ, η ∈ TxN). (3.18)
Uma estrutura simple´tica pode tambe´m ser chamada de 2-forma simple´tica ou sim-
plesmente forma simple´tica. Sendo f forma simple´tica e exata, a 1-forma aξ : TξN →
IR que satisfaz f = da e´ ocasionalmente chamada de 1-forma canoˆnica.
Definic¸a˜o 3.2. Por variedade simple´tica chama-se o par (N, f), em que N e´ uma
variedade e f e´ uma estrutura simple´tica.
Definic¸a˜o 3.3. O par (N, h), em que N e´ variedade e h e´ 2-forma fechada degen-
erada, e´ uma variedade pre´-simple´tica. h e´ forma pre´-simple´tica.
Conforme sera´ visto nas pro´ximas sec¸o˜es, da parte cine´tica de diversas La-
grangianas, quando expressas em primeira ordem nas velocidades (3.11), extrai-se
de imediato uma 2-forma pre´-simple´tica h, com h = da e degenerado. Em princ´ıpio
isso levaria a ambigu¨idades ou inconsisteˆncias dinaˆmicas, pois a extensa˜o de h para
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o espac¸o de fase estendido Ne pode gerar uma 2-forma cujo posto na˜o e´ ma´ximo
em Ne, ou seja, ter´ıamos mais de uma modo-zero responsa´vel pela evoluc¸a˜o tem-
poral do sistema no espac¸o de fase. Como sera´ visto, isto e´ um sinal de que ha´
vincu´los e/ou simetria de calibre na Lagrangiana tratada. Em geral, na˜o se as-
sume que a Lagrangiana original seja problema´tica, mas sim que essa dificuldade
na˜o pode ser superada em uma variedade trivial como IR2n, ou seja, supo˜e-se que
interdependeˆncias entre as coordenadas que aparecem na Lagrangiana devem ser
consideradas. Passa-se portanto para outra variedade trivial de dimensa˜o maior
IR2n+m na qual a variedade na˜o-trivial do espac¸o de fase f´ısico estaria imersa (su-
perf´ıcie de v´ınculos). Assim procedendo, encontra-se por fim uma verdadeira es-
trutura simple´tica f associada a` variedade IR2n+m, cuja extensa˜o fe para o espac¸o
IR2n+m+1 possui um u´nico modo-zero3.
3.1.2 Pareˆnteses generalizados
Seja IR2n um espac¸o de fase dado pelas coordenadas q1, ..., qn, p1, ..., pn cujos pareˆnteses
de Poisson satisfazem
{qi, qj} = {pi, pj} = 0,
{qi, pj} = −{pj , qi} = δij , (3.19)
q˙i = {qi, H}, p˙i = {pi, H},
com i, j = 1, 2, ..., n e H = H(q, p) e´ a func¸a˜o Hamiltoniana.
Essas propriedades podem ser apresentadas de forma mais compacta se a seguinte
notac¸a˜o for introduzida:
ξi := qi, ξn+i := pi, (3.20)
(σαβ) :=
(
0 δij
−δij 0
)
. (3.21)
3Nota-se que m tem de ser par, isso sera´ avaliado posteriormente
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Com efeito,
{ξα, ξβ} = σαβ,
ξ˙α = σαβ
∂H
∂ξβ
, α, β = 1, 2, ..., 2n. (3.22)
Com esta notac¸a˜o, os pareˆnteses de Poisson entre as func¸o˜es A(ξ) e B(ξ) assumem
a forma
{A,B} = ∂A
∂ξα
σαβ
∂B
∂ξβ
. (3.23)
Nota-se que a matriz σ acima e´ igual a` inversa da matriz simple´tica (3.3) na forma
canoˆnica. Como a estrutura simple´tica, independentemente da base utilizada, e´ a
responsa´vel por determinar a evoluc¸a˜o do sistema no espac¸o de fase, define-se a
seguinte generalizac¸a˜o dos pareˆnteses de Poisson:
{A,B}∗ := ∂A
∂ξα
fαβ
∂B
∂ξβ
, (3.24)
em que fαβ sa˜o elementos da inversa da matriz (fαβ). Estruturas simple´ticas in-
duzem estruturas de Poisson [14, 50]. Esses pareˆnteses generalizados sa˜o os que
conte´m uma direta relac¸a˜o com a dinaˆmica de um sistema f´ısico no espac¸o de fase.
Dado que um v´ınculo e´ escrito como uma func¸a˜o do espac¸o de fase que e´ igualada
a zero (Ωm = 0), a quantizac¸a˜o dessas func¸o˜es leva a operadores nulos e o comutador
de operadores nulos e´ sempre nulo. Por outro lado, os pareˆnteses de Poisson de um
v´ınculo com outra grandeza na˜o sa˜o necessariamente nulos. Essa questa˜o motivou
Dirac a definir novos pareˆnteses cla´ssicos, os quais, em particular, produziriam sem-
pre um resultado nulo quando envolvessem qualquer v´ınculo. Dirac propoˆs que, em
teorias com v´ınculos, os pareˆnteses de Poisson devem ser substitu´ıdos por [28, 49]
{A,B}D := {A,B} − {A,Ωm}Cmn{Ωn, B}, (3.25)
chamados de pareˆnteses de Dirac. Acima, os Ωm’s sa˜o os v´ınculos da teoria e (C
mn)
e´ definida como a inversa da matriz ({Ωm,Ωn}), chamada de matriz de Dirac. Se-
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gundo Dirac, seriam esses pareˆnteses acima os que deveriam ser substitu´ıdos por
comutadores ao proceder com a quantizac¸a˜o de sistemas vinculados, em vez dos de
Poisson, isto e´,
{A,B}D −→ −i[Aˆ, Bˆ]. (3.26)
O formalismo de Dirac, embora correto, possui alguns inconvenientes, ale´m de
ser trabalhoso. Esse formalismo insere uma distinc¸a˜o entre v´ınculos prima´rios e
secunda´rios que e´ arbitra´ria; isto e´, diferentes aplicac¸o˜es do me´todo ditingu¨em um
mesmo v´ınculo ora como prima´rio ora como secunda´rio [28, 49]. Os v´ınculos segundo
esse formalismo sa˜o tambe´m classificados entre primeira classe e segunda classe. Os
de primeira classe possuem duas propriedades distintas: ale´m de imporem certa
relac¸a˜o de dependeˆncia entre as coordenadas do espac¸o de fase, esses ainda sa˜o
geradores de simetria de calibre, segundo a conjectura de Dirac [28, 49].
De´cadas depois, Faddeev e Jackiw indicaram que a quantizac¸a˜o de sistemas
vinculados pode tambe´m ser feita atrave´s de me´todos matema´ticos mais modernos
[29]. Em vez dos pareˆnteses de Dirac, pode-se usar os pareˆnteses induzidos pela
inversa da estrutura simple´tica (3.24). Essa abordagem, que veio a ser conhecida
como me´todo simple´tico, foi posteriormente estendida por Barcelos Neto e Wotzasek
[30] e a correspondeˆncia com os pareˆnteses de Dirac foi demonstrada por Montani
[47]. De forma geral, em vista da equivaleˆncia, chamaremos tanto os pareˆnteses do
me´todo simple´tico quanto os de Dirac de pareˆnteses generalizados.
3.1.3 Formalismo de Faddeev-Jackiw
Para encontrar a matriz simple´tica de um sistema vinculado e consequ¨entemente seus
pareˆnteses generalizados, Faddeev e Jackiw [29] indicaram um me´todo que se baseia
na estreita relac¸a˜o dessa com a Lagrangiana de primeira ordem nas velocidades. A
fim de esclarecer esta relac¸a˜o, continuemos a tratar de um sistema com 2n varia´veis
3.1. FORMALISMO SIMPLE´TICO E PAREˆNTESES GENERALIZADOS 47
canoˆnicas independentes. A Lagrangiana pode ser escrita como
L = piq˙
i −H, i = 1, 2, ..., n. (3.27)
Ao introduzir as varia´veis simple´ticas ξi := qi, ξi+n := pi, a 1-forma Ldt e´ escrita
como
Ldt =
1
2
ξαfαβdξ
β +
1
2
d(piq
i)−Hdt
=
1
2
ξαfαβdξ
β −Hdt, α, β = 1, 2, ..., 2n, (3.28)
em que
(fαβ) =
(
0 −δji
δji 0
)
. (3.29)
Essa e´ matriz simple´tica em sua forma canoˆnica (3.3).
Neste exemplo, a chamada 1-forma canoˆnica e´ a = 1
2
ξαfαβdξ
β (linear em ξα) e a
2-forma simple´tica f = 1
2
fαβdξ
α ∧ dξβ = da e´ constante. Pela definic¸a˜o de estrutura
simple´tica, sabemos na˜o ser este o caso mais geral: a diferencial externa de f deve
se anular, mas f na˜o precisa ser constante. Consideremos um caso mais geral de
Lagrangiana de primeira ordem4:
L = aα(ξ)ξ˙
α − V (ξ), α = 1, 2, ..., N. (3.30)
As equac¸o˜es de Euler-Lagrange para a Lagrangiana (3.30) sa˜o5:
∂aβ
∂ξα
ξ˙β − ∂V
∂ξα
=
∂aα
∂ξβ
ξ˙β, (3.31)
logo
∂αV = (∂αaβ − ∂βaα)ξ˙β
= hαβ ξ˙
β, (3.32)
4Nesta equac¸a˜o ξα deve ser visto como coordenada de um sistema qualquer, as equac¸o˜es de
(3.20) na˜o sa˜o necessariamente va´lidas.
5As coordenadas simple´ticas sa˜o, a princ´ıpio, tratadas como independentes, o que justifica o
emprego das equac¸o˜es de Euler-Lagrange.
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onde foi usado ∂α :=
∂
∂ξα
e
hαβ := ∂αaβ − ∂βaα. (3.33)
A definic¸a˜o de hαβ coloca este tensor em proximidade com o tensor simple´tico.
Seja h uma 2-forma diferencial dada pela derivada externa da 1-forma canoˆnica
a = aα(ξ)dξ
α, logo
h = daβ ∧ dξβ
= (∂αaβ)dξ
α ∧ dξβ
=
1
2
(∂αaβ − ∂βaα)dξα ∧ dξβ (3.34)
=
1
2
hαβdξ
α ∧ dξβ.
A 2-forma h e´ fechada, pois d(da) = 0, ou seja, para ser poss´ıvel identificar h com
f (a 2-forma simple´tica), e´ necessa´rio apenas que o determinante de (hαβ) na˜o se
anule. Infelizmente isto nem sempre e´ verdade, por isto a matriz (hαβ) sera´ chamada
de matriz pre´-simple´tica.
A equac¸a˜o de movimento (3.32) e a equac¸a˜o (3.22) sugerem uma relac¸a˜o entre o
potencial V e a Hamiltoniana. A Hamiltoniana de L e´6
H(Π, ξ) = Παξ˙
α − L(ξ, ξ˙), (3.35)
em que Πα =
∂L
∂ξ˙α
. Como ∂L
∂ξ˙α
= aα(ξ), essa teoria possui, segundo o me´todo de Dirac,
N v´ınculos prima´rios: Ωα(Π, ξ) = Πα − aα(ξ). Nosso objetivo na˜o e´ proceder com
o formalismo de Dirac, na˜o vamos considerar tais relac¸o˜es de v´ınculos. Fac¸amos
simplesmente a substituic¸a˜o dos momentos Πα pelas func¸o˜es aα(ξ) (o que parece
ser, ao menos intuitivamente, mais sensato). Ao fazeˆ-lo, H(Π, ξ) passa a ser H(ξ) e
temos
H(ξ) = aα(ξ)ξ˙
α − L(ξ, ξ˙) = V (ξ). (3.36)
6Utilizando a nomenclatura de Dirac, essa Hamiltoniana e´ a canoˆnica. Veremos que na˜o sera´
necessa´rio definir novas Hamiltonianas ana´logas a` total ou a` estendida. Todo o procedimento
simple´tico na˜o e´ afetado diretamente, ou melhor, de forma expl´ıcita, pelo comportamento das
func¸o˜es fora da superf´ıcie de v´ınculo.
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Sabemos que o operador Hamiltoniano e´ responsa´vel pela evoluc¸a˜o temporal
dos operadores quaˆnticos, portanto, em vista da relac¸a˜o que deve existir entre o
comutador e os pareˆnteses generalizados, a seguinte relac¸a˜o e´ esperada:
ξ˙α = {ξα, H}∗. (3.37)
Substituindo H por V comprova-se sua coereˆncia, pois, usando a definic¸a˜o dos
pareˆnteses generalizados seguida da equac¸a˜o de movimento, temos
ξ˙α = {ξα, V }∗ = fαβ∂βV = ξ˙α. (3.38)
Conclusa˜o: Para obter os pareˆnteses generalizados, e´ suficiente escrever a La-
grangiana da teoria em primeira ordem nas velocidades; donde infere-se as com-
ponentes da 1-forma canoˆnica e determina-se o tensor pre´-simple´tico. Se a matriz
(pre´-)simple´tica na˜o for degenerada, esta sera´ a matriz simple´tica, e sua inversa, por
meio de (3.24), determinara´ os pareˆnteses generalizados.
No caso de ser encontrada uma matriz h degenerada, a Ref. [29] sugere o
emprego de redefinic¸o˜es de coordenadas (via teorema de Darboux) ou do pro´prio
me´todo de Dirac caso essa abordagem torne-se excessivamente complicada. Uma
forma sistema´tica de lidar com teorias pre´-simple´ticas, isto e´, que possuem “v´ınculos
verdadeiros”segundo o formalismo simple´tico, foi proposta na Ref. [30] e sera´ na
pro´xima subsec¸a˜o exposta.
3.1.4 Vı´nculos e o formalismo de Barcelos Neto-Wotzasek-
Montani
Ate´ o presente momento, o termo “v´ınculo”so´ foi usado no sentido empregado pelo
formalismo de Dirac. A sec¸a˜o anterior indica que tais v´ınculos na˜o desempenham,
a princ´ıpio, um papel importante no me´todo simple´tico. A equac¸a˜o de movimento
3.1. FORMALISMO SIMPLE´TICO E PAREˆNTESES GENERALIZADOS 50
(3.32), em especial, esta´ de acordo com a u´ltima afirmativa; afinal, observa-se que
a determinac¸a˜o das velocidades como func¸o˜es das coordenadas depende exclusiva-
mente da existeˆncia da inversa da matriz pre´-simple´tica.
Seja P < N o posto da matriz (hαβ)N×N , logo existem N − P vetores na˜o nulos
e linearmente independentes, chamados modos-zero, que satisfazem7
ναmhαβ = 0, (3.39)
onde m = 1, 2...N − P . Portanto, de acordo com (3.32), temos
ναm∂αV = 0. (3.40)
Entretanto, o potencial pode na˜o satisfazer estas relac¸o˜es. A fim de elimi-
nar a contradic¸a˜o, iremos impor (3.40). Desta imposic¸a˜o adve´m relac¸o˜es de de-
pendeˆncia entre as coordenadas simple´ticas, que constituem os v´ınculos do formal-
ismo simple´tico.
E´ claro que, utilizando a imposic¸a˜o anterior, estamos resolvendo a inconsisteˆncia,
pore´m sua origem ainda precisa ser apontada. Conforme ja´ exposto, (3.32) foi
deduzida desconsiderando qualquer relac¸a˜o de dependeˆncia entre as coordenadas
simple´ticas; agora vemos que essas relac¸o˜es sa˜o encontradas a posteriori. Na˜o ha´,
todavia, garantia de que todas as relac¸o˜es inicialmente omitidas esta˜o contidas nessas
N − P equac¸o˜es (e de fato na˜o esta˜o necessariamente).
Chama-se de v´ınculo verdadeiro o termo ναm∂αV que na˜o e´ nulo a priori.
Apesar dos v´ınculos de Dirac na˜o terem importaˆncia direta para a formulac¸a˜o
simple´tica, ha´, sim, uma relac¸a˜o entre esses e a inversibilidade da matriz pre´-
simple´tica. Seja a Lagrangiana
L = aα(ξ)ξ˙
α − V (ξ), α = 1, 2, ..., N. (3.41)
7Os modos-zero sera˜o sempre vistos como vetores linha. Tratando-se de campos, esta consid-
erac¸a˜o e´ importante, pois os modos-zero podem ser operadores.
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Esta possui os seguintes v´ınculos de Dirac: Ωα = Πα − aα(ξ). Os pareˆnteses de
Poisson destes, no espac¸o das coordenadas e dos momentos simple´ticos, sa˜o
{Ωα,Ωβ}ξ,Π = −∂aα
∂ξγ
∂Πβ
∂Πγ
+
∂Πα
∂Πγ
∂aβ
∂ξγ
,
= −∂βaα + ∂αaβ ,
= hαβ . (3.42)
A matriz ({Ωα,Ωβ}ξ,Π) possui inversa se, e somente se, os v´ınculos forem de
segunda classe8[28, 49], logo o mesmo pode ser conclu´ıdo a respeito da matriz (hαβ).
Sobre a correspondeˆncia entre v´ınculos verdadeiros e a interdependeˆncia das
coordenadas simple´ticas, acrescentamos aqui uma pequena nota. Sabemos que a
existeˆncia de v´ınculos verdadeiros implica a existeˆncia de relac¸o˜es de dependeˆncia
entre as coordenadas simple´ticas (Φm(ξ) = 0), averigu¨emos se a rec´ıproca e´ ver-
dadeira. Segundo a te´cnica dos multiplicadores de Lagrange, havendo M v´ınculos
entre as coordenadas, as equac¸o˜es de movimento sa˜o Φm = 0 e
hαβ ξ˙
β = ∂αV + λ
m∂αΦm, m = 1, 2, ...,M, (3.43)
onde os λm’s sa˜o multiplicadores de Lagrange e os M v´ınculos sa˜o dados pelas
func¸o˜es Φm(ξ), isto e´, Φm(ξ) = 0; consequ¨entemente, Φ˙m = ∂αΦmξ˙
α = 0.
Suponhamos, por absurdo, que (hαβ) possua inversa, isto e´, seja a matriz simple´tica
(fαβ), logo
∂βΦmξ˙
β = ∂βΦmf
βα(∂αV + λ
m∂αΦm). (3.44)
Sabemos que o lado esquerdo dessa igualdade e´ nulo, portanto, devido ao termo
que figura entre pareˆnteses ser qualquer, conclui-se que (fβα) possui M modos-zero:
(∂βΦ)m. Isto contraria a hipo´tese de (fαβ) ser na˜o-degenerada, logo ha´ relac¸o˜es
8De acordo com a nomenclatura de Dirac, uma func¸a˜o do espac¸o de fase e´ de primeira classe
se os pareˆnteses de Poisson dessa com os v´ınculos da teoria forem nulos na superf´ıcie de v´ınculos.
Caso contra´rio, isto e´, se a func¸a˜o do espac¸o de fase na˜o for de primeira classe, ela e´ dita ser de
segunda classe.
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de dependeˆncia entre as coordenadas simple´ticas se, e somente se, houver v´ınculos
verdadeiros.
Apresentemos agora o algoritmo proposto em [30]. O objetivo deste me´todo e´
partir de uma Lagrangiana L(0) com v´ınculos verdadeiros e, apo´s n iterac¸o˜es, obter
uma Lagrangiana L(n) da qual infere-se a matriz simple´tica responsa´vel por sua
dinaˆmica.
Segundo esse formalismo, adiciona-se a derivada temporal dos v´ınculos a` La-
grangiana por meio de multiplicadores de Lagrange, incorporando-os a` parte cine´tica:
L(1) ≡ L(0) − λ(0)mΦ˙(0)m , m = 1, 2, ...,M. (3.45)
Esse na˜o e´ o procedimento usual de lidar com v´ınculos atrave´s de multiplicadores de
Lagrange, pois normalmente adiciona-se os v´ınculos somente, e na˜o suas derivadas.
O me´todo de Dirac impo˜e que a evoluc¸a˜o temporal dos v´ınculos deve tambe´m se
anular, mas o faz por outros caminhos.
A menos de uma derivada temporal total,
L(1) = L(0) + λ˙(0)mΦ(0)m
= a(1)α ξ˙
(1)α − V (1), α = 1, 2, ..., N +M, (3.46)
onde9
(ξ(1)α) = ( ξ(0)α λm ) ,
(a(1)α )
T = ( a(0)α Φm ) , (3.47)
V (1)(ξ(0)) = V (0)(ξ(0))|Φm=0,
isto e´, no novo potencial os v´ınculos verdadeiros sa˜o removidos (caso eles se encon-
trem expl´ıcitos no potencial original). Esta remoc¸a˜o e´ feita para facilitar os ca´lculos;
9Com isto quero dizer que as N primeiras componentes do vetor ξ(1) sa˜o as do vetor ξ(0) e suas
M u´ltimas sa˜o as de λ. Rigorosamente, um outro ı´ndice diferente de α deveria ter sido escolhido
para se associar ao vetor ξ(1), mas notac¸a˜o utilizada e´ mais pra´tica.
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tendo em vista exclusivamente a Lagrangiana final, ela e´ indiferente. Para determi-
nar o inverso da matriz simple´tica, contudo, esse procedimento pode ser importante
em alguns casos [51].
Com isto, partimos de L(0) e obtivemos L(1), cuja matriz pre´-simple´tica e´
(h
(1)
αβ) =
(
h
(0)
αβ ∂αΦ
(0)
m
−∂βΦ(0)n 0
)
, (3.48)
com m,n = 1, 2, ...,M , os ı´ndices α e β do lado direito da igualdade assumem N
valores e
h
(1)
αβ ≡
∂a
(1)
β
∂ξ(1)α
− ∂a
(1)
α
∂ξ(1)β
. (3.49)
Os v´ınculos adicionados na parte cine´tica da Lagrangiana modificam a 1-forma
canoˆnica e, consequ¨entemente, a matriz pre´-simple´tica10.
Se (h
(1)
αβ) for na˜o degenerada, o problema tera´ sido resolvido: a matriz simple´tica
da teoria foi encontrada.
Pode ocorrer de L(1) ainda possuir v´ınculos a serem descobertos, nesse caso
repete-se os mesmos procedimentos, obtendo L(2). Pode tambe´m ocorrer de alguns
dos modos-zero de (hαβ) na˜o gerarem novos v´ınculos, isto e´, de ν
(0)α
m ∂αV
(0) ser nulo
a priori. Isto esta´ associado a simetrias de calibre da teoria. Para prosseguir com
o me´todo de obtenc¸a˜o da matriz simple´tica, deve-se inserir condic¸o˜es que fixem o
calibre, condic¸o˜es essas que sa˜o inseridas tais como v´ınculos, e assim parte-se para
a nova iterac¸a˜o. A partir de agora vamos considerar que dentre os M v´ınculos Φ(0)m
tambe´m se encontram os fixadores de calibre.
Se apo´s a inserc¸a˜o de todos os M v´ınculos (h
(1)
αβ) persistir degenerada, faz-se a
segunda iterac¸a˜o: os modos-zero de (h
(1)
αβ) levam a novos v´ınculos ou a simetrias de
calibre (que devem ser fixadas); os v´ınculos Φ(1)m (incluindo os fixadores de calibre)
sa˜o adicionados a` parte cine´tica de L(1) e eliminados de V (1); em seguida obte´m-se
L(2), cuja matriz pre´-simple´tica e´ (h
(2)
αβ)... E assim por diante, ate´ encontrar a matriz
simple´tica.
10Inserir os v´ınculos na parte potencial tambe´m modifica a matriz pre´-simple´tica, pore´m apenas
a acrescenta M linhas e M colunas nulas.
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Em cada iterac¸a˜o, uma quantidade na˜o nula de v´ınculos e´ obtida. A Lagrangiana
L(0) possui um nu´mero finito de coordenadas11, portanto possui no ma´ximo tantos
v´ınculos linearmente independentes quantas forem essas. Sendo assim, espera-se que
os pareˆnteses generalizados sera˜o encontrados apo´s um nu´mero finito de iterac¸o˜es.
3.1.5 Simetrias de calibre
Consideremos agora certa variac¸a˜o infinitesimal das coordenadas,
ξ′α = ξα + δεξ
α. (3.50)
O ı´ndice ε serve para indicar que a variac¸a˜o acima na˜o e´ arbitra´ria, deve ser tal que
produza o vetor ξ′ a partir de ξ.
A expansa˜o em se´rie de Taylor de S{ξ′} subtraida de S{ξ} e´
S{ξ′} − S{ξ} =
∫ t2
t1
[
∂L
∂ξα
(ξ, ξ˙)δεξ
α +
∂L
∂ξ˙α
(ξ, ξ˙)δεξ˙
α
]
dt+O((δεξ)
2). (3.51)
Se δεξ for pequeno o suficiente para a contribuic¸a˜o de O((δεξ)
2) ser insignificante,
e se δεξ(t1) = δεξ(t2) = 0, temos
S{ξ′} − S{ξ} ≈ δεS ≡
∫ t2
t1
[
∂L
∂ξα
(ξ, ξ˙)δεξ
α +
∂L
∂ξ˙α
(ξ, ξ˙)δεξ˙
α
]
dt
=
∫ t2
t1
[
∂L
∂ξα
(ξ, ξ˙)− d
dt
∂L
∂ξ˙α
(ξ, ξ˙)
]
δεξ
αdt. (3.52)
Independentemente dos valores dos instantes final e inicial, a integral acima
deve se anular. Sendo L a Lagrangiana de primeira ordem (3.11) e impondo δεS = 0
(identicamente), ou seja, exigindo que ξ e ξ′ estejam relacionados por transformac¸a˜o
de calibre, conclui-se que
0 =
(
∂aβ
∂ξα
ξ˙β − ∂V
∂ξα
− daα
dt
)
δεξ
α =
(
hαβ ξ˙
β − ∂αV
)
δεξ
α. (3.53)
11Tratando-se de campos, L(0) possui um nu´mero finito de coordenadas em cada ponto do espac¸o
(um nu´mero infinito para todo o espac¸o), mas isso na˜o altera esta argumentac¸a˜o, pois para qualquer
ponto do espac¸o ela e´ va´lida.
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Para esta equac¸a˜o ser satisfeita ha´ duas possibilidades: a expressa˜o acima entre
pareˆnteses se anula, ou
δεξ
α ∂V
∂ξα
= 0 (3.54)
e
δεξ
αhαβ ξ˙
β = 0. (3.55)
A primeira possibilidade tem o aspecto de uma equac¸a˜o de movimento e e´ im-
poss´ıvel de ser atingida identicamente. Explicando de outra forma: as velocidades e
coordenadas simple´ticas sa˜o varia´veis independentes, portanto e´ imposs´ıvel aplicar
a derivada ∂/∂ξα em uma func¸a˜o V (ξ) e obter-se hαβ(ξ)ξ˙
β como resposta.
O segundo caso e´ uma caracterizac¸a˜o de transformac¸a˜o de calibre para a La-
grangiana tratada.
Em alguns sistemas, conforme antes mencionado, a contrac¸a˜o de um modo-zero
de (hαβ) com o grandiente do potencial na˜o e´ um v´ınculo, ou seja, o modo-zero
e´ ortogonal ao gradiente do potencial. Quando isto ocorre, as equac¸o˜es (3.54) e
(3.55) sa˜o va´lidas. Agora e´ claro que a anulac¸a˜o a priori de να∂αV esta´ associada
a uma simetria infinitesimal de calibre, cuja variac¸a˜o das coordenadas e´ dada pelo
modo-zero (desde que os valores de suas componentes sejam pequenos). Devido a
esta u´ltima condic¸a˜o e a um mu´ltiplo de um modo-zero ser tambe´m um modo-zero,
costuma-se efetuar a seguinte identificac¸a˜o:
δεξ
α = ενα, (3.56)
em que ε = ε(t) [ou ε = ε(~x, t) para campos] possui a finalidade de tornar as
componentes do modo-zero suficientemente pequenas. Devido a` equac¸a˜o acima, diz-
se que os modos-zero sa˜o os geradores das simetrias de calibre do me´todo simple´tico.
Fixac¸a˜o de calibre
Na˜o existe matriz simple´tica em teorias com simetrias calibre, logo, a fim de
obteˆ-la, estas devem ser eliminadas tendo o cuidado de na˜o alterar a f´ısica da teoria.
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Este processo e´ chamado de fixac¸a˜o de calibre. A seguir o enunciaremos de forma
mais precisa12.
O conjunto de func¸o˜es independentes
Λc(ξ) = 0, c = 1, 2, ..., C, (3.57)
fixa o calibre de certa teoria se satisfizer:
i) Acessibilidade do calibre: para cada vetor simple´tico (que satisfaz as equac¸o˜es de
movimento) deve existir uma sucessa˜o de transformac¸o˜es infinitesimais de calibre
capaz de mapear este vetor nas varia´veis que obedecem as C equac¸o˜es de (3.57).
A partir de um vetor simple´tico ξ′, um outro pode ser obtido atrave´s de trans-
formac¸o˜es infinitesimais de calibre da seguinte forma:
ξ′′α = ξ′α + εgναg , (3.58)
sendo {ναg }, com g = 1, 2...G, o conjunto de todos os geradores de transformac¸o˜es
de calibre (cada νg e´ tangente a` superf´ıcie V (ξ) = constante).
Se ξ for um vetor que cumpre as C equac¸o˜es de (3.57) e ξ′ for um vetor soluc¸a˜o
das equac¸o˜es de movimento, a condic¸a˜o i impo˜e a existeˆncia de uma combinac¸a˜o
linear dos geradores tal que
ξα = ξ′α + agναg , (3.59)
com
ag = εg1 + ε
g
2 + ... + ε
g
T (3.60)
e T e´ o nu´mero total de transformac¸o˜es do tipo (3.58) que foram usadas (na˜o nec-
essariamente finito).
O nu´mero de componentes independentes do vetor de transformac¸a˜o de calibre
(agναg ) informa quantos ξ
′α’s podem ser independentemente modificados sem alterar
a f´ısica do problema. Logo, obtivemos um limite superior para o nu´mero C:
C ≤ nu´mero de componentes independentes de (agναg ). (3.61)
12Esta apresentac¸a˜o sobre fixac¸a˜o de calibre segue a Ref. [49] com a substituic¸a˜o de termos
pro´prios ao me´todo de Dirac pelos termos do me´todo simple´tico.
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ii) Quebra da simetria: dentre todos os vetores simple´ticos equivalentes por trans-
formac¸o˜es de calibre, somente um deve satisfazer as relac¸o˜es de (3.57). Se ξ for este
vetor simple´tico, e ξ′ for obtido por meio de uma transformac¸a˜o infinitesimal de
calibre, as equac¸o˜es
Λc(ξ)− Λc(ξ′) ≈ δεΛc = ∂Λc
∂ξα
εgναg = 0 (3.62)
devem implicar
εgναg = 0, (3.63)
isto e´, ξ = ξ′.
Mas esta implicac¸a˜o so´ pode ser verdadeira se o nu´mero de equac¸o˜es em (3.62) for
maior ou igual ao nu´mero de componentes independentes do vetor (εgναg ). Unindo
este resultado com o obtido em (3.61), temos, enfim:
C = nu´mero de componentes independentes de (agναg ). (3.64)
No formalismo de Dirac, algo muito similar e´ encontrado, pore´m envolvendo os
v´ınculos de primeira classe ao inve´s das componentes do modo-zero [49, 47].
Cada gerador de transformac¸a˜o de calibre pode ser associado a uma o´rbita de cal-
ibre, isto e´, a` regia˜o da superf´ıcie de v´ınculo cujos pontos correspondem a diferentes
vetores simple´ticos equivalentes por certa transformac¸a˜o de calibre; logo, geometri-
camente, a variedade determinada pelos fixadores de calibre (3.57) esta´ contida na
superf´ıcie de v´ınculo e intercepta uma u´nica vez cada o´rbita independente de calibre.
3.1.6 Exemplo 1: Eletromagnetismo
Nesta subsec¸a˜o apresentamos um primeiro exemplo de aplicac¸a˜o do me´todo simple´tico.
Seu objetivo e´ exclusivamente ilustrar como aplicar o me´todo simple´tico em dada
Lagrangiana.
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A densidade de Lagrangiana da teoria eletromagne´tica de Maxwell, na auseˆncia
de fontes, e´
L = −1
4
F µνFµν , µ, ν = 0, 1, 2, 3. (3.65)
O tensor eletromage´tico e´ Fµν = ∂µAν − ∂νAµ, com Aµ = Aµ(~x, t), e a me´trica e´
(gµν) = diag (+ − − − ).
O primeiro passo e´ lineariza´-la nas velocidades. Os momentos sa˜o
πµ =
∂L
∂A˙µ
= −1
2
Fγν
∂F γν
∂A˙µ
= −1
2
Fγν(δ
γ
0 δ
ν
µ − δγµδν0 ) (3.66)
= Fµ0 = ∂µA0 − A˙µ.
Sendo i, j = 1, 2, 3, a Lagrangiana de primeira ordem e´, enta˜o,
L(0) = A˙iπi − πi(∂iA0 − πi)− 1
2
F i0Fi0 − 1
4
F ijFij
= A˙iπi − πi∂iA0 + 1
2
πiπ
i − 1
4
F ijFij . (3.67)
Logo, identifica-se
V (0) = πi∂
iA0 − 1
2
πiπ
i +
1
4
F ijFij ,
(ξ(0)α) = (A0 Ai πi ) , (3.68)
(a(0)α )
T = ( 0 πi 0 ) ,
em que o momento conjugado a A0 foi eliminado do vetor simple´tico por na˜o aparecer
na Lagrangiana. Aquele que desejar manter π0 no vetor simple´tico deve, durante a
linearizac¸a˜o, inserir o v´ınculo π0 = 0 por meio de um multiplicador de Lagrange ou
sua derivada.
A matriz pre´-simple´tica e´13
(h
(0)
αβ) =

 0 0 00 0 −gij
0 gji 0

 δ3(~x− ~y). (3.69)
13Se o vetor ξ(0) fosse (A0 Ai πi ), no lugar de gij ter´ıamos δ
i
j. A estrutura usada para o
vetor simple´tico tem o me´rito de na˜o misturar ı´ndices contravariantes com covariantes.
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Esta possui o modo-zero
ν(0) = ( 1 0 0 ) , (3.70)
que produz o v´ınculo ∫
δV (0)(~y)
δA0(~x)
d3y = −∂iπi = Φ(0). (3.71)
O v´ınculo obtido nada mais e´ que a lei de Gauss no va´cuo.
Estando o v´ınculo inserido no setor cine´tico de L(0), ele pode ser eliminado do
setor potencial, causando o desaparecimento de A0:
L(1) = πiA˙i + η˙∂iπi − V (1), (3.72)
com
V (1) = −1
2
πiπi +
1
4
F ijFij . (3.73)
De L(1) obte´m-se
(ξ(1)α) = (Ai πi η ) ,
(a(1)α )
T = ( πi 0 ∂iπ
i ) , (3.74)
(h
(1)
αβ) =


0 −gij 0
gji 0
y
∂i
0 − x∂j 0

 δ3(~x− ~y),
os s´ımbolos
x
∂j e
y
∂i indicam respectivamente: ∂/∂x
j e ∂/∂yi.
O modo-zero de (h
(1)
αβ) e´
ν(1) = (−∂i 0 1 ) . (3.75)
Averigu¨emos se um novo v´ınculo e´ obtido:
∫ (
− x∂
i
x
δV (1)(~y)
δAi(~x)
+
δV 1(~y)
δη(~x)
)
d3y =
= −
∫
x
∂
i 1
2
Fkl(~y)(
y
∂k δliδ
3(~x− ~y)−
y
∂l δki δ
3(~x− ~y))d3y
= −
∫
x
∂
i
Fik(~y)
y
∂k δ3(~x− ~y)d3y (3.76)
= 0.
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Desse resultado, conclui-se a existeˆncia de uma transformac¸a˜o de calibre dada
por:
δεA
i = ∂iε,
δεη = ε. (3.77)
E´ imediato checar que essa simetria realmente esta´ presente em L(1) (3.72) para ε
arbitra´rio. Dado que ε e´ arbitra´rio, em particular pode-se escolher ∂i∂
iε = −∂iAi,
consequ¨entemente ha´ campos A′i que diferem de Ai por uma transformac¸a˜o de cal-
ibre tais que
∂iA
′i = ∂iA
i + ∂i∂
iε = 0. (3.78)
Escolheremos o calibre ∂iA
i = 0. Nota-se que essa escolha esta´ de acordo com
os crite´rios apresentados na subsec¸a˜o anterior, pois esse calibre e´ acess´ıvel (como
mostrado pela u´ltima equac¸a˜o) e a simetria e´ quebrada (na˜o ha´ outra escolha de ε
condizente com ∂iA
i = 0; assim, ao substituirmos A por A′, a nova Lagrangiana na˜o
possui simetria de calibre).
A iterac¸a˜o seguinte da Lagrangiana e´
L(2) = πiA˙i + η˙∂iπi + γ˙∂iAi − V (2), (3.79)
com
V (2) = V (1) = −1
2
πiπi +
1
4
F ijFij . (3.80)
Desta, obte´m-se
(ξ(2)α) = (Ai πi η γ ) ,
(a(2)α )
T = ( πi 0 ∂iπ
i ∂iA
i ) , (3.81)
(fαβ) =


0 −gij 0
y
∂i
gji 0
y
∂i 0
0 − x∂j 0 0
− x∂j 0 0 0

 δ
3(~x− ~y).
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A inversa da matriz simple´tica e´
(fαβ) =


0 gij − ∂i∂j
∂k∂k
0 ∂
i
∂k∂k
−gij + ∂i∂j
∂k∂k
0 − ∂i
∂k∂k
0
0 ∂
j
∂k∂k
0 1
∂k∂k
∂j
∂k∂k
0 − 1
∂k∂k
0

 δ
3(~x− ~y). (3.82)
Nesta, todas as derivadas atuam em ~x.
Os pareˆnteses generalizados entre Ai e πj sa˜o
{Ai(~x, t), πj(~y, t)}∗ =
(
gij − ∂
i∂j
∂k∂k
)
δ3(~x− ~y). (3.83)
Esses sa˜o exatamente os pareˆnteses obtidos pelo me´todo de Dirac. O objetivo
desta subsec¸a˜o foi atingido. Refereˆncias sobre quantizac¸a˜o do eletromagnetismo
usando os pareˆnteses de Dirac podem ser vistos em [52]. Grande parte dos livros
textos de teoria quaˆntica de campos utilizam o formalismo de Gupta-Bleuler para a
quantizac¸a˜o canoˆnica do eletromagnetismo; esse tem o me´rito de ser mais simples,
pore´m e´ menos geral que o de Dirac ou o simple´tico.
Originalmente a teoria possu´ıa oito campos (4 campos Aµ e 4 momentos conju-
gados), dois foram eliminadas (A0 e π0), um v´ınculo foi encontrado e foi necessa´rio
introduzir um fixador de calibre, portanto esta teoria possui (8 − 2 − 1 − 1)/2 = 2
graus de liberdade, como era de se esperar [49].
3.1.7 Exemplo 2: Modelo de Proca
A densidade de Lagrangiana deste sistema e´
L = −1
4
F µνFµν +
1
2
m2AµAµ, (3.84)
m e´ a massa do campo Aµ = Aµ(x), x e´ vetor do espac¸o-tempo, a me´trica deste e´
(gµν) = diag (+ − − − ) e o tensor eletromagne´tico e´ Fµν = ∂µAν − ∂νAµ.
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Este modelo designa a massa m ao fo´ton e possui, como sera´ visto, um grau de
liberdade a mais que a teoria de Maxwell. Devido a` presenc¸a de uma massa na˜o
nula, a transformac¸a˜o de calibre Aµ → Aµ+∂µΛ da teoria de Maxwell inexiste nesta.
E´ necessa´rio escrever a Lagrangiana sob a forma
L(0) = a(0)α ξ˙(0)α − V (0). (3.85)
Para isto, o momento conjugado ao quadrivetor potencial sera´ calculado.
πµ =
∂L
∂A˙µ
= Fµ0, (3.86)
logo
F µνFµν = 2π
iπi + F
ijFij , (3.87)
e
A˙iπi = (−πi + ∂iA0)πi. (3.88)
Portanto
L = L(0) = A˙iπi − V (0), (3.89)
onde
V (0) = −A0∂iπi − 1
2
πiπ
i +
1
4
F ijFij − 1
2
m2AµAµ. (3.90)
Os vetores simple´tico e potencial sa˜o
(ξ(0)α) = (Ai πi A0 ) ,
(a(0)α )
T = (πi 0 0 ) . (3.91)
A matriz pre´-simple´tica e´
(h
(0)
αβ) =

 0 −gij 0gji 0 0
0 0 0

 δ3(~x− ~y). (3.92)
Esta possui um modo-zero, que leva a um v´ınculo que expressa a lei de Gauss:
Ω = ∂iπ
i +m2A0. (3.93)
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Assim, obte´m-se a Lagrangena de primeira iterac¸a˜o
L(1) = πiA˙i + Ωβ˙ − V (1), (3.94)
com o seguinte potencial simple´tico:
V (1) = −1
2
πiπ
i +
1
4
FijF
ij +
1
2
m2
(
A0A0 − AiAi
)
. (3.95)
Os vetores ξ(1) e a(1) desta Lagrangiana sa˜o
(ξ(1)α) = (Ai πi A0 β ) ,
(a(1)α )
T = (πi 0 0 Ω ) , (3.96)
dos quais obte´m-se a matriz simple´tica
(fαβ) =


0 −gij 0 0
gji 0 0 ∂
y
i
0 0 0 m2
0 −∂xj −m2 0

 δ3(~x− ~y). (3.97)
A matriz simple´tica foi obtida sem a necessidade de qualquer fixac¸a˜o de calibre,
de acordo com o comenta´rio feito no in´ıcio desta sec¸a˜o.
Os pareˆnteses generalizados sa˜o extra´ıdos da inversa da matriz simple´tica:
{Ai(~x), Aj(~y)}∗ = 0,
{Ai(~x), πj(~y)}∗ = gijδ3(~x− ~y),
{πi(~x), πj(~y)}∗ = 0. (3.98)
{A0(~x), Ai(~y)}∗ = 1
m2
x
∂i δ(~x− ~y),
{A0(~x), πi(~y)}∗ = 0.
Observe que somente um v´ınculo foi encontrado e π0 foi exclu´ıdo do vetor
simple´tico. O modelo de Proca possui treˆs graus de liberdade [(8− 1− 1)/2].
Parte dos ca´lculos acima sera˜o u´teis para a pro´xima sec¸a˜o na qual trataremos
da “imersa˜o em calibre” do modelo de Proca usando o formalismo simple´tico.
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3.2 Formalismo simple´tico de calibre
Na sec¸a˜o anterior comentamos sobre simetria de calibre e sua fixac¸a˜o no contexto
do formalismo simple´tico. Ocorre que o procedimento oposto ao da fixac¸a˜o, ou
seja, o da implementac¸a˜o de novas simetria de calibre, tambe´m e´ u´til para diversos
problemas em f´ısica. Dentre as poss´ıveis aplicac¸o˜es, pode-se contornar problemas
de quantizac¸a˜o (como ordenamento dos operadores ou anomalias) [53, 54, 55, 56],
encontrar simetrias escondidas [48, 57], possibilitar o emprego do mapa de Seiberg-
Witten (caso o espac¸o seja NC) [58, 59], determinar teorias duais [60, 61] etc.
Um me´todo recente nesse contexto e´ o chamado me´todo simple´tico de calibre,
esse usa a “filosofia” do me´todo simple´tico anteriormente apresentado para inserir
campos auxiliares (campos de Wess-Zumino) de forma consistente com a dinaˆmica da
teoria original e com os desejados geradores da nova simetria de calibre. O me´todo
simple´tico de calibre foi empregado pela primeira vez no modelo de Skyrme [48],
nessa aplicac¸a˜o certa simetria escondida foi avaliada e o espectro da teoria em sua
versa˜o de calibre foi diretamente demonstrada como sendo equivalente a` da original.
Posteriormente esse me´todo foi generalizado e outras aplicac¸o˜es foram encontradas
[10, 11, 62, 63, 60, 64]. Em [10, 11] o formalismo foi apresentado e sistematizado
em sua forma mais geral, na pro´xima subsec¸a˜o iremos apresentar esse formalismo.
A menos de algumas sutilezas, todas as refereˆncias mencionadas seguem o mesmo
algoritmo. Conforme veremos, a maior diferenc¸a entre seus algoritmos encontra-se
na escolha de empregar um ou dois campos de Wess-Zumino (WZ) [53].
3.2.1 A versa˜o mais simples: uma varia´vel de Wess-Zumino
Segundo o formalismo simple´tico, teoria de calibre e´ aquela que, para algum n, (h
(n)
αβ )
e´ degenerada e seus modos-zero na˜o produzem novos v´ınculos. A fim de conceder esta
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propriedade a uma teoria que na˜o a possui, acrescentaremos uma varia´vel auxiliar,
ξα −→ ξ˜α˜ = ( ξα θ ) (3.99)
e duas novas func¸o˜es: Ψ(ξ) e G(ξ, θ), a primeira na parte cine´tica da Lagrangiana
e a segunda na parte potencial; de tal forma que, ao tomar-se θ = 0, retorne-se a`
Lagrangiana original.
Apo´s a introduc¸a˜o de θ, Ψ e G, o primeiro passo e´ impor que a nova matriz
pre´-simple´tica (h˜α˜β˜) seja degenerada, assim Ψ sera´ determinado. O segundo passo
consiste em impor que seus modos-zero na˜o produzam novos v´ınculos, o que vem a
determinar G. Com isto, obte´m-se uma Lagrangiana com simetria de calibre, cuja
fixac¸a˜o com a condic¸a˜o θ = 0 (calibre que, por construc¸a˜o, sera´ ating´ıvel) promove
as mesmas equac¸o˜es de movimento da Lagrangiana original. Detalharemos esse
procedimento agora.
Considere a Lagrangiana,
L = aαξ˙
α − V. (3.100)
Acrescentaremos a varia´vel auxiliar θ(t) e as func¸o˜es Ψ = Ψ(ξ) e G = G(ξ, θ) da
seguinte forma:
L˜ = aαξ˙
α +Ψθ˙ − V −G, (3.101)
e consideraremos que G possa ser expandida em uma se´rie de poteˆncias em θ com a
condic¸a˜o G(θ = 0) = 0, ou seja,
G(ξ, θ) =
∞∑
n=1
gn(ξ)θ
n. (3.102)
O tensor pre´-simple´tico associado a L˜ e´ dado por
h˜α˜β˜ ≡
∂a˜β˜
∂ξ˜α˜
− ∂a˜α˜
∂ξ˜β˜
, (3.103)
em que (ξ˜α˜) = ( ξα θ ) e (a˜α˜)
T = ( aα Ψ ). Matricialmente temos
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(h˜α˜β˜) =
(
hαβ ∂αΨ
−∂βΨ 0
)
. (3.104)
Com ∂α := ∂/∂ξ
α.
Imporemos agora que a matriz acima possua um modo-zero do tipo
(ν˜α˜) = (µα 1 ) , (3.105)
sendo µ um vetor na˜o nulo e diferente dos modos-zero de (hαβ) (se esta possuir
algum).
A escolha de µ determinara´ Ψ atrave´s das equac¸o˜es
ν˜α˜h˜α˜β˜ = 0. (3.106)
Esse modo-zero sera´ responsa´vel pela transformac¸a˜o de calibre da nova teoria, logo
a simetria que sera´ concedida e´ escolhida no momento em que define-se o vetor µ.
O fato da u´ltima componente de (ν˜α˜) ser a unidade assegura a existeˆncia de uma
transforamac¸a˜o de calibre envolvendo θ.
Estando os modos-zero escolhidos e a func¸a˜o Ψ determinada, da´-se in´ıcio ao
passo seguinte do me´todo, o ca´lculo de G. Para termos uma teoria de calibre, temos
de impor que novos v´ınculos na˜o surjam, ou seja,
ν˜α˜∂α˜V˜ = 0, (3.107)
com V˜ := V +G. Assim,
µα
(
∂V
∂ξα
+
∂G
∂ξα
)
+
∂G
∂θ
= 0. (3.108)
A partir da equac¸a˜o anterior, a func¸a˜o G pode ser encontrada. Usando que G
pode ser escrita como uma se´rie de poteˆncias (3.102), temos
µα∂αV +
∂G1
∂θ
= 0 (3.109)
e
µα∂αGn + ∂Gn+1
∂θ
= 0, (3.110)
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em que Gn := gn(ξ)θn e n ≥ 1.
Com isto encerra-se o algoritmo do formalismo simple´tico de calibre para uma
varia´vel de WZ. A matriz pre´-simple´tica (h˜α˜β˜) na˜o pode ser invertida e possui um
modo-zero que na˜o gera um novo v´ınculo. A teoria dada por L˜ e´ de calibre e
invariante por
δεξ
α = µαε δεθ = ε. (3.111)
Esta versa˜o do formalismo simple´tico de calibre e´ bem simples, mas suficiente-
mente forte para lidar com va´rios problemas. Sua passagem para o cont´ınuo na˜o
tem maiores dificuldades. Como somente uma varia´vel de WZ foi empregada, em
particular na˜o e´ a priori natural comparar qualquer resultado desse formalismo com
o BFFT [55]. Mas o formalismo simple´tico pode ser estendido para duas varia´veis
de WZ
Isso pode ser feito estendendo o formalimo simple´tico para dois campos de WZ,
como veremos na pro´xima subsec¸a˜o.
3.2.2 Generalizando: dois campos de Wess-Zumino
A fim de preparar a notac¸a˜o para as aplicac¸o˜es subsequ¨entes, esta subsec¸a˜o sera´
apresentada diretamente para o caso cont´ınuo, ao inve´s do mecaˆnico. Como antes
anunciado, ha´ simetrias de calibre mais complexas que requerem o emprego de mais
campos de WZ. Desde que para cada campo de WZ esteja associado um gerador de
transformac¸o˜es de calibre independente, nenhum problema de violac¸a˜o de graus de
liberdade e´ esperado. Analogamente, no BFFT, para cada campo de WZ inserido,
um v´ınculo de segunda classe e´ convertido em um de primeira classe.
Em particular, com o formalismo anterior na˜o e´ poss´ıvel obter qualquer La-
grangiana invariante de calibre que seja quadra´tica em θ˙. Para generalizar a ex-
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pressa˜o (3.101) para dois campos de WZ pode-se usar
L˜geralθ,γ = L+Ψ(ξ, θ, γ) θ˙ + Σ(ξ, θ, γ) γ˙ −G(ξ, θ, γ), (3.112)
mas os ca´lculos tornam-se incrivelmente complicados. Para as aplicac¸o˜es que seguem,
precisaremos no ma´ximo da seguinte forma:
L˜θ,γ = L+ (Ψ(ξ, θ) + γ)θ˙ −G(ξ, θ)− k
2
γγ, (3.113)
ou seja, a presenc¸a de γ permite que θ˙2 aparec¸a em L˜.
Seja (fαβ) a matriz simple´tica
14 de L, a matriz simple´tica de L˜θ,γ e´ dada por
f˜θ,γ(~x, ~y) =


fαβ
δΨ(~y)
δξα(~x)
0α
− δΨ(~x)
δξβ(~y)
Θxy −δ(~x− ~y)
0β δ(~x− ~y) 0

 , (3.114)
em que 0α e´ uma coluna nula, 0β uma linha nula e o s´ımbolo Θxy e´ definido por
Θxy :=
δΨ(~y)
δθ(~x)
− δΨ(~x)
δθ(~y)
. (3.115)
No formalimo com um campo de WZ, selecionaria-se agora o modo-zero que
seria o gerador da simetria de calibre. No presente caso isso na˜o e´ poss´ıvel, devido
ao aparecimento das δ’s em f˜ . Para dar seguimento, sera´ preciso supor que L
possua algum v´ınculo, de forma ana´loga ao que ocorre no formalismo BFFT, e
contrariamente ao observado no caso com somente um campo de WZ. Assim, o
u´nico modo-zero a` disposic¸a˜o tem o seguinte aspecto:
ν˜α(~x) = ( να(~x) 0 b(~x) ) , (3.116)
em que (να) e´ modo-zero de (fαβ) e b em geral e´ uma func¸a˜o de ξ˜. A fim de que ν˜
seja modo-zero de f˜ , e´ suficiente e necessa´rio que
∫
dnx
(
να
δΨ(~y)
δξα(~x)
+ bδ(~x− ~y)
)
= 0. (3.117)
14Ocasionalmente, por simplicidade e de acordo com uso corrente na literatura, chamaremos f
de matriz simple´tica no lugar de (pre´-)simple´tica.
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Por simplicidade, comumente consideraremos que b e´ uma constante na˜o-nula. A
equac¸a˜o acima impo˜e uma primeira condic¸a˜o que Ψ deve satisfazer.
O modo-zero ν˜ na˜o serve como gerador de transformac¸o˜es de calibre, mas servira´
para modificar o v´ınculo da teoria original L gerado por ν, como segue∫
dny ν˜α(~x)
δV˜θ,γ(~y)
δξ˜α(~x)
=
∫
dny ν˜α(~x)
δ
δξ˜α(~x)
(
V (~y) +G(~y) +
k
2
γ(~y)γ(~y)
)
= Ω(~x) +
∫
dny να(~x)
δG(~y)
δξα(~x)
+ kbγ(~x) (3.118)
= Ω +Gν + kbγ =: Ω˜.
Acima, ξ˜α = (ξα, θ, γ), Ω e´ o v´ınculo da teoria original que e´ gerado por ν e Gν
econtra-se implicitamente definido.
Prosseguindo com as etapas usuais do me´todo simple´tico, o v´ınculo modificado
Ω˜ e´ adicionado ao setor cine´tico de L˜θ,γ por meio de um multiplicador de Lagrange,
definindo L˜(1)θ,γ, ou seja,
L˜(1)θ,γ = aαξ˙α + (Ψ + γ)θ˙ + Ω˜λ˙− V˜θ,γ. (3.119)
Poderia-se modificar V˜θ,γ usando Ω˜ = 0, como indicado em [30], mas esse passo
na˜o e´ indiferente para este formalismo. Vamos considerar que V˜θ,γ ainda e´ dado por
V +G+ 1
2
kγγ.
Sendo ξ˜(1)α = (ξα, θ, γ, λ), a nova matriz simple´tica e´
f˜
(1)
θ,γ (~x, ~y) =


(fαβ)
δΨ(~y)
δξα(~x)
0α
δ(Ω+Gν )(~y)
δξα(~x)
− δΨ(~x)
δξβ(~y)
Θxy −δ(~x− ~y) δGν(~y)δθ(~x)
0β δ(~x− ~y) 0 kb(~y)δ(~x− ~y)
− δ(Ω+Gν )(~x)
δξβ(~y)
− δGν(~x)
δθ(~y)
−kb(~x)δ(~x− ~y) 0


. (3.120)
Essa matriz possibilita a selec¸a˜o de modos-zero que sera˜o os geradores da sime-
tria. Selecionaremos os dois seguintes geradores independentes:
ν˜αγ = ( ν
α(~x) 0 b 0 ) = ( ν˜α(~x) 0 ) , (3.121)
ν˜αθ = (µ
α(~x) −kb 0 1 ) . (3.122)
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Acima, µα pode ser neste ponto fixado de acordo com a simetria desejada ou pode
ser carregado como uma inco´gnita a ser fixada somente na Lagrangiana final do
me´todo. No primeiro caso, chega-se a` resposta final mais rapidamente, mas corre-se
o risco de se impor uma simetria incompat´ıvel com L˜.
A condic¸a˜o de que ν˜γ na˜o deve gerar novos v´ınculos e´ imediatamente satisfeita,
pois ∫
dny ν˜αγ (~x)
δV˜θ,γ(~y)
δξ˜(1)α(~x)
=
∫
dny ν˜α(~x)
δV˜θ,γ(~y)
δξ˜α(~x)
= Ω˜(~x). (3.123)
A condic¸a˜o de que ν˜θ na˜o gere novos v´ınculos leva a` equac¸a˜o diferencial
0 =
∫
dny ν˜αθ (~x)
δV˜θ,γ(~y)
δξ˜(1)α(~x)
=
∫
dny
(
µα(~x)
δ(V +G)(~y)
δξα(~x)
− kbδG(~y)
δθ(~x)
)
. (3.124)
Por fim, Ψ e a constante k sa˜o determinadas atrave´s das equac¸o˜es∫
dnx ν˜αγ (~x)f˜
(1)θ,γ
αβ (~x, ~y) = 0, (3.125)
∫
dnx ν˜αθ (~x)f˜
(1)θ,γ
αβ (~x, ~y) = 0. (3.126)
Encontradas as soluc¸o˜es para as equac¸o˜es diferenciais (3.117, 3.124, 3.125, 3.126),
L˜ tera´ dois geradores independetes de transformac¸o˜es de calibre, dados por ν˜θ e ν˜γ .
Usaremos δεθ para designar variac¸o˜es de calibre devido a ν˜θ e δεγ para as de ν˜γ .
Somando essas variac¸o˜es independentes, vem
(δεγ + δεθ)ξ
α(~x) =
∫
dny [εγ(~y)ν
α(~y) + εθ(~y)µ
α(~y)]δ(~x− ~y),
(δεγ + δεθ)θ(~x) = −εθ(~x)kb,
(δεγ + δεθ)γ(~x) = εγ(~x)b, (3.127)
(δεγ + δεθ)λ(~x) = εθ(~x).
Eliminando γ por meio de sua equac¸a˜o de movimento γ = θ˙/k, da igualdade
(δεγ + δεθ)θ˙ = k(δεγ + δεθ)γ (3.128)
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vem εγ = −ε˙θ. Seja ε := εθ e δε := (δεγ + δεθ), logo
δεξ
α(~x) =
∫
dny [−ε˙(~y)να(~y) + ε(~y)µα(~y)]δ(~x− ~y),
δεθ(~x) = −ε(~x)kb, (3.129)
δεθ˙(~x) = −ε˙(~x)kb.
Esse caso deve ser contraposto ao apresentado na Eq. (3.111). Na˜o e´ de se
esperar que µα em (3.111) envolva ∂0, pois essa derivada em geral impede que µ
α
seja simultaneamente modo-zero de f e produza soluc¸o˜es para G que na˜o envolvam
derivadas temporais (pois do contra´rio G na˜o e´ um termo do potencial). Grac¸as a`
introduc¸a˜o de um segundo campo de WZ, foi poss´ıvel de forma razoavelmente geral
tratar do caso em que a Lagrangiana invariante de calibre envolve θ˙2.
Nas pro´ximas subsec¸o˜es ilustraremos esse formalismo em duas teorias bem dis-
tintas ambas sem simetria de calibre: o fluido irrotacional e o modelo de Proca.
Estas duas aplicac¸o˜es se encontram em [10], outras aplicac¸o˜es podem ser vistas nas
Refs. [10, 63, 62, 60].
3.2.3 Exemplo 1: fluido irrotacional
Nesta sec¸a˜o o me´todo simple´tico de calibre sera´ aplicado em uma teoria sem v´ınculos
(no sentido do me´todo simple´tico) e ja´ linear nas velocidades. Ilustraremos o caso
mais simples do me´todo que emprega apenas um campo de WZ.
A Lagrangiana do modelo tratado em d dimenso˜es espaciais e´ dada por [65]
L = −ρη˙ + 1
2
ρ(∂aη)(∂
aη)− g
ρ
, (3.130)
em que a = 1, 2, ..., d, ρ e´ a densidade de massa, η e´ o potencial de velocidade
e g e´ uma constante. A me´trica e´ Euclideana. Essa Lagrangiana na˜o possui nem
v´ınculos15 e nem simetria de calibre.
15Por ser uma Lagrangiana de primeira ordem nas velocidades, uma aplicac¸a˜o imediata do
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A Lagrangiana invariante de calibre L˜ possui o aspecto
L˜ = −ρη˙ +Ψθ˙ + 1
2
ρ ∂aη∂
aη − g
ρ
−G, (3.131)
com Ψ = Ψ(ρ, η, θ) e G = G(ρ, η, θ).
Sendo ξ˜α = (ρ, η, θ) o vetor simple´tico de coordenadas, o vetor simple´tico dos
momentos e a matriz correspondente sa˜o a˜α = (0,−ρ,Ψ) e
f˜ =


0 −δ(~x− ~y) δΨ(~y)
δρ(~x)
δ(~x− ~y) 0 δΨ(~y)
δη(~x)
− δΨ(~x)
δρ(~y)
− δΨ(~x)
δη(~y)
Θxy

 . (3.132)
Acima, ~x e ~y sa˜o vetories d-dimensionais, as deltas tambe´m sa˜o d-dimensionais e
Θxy := δΨ(~y)/δθ(~x)− δΨ(~x)/δθ(~y) (no caso mecaˆnico Θxy e´ sempre nulo).
Selecionando o modo-zero mais geral,
ν˜ = ( a b 1 ) , (3.133)
as seguintes condic¸o˜es sa˜o impostas a Ψ:
δΨ(~x)
δρ(~y)
= bδ(~x− ~y)
δΨ(~x)
δη(~y)
= −aδ(~x − ~y) (3.134)
Θxy = 0.
Por simplicidade, assumiremos que a e b sa˜o constantes.
Das Eqs. (3.134), encontra-se Ψ como sendo
Ψ = bρ− aη + f(θ), (3.135)
em que f(θ) e´ uma func¸a˜o arbitra´ria de θ somente. Essa func¸a˜o, como pode ser
facilmente verificado, apenas contribui com termos de superf´ıcie para L˜, portanto
ela na˜o sera´ mais escrita.
algoritmo de Dirac introduz um campo extra e um v´ınculo de segunda classe. Esse procedimento
circular na˜o faz parte do algoritmo simple´tico.
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O u´ltimo passo para concluir o me´todo simple´tico de calibre e´ obter a func¸a˜o G.
Essa func¸a˜o e´ determinada ao se exigir que ν˜ na˜o gere novos v´ınculos, ou seja,
∫
ddy ν˜α(~x)
δV˜ (~y)
δξ˜α(~x)
= 0, (3.136)
sendo V˜ a parte potencial de L˜,
V˜ = −1
2
ρ ∂aη∂
aη +
g
ρ
+G. (3.137)
Portanto,
∫
ddy
{
a
(
−1
2
∂aη ∂
aη δ(~x− ~y)− g
ρ2
δ(~x− ~y) + δG(~y)
δρ(~x)
)
+
+b
(
−ρ ∂aη ∂aδ(~x− ~y) + δG(~y)
δη(~x)
)
+
δG(~y)
δθ(~x)
}
= 0. (3.138)
Acima, toda dependeˆncia impl´ıcita do vetor espacial se refere ao vertor ~y.
Expandindo G em poteˆncias de θ, G =
∑Gn, com Gn ∝ θn e n ≥ 1 [devido a
G(θ = 0) = 0], temos
G1 = a
(
1
2
∂aη ∂
aη θ +
g
ρ2
θ
)
+ bρ∂aη ∂
aθ,
G2 = −a
(
−a g
ρ3
θ2 + b∂aη ∂aθ θ
)
− b
2
2
ρ∂aθ ∂
aθ,
G3 = a
(
a2
g
ρ4
θ3 +
b2
2
θ∂aθ ∂aθ
)
, (3.139)
Gn = an g
ρn+1
θn ∀ n ≥ 4.
Sendo ρ > aθ a se´rie
∑Gn converge e a seguinte Lagrangiana e´ encontrada:
L˜ = −ρη˙ + (bρ− aη)θ˙ − g
ρ− aθ +
+(ρ− aθ)
(
1
2
∂aη ∂
aη − b∂aη ∂aθ + b
2
2
∂aθ ∂aθ
)
. (3.140)
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Essa Lagrangiana e´ invariante pelas transformac¸o˜es dadas pelo modo-zero ν˜, ou
seja,
δερ = aε,
δεη = bε, (3.141)
δεθ = ε.
Pode-se verificar diretamente que realmente δεL˜ = 0.
3.2.4 Exemplo 2: modelo de Proca
O termo de massa inserido pelo modelo de Proca quebra a simetria U(1) do eletro-
magnetismo usual. Nesta sec¸a˜o vamos empregar o me´todo simple´tico com dois
campos de WZ para recuperar essa simetria. Sendo mais espec´ıfico, queremos im-
plementar uma simetria em que δεA
µ = ∂µε, δεL˜ = 0 e a dinaˆmica dada por L˜
seja a mesma do modelo de Proca; ou seja, por meio de certo fixador de calibre,
pode-se retornar a` Lagrangiana do modelo de Proca. Como δεA0 = ε˙, isso sugere
que precisamos da versa˜o do formalismo com dois campos de WZ (3.129).
Antes de comec¸ar o me´todo simple´tico de calibre e´ necessa´rio introduzir cam-
pos auxiliares para obter uma Lagrangiana em primeira ordem nas velocidades. A
Lagrangiana do modelo de Proca
L(Aµ, ∂νAµ) = −1
4
F µνFµν +
m2
2
AµAµ, (3.142)
pode ser escrita como
L(Aµ, ∂νAi, πi, ∂jπi) = πiA˙i + 1
2
πiπi − πi∂iA0 − 1
4
F ijFij +
m2
2
AµAµ, (3.143)
em que µ = 0, 1, 2, 3, i = 1, 2, 3, g = diag (+ − − − ) e Fµν := ∂µAν − ∂νAµ.
Agora pode-se dar in´ıcio ao formalismo. O primeiro passo e´ introduzir os campos
de WZ θ e γ (3.113),
L˜ = πiA˙i + (Ψ + γ)θ˙ − V˜ , (3.144)
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com
V˜ = −1
2
πiπi + π
i∂iA0 +
1
4
F ijFij − m
2
2
AµAµ +G+
k
2
γγ. (3.145)
Precisaremos agora determinar k, Ψ e G.
Seja ξ˜α = (A0, Ai, πi, θ, γ), logo os momentos associados sa˜o a˜α = (0, πj , 0,Ψ +
γ, 0) e
f˜ =


0 0 0 δΨ(~y)
δA0(~x)
0
0 0 −gjiδ(~x− ~y) δΨ(~y)δAi(~x) 0
0 gijδ(~x− ~y) 0 δΨ(~y)δπi(~x) 0
− δΨ(~x)
δA0(~y)
− δΨ(~x)
δAj(~y)
− δΨ(~x)
δπj (~y)
Θxy −δ(~x− ~y)
0 0 0 δ(~x− ~y) 0


(3.146)
e´ a matriz simple´tica, cujas componentes acima sa˜o determinadas, como usual, a
partir de
f˜αβ(~x, ~y) ≡ δa˜β(~y)
δξ˜α(~x)
− δa˜α(~x)
δξ˜β(~y)
. (3.147)
Alguns zeros que aparecem acima sa˜o verdadeiramente vetores linhas, colunas ou
matrizes cujos elementos sa˜o todos nulos.
O modelo de Proca possui um v´ınculo que e´ gerado a partir do modo-zero
( 1 01×3 01×3 ). Como antes apresentado, encontraremos um v´ınculo modificado
a partir do seguinte vetor:
ν˜ = ( 1 01×3 01×3 0 b ) , (3.148)
em que consideraremos que b e´ constante.
Exigindo que ν˜ seja modo-zero de f˜ , encontra-se
δΨ(~y)
δA0(~x)
= −bδ(~x− ~y). (3.149)
O v´ınculo associado a ν˜ e´ dado por
Ω˜(~x) =
∫
d3y ν˜α(~x)
δV˜ (~y)
δξ˜α(~x)
= −∂iπi −m2A0 +
∫
d3y
δG(~y)
δA0(~x)
+ bkγ. (3.150)
De forma mais compacta escreveremos Ω˜ = Ω + G0 + bkγ. G0 e´ o Gν usado na
apresentac¸a˜o do formalismo geral.
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Seguindo o procedimento padra˜o de lidar com v´ınculos no formalismo simple´tico
[30], adicionamos λ˙Ω˜ a L˜. Portanto,
L˜(1) = πiA˙i + (Ψ + γ)θ˙ + λ˙Ω˜− V˜ . (3.151)
Costuma ser conveniente eliminar o v´ınculo do setor potencial, devido a ele ja´ ter
sido imposto no setor cine´tico [30], mas esse procedimento na˜o sera´ u´til, portanto
V˜ permanece inalterado.
Sendo ξ˜(1)α = (A0, Ai, πi, θ, γ, λ), agora com α = 1, 2, ..., 10, e usando a Eq.
(3.149), a seguinte matriz simple´tica e´ encontrada:
f˜ (1) =


0 0 0 −bδ(3) 0 δG0(~y)
δA0(~x)
−m2δ(3)
0 0 −gjiδ(3) δΨ(~y)δAi(~x) 0 δG0(~y)δAi(~x)
0 gijδ
(3) 0 δΨ(~y)
δπi(~x)
0 δG0(~y)
δπi(~x)
− ∂yi δ(3)
bδ(3) − δΨ(~x)
δAj(~y)
− δΨ(~x)
δπj (~y)
Θxy −δ(3) δG0(~y)δθ(~x)
0 0 0 δ(3) 0 bkδ(3)
− δG0(~x)
δA0(~y)
+m2δ(3) δG0(~x)
δAj(~y)
∂xj δ
(3) − δG0(~x)
δπj(~y)
− δG0(~x)
δθ(~y)
−bkδ(3) 0


.
(3.152)
Acima, δ(3) := δ(~x− ~y).
Agora, em acordo com as Eqs.(3.121, 3.122), selecionamos os seguintes modos-
zero que sera˜o responsa´veis pela simetria de calibre:
ν˜(θ) = ( a0 a∂
i c∂i −kb 0 1 ) ,
ν˜(γ) = ( 1 01×3 01×3 0 b 0 ) = ( ν˜ 0 ) . (3.153)
Esses modos-zero sa˜o mais gerais do que os correspondentes a` proposta inicial, se-
gundo a qual L˜ deveria ser invariante por transformac¸o˜es do tipo δεAµ = ∂µε.
Analisando a Eq. (3.129), veˆ-se que de imediato pode-se tomar a0 = 0 e a = 1 para
essa proposta. Contudo, embora considerar esses valores neste momento reduza
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consideravelmente os ca´lculos futuros, carregaremos todos os termos acima, com a
u´nica restric¸a˜o de serem constantes.
Conforme apresentado no formalismo geral, ν˜(γ) na˜o gera novos v´ınculos. A
imposic¸a˜o de que ν˜(γ) seja modo-zero implica que
δG0(~y)
δA0(~x)
= (m2 − b2k)δ(~x− ~y). (3.154)
Da imposic¸a˜o de que ν˜(θ) na˜o deve gerar novos v´ınculos vem
0 =
∫
d3y ν˜α(θ)(~x)
δV˜ (~y)
δξ˜(1)α(~x)
(3.155)
=
∫
d3y
{
a0δ(~x− ~y)(−∂iπi −m2A0) + a∂ixδ(~x− ~y)(∂jFij −m2Ai)+
+ c∂ixδ(~x− ~y)(−πi + ∂iA0) + ρµx
δG(~y)
δAµ(~x)
+ c∂ix
δG(~y)
δπi(~x)
− kbδG(~y)
δθ(~x)
}
.
O ı´ndice x em ∂i significa que as derivadas devem ser avaliadas com respeito a x,
em vez de y, e
ρµx := (a0, a∂
i
x). (3.156)
Consideremos novamente a expansa˜o de G em se´rie de poteˆncias. Sendo Gn
proporcional a θn, escrevemos G =
∑
n Gn. A condic¸a˜o G(θ = 0) = 0 implica que
n ≥ 1. A soluc¸a˜o em primeira ordem da Eq.(3.155) e´
G1 = θ
kb
(−a0∂iπi −m2ρµAµ − c∂iπi + c∂i∂iA0). (3.157)
A menos de termos de superf´ıcie, a contribuic¸a˜o de segunda ordem em θ e´
G2 = − 1
2(kb)2
{c(2a0 + c)∂iθ∂iθ +m2ρµθρµθ}. (3.158)
A auseˆncia de Aµ e πi em G2 implica que Gn = 0 para qualquer n ≥ 3. Con-
sequ¨entemente, a func¸a˜o G e´ agora conhecida. Pode-se enta˜o calcular G0,
G0(~x) =
∫
d3y
δG(~y)
δA0(~x)
=
1
kb
(c∂i∂iθ −m2a0θ). (3.159)
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Aplicando esse resultado na Eq. (3.154), temos
k =
m2
b2
. (3.160)
Agora G e k ja´ se encontram determinados em func¸a˜o dos paraˆmetros dos modos-
zero ν˜ e ν˜θ. Falta impormos todas as condic¸o˜es necessa´rias sobre Ψ a fim de que
ν˜θ seja realmente um modo-zero. Dentre equac¸o˜es que levam a` identidade trivial
[usando as Eqs.(3.159, 3.160)], aparecem as seguintes:
c∂xj δ(~x− ~y) +
m2
b
δΨ(~x)
δAj(~y)
= 0, (3.161)
− a∂xj δ(~x− ~y) +
m2
b
δΨ(~x)
δπj(~y)
+ ∂xj δ(~x− ~y) = 0, (3.162)
− ba0δ(~x− ~y) + a∂ix
δΨ(~y)
δAi(~x)
+ c∂ix
δΨ(~y)
δπi(~x)
− m
2
b
Θxy − δG0(~x)
δθ(~y)
= 0. (3.163)
Por meio das Eqs. (3.149, 3.161, 3.162, 3.163), a menos de termos que envolvam
θ exclusivamente, Ψ pode ser encontrado como
Ψ = − b
m2
{m2A0 + c∂iAi + (1− a)∂iπi}. (3.164)
A Eq. (3.163) apenas fixa o valor de Θxy como nulo, a fim de termos consisteˆncia
com as demais equac¸o˜es diferenciais.
Enfim, todas as inco´gnicas Ψ, G e k foram determinadas em func¸a˜o dos paraˆmetros
dos modos-zero ν˜ e ν˜θ. Ha´ pore´m certa restric¸a˜o quanto ao valor de a que iremos
enocontrar agora. Primeiramente vamos remover os momentos π. Nota-se que Ψ
e G possuem termos que dependem de π, portanto essas func¸o˜es alteram a relac¸a˜o
original entre π e A como segue
πi = ∂iA0 − A˙i + b
m2
{(1− a)∂iθ˙ + (a0 + c)∂iθ}. (3.165)
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Podemos tambe´m eliminar γ usando
γ =
b2
m2
θ˙. (3.166)
Assim como a eliminac¸a˜o de γ na˜o leva a uma Lagrangiana imediatamente invari-
ante pelas transformac¸o˜es geradas por ν˜θ e ν˜γ , pois, conforme visto na apresentac¸a˜o
do formalismo geral, essa eliminac¸a˜o so´ tem sentido se εγ = −ε˙θ, faz-se necessa´rio
analisar cuidadosamente essa eliminac¸a˜o de π. A fim de que a Eq.(3.165) seja con-
sistente com a aplicac¸a˜o de δε := δεθ+δεγ devemos fixar a = 1. Note que esse valor e´
exatamente aquele deseja´vel para que recobremos a simetria U(1), como comentado
no in´ıcio desta subsec¸a˜o. Uma eliminac¸a˜o de π e γ sem fixar o valor de a leva a
L˜ = −1
4
FµνF
µν +
m2
2
AµAµ +
b
m2
{−m2A0θ˙ + (1− a)∂iθ˙(∂iA0 − A˙i) +
+ a0θ(∂
i∂iA0 − ∂iA˙i) + θm2ρµAµ}+ b
2
2m2
θ˙θ˙ + (3.167)
+
b2
m4
{
3
2
(1− a)2∂iθ˙∂iθ˙ − 1
2
a20∂iθ∂
iθ + (1− a)(a0 + c)∂iθ˙∂iθ + m
2
2
ρµθρµθ
}
.
Alguns termos acima dependem de mais de uma derivada por campo, ademais
ha´ a constante c que e´ arbitra´ria e na˜o participa mais das transformac¸o˜es de calibre.
Felizmente, todos esses problemas desaparecem ao considerarmos que a = 1. Para
esse valor de a, a Lagrangiana L˜ acima e´ invariante perante as transformac¸o˜es (3.129)
δεA0 = εa0 − ε˙,
δεA
i = −∂iε, (3.168)
δεθ = −m
2
b
ε.
A constante b e´ apenas um reescalonamento de θ e tem dimensa˜o de massa ao
quadrado. Assim escolher b = m2 e´ equivalente a substituir b
m2
θ por θ. Curiosa-
mente, a constante a0 permanece arbitra´ria. Pode-se checar diretamente que, para
qualquer valor de a0 e a = 1, realmente temos δεL˜ = 0. O motivo disso e´ simples, um
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rearranjo da Eq. (3.167) com a = 1 mostra que a0 e A0 somente ocorrem dentro na
seguinte combinac¸a˜o: A0+a0θ =: A˜0, logo escolher a0 = 0 e´ equivalente a substituir
A˜0 por A0.
Equivalentemente, esses mesmos valores dos paraˆmetros dos modos-zero podem
ser obtidos impondo-se invariaˆncia de Lorentz expl´ıcita, e a Lagrangiana L˜ torna-se
manifestamente invariante por transformac¸o˜es U(1):
L˜ = −1
4
FµνF
µν +
m2
2
AµAµ −m2Aµ∂µθ + m
2
2
∂µθ∂µθ. (3.169)
A Lagrangiana da Eq. (3.167) na˜o e´ a mais geral ating´ıvel atrave´s do me´todo
simple´tico de calibre, outras estruturas dos modos-zero ν˜(θ) e ν˜(γ) sa˜o tambe´m
poss´ıveis e suas componentes podem tambe´m depender de campos.
3.2.5 Comenta´rios finais
Os dois exemplos anteriores ilustram o funcionamento do me´todo simple´tico de cal-
ibre e apresentam os principais artif´ıcios que sa˜o suficientes para sua aplicac¸a˜o em
va´rios outros modelos. Os artif´ıcios apresentados sa˜o eficientes tambe´m em teorias
na˜o-comutativas, como e´ o caso do modelo de Proca na˜o-comutativo [63] e do mod-
elo autodual na˜o-comutativo [10]. Como mostrado em [64], o me´todo simple´tico
pode ser usado de forma a obter resultados iguais ao do BFFT [55], embora isso na˜o
seja uma necessidade [63]. Assim como ha´ va´rios me´todos de imersa˜o em calibre
que se fundamentam nos princ´ıpios do me´todo de Dirac, futuros avanc¸os do me´todo
simple´tico de calibre provavelmente o ira˜o subdividir em va´rios me´todos16. Den-
tre as investigac¸o˜es a serem feitas, encontra-se a formalizac¸a˜o da implementac¸a˜o de
simetrias de tipo na˜o-Abeliana, isto e´, de modos-zero que dependam dos pro´prios
campos da teoria; ademais achamos que futuros desenvolvimentos do me´todo po-
dem o tornar consideravelmente mais sucinto em termos de trabalho alge´brico. Uma
16De certa forma, alguma subdivisa˜o ja´ ha´, pois o me´todo com um campo de WZ e´ considerav-
elmente diferente do com dois campos de WZ.
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quantidade significativa de reproduc¸o˜es de soluc¸o˜es de outros me´todos ja´ foi obtida
atrave´s do me´todo simple´tico [10, 62, 64, 60], esperamos que futuro desenvolvimento
desse me´todo conduza a soluc¸o˜es de problemas f´ısicos atuais. Essa esperanc¸a e´ jus-
tifica´vel, o me´todo simple´tico trata de forma mais moderna e direta da estrutura
do espac¸o de fase que o me´todo de Dirac, sendo em particular mais econoˆmico, e´
portanto natural considerar que seus princ´ıpios venham a se demonstrar considerav-
elmente mais convenientes, ou mesmo poderosos, que as abordagens predecessoras
para resoluc¸a˜o de problemas por meio de imersa˜o em calibre.
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Cap´ıtulo 4
Na˜o-comutatividade
espac¸o-temporal
O espac¸o-tempo na˜o-comutativo (NC) teˆm recebido muita atenc¸a˜o nos u´ltimos anos,
mas sua histo´ria e´ antiga, Heisenberg ja´ teria proposto a inserc¸a˜o de certa na˜o-
comutatividade espacial a fim de resolver problemas relacionados com a auto-energia
do ele´tron [66, 67]. Essas considerac¸o˜es em parte levaram Snyder a publicar o
primeiro artigo sobre o tema [6]. Entretanto, o problema da auto-energia do ele´tron
veio a ser resolvido atrave´s da teoria de renormalizac¸a˜o, cujos resultados foram ta˜o
satisfato´rios que eclipsaram as primeiras ide´ias de na˜o-comutatividade espacial. Essa
hipo´tese de inserir uma nova regra de na˜o-comutatividade parece natural pois, assim
como uma teoria quaˆntica usual na˜o tem seus estados f´ısicos descritos por pontos
no espac¸o de fase, mas sim por regio˜es de a´rea proporcional a h¯, um espac¸o-tempo
NC tambe´m na˜o possuiria pontos bem definidos (“fuzzy physics”).
Em grande parte devido a` formulac¸a˜o matematicamente rigorosa da geometria
na˜o-comutativa na de´cada de 80 [2] e a` conexa˜o encontrada entre teorias de cordas
e o espac¸o-tempo NC [4, 5, 68, 7], a proposta de um espac¸o-tempo NC veio a ser
revista em diversos contextos. Algumas de suas propriedades sa˜o bem vindas, como
a eliminac¸a˜o do ponto espacial como estado f´ısico e a conexa˜o da Lagrangiana da
teoria de Yang-Mills NC com gravitac¸a˜o, enquanto outras ainda precisam de mel-
hor entendimento, em particular a renormalizac¸a˜o dessas teorias. E´ perfeitamente
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poss´ıvel que futuramente, analogamente ao que ocorreu com a Lagrangeana de Yang-
Mills, muitas das interpretac¸o˜es atuais sobre na˜o-comutatividade espac¸o-temporal
sejam abandonadas, mas a estrutura formal dessas teorias venha a ser essencial para
uma nova f´ısica, conectada ou na˜o com as teorias de cordas.
Este cap´ıtulo e´ dedicado a uma apresentac¸a˜o geral das teorias NC’s, com enfoque
aos itens pertinentes a` pro´xima sec¸a˜o. A estrutura matema´tica dessas teorias e´ muito
rica, ha´ muitos trabalhos sobre o assunto, contudo aqui na˜o sera´ dada eˆnfase ao lado
matema´tico. Introduc¸o˜es sobre esse assunto podem ser encontradas nas Refs. [2, 69].
Ha´ novas abordagens recentes a essas teorias que parecem promissoras que na˜o sera˜o
abordadas aqui, veja por exemplo [70] (e suas refereˆncias).
4.1 Aspectos gerais
Desde o estabelecimento da mecaˆnica quaˆntica no in´ıcio do se´culo XX, o emprego
de operadores associados a observa´veis f´ısicos, em vez de varia´veis reais, se tornou
padra˜o na busca pelo entendimento das leis fundamentais da Natureza. A predic¸a˜o
de resultados experimentais adquiriu uma natureza probabil´ıstica de cara´ter funda-
mental, consistentemente com a relac¸a˜o de incerteza de Heisenberg, a qual impo˜e
um limite essencial ao conhecimento dos estados dos observa´veis f´ısicos. Neste con-
texto, estados f´ısicos deixam de ser descritos por pontos no espac¸o de fase e passam
a ser descritos por regio˜es desse espac¸o de a´rea mı´nima da ordem de h¯. Essa relac¸a˜o
de incerteza e´ modelada, em conjunto com a definic¸a˜o de valor esperado da medida
de observa´veis, pela imposic¸a˜o de que coordenada e seu momento conjugado na˜o
comutam entre si, isto e´1,
[xˆi, pˆj] = ih¯. i, j = 1, 2, ..., N. (4.1)
As teorias de espac¸o-tempo NC (ou, por simplicidade, teorias NC’s) teˆm sido
1Aqui o “chape´u”designa operador.
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estudadas com o propo´sito de analisar a f´ısica de teorias com a´lgebras mais gerias
que a anterior, a saber
[ξˆα, ξˆβ] = iΘˆαβ. α, β = 1, 2, ..., 2N. (4.2)
Em que ξˆ = (xˆ1, ..., xˆN , pˆ1, ..., pˆN), Θˆ
ij 6= 0 para alguns valores de i e j e Θˆi (j+N) =
δijh¯ +O(Θˆ
ij, Θˆ(i+N) (j+N)).
Ha´ va´rias formas de interpretar a alterac¸a˜o da a´lgebra quaˆntica acima men-
cionada. A seguir, treˆs abordagens a essa questa˜o (na˜o necessariamente populares)
sa˜o comentadas:
i) Considerar que a existeˆncia do objeto Θˆij 6= 0 seja ta˜o fundamental quanto a de
δijh¯. Esse novo objeto deveria introduzir pequenos desvios nos resultados teo´ricos
que possuem boa concordaˆncia experimental e possibilitar a resoluc¸a˜o de algum
problema.
ii) Θˆij e´ introduzido para modelar algum processo f´ısico desconhecido ou sequ¨eˆncia
de interac¸o˜es na˜o controlada, na˜o tendo portanto um status de grandeza fundamen-
tal tal qual δijh¯. Desta forma, introduz-se a na˜o-comutatividade no espac¸o-tempo
com o intu´ito de criar um modelo efetivo, o qual poderia ser consistente com muitos
dos fenoˆmenos conhecidos ou so´ com alguns muito particulares.
iii) Como visto no Cap´ıtulo 3, a relac¸a˜o (4.1) so´ e´ va´lida de forma geral em sistemas
sem v´ınculos. Ha´ teorias f´ısicas que, considerando sua estrutura de v´ınculos e sob
certos limites, tornam-se na˜o-comutativas no espac¸o-tempo, embora originalmente
tenham sido formuladas em um contexto comutativo. Ou seja, nesta abordagem,
na˜o se assume Θˆij 6= 0 a priori, mas a na˜o-comutatividade espac¸o-temporal e´ obtida,
sob certo limite, como uma nova descric¸a˜o para a teoria original.
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Essa classificac¸a˜o foi acima introduzida apenas para proporcionar uma visa˜o
ampla, pore´m vaga, de poss´ıveis abordagens a` na˜o-comutatividade espac¸o-temporal.
Na˜o ha´ na pra´tica uma distinc¸a˜o bem definida entre essas abordagens.
O estudo da na˜o-comutatividade espac¸o-temporal advinda da teoria de cordas
sob o limite de Seiberg-Witten [7, 71, 72], assim como a ana´lise do mais baixo n´ıvel
de Landau em um contexto NC [73, 74] e estudos gerais de sistemas vinculados cuja
quantizac¸a˜o leve a Θˆij 6= 0 [76, 75, 77], sa˜o bons exemplos da abordagem iii. Alguns
exemplos de propostas fenomenolo´gicas sa˜o a modificac¸a˜o da a´lgebra quaˆntica usual
a fim de modificar o limite GZK [78, 79, 80], extenso˜es do modelo padra˜o por meio
da inserc¸a˜o de alguma na˜o-comutatividade [81, 3, 82], modelagem da recentemente
observada rotac¸a˜o da luz sob forte fundo magne´tico [83, 84] e algumas propostas de
gravitac¸a˜o quaˆntica NC que na˜o se reduzem, a priori, a consequ¨eˆncias de teorias de
cordas no limite de Seiberg-Witten [85]2. Algumas refereˆncias sobre aspectos gerais
fenomenolo´gicos podem ser vistas em [82, 86].
Ocasionalmente comenta-se sobre a possibilidade de uma na˜o-comutatividade
espac¸o-temporal fundamental nas linhas da abordagem i, o que na˜o esta´, em princ´ıpio,
em acordo com a teoria de cordas. Como hoje se entende essas teorias NC’s, elas
na˜o sa˜o teorias fundamentais da Natureza, pois, por menor que seja o paraˆmetro
associado a` na˜o-comutatividade, va´rias inconsisteˆncias, ou se´rias dificuldades, apare-
cem (especialmente no que concerne a quatizac¸a˜o dessas teorias). Problemas dessa
natureza ocorrem, por exemplo, no eletromagnetismo NC [87]. Conforme vere-
mos, a teoria U(1) na˜o-comutativa e´, sob va´rios aspectos, mais pro´xima das teorias
do tipo SU(N) do que de uma U(1). E´ perfeitamente poss´ıvel que esses modelos
na˜o venham a encontrar aplicac¸a˜o em fenoˆmenos eletromagne´ticos, mas sejam u´teis
para outros fenoˆmenos. Em particular, o eletromagnetismo NC, como atualmente
2As refereˆncias acima citadas sa˜o apenas alguns poucos exemplos, na˜o sa˜o necessariamente as
mais representativas. Ale´m disso, embora a distinc¸a˜o entre as treˆs interpretac¸o˜es expostas possa
parecer clara, na pra´tica comumente e´ dif´ıcil, ou mesmo imposs´ıvel, classificar satisfatoriamente
um artigo segundo esses crite´rios.
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o entendemos, possui liberdade assinto´tica e as u´nicas cargas poss´ıveis sa˜o certa
constante e, o negativo dessa constante e zero [87]. Por outro lado, e gostar´ıamos de
deixar isto claro, na˜o e´ poss´ıvel prever como as teorias NC’s ira˜o se desenvolver nos
pro´ximos anos. O que ha´ de so´lido sa˜o suas relac¸o˜es formais, mas novas teˆm sido
descobertas, as quais talvez possibilitem novas interpretac¸o˜es e uma readequac¸a˜o a`
fenomenologia eletromagne´tica. Enfim, na˜o ha´ no momento condic¸o˜es de se con-
siderar a na˜o-comutatividade espac¸o-temporal como algum princ´ıpio fundamental,
e nem ha´ ind´ıcios claros nessa direc¸a˜o. Talvez, futuramente, estando alguns mod-
elos NC’s em bom acordo com a experieˆncia, e dispondo esses de boa consisteˆncia
interna, a questa˜o da na˜o-comutatividade espac¸o-temporal ser ou na˜o ser fundamen-
tal se torne uma questa˜o realmente relevante para a f´ısica; por enquanto ela fornece
uma estrutura u´til para propor novos modelos efetivos (de efeito Hall a gravitac¸a˜o
quaˆntica) e estudar outras teorias sob certos limites, como a teoria de cordas no
limite de Seiberg-Witten.
No que segue, tal como grande parte da literatura sobre o assunto, iremos tratar
somente da chamada na˜o-comutatividade canoˆnica, isto e´, do caso em que Θˆij(ξˆ) e´
uma constante, a qual sera´ denotada por θ e assumiremos que seus ı´ndices assumem
D valores em um espac¸o-tempo D dimensional, ou seja,
[xˆµ, xˆν ] = iθµν , (4.3)
com µ, ν = 0, 1, ..., D−1. Estamos considerando uma deformac¸a˜o do espac¸o IRD em
um θ-deformado IRDθ [88] que satisfaz a a´lgebra acima e, em particular,
IRDθ
θ→0−→ IRD. (4.4)
Essa deformac¸a˜o θ na˜o altera a me´trica, e´ verdadeiramente independente dela.
De forma ana´loga ao que ocorre na mecaˆnica quaˆntica usual, o comutador de xˆ
com uma func¸a˜o f : IRD → IR ∈ C∞ “aplicada”no operador xˆ [i.e., f(xˆ)], define
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uma derivada no espac¸o NC dada por
[xˆµ, f(xˆ)] = iθµν∂νf(xˆ). (4.5)
Se θ for matriz degenerada, existe em certo sistema de coordenadas µ0 tal que
θµ0ν = 0 ∀ν, logo [xˆµ0 , f(xˆ)] = 0. Neste u´ltimo caso, a u´ltima relac¸a˜o na˜o define
derivada na˜o-comutativa alguma, o que e´ natural, pois trata-se de uma componente
que e´ verdadeiramente comutativa, logo sua derivada e´ a usual, independendo dos
comutadores. Neste caso temos IRDθ = IR
p
θr × IRD−p, em que p e´ o posto de θ, IRpθr
e´ o espac¸o p-dimensional θr-deformado e θr e´ a matriz regular p× p obtida a partir
de θ.
Usando o lema de Baker-Hausdorff, a na˜o-localidade de IRDθ pode ser observada
de forma mais clara, pois
exp(ikµxˆ
µ) f(xˆ) exp(−ikµxˆµ) = f(xˆµ − θµνkν). (4.6)
Esta relac¸a˜o ja´ indica que ha´ dificuldades no tratamento de observa´veis em teorias
de calibre no espac¸o-tempo NC. Em breve isto sera´ visto.
4.2 O s´ımbolo de Weyl e o produto Moyal
O produto Moyal [89] (ou Weyl-Moyal, ou Groenewold-Moyal), embora atualmente
frequ¨entemente associado a` na˜o-comutatividade espac¸o-temporal, foi originalmente
proposto no contexto da mecaˆnica quaˆntica usual. Em particular, esse produto
e´ uma deformac¸a˜o na˜o-comutativa do produto usal entre func¸o˜es reais [88]. Na
mecaˆnica quaˆntica, em vez dos observa´veis serem descritos por operadores em um
espac¸o de Hilbert, esses podem ser descritos por func¸o˜es complexas obtidas a partir
do s´ımbolo de Weyl [90]. Para preservar o mapa entre operadores e func¸o˜es com-
plexas dado pelo s´ımbolo de Weyl, um novo produto entre func¸o˜es e´ induzido, esse
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e´ chamado de produto Moyal e e´ associativo mas na˜o-comutativo. Na mecaˆnica
quaˆntica, esse produto e´ escrito como uma expansa˜o em poteˆncias de3 h¯ e e´ espe-
cialmente u´til para ana´lises semicla´ssicas [91]. No contexto do espac¸o-tempo NC,
esse produto e´ escrito como uma expansa˜o em termos da matriz θ, como veremos.
A fim de evitar certas sutilezas matema´ticas que esta˜o ale´m do objetivo desta
tese, consideraremos apenas func¸o˜es de Schwartz [92], isto e´, func¸o˜es pertencentes
a C∞ que va˜o para zero no infinito mais rapidamente que 1/x, tal como todas suas
derivadas4.
Para dada func¸a˜o real5 f de Schwartz [i.e., f : IRD → IR, com f ∈ S(IRD)],
podemos associa´-la a um operador pelo s´ımbolo de Weyl, que e´ dado por
Wˆ [f ] =
∫
dDk
(2π)D
f˜(k) exp(ik · xˆ), (4.7)
com k · xˆ := kµxˆµ e
f˜(k) :=
∫
dDx f(x) exp(−ik · x). (4.8)
Va´rios s´ımbolos podem ser introduzidos de forma a associar operadores a func¸o˜es
complexas, esses dependem da escolha da ordenac¸a˜o dos operadores. O s´ımbolo
de Weyl segue a ordenac¸a˜o de Weyl, como pode ser conferido pela expansa˜o da
exponencial de xˆ. Entre outas propriedades, sendo f uma func¸a˜o real, o operador
de Weyl Wˆ e´ Hermiteano; e Wˆ [f ]|θ=0 = f(xˆ), em que xˆ na u´ltima equac¸a˜o e´
interpretado como uma coordenada comutativa.
Temos liberdade de introduzir um trac¸o no espac¸o dos operadores, o qual escol-
hemos de forma a satisfazer
Tr eik·xˆ = (2π)D δD(k). (4.9)
Portanto,
Tr Wˆ [f ] =
∫
dDx f(x). (4.10)
3Para ser mais preciso, e´ uma expansa˜o em termos de h¯ vezes a estrutura de Poisson.
4Alguns comenta´rios simples e interessante sobre a extensa˜o do produto Moyal para outras
classes de func¸o˜es por ser vista na Ref. [93].
5De forma mais geral, a func¸a˜o f pode ser complexa. Esta sec¸a˜o segue, em grande parte, a Ref.
[66].
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O trac¸o no espac¸o dos operadores funciona como uma integral, e isso e´ condizente
com o limite θ → 0 de Wˆ comentado anteriormente. Ocasionalmente, no lugar de
Tr escreve-se
∫
Tr para deixar claro que Tr funciona como uma integral, mas na˜o
usaremos essa notac¸a˜o aqui. Isso e´ bem diferente do comportamento do trac¸o que
aparece na ac¸a˜o de teorias na˜o-Abelianas, esse u´ltimo na˜o se confunde com a integral
e o trac¸o de um elemento da a´lgebra no ponto x e´ um nu´mero nesse ponto. No caso
NC na˜o ha´ um nu´mero em dado ponto, ou mesmo em dada pequena regia˜o, o u´nico
nu´mero que adve´m do trac¸o depende de todo o espac¸o.
Seja
∆ˆ(x) :=
∫
dDk
(2π)D
eik·xˆ e−ik·x. (4.11)
Usando o operador ∆ˆ e o trac¸o Tr pode-se inverter a Eq. (4.7) de forma a obter
uma func¸a˜o real a partir de um operador Hermiteano Wˆ , isto e´,
f(x) = Tr
(
Wˆ [f ] ∆ˆ(x)
)
, (4.12)
pois
Tr
(
∆ˆ(x) ∆ˆ(y)
)
= δD(x− y). (4.13)
A multiplicac¸a˜o de operadores indica apenas a ordem em que devem ser apli-
cados, isto e´, a multiplicac¸a˜o de Wˆ [f ] por Wˆ [g] e´ simplesmente Wˆ [f ] Wˆ [g]. Essa
multiplicac¸a˜o define outro operador Hermiteano, o qual deve estar associado a outra
func¸a˜o real pelo s´ımbolo de Weyl. De forma geral, essa nova func¸a˜o na˜o pode ser
dada pelo produto usual (ou qualquer outro produto comutativo) entre f e g, assim
a nova func¸a˜o real se relaciona a f e g atrave´s de um novo produto, que denotaremos
por ∗. De forma mais espec´ıfica,
(f ∗ g)(x) := Wˆ−1(Wˆ [f ] Wˆ [g]), (4.14)
= Tr
(
Wˆ [f ] Wˆ [g] ∆ˆ(x)
)
,
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=
∫
dDk dDk′
(2π)2D
f˜(k) g˜(k′ − k) e− i2θµνkµk′ν eik′µxµ, (4.15)
= f(x) exp
(
i
2
θµν
←
∂µ
→
∂ ν
)
g(x), (4.16)
ou seja,
(f ∗ g)(x) = f(x) g(x) + i
2
θµν∂µf(x) ∂νg(x) +O(θ
2). (4.17)
O produto *, como acima definido, e´ o produto Moyal. Algumas propriedades
imediatas desse produto:
[xµ, xν ]∗ = iθ
µν , (4.18)
[xµ, f(x)]∗ = iθ
µν∂νf(x), (4.19)
[f(x), g(x)]∗ = 2i f(x) sen
(
1
2
θµν
←
∂µ
→
∂ ν
)
g(x), (4.20)
{f(x), g(x)}∗ = 2 f(x) cos
(
1
2
θµν
←
∂µ
→
∂ ν
)
g(x). (4.21)
Acima, [f, g]∗ := f ∗ g − g ∗ f e´ o comutador Moyal e {f, g}∗ := f ∗ g + g ∗ f e´ o
anticomutador Moyal.
As Eqs. (4.18, 4.19) devem ser comparadas com (4.3) e (4.5) respectivamente.
As Eqs. (4.20, 4.21) sera˜o u´teis para o pro´ximo cap´ıtulo.
Pode-se verificar tambe´m que o produto Moyal e´ associativo, ou seja,
A ∗ (B ∗ C) = (A ∗B) ∗ C. (4.22)
Como somente estamos considerando func¸o˜es de Schwartz, nota-se que∫
A ∗B dDx =
∫
A B dDx. (4.23)
Em particular, termos quadra´ticos na ac¸a˜o em um espac¸o-tempo NC sa˜o iguais, a
menos de termos de superf´ıcie, a seus correspondentes comutativos. Consequ¨ente-
mente, os propagadores das teorias NC’s sa˜o os mesmos das teorias comutativas
[94].
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Uma ac¸a˜o de uma teoria NC descrita por operadores deve usar o trac¸o Tr, e esse
possui a propriedade c´ıclica. Devido a`s duas u´ltimas propriedades apresentadas, e´
fa´cil notar que uma propriedade c´ıclica tambe´m esta´ presente no quadro Moyal, pois
∫
A ∗B ∗ C dDx =
∫
A B ∗ C dDx =
∫
B ∗ C ∗ A dDx. (4.24)
Uma forma interessante de analisar a na˜o-localidade do produto Moyal e´ con-
siderar sua descric¸a˜o integral no espac¸o de configurac¸a˜o. Seja K implicitamente
definido por
(f ∗ g)(x) =
∫
dDy dDy′ f(y) g(y′) K(y, y′, x). (4.25)
Sendo
f(x) = δz(x) := δ
D(x− z) e g(x) = δz′(x) := δD(x− z′), (4.26)
veˆ-se que K de forma geral e´ dado por
K(y, y′, x) = (δy ∗ δy′)(x) =: δD(y − x) ∗ δD(y′ − x). (4.27)
Expressando as deltas de Dirac por meio de suas transformadas de Fourrier, vem
K(y, y′, x) =
1
(2π)2D
∫
dDh dDh′ eih·(x−y)e−
i
2
θµνhµh′ν eih
′·(x−y′), (4.28)
=
1
πD | det θ| e
−2iθ−1µν (x−y)
µ (x−y′)ν . (4.29)
A u´ltima equac¸a˜o e´ va´lida somente caso θ possua inversa, mas algo similar e´ va´lido
para o subespac¸o em que θ for regular. A Eq. (4.28) mostra que o produto Moyal e´
uma modificac¸a˜o do produto ordina´rio tal que nenhum paraˆmetro ale´m de θ e´ usado
(nem mesmo a me´trica) e a “interac¸a˜o” ponto a ponto entre f e g e´ quebrada, pois
na˜o e´ poss´ıvel integrar h e h′ de forma a obter duas deltas se θ 6= 0. Note que a
na˜o-localidade do produto Moyal e´ bem mais interessante que uma mera interac¸a˜o
a` distaˆncia entre pontos.
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A Eq.(4.29) ilustra uma propriedade dificilmente esperada das teorias NC’s. Para
y = y′, temos
(δy ∗ δy)(x) = 1
πD | det θ| . (4.30)
Ou seja, θ atua como um regularizador do quadrado de deltas de Dirac em x = 0,
o que a priori pode ser visto como bem vindo. Considerando nossas expectativas
iniciais, seria em princ´ıpio deseja´vel, ou natural, que no caso NC existisse um a0
cuja norma fosse da ordem de
√
||θ|| tal que ∀ a ∈ IRD com ||a|| > ||a0|| tive´ssemos
(δ ∗ δ)(a) = 0. Mas isso na˜o ocorre, o quadrado da delta em um mesmo ponto
no espac¸o NC e´ uma constante para todo o espac¸o. Portanto temos uma na˜o-
localidade infinita associada ao quadrado de deltas de Dirac. Deltas de Dirac po-
dem ser vistas como Gaussianas de largura infinitesimal, ou seja, um “campo”
formado por um pulso muito localizado. O produto de deltas no mesmo ponto
(Gaussianas coceˆntricas), contudo, faz com que esses pulsos extremamente localiza-
dos influenciem todo o espac¸o. Essa propriedade pode ser vista como um ind´ıcio da
mistura ultravioleta/infravermelha, conforme mostrado na Ref. [95], veja tambe´m
[66, 93, 96, 97, 98].
4.3 D-branas e o limite de Seiberg-Witten
A teoria exposta ate´ aqui na˜o determina como proceder com a quantizac¸a˜o das teo-
rias de espac¸o-tempo NC. Seria em princ´ıpio natural agora proceder com a deduc¸a˜o
das regras de quantizac¸a˜o canoˆnica a partir do caso mecaˆnico para, por fim, se
poss´ıvel, tratar das regras de Feynman. Mas esse na˜o e´ o caminho padra˜o. Grande
parte do interesse atual em teorias NC’s vem de sua conexa˜o com teorias de cordas.
Como sera´ visto de forma resumida, em certo limite de baixas energias e na presenc¸a
de um fundo magne´tico (o limite de Seiberg-Witten), as D-branas [99, 100] sa˜o efeti-
vamente descritas atrave´s de uma geometria NC e o produto entre campos torna-se o
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Moyal6 [7]. Contudo, as medidas de integrac¸a˜o permanecem as mesmas. Este u´ltimo
ponto na˜o e´ trivial ou natural sob o ponto de vista de uma mecaˆnica quaˆntica na˜o-
comutativa, pois em princ´ıpio a quantizac¸a˜o por integrais de Feynman poderia ser
diferente, sua motivac¸a˜o original vem de deduc¸o˜es mecaˆnicas de um espac¸o comuta-
tivo. Assim sendo conclui-se que a u´nica novidade da quantizac¸a˜o na˜o-comutativa
por integrais de Feynman no espac¸o dos momentos e´ a presenc¸a uma fase dependente
de θ e dos momentos. As teorias livres, ou de ac¸o˜es com somente termos quadra´ticos,
teˆm as mesmas propriedades quaˆnticas da teoria comutativa equivalente devido a`
Eq. (4.23).
Seguindo a Ref. [7], considere a ac¸a˜o de Polyakov para uma folha de mundo
Euclideana Σ de um espac¸o-alvo de me´trica induzida (gµν) na presenc¸a de um fundo
magne´tico constante B, isto e´,
S =
1
4πα′
∫
Σ
(
gµν∂ax
µ∂axν − 2πiα′Bµνǫab∂axµ∂bxν
)
=
1
4πα′
∫
Σ
gµν∂ax
µ∂axν − i
2
∫
∂Σ
Bµνx
µ∂tx
ν , (4.31)
com a = 1, 2 e ∂t a derivada tangencial a` borda da folha de mundo ( ∂Σ ). O campo
B funciona como uma conveniente forma de selecionar as condic¸o˜es de contorno que
as pontas das cordas esta˜o sujeitas, pois igualando a variac¸a˜o de S a zero obtemos
(gµν∂nx
ν + 2πiα′Bµν∂tx
ν) |∂Σ = 0, (4.32)
sendo ∂n a derivada normal a ∂Σ. Portanto, para B = 0 as pontas das cordas
satisfazem condic¸o˜es do tipo Neumann, enquanto B → ∞ (ou gµν → 0) leva a
condic¸o˜es do tipo Dirichlet. Neste u´ltimo caso, as pontas das cordas esta˜o presas a
D-branas [99]7.
Com as condic¸o˜es de contorno dadas por (4.32), o propagador em ∂Σ, sendo ∂Σ
6Em contextos diferentes, resultados similares foram anteriormente obtidos em [4, 5].
7Alternativamente, pode-se impor as condic¸o˜es de contorno como uma condic¸a˜o externa a` ac¸a˜o,
isto e´, sem usar o campo de Neveu-Schwartz B.
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parametrizado por τ ∈ IR, e´ [101, 102]
〈xµ(τ)xν(τ ′)〉 = −α′Gµν log(τ − τ ′)2 + i
2
θijǫ(τ − τ ′), (4.33)
em que ǫ(τ) vale 1 para τ positivo e −1 para τ negativo,
Gµν := gµν − (2πα′)2 (Bg−1B)µν , (4.34)
Gµν =
(
1
g + 2πα′B
g
1
g − 2πα′B
)µν
, (4.35)
θµν := −(2πα′)2
(
1
g + 2πα′B
B
1
g − 2πα′B
)µν
. (4.36)
Devido a` Eq.(4.33), G e´ a me´trica efetiva, enquanto θ e´ o paraˆmetro de na˜o-
comutatividade, pois
〈[xµ(τ), xν(τ)]〉 :=
〈
xµ(τ)xν(τ−)− xν(τ+)xµ(τ)
〉
= iθµν , (4.37)
com τ+ := τ + ε, τ− := τ − ε e ε > 0. Isto mostra que certo tipo de na˜o-
comutatividade ja´ esta´ presente. Veremos que, sob certo limite, o propagador acima
estabelece um ordenamento normal que e´ descrito por certo produto associativo, e
esse e´ justamente o produto Moyal anteriormente apresentado. Como sera´ apresen-
tado, o fato de o limite a seguir induzir o produto Moyal e´ apenas uma de suas
caracter´ısticas na˜o-triviais.
Considere o seguinte limite de baixas energias:
α′ ∼ ǫ1/2 → 0, (4.38)
gµν ∼ ǫ→ 0, para µ, ν = 1, 2, ..., r, (4.39)
sendo r o posto da matriz (Bµν) (a qual satisfaz Bµν = 0 ∀µ > r, o que pode
ser sempre atingido por transformac¸o˜es de coordenadas). Atrave´s desse limite, que
neste contexto e´ referido por limite de Seiberg-Witten, explora-se o limite de baixas
energias de teorias de cordas sem alterar os paraˆmetros que caracter´ızam as cordas
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abertas (G, θ e Gs), enquanto elimina-se a influeˆncia das cordas fechadas (descritas
por g, B e gs). As contantes gs e Gs sera˜o em breve introduzidas. No limite de
Seiberg-Witten, as Eqs. (4.34-4.36) sa˜o dadas por
Gµν =
{ −(2πα′)2 (Bg−1B)µν para µ, ν = 1, 2, ..., r
gµν para µ, ν > r
, (4.40)
Gµν =


− 1
(2πα′)2
(
1
B
g 1
B
)µν
para µ, ν = 1, ..., r
gµν para µ, ν > r
, (4.41)
θµν =


(
1
B
)µν
para µ, ν = 1, 2, ..., r
0 para µ, ν > r
. (4.42)
Agora o propagador perde a singularidade associada com τ → τ ′, pois
〈xµ(τ) xν(τ ′)〉 = i
2
θijǫ(τ − τ ′). (4.43)
Para quaisquer duas func¸o˜es do operador x, o ordenamento normal associado a esse
propagador satisfaz [103]
: f(x(τ)) : : g(x(0)) : = e
i
2
ǫ(τ) θµν ∂
∂xµ(τ)
∂
∂xν(0) : f(x(τ)) g(x(0)) : (4.44)
e
limτ→0+ : f(x(τ)) : : g(x(0)) : = : f(x(0)) ∗ g(x(0)) : . (4.45)
Assim, temos
〈
m∏
n=1
fn(x(τ))
〉
=
∫
dDx (f1 ∗ f2 ∗ ... ∗ fm)(x(τ)). (4.46)
A relac¸a˜o com o operador de Weyl pode agora ser facilmente estabelecida,
〈
m∏
n=1
fn(x(τ))
〉
= TrWˆ [f1 ∗ ... ∗ fm] = Tr
m∏
n=1
Wˆ [fn]. (4.47)
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E´ interessante analisar como teorias de calibre se comportam nesse espac¸o na˜o-
comutativo. Campos de calibre se acoplam a` borda da folha de mundo ∂Σ (Dp-
brana) por meio do termo
− i
∫
dτAµ(x)∂τx
µ, (4.48)
µ = 1, 2, ..., p+ 1, que e´ adicionado a` ac¸a˜o (4.31).
Considerando que A esteja associado a uma simetria de calibre ordina´ria,
δAµ = ∂µλ, (4.49)
a variac¸a˜o cla´ssica de (4.48) e´ nula, pois
δ
∫
dτAµ∂τx
µ =
∫
dτ∂τλ = 0. (4.50)
De forma geral, pore´m, e´ necessa´rio avaliar a variac¸a˜o da func¸a˜o partic¸a˜o, a qual
em primeira ordem em A se transforma por
∫
dτ : Aµ∂τx
µ :
∫
dτ ′ : ∂τ ′λ : . (4.51)
Esse produto de operadores pode ser regularizado de va´rias formas. Em par-
ticular, usando a regularizac¸a˜o de Pauli-Villars, o produto acima coincide com a
variac¸a˜o cla´ssica e e´ nulo. Uma outra regularizac¸a˜o de interesse e´ a de separac¸a˜o de
pontos (“point splitting”). Nesta, a regia˜o |τ − τ ′| < δ e´ eliminada da integrac¸a˜o,
em seguida o limite δ → 0 e´ tomado. Assim procedendo,
∫
dτ : Aµ(x(τ))∂τx
µ : : (λ(x(τ−))− λ(x(τ+))) : =
=
∫
dτ : (Aµ ∗ λ− λ ∗ Aµ) ∂τxµ : . (4.52)
Devido a` na˜o-comutatividade do produto Moyal, essa regularizac¸a˜o quebra a sime-
tria U(1) presente no caso cla´ssico. Por outro lado, a regularizac¸a˜o de separac¸a˜o de
pontos esta´ associada a uma outra simetria de calibre. Em vez da variac¸a˜o (4.49),
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deve-se cosiderar a seguinte8
δˆAˆµ = ∂µλˆ+ i[λˆ, Aˆµ]∗. (4.53)
O s´ımbolo “ ˆ ”acima foi empregado para diferenciar os campos regularizados por
Pauli-Villars dos regularizados por separac¸a˜o de pontos, ou seja, esse “chape´u”na˜o
designa operadores, serve apenas para diferenciar os campos que pertencem a` a´lgebra
u(1) dos que pertencem a u∗(1) (i.e., a´lgebra u(1) NC). Os grupos NC’s sera˜o intro-
duzidos em outra sec¸a˜o.
A ac¸a˜o mais simples poss´ıvel capaz de conferir dinaˆmica ao campo de calibre
Aˆ ∈ Dp-brana de me´trica G e que seja invariante por transformac¸o˜es do tipo U∗(1)
e´
SAˆ = kp
∫
Fˆ ∧∗ ⋆Fˆ . (4.54)
Acima, kp e´ uma constante que depende da dimensa˜o da brana associada, ∧∗ e´ o
produto exterior ∗-deformado (e.g., A∧∗B = Aµ∗Bν dxµ∧dxν , para duas quaisquer
1-formas) e Fˆ e´ dado por
Fˆ := dAˆ− iAˆ ∧∗ Aˆ. (4.55)
Essa construc¸a˜o segue de perto a contruc¸a˜o usual de teorias de calibre na˜o-Abelianas,
embora no presente caso tenhamos uma teoria Abeliana.
Assim sendo, a descric¸a˜o efetiva NC depende de θ somente atrave´s do produto
Moyal ∗. Conforme minuciosa e originalmente argumentado na Ref. [7], ac¸a˜o (4.54)
e´ a ac¸a˜o efetiva de uma D-brana com campos de calibre de posto um, regularizada
por separac¸a˜o de pontos e no limite de Seiberg-Witten. Para o caso na˜o-Abeliano,
o aspecto da ac¸a˜o (4.54) e´ o mesmo, exceto pela presenc¸a de um trac¸o no espac¸o da
a´lgebra.
Por outro lado, desde 1985 [104] sabe-se que D-branas no limite de campos
8Embora so´ a primeira ordem tenha sido avaliada em (4.52), essa transformac¸a˜o de calibre e´
va´lida para todas as ordens da expansa˜o da func¸a˜o partic¸a˜o; os detalhes se encontram em [7].
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lentamente variantes (
√
2πα′|∂F
F
| ≪ 1) podem ser descritas por ac¸o˜es de Dirac-
Born-Infeld (DBI) (para reviso˜es veja por exemplo Refs. [105, 103]). Usando esse
resultado e nesse limite, a Lagrangiana efetiva e´
LDBI = 1
gs(2π)p(α′)
p+1
2
√
det[g + 2πα′(B + F )], (4.56)
sendo gs uma contante que na˜o depende da dimensa˜o da D-brana no espac¸o, isto e´,
do valor de p.
E´ importante notar que nessa Lagrangiana B e F ocorrem exclusivamente na
soma B + F , o que leva a` chamada simetria Λ: as transformac¸o˜es A → A + Λ e
B → B−dΛ na˜o alteram a Lagrangiana. E´ natural que essa simetria esteja presente
na Lagrangiana efetiva acima, pois ela se encontra na ac¸a˜o (4.31) adicionada do
termo de calibre (4.48), para B constante9.
A Lagrangiana (4.56) e´ dada em um espac¸o comutativo, sendo compat´ıvel com
a regularizac¸a˜o de Pauli-Villars. Consideremos o problema de determinar a La-
grangiana efetiva ana´loga para o caso NC. Como visto, no espac¸o NC os produtos
sa˜o substitu´ıdos por produtos Moyais e esses carregam toda a influeˆncia do campo
magne´tico B. Ale´m disso a me´trica efetiva e´ dada por G, portanto10
LDBI∗ = 1
Gs(2π)p(α′)
p+1
2
√
det(G+ 2πα′Fˆ ). (4.57)
Dado que as Lagrangianas acima so´ tem sentido como teorias efetivas no limite
de campos lentamente variantes, os produtos Moyais que aparecem na expansa˜o do
determinante da Lagrangiana NC podem ser ignorados, assim toda a influeˆnia de B
encontra-se no produto Moyal interno a Fˆ . A ana´lise da simetria Λ no quadro NC
e´ menos o´bvia, mas pode ser encontrada nas Refs. [7, 106, 71].
A relac¸a˜o entre as constantes gs e Gs e´ encontrada mediante a igualdade
LDBI(F = 0) = LDBI∗(Fˆ = 0), (4.58)
9A presenc¸a de B pode ser interpretada como uma modificac¸a˜o no potencial, A → AB , com
ABµ := Aµ +
1
2Bνµx
ν . Sendo FB := dAB, vem FB = F + B.
10Essa expressa˜o e´ independente do limite de Seiberg-Witten.
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ou seja,
Gs = gs
(
detG
det(g + 2πα′B)
)1/2
= gs
(
det(g + 2πα′B)
det g
)1/2
. (4.59)
E a relac¸a˜o de Gs com a constante de acoplamento de calibre, aqui denotada por
gYM , e´ obtida a partir da ana´lise do termo de segunda ordem em Fˆ da expansa˜o de
LDBI∗, ou seja,
1
g2YM
=
(α′)
3−p
2
(2π)p−2Gs
. (4.60)
Em particular, nota-se que g2YM so´ e´ adimensional em D3-branas, em conformi-
dade com a invariaˆncia de escala de Yang-Mills em 4D. Em uma D2-brana, g2YM tem
dimensa˜o de massa, tal qual e´ exigido por uma ana´lise dimensional de uma teoria de
calibre U(1) [ou U(N)] em 3D, se os campos de calibre tiverem dimensa˜o de massa.
A Eq. (4.60) fixa o valor de kp em (4.54) como sendo [veja Eq. (2.65)]
kp =
1
2g2YM
=
(α′)
3−p
2
2(2π)p−2Gs
. (4.61)
Esse limite de campos lentamente variantes (CLV) sera´ importante para algumas
considerac¸o˜es sobre o mapa de Seiberg-Witten e certos resultados apresentados no
pro´ximo cap´ıtulo.
Resumo. i) Na˜o-comutatividade espac¸o-temporal ocorre naturalmente em teo-
rias de cordas na presenc¸a de um fundo magne´tico (4.37); ii) o limite de Seiberg-
Witten e´, em particular, um limite de baixas energias que elimina a f´ısica das cordas
fechadas, as cordas abertas teˆm condic¸o˜es de contorno do tipo Dirichlet, o produto
Moyal e´ diretamente induzido pelo ordenamento normal e a ac¸a˜o de calibre efetiva
e´ quadra´tica em11 Fˆ ; iii) dependendo da te´cnica de regularizac¸a˜o, a ac¸a˜o efetiva em
uma Dp-brana pode ser tanto descrita por uma teoria de calibre ordina´ria quanto
por uma NC.
11Em particular a ac¸a˜o efetiva pode depender de ordens superiores de Fˆ . No limite de campos
lentamente variantes, sem considerar o limite de Seiberg-Witten, ordens superiores de Fˆ ocorrem,
veja a Eq. (4.57).
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4.4 To´picos sobre quantizac¸a˜o
Segundo o procedimento padra˜o de quantizac¸a˜o de campos no espac¸o-tempo NC,
as expectativas inicias de eliminar divergeˆncias ultra-violetas (UV) por meio de
na˜o-comutatividade espac¸o-temporal sa˜o ingeˆnuas. Teorias NC’s de campos sofrem
das mesmas divergeˆncias das teorias ordina´rias e ainda possuem outras divergeˆncias,
essas associadas a outros gra´ficos de Feynman que na˜o ocorrem no caso ordina´rio, os
gra´ficos na˜o-planares [94]. Os gra´ficos na˜o-planares esta˜o associados a` mistura ultra-
violeta/infra-vermelho (UV/IV) [95] e uma abordagem direta usando as ferramentas
usuais da teoria de campos na˜o e´ capaz de tratar esse dipo de divergeˆncia. Ha´
propostas referentes a essa questa˜o, a abordagem ao problema pode variar bastante,
veja [107]. Na˜o e´ claro se essa mistura UV/IV e´ um problema a ser resolvido atrave´s
de novas te´cnicas, ou se e´ uma “patologia”que deve ser eliminada por meio de outras
abordagens a` quantizac¸a˜o.
Se a mistura UV/IV seria dificilmente prevista nos primo´rdios da na˜o-comutatividade
espac¸o-temporal, dificuldades referentes a` causalidade ou unitariedade de teorias
NC’s com θ0i 6= 0 poderiam ser esperadas [108, 109]. Essas teorias sa˜o a`s vezes
referidas por teorias de tempo/espac¸o NC e conte´m na˜o-localidade temporal. Ha´
essencialmente treˆs abordagens a essa questa˜o: i) qualquer teoria NC realista deve
sempre satisfazer θ0i = 0 [108]; ii) qualquer teoria realista deve satisfazer θµνθµν > 0
(θ deve ser do tipo espac¸o), assim pode-se sempre mudar de referencial para um em
que θ0i = 0 [82]; iii) supo˜e-se que o problema encontra-se na forma de quantizac¸a˜o,
assim outras abordagens poderiam ser realistas e evitar o probleman de unitariedade
[110]. Pouco depois do aparecimento do artigo [108], foi visto que ha´ certa classe de
teorias de tempo/espac¸o NC que na˜o tem problemas de unitariedade, mesmo usando
a quantizac¸a˜o padra˜o, trata-se das teorias em que θ e´ do tipo luz θµνθµν = 0 [111].
Sob uma perspectiva de teoria de cordas, ha´ realmente dificuldades de se produzir
uma teoria NC de campos com na˜o-comutatividade temporal [112].
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Segundo os preceitos gerais apresentados nas sec¸o˜es anteriores, a versa˜o NC de
λφ4 deve ser dada por
Sφ∗ = Tr
(
Wˆ [∂µφ]Wˆ [∂
µφ] +
m2
2
Wˆ 2[φ] +
λ
4!
Wˆ 4[φ]
)
,
= Tr
(
1
2
Wˆ [∂µφ ∗ ∂µφ] + m
2
2
Wˆ [φ ∗ φ] + λ
4!
Wˆ [φ ∗ φ ∗ φ ∗ φ]
)
,
=
∫ (
∂µφ ∂
µφ+
m2
2
φφ+
λ
4!
φ ∗ φ ∗ φ ∗ φ
)
dDx. (4.62)
Na˜o ha´ produtos Moyais nos dois primeiros termos devido a` propriedade (4.23).
Assim, o propagador “livre”da teoria λφ4 NC e´ igual ao da versa˜o NC. A diferenc¸a
do caso NC adve´m do termo
TrWˆ 4[φ] =
4∏
a=1
∫
dDk φ˜(ka) δ
D
(
4∑
a=1
ka
)
V (k1, k2, k3, k4), (4.63)
com
V (k1, k2, k3, k4) :=
4∏
a<b
e−
i
2
ka∧kb (4.64)
e
ka ∧ kb := kaiθijkbj. (4.65)
Devido a` conservac¸a˜o do momento, ou seja, a` delta que aparece acima, V e´
invariante por permutac¸o˜es c´ıclicas, embora, em geral,
V (k1, k2, k3, k4) 6= V (k2, k1, k3, k4). (4.66)
Isso faz com que seja necessa´rio prestar atenc¸a˜o ao ordenamento dos propagadores
associados a cada ve´rtice. Como regra adota-se o ordenamento c´ıclico para todos os
ve´rtices. Como veremos, dependendo da ordem de associac¸a˜o dos propagadores em
relac¸a˜o ao ordenamento dos ve´rtices, a contribuic¸a˜o de V pode ser uma fase global
ou uma na˜o-trivial fase interna ao gra´fico. O primeiro caso e´ representado por
diagramas planares, o segundo por na˜o-planares, conforme sera´ ilustrado a seguir.
As regras de Feynman para o propagador e para o ve´rtice sa˜o
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Fig.3:
1
k2 +m2
Fig.4:
λ
4!
∏
e−
i
2
ka∧kb δ(
∑
ka)
Considere os seguintes diagramas
Fig.5: Diagrama Planar Fig.6: Diagrama Na˜o-Planar
A contribuic¸a˜o dos ve´rtices do diagrama na˜o-planar e´
V (k1, k2, k3, k4) V (−k3, k′2, k′3,−k2) on shell=
V (k2, k3, k4, k1) V (−k2,−k3, k′2, k′3). (4.67)
Seja k := k1 + k4, logo k = −k′2 − k′3 e k3 = −k − k2. Assim,
V (k2, k3, k4, k1) V (−k2,−k3, k′2, k′3) = e−
i
2
k∧(2k2+k1+k′2). (4.68)
Contrariamente ao caso acima, a contribuic¸a˜o dos ve´rtices para o diagrama pla-
nar e´ tal que os momentos internos se cancelam, ou seja, a u´nica dependeˆncia asso-
ciada a` na˜o-comutatividade reside nos momentos externos, a saber:
V (k1, k2, k3, k4) V (−k2, k′2, k′3,−k3) on shell=
V (k2, k3, k4, k1) V (−k3, k2, k′2, k′3) = e−
i
2
k∧(k1+k′2). (4.69)
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Consequ¨entemente, os gra´ficos planar e na˜o-planar acima representam respecti-
vamente as seguintes expresso˜es:
λ2
4!2
e−
i
2
k∧(k1+k′2)
∫
1
k22 +m
2
1
(k + k2)2 +m2
dDk2, (4.70)
λ2
4!2
e−
i
2
k∧(k1+k′2)
∫
1
k22 +m
2
e−i k∧k2
(k + k2)2 +m2
dDk2. (4.71)
O que foi aqui apresentado para esses dois gra´ficos pode ser, sem maiores difi-
culdades, generalizado para quaisquer gra´ficos de teorias do tipo φn [94, 96, 66].
Na teoria φ4 comutativa ha´ 6 gra´ficos de auto-energia em 1 loop todos equiva-
lentes entre si. No caso NC, dois desses sa˜o do tipo na˜o-planares e as auto-energias
em 1 loop sa˜o dadas por
Π(1)p (p) =
1
3
∫
dDk
(2π)D
1
k2 +m2
, (4.72)
Π(1)np (p) =
1
6
∫
dDk
(2π)D
eik∧p
k2 +m2
. (4.73)
Acima, p, em vez do k usado anteriormente, e´ o momento total externo.
A primeira expressa˜o e´ exatamente a que ocorre no caso ordina´rio, estando por-
tanto sujeita a todas as complicac¸o˜es usuais. A fase que aparece em Π(1)np funciona
como um cutoff desde que o momento externo p seja suficientemente grande. Na˜o
sendo esse o caso, Πnp adquire a divergeˆncia UV de Πp, pore´m agora sob a forma de
uma divergeˆncia de longa distaˆncia (“UV/IR mixing”) [95].
Para melhor quantificar essa e outras propriedades quaˆnticas, costuma-se usar a
parametrizac¸a˜o de Schwinger
1
k2 +m2
=
∫ ∞
0
dα e−α(k
2+m2), (4.74)
assim
Πnp =
1
6(4π)D/2
∫ ∞
0
dα
αD/2
e−αm
2−
p◦p
4α
− 1
Λ2α , (4.75)
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em que Λ e´ o cutoff empregado no caso usual e
p ◦ p := pµθµνδνλθλκpκ. (4.76)
Esse na˜o convencional produto aparece naturalmente ao se avaliar a Gaussiana
que aparece na integrac¸a˜o de k em Πnp. p ◦ p e´ uma notac¸a˜o padra˜o no contexto de
teorias NC’s de campos.
Nas Refs. [108, 109, 111] foi demonstrado que uma condic¸a˜o necessa´ria para que
as integrais de Feynman convirjam de forma a preservar unitariedade e´ p ◦ p ≥ 0, o
que em geral na˜o ocorre no espac¸o de Minkovisky se θ0i 6= 0.
4.5 Teorias U∗(N) e o mapa de Seiberg-Witten
A fim de se construir extenso˜es NC’s de teorias de calibre, o primeiro passo e´ definir
os grupos apropriados. O grupo U(N) possui uma extensa˜o NC natural que deno-
taremos por U∗(N) [grupo U(N) NC]. Entretando, embora U(N) = U(1)×SU(N),
na˜o existe em princ´ıpio uma versa˜o NC do grupo SU(N). Isso se deve a det(A∗B) 6=
detA ∗ detB em geral. Ha´ pore´m formas de contornar essa dificuldade e assim
tratar de teorias NC’s com grupos de calibre diferentes do U∗(N) [113, 114]. Apo´s a
definic¸a˜o do grupo U∗(N), definiremos a teoria de calibre correspondente e veremos
que na˜o sera´ poss´ıvel definir os observa´veis ta˜o diretamente como ocorre nas teorias
U(1) ou SU(N), pois transformac¸o˜es de calibre em particular envolvem translac¸o˜es
espaciais (4.6). Veremos que ha´ certo mapa capaz de quebrar a interpolac¸a˜o entre
translac¸o˜es espaciais e transformac¸o˜es de calibre, e esse mapa e´ exatamente o mesmo
que associa a descric¸a˜o ordina´ria com a na˜o-comutativa de D-branas, conforme in-
dicado na Sec¸a˜o 4.3.
Diremos que uma matrix N ×N complexa g e´ elemento de U∗(N) se satisfizer
g ∗ g† = 1I. (4.77)
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O conjunto U∗(N) e´ um grupo, pois, para dados g, h, j ∈ U∗(N),
i) g ∗ (h ∗ j) = (g ∗ h) ∗ j, (4.78)
ii) 1I ∗ g = g ∗ 1I = g, (4.79)
iii) ∃ g−1 = g†, (4.80)
iv) (g ∗ h) ∈ U∗(N). (4.81)
Assim como no caso U(N), os geradores sa˜o dados por matrizes Hermiteanas.
Pela definic¸a˜o do produto Moyal, e´ imediato conferir que, dados A e B Hermiteanos,
(i[A,B]∗)
† = i[A,B]∗. (4.82)
Pode-se checar que, ale´m da constante de estrutura anti-sime´trica f , a fim de
expressar o comutador acima em func¸a˜o de certa base Hermiteana {ta}, e´ necessa´rio
tambe´m uma constante de estrutura sime´trica d. Outros detalhes sobre a a´lgebra
u∗(N) na˜o sera˜o importantes para o objetivo desta tese, mas podem ser encontrados
na Ref. [114] (veja [115] para uma revisa˜o).
Analogamente ao que foi apresentado na Sec¸a˜o 2.3, mas substituindo o produto
usual pelo Moyal, constro´i-se a seguinte ac¸a˜o para a teoria U∗(N) de calibre:
SAˆ =
1
2g2
∫
tr Fˆ ∧∗ ⋆Fˆ . (4.83)
Acima ∧∗ e´ o produto exterior ∗-deformado (e.g., A∧∗B = Aµ ∗Bν dxµ ∧ dxν , para
duas quaisquer 1-formas), o tr acima e´ um trac¸o na a´lgebra e Fˆ e´ dado por
Fˆ := dAˆ− iAˆ ∧∗ Aˆ. (4.84)
O “ ˆ ”acima designa apenas campos que pertencem a uma a´lgebra NC, Aˆ e Fˆ na˜o
sa˜o operadores. Wˆ [Aˆ] e Wˆ [Fˆ ], logo abaixo novamente utilizados, sa˜o operadores.
Sendo S ∈ U∗(N), Aˆ e Fˆ se transformam segundo
Aˆ→ Aˆ′ = S ∗ Aˆ ∗ S† + iS ∗ dS† (4.85)
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Fˆ → Fˆ ′ = S ∗ Fˆ ∗ S† (4.86)
E´ importante notar que mesmo no caso U∗(1) as transfomac¸o˜es de calibe teˆm uma
estrutura na˜o-Abeliana. Em particular, Fˆ na˜o e´ um observa´vel, pois se transforma
por mudanc¸as de calibre. Algo similar ocorre nas teorias SU(N), conforme visto na
Sec¸a˜o 2.3. Naquela sec¸a˜o foi poss´ıvel construir um observa´vel a partir do trac¸o de F .
O mesmo ocorre no caso U∗(1), pore´m precisa-se do trac¸o no espac¸o dos operadores,
ou seja,
TrWˆ [Fˆ ]→ Tr(Wˆ [S] Wˆ [Fˆ ] Wˆ †[S]) = TrWˆ [Fˆ ]. (4.87)
Equivalentemente, usando a propriedade (4.24),
∫
Fˆ dDx→
∫
S ∗ Fˆ ∗ S† dDx =
∫
Fˆ dDx. (4.88)
Para U∗(N) precisa-se dos dois trac¸os, tr e Tr.
Como o trac¸o Tr precisa ser empregado, a abordagem acima na˜o constro´i ob-
serva´veis locais. E´ natural que observa´veis locais em uma teoria NC na˜o possam
ser facilmente constru´ıdos, pois, sendo S ∈ U∗(N), em particular podemos escrever
S = exp∗(iλ(x)), o qual esta´, por meio do s´ımbolo de Weyl, diretamente associado
ao operador de translac¸o˜es espaciais, veja a Eq. (4.6).
Observa´veis locais podem ser determinados em uma teoria NC atrave´s de cam-
inhos menos diretos. Uma das possibilidades e´ usar uma variac¸a˜o do formalismo
de loops de Wilson para espac¸os NC’s [116]. A outra e´ utilizar certo mapa entre
teorias de calibre ordina´rias com as NC’s, chamado de mapa de Seiberg-Witten [7].
A conexa˜o entre essas duas abordagens foi explorada nas Refs. [117]. Nesta tese,
somente a segunda possibilidade sera´ explorada.
Os resultados da Sec¸a˜o 4.3 indicam que deve haver algum mapa que relacione
uma teoria de calibre ordina´ria com uma NC. Existindo esse mapa, sera´ poss´ıvel
definirmos observa´veis locais usando o mesmo procedimento de uma teoria ordina´ria.
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Necessariamente esse mapa deve satisfazer
δˆλˆAˆ(A) = Aˆ(A+ δλA)− Aˆ(A); (4.89)
ou seja, qualquer variac¸a˜o infinitesimal da conexa˜o A, que seja uma transformac¸a˜o
de calibre, induz, necessariamente, uma transformac¸a˜o infinitesimal de calibre em
Aˆ. A rec´ıproca tambe´m procede. E´ importante notar que na˜o estamos exigindo que
os paraˆmetros λ e λˆ sejam iguais, λˆ e´ em princ´ıpio uma func¸a˜o qualquer de λ, θ e A.
Como o´rbitas de calibre sa˜o topolo´gicas (pois sa˜o consequ¨eˆncias imediatas da
identidade de Bianchi) e a equac¸a˜o acima descreve certo mapa local entre o´rbitas
de calibre, vamos usar a condic¸a˜o adicional de que o mapa dado por Aˆ(A) somente
pode depender de A e de θ; qualquer paraˆmetro adicional, o que inclui a me´trica,
na˜o deve aparecer12. Sob essas condic¸o˜es, para θ suficientemente pequeno e com a
condic¸a˜o de contorno Aˆ|θ=0 = A, o mapa mais geral entre Aˆ e A e´ (para N = 1)
Aˆµ(A) = Aµ + θ
αβAα(k1 ∂µAβ + k2 ∂βAµ) + k3θ
αβ∂α∂µAβ . (4.90)
As constantes k1, k2 e k3 sera˜o avaliadas a seguir.
Como
δλAµ = ∂µλ, (4.91)
δˆλˆAˆµ = ∂µλˆ+ i[λˆ, Aˆµ]∗, (4.92)
usando a Eq. (4.89), vem
∂µλˆ− θαβ∂αλ ∂βAµ = A˜µ + θαβA˜α(k1 ∂µA˜β + k2 ∂βA˜µ) +
+k3 θ
αβ∂α∂µA˜β − Aˆ(A), (4.93)
12Essa sera´ uma condic¸a˜o u´til para o mapa ser constru´ıdo. Contudo, embora fugindo da
“filosofia”de um mapa entre estruturas topolo´gicas, pode-se afrouxar essa condic¸a˜o e permitir
que outros paraˆmetros aparec¸am no mapa, dentre eles a me´trica. Em 4D, curiosamente, todas as
contribuic¸o˜es adicionais em primeira ordem em θ ou sa˜o nulas ou sa˜o termos de superf´ıcie, quando
aplicados na ac¸a˜o de YM NC; mas em 3D aparecem contribuic¸o˜es na˜o triviais [59]. Neste trabalho
vamos sempre aderir a` “filosofia”de que o mapa Aˆ(A) so´ deve depender de A, ∂A e θ (esses sa˜o os
u´nicos fatores que as identidades de Bianchi ordina´ria e NC dependem).
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∂µf = θ
αβ∂αλ∂βAµ(k2 + 1) + k1θ
αβ(∂αλ∂µAβ + Aα∂µ∂βλ+ ∂αλ∂µ∂βλ) +
+k2θ
αβ(Aα∂β∂µλ+ ∂αλ∂β∂µλ). (4.94)
Em que A˜ := A+ ∂λ e f e´ dado por
λˆ(λ,A) = λ+ f(λ,A). (4.95)
A fim de que possa-se integrar f em (4.94), vem
k2 = −1. (4.96)
Ale´m disso, os termos de segunda ordem nas derivadas do paraˆmetro de calibre λ
devem ser desprezados. Ja´ seria de se esperar que certas restric¸o˜es ao comportamento
do paraˆmetro de calibre seriam necessa´rias, dada a grande diferenc¸a entre teorias
U(1) e U∗(1). A u´ltima, embora Abeliana, tem uma estrutura na˜o-Abeliana e ainda
mistura transformac¸o˜es de calibre com transformac¸o˜es espaciais.
Consequ¨entemente,
∂µf = θ
αβ[k1(∂αλ∂µAβ + Aα∂µ∂βλ)− (Aα∂β∂µλ)], (4.97)
cuja soluc¸a˜o e´
k1 =
1
2
(4.98)
e
f =
1
2
θαβ ∂αλ Aβ. (4.99)
Curiosamente, a constante k3 ficou livre, pois a Eq. (4.89) independe dela. Por
outro lado, a ac¸a˜o do eletromagnetismo NC mapeada por Seiberg-Witten tambe´m
independe dela, pois k3 esta´ associada a um termo de superf´ıcie [118, 59]. Em acordo
com a Ref. [7], vamos escolher k3 = 0.
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Por fim, para N = 1 e em primeira ordem em θ, o mapa de Seiberg-Witten e´
dado por
Aˆµ = Aµ + θ
αβAα
(
1
2
∂µAβ − ∂βAµ
)
, (4.100)
λˆ = λ+
1
2
θαβ ∂αλ Aβ. (4.101)
Para N qualquer, deve-se usar
δλAµ = ∂µλ+ i[λ,Aµ], (4.102)
δˆλˆAˆµ = ∂µλˆ+ i[λˆ, Aˆµ]∗ (4.103)
= ∂µλˆ+ i[λˆ, Aˆµ]− 1
2
θαβ{∂αλˆ, ∂βAˆµ}+O(θ2).
A presenc¸a do anti-comutador acima na˜o e´ ta˜o inesperada quanto pode parecer a
princ´ıpio. No in´ıcio desta sec¸a˜o, foi mencionado que em teorias na˜o-Abelianas NC’s
precisa-se de duas constantes de estruturas, uma anti-sime´tria e outra sime´trica.
O produto λˆAˆ na˜o pode ocorrer acima diretamente [como ocorre na expansa˜o em
primeira ordem da Eq. (4.92)], pois esse produto e´ proporcional ao quadrado dos
geradores da a´lgebra, enquanto os demais termos da expressa˜o sa˜o lineares nos
geradores. Assim, so´ restam duas alternativas: ou emprega-se o anti-comutador
desse produto ou o seu comutador. O u´ltimo caso na˜o e´ condizente com N = 1
(4.92, 4.93), mas o primeiro e´.
Considerando a discussa˜o sobre mapeamento de o´rbitas de calibre apresentada,
no lugar de (4.90) temos13
Aˆµ(A) = Aµ + θ
αβ{Aα, k1 ∂µAβ + k2 ∂βAµ + k′2[Aβ, Aµ]}. (4.104)
13Ale´m do termo associado a k3 que aparece em (4.90), outras possibilidades coerentes, e em par-
ticular compat´ıveis com o casoN = 1, sa˜o k′3θ
αβ∂µ[Aα, Aβ ], k4θ
αβ∂α[Aµ, Aβ ] e k
′
4θ
αβ [Aα, [Aµ, Aβ ]].
Nenhum desses termos e´ essencial para a existeˆncia do mapa, e na˜o sa˜o considerados na Ref. [7].
Maiores detalhes sobre as consequ¨eˆncias desses termos encontram-se em [118].
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Consequ¨entemente,
∂µλˆ + i[λˆ, Aˆµ]− 1
2
θαβ{∂αλ, ∂βAµ} = A˜µ +
+ θαβ{A˜α, k1 ∂µA˜β + k2 ∂βA˜µ + k′2[A˜β, A˜µ]} − Aˆµ, (4.105)
com A˜ := A+ ∂λ + i[λ,A].
Usando artif´ıcios ana´logos14 aos ja´ apresentados, descobre-se que o mapa de
Seiberg-Witten para qualquer N e em primeira ordem em θ e´ dado por
Aˆµ = Aµ − 1
4
θαβ{Aα, ∂µAβ + Fβµ}, (4.106)
λˆ = λ+
1
4
θαβ{∂αλ,Aβ}. (4.107)
Segundo a ana´lise feita na Sec¸a˜o 4.3, θ na˜o e´ necessariamente muito pequeno,
portanto deve haver alguma forma de generalizar o mapa apresentado em primeira
ordem para qualquer ordem. Uma forma elegante de extensa˜o do mapa apresentado
e´ reinterpretar o θ anteriormente utilizado como uma variac¸a˜o infinitesimal δθ entre
duas o´rbitas de calibre, uma de paraˆmetro θ e a outra com θ + δθ [7]. Desta forma
as Eqs.(4.106, 4.107) se tornam equac¸o˜es diferenciais cuja soluc¸a˜o e´ um mapa Aˆ(A)
para qualquer ordem em θ. Seguindo esse princ´ıpio, as Eqs. (4.106, 4.107) sa˜o
promovidas para
δAˆµ = −1
4
δθαβ{Aˆα, ∂µAˆβ + Fˆβµ}∗, (4.108)
δλˆ =
1
4
δθαβ{∂αλˆ, Aˆβ}∗. (4.109)
As deltas que aparecem acima no lado esquerdo das igualdades sa˜o iguais a δθ ∂
∂θ
.
Para resolver as equac¸o˜es acima para dada ordem em θ, expande-se Aˆ e λˆ em
14Para N > 1, a seguinte identidade pode ser u´til: {A, [B,C]}+ {[A,B], C}+ [{C,A}, B] = 0.
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poteˆncias de θ, assim, com a condic¸a˜o de contorno Aˆ|θ=0 = A, encontra-se uma
relac¸a˜o recursiva cujos termos de primeira ordem em θ sa˜o dados por (4.106, 4.107).
Na˜o e´ dif´ıcil conferir diretamente que as Eqs. (4.108, 4.109) sa˜o condizentes com
(4.89). Note que para esse caso a equac¸a˜o ana´loga a (4.105) e´ obtida pela substi-
tuic¸a˜o dos θ’s da expansa˜o por δθ e de todos os comutadores e anti-comutadores por
suas verso˜es Moyais. Como na˜o e´ necessa´rio expressar esses (anti-)comutadores em
func¸a˜o das constantes de estrutura para obter o mapa de Seiberg-Witten de N ar-
bitra´rio, toda a demonstrac¸a˜o segue sem maiores alterac¸o˜es para o caso da expansa˜o
em δθ.
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Cap´ıtulo 5
Dualidades eletromagne´ticas no
espac¸o-tempo na˜o-comutativo
Extenso˜es das dualidades vistas na Sec¸a˜o 2.5 para o caso NC na˜o sa˜o triviais e
suas consequ¨eˆncias dificilmente podem ser consideradas como esperadas. As teorias
de calibre U∗(1) teˆm uma estrutura similar a`s teorias na˜o-Abelianas, assim, em
particular, mesmo sem fontes sa˜o teorias com interac¸a˜o. Entretanto, devido ao
mapa de Seiberg-Witten, teorias U∗(1) podem ser mapeadas em teorias ordina´rias
de calibre. Embora a teoria mapeada seja tambe´m na˜o-linear, por ser uma teoria
U(1), vale a identidade de Bianchi ordina´ria dF = 0, o que sera´ de grande ajuda
para empregar os me´todos apresentados na Sec¸a˜o 2.5.
Neste cap´ıtulo trataremos de duas dualidades de natureza eletromagne´tica. Primeira-
mente veremos o caso em 3D com massa topolo´gica ate´ a primeira ordem em θ com
enfoque a` Ref. [12], depois o caso sem massa topolo´gica tanto em 4D quanto em 3D,
seguindo a Ref. [13]. Mesmo na e´poca da publicac¸a˜o do artigo [12], ja´ havia outros
que tratavam dessa dualidade [119, 120, 121, 122, 123, 124], pore´m com concluso˜es
distintas e, em certos casos, incompat´ıveis. Curiosamente, a teoria dual encontrada
em [12] na˜o e´ ideˆntica a nenhuma anteriormente apresentada, embora compat´ıvel
com as Refs. [123, 124]. Posteriormente sua resposta foi explicitamente confirmada
em [59].
E´ importante notar que a dualidade eletromagne´tica na˜o-massiva na˜o e´ um caso
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particular da com massa topolo´gica, deve-se lembrar que a primeira, em 3D, rela-
ciona vetores com escalares, enquanto a segunda relaciona vetores com vetores. Em
[13], motivados especialmente pelos resultados em 4D das Refs. [125, 127], resolve-
mos estudar essa dualidade no contexto tridimensional e avaliar a necessidade do
limite de campos lentamente variantes (CLV). Entender o funcionamento das dual-
idades eletromagne´ticas e´ essencial para o entendimento das teorias U∗(1), pois, em
particular, essas dualidades conectam teorias sem na˜o-comutatividade temporal a
teorias com na˜o-comutatividade temporal. Esse artigo [13] foi o primeiro a tratar
da dualidade NC tridimensional na˜o-massiva e o primeiro a avaliar a partir de que
ordem o limite de CLV se faz necessa´rio a fim de preservar certa regra de dualidade
(θ→ g2⋆θ) [125, 72] e manter o cara´ter S da dualidade.
5.1 Sobre as extenso˜es na˜o-comutativas do mod-
elo autodual induzidas por dualidade
O termo de Chern-Simons na˜o-comutativo (CS NC) tem sido estudado em va´rios
contextos desde o final da de´cada de 90 [129, 130, 131, 132] e e´ dado por
SCS∗ =
m
2g2
∫
tr
(
A ∧∗ dA− 2i
3
A ∧∗ A ∧∗ A
)
. (5.1)
Esta e´ uma extensa˜o natural para o modelo de CS [veja a Eq.(2.74)], ademais ela
pode ser tambe´m obtida por meio de bosonizac¸a˜o do modelo de Thirring NC [132,
131] e e´ motivada por resultados de teoria de cordas [20].
Dado o termo de Chern-Simons acima, constro´i-se imediatamente o modelo NC
de Maxwell-Chern-Simons (NC MCS). No contexto de dualidades, dado que a teoria
MCS e´ equivalente a` autodual, uma questa˜o natural e´ se ha´ um modelo autodual
NC e se esse e´ equivalente ao modelo MCS NC. Considerando a Eq. (2.118), tem-se
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a seguinte generalizac¸a˜o (veja tambe´m [132]):
Sad∗ = af
∫
tr
[
f ∧∗ ⋆f + 1
m
(
f ∧ df − 2i
3
f ∧∗ f ∧∗ f
)]
. (5.2)
Na Ref. [122] mostra-se a equivaleˆncia entre as ac¸o˜es Sad∗ e SMCS∗ em primeira
ordem em θ, contudo os autores usam uma hipo´tese na˜o ortodoxa, tambe´m usada nas
Refs. [120], referente a` existeˆncia de um mapa ana´logo ao mapa de Seiberg-Witten
para teorias sem simetria de calibre (fˆ = f + O(θ)). Mais recentemente [124, 59]
demonstrou-se de forma direta que as ac¸o˜es Sad∗ e SMCS∗ na˜o sa˜o equivalentes entre
si. Em particular, a Ref. [59] mostra por meio de uma aplicac¸a˜o do mapa de Seiberg-
Witten1 que, mesmo em primeira ordem em θ, as ac¸o˜es Sad∗ e SMCS∗ mapeadas na˜o
sa˜o equivalentes.
Embora na˜o se possa empregar diretamente um mapa de Seiberg-Witten para a
ac¸a˜o (5.2), a teoria MCS NC induz por dualidade uma espe´cie de teoria autodual
NC mapeada, como veremos. Essa questa˜o foi explorada nas Refs. [123, 119, 12, 59],
as quais usam em linhas gerais a seguinte te´cnica: a partir da versa˜o mapeada por
Seiberg-Witten de MCS NC, certa te´cnica de dualidade e´ empregada para encontrar
a teoria dual, a qual, no limite θ → 0 torna-se a teoria autodual ordina´ria. Note
que essa teoria autodual NC assim induzida na˜o e´ necessariamente autodual e na˜o
ha´ ind´ıcios de relac¸o˜es com algum modelo de Thirring NC; contudo, e´ uma questa˜o
relevante tanto para ummelhor entendimento das teorias U∗(1) quanto para poss´ıveis
futuras aplicac¸o˜es.
As teorias autoduais obtidas nas Refs. [12, 59] sa˜o ideˆnticas entre si, o que inclui o
mapa entre os campos do modelo MCS NC com os do autodual NC. Todavia os mod-
elos autoduais obtidos anteriormente nas Refs. [123, 119] diferem entre si e dos dois
u´tilmos citados. Em particular, em [119] afirma-se que a teoria autodual induzida
por dualidade e´, ao menos em primeira ordem em θ, igual a` autodual ordina´ria; tese
essa que e´ expressa de forma contundente no t´ıtulo “Maxwell-Chern-Simons The-
1Para empregar um mapa de Seiberg-Witten em Sad∗, campos auxiliares foram inseridos de
forma a implementar uma simetria de calibre, seguindo o resultado de [58].
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ory is Free for Marginally Noncommutative Spacetimes”. Nosso resultado, obtido
por meio da te´cnica projec¸a˜o dual [133], embora diferente, e´ compat´ıvel com o da
Ref. [123], mas descredita a tese de [119]. Devido a` existeˆncia na e´poca de dois
resultados diferentes [123, 119], os quais tambe´m diferiam do nosso, depois de es-
tabelecida a dualidade, checamos explicita e diretamente a correspondeˆncia entre
os pareˆnteses generalizados e a correspondeˆncia das equac¸o˜es de movimento. Nas
pro´ximas subsec¸o˜es detalharemos os passos e as consequ¨eˆncias da Ref. [12].
5.1.1 A projec¸a˜o dual do modelo MCS na˜o-comutativo
A Lagrangiana do modelo MCS NC e´ dada por
LMCS∗ = − 1
4g
Fˆ µν ∗ Fˆµν + m
2g
ǫµνλ
(
Aˆµ ∗ ∂νAˆλ − 2i
3
Aˆµ ∗ Aˆν ∗ Aˆλ
)
, (5.3)
com
Fˆµν := ∂µAˆν − ∂νAˆµ − iAˆµ ∗ Aˆν + iAˆν ∗ Aˆµ, (5.4)
µ, ν, λ = 0, 1, 2 e me´trica (gµν) = diag (+ − − ). Na notac¸a˜o anteriormente
usada, acima deveria aparecer g2 no lugar de g, aqui estamos seguindo a notac¸a˜o de
[12].
Usando o mapa de Seiberg-Witten em primeira ordem em θ (4.100), a La-
grangiana LMCS∗ torna-se
gLMCSθ = −
1
4
[
F µνFµν + 2θ
αβ
(
FµαFνβF
µν − 1
4
FαβF
µνFµν
)]
+
m
2
ǫµνλAµ∂νAλ .
(5.5)
O termo de CS NC e´ mapeado no termo usual de CS, na˜o so´ na primeira ordem,
como um ca´culo direto demonstra, mas tambe´m em todas as ordens em θ [132].
No que segue, tal como feito em [123, 12], vamos nos restringir ao caso natural em
que o tempo e´ uma coordenada comutante θ0i = 0. Essa restric¸a˜o na˜o e´ realmente
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necessa´ria para a obtenc¸a˜o dos pro´ximos resultados, como comentado em [119] e
provado de forma mais geral em [13], comentaremos sobre essa questa˜o na pro´xima
subsec¸a˜o. Assim, LMCSθ pode ser reescrita como
gLMCSθ = −
1
4
F µνFµν +
m
2
ǫµνλAµ∂νAλ − 1
8
θαβFαβF
µνFµν
= −1
2
(
1 + θF˜0
)
F˜ µF˜µ +
m
2
AµF˜µ, (5.6)
em que θ := θ12 e F˜ µ := 1
2
ǫµνλFνλ = ǫ
µνλ∂νAλ.
A fim de proceder com a te´cnica da projec¸a˜o dual [133], primeiramente intro-
duzimos um campo auxiliar πµ como segue
gLMCSθ = πµF˜µ +
1
2
(
1− θF˜0
)
πµπµ +
m
2
AµF˜
µ. (5.7)
Como comentado na Sec¸a˜o 2.5, esse procedimento e´ apenas uma transformada de
Legendre de parte da Lagrangiana. A equivaleˆncia entre as Eqs. (5.6) e (5.7) e´
verificada por meio da substituic¸a˜o das equac¸o˜es de movimento de πµ em (5.7), ou
seja,
πµ = −
(
1 + θF˜0
)
F˜µ. (5.8)
Nosso objetivo agora e´ realizar redefinic¸o˜es de campos2 a fim de separar a La-
grangiana LMCSθ em uma parte de puro calibre e outra sem simetria de calibre e
que carrega toda a dinaˆmica. E isso realmente e´ poss´ıvel, conforme veremos. Intro-
duzindo
χµ := πµ − 1
2
θδ0µπ
απα, (5.9)
temos
gLMCSθ =
(
χµ +
m
2
Aµ
)
F˜µ +
1
2
(1 + θχ0)χ
µχµ. (5.10)
Agora fac¸amos uma “translac¸a˜o”em χµ, definindo o campo pµ,
pµ := χµ +
m
2
Aµ, (5.11)
2Por redefinic¸o˜es de campos subentende-se que os novos campos introduzidos se relacionam com
os originais de forma bijetiva, ou seja, trata-se do ana´logo de transformac¸o˜es de coordenadas para
campos. Em particular, essas redefinic¸o˜es sa˜o transformac¸o˜es canoˆnicas.
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assim
gLMCSθ = pµF˜µ +
1
2
(
p− m
2
A
)ν (
p− m
2
A
)
ν
(
1 + θ
(
p0 − m
2
A0
))
. (5.12)
A equac¸a˜o acima esta´ pronta para a aplicac¸a˜o do u´ltimo passo da projec¸a˜o dual.
Sejam
Aµ = A
+
µ + A
−
µ ,
pµ =
m
2
(A+µ − A−µ ). (5.13)
Essa escolha desacopla os campos, como pode ser visto a seguir:
gLMCSθ =
m
2
ǫµνλA+µ ∂νA
+
λ +
m2
2
(1−mθA−0 )A−µA−µ −
m
2
ǫµνλA−µ ∂νA
−
λ . (5.14)
O termo puro de CS e´ puro calibre, na˜o propaga grau de liberdade algum. Entre-
tanto, ele e´ responsa´vel pela simetria de calibre observada no modelo original. A
parte da Lagrangiana acima dependente de A− field possui um grau de liberdade
e nenhuma simetria de calibre. Essa carrega o mesmo conteu´do dinaˆmico da teo-
ria dada por LMCSθ . Portanto, chamamos essa parte da Lagrangiana como modelo
autodual NC induzido por dualidade, a qual pode ser escrita como
LADθ =
1
2g
(1− θf0) fµfµ − 1
2mg
ǫµνλfµ∂νfλ, (5.15)
apo´s a substituic¸a˜o
mA−µ → fµ. (5.16)
O mapa entre os campos A e f e´ encontrado ao se “desfazer”as passagens (5.8,
5.9, 5.11, 5.13, 5.16), sendo dado por
fµ = F˜ µ + F˜ µF˜ αθ˜α +
1
2
θ˜µF˜ αF˜α (5.17)
e, consequ¨entemente,
F˜ µ = fµ − fµfαθ˜α − 1
2
θ˜µfαfα, (5.18)
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em que θ˜µ :=
1
2
ǫµνλθ
νλ, logo θ˜0 = θ e θ˜i = 0.
Com a u´ltima passagem o me´todo da projec¸a˜o dual foi conclu´ıdo e obtivemos
eˆxito em determinar a teoria dual. Na pro´xima subsec¸a˜o apresentamos maiores
detalhes sobre esse resultado e comparac¸a˜o com os demais existentes.
A Ref. [119] critica o uso de Lagrangianas mestras se na˜o acompanhadas de uma
verificac¸a˜o da a´lgebra (i.e., dos pareˆnteses generalizados, do setor simple´tico). Esse
procedimento nos parece redundante, contudo, devido aos conflitos existentes, e em-
bora a projec¸a˜o dual posssa ser vista como um procedimento mais transparente que
o da Lagrangiana mestra, em [12] consideramos conveniente checar explicitamente a
correspondeˆncia das a´lgebras e das equac¸o˜es de movimento perante o mapa (5.17).
Apresentaremos aqui tambe´m essa parte.
As equac¸o˜es de movimento dos modelos dados por (5.3) e (5.15) sa˜o respectiva-
mente
ǫµνλ∂
ν
(
−F˜ λ − 1
2
θ˜λF˜ αF˜α − θ˜αF˜αF˜ λ +mAλ
)
= 0, (5.19)
fµ − 1
m
ǫµνλ∂
νfλ − 1
2
θ˜µf
αfα − θ˜αfαfµ = 0. (5.20)
A existeˆncia de uma correspondeˆncia entre elas segue diretamente da correspondeˆncia
entre seus campos encontrada em (5.17), como pode ser diretamente verificado, o
que prova que ambos os modelos possuem a mesma dinaˆmica cla´ssica, apenas a ex-
pressam atrave´s de diferentes campos. Veremos na pro´xima subsec¸a˜o que a dinaˆmica
quaˆntica desses modelos tambe´m e´ equivalente.
A a´lgebra do modelo MCS NC mapeado em primeira ordem em θ foi calculada
na Ref. [119] [veja sua Eq. (14)]. Para encontrar a a´lgebra do modelo autodual NC
usaremos o me´todo simple´tico [29, 30]. Logo apo´s a primeira iterac¸a˜o, observa-se
que a matriz (pre´-)simple´tica e´ singular. Seu modo-zero leva ao seguinte v´ınculo
− f0 + 1
m
ǫij∂
if j +
1
2
θf ifi +
3
2
θf0f0 = 0. (5.21)
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Neste modelo, a forma mais ra´pida de encontrar os pareˆnteses generalizados e´
considerar f0 como func¸a˜o de fi, resolvendo o v´ınculo acima. Paralelamente, pode-se
tambe´m dar continuidade ao algoritmo do me´todo simple´tico e inserir esse v´ınculo
no setor cine´tico. Ver-se-a´ que a iterac¸a˜o seguinte produzira´ uma matriz simple´tica
na˜o-degenerada e os pareˆnteses generalizados (obtidos a partir das componentes de
sua inversa) sera˜o tambe´m dados por
{f0(~x), f0(~y)}∗ = gθ (fi(~x) + fi(~y)) ∂i(x)δ(~x− ~y),
{f0(~x), f i(~y)}∗ = g (1 + 3θf0(~x)) ∂i(x)δ(~x− ~y) +mgθǫijfj(~x)δ(~x− ~y), (5.22)
{f i(~x), f j(~y)}∗ = −mg ǫijδ(~x− ~y).
O asterisco acima associado aos colchetes indica apenas que se trata de pareˆnteses
generalizados (nenhuma relac¸a˜o neste caso com o produto Moyal).
Usando a prescric¸a˜o dada pela Eq. (5.17), encontramos a seguinte a´lgebra para
nosso modelo autodual NC:
{B(~x), B(~y)}∗ = 0,
{Ei(~x), B(~y)}∗ = gǫij(1 + θB(~x))∂(x)j δ(~x− ~y), (5.23)
{Ei(~x), Ej(~y)}∗ = −gmǫij(1 + 2θB)δ(~x− ~y)− gθ(ǫkjEi(~x) + ǫkiEj(~y))∂(x)k δ(~x− ~y),
em que Ei := −ǫijF˜j e B := −F˜0. Como esperado, veˆ-se que ha´ coincideˆncia com
a a´lgebra da teoria MCS NC mapeada por Seiberg-Witten, originalmente calculada
na Ref3. [119] [veja sua Eq. (14)].
5.1.2 Comenta´rios finais
Como inicialmente anunciado, foi poss´ıvel estabelecer um modelo autodual NC in-
duzido por dualidade. Em [59], atrave´s de outros me´todos, a mesma dualidade foi
3A menos do coeficiente g, que se encontra nessa refereˆncia ausente desde o in´ıcio, e de um erro
de digitac¸a˜o de um sinal.
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encontrada com o mesmo mapa, embora usando a func¸a˜o partic¸a˜o e sem a particular-
izac¸a˜o θ0i = 0. Essa nossa particularizac¸a˜o e´ desnecessa´ria para obter a dualidade,
isso mais tarde ficou claro ao obtermos certa relac¸a˜o mais geral em [13] [veja a Eq.
(5.44) na pro´xima sec¸a˜o]. Como mencionado em [125] em um contexto similar, em
primeira ordem em θ essa dualidade e´ automaticamente va´lida na func¸a˜o partic¸a˜o.
Essa propriedade foi apresentada de forma mais detalhada em [13], justificando o
motivo de [12] e [59] terem obtido a mesma resposta, embora o primeiro tenha usado
somente argumentos de ordem cla´ssica. Na pro´xima sec¸a˜o, que e´ dedicada a` Ref.
[13], esse ponto sera´ retomado.
Nota-se que a Lagrangiana (5.15) e´ diferente da apresentada em [123] [sua Eq.
(17)]. Infelizmente, nessa u´ltima refereˆncia, na˜o se encontra expl´ıcita a resposta
final, so´ ha´ uma indicac¸a˜o. Todavia, dando continuidade aos seus ca´lculos, nota-se
que sua Lagrangiana do modelo autodual que aparece em sua Eq. (17) na˜o depende
de um termo cu´bico em f sem derivadas como na nossa Eq.(5.15), mas sim de um
termo cu´bico em ∂f . Por esse motivo, o autor sugeriu que essa dualidade induziria
uma modificac¸a˜o no termo de CS, como diz o t´ıtulo “(...) a new noncommutative
Chern-Simons theory in d=3”. Embora na˜o tenhamos obtido essa modificac¸a˜o no
termo de CS, nossa resposta na˜o nos parece ser incompat´ıvel com a de [123]. Ha´
ambigu¨idades, mesmo em primeira ordem em θ, na definic¸a˜o do modelo autodual
induzido por dualidade. O mapa entre f e A induzido pelo procedimento da Ref.
[123] difere do nosso mapa4 (5.17). Como ambos resultados parecem perfeitamente
corretos, as Lagrangianas autoduais induzidas pela dualidade obtidas em [123, 12]
sa˜o equivalentes entre si em primeira ordem em θ, a despeito de suas diferenc¸as
aparentes. Esse ponto parece merecer uma ana´lise mais geral.
Como antes comentado, a Ref. [119] tambe´m apresenta um modelo autodual
induzido por dualidade diferente do nosso. Essa refereˆncia na˜o usa nenhuma te´cnica
4Infelizmente, esse mapa na˜o se encontra expl´ıcito nessa refereˆncia, mas pode ser deduzido
seguindo suas indicac¸o˜es.
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de dualidade espec´ıfica. Apo´s certas manipulac¸o˜es, conclui que a teoria autodual
induzida e´ igual a` autodual ordina´ria, isto e´, na˜o depende de θ. Um mapa expl´ıcito
dessa dualidade na˜o e´ fornecido nessa refereˆncia, ademais na˜o conseguimos encontrar
qualquer mapa consistente com essa proposta. Se tal mapa existisse, em particular
ter´ıamos que o modelo MCS NC mapeado por Seiberg-Witten em primeira ordem em
θ seria equivalente ao modelo MCS ordina´rio. Como sabe-se que o termo de CS NC
e´ mapeado no termo de CS ordina´rio [132], isso implicaria dizer que a Lagrangiana
do eletromagnetismo NC mapeada por Seiberg-Witten e´ equivalente a` Lagrangiana
do eletromagnetismo ordina´rio, o que na˜o pode ser correto por va´rios motivos; em
particular, na versa˜o mapeada do eletromagnetismo, mesmo em primeira ordem em
θ, ha´ quebra de isotropia [82].
5.2 Dualidades eletromagne´ticas na˜o-comutativas
em 3D, 4D e o limite de CLV
Conforme visto na Sec¸a˜o 2.5, a dualidade eletromagne´tica em 4D associa duas teo-
rias de calibre do tipo U(1) cujas Lagrangianas sa˜o ideˆnticas, a menos da inversa˜o
da constante de acoplamento g2. No espac¸o-tempo NC 4D em primeira ordem
em θ, como originalmente apresentado na Ref. [125] atrave´s do emprego do mapa
de Seiberg-Witten, dualidades eletromagne´ticas relacionam duas teorias U∗(1) que
diferem pela troca de θ por g2 ⋆θ. Esse resultado e´ mais que uma mera curiosidade,
pois sugere um se´rio problema de consisteˆncia. Em 4D, sendo θ do tipo espac¸o, isto
e´, θµνθµν > 0, necessariamente
⋆θ e´ do tipo tempo (pois ⋆⋆θ∧ ⋆θ = −⋆θ∧ θ). Devido
aos resultados das Refs. [108, 109], como comentado na Sec¸a˜o 4.4, em princ´ıpio
estaria-se obtendo uma correspondeˆncia f´ısica entre uma teoria sem problemas de
unitariedade com uma com problemas de unitariedade. O resultado da Ref. [125]
e´ apenas um indicativo da presenc¸a das dificuldades mencionadas, pois a dualidade
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foi obtida apenas na expansa˜o em primeira ordem em θ. Mesmo assim, as con-
sequ¨eˆncias desse resultado tecnicamente simples na˜o sa˜o triviais, outros trabalhos,
por esse motivados e se atendo aos mesmos limites, apareceram depois [126].
Pouco depois da publicac¸a˜o da Ref. [125], ainda no ano 2000, foi publicado um es-
tudo exato em θ (sem usar o mapa de Seiberg-Witten) sobre dualidade S em espac¸os
NC’s num contexto de teoria de cordas[72]. A dualidade S nesse contexto induz uma
espe´cie de extensa˜o NC da dualidade de Montonen-Olive para Super-Yang-Mills em
4D com N = 4. Os autores obtiveram evideˆncias para a conjectura da existeˆncia da
extensa˜o dessa dualidade, a qual, em particular, impo˜e para todas as ordens que θ
se transforma em g2⋆θ via dualidade, como originalmente indicado pela Ref. [125].
Nesse contexto os autores verificam que essa dualidade S na˜o conecta duas teorias
de campos NC’s, pois teorias de campos com na˜o-comutatividade temporal na˜o sa˜o
obtidas como teorias efetivas de cordas.
Nas Refs. [127], a dualidade eletromagne´tica NC em 4D e´ analisada sob o limite
de campos lentamente variantes (CLV) [7, 128] num contexto de teoria de campos.
Os autores usam o fato de, nesse limite, o mapa de Seiberg-Witten associar duas
Lagrangianas de DBI (4.56), uma comutativa e outra NC, assim verificam que a regra
θ → g2 ⋆θ e´ exata em θ (no limite de CLV e usando o mapa de Seiberg-Witten).
Considerando os resultados das Refs. [125, 72, 108, 109, 111] e´ proposto em [127]
que o paraˆmetro θ de teorias U∗(1) fisicamente consistentes tem de ser do tipo luz
(θµνθµν = 0). Essa restric¸a˜o, contudo, pode ser eliminada se outras abordagens a`
quantizac¸a˜o de teorias NC’s forem usadas [110].
A extensa˜o dessa dualidade NC para o caso 3D e uma ana´lise da necessidade do
limite de CLV, em um contexto de teoria de campos e por meio do emprego do mapa
de Seiberg-Witten, e´ feita em [13]. Deve ser notado que os argumentos de [125] e
outros dependem da dimensa˜o do espac¸o-tempo, em particuar, somente em 4D θ e
seu dual ⋆θ sa˜o ambos 2-formas. Em [13], a teoria escalar dual a U∗(1) e´ obtida ate´
segunda ordem em θ e e´ mostrado que ate´ essa ordem a regra θ→ θ˜ := g2⋆θ pode ser
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naturalmente estendida para 3D. A partir da terceira ordem, de forma geral, para
qualquer dimensa˜o D ≥ 2, na˜o e´ poss´ıvel escrever a ac¸a˜o dual como func¸a˜o de θ˜ sem
recorrer a θ (∝ ⋆θ˜), o que quebra a regra anterior e a versa˜o “cla´ssica”de dualidade
S, pois a constante de acoplamento da teoria dual na˜o e´ uma simples inversa˜o da
teoria original. Contudo, no limite de CLV, para todas as ordens em θ, seja em 4D
ou 3D, a teoria dual e´ expressa por meio de θ˜ somente. Em [13] e´ tambe´m deduzida
uma fo´rmula que simplifica consideravelmente o mapa de Seiberg-Witten em 3D,
essa foi usada para estabelecer alguns dos resultados acima mencionados. A seguir,
apresentaremos os resultados da Ref. [13].
Na˜o se encontra na Sec¸a˜o 2.5, mas a dualidade eletromagne´tica ordina´ria em 3D
pode ser vista em detalhes na Ref. [13]. Na˜o ha´ novidades te´cnicas, basta repetir
os passos da Sec¸a˜o 2.5 para o caso 3D.
5.2.1 Dualidade 3D em primeira ordem em θ
A ac¸a˜o da teoria de calibre U∗(1), como visto nas Sec¸o˜es 4.3 e 4.5, e´ dada por
SAˆ∗ = a
∫
Fˆ ∧∗ ⋆Fˆ , (5.24)
em que a = −1/(2g2) e´ constante.
Como dFˆ 6= 0, a te´cnica da ac¸a˜o mestra [41], como apresentada na Sec¸a˜o 2.5, na˜o
pode ser diretamente aplicada. Todavia, como visto na Sec¸a˜o 4.5, teorias de calibre
NC’s podem ser mapeadas em teorias de calibre ordina´rias; assim, em particular, o
caso U∗(1) e´ mapeado em uma teoria cujo tensor eletromagne´tico satisfaz dF = 0 [7].
Ale´m disso, esse mapa possibilita um tratamento direto dos observa´veis, devido a
desacoplar transformac¸o˜es de calibre das transformac¸o˜es espaciais. Para a primeira
ordem em θ, o mapa de Seiberg-Witten para o caso U(1) e´ dado por
Aˆ =
[
Aµ − θανAα
(
∂νAµ − 1
2
∂µAν
)]
dxµ, (5.25)
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com δλˆAˆ = dλˆ− 2iAˆ ∧∗ λˆ e δλA = dλ.
Aplicando (5.25) em SAˆ∗, em primeira ordem em θ,
SAθ = a
∫
F ∧ ⋆F (1 + 〈θ, F 〉) (5.26)
= −a
∫ (
~E2 − B2
) (
1− ~θ · ~E − θB
)
d3x,
em que F := dA, (~θ)i := θi0, θ := θ12 e 〈 , 〉 e´ o produto escalar entre formas
diferenciais, em particular 〈F, θ〉 = ⋆(⋆F ∧ θ) = 1
2
θµνFµν . Acima ja´ usamos que o
termo F µνFνλθ
λκFκµ d
3x e´ proporcional a ⋆F ∧F 〈F, θ〉 (veja Sec¸a˜o 5.1). As equac¸o˜es
de movimento sa˜o
~∇ · ~D = 0, (5.27)
~∇×H = ~˙D, (5.28)
~∇× ~E = −B˙. (5.29)
Com ~D = ~E(1−~θ · ~E−θB)− 1
2
~θ( ~E2−B2) e H = B(1−~θ · ~E−θB)+ 1
2
θ( ~E2−B2) (essas
definic¸o˜es sa˜o ana´logas a`s usadas na Ref. [134]). A Eq. (5.29) na˜o e´ modificada
pela na˜o-comutatividade do espac¸o-tempo, pois adve´m diretamente da identidade de
Bianchi. Claramente, ~θ (e na˜o θ12) e´ responsa´vel pela violac¸a˜o de isotropia espacial.
Explorando a identidade de Bianchi, a seguinte ac¸a˜o mestra e´ proposta:
SMθ [F, φ] =
∫
[a ⋆F ∧ F (1 + 〈θ, F 〉)− dφ ∧ F ] . (5.30)
A ac¸a˜o acima sera´ usada para encontrar a dualidade em primeira ordem em θ,
enquanto uma natural generalizac¸a˜o dela sera´ empregada para revelar dualidade em
ordens mais altas. Essa na˜o e´ a u´nica ac¸a˜o mestra poss´ıvel, as seguintes tambe´m
levam a dualidades entre as mesmas descric¸o˜es vetorial e escalar:
SMθ,c [G, φ] =
∫ [
a G ∧ ⋆G (1 + c〈θ, G〉)−
(
1 +
1
2
(c− 1)〈θ, G〉
)
dφ ∧G
]
, (5.31)
SM ′
θ
[B,A] =
∫ [
− 1
4a
B ∧ ⋆B
(
1− 1
2a
〈θ, ⋆B〉
)
− B ∧ dA
]
. (5.32)
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A primeira e´ uma generalizac¸a˜o da ac¸a˜o mestra de (5.30) por um paraˆmetro
arbitra´rio e cont´ınuo c, sendo a u´ltima reobtida para c = 1. A ac¸a˜o SMθ,c possui a
interessante propriedade de balancear a contribuic¸a˜o da na˜o-comutatividade entre
seus dois termos. Entretanto, para qualquer c, os modelos que ela conecta sa˜o os
mesmos modelos vetorial e escalar que sa˜o encontrados por SMθ . Na Eq.(5.32), A e
B sa˜o 1-formas. Essa outra ac¸a˜o mestra equivalente parece ser mais adequada ao
problema inverso ao proposto, isto e´, o de encontrar o quadro vetorial a partir do
quadro escalar.
Dando continuidade a` analise de (5.30): de sua variac¸a˜o com respeito a φ, obte-
mos dF = 0, o que implica F = dA; inserindo esse resultado em SM∗, SA∗ e´ obtida.
Para determinar o outro lado da igualdade, a variac¸a˜o de F sera´ avaliada, assim
procedendo,
1
2a
dφ = ⋆F (1 + 〈θ, F 〉) + 1
2
〈F, F 〉 ⋆θ. (5.33)
Acima, a propriedade F ∧ ⋆F 〈F, θ〉 = 〈F, F 〉 ⋆θ ∧ F foi usada. Com respeito aos
campos ~D e H , temos,
− 1
2a
~∇× φ = ~D, (5.34)
− 1
2a
φ˙ = H. (5.35)
Para primeira ordem em θ, o inverso das relac¸o˜es acima e´
⋆F =
1
2a
dφ
(
1− 1
2a
〈⋆dφ, θ〉
)
− 1
8a2
〈dφ, dφ〉 ⋆θ, (5.36)
~E = − 1
2a
(
1− 1
2a
~θ · ~∇× φ− 1
2a
φ˙θ
)
~∇× φ+ 1
8a2
(~∇φ · ~∇φ− φ˙2) ~θ, (5.37)
B = − φ˙
2a
(
1− 1
2a
~θ · ~∇× φ− 1
2a
φ˙θ
)
− 1
8a2
(~∇φ · ~∇φ− φ˙2) θ. (5.38)
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A inserc¸a˜o da expressa˜o para F em SMθ leva a uma extensa˜o NC da ac¸a˜o do
campo escalar, a saber,
SMθ ↔ −
1
4a
∫
dφ ∧ ⋆dφ
(
1− 1
2a
〈⋆dφ, θ〉
)
= Sφθ . (5.39)
A correspondeˆncia das equac¸o˜es de movimento entre os modelos vetorial e es-
calar, como esperado, e´ dado por F = dA junto com a Eq.(5.33) (e sua inversa).
Realmente, se d for aplicado em ambos os lados de (5.33), com F = dA, a equac¸a˜o de
movimento de SAθ e´ obtida; enquanto a aplicac¸a˜o de d
⋆ em (5.36) produz a equac¸a˜o
de movimento de Sφθ .
Verifica-se diretamente que o mapa (5.33) corretamente relaciona as Hamiltoni-
anas e colchetes de ambas as representac¸o˜es.
Com o u´ltimo resultado, foi definido um novo modelo escalar cuja ac¸a˜o e´, em
primeira ordem, classicalmente equivalente a` teoria de calibre U∗(1) em 3D. Emb-
ora haja termos cu´bicos na Lagrangiana, essa dualidade na˜o e´ apenas cla´ssica, ela
tambe´m e´ va´lida quanticamente. Isso tambe´m foi afirmado em [125]. Uma com-
putac¸a˜o expl´ıcita com integrais de caminho de Feynman, no contexto da dualidade
NC entre os modelos Maxwell-Chern-Simons e autodual, foi feita na Ref. [59], a
qual apresenta a mesma dualidade de [12], que na˜o usa argumentos quaˆnticos. Esse
resultado pode ser generalizado. Esquematicamente, sejam L1(A) e L2(B) duas
Lagrangianas classicalmente equivalentes que esta˜o relacionadas pela Lagrangiana
mestra Lm(A,B) cuja func¸a˜o partic¸a˜o e´
Z =
∫
DA DB exp
[
−i
∫ (
a1A
2 + θA3 + a2BA + f(B)
)
dDx
]
. (5.40)
Integrac¸o˜es em A podemser conertidas em intrgrais Gaussianas por meio da
introduc¸a˜o de mais dois campos, como segue,
Z = cte
∫
DA DB DC DD exp
[
−i
∫ (
a1A
2 + θACC +D(C − A)+
+ a2BA + f(B)) d
Dx
]
. (5.41)
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Agora a integral em A pode ser diretamente computada, deve-se substituir A por
1
2a1
(−θCC +D− a2B). Portanto, na teoria acima, se a dualidade cla´ssica for va´lida
para qualquer θ e dualidade quaˆntica for va´lida para θ = 0, a dualidade quaˆntica
tambe´m e´ va´lida. Esses argumentos se aplicam a` dualidade NC escalar/vetorial aqui
apresentada.
5.2.2 Dualidade em ordens mais altas e o limite de CLV
Na segunda ordem em θ, (5.26) e´ escrita como5 [71, 125, 123],
SAθ =
a
2
∫ [
F µνFµν
(
1 +
1
2
θµνFµν
)
+ Lθ2
]
d3x, (5.42)
com
Lθ2 = −2 tr(θFθF 3) + tr(θF 2θF 2) + tr(θF ) tr(θF 3)− 1
8
tr(θF )2 tr(F 2) +
+
1
4
tr(θFθF ) tr(F 2) (5.43)
e tr(AB) := AµνB
νµ, tr(ABCD) := AµνB
νλCλκD
κµ etc. Este trac¸o aqui usado na˜o
e´ o mesmo tr que aparece como trac¸o na a´lgebra, embora o s´ımbolo seja o mesmo.
Felizmente, no espac¸o-tempo 3D, a expressa˜o acima pode ser consideravelmente
simplificada. Ja´ foi usado na Eq. (5.26) que tr(FFθF ) = 1
2
tr(FF ) tr(Fθ); com
certa reflexa˜o, essa relac¸a˜o pode ser generalizada para a seguinte:
tr(AB1AB2 ... ABn) =
(
1
2
)n−1 n∏
k=1
tr(ABk), (5.44)
para quaisquer tensores anti-sime´tricos de rank 2 A, {Bk}. Portanto,
Lθ2 =
1
4
tr(FF ) tr(θF )2. (5.45)
A ac¸a˜o mestra SMθ (5.30) pode agora ser estendida para segunda ordem em θ,
isso e´ obtido pela adic¸a˜o de −a ∫ ⋆F ∧ F 〈F, θ〉2 a` expressa˜o em primeira ordem.
Assim,
5Note que a Ref.[125] usa uma convenc¸a˜o diferente nos fatores constantes das formas diferenciais.
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⋆F =
dφ
2a
(
1− 〈θ,
⋆dφ〉
2a
− 3〈θ,
⋆dφ〉2
4a2
+ 〈θ, θ〉〈dφ, dφ〉
8a2
)
−
−⋆θ 〈dφ, dφ〉
8a2
(
1− 5〈θ,
⋆dφ〉
2a
)
(5.46)
e
Sφθ = −
1
4a
∫
dφ ∧ ⋆dφ
(
1− 〈θ˜, dφ〉+ 3〈θ˜, dφ〉2 + 1
4
〈θ˜, θ˜〉 〈dφ, dφ〉
)
, (5.47)
em que θ˜ = ⋆θ/2a. Portanto, no quadro escalar, ao menos ate´ a segunda ordem, θ˜
e´ o paraˆmetro de violac¸a˜o de Lorentz e θ e´ desnecessa´rio. Note que apenas atrave´s
do emprego de θ˜ a constante de acoplamento a da teoria de calibre original aparece
no quadro dual como um fator global a−1. A priori, pode-se conjecturar que θ˜
e´ o paraˆmetro fundamental do quadro escalar, enquanto θ e´ inferido pela duali-
dade.Entretanto, a menos que o limite de campos lentamente variantes (CLV) seja
empregado, essa e´ apenas uma ilusa˜o de uma simetria na˜o exata.
A partir da expansa˜o em terceira ordem em θ, termos com mais derivadas que
campos aparecem no mapa de Seiberg-Witten de Fˆ e esta˜o presentes em Lθ3 , como
sera´ mostrado (qualquer Lθn pode apenas depender de A atrave´s de F , mas pode pos-
suir mais derivadas que A’s). Esses fatores frustram a simetria acima sugerida. Para
os inferir, usaremos a seguinte equac¸a˜o diferencial de Seiberg-Witten[7] [e´ obtida a
partir da definic¸a˜o de Fˆ e da equac¸a˜o diferencial que define o mapa Aˆ(A) (4.108)]
δFˆµν(θ) =
1
4
δθαβ
[
2Fˆµα ∗ Fˆνβ + 2Fˆνβ ∗ Fˆµα − Aˆα ∗ (DˆβFˆµν + ∂βFˆµν)− (5.48)
−(DˆβFˆµν + ∂βFˆµν) ∗ Aˆα
]
.
Expandindo Fˆ e Aˆ em poteˆncias de θ ate´ a terceira ordem, temos
δFˆ (3)µν (θ) = −
1
4
δθαβθα
′β′θα
′′β′′ (∂α′∂α′′Fµα∂β′∂β′′Fνβ − ∂α′∂α′′Aα∂β′∂β′′∂βFµν) + ...
(5.49)
Em que Fµν = Fˆ
(0)
µν e Aµ = A
(0)
µ . Apenas os termos com mais derivadas que campos
foram escritos na expressa˜o acima. Inserindo esse resultado na Eq.(5.24), os u´nicos
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termos de Lθ3 que possuem mais derivadas que campos sa˜o os que esta˜o na seguinte
expressa˜o6
θαβθα
′β′tr(∂α∂α′F θ ∂β∂β′F F )− 1
4
θαβθα
′β′ tr(Fθ) tr(∂α∂α′F ∂β∂β′F ). (5.50)
A contribuic¸a˜o desses termos para as equac¸o˜es de movimento e´ dada por
θαβθα
′β′∂µ
[
F µαα′ θ F
κ
ββ′ +
1
2
tr(Fαα′θ) F
κµ
ββ′ + F
[µ
αα′ Fββ′ θ
κ] +
1
4
tr(Fαα′Fββ′) θ
κµ
]
.
(5.51)
Acima introduzimos uma notac¸a˜o compacta: ı´ndices na˜o expl´ıcitos sa˜o contra´ıdos
como na notac¸a˜o matricial, ı´ndices extras em F sa˜o derivadas e F
[µ
αα′ Fββ′ θ
κ] =
F µαα′ Fββ′ θ
κ − F καα′ Fββ′ θµ. Por exemplo, escreve-se o primeiro termo em (5.51)
como ∂α∂α′F
µ
ν θ
νλ ∂β∂β′F
κ
λ .
Uma cuidadosa ana´lise das simetrias e anti-simetrias de cada termo de (5.51)
e de sua independeˆncia linear para θ arbitra´rio com D ≥ 4 mostra que (5.51) na˜o
e´ nulo. Para diretamente garantir que, em qualquer dimensa˜o(D ≥ 2), (5.51) na˜o
e´ a identidade trivial [ou, equivalentemente, que (5.50) na˜o e´ nem nulo e nem um
termo de superf´ıcie] pode-se avaliar um caso particular de (5.51); por exemplo, para
D ≥ 3, sejam κ = 2 e θ nulo exceto pelas componentes θ01 and θ10, assim (5.51)
equivale a
(
θ10
)3 [
∂µ
(
..
F
µ [0
F ′′ 1] 2 + F ′′µ [0
..
F
1] 2 −2 F˙ ′µ [0F˙ ′ 1] 2+ ..F 10 F ′′ 2µ+ (5.52)
+F ′′ 10
..
F
2µ −2 F˙ ′ 10F˙ ′ 2µ
)
+ ∂[0
( ..
F
2ν
F ′′1] ν + F
′′ 2ν
..
F 1] ν −2 F˙ ′ 2νF˙ ′1] ν
)]
,
em que cada ponto e cada “linha”significa, respectivamente, ∂0 e ∂1. A expressa˜o
acima na˜o e´ identicamente nula em nenhuma dimensa˜o (maior que dois). Esse
resultado esta´ em conflito com certa proposic¸a˜o da Ref.[135], veja a pro´xima subsec¸a˜o
para mais detalhes.
As expresso˜es (5.48 - 5.51) sa˜o va´idas para dimenso˜es espac¸o-temporais ar-
bitra´rias. Novamente, no espac¸o-tempo 3D, uma simplificac¸a˜o considera´vel e´ poss´ıvel.
6Esta soluc¸a˜o pode tambe´m ser obtida atrave´s dos resultados na Ref. [136], Sec¸a˜o 3.2; nela o
mapa de Seiberg-Witten e´ expandido em poteˆncias de A.
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Embora a propriedade (5.44), naquela forma, na˜o posssa ser usada diretamente em
(5.50), uma computac¸a˜o direta mostra que um resultado ana´logo e´ va´lido. No
espac¸o-tempo 3D, a expressa˜o (5.50) e´ igual a
1
4
θαβθα
′β′ tr(Fαα′Fββ′) tr(Fθ). (5.53)
Aderindo a` expansa˜o em terceira ordem, a contribuic¸a˜o da expressa˜o acima a Sφθ
(5.47) e´ obtida pela substituic¸a˜o F → ⋆dφ/(2a). Consequ¨entemente, ate´ a terceira
ordem em θ, Sφθ na˜o pode ser expresso exclusivamente atrave´s de θ˜, θ tambe´m e´
necessa´rio7. Isso viola a simetria entre θ e θ˜ presente na dualidade eletromagne´tica
ate´ a segunda ordem em θ. Consequ¨entemente, no quadro escalar, a constante a
na˜o aparece como um fator global a−1 e a estrutura esperada de uma dualidade S e´
quebrada.
No limite de CLV, os termos na ac¸a˜o mapeada por Seiberg-Witten que dependem
das derivadas de F sa˜o ignorados, portanto Sφθ , na terceira ordem em θ, pode ser
exclusivamente expresso em termos de θ˜. Neste limite, como a Lagrangiana mapeada
por Seiberg-Witten e´ uma func¸a˜o somente de F (sem derivadas) [7], a Lagrangiana
e´ expressada como uma func¸a˜o de tr(FF ) e tr(Fθ) somente [devido a` Eq.(5.44));
portanto, a ac¸a˜o escalar dual Sφθ para todas as ordens em θ pode ser expressa por
θ˜, sem refereˆncia a θ (ou ⋆θ˜). Embora a propriedade (5.44) seja em geral falsa no
espac¸o-tempo 4D, a ac¸a˜o dual pode tambe´m ser expressa exclusivamente por θ˜ no
espac¸o-tempo 4D, em todas as ordens em θ, se o limite de CLV for usado [127]. A
relac¸a˜o (5.44) simplifica consideravelmente a ana´lise no espac¸o-tempo 3D.
7Pode-se artificialmente inserir ǫ’s a fim de mudar θαβ∂α∂β para ∝ θ˜µǫµαβ∂α∂β , esse procedi-
mento e´ ino´cuo pois ⋆θ˜ ∝ θ; mas estamos adotando a regra de sempre escrever ou θ, ou θ˜, nunca
⋆θ˜. Ademais esse procedimento na˜o evita as dificuldades com a dualidade S, pois θ˜ na˜o ocorrera´
proporcionalmente a φ no quadro dual.
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5.2.3 Comenta´rios finais
Na u´ltima subsec¸a˜o demonstramos diretamente, por meio de ca´culos va´lidos em
qualquer dimensa˜o maior que dois, que a Lagrangiana mapeada por Seiberg-Witten
da teoria NC eletromagne´tica (LAθ) depende de F e suas derivadas
8. Ate´ a se-
gunda ordem em θ, as derivadas em F podem ser combinadas com os campos A
de forma a produzirem outro F (eliminando toda a dependeˆncia expl´ıcita nos A’s,
pois ha´ um nu´mero igual de derivadas e A’s). Entretanto, a equac¸a˜o diferencial de
Seiberg-Witten (5.48) leva ao aparecimento de termos com mais derivadas que cam-
pos na expansa˜o em terceira ordem. Esses termos foram aplicados na Lagrangiana
do eletromagnetismo NC (LAˆ∗) e os termos resultates foram expressos em (5.50).
Talvez surpreendentemente, esses termos na˜o sa˜o nem nulos e nem sa˜o termos de su-
perf´ıcie, como mostrado subsequ¨entemente. Esse resultado na˜o esta´ em acordo com
a primeira parte de uma proposic¸a˜o na Ref.[135]. Achamos que esse nosso resultado
deve ser visto como um contra-exemplo a essa proposic¸a˜o. Realmente, a primeira
parte da Proposic¸a˜o 3.1 na˜o parece ser correta de forma geral [137]. Todavia, deve
ser enfatizado que essa proposic¸a˜o claramente e´ va´lida no limite de campos lenta-
mente variantes (CLV) e que, nesse limite, ela e´ compat´ıvel com nossos resultados;
ademais, quaisquer resultados que dependam dessa proposic¸a˜o sa˜o perfeitamente
va´lidos naquele limite. Ha´ outras interessantes consequ¨eˆncias que estamos agora
avaliando [138].
Correntes podem ser facilmente inseridas na dualidade tratada, seguindo os pas-
sos da Sec¸a˜o 2.5, se for assumido um acomplamento independente de θ como A∧ ⋆J
na ac¸a˜o mapeada. Contudo, isso viola a correspondeˆncia com a teoria U∗(1), que
impo˜e o acoplamento Aˆ ∧∗ ⋆Jˆ , cujo mapa foi encontrado na Ref.[139].
E´ interessante notar que a dualidade eletromagne´tica na˜o viola isotropia espacial
e, caso uma das teorias a viole, a direc¸a˜o privilegiada e´ rodada por π/2. Na teoria
8Embora na˜o tenha sido explicitamente mostrado na subsec¸a˜o anterior, na˜o e´ dif´ıcil avaliar que
uma particularizac¸a˜o de (5.50) para D = 2 e´ tambe´m diferente de zero.
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U∗(1), a direc¸a˜o privilegiada no espac¸o e´ dada por θ
0i enquanto na teoria dual, ate´
segunda ordem ou no limite de CLV, a direc¸a˜o privilegiada espacial e´ dada por
θ˜i =
1
4a
ǫiµνθµν =
1
2a
ǫ0ijθj0, (5.54)
donde nota-se que a direc¸a˜o dada por ~θ e´ ortogonal a` de
~˜
θ.
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Cap´ıtulo 6
Conclusa˜o
Os resultados por no´s obtidos e apresentados nesta tese se dividem em treˆs partes:
i) o desenvolvimento do formalismo simple´tico de calibre (Sec¸a˜o 3.2); ii) a extensa˜o
na˜o-comutativa (NC) da dualidade entre os modelos autodual e Maxwell-Chern-
Simons (MCS) (Sec¸a˜o 5.1); iii) o estabelecimento da dualidade eletromagne´tica
NC em 3D sem massa topolo´gica e avaliac¸a˜o da relevaˆncia do limite de campos
lentamente variantes (CLV) para essa dualidade tanto em 3D quanto em 4D (Sec¸a˜o
5.2). Os principais resultados obtidos em cada uma dessas partes foram comentados
nas Subsec¸o˜es 3.2.5, 5.1.2 e 5.2.3 (veja tambe´m as Refs. [10, 11, 12, 13]).
Acreditamos que os resultados apresentados nas partes ii e iii acima sa˜o de
valor para o entendimento das teorias eletromagne´ticas na˜o-comutativas, as quais,
como mencionado, possuem relac¸o˜es com diversas a´reas da f´ısica, embora o signifi-
cado f´ısico delas ainda na˜o se encontre plenamente estabelecido; o que, achamos
no´s, na˜o tardara´ a ocorrer. E´ poss´ıvel que resultados do Large Hadron Collider
(LHC), cujas atividades tera˜o in´ıcio no pro´ximo ano, nos deˆem pistas de como im-
plementar a na˜o-comutatividade espac¸o-temporal ou revelem novos fenoˆmenos (na˜o
necessariamente relacionados ao eletromagnetismo) que possam ser modelados pela
Lagrangiana U∗(1). Deve-se ressaltar a conexa˜o das teorias NC’s com as teorias
de cordas, pois alguns aspectos das D-branas sa˜o melhor entendidos atrave´s da
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descric¸a˜o NC [140]. Ale´m disso, novos avanc¸os continuam a surgir [141]1.
O formalismo simple´tico de calibre (parte i acima) na˜o deve ser visto como
um me´todo plenamente acabado, mas ja´ se demonstrou capaz de reproduzir alguns
resultados de outros me´todos e nos parece que podera´ se revelar u´til para a resoluc¸a˜o
de problemas f´ısicos atuais, dentre eles os relacionados com quantizac¸a˜o, dualidade
ou mesmo com o mapa de Seiberg-Witten.
Estamos no momento interessados em algumas interessantes consequ¨eˆncias da
Ref. [13] ainda na˜o exploradas. Dentre elas, gostar´ıamos de analisar minuciosamente
os resultados da Ref. [135] que se fundamentam na parte problema´tica de sua
Proposic¸a˜o 3.1 e tentar extrair novos resultados referentes a aspectos mais f´ısicos do
eletromagnetismo NC em 4D. A Eq. (5.44) simplifica consideravelmente a expansa˜o
em Seiberg-Witten em 3D, esperamos usa´-la em uma ana´lise do eletromagnetismo
NC nessa dimensa˜o. O seu quadro dual escalar pode se demonstrar conveniente para
essa ana´lise. Avaliar as consequ¨eˆncias do resultado acima num contexto de teoria
de cordas e´ tambe´m tema de interesse.
1Para citar apenas um dos va´rios artigos que se poderiam ser citados aqui.
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Apeˆndice A
Formas diferenciais no espac¸o Mˆ e
equac¸o˜es de Maxwell
Aqui introduzimos formas diferenciais no espac¸o Mˆ , seguindo as ide´ias da Sec¸a˜o
2.2, para expressar as Eqs. (2.35 - 2.38). Retomemos a Eq.(2.33) introduzindo o
operador dˆ como segue
dˆE ∧ dt+ d0B + dˆB = 0, (A.1)
com d0 := dt ∂0 e dˆ := dx
i ∂i. Nota-se que dˆ e´ a derivada exterior de Mˆ . Usando
essa notac¸a˜o, a equac¸a˜o de movimento de F (2.30), ou equivalentemente de E e B,
pode ser reescrita como
d0
⋆(E ∧ dt) + dˆ⋆(E ∧ dt) + dˆ⋆B = −e(J0⋆dt+ Ji⋆dxi). (A.2)
O termo d0
⋆B na˜o aparece acima pois e´ identicamente nulo devido a` condic¸a˜o de
ortogonalidade (2.32).
Na equac¸a˜o anterior, a separac¸a˜o entre dt e {dxi} torna-se patente mediante
a introduc¸a˜o de um operador de dualidade em T ⋆x Mˆ . Seja C(x) uma k-forma em
T ⋆xMˆ , define-se o operador
⋆ˆ por
⋆ˆC =
1
k!
1
(d− k)! Ci1...ikωˆ
i1...ikj1...jd−k dxj1 ...dxjd−k , (A.3)
com ωˆi1...id = ǫi1...idfˆ , fˆ =
√
|gˆ| e gˆ = det(gij). Usando a Eq. (2.32) algumas relac¸o˜es
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u´teis podem ser deduzidas:
⋆dt = (−1)a0
√
|g00| fˆ ddx, (A.4)
⋆dxi = −
√
|g00| dt ∧ ⋆ˆdxi, (A.5)
⋆C = (−1)k
√
|g00| dt ∧ ⋆ˆC, (A.6)
⋆(C ∧ dt) = (−1)a0+k
√
|g00| ⋆ˆC, (A.7)
em que a0 = 0 se g
00 > 0 e a0 = 1 se g
00 < 0. Nota: g00 = 1/g
00.
Portanto, a Eq. (A.2) pode ser reescrita como
(−1)1+a0
√
|g00| d0⋆ˆE + (−1)1+a0
√
|g00| dˆ⋆ˆE −
√
|g00| dt ∧ dˆ⋆ˆB =
= −e
(
(−1)a0
√
|g00| J0 fˆ ddx−
√
|g00| Ji dt ∧ ⋆ˆdxi
)
. (A.8)
Cada uma das Eqs. (A.1) e (A.8) pode ser quebrada em duas, como segue1:
dˆE + B˙ = 0, (A.9)
dˆB = 0, (A.10)
g00 ⋆ˆE˙ + dˆ⋆ˆB = −e Ji ⋆ˆdxi (A.11)
dˆ⋆ˆE = e J0 fˆ d
dx, (A.12)
em que o ponto sobre um campo e´ uma derivada temporal parcial, i.e., B˙ := ∂0B.
As equac¸o˜es acima sa˜o equivalentes a`s Eqs. (2.35 - 2.38). Alguns textos apre-
sentam o eletromagnetismo em formas diferenciais tendo como ponto de partida as
equac¸o˜es acima. As u´ltimas duas equac¸o˜es dependem da me´trica, essa dependeˆncia
possibilita a introduc¸a˜o das formas H e D que sa˜o iguais a B e E somente para
certo valor da me´trica (me´trica do va´cuo) [17].
1Pode-se conferir diretamente que essas equac¸o˜es sa˜o invariantes pela transformac¸a˜o g → −g.
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