We design a cross-layer approach to aid in developing a cooperative solution using multi-packet reception (MPR), network coding (NC), and medium access (MAC). We construct a model for the behavior of the IEEE 802.11 MAC protocol and apply it to key small canonical topology components and their larger counterparts. The results obtained from this model match the available experimental results with fidelity. Using this model, we show that fairness allocation by the 802.11 MAC can significantly impede performance; hence, we devise a new MAC that not only substantially improves throughput, but provides fairness to flows of information rather than to nodes. We show that cooperation between NC, MPR, and our new MAC achieves super-additive gains of up to 6.3 times that of routing with the standard 802.11 MAC. Furthermore, we extend the model to analyze our MAC's asymptotic and throughput behaviors as the number of nodes increases or the MPR capability is limited to only a single node. Finally, we show that although network performance is reduced under substantial asymmetry or limited implementation of MPR to a central node, there are some important practical cases, even under these conditions, where MPR, NC, and their combination provide significant gains.
. Comparison of the empirical COPE performance data collected from a 20-node IEEE 802.11 wireless ad hoc network test bed (top), [3] , and the resulting throughput using a model of the 802.11 MAC proposed by [4] (represented by the dashed curves in the bottom plot). This model is the starting point for our analysis with MPR and development of our improved MAC (represented by the solid curves in the bottom plot). [2] showed that inter-session network coding is generally very difficult, COPE circumvents these complexity issues by decoding at each hop and was shown to provide 3 to 4 times the throughput capacity over routing packets through the network. Implementing COPE in a 20-node IEEE 802.11 test bed, [3] provided empirical data, shown in the upper half of Fig. 1 , that demonstrates the benefits of using COPE in wireless mesh networks.
Sengupta et. al., [5] and Le et. al., [6] provided analyses of these results, but only considered coding a maximum of two packets together at a time and did not address the interaction between NC and the medium access (MAC) fairness. As a result, their analyses provide throughput gains that are considerably smaller than the experimental results and do 0733-8716/12/$25.00 c 2012 IEEE not explain the non-monotonic behavior seen in Fig. 1 . Zhao and Médard, [4] , modeled the same experimental results, but showed that the fairness imposed by the 802.11 MAC explains the non-monotonic behavior. In addition, they demonstrated that the majority of COPE's throughput gain is a result of coding three or more uncoded, or native, packets together at a time. They showed that these gains are not reflected in three node network models, used in prior analyses, and at least five nodes are required to accurately capture the throughput gains from NC. The NC and routing curves in Fig. 1 show that the results obtained using their model for a simple 5node cross component [4] is consistent with the empirical data from [3] . Hence, we consider various 5-node components, as well as their extensions to any number of nodes, in order to understand the effects of combining NC and multi-packet reception (MPR) in larger networks.
While COPE significantly increases network throughput [3] , it does not completely alleviate multi-user interference. With the development of new radio technologies, the ability to receive multiple packets simultaneously at the physical layer makes it possible to increase throughput and reduce contention among users [7] . The stability of slotted ALOHA with MPR, but not NC, was studied by [8] , and several protocols implementing MPR have been proposed by [9] and [10] . However, little analysis has been performed in evaluating schemes that use both MPR and NC. [11] compared the use of NC to MPR but did not consider their combined use, and [12] provided an analysis of the combined use of NC and MPR in a fully connected network but did not consider the effects of bottlenecks or multi-hop traffic.
We provide an analysis of the combined use of NC and MPR in multi-hop, congested networks. We extend the initial model proposed by [4] to include additional topology configurations, asymmetric and asymptotic behavior, and various implementations of MPR in order to show that the achievable throughput with NC in conjunction with MPR is superadditive. We then use this model to design a cross-layer solution that increases throughput subject to the constraint of fairness between flows, rather than between nodes. While MAC fairness has been previously studied [13] , our solution uses cooperation between nodes and takes into account the interaction among MPR, NC, and MAC. Using our simplified model, we then analyze the behavior of our solution under asymmetric loads, as well as in the asymptotic regime as the number of nodes in each component increases. Finally, we analyze the throughput behavior as we limit the MPR capability to a subset of nodes within the network.
The remainder of the paper is organized as follows. Section II describes the network model. Section III provides an analysis of NC and MPR with the current 802.11 MAC. Section IV develops an improved MAC that increases throughput while ensuring fairness to flows of information rather than to nodes. Sections V and VI investigate the effects of asymmetric and asymptotic network traffic respectively. Section VII provides an analysis of the throughput when the MPR capability is limited to a subset of nodes. Finally, we conclude in Section VIII.
II. NETWORK MODELS AND PARAMETERS
We first identify each network element's fundamental behavior and model them using simple, intuitive methods. Sub- A subset of the basic network structures responsible for traffic bottlenecks and congestion in larger networks. We analyze these components and variants of them. sequent sub-sections will identify specific behaviors of these elements and describe the abstractions needed to make the model tractable. The general scenario considered consists of a wireless error-free packet network that is operated in fixedlength time-slots. Each node is half-duplex (i.e., cannot receive and transmit in the same time-slot), and only one packet can be sent per time-slot by any given node.
A. Network Topologies
Our model uses the 5-node canonical components, and variants of them, shown in Fig. 2 . These components are of interest for two reasons. First, they form the primary structures in larger multi-hop networks that create bottlenecks and congestion. Second, the experimental COPE results show that a majority of the generated coded packets contained, on average, 3-4 native packets [3] . As a result, each component used must be of sufficient size to capture the majority of the gains seen in [3] . The components in Fig. 2 reflect a subset of all possible combinations of 5-node multi-hop networks that allow for the potential coding of up to four unencoded, or native, packets.
Each component imposes different constraints that affect the performance of the MAC, NC, and MPR. Fig. 2 defines these constraints by using a solid edge for active, or primary communication, and a dotted edge for passive, or overhear/listening communication. The absence of an edge between any two nodes indicates that all communication between the two nodes must be routed through the center. Within the "X" and partial "X" components (similar to the "X" component with one dotted edge removed), all flows originating from a node in a set terminate at a node in the opposite set. Within the cross and partial cross components (similar to the cross component with one dotted edge removed), each flow originating from a node terminates at the node directly opposite the center.
The study of topology components extended to an arbitrary number N of transmitting nodes, n i ∈ N where i ∈ [1, N] , aids in the analysis of performance and delay in larger networks. Sections IV and VI use the variants of the cross and "X" components shown in Fig. 3 to provide insight into crosslayer network design and the achievable gains. The constraints and traffic scenarios used for both generalized components are the same as those used for the 5-node components. 
B. Network Coding Model
We use COPE [3] , which inserts a coding shim between the IP and MAC layers and uses the broadcast nature of the wireless channel to opportunistically code packets from different nodes using a simple XOR operation, as a case study. In our model, each encoded packet is sent if and only if it can be decoded by the intended recipients (i.e., the intended recipients have overheard enough native packets, or degrees of freedom, to enable each encoded packet to be decoded). In addition, only the center node will encode packets together, while each edge node will always transmit their packets unencoded. The model further assumes that feedback is perfect and each node knows the native packets overheard by its neighbors. Consistent with COPE's implementation, each packet is sent as a broadcast transmission at the first opportunity without delay and each information flow does not exercise congestion control (i.e., each packet generated is part of a UDP session). Finally, neither the complexity of the coding or decoding operations nor any other aspects of the NC implementation found in [3] are considered since their contributions to the overall network performance is small.
C. IEEE 802.11 MAC Model
We model the IEEE 802.11 MAC's distributed coordination function (DCF) [14] , which uses carrier sense multiple access with collision avoidance (CSMA/CA) as the method in which a node accesses the channel. We first observe that the nonmonotonic behavior shown in Fig. 1 and noted by [4] is a result of the 802.11 MAC fairness mechanism, which distributes channel resources equally among all of the competing nodes. This is also consistent with the results presented in [15] , which showed that the probability of a node successfully accessing the channel converges to 1 /N for N competing nodes. We then develop our model for each non-MPR case so that it captures this limitation with fidelity, while the implementation aspects of the DCF are simplified to match the experimental throughput behaviors found in [3] . Since the DCF introduces a constant overhead that lowers the throughput to about 20% to 30% of the bit rate depending on the variant of 802.11 used [15] , these assumptions provide upper bounds to the achievable throughput. When using MPR, extensions to the model are needed where each extension is explained in Section II-D. Finally, any additional time required for acknowledgements is included as part of each packet's transmission allowing for a new packet to be sent in each integer time-slot.
D. Multi-Packet Reception Model
MPR allows for reception, at the physical layer, of one or more simultaneously received packets. We will provide two models of MPR. In both, the number of simultaneous transmissions that a node can successfully receive without a collision is m. In the first model, CSMA/CA is strictly enforced for m = {1, 2}. If a node senses any other node transmitting, it will follow the 802.11 DCF algorithm and not attempt to transmit again until the channel is idle. This model uses MPR to minimize the hidden terminal problem. When m = 4, a slight generalization of the traditional CSMA/CA is required. We pick the combination of transmitting nodes so that the average number of transmissions received by any given node within the network is maximized. It is important to note that this generalization allows strictly fewer than four adjacent nodes to transmit at the same time. In the second model (referred to as MPR-adapted CSMA), a node will be allowed to transmit as long as the number of simultaneous transmissions sensed is less than m. Regardless of the approach taken when implementing MPR, the relative gains presented in subsequent sections are underestimated wherever MPR is used since the our model does not explicitly take into account the effects of collisions.
E. Additional Model Assumptions and Parameters
The channel is divided into 100 time-slots where each time-slot uses 1 /100 of the total amount of channel resources available to the N transmitting nodes. Each transmitted packet requires a full time-slot therefore requiring 1 /100 of the total amount of channel resources. Performance is evaluated for values of k T ∈ [1, 200] where k T is the total number of packets in the network and is deterministic. In order to model stochastic packet arrivals, these k T packets are distributed among the nodes where each node has K i , i ∈ [1, N], packets and (K 1 , K 2 , . . . , K N ) is distributed according to a joint binomial distribution, given k T and N , with parameters
The number of packets each node has to send will be referenced in later sections as the fraction of the total channel resources, or load ρ i , required to send all sample values, k i , of K i packets one hop (i.e., ρ i = ki /100). In addition, the total offered load P to the network is deterministic, given k T , and is defined as
We further define the total network component load P T as the load induced in the network component as a result of NC, MPR, and MAC. This allows us to specify three regimes: unsaturated regime (P T < 1), maximum regime (P T = 1), and saturated regime (P T > 1). In general, the component load P T = P when routing packets without NC and/or MPR and P T ≤ P otherwise. Specifically, the component load P T is a random variable, with sample value p T , that is defined as the sum of the load L R induced by relaying packets through the center node n center , and the load L M required to send each native packet one-hop (i.e., P T = L R + L M ). The sample values, l R and l M , for L R and L M respectively are bounded by:
1 m j∈N \ncenter
where the coefficient c is the number of packets that can be encoded together by n center , and ρ center is the fraction of time, or load, needed to send all of the packets originating at n center one-hop. The relay load L R is a function of the number of packets that can be encoded together by n center and only counts the load required to send relayed packets a second hop. The one-hop load L M consists of the load needed to send all of the edge node's packets to n center , which is a function of m, and the load ρ center required by n center to send its own packets to the edge nodes. Each lower bound is a function of the component configuration and the difference in each node's initial load. The lower bounds are met with equality when ρ i = ρ j , i, j ∈ N \ n center , and i = j. The upper bound in eq. (1) is met with equality if no coding opportunities occur at n center and in eq. (2) if no simultaneous transmissions occur. Section III will provide additional clarification and examples. The allocated load s i is the amount of channel resources given to each node in the network as a result of the MAC. When P T ≤ 1, each node's allocated load is s i = ρ i for i ∈ N \n center and s center = ρ center + l R . As the MAC saturates (i.e., P T > 1), each node's allocated load becomes s i ≤ l i , i ∈ N \n center , and s center ≤ ρ center +l R . Finally, the throughput S is defined in relation to the number of packets that reach their respective sinks within the component. For P T ≤ 1, the MAC does not limit channel resources and the throughput S = P . For P T > 1, the channel is saturated and the MAC must limit the number of transmissions made by each node in order to remain within the channel constraints i∈N s i ≤ 1. It does so by limiting the number of transmissions by adjusting the allocated load for each node according to the proposed model. Section III will provide greater detail into calculating the throughput with and without NC and MPR.
III. MULTI-PACKET RECEPTION AND NETWORK CODING PERFORMANCE ANALYSIS
With each of the network components shown in Fig. 2 , we analyze the component performance with and without the use of NC and MPR. We also consider both unicast and broadcast traffic. Routing is the baseline for our analysis. Consistent with the results found in [3] and the analysis performed in [4] , the throughput increases linearly within the non-saturated region, P ∈ [0, 5 /9). It reaches its maximum of S = 5 /9, depicted by a star in Fig.  4 ,
A. "X" Topology Component Analysis
where the value of p T is derived using the upper bounds of equations (1) and (2) For symmetric loads at each node (i.e.,
The throughput saturates for P > 5 /9. Initially, the 802.11 MAC allocates time-slots to nodes requiring more resources. The throughput is therefore the amount of time n 5 is able to transmit, s 5 = 1 − 4 i=1 s i , which decreases as P increases. The network component completely saturates when each node requires a large fraction of the available time-slots and the MAC restricts each node's access to the channel by ensuring fairness among all nodes (i.e., s i = 1 /5 for i ∈ [1, 5] ). The total saturated throughput is equal to the total amount of information that n 5 transmits (i.e., S = 1 /5).
2) Network Coding Only (m = 1): Limitations are imposed by the component when using NC. Packets from different nodes within the same set (i.e., {n 1 , n 2 } ∈ X 1 and {n 3 , n 4 } ∈ X 2 ) cannot be coded together because they are forwarded through n 5 , and the center node must make a minimum of two transmissions for every four packets it receives from different edge nodes. Fig. 4 shows that NC provides moderate gains when P ∈ [ 5 /9, 5 /7), but the throughput saturates for P T > 1. The non-monotonic behavior shown in the figure is again due to the fairness aspect of the 802.11 MAC.
3) Multi-Packet Reception of Order 2 and 4 (No Network Coding and m = 2, 4): MPR is similar to the routing case described earlier except we now allow a maximum of m edge nodes to transmit within a given time-slot. For m = 2 when using CSMA, the total time used by all of the edge nodes to transmit their packets to n 5 is 1 /2 that needed by routing, whereas the center node cannot transmit multiple packets simultaneously and must transmit each received packet individually. The throughput saturates when the maximum of S = 5 /7, indicated by a star in Fig. 4 , is reached.
The behavior for m = 4 is the same except the throughput reaches a maximum of S = 5 /6. We allow all of the edge nodes to transmit their packets to n 5 simultaneously using MPR-adapted CSMA, described in Section II, requiring 1 /6 of the total time-slots. Node n 5 then sends each node's packet individually, including its own, to the intended recipient using the remainder of the time-slots to finish each unicast/broadcast transmission. The throughput saturates when P T > 1 and the gain in the saturated region is equal to the m = 2 and routing cases.
4) Network Coding with Multi-Packet Reception of Order 2 and 4 (m = 2, 4): Unlike the case where we considered MPR alone, the order in which each node transmits and symmetric traffic across the component are crucial to achieving the maximum throughput. As a result, we continue to use CSMA to ensure nodes in opposite sets transmit at the same time so that we both facilitate opportunistic listening and enable coding opportunities by n 5 .
The averaged simulation results and maximum throughput shown in Fig. 4 for m = 2 is achieved for both unicast and broadcast traffic when using CSMA to force nodes from different sets to transmit to n 5 at the same time. Suppose we instead use the MPR-adapted CSMA model so that any two nodes can transmit simultaneously. The throughput will be the same as the unicast traffic obtained when using CSMA, but the broadcast throughput will be upper bounded by the unicast throughput and lower bounded by the m = 2 without NC case. Furthermore, this shows that the broadcast throughput is dependent on the mechanism of determining the order of transmissions, such as CSMA, round-robin, or other similar scheme, within the wireless channel.
For m = 4, the maximum unicast throughput of S = 5 /4 is achieved when allowing all four source nodes to transmit to the center at the same time (i.e., MPR-adapted CSMA is used). The center node codes a maximum of two native packets together from different source node sets and transmits two coded packets back to the edge nodes, including its own uncoded packets. To complete the broadcast session, the center node must send one additional coded transmission enabling each edge node to obtain a single degree of freedom. The maximum broadcast throughput is therefore S = 1. Fig. 5 shows a summary of our analysis by plotting the maximum unicast and broadcast throughput as a function of the MPR capability. In addition, it illustrates the super-additive behavior of the throughput when MPR is used in conjunction with NC by comparing this throughput with the throughput that would be obtained by adding the individual gains obtained using MPR and NC separately.
B. Cross and Partial Topology Component Analysis
While increasing the number of neighbors each node has results in higher throughput, there are limitations. We first consider the cross component shown in Fig. 2(b) , and conduct a similar analysis performed for the "X" component. All cases not involving NC are unaffected by the connectivity of the component, but the maximum throughput for those cases with NC is increased in the saturated regime. Intuitively, the reason for the increase is due to the ability of the center node to effectively code at most four native packets together. While the analysis is identical to the discussion in Section III-A, the results are different. Both the unicast and broadcast NC and MPR with m = 2 and m = 4 throughput reach a maximum at S = 4 /3, the NC maximum throughput is S = 4 /5, and the rest are equal to the "X" component's throughput. These results are presented with greater detail in [16] .
When considering the other possible 5-node components by removing a single dotted edge from either component in Fig. 2 , we find that the edge removal has little impact on the maximum throughput. In the case of the partial cross component, Fig. 2 (b) with one dotted edge removed, the maximum throughput is equal to the unmodified "X" component. In the case of the partial "X" component, Fig. 2(a) with one dotted edge removed, the maximum throughput for the case with NC and m = 2 is S = 1 for unicast traffic and S = 5 /6 for broadcast traffic. This is only a slight reduction in throughput from the unmodified "X" component's throughput. On the other hand when NC and m = 4 is considered, the maximum is the same as that found for the partial cross and "X" components. Both the partial cross and partial "X" components highlight that the use of MPR can potentially inhibit the effectiveness of NC. Because each node is halfduplex, increasing m restricts each node's ability to overhear other node's transmissions.
IV. IMPROVING THE MAC FAIRNESS PROTOCOL
Section III showed that the 802.11 MAC's use in ad-hoc, multi-hop networks results in the non-monotonic saturation behavior observed in the COPE experiments [3] . In this section, we propose an improved MAC approach developed for use in ad-hoc, multi-hop networks that eliminates this nonmonotonic behavior and provides fairness to flows rather than to nodes. Our improved protocol approach allocates resources proportional to the number of different flows passing through a given node when the network saturates. While allocating more resources to flows originating at the center and less resources to flows originated at edge nodes would yield even higher throughput, our policy ensures that each flow of information is given the same priority.
The allocated number of time-slots each node receives is divided into the cases below:
• Cross Topology Component with Unicast Traffic or Broadcast Traffic: Assuming no constraints on the order in which each node transmits to the center node, the allocation of resources is the same for both unicast and broadcast sessions. Without NC, the center node will require a number of time slots equal to the number of transmitting source nodes N . With NC, throughput is maximized by ensuring the center node codes the maximum number of native packets together. Generalizing for N and m, as well as considering only integer numbers of time-slots:
When MPR-adapted CSMA is used, we define m c = m for m = {1, 2}. For m = 2 where the original CSMA is used, as well as all situations where m = 4, we define m c = m − 1. • "X" Topology Component: The fraction of time slots s U allocated to each node for unicast traffic and either the CSMA or MPR-adapted CSMA models is:
When considering broadcast traffic, additional degrees of freedom must be sent by the center to complete the session. Without NC, equations 5 and 6 hold. With NC, there is a possibility that each destination node will require a maximum of one additional degree of freedom per node for m = 2 or three degrees of freedom per node for m = 4 when either | X 1 |≥ m or | X 2 |≥ m and the order of node transmission is not enforced (i.e., MPRadapted CSMA). Additional degrees of freedom can be delivered by sending additional coded packets. The fraction of time-slots each node receives for broadcast traffic, s B , with NC is then bounded by:
We applied our revised fairness protocol to both components in Fig. 2 using the NC and strict CSMA/CA MPR models described in Section II. The throughput, shown in Fig. 6 for the "X" component, saturates at the maxima found in Section III for each component. As the network saturates, the improved fairness protocol limits each node's access to the channel. When each node's load is greater than the limit imposed by the protocol, the total throughput will saturate at the maxima. Within the saturated regime, the combination of NC and MPR (specifically the NC + MPR = 4 unicast case) results in a throughput gain of approximately 6.3 over the 802.11 routing case (i.e., S = 5 /4 for the NC + MPR = 4 unicast case with the improved MAC and S = 1 /5 for the 802.11 routing case). As the simulation results represented by the curves in the figure indicates, the maxima may not be reached due to asymmetry in each node's load and is the reason why the average throughput shown in Fig. 6 do not initially saturate at their maxima. The simulation results and analysis for the cross component are similar to those of the "X" component and are not duplicated here. A more detailed explanation can be found in [16] .
V. PERFORMANCE OF MPR AND NETWORK CODING WITH ASYMMETRIC TRAFFIC
The performance of NC and MPR in networks with bottlenecks is highly dependent on the symmetry of traffic across the bottleneck. Traffic that is symmetric, or equal, maximizes the MPR and NC performance gains, shown by the stars in Fig. 4  and 6 . For the purposes of analyzing the effects of asymmetric traffic, the "X" component is used as the primary component in our analysis since its limitations from the reduced number of nodes any given edge node can overhear compounds the effects of asymmetric traffic on network throughput. We also define the asymmetry ratio ν as:
where k i and k j are the number of packets that each node i ∈ X 2 and j ∈ X 1 , respectively, needs to send to a given node on the opposite side of the relay. Two scenarios are addressed. The first addresses the effects of asymmetry with a MAC that limits the transmissions of nodes from the same set (i.e., nodes within the same set do not transmit at the same time unless the degree of MPR requires that they do so). In this scenario, both the effectiveness of NC and MPR is diminished as ν increases. When m = 2, only a single node from a set will transmit in a time-slot, corresponding to CSMA. As traffic becomes more asymmetric, one set of nodes will eventually run out of data and the other set will be forced to continue sending data to the relay one node at a time. For m = 4, two nodes from the same set will transmit in the same time-slot since the component contains only two sets of nodes, which corresponds to MPRadapted CSMA. When NC is used, the limitations induced by the component force the center node to transmit packets unencoded when ν is large. For example, as ν increases, the center node will run out of data from different sets to code Fig. 7 . Throughput of an "X" component as a function of the asymmetry ratio with an offered load of 1 when CSMA is used to limit transmission order.
together. As a result, each packet that needs to be relayed must be forwarded individually to ensure that the necessary degrees of freedom are exchanged. Fig. 7 illustrates that the throughput is maximized when ν = 0 and the NC and MPR gain is diminished for large ν, which results in the throughput for each case to saturate to either the routing or m = 4 only throughput.
The second scenario involves the use of a MAC that does not limit the number of nodes that simultaneously transmit in either set X 1 or X 2 . The MAC allows nodes within the same set to take advantage of MPR and does not restrict multiple nodes from sending to the relay in a given time-slot. If only nodes within the same set have data to send, the MAC allows for up to m nodes to send their respective packets to the relay. In this scenario, the effectiveness of MPR is not diminished since MPR can be fully utilized regardless of where the traffic originates. This results in a constant throughput, independent of ν, of S = 2 /3 for the m = 2 case and S = 4 /5 for the m = 4 case. On the other hand, the effectiveness of NC still decreases as ν increases. Similar to the first scenario, the throughput for each case involving NC will saturate to the routing or MPR only throughput as ν increases.
This section emphasizes that implementing a MAC that allows for the full employment of MPR provides significant throughput gains over a more restrictive MAC, such as one that uses a CSMA scheme. Finally it is important to note that in the presence of erasures, the potential gains are significant even with asymmetric traffic. While NC may not necessarily increase throughput under highly asymmetric data, the NC gain will manifest itself when recovering from packet erasures.
VI. PERFORMANCE OF NETWORK CODING AND MPR
WITH LARGE N The gain provided by the use of MPR and NC is dependent on the number of transmitting nodes N within the component. For purposes of illustration, we restrict our analysis to the cases in which we have a restrictive MAC which uses CSMA, symmetric traffic across each component, and the improved fairness protocol. Using eq. (3) -(6), relaxing the integer constraints, and assuming an equal number of nodes in each set within the "X" component, we take the limit of the 
lim N →∞
It is clear from the above results that the gain with NC has a dependency on the connectivity of the network. As the network becomes more connected, the interaction between NC and MPR combine to create gains that are super-additive.
Considering the per-node throughput S Node = s j for j ∈ [1, N], we see from eq. (5) that the throughput for both the original 802.11 MAC and improved MAC scales on the order of 1 /N. On the other hand, there are significant gains from MPR and NC that increase with network size, while using the improved MAC, when considering the delay, or total time to complete all sessions. We evaluate the delay by distributing a single packet to each node and determine the time it takes for all packets to reach their intended destinations. Fig. 8 shows the total time to complete all flows within an "X" component as N grows. It can be verified from Fig. 8 that the delay gains for the MPR with m = 2 or m = 4 and NC cases are approximately 2 and 8 /3 respectively for large N .
VII. MPR LIMITED TO CENTRAL NODE
Since implementing MPR in a system may be a difficult and costly upgrade, we now look at the throughput gains if we target strategic nodes for implementing MPR and leave the rest without the capability. We continue to use CSMA as explained in Section II, and we deterministically distribute an equal number of packets to each node. We further assume that each node has the ability to capture a packet. That is, if multiple transmissions occur in a given time-slot, a node without MPR will receive one transmission without error and treat the remaining transmissions as noise. If capture is not feasible, the NC with MPR gain will equal the NC alone gain for components such as the cross. The NC with MPR gain for less connected topologies, in contrast, will be higher depending on the implementation of the MAC since the topology limitations decrease the probability of two nodes' transmissions conflicting.
The number of additional coded packets that the center node must send when each edge node does not have MPR is dependent on m. Limiting MPR to the center node essentially splits a component into m disjoint sets where all edge nodes in a set are fully connected and each node is connected to the center. An MPR of m = 2 will result in two disjoint sets that requires the center node to send (N −1) /2 + 1 degrees of freedom to each edge node in order to complete all unicast and broadcast sessions. The first term in this equation is the number of transmissions needed to relay all traffic from each of the edge nodes and the second is the number of transmissions needed to send the center's own traffic. In the case of the "X" component, the division has already been performed as a result of the topology configuration so both the unicast and broadcast throughput is the same as that found in Section IV, which is S = 1 for NC + MPR (m = 2). The throughput for the cross component becomes the same as that of the "X" component.
NC and an MPR of m = 4 results in four disjoint sets that requires the center node to send (N −1) /2 + 1 degrees of freedom to the set of edge nodes to complete all unicast sessions and 3(N −1) /4 + 1 degrees of freedom to each edge node to complete the broadcast session. Within both components, the result of increasing m is offset by the requirement of the center node to send additional degrees of freedom. The broadcast throughput for both components becomes upper bounded by S = 1. The unicast throughput with NC and m = 4 is upper bounded by 4 /3 for both components. This is a significant decrease in throughput for components such as the cross, but sparser components such as the "X" are effected less by limiting the distribution of MPR.
VIII. CONCLUSION
We have provided an estimate of the potential throughput gains while using MPR and NC for components that create traffic bottlenecks in large networks. We showed that the combined use of MPR and NC results in super-additive gains, and that the NC + MPR gain at saturation is not maximized in 802.11 networks. We argued that while the current 802.11 MAC is fair to nodes, it is inherently unfair to flows of information in multi-hop networks.
We then used our simple, validated model to design a new MAC approach that ensures fairness among information flows rather than nodes through the cooperative allocation of bandwidth between the set of edge nodes and the center node. Our proposed approach, specifically designed for networks using NC and MPR, shows a significant increase in the achievable throughput of as much as 6.3 times the throughput when neither NC nor MPR is used in similar networks. While four specific 5-node canonical topology components and their extensions to N nodes were addressed, these components serve as a basis for further investigation on how channel resource allocation should be performed in larger, more complex networks.
We then analyzed the scalability of the canonical topology components and showed that the asymptotic gains in the delay from NC and MPR are substantial. We further showed that asymmetric loads across a bottleneck can impact network performance, although NC and MPR still provide significant gains for low to medium asymmetric loads. Finally, we showed that limiting the distribution of the MPR capability to only a subset of nodes within a network can result in a drastic reduction in performance for dense canonical topologies while sparser ones are affected less. All of the analyses outlined in this paper show that the cooperative use of MPR, NC, and MAC in a given network is critical to achieving the maximum gain. 
