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Abstract
Star formation lies at the center of a web of processes that drive cosmic evolution: generation of radiant energy,
synthesis of elements, formation of planets, and development of life. Decades of observations have yielded a variety
of empirical rules about how it operates, but at present we have no comprehensive, quantitative theory. In this review
I discuss the current state of the field of star formation, focusing on three central questions: what controls the rate at
which gas in a galaxy converts to stars? What determines how those stars are clustered, and what fraction of the stellar
population ends up in gravitationally-bound structures? What determines the stellar initial mass function, and does
it vary with star-forming environment? I use these three question as a lens to introduce the basics of star formation,
beginning with a review of the observational phenomenology and the basic physical processes. I then review the status
of current theories that attempt to solve each of the three problems, pointing out links between them and opportunities
for theoretical and numerical work that crosses the scale between them. I conclude with a discussion of prospects for
theoretical progress in the coming years.
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1. Introduction
Star formation is one of the least understood phenom-
ena in cosmic evolution. It is difficult to formulate a
general theory for star formation in part because of the
wide range of physical processes involved. The inter-
stellar gas out of which stars form is a supersonically-
turbulent, weakly-ionized plasma governed by non-
ideal magnetohydrodynamics (MHD). This by itself
would make star formation a difficult problem, since
we have at best a partial understanding of subsonic hy-
drodynamic turbulence, let alone supersonic non-ideal
MHD turbulence. The behavior of star-forming gas is
obviously influenced by gravity, which adds complex-
ity, and the dynamics of the interstellar medium (ISM)
is also strongly affected by both continuum and line ra-
diative processes. Finally, its behavior is influenced by
a wide variety of chemical processes, including forma-
tion and destruction of molecules and dust grains (which
changes the thermodynamic behavior of the gas) and
changes in ionization state (which alter how strongly
the gas couples to magnetic fields). As a result of these
complexities, there is nothing like a generally agreed-
upon theory of star formation as there is for stellar struc-
ture. Instead, we are forced to take a much more phe-
nomenological approach.
Before diving into this phenomenology, however, it
is worth pausing to consider the motivation for this re-
view. Star formation has been the subject of a num-
ber of recent reviews, focusing on theory (McKee &
Ostriker 2007), numerical simulations (Klessen et al.
2011), observations in the Milky Way and nearby galax-
ies (Kennicutt & Evans 2012), and a number of other
much more detailed topics (e.g., Hennebelle & Falgar-
one 2012; Kruijssen 2014; Dobbs et al. 2014; Offner
et al. 2014; Padoan et al. 2014; Krumholz et al. 2014;
Tan et al. 2014). Each of these reviews provides a valu-
able description of one or more aspects of the star for-
mation process, and some aim at a much more com-
prehensive overview of the field. Replicating either the
scope or the detail of this previous work is neither a
useful exercise, nor, given the limitations of space and
reader attention, a viable goal.
Part of the motivation for this review is simply to pro-
vide an update. While there are a number of very recent
reviews of specialized topics within star formation, the
last comprehensive review of star formation theory as
whole, by McKee & Ostriker (2007), is now six years
old. This is a very long time in a fast-moving field like
star formation. However, the aim of this review also
differs from that of previous reviews in two ways.
First, in this review I provide a significantly more
pedagogic introduction to the subject, particularly on
the basic physics background that is often assumed
or skipped in higher-level reviews. While there are
several textbooks on star formation (Stahler & Palla
2005; Ward-Thompson & Whitworth 2011; Boden-
heimer 2011; Schulz 2012), this material is not part of
the standard graduate curriculum at most institutions,
and there is little material available that bridges the gap
between a textbook-level introduction and a special-
ist review. The discussion I provide here is intended
to occupy that middle ground, and is aimed at read-
ers who are not experts in either the observational phe-
nomenology or background theory of star formation or
the molecular ISM, but want a much shorter and higher-
level introduction than is provided by a textbook. I di-
vide this introduction into a review of the observational
phenomenology (Section 2) and an introduction to the
physics of the star-forming interstellar medium (Section
3). The latter in particular focuses on basic theory as
much as recent results. Both these sections are intended
to bring students and other non-experts up to speed, and
may safely be skimmed or skipped by readers who al-
ready possess a deep familiarity with star formation.
The second goal of this review is to provide a (neces-
sarily biased) perspective focused on what I consider the
minimal elements required for a predictive theory of star
formation, and to suggest a common approach to tack-
ling them. This is an important difference from most of
the more narrowly-focused reviews listed above, which
strive to cover one aspect of star formation in great de-
tail. My goal here is instead to step back and identify
those questions that will need to be answered before star
formation theory becomes like the theory of stellar evo-
lution: a field that continues to hold unsolved problems,
but one for which enough basic results have been estab-
lished that researchers in other areas of astrophysics can
make use of them with some confidence, and without
the need for continual worry if even the zeroth-order
results are robust. Reaching this point is necessary if
we are ever to have confidence in extrapolating the re-
sults of star formation studies to galactic environments
far-removed from those familiar to us from the nearby
Universe.
Any predictive theory must provide a statistical de-
scription of the star formation process, and while many
statistics can be defined, I focus on three in this re-
view. First, given the large-scale properties of a galaxy
or some subsection of it (e.g., gas and stellar distribu-
tions and kinematics, metal content), what will be the
star formation rate (SFR) in that galaxy? Second, what
will be the spatial and temporal distribution of the star
formation, i.e. how will the newborn stars be clustered
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together in space and time? Third, what will be the mass
distribution of the resulting stars, the initial mass func-
tion (IMF)? Each of these questions could be (and has
been) the basis of its own review, but as I argue be-
low, they are inextricably linked, and must be solved
together.
The remainder of this review is organized as follows.
As mentioned above, I begin in Section 2 with a review
of some of the necessary observational background, and
provide a similar introduction to the theoretical back-
ground in Section 3. I then review the three questions of
the star formation rate, the clustering of star formation,
and the mass distribution of stars in Sections 4, 5, and
6, respectively, before attempting a rough synthesis and
pointing the way for future work in Section 7.
2. Observational Phenomenology
2.1. The Star Formation Rate
2.1.1. Galactic Scales
Schmidt (1959) was the first to conjecture a powerlaw
relationship between galaxies’ gas content and their star
formation, but the first large, multi-galaxy data sets test-
ing this conjecture were assembled in the 1990s. These
revealed a clear correlation between the gas surface den-
sity of galaxies and their rates of star formation (Kenni-
cutt 1998b,a). In the past decade, however, our knowl-
edge of star formation at the galactic scale has improved
still further thanks to the advent of spatially-resolved
surveys. These surveys have allowed us to map out
the spatial distribution of star formation within galax-
ies, and to correlate it with the spatial distribution of
both atomic and molecular gas. One can use the correla-
tion between star formation and gas (molecular, atomic,
or without regard to phase) to define a timescale, called
the depletion time, which is simply the ratio of the gas
mass to the SFR: tdep ≡ Mgas/M˙∗. This characterizes
the rate of star formation in that gas. Figure 1 shows an
example of this type of data for the galaxy NGC 5055,
and Figures 2 and 3 summarize the currently-observed
correlation between star formation and total gas, and be-
tween star formation and molecular gas.
Phase Dependence. Examining Figure 1, one is im-
mediately struck by the strong correlation between the
maps of H2 and star formation, and the correspondingly
weaker correlation between total gas and star formation.
One can see this effect quantitatively by studying the
red and blue pixels in Figure 2, which show correlations
measured in a collection of ∼ 20 nearby galaxies, in-
cluding NGC 5055. Each of these galaxies is pixelized
into ∼ 1 kpc-sized regions, and the data plotted show
the distribution of these pixels in gas surface density Σ
versus star formation surface density ΣSFR. These data
should be thought of as describing the typical state of
star formation in roughly Solar-metallicity galaxies in
the nearby Universe. At gas surface densities above
Σ ≈ 10 M pc−2, mostly represented by the blue pix-
els, there is a close to linear relationship between star
formation rate and gas surface density, corresponding
to a nearly constant depletion time of a few Gyr. At gas
surface densities below Σ ≈ 10 M pc−2, mostly illus-
trated by the red pixels, there is again a roughly constant
depletion time of ∼ 100 Gyr. Thus there is a factor of
∼ 50 change in the gas depletion time near Σ ≈ 10 M
pc−2, where the red and blue pixels meet.
If one examines Figure 3, it is clear that there is
no corresponding feature in the relationship between
molecular gas surface density ΣH2 and ΣSFR. The data
instead appear consistent with a roughly constant de-
pletion time in the H2. The feature in Figure 2 seen at a
total gas surface density of 10 M pc−2 corresponds to a
sharp transition between the ISM being H2-dominated
at large surface densities and being H i-dominated at
smaller surface densities. In the H i-dominated region,
the dispersion of star formation rates at fixed gas sur-
face density is extremely large, and “second parame-
ters” such as metallicity (Bolatto et al. 2011; Krumholz
2013) and stellar surface density (Blitz & Rosolowsky
2004, 2006; Leroy et al. 2008) appear to become impor-
tant. Thus the first lesson we can extract from the ob-
servations shown in Figures 1 – 3, and from numerous
other surveys (e.g., Wong & Blitz 2002; Kennicutt et al.
2007; Blanc et al. 2009), is that star formation is much
more strongly and directly correlated with H2 than with
H i.
Next consider the green pixels, which show data on
the Small Magellanic Cloud (SMC). A second interest-
ing feature apparent in Figures 2 and 3 is that there is
a very clear offset between the SMC data and the spi-
ral galaxy data in the plot for total gas, but not in the
corresponding relation using molecular gas only. Simi-
larly, the data for the outskirts of Lyman Break Galax-
ies (LBGs) and for damped Lyman α absorbers (DLAs)
(shown in white in Figure 2) are systematically below
the Σ − ΣSFR correlation that applies to nearby spiral
galaxies, but agree roughly with the SMC. The SMC,
DLAs, and LBG outskirts all seem to have much longer
depletion times at fixed gas surface density than most
local galaxies. The physical reason for this is some-
thing to be discussed below, but an obvious candidate
is that the SMC, LBG outskirts, and DLAs all have
much lower metallicities than the other galaxies plot-
5
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Figure 45. Atlas of data and calculations for NGC 5055.
Figure 1: Maps the the distribution of gas (top row) and star formation (bottom row) in the nearby galaxy NGC 5055, reprinted from Leroy et al.
(2008) and reproduced by permission of the AAS. The top three panels show, from left to right, the surface densities of atomic gas inferred from
the H i 21 cm line, molecular gas inferred from the CO J = 2 → 1 line, and the sum of the two. The bottom three panels show, also from left to
right, the star formation rate per unit area inferred from far ultraviolet emission (“unobscured”), the star formation rate per unit area inferred from
infrared emission (“embedded”), and the sum of the two. Here “embedded” means that the light we are seeing does not come directly from the
stars themselves, but instead arises from re-emission by warm dust grains that have been heated by the light of young stars. The luminosity of the
warm dust is a proxy for the bolometric output of the stellar population, and since this is dominated by young stars, it is a reasonable proxy for the
star formation rate.
ted – roughly 20% of Solar for the SMC (Bolatto et al.
2011), and likely between 1% and 10% of Solar for
DLAs and LBG outskirts1 (Prochaska et al. 2003; Rafel-
ski et al. 2012).
On the other hand, examining Figure 3, there is
no corresponding change in the relationship between
molecular gas and star formation in the SMC. The de-
pletion time for H2 is the same in the SMC as in other
galaxies. (We lack corresponding data on the H2 content
of the LBG outskirts.) Interestingly, the fixed depletion
time is seen only if one consider the H2, and not the CO.
In low-metallicity galaxies like the SMC, there are large
regions of H2 without any CO (for reasons I discuss in
Section 3.1), and in this case one obtains a constant de-
pletion time only if one considers all the H2, not just the
1It is important here that the regions being measured are the out-
skirts of LBGs, not the central star-forming disks, which likely have
higher metallicities.
H2 where CO is also present (Krumholz et al. 2011b;
Bolatto et al. 2011). This strongly suggests that the cor-
relation between star formation and H2 is the fundamen-
tal one.
Depletion Times and Star Formation Efficiency. The
next thing to consider about the observed star
formation-gas correlation, beyond its dependence on
phase, is the quantitative value of the depletion time.
Figure 3 shows that, averaged over scales of ∼ 1 kpc or
more, the observed depletion time of molecular gas in
nearby galaxies is tdep ≈ 1−2 Gyr. There is some uncer-
tainty as to whether this value is in fact constant (Bigiel
et al. 2008; Blanc et al. 2009; Rahman et al. 2011, 2012;
Leroy et al. 2013), or varies slightly with the gas surface
density or other large-scale properties of a galaxy (Ken-
nicutt et al. 2007; Liu et al. 2011; Saintonge et al. 2011;
Calzetti et al. 2012; Meidt et al. 2013; Momose et al.
2013; Shetty et al. 2013). Much of the uncertainty stems
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Figure 2: Four data sets showing the relationship between surface density of gas Σ (including all neutral phases) and surface density of star
formation ΣSFR. Gray dashed lines are lines of constant depletion time, from 1 − 1000 Gyr as indicated. Magenta circles show the outskirts of
Lyman Break Galaxies at z ≈ 3, from Rafelski et al. (2011), and magenta downward triangles show upper limits on star formation rates in damped
Lyman α absorbers (DLAs) from Wolfe & Chen (2006). Blue pixels show the inner parts of galaxies, defined as the region inside R25, in local
Universe galaxies, from Bigiel et al. (2008), using CO as a proxy for H2 and 21 cm emission to measure H i.. Red pixels show the portions of
local Universe spiral and dwarf galaxies outside R25, from Bigiel et al. (2010), measured in the same way. Green pixels show the Small Magellanic
Cloud, from Bolatto et al. (2011), using cold dust emission as a proxy for total gas column density. For the blue, red, and green pixels, the intensity
of each pixel in the image is proportional to the log of the density of points in that bin of (Σ,ΣSFR), where each point is an independent region of
the target galaxy. For the inner and outer disk data, regions are ≈ 750 pc in size, while for the SMC regions are 200 pc in size. The color scale
for each data set has been independently normalized so that the most populated pixel has a value of unity, and sharp edges to the data at particular
values of Σ and ΣSFR are due to the sensitivity limits of the individual surveys. The red circles with error bars show the median and 1σ scatter of the
outer galaxy data indicated by the red pixels. The median and scatter lie below most of the red pixels shown because they are computed properly
accounting for observational errors that can lead to negative values of ΣSFR, which are masked by the logarithmic y axis.
from technical issues of how to convert between CO lu-
minosity and molecular gas mass, and from various trac-
ers of star formation activity to the physical star forma-
tion rate. However, the range of variation in the disks of
nearby spiral galaxies is at most a factor of a few; aver-
aged over kpc scales, we do not see molecular gas with a
depletion time much below 1 Gyr (except perhaps in the
very centers of galaxies) or much above ∼ 10 Gyr. This
limited range is not a fundamental physical limitation
so much as a statement about the demographics of disk
galaxies in the local Universe. The depletion time can
be an order of magnitude shorter in nuclear regions of
spirals and in compact irregular galaxies that appear to
have experienced recent mergers or disturbances, both
locally and at high redshift (e.g. Kennicutt 1998b; Daddi
et al. 2010a; Genzel et al. 2010). Such galaxies are sim-
ply rare today, and the nearest examples are beyond the
Local Group. Conversely, Figure 2 shows that H2-poor
regions can have depletion times for the neutral ISM as
a whole (i.e., including the H i as well as molecular gas)
up to ∼ 100 Gyr (Wyder et al. 2009; Bigiel et al. 2010;
Rafelski et al. 2011; Bolatto et al. 2011; Cantalupo et al.
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Figure 3: Three data sets showing the relationship between surface density of molecular gas ΣH2 and surface density of star formation ΣSFR. Lines
and axes are the same as in Figure 2. Blue pixels show the inner parts of galaxies in the local Universe, from Leroy et al. (2013); blue circles
with error bars show the median and scatter of this data set. (Note that this is an extended version of data set from Bigiel et al. (2008) shown in
blue in Figure 2.) Green pixels are the data of Bolatto et al. (2011) for the SMC, but with each pixel representing a 12 pc aperture; green squares
and circles are the same data set, but averaged over 200 pc and 1 kpc apertures instead. Red points are averages over azimuthal rings, with widths
from 220 − 1800 pc depending on the distance of the target, in nearby spiral galaxies from Schruba et al. (2011). The size of the symbol indicates
whether Schruba et al. classify the detection as strong or marginal. The inner disk and ring data sets are based on CO emission as a proxy for H2,
while the SMC data set uses dust emission as a proxy because, for reasons discussed in Section 3.1.2, CO is an unreliable tracer of molecular gas
in low-metallicity galaxies like the SMC.
2012; Huang et al. 2012).
These depletion times can be compared to some other
natural timescales. One is the Hubble time. H i-
dominated galaxies have depletion times comparable to
or longer than the Hubble time, and this suggests that
these systems have not yet reached any sort of equilib-
rium between cosmological infall of gas and star for-
mation. Instead, their time-averaged accretion rate from
the intergalactic medium up to this point in cosmic time
has exceeded the rate at which they are capable of pro-
cessing that gas into stars. This is not true in present-day
spirals with tdep ∼ 1 Gyr,2 or even for large star-forming
galaxies up to z ∼ 3 (Saintonge et al. 2013), though it
2However, Kennicutt & Evans (2012) point out that even the Milky
might have been true for their progenitors at even higher
redshift (Krumholz & Dekel 2012).
Even in galaxies where tdep < tHubble, the depletion
time is still a factor of ∼ 10 longer than the galactic
orbital period, and a factor of ∼ 100 longer than the dy-
namical times in the molecular clouds where stars form.
The natural timescale for a self-gravitating gas cloud is
Way has a depletion time of ≈ 5.5 Gyr if one includes all the H i in
the far outer disk. Thus the outskirts of the Milky Way are likely out
of equilibrium even if the inner regions are not. This is consistent
with the models of Forbes et al. (2014), where galaxies equilibrate
inside-out.
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the free-fall time,
tff =
√
3pi
32Gρ
= 4.3n−1/2H,2 Myr, (1)
where ρ is the density, nH is the number density of H nu-
clei, nH,2 = nH/100 cm−3, and the calculation assumes a
mean mass per H nucleus of 2.3 × 10−24 g, as expected
for gas with the standard cosmological He mass faction.
In the Milky Way and similar spirals, molecular clouds
have mean volume densities of nH ≈ 50 − 1000 cm−3
(e.g., Bolatto et al. 2008; Roman-Duval et al. 2010),
implying free-fall times of ∼ 1 − 10 Myr. Thus the ob-
served depletion times are ∼ 100 times longer than the
free-fall timescale. The depletion times are smaller in
starbursts, but the gas densities are also generally much
higher (e.g., Downes & Solomon 1998), so the offset be-
tween free-fall and depletion timescales remains large.
The dimensionless ratio of the free-fall and depletion
times (first introduced by Krumholz & McKee (2005))
is conventionally denoted
ff ≡ tfftdep . (2)
Krumholz et al. (2007) and Krumholz et al. (2012a)
collect a large sample of observations, including both
resolved regions of galaxies and entire galaxies, and
conclude that all the data are consistent with a universal
value ff ∼ 0.01. Figure 4 shows an updated compila-
tion, analyzed following the same method as described
in Krumholz et al. (2012a), that includes more recent
observations as well.
Contrary to this, when averaging over whole galax-
ies (but not considering resolved regions), Faucher-
Gigue`re et al. (2013) argue that some galaxies have
ff ∼ 0.1 − 0.3, and that there is a significant correlation
between ff and gas fraction in the galaxy. The origin of
the difference appears to be in the way the two groups
define the gas free-fall time. All values of ff > 0.1
that Faucher-Gigue`re et al. find come from marginally-
resolved, large disk galaxies at z ≈ 1 − 3, taken from
the sample of Tacconi et al. (2013).3 In these galax-
ies, Krumholz et al.’s method of estimating the free-fall
time assumes that star formation takes place in discrete
molecular clouds like in the Milky Way, and would as-
sign these clouds free-fall times tff . 10 Myr, compa-
rable to what is seen in Milky Way clouds. In contrast,
Faucher-Gigue`re et al.’s method simply computes the
3The Tacconi et al. (2013) galaxies were not included in the origi-
nal Krumholz et al. (2012a) paper because they were published later,
but they are included in Figure 4, where they appear as magenta stars.
mean density in the galactic disk, ignoring any cloud
structure. This leads to lower densities, and longer free-
fall times of & 30 Myr, accounting for the factor of 10
difference in the typical value of ff deduced for them.
This disagreement only affects the high-redshift sample;
both teams conclude that ff ≈ 0.01 for galaxies in the
local Universe.
2.1.2. Sub-Galactic Scales
One can also examine the star formation rates of
sub-kpc scales, with the usual tradeoff between the
resolution that one can reach and the distance out to
which the observation is possible. Between ∼ 100 pc
and 1 kpc, the observed correlation between SFR and
molecular gas progressively worsens as one moves to
smaller scales, reaching multiple order of magnitude-
level scatter at ∼ 100 pc scales (Onodera et al. 2010;
Schruba et al. 2010). Similarly, within the Milky
Way, the amount of infrared or ionizing luminosity
per unit molecular mass varies by several orders of
magnitude from one giant molecular cloud to another
(Mooney & Solomon 1988; Murray & Rahman 2010;
Vutisalchavakul & Evans 2013). The scatter is not ran-
dom: samples that select star-forming regions by ion-
izing luminosity or some other selection based on star
formation rate tend to give ff ∼ 0.1 − 0.2, while those
that select based on tracers of molecular gas mass in-
stead find ff ∼ 0.001 or less. Only when the observed
region is large enough to average over multiple max-
ima of both the CO emission and the star-formation rate
tracer (usually infrared or Hα emission) does one re-
cover ff ∼ 0.01.
This variation might plausibly be explained as an evo-
lutionary effect: when clouds first form they begin their
lives containing few stars, and so their star formation
rates and values of ff appear low. As stars form, they
begin to destroy the cloud with their feedback, reduc-
ing Mgas, and at the same time the cloud and newborn
stars begin to drift apart, since stellar orbits through the
galaxy are determined only by gravity, while gas is sub-
ject to pressure forces as well. As a result, an observa-
tional aperture centered on newborn stars and measuring
the present-day gas mass (as opposed to the gas mass
when the stars formed, which is what we really want)
tends to underestimate Mgas, while one centered on the
gas tends to underestimate M˙∗ (Feldmann & Gnedin
2011; Kim et al. 2013b). While models incorporating
these effects appear able to reproduce the small-scale
observed variations in ff even assuming a fixed true ff ,
it is not at present possible to rule out a model in which
there is also true variation in ff either between clouds,
or within a single cloud over its lifetime.
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Figure 4: Surface density of star formation versus surface density of molecular gas normalized by estimated free-fall time Σ/tff . The free-fall time
for all objects has been estimated following the method of Krumholz et al. (2012a). The black thick line shows ff = 0.01; the gray band indicates
a factor of 3 scatter about this value. The data shown in the plot are as follows: individual molecular clouds in the Milky Way (red-hued points) are
from Heiderman et al. (2010, red squares), Lada et al. (2010, red circles), Wu et al. (2010, red stars, upward arrows indicate lower limits), Lada et al.
(2013, red diamonds), and Evans et al. (2014, red pentagons; downward arrows indicate upper limits); resolved observations of nearby galaxies
(rasters, same data as shown in Figure 3) are from a sample of the inner disks of spirals (Leroy et al. 2013, blue raster) and the 12 pc resolution
data form the Small Magellanic Cloud (Bolatto et al. 2011, green raster); unresolved observations of z = 0 galaxies (green points) are spirals and
starbursts from Kennicutt (1998a, green squares), and the molecular disks of early-type galaxies from Davis et al. (2014); unresolved observations
of z > 0 galaxies (magenta points) are from Bouche´ et al. (2007, magenta squares), Daddi et al. (2008, 2010b, magneta circles), Genzel et al. (2010,
magenta pentagons), and Tacconi et al. (2013, magenta stars). All CO-to-H2 conversion factors have been standardized to the fiducial values of
Daddi et al. (2010a): αCO = 0.8 M/(K km s−1 pc−2) in starbursts at all redshifts, αCO = 4.6 M/(K km s−1 pc−2) in z = 0 disks, and αCO = 3.6
M/(K km s−1 pc−2) in z > 0 disks. Within each data set, lighter colored points are those for which a starburst-like αCO value was adopted, while
darker points are those using a disk-like αCO. The exception is the early-type galaxy sample of Davis et al. (2014), where it is not clear which to
use, and I have therefore deferred to their recommended, intermediate value αCO = 3.4 M/(K km s−1 pc−2).
Below ∼ 100 pc, an observation generally captures
only a single molecular cloud, since typical sizes of
large molecular clouds are ∼ 10 − 100 pc (Dobbs et al.
2014, and references therein). To reach these scales,
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one must either restrict the survey to the Solar Neigh-
borhood, or one must give up on spatial resolution
and instead select dense regions using density-sensitive
molecular line observations. In the former category, the
recent Spitzer Cores to Disks legacy survey of low-mass
star-forming clouds near the Sun gives ff ∼ 0.01 − 0.1
for clouds with mean densities nH2 ∼ 103 cm−3 (Evans
et al. 2009). The star formation rate per unit mass within
a given cloud also appears to be strongly correlated with
the amount of gas it possesses above some threshold
volume or column density (Heiderman et al. 2010; Lada
et al. 2010, 2012; Evans et al. 2014).
In the latter category, there have been a number
of surveys of extragalactic star formation using HCN,
HCO+, higher rotational transitions CO, and other
molecules that have critical densities ranging from
nH2 ∼ 104 − 108 cm−3 (Gao & Solomon 2004a,b;
Narayanan et al. 2005; Gracia´-Carpio et al. 2006; Gao
et al. 2007; Bussmann et al. 2008; Baan et al. 2008;
Juneau et al. 2009; Bayet et al. 2009; Wu et al. 2010;
Garcı´a-Burillo et al. 2012). Their high critical densi-
ties mean that these molecules require relatively high
densities to be excited, and so, even if observations us-
ing these molecules do not spatially resolve the emitting
regions (as is the case in all extragalactic applications),
presumably the emission arises from compact and dense
structures. Converting the observed luminosities to gas
masses is non-trivial, and requires the application of a
large-velocity gradient, escape probability, or similar
approximation, and so the majority of these studies do
not attempt to assess absolute values of ff . However,
to the extent that such estimates can be made, they also
tend to find ff ∼ 0.01, albeit with large uncertainties
(Krumholz & Tan 2007; Garcı´a-Burillo et al. 2012).
These small-scale results should be taken with cau-
tion, as they are subject to a number of systematic un-
certainties of varying severity. As already mentioned,
obtaining gas masses from molecular line observations
always carries with it some degree of uncertainty, and
that uncertainty is probably larger at small scales. The
conversion from CO J = 1 − 0 luminosity to mass has
received the most attention, and is probably good to
within a factor of ∼ 2 for galaxies with metallicities and
surface densities comparable to that of the Milky Way
(see the recent review by Bolatto et al. (2013), and refer-
ences therein), but the conversion for other molecules is
certainly less well known, and for all molecules the con-
version factor should depend on the abundances, tem-
peratures and velocity dispersions of the emitting clouds
(e.g. Narayanan et al. 2011, 2012; Shetty et al. 2011a,b;
Feldmann et al. 2012a,b), which vary from galaxy to
galaxy.
At small scales measuring the star formation rate
is also non-trivial. Conventional conversions between
tracers of star formation activity (e.g., ionizing or in-
frared luminosity) and true star formation rate all rely
on an assumption that the emitting stellar population
samples the full IMF and the full range of stellar evo-
lutionary states, from stars just reaching the zero-age
main sequence to stars dying as supernovae and ceas-
ing to emit. The former condition requires that the
stellar population have a mass of at least ∼ 103 − 104
M (Cervin˜o & Luridiana 2004, 2006; Wu et al. 2005;
Fouesneau et al. 2012), while the latter is only satisfied
for stellar populations older than a few Myr (Krumholz
& Tan 2007; Kennicutt & Evans 2012), and only if the
mean star formation rate within the region under study
is larger than ∼ 0.1 M yr−1 (da Silva et al. 2012). Many
small star-forming regions fail to satisfy these condi-
tions, and the size of the resulting errors in inferred
SFR depend on how badly they are violated. Estimates
of SFRs from direct star counts are possible if the re-
gion being studied is close enough to resolve individual
stars, and do not suffer from these problems. However,
this method depends on uncertain estimates of the pre-
main sequence lifetimes, and tends to give results that
differ from those based on integrated light at the factor
of ∼ 2 level (Chomiuk & Povich 2011; Vutisalchavakul
& Evans 2013). See Kennicutt & Evans (2012) for a
thorough discussion of the pitfalls of various methods
of measuring star formation rates.
2.1.3. Combining Scales
One can also combine the galactic and sub-galactic
scales. This is of interest in part because the galactic-
scale relationship between gas and star formation must
ultimately be the sum of the relationship in numerous
sub-galactic regions, but there are numerous plausible
ways that this sum could be achieved. For example, the
depletion time of tdep ≈ 2 Gyr seen for molecular gas
on ∼kpc scales might be the result of numerous clouds
that all have tdep ≈ 2 Gyr, or it might be the result of av-
eraging together two distinct populations of clouds, one
with tdep  2 Gyr and one with tdep  2 Gyr. Figure
2 suggests that the latter is certainly possible in outer
galaxies, since the scatter in SFR at fixed gas content is
more than an order of magnitude. This seems less likely
at surface densities above ∼ 10 M pc−2, where the scat-
ter in ΣSFR is far smaller, but it could still be the case that
each ∼ 750 pc pixel contains some actively star-forming
and some passive clouds.
Figure 4 shows a combined plot that includes both
small- and large-scale measurements of the star forma-
tion law. The core data set plotted was compiled by
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Krumholz et al. (2012a), and then extended by Feder-
rath (2013b). Figure 4 further extends the data set by
adding several more recent observations as well, includ-
ing a sample of molecular gas in early-type galaxies
from Davis et al. (2014). The data show that both indi-
vidual clouds and entire galaxies have roughly the same
values of ff ≈ 0.01, and that this conclusion applies to
all types of galaxies: dwarfs, disks and both low and
high redshift, starbursts and mergers, and early types.
This suggests that the galactic-scale rate of star forma-
tion can plausibly be thought of as simply the sum of
star formation in numerous clouds that are, to first or-
der, all about the same in their properties.
Figure 4 shows primarily an intercloud relationship,
where for the most part there is one data point per ob-
ject. However, for some Galactic clouds it is also pos-
sible to compute an intracloud relationship. This is
accomplished by selecting portions of clouds above a
given threshold surface density, and asking how quickly
stars form within the regions defined by different sur-
face density contours. By counting the gas mass and
number of young stars that are contained between any
two such contours, we can estimate a value of ff for that
gas. Figure 5 shows a result of this computation from
two recent sets of observations of nearby clouds. The
Figure shows that, while ff ≈ 0.01 gives roughly the
right SFR, it may not fully describe the relationship be-
tween gas and star formation within an individual cloud.
Indeed, Evans et al. (2014) fit their data and find that,
rather than a constant value of ff , the data are best fit by
ff ∝ (Σ/tff)0.3−0.5, with the best fit slope varying slightly
depending on the fitting method used. The systematic
concerns regarding SFR estimates on small scales apply
to both of the data sets shown in Figure 5, but leaving
these aside, the data suggest that ff ∼ 0.01 is a rea-
sonable estimate on scales from entire galaxies to sin-
gle clouds, but that within individual clouds something
more complex may be taking place.
The data shown in Figures 2 – 5 represent the first
challenge that any predictive theory of star formation
must meet: what physical processes are responsible for
setting ff , at scales from individual clouds to entire
galaxies? On the other hand, observations show that
ff is much less than 0.01 in the atomic phase of the
ISM. Why is that? Are there any molecular environ-
ments where ff deviates significantly from ∼ 0.01, and
if so, why?
2.2. Stellar Clustering
The dissection of the relationship between star for-
mation and gas within a single molecular cloud illus-
trated in Figure 5 naturally points to the second topic
of this review: how are young stars spatially arranged,
with respect to one another and to the gas clouds from
which they form? In nearby clouds, we see that stars
form in a highly inhomogeneous fashion, with the stel-
lar surface density varying by orders of magnitude even
within the limited range of star-forming environments
found within ∼ 1 kpc of the Sun (Gutermuth et al. 2009;
Bressert et al. 2010; Gutermuth et al. 2011). Figure 6
shows examples of the gas and stellar distributions in
two nearby star-forming regions, MonR2 and CepOB3.
2.2.1. Statistical Description of Gas and Stars
The apparent inhomogeneity can be characterized us-
ing wide variety of statistical tools. One of the most
commonly-used is the two-point correlation function,
or equivalently the mean surface density of compan-
ions, which simply measures the excess number of stars
around a given star as a function of angular separa-
tion, compared to what one would expect for a Pois-
son distribution. Other quantitative techniques include
fractal dimensions (which are closely related to two-
point correlation functions) (Larson 1995), parameters
extracted from minimum spanning trees (Cartwright &
Whitworth 2004), and dendrograms (Rosolowsky et al.
2008b; Gouliermis et al. 2010), to name only a few.
When these techniques are applied to the stars in young
clusters, the general result is that the stars are struc-
tured on a wide range of scales, as indicated by roughly
powerlaw behavior in the two-point correlation func-
tion. However, there are breaks at both large and small
scales, indicating deviations from scale-free behavior
(e.g., Gomez et al. 1993; Larson 1995; Simon 1997;
Bate et al. 1998; Nakajima et al. 1998; Hartmann 2002;
Hennekemper et al. 2008; Kraus & Hillenbrand 2008;
Schmeja et al. 2009).
Observations of the gas in star-forming regions find
similar signatures of hierarchical structure, though these
are somewhat harder to interpret as the results may de-
pend on the choice of gas tracer used. The relatively
low density gas traced by 13CO shows results similar
to those measured for stars: scale-free behavior, as in-
dicated by a powerlaw correlation function or similar
statistic, over a broad range of scales, but with breaks
at both large and small scales (e.g., Blitz & Williams
1997; Schneider et al. 2011). If one instead focuses
on high-density tracers, in nearby regions one can iden-
tify individual, dense structures known as cores. The
structure of a single core is definitely not hierarchical
and scale-free (e.g Barranco & Goodman 1998; Good-
man et al. 1998; Pineda et al. 2010), but if one treats
the dense cores as point particles like stars and analyzes
their positions relative to one another, the result is again
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Figure 5: Surface density of star formation versus surface density of molecular gas normalized by estimated free-fall time Σ/tff . This figure
differs from Figure 4 in that the plot shows the relationship plotted for successive contours of column density within individual clouds, rather than
comparing multiple clouds (see text for details). The data shown are for the Orion A cloud (Lada et al. 2013, blue circles), and for several clouds
selected from the c2d and Gould’s Belt surveys (Evans et al. 2014, red pentagons). The black line and gray band show ff = 0.01 and a factor of 3
range around it, as in Figure 4.
a powerlaw very similar to that observed for stars (e.g.,
Johnstone et al. 2000; Stanke et al. 2006; Enoch et al.
2008).
In the case of stars, the small-scale break in the cor-
relation function has been interpreted as the transition
between the regime of binary stars and that of correla-
tions between stars in a cluster that are not bound to one
another individually, but only to the cluster as a whole.
In the case of gas, it has been interpreted as revealing
the Jeans length in the cloud (Larson 1995; Blitz &
Williams 1997), and these interpretations are not nec-
essarily mutually exclusive. The large-scale break has
been interpreted as representing the transition between
scales where the free-streaming of stars after their birth
has erased structure and those where it has not, though
it conceivably also represents an edge to star formation
associated with the transition from star-forming molec-
ular gas to non-star-forming atomic gas.
For regions in which spectroscopy is available, one
can also examine the velocity structure of the stars and
the gas. In general, the velocities are hierarchically-
correlated in much the same manner as the position.
However, there are some systematic differences be-
tween low-density gas, dense gas, and cores. Both dense
cores (Andre´ et al. 2007; Kirk et al. 2007; Rosolowsky
et al. 2008a) and stars (Fu˝re´sz et al. 2008; Tobin et al.
2009) show systematically smaller velocity dispersions
than the diffuse gas in the same region. Despite their
lower velocity dispersion, cores (Walsh et al. 2004) and
stars (Fu˝re´sz et al. 2008; Tobin et al. 2009) have mean
velocities that are similar to those of the surrounding,
low-density gas. This behavior is perhaps easiest to
understand when it is expressed in terms of moments
of the velocity distribution. Consider observing a star-
forming region, and making a map of the the first mo-
ment (the mean) and second moment (the dispersion)
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Figure 1. Extinction map of the MonR2 cloud overlaid in red with the spatial distribution of Spitzer-identified YSOs. The inverted gray scale is a linear stretch from
AV = −1 to 10 mag. Contour overlays start at AV = 3 mag and their interval is 2 mag. The IRAC coverage is marked by the green boundary. The projected positions
of the YSOs in MonR2 closely trace almost all of the areas of detectably elevated extinction. Denser clusters of YSOs are clearly apparent in the zones of highest
extinction.
(A color version of this figure is available in the online journal.)
Figure 2. Extinction map of the CepOB3 cloud overlaid in red with the spatial distribution of Spitzer-identified YSOs. The gray-scale and contour properties are
identical to those in Figure 1. As in that figure, YSOs are predominantly projected on the elevated extinction zones within the cloud, and clusters are found in the
highest extinction zones. However, unlike MonR2, the large CepOB3b young cluster in the northwest corner of the coverage is largely offset from significant extinction.
Focused examination of this region in particular suggests that the OB stars present have dispersed much of the local natal cloud material (Getman et al. 2009; T. S.
Allen 2011, in preparation).
(A color version of this figure is available in the online journal.)
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Figure 6: Distributions of gas and young stars in two star-forming regions near the Sun: MonR2 (top) and CepOB3 (bottom). In both panels, the
inverted grayscale shows the ga column density as measured by the dust extinction; the c lor scale is from AV = −1 to 10 mag, linearly stretched.
(Note that negative AV is possible due to noise in the observations.) Contours start at AV = 3 mag and increase by 2 mag thereafter. Red circles
indicate projected positions of young stellar objects identified by infrared excess as by Spitzer. The green contour marks the outer edge of the
Spitzer coverage. Reprinted from Gutermuth et al. (2011), reproduced by permission of the AAS.
of the velocity distribution as a function of position.
The observational situation is that the first moment map
is qualitatively similar for the low-density gas, dense
cores, and stars. The second moment map is qualita-
tively similar for the stars and dense gas, but both stars
and dense cores have significantly smaller second mo-
ments of their velocity distribution than does the low-
density gas around them.
2.2.2. Time Evolution of Stellar Clustering
The correlations between stellar positions and be-
tween gas and stars are noticeably variable from one re-
gion to another, as is clear simply from visual inspection
of Figure 6. In MonR2, the stellar distribution is well-
correlated with the gas, while in CepOB3 the peaks of
the gas and stellar distribution are noticeably offset from
one another. Quantitative analysis backs up the visual
impression: Gutermuth et al. (2011) find that the Pear-
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son correlation coefficient between the logarithms of the
gas and stellar surface densities is 0.87 in MonR2, but
only 0.17 in CepOB3. This is probably an evolution-
ary effect: CepOB3 contains multiple early-type stars
whose feedback has likely dispersed the gas in which
they were initially embedded. This is clearly related to
the process by which the correlation between gas and
star formation breaks down on sufficiently small scales,
as discussed in Section 2.1.2. These images therefore
present us with a dual problem: what determines the
spatial (and also kinematic) relationship of gas and stars
in regions like MonR2 that are still gas-rich, and what
processes cause a transition to things that look like Ce-
pOB3, where the gas and stars are spatially distinct?
The time-evolution of the spatial distribution of stars
is also interesting over longer times. The stars shown
in Figure 6 are detected by their excess infrared emis-
sion, an observational feature produced by circumstel-
lar material (almost certainly a disk) that reprocesses
starlight into the infrared. Such signatures are present
for only several Myr after a star forms (e.g., Haisch
et al. 2001; Herna´ndez et al. 2008). The stellar density
around such young stars is invariably much higher than
that found in the Galactic field, but the density drops
rapidly with stellar age. Even populations with ages of a
few Myr have noticeably lower densities than stars that
have just formed (Gutermuth et al. 2009), and by the
time stellar populations reach an age of ∼ 10− 100 Myr
their densities have dropped dramatically, with only a
small fraction remaining in gravitationally-bound struc-
tures (Silva-Villa & Larsen 2011; Fall & Chandar 2012;
Silva-Villa et al. 2013). The right panel of Figure 7 il-
lustrates the important result: the number of clusters of
a given age declines dramatically from ages below ∼ 3
Myr to ∼ 300 Myr.
Before moving on, an important caveat is in order,
which is that there is considerable debate in the litera-
ture about the exact functional form of this decline, with
some authors favoring a power law in age τ of the form
dN/dτ ∝ τγ with γ ≈ −1 (Fall et al. 2005, 2009; Chan-
dar et al. 2010a,b, 2011) while others argue for little
or no cluster disruption, but that only a small number of
stars are formed in clusters in the first place (Boutloukos
& Lamers 2003; de Grijs et al. 2003b; Gieles et al. 2007;
Bastian et al. 2011, 2012b,a; Silva-Villa et al. 2013).
There is also a secondary debate about whether the frac-
tion of stars that remain in clusters over long times is
universal, or depends on some galaxy-scale property.
Much but not all of this debate is semantic, and has
to do with whether one should classify young star sys-
tems that still contain gas, or that have just become
star-dominated but are not yet dynamically relaxed, as
star clusters. Those who define clusters purely as stel-
lar overdensities tend to obtain power law declines with
age, while those who limit their samples based on mor-
phology, age relative to crossing time, or other indica-
tors of a relaxed state tend to find that most stars form
in unbound structures (referred to as associations) rather
than clusters, but that those clusters that do form are
likely to survive for many dynamical times.
This semantic debate, however, should not obscure
the interesting underlying physics questions, which can
be posed independently of the definition of cluster: why
does the density of stars begin to drop dramatically as
soon as stars emerge from their parent gas clouds? The
gas clouds from which star clusters or associations form
appear to be gravitationally bound (e.g., Dobbs et al.
2014), so why aren’t the stars themselves? Is the pro-
cess that regulates what fraction of stars remain in clus-
ters governed mainly by processes internal to the star-
forming clouds, or is the galactic environment the dom-
inant influence?
A related question has to do with the mass function
of those structures that do remain bound. While there is
significant dispute about cluster age distributions, ob-
servations in a wide variety of galaxies consistently
find that the mass function for open clusters is well-
described by a power law dN/dM ∝ M−β with β ≈ 2
over most of its range; the uncertainty on the value of β
is roughly 0.1−0.2 (Williams & McKee 1997; Zhang &
Fall 1999; Larsen 2002; Bik et al. 2003; de Grijs et al.
2003a; Goddard et al. 2010; Bastian et al. 2011; Fall &
Chandar 2012). The left panel of Figure 7 provides an
example. Some authors also report a non-powerlaw cut-
off at the highest masses (Bastian 2008; Larsen 2009;
Bastian et al. 2012a), though the reality of this feature
is disputed (Fall & Chandar 2012). The index β ≈ 2
is interesting, in that it is noticeably shallower than the
index describing the masses of individual stars (roughly
2.3; see the following section), but slightly steeper than
that describing the mass function of individual molec-
ular clouds in the molecule-rich parts of galactic disks
(roughly 1.5 to 2.0; (Solomon et al. 1987; Heyer et al.
2001; Rosolowsky & Blitz 2005; Roman-Duval et al.
2010; Gratier et al. 2012)). It is about comparable to the
mass function one obtains by selecting dense regions
within molecular clouds (Shirley et al. 2003). The ori-
gin and universality of this cluster mass function has re-
ceived fairly little theoretical attention, far less than the
stellar mass function, but it no less a problem for star
formation theory to explain.
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Figure 1. Mass functions of star clusters in different age intervals in different
galaxies (as indicated). These have been adapted from the references given in
the text. The absolute normalizations of the mass functions are arbitrary, but the
relative normalizations within each panel are preserved. The lines show power
laws, dN/dM ∝ Mβ , with the best-fit exponents listed in Table 1. Note that
these are all close to β = −1.9.
Lada (2003) and Chandar et al. (2010b) describe these methods
in more detail.
For ease of comparison, we have made two simple ad-
justments to the published mass and age distributions when
constructing Figures 1 and 2. First, we replotted them in a uni-
form format: log(dN/dM) against log(M/M#) and log(dN/dτ )
against log(τ/yr). For the solar neighborhood, the original dis-
tributions were presented in the form log(MdN/d logM) against
log(M/M#) and log(dN/d log τ ) against log(τ/yr). Second, we
adopted a uniform conversion from light to mass based on
stellar population models with the Chabrier (2003) IMF. For
the LMC, SMC, M51, and Antennae, the original distributions
were based on models with the Salpeter (1955) IMF, which
have ∆ logM = 0.2 and ∆ log τ = 0.0 relative to models with
the Chabrier (2003) IMF.
The observed mass and age distributions are well represented
by featureless power laws:
dN/dM ∝ Mβ, (1)
dN/dτ ∝ τ γ . (2)
We list the best-fit exponents and their formal 1σ errors for the
12 mass functions and 10 age distributions in Tables 1 and 2. The
straight lines in Figures 1 and 2 show the corresponding power
laws. Both the mean and median exponents for this sample
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Figure 2. Age distributions of star clusters in different mass intervals in different
galaxies (as indicated). These have been adapted from the references given in the
text. The absolute normalizations of the age distributions are arbitrary, but the
relative normalizations within each panel are preserved. The vertical spacing
between the age distributions depends on the adopted mass intervals, which
differ among the galaxies for practical reasons (distance, limiting magnitude,
sample size). The lines show power laws, dN/dτ ∝ τγ , with the best-fit
exponents listed in Table 2. Note that these are all close to γ = −0.8.
are β = −1.9 and γ = −0.8, and the standard deviations
of individual exponents about the means are σβ = 0.15
and σγ = 0.18 (with full ranges −2.246β 6−1.70 and
−1.056 γ 6−0.54). As a result of stochastic fluctuations in
the luminosities and colors of clusters, the true uncertainties
(errors) in the exponents, %β and %γ , are usually larger than
the formal 1σ errors listed in Tables 1 and 2, with typical
values %β ∼ %γ ∼ 0.1–0.2 (Fouesneau et al. 2012).3 Since these
are similar to the dispersions σβ and σγ , we cannot tell whether
the small differences among the exponents are real, although we
do expect differences at roughly this level, as explained below.
Figures 1 and 2 show that the mass and age distributions are
essentially independent of each other. This follows from the
parallelism of the mass functions in different age intervals and
the age distributions in different mass intervals. The vertical
spacing between the age distributions differs only because the
adopted mass intervals differ, a consequence of the different
distances, limiting magnitudes, and sample sizes among the
galaxies. Thus, we can approximate the bivariate mass–age
3 In fact, these estimates are lower limits to %β and %γ because they neglect
likely systematic uncertainties and/or variations in the adopted stellar
population models and extinction curves. When we make reasonable
allowance for these effects, the true uncertainties increase to %β ∼ %γ ∼ 0.2.
2
Figure 7: Cluster mass (left) and age (right) distributions in six galaxies. In the left panel, the figures show the number of clusters in each
logarithmically-spaced bin in m ss, with diff r nt symbols corresponding to diff rent cluster ages. The right panel shows number of clusters in
logarithmically-spaced age bins with different symbols for different cluster masses. Taken from Fall & Chandar (2012), reprinted by permission of
the AAS.
2.3. The Initial Mass Function
Zooming in even further from stellar clusters, we
reach the scale of individual stars. Numerous proper-
ties of stars are important for determining their observ-
able characteristics and evolutionary path, but of course
the most important is thei mass. The distribution of
stellar masses at birth is known as the initial mass func-
tion (IMF). The current state of research into the IMF
has been the subject of several recent revi ws (Bastian
et al. 2010; Jeffries 2012; Kroupa et al. 2013; Offner
et al. 2014), so I here I only provide a short synopsis,
and refer readers to those reviews for more details. It
should be noted that there is some level of disagree-
ment even on the observational side (for example see
Kroupa et al. (2013) versus Off er t al. (20 4) and Bas-
tian et al. (2010)), but for the purposes of this review I
have mostly limited myself to those issues about which
there is some consensus; where I make controversial
claims about the observations that are not universally-
accepted, I will attempt to make this clear. Observa-
tional efforts to measure the IMF can be divided into
two categories: those that make use of resolved stellar
populations, those that ttempt to measure the IMF
of unresolved stellar populations.
2.3.1. Resolved Stellar Populations
Field Star Su veys. The most obvious way to measure
the IMF is to begin with field stars visible in the Solar
neighborhood, an effort that began with Salpeter (1955).
M asuring the IMF from the field involv s five main
steps, the first two of which involve construction of the
sample, and the last three of which involve derivation
of the IMF from it. First, one must determine the lumi-
nosity function for stars in the sample region in some
observing ba d. This requires that apparent magnitudes
be combined with distance measurements, which are
not trivial to obtain. For stars within ∼ 20 pc of the
Sun, accurat parallax dista ces fr m Hipparcos can
be us d (e.g., Reid et al. 2002), but such a small sur-
vey volume provides limited statistics, and so it is more
common to use distances estimated from photometry or
spectroscopy (e.g., Bochanski et al. 2010), which are
subject to significant systematic uncertainties. Thus the
design of the survey involves a tradeoff between statis-
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tical and systematic errors. Second, the sample must
be corrected for Malmquist and Lutz-Kelker (Lutz &
Kelker 1973) bias; the former describes the tendency
of intrinsically-brighter stars to be overrepresented in
a magnitude-limited sample because they are visible to
large distances, and the latter describes an asymmetry
whereby, in constructing a volume-limited sample us-
ing parallax distances, it is more likely that stars from
outside the sample region to scatter into it due to error
than for stars inside the sample volume to scatter out.
Once the sample is constructed, the third step is to
convert absolute magnitudes into stellar masses using
a mass-magnitude relationship, either empirical or the-
oretical, which gives the present-day mass function.
Fourth, the present-day mass function (PDMF) must be
transformed into the IMF, which requires correcting for
the effects of stellar evolution. For stars whose main se-
quence lifetimes are longer than the age of the Galaxy
(roughly those with M < 0.8 M), the IMF and PDMF
are identical, but for more massive stars we must cor-
rect the observed number by a factor tMS(M)/tgal, where
tMS(M) is the time for which stars of mass M remain
on the main sequence, and tgal is the time over which
stars of that mass have been forming in the Galaxy.
Thus determining the right evolutionary correction re-
quires knowledge of the star formation history of the
region being observed. Fifth and finally, if the volume
being observed does not sample the full Galactic scale
height, one must correct for the mass-dependence of
stellar scale heights, which causes more massive stars to
be overrepresented in a sample near the Galactic plane
(Miller & Scalo 1979).
Young Cluster Surveys. An alternative strategy using
resolved stars is to study a young star cluster. Com-
pared to observations using field stars, this approach has
several important advantages. The correction from the
PDMF to the IMF is, depending on the age of the clus-
ter, either much smaller or non-existent. This makes
clusters a more reliable means of measuring the mas-
sive end of the IMF. Another advantage of clusters is
that the stars are coeval or nearly so, and are also of uni-
form chemical composition. For stars on the main se-
quence, this removes a major source of error that arises
in the conversion between absolute magnitude and mass
for field stars. Moreover, the stars are all at nearly
the same distance, and for at least some clusters this
distance is known quite precisely from interferometry-
based parallaxes to radio-flare stars (e.g., Hirota et al.
2007; Sandstrom et al. 2007; Menten et al. 2007; Reid
et al. 2009). Low-mass stars and brown dwarfs are also
much brighter when they are young, they are far easier
to detect in clusters than in the field.
On the other hand, clusters also have significant
downsides compared to the field, particularly for stars
near the peak of the IMF. In clusters young enough to
contain massive stars, stars with masses . 1 M will
not yet be on the main sequence, which greatly compli-
cates the mapping between luminosity and mass, and in-
troduces a significant source of systematic error. Figure
8 illustrates an example of this uncertainty, by show-
ing IMFs derived using two different sets of pre-main
sequence evolution models. In cluster cores, where stel-
lar densities are high, confusion can become a signifi-
cant problem (Ascenso et al. 2009), and in practice this
is what limits the distance from the Sun to which the
cluster method can be used to measure the IMF. Young
clusters are often still partially shrouded by dust, and
this creates difficulties in measuring accurate luminosi-
ties in the first place, particularly since the extinctions
are not necessarily the same from star to star. They are
also often mass-segregated, and this creates problems
if the observations only sample the cluster core or en-
velope (e.g., Pang et al. 2013; Lim et al. 2013). Mass
segregation in combination with either confusion or a
radial gradient in dust extinction within the cluster cre-
ates particularly difficult-to-remove systematic effects,
as they cause the errors associated with either extinc-
tion or confusion to correlate systematically with stellar
mass (Parker et al. 2012). N-body interactions that eject
massive stars from clusters entirely can also create sys-
tematics that are very difficult to remove (Banerjee &
Kroupa 2012).
Globular Cluster Surveys. A third method for studying
the IMF is to use the resolved stellar population in glob-
ular clusters. This method shares several of the advan-
tages of the young cluster method, in that the population
is at a known, uniform distance, and is close enough
to coeval and chemically homogenous that corrections
for age and abundance variations are not a major source
of uncertainty. Moreover, globular clusters offer the
only opportunity to perform resolved studies of low-
metallicity, ancient stellar populations, which are oth-
erwise accessible only via techniques for the study of
unresolved populations, which have their own pitfalls
(see Section 2.3.2). While these observations obviously
provide little or no information about the IMF for mas-
sive stars, they provide one of the few ways to explore
whether the IMF of low mass stars varies with metallic-
ity or over cosmic time.
The price for access to these low-metallicity, ancient
stars is that one is faced with systematic uncertainties
stemming from dynamical evolution. Globular clusters
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undergo significant mass segregation, and can lose a
significant fraction of their low-mass stars through two-
body evaporation; depending on the cluster, stellar col-
lisions may also significantly modify the mass function
(Spitzer 1987). Thus the procedure for deriving an IMF
for a globular cluster is not simply a matter of fitting to
the observations and then perhaps making a correction
for star formation history. One must instead start with
a proposed IMF, calculate how the mass function will
evolve over the age of the cluster, and then compare the
result to the observations. Fortunately calculations of
purely N-body evolution are reasonably straightforward
computationally, and the processes involved are well-
understood analytically, so such corrections can be done
with some level of confidence. However, there are still
significant uncertainties stemming from poorly known
parameters such as the cluster’s binary fraction and de-
gree of mass segregation at birth, and the cluster’s orbit
around the Milky Way; the latter matters because it af-
fects the strength of the tidal potential responsible for
stripping off low mass stars.
Chemical Abundance Patterns. In principle measure-
ments of the chemical abundance patterns in stars can
provide a fourth path to measuring the IMF (e.g., Tol-
stoy et al. 2003; McWilliam et al. 2013). This is be-
cause different elements are primarily produced by stars
of differing masses; for example, α elements are pro-
duced primarily by type II supernovae occurring in stars
larger than ∼ 8 M, while iron peak element production
is dominated by type I supernovae whose progenitors
are white dwarfs with significantly lower birth masses.
Thus measuring element ratios in principle makes it
possible to infer the IMF of the stellar population that
produced those elements. However, such inferences are
subject to a vast number of confounding uncertainties,
involving stellar yields, binary stellar evolution, metal
mixing in the ISM, and galactic winds. These uncer-
tainties are such that any conclusions drawn from this
technique are tentative at best, and for this reason I will
not discuss it further.
Binarity. Finally, there is one important limitation that
affects the young cluster, globular cluster, and field star
methods: unresolved binaries. None of the observations
used to make these measurements are capable of resolv-
ing binaries except for those with the very largest angu-
lar separations, and so the observed magnitudes that are
used to estimate masses will in some cases be system
rather than single-star magnitudes. Since stellar lumi-
nosities are generally steep functions of mass, to first or-
der the effect of this is simply that a number of low-mass
stars in multiple systems will be hidden by the light of
their more massive companions. However, the extent to
which this statement is true depends on the choice of
observing band (since the mass-magnitude relationship
is steeper in bluer bands than in redder ones) and on the
underlying distribution of binary separations and mass
ratios.
If the underlying distributions are known at least ap-
proximately, as is the case in the field, it is possible to
attempt to correct for the bias introduced by unresolved
binaries in order to produce separate single-star and sys-
tem IMFs (e.g., Chabrier 2005). The correction is not
huge, because most low-mass stars are single (Fischer
& Marcy 1992; Lada 2006; Basri & Reiners 2006; Allen
2007; Raghavan et al. 2010). While most massive stars
do have companions (Preibisch et al. 1999; Mason et al.
2009), the number of massive stars is relatively small,
implying a fairly sharp upper limit to the absolute num-
ber of low-mass stars that could be cloaked by com-
panions. Brown dwarfs represent a possible exception
to this statement, since they are both intrinsically rarer
than stars and easily concealed by a stellar companion.
Fortunately there appear to be few brown dwarf-stellar
binaries (e.g., Dieterich et al. 2012), but the exact form
of the IMF at low masses is quite sensitive to exactly
how rare they are, since K and M stars are so numerous
that even a small number of brown dwarf companions
to them might represent a non-negligible contribution
to the total number of brown dwarfs.
For young clusters and globular clusters, on the other
hand, it is at present not feasible to correct for binarity,
because the binary star fraction, as well as the mass ratio
and orbital period distributions, appear to be functions
of both cluster properties and age (Ducheˆne & Kraus
2013, and references therein). There have been some
theoretical attempts to reverse-engineer the binary pop-
ulations of embedded clusters based on dynamical mod-
eling (Marks & Kroupa 2011, 2012), but these are still
works in progress, and have not yet been used in an
attempt to make binarity corrections to IMF measure-
ments in young clusters.
Results. With the caveat about binaries aside, observa-
tions using the field star (Kroupa 2001, 2002; Chabrier
2003, 2005; Covey et al. 2008; Deacon et al. 2008;
Bochanski et al. 2010; Parravano et al. 2011), young
cluster (Muench et al. 2002; Chabrier 2003, 2005; Sabbi
et al. 2008; Andersen et al. 2009; Sung & Bessell 2010;
Lodieu et al. 2011, 2012a,b; Da Rio et al. 2012; Habibi
et al. 2013), and globular cluster (De Marchi et al. 2000,
2010; Leigh et al. 2012) methods all appear to produce
roughly consistent results, at least in the stellar regime.
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Figure 18. Measured IMF for the ONC, fitted with a log-normal distribution (left panel) or a two-phase power law (right panel). The top and bottom panels represent
the mass distributions obtained assuming Baraffe et al. (1998) and D’Antona & Mazzitelli (1998) models, respectively, whereas the center panels show the result
assuming Baraffe models and including also stars located above the 1 Myr isochrone, whose mass has been extrapolated from their Teff (see the text). The shaded areas
enclose the 90% confidence interval for each fit. The red curves represent the IMF of Chabrier (2003) (left panel) and Kroupa (2001) (right panel); the red dashed line
is the Chabrier (2003) system IMF.
(A color version of this figure is available in the online journal.)
Baraffe models, for a large fraction (about 25%) of sources
we cannot assign masses and ages, as these stars are located
above the 1 Myr isochrone, the minimum age computed for this
family of models. This not only decreases our stellar sample,
but also biases our findings, in particular the mass distribution.
To overcome this selection effect, we consider two cases for
the mass estimates from the Baraffe models: (1) we reject all
source above the 1 Myr isochrone and (2) we include them by
assigning a mass based on the Teff–mass relation of the 1 Myr
isochrone. Since for VLMSs the PMS evolutionary tracks are
nearly vertical in the H-R diagram, this approximation is fairly
good. In Table 3 we present the derived stellar parameters for
the ONC sources, using both sets of models.
From these masses, we derive the mass distribution ξ (logm)
by binning the ONC members in equally spaced mass bins. For
each mass bin, we account for its exact completeness by adding
the inverse of the completeness of each source. We associate
an uncertainty distribution to each measured value of ξ (logm)
equal to a Poisson distribution of mean µ = Ni , where Ni is
the number of sources in the ith bin, scaled by a factor equal
to the overall completeness correction for that bin. We stress
that, strictly speaking, our mass function is actually a “system”
mass function rather than a proper “initial” mass function, in
the sense that we do not account for unresolved binaries or
multiple systems. This, however, does not influence significantly
our results, since the binary fraction (accounting both bound
systems and visual binaries) in Orion is small (.15%; Padgett
et al. 1997; Petr et al. 1998; Reipurth et al. 2007), and about
half of these are separated more than 1′′, therefore resolved in
our observations.
It is well established (e.g., Bastian et al. 2010) that the
IMF generally follows a power law in the intermediate- and
high-mass range (M & M"), whereas for low-mass stars and
BDs—which is the region of the mass spectrum most relevant for
our study—this function can be approximated with a shallower
power law ξ (logm) ∝ m−(Γ+1) (e.g., Kroupa 2001) or with
a log-normal distribution ξ (logm) ∝ e−(logm−logmc)2/2σ 2 (e.g.,
Chabrier 2003). We use both forms to fit our measured IMF in
the ONC.
We use a Monte Carlo simulation following Da Rio et al.
(2009a) to account for the uncertainties in the measured star
counts, as follows. For every mass bin, we consider the error bars
with their statistical distribution, and generate a large number
(n = 10,000) of points drawn from the error distribution. Then
an unweighted fit is run on all these (n times the number
of bins) points. The best-fit parameters are isolated using a
Levenberg–Marquardt minimization algorithm. The uncertainty
associated with the parameters has been computed with a
sampling technique as follows: for every one of the m bins,
we randomly consider only one of the n values previously
simulated, i.e., a random sample from the distribution describing
the error bar of the bin, and we fit the IMF function on these
m data points, deriving the best-fit parameters. By iterating this
selection and fit process 1000 times, we derive 1000 sets of
parameters. The standard deviation of each parameter for the
1000 tests is the uncertainty in the estimate of the parameter
itself.
The resulting fitted functions for both sets of evolutionary
models are shown in Figure 18. In Table 4 the fitting parameters
are reported: the characteristic mass and the width for the
log-normal fit, and the two power-law slopes as well as the
break point for the two-phase power law. We find that the two
families of evolutionary models lead to significant differences
in the derived IMF. Whereas the Baraffe tracks produce a
smooth distribution, which appears well fitted by a log-normal
distribution characterized by a continuous change in the IMF
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Figure 8: The IMF ξ(logm) = dn/d logm of stars in the Orion Neb-
ula Cluster as inferred from Hubble Space Telescope photometry. In
each panel the black points show the data; the error bars are the 1σ
errors that result from a combination of cou ting st tistics and incom-
pleteness. Although the underlying data in each panel are the same,
the three panels show the results of converting the observed colors and
magnitudes to stellar masses using three different models. The bottom
panel uses the models of D’Antona & Mazzitelli (1998), while the top
two panels both use the models of Baraffe et al. (1998), using two
different methods for handling stars that fall outside Baraffe et al.’s
model grid. The red solid and dashed lines are the single-star and sys-
tem IMFs of Chabrier (2003), while the black curve is the best fit of
the data to a lognormal functional form; the yellow band shows the
1σ u certainty on the fit. Taken from Da Rio et al. (2012), reprinted
by pe mission of the AAS.
Figure 8 shows a typical result from one of these stud-
ies. As shown in the figure, the IMF has a distinct peak
in the mass range 0.1 − 1 M. It falls off as power-
law dN/dm ∝ m−α at higher masses, with α ≈ 2.35, the
value originally determined by Salpeter (1955). There
are num r us possible functional represent ti ns of the
IMF: broken powerlaws (Kroupa 2001, 2002), lognor-
mals to represent the peak coupled with powerlaws for
the tail (Chabrier 2003, 2005), and powerlaws with ex-
ponential cutoffs at low mass (Parravano et al. 2011).
The combined lognormal-powerlaw form for the single-
star IMF suggested by Chabrier (2005) is
dn
d logm
= N
 exp
[
− (logm−logmc)22σ2
]
, m ≤ mb
A(m/mb)1−α, m > mb
, (3)
with σ = 0.55, mb = 1, α = 2.35, and A =
exp{−[log(mb/mc)]2/(2σ2)} (so as to guarantee continu-
ity across the lognormal-powerlaw break). Here stellar
mass m is measured in units of M, and N is a normal-
ization constant. The alternate functional forms are gen-
erally identical within the spread of observational error.
The greatest uncertainty is in the brown dwarf regime
below 0.08 M, where there is clearly a fall-off from
the peak, but its exact sharpness and functional form are
poorly-determined. Some authors report evidence for
a discontinuity between stars and brown dwarfs (Thies
& Kroupa 2007, 2008). There may also be an upper
cutoff somewhere between 100 and 150 M (Elmegreen
2000; Weidner & Kroupa 2004; Figer 2005), although
this possibility has been challenged by recent observa-
tions of stars that appear to exceed the proposed limit
(Crowther et al. 2010; Doran et al. 2013). Even if there
is a cutoff to the PDMF of massive stars, it is possible
that this is a result of a sharp increase in instability and
mass loss beyond a certain limiting mass, rather than an
aspect of star formation (Tan et al. 2014, and references
therein).
There are only a few convincing cases for deviations
from this IMF based on resolved stellar populations, and
unfortunately the subject has a long history of disputes
over whether results are statistically significant, with
the most conservative and careful analyses suggesting
that published uncertainties are often significantly un-
derestimated (Weisz et al. 2013). For example, Geha
et al. (2013) m asure the IMF in two ultra-faint dwarf
satellite galaxies of the Milky Way via direct count-
ing of stars in the mass range 0.52 − 0.77 M, below
he main equ nce turnoff mass for se stellar pop-
ulations. They find that, if they fit a powerlaw mass
function in this range, their best-fit slope is strongly in-
consistent with the Salpet r slope α = 2.35, and with
the slope of α = 2.3 used in the Kroupa (2002) broken-
powerlaw functional form for the IMF. They report this
i c nsiste cy as evide ce for IMF variation. However,
if they instead choose to fit a lognormal form to the
data, the results are consistent at the 1σ level with the
best-fit values given in equation (3). Similarly, Kalirai
et al. (2013) pe form star counts in a fi ld in the out-
skirts of the Small Magellanic Cloud over a mass range
0.37−0.93 M, and find that the data can be fit by a sin-
gle powerlaw with no turnover. Howeve , the data are
again not capable of excluding the functional form given
by equation (3) even at the 2σ level (Offner et al. 2014).
The most c vincing cases for IMF variatio based on
resolved stellar populations are for the clusters forming
near the Galactic center, including the Quintuplet clus-
ter (Hußmann et al. 2012) and the nuclear star cluster
(Lu et al. 2013) do appear to have IMFs where the high-
mass slope is somewhat flatter than the Salpeter value
α = 2.35.
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Several authors have also claimed that the IMF varies
systematically with the mass of the mass of the star clus-
ter in which the stars formed, with the powerlaw tail at
high masses being truncated at a value that depends on
the cluster mass, based either on direct comparisons of
stellar and cluster masses in the Milky Way (Kroupa &
Weidner 2003; Weidner & Kroupa 2006; Weidner et al.
2010, 2013), or on indirect indicators such as X-ray bi-
nary populations (Dabringhausen et al. 2009, 2012) and
globular cluster properties (Marks et al. 2012). If true,
this would imply that the IMF integrated over an en-
tire galaxy is steeper than that of individual massive
clusters, since much star formation occurs in low mass
clusters, and this in turn would have major implica-
tions for models of chemical evolution (Ko¨ppen et al.
2007) and interpretation of star formation rate indicators
(Pflamm-Altenburg & Kroupa 2008; Pflamm-Altenburg
et al. 2009). Models based on this ansatz are known as
integrated galactic IMF (IGIMF) models.
However, the observational basis for IGIMF models
is questionable. The most convincing evidence for an
IGIMF effect is the direct comparisons of stellar and star
cluster masses, as the indirect measures depend strongly
on a number of poorly known parameters (e.g., how the
star-formation efficiency in a forming globular cluster
scales with the number of massive stars). For these
direct tests, published claims of statistically-significant
cluster-to-cluster variation are sensitively dependent on
the values adopted for the errors in the measurement of
stellar and cluster mass. Since these are dominated by
systematic uncertainties, they are extremely hard to es-
timate, and quite easy to underestimate. To give an ex-
ample, for the Orion Nebula Cluster (M42) Weidner &
Kroupa (2006) and Weidner et al. (2010) adopt a stel-
lar mass of 2200 ± 300 M from Hillenbrand & Hart-
mann (1998). However, the much more recent survey
of Da Rio et al. (2012), which improves on the original
data set significantly by using space-based photometry,
star-by-star extinction modeling, and a new distance es-
timate based on radio parallax, yields a total stellar mass
closer to 1000 M (da Rio, 2012, priv. comm.). Using
the new, lower mass, the expected maximum mass for a
non-truncated IMF is in fact close to the observed mass
of the most massive star. More recent IGIMF analyses
have used newer estimates for the mass of the ONC and
continue to report a significant IGIMF effect (Weidner
et al. 2013), but that does not obviate the point of the ex-
ample, which is how easy it is to misestimate the error
bar. Weidner & Kroupa (2006)’s original error bar of
±300 M was clearly too optimistic by a factor of sev-
eral. This should serve as an important caution about
how much weight to give to claims of statistical signifi-
cance that depend on such error bars.
A further, related, concern is that searches for a clus-
ter mass-dependent truncation of the IMF have thus far
yielded positive results only using data culled from the
literature, where there is no uniform definition for what
counts as a cluster, and masses for both clusters and
stars have not been derived in the same way from one
object to another. All searches using homogeneously-
observed and -analyzed data sets have thus far returned
null detections (Calzetti et al. 2010; Koda et al. 2012;
Andrews et al. 2013). These studies are based on un-
resolved photometry, which certainly has its own sys-
tematic errors, but these are probably better understood
and easier to model than the systematics that affect the
inhomogenously-selected Galactic data set, yielding a
cleaner measurement.
Finally, it is worth noting that a claim that the IMF
varies depending on the mass of the star cluster in which
the stars formed runs up against a problem that should
be clear to any reader who has examined Section 2.2.
While star clusters have well-defined masses once they
have dynamically relaxed, stars that are still forming out
of their parent clouds cannot easily or uniquely be di-
vided into identifiable clusters with definite masses. De-
pending on how one defines clusters, a large fraction of
stars may not form in them at all. Even if one adopts
an expansive definition such that most stars are born in
clusters, the mass that one assigns to a given cluster can-
not be specified independent of the cluster definition.
Thus an IGIMF model faces a fundamental problem: it
is coherent and predictive only to the extent that one
can find a meaningful and physically-motivated way of
defining the masses of star clusters when the stars are
still embedded in their parent clouds. Thus far no such
definition has been proposed.
2.3.2. Unresolved Populations
The field and young cluster methods for determining
the IMF can be used only in the Milky Way and a few
of its closest galactic neighbors; beyond this distance,
it is no longer possible to resolve individual stars. As
a result, the range of star-forming environments acces-
sible via the resolved population methods is somewhat
limited, and it is desirable to push further to check if the
IMF might depend on the environment. Doing so re-
quires the use of integrated light measurements, which
means that one must resort to stellar population synthe-
sis (SPS) models to interpret the data. Such models can
be applied to either spectroscopic data or to data that
combines photometry with dynamical modeling.
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Bottom-Heavy IMFs in Early Type Galaxies. On the
spectroscopic side, in a series of papers, van Dokkum
and Conroy (van Dokkum & Conroy 2010, 2011, 2012;
Conroy & van Dokkum 2012; Conroy et al. 2013) (also
see Spiniello et al. (2012)) introduced a method to an-
alyze the IMF in early type galaxies using a variety of
spectral features that are sensitive to both stars’ effective
temperature and surface gravity. The latter sensitivity
makes it possible to separate main sequence stars from
giants with similar surface temperatures, and the former
picks out a particular mass range, generally ∼ 0.1 − 1
M depending on the particular spectral feature used.
They find that the spectra in these galaxies are strongly
inconsistent with a turnover in the IMF in the 0.1−1 M
range; instead, the IMF must remain as steep as a power-
law of slope α = 2.35, or perhaps even steeper. In a cru-
cial consistency check, the signatures of such a bottom-
heavy IMF are not found in the similarly-ancient pop-
ulations of globular clusters, where a steep IMF such
as that inferred in early type galaxies is ruled out by
dynamical constraints (van Dokkum & Conroy 2011;
Strader et al. 2011). If anything, Strader et al. (2011)
conclude that the globular clusters appear to have a shal-
lower IMF than the disk of the Milky Way. Overall, the
level of bottom-heaviness in the IMF appears to corre-
late with the velocity dispersion of the galaxy.
The other available method for measuring the IMF in
unresolved stellar populations is to compare observed
mass to light ratios with values expected for a given the-
oretical IMF. This approach has two parts. First, one
must measure the stellar mass to light ratio of a target
galaxy. This means determining the underlying mass
distribution, which can be accomplished using either
stellar kinematics (Cappellari et al. 2012), constraints
from the lensing of background sources by the target
galaxy (Thomas et al. 2011), or a combination of both
(Sonnenfeld et al. 2012); with these data, one can fit
both the total mass distribution (including dark matter)
and the stellar mass distribution. The second step is
to compute a theoretical mass to light ratio using an
SPS model, and compare the observed and predicted
ones. Modeling of this sort shows that, consistent with
the spectroscopic method, the most massive early type
galaxies have mass to light ratios significantly larger
than would be expected for an IMF like that given by
equation (3), and instead are in better agreement with
an IMF that is a pure powerlaw of slope α = 2.35 or
steeper in the range 0.1 − 1 M (Thomas et al. 2011;
Cappellari et al. 2012; Sonnenfeld et al. 2012).
There are potential systematic worries with both of
the above methods. The spectroscopic method relies on
the ability of stellar population synthesis models to re-
produce the properties of the ancient, metal-rich stars
found in giant early type galaxies, and there is a dearth
of similar stars in the Milky Way or similarly nearby
locations where the stars could be resolved, and their
spectra compared to the models directly. While the
models do pass a number of consistency checks in the
stars that are available, there is still a possibility that
they are missing something important. Similarly, the
dynamical models rely on the ability of SPS models to
predict the mass to light ratios of these stellar popula-
tions. If changes in stellar evolution lead to a much
higher mass of dark remnants (neutron stars and black
holes) than current models predict, that would explain
the elevated mass to light ratios without resort to vari-
ations in the IMF. However, the systematics that would
be required to explain both sets of observations without
varying the IMF are quite different, and the fact that the
two methods give consistent results adds significantly to
their credibility.
A Cautionary Tale. Despite the growing evidence for
IMF variation in early type galaxies, it seems appropri-
ate to end this section with a cautionary tale about the
interpretation of light from unresolved stellar popula-
tions as variation in the IMF. Prior to the current gen-
eration of observations focusing on early type galaxies,
there were similar claims in the literature for variations
in the IMF of dwarf galaxies. The primary piece of evi-
dence for this claim came from the Hα emission of these
galaxies; Hα is produced by recombination in ionized
gas, and thus Hα emission is a (relatively) straightfor-
ward proxy for ionizing luminosity. Since ionizing lu-
minosity comes primarily from the most massive stars,
a comparison of the Hα / ionizing luminosity to lumi-
nosities in other bands that are less weighted toward
massive stars in principle provides an efficient means
of measuring the high-mass slope of the IMF. Galaxies,
or regions of galaxies, with low total or areal star forma-
tion rates show systematic deficiencies in the amount of
Hα they produce per unit far ultraviolet (FUV) emission
(Boissier et al. 2007; Lee et al. 2009; Boselli et al. 2009;
Meurer et al. 2009), and systematically low Hα equiva-
lent widths (Hoversten & Glazebrook 2008; Gunaward-
hana et al. 2011). Some authors interpreted this as ev-
idence that these galaxies have an IMF systematically
deficient in massive stars (e.g., Pflamm-Altenburg &
Kroupa 2008; Pflamm-Altenburg et al. 2009; Krumholz
& McKee 2008).
However, improvements in stellar population synthe-
sis modeling revealed a more prosaic explanation: stars
form in temporally-correlated clusters, and as a result,
in regions with low star formation rates, the Hα lumi-
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nosity undergoes very large fluctuations. In a single star
cluster, the Hα to FUV ratio and Hα equivalent width
are initially large, when the massive stars that domi-
nate ionizing photon production are still on the main
sequence. These quantities then fall over a ∼ 10 Myr
time scale as the stellar population ages and these stars
leave the main sequence. At high star formation rates a
galaxy contains many clusters at different stages of this
cycle, and an unresolved observation that combines the
light from all the clusters washes out the fluctuations,
resulting in a fairly steady Hα luminosity and values of
the Hα to FUV ratio and Hα equivalent width that vary
little. At low star formation rates, however, the num-
ber of clusters present at any time is not large, and as
result the Hα luminosity of the entire galaxy undergoes
large excursions about the mean. These excursions are
asymmetric, such that galaxies spend most of their time
in a state of low Hα luminosity compared to the mean,
and only briefly undergo periods of very high Hα lumi-
nosity. Any given observation is much more likely to
capture the former phase than the latter.
This stochasticity was ignored in earlier generations
of SPS models, but detailed comparisons between the
observations and newer SPS codes that include stochas-
ticity (Eldridge & Stanway 2009; da Silva et al. 2012)
show that stochastic star formation plus a normal IMF
is fully consistent with the data, and in fact provides
a much better match than models with the proposed
“top-light” IMFs (Fumagalli et al. 2011; Eldridge 2012;
Weisz et al. 2012). This theoretical explanation has
now received direct observational support from mea-
surements of Hα to FUV ratios in individual star clus-
ters in nearby galaxies, which show that individual clus-
ters are indeed likely to be Hα-deficient, but that this is
because a randomly-selected cluster is likely to be at
an age when it most massive stars have already left the
main sequence (Gogarten et al. 2009). However, when
the light of many clusters is added together, the summed
Hα to FUV ratio averages to the value predicted for a
normal IMF (Calzetti et al. 2010; Andrews et al. 2013),
exactly as predicted in the stochastic models. The lesson
of this history is that discrepancies between SPS mod-
els and observations that are taken as evidence of IMF
variation may in fact be due to some inadequacy in the
SPS models that had simply not been considered before.
Caution is warranted.
2.3.3. Summary of the IMF
This brings us to the third set of questions for star for-
mation theory that animates this review: can we explain
the origin of the IMF, and in particular can we explain
both the powerlaw slope at the high mass end and the
the existence of a characteristic mass in the range 0.1−1
M? Can we explain the extent to which these proper-
ties vary with star-forming environment, and can we do
so with enough confidence to extrapolate to the condi-
tions that prevailed at high redshift, when star-forming
galaxies looked very different than they do today?
3. Theoretical Background
Having reviewed the observational background on
star formation, I now turn to the physics of the star-
forming phase of the ISM. As discussed in Section 2.1,
star formation in the present-day Univese appears to oc-
cur exclusively in regions where the hydrogen is mostly
in the form of H2 and, at least at Solar metallicity, the
carbon mostly in the form of CO. If we are to under-
stand star formation, we must therefore understand the
dominant physical processes in this gas. The goal of this
section is to acquaint the reader with some of the basic
theoretical results that will be invoked over the remain-
der of this review. This section covers the chemistry
(Section 3.1), thermodynamics (Section 3.2), hydrody-
namics (Section 3.3), and global stability and force bal-
ance (Section 3.4) of molecular gas. It is helpful in this
section to keep some basic observationally-defined pa-
rameters in mind. The typical star-forming giant molec-
ular cloud in the Milky Way has a mass M ∼ 104 − 106
M, a size R ∼ 10 − 100 pc, a surface density Σ ≈ 100
M pc−2, a velocity dispersionσ ≈ 1−10 km s−1, a mag-
netic field strength B ∼ 1− 10 µG at densities nH . 300
cm−3, rising as n2/3H thereafter, and a gas temperature
T ≈ 10 K (Dobbs et al. 2014; Crutcher 2012).
3.1. The Atomic to Molecular Transition
The first question to address in understanding the
physics of the ISM is to understand what controls the
transition between H i and H2, and the related transi-
tion from C+ to CO. This may or may not be relevant
to the regulation of star formation, as I discuss below,
but the question is important regardless because the ob-
served correlation between star formation and H2, and
the corresponding lack of correlation between star for-
mation and H i, demands an explanation, and this expla-
nation must invoke the physics of the atomic to molec-
ular transition. Although H2 and CO are both lower-
energy states than atomic hydrogen and atomic carbon
plus oxygen, and the reactions required to form them
can proceed spontaneously, the bulk of the matter in the
ISM of the Milky Way and similar galaxies is in a chem-
ical state where H and C+ are the dominant repositories
of hydrogen and carbon. The reason for this is the inter-
stellar FUV field is capable of dissociating H2 and CO
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molecules, and of ionizing carbon atoms. The chemical
state of the gas is therefore determined by a competition
between formation and destruction processes.
3.1.1. Hydrogen Chemistry
Formation. Investigation of the formation and destruc-
tion of H2 in the ISM dates back to the seminal work of
Gould & Salpeter (1963) and Hollenbach et al. (1971).
Formation of H2 is less straightforward than one might
initially expect, because the most obvious reaction for
making it, H + H → H2, occurs at a rate so low as
to be negligible. The low reaction rate is a product of
the symmetry of the system; if the hydrogen atoms are
both in the ground state, then there are no allowed ra-
diative transitions that can remove the binding energy
of the free hydrogen atoms, and unless the temperature
exceeds several thousand K, the population of H atoms
in excited states is negligibly small (Gould & Salpeter
1963; Latter & Black 1991). Three-body reactions of
the form 3H → H2 + H are negligible unless the den-
sity is & 108 cm−3 (Palla et al. 1983; Abel et al. 1997),
vastly higher than typical ISM densities. Gas-phase re-
actions to form H2 therefore require the presence of free
electrons and protons, which allow the reactions
H + e → H− + hν (4)
H− + H → H2 + e (5)
and
H + H+ → H+2 + hν (6)
H+2 + H → H2 + H+. (7)
In these reactions either an electron or a proton acts as
a catalyst. In the first step, a free hydrogen undergoes
radiative association with the catalyst, which is not for-
bidden because the system is not symmetric. Then the
intermediate product encounters another hydrogen atom
and forms H2, while the catalyst particle carries off the
remaining binding energy, obviating the need for a ra-
diative transition. The former pair of reactions is gen-
erally much faster, because the lower mass of electrons
compared to protons produces a much higher radiative
association rate with H. However, the rate of this reac-
tion is sharply limited by two factors. First, the sup-
ply of free electrons (and free protons) is quite small in
the dense gas where overall reaction rates are highest –
under Milky Way conditions, typical free electron frac-
tions at densities & 1 cm−3 are . 10−4 (Wolfire et al.
2003). Second, H− is vulnerable to photodetachment:
H− + hν → H + e. This reaction turns out to occur
far more often than reaction (5) (Glover 2003). Thus
only a small fraction of H−-forming reactions go on to
catalyze the production of H2. See Lepp et al. (2002)
and Abel et al. (1997) for thorough reviews of the gas-
phase chemistry of H2 formation, including discussions
of several other, sub-dominant formation channels that
I have omitted here.
The inefficiency of H2 formation in the gas phase
makes another formation channel dominant, at least in
the modern universe: formation on the surfaces of dust
grains. Dust grains can catalyze H2 formation for the
same reason that free electrons can: the availability of a
solid surface connected to a vibrational lattice provides
a repository for the energy of formation that does not
require the very low-probability emission of forbidden
photons. The rate of H2 formation via grain catalysis
can be written as
dnH2
dt
=
1
2
(
8kBT
pimH
)1/2
ΣgrS (T )H2nHnH0
≡ RgrnHnH0 (8)
where Σgr is the total geometric cross section of
dust grains per H nucleon, S (T ) is the temperature-
dependent probability that a hydrogen atom that strikes
a dust grain sticks to it, H2 is the probability that a stuck
H atom will leave the grain by forming H2 rather than
becoming unstuck due to a thermal fluctuation or a pho-
ton, nH and nH0 are the number densities of H nucleons
and free hydrogen atoms, respectively, and the quantity
in parentheses is the usual factor for collisions of neutral
species that arises from integration over the Maxwellian
distribution of particle velocities. The factor of 1/2 ap-
pears because two H atoms must stick to a grain to pro-
duce one H2 molecule.
The quantities H2 and S (T ) can be calculated from
models or measured from laboratory experiments (e.g.
Hollenbach & McKee 1979; Cazaux & Tielens 2002,
2004; Cazaux et al. 2005), while Σgr can be constrained
approximately from the level of dust extinction in the
UV (Draine 2003, 2011, and references therein). How-
ever, a more common approach is to constrain the en-
tirety of Rgr via observations of C i, C ii, H i, and H2 col-
umn densities. In the Milky Way, such analysis points
to a total rate coefficient Rgr ≈ 3 × 10−17 cm3 s−1 (Jura
1975; Gry et al. 2002; Wolfire et al. 2008), with some
variation with environment. In the Magellanic Clouds,
where the metallicity and dust abundance are smaller,
the rate coefficient is correspondingly smaller (Brown-
ing et al. 2003). Except at very small dust abundance,
this rate coefficient is high enough so that dust-mediated
H2 formation completely dominates H2 production – see
Glover (2003) for a much more thorough comparison of
the two channels.
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Destruction. The destruction of H2 is dominated by
photodissociation by FUV photons in the interstellar ra-
diation field (ISRF). As with formation, the symmetry
of the H2 system means that the process is slightly more
complex than one might suppose at first. Although the
binding energy of H2 in the ground state is only 4.5 eV,4
transitions of the form H2 + hν → H + H are forbidden
unless one of the resulting H atoms is left in an excited
state, which requires a photon with a minimum energy
of 14.5 eV. However, since photons of this energy are
capable of ionizing neutral hydrogen, they are mostly
absent from the ISRF. Thus direct dissociation in which
both H atoms are left in the ground state is very slow
because it is forbidden, and direct dissociation with one
of the H atoms in an excited state is slow due to the lack
of sufficiently energetic photons in the ISRF.
Instead, the dominant dissociation channel is a two-
step process using lower-energy photons (Stecher &
Williams 1967). A hydrogen molecule in the ground
electronic state X(v, J), where v and J are the vibrational
and rotational quantum numbers, can make an allowed
transition to the first or second electronic states B(v′, J′)
and C(v′, J′). Since each (v, J) → (v′, J′) combina-
tion has a slightly different energy, the transitions form
a series of densely spaced lines; transitions to the first
excited state are known as the Lyman band, and those
to the second excited state are the Werner band. Both
bands have transitions in the energy range 11− 13.6 eV,
below the ISRF cutoff from neutral H ionization. An
H2 molecule in an excited electronic state will eventu-
ally spontaneously decay via photon emission back to
the ground electronic state, and there is a finite proba-
bility that this state will be an unbound one. The prob-
ability of this happening depends on the excited state
from which the decay is occurring, and thus the total
dissociation rate is the product of the excitation rate into
a given state and the dissociation probability from that
state, summed over all possible upper states. The latter
depends on quantum mechanics alone, while the former
also depends on the properties of the radiation field re-
sponsible for exciting the H2 molecules.
The unattenuated ISRF of the Milky Way carries an
energy density ≈ 6− 9× 10−14 erg cm−3 integrated over
the energy range 6−13.6 eV (Draine 1978; Mathis et al.
1983; Draine 2011). For a fixed spectral shape, the rate
at which H2 molecules are excited into the upper states
of the Lyman-Werner bands is proportional to this en-
ergy density, with the value given above corresponding
4However, the more relevant energy is the energy difference be-
tween the attractive and repulsive states at the equilibrium internuclear
separation, which is 8 − 10 eV (Gould & Salpeter 1963).
to an excitation rate (summed over all upper states) of
ζexc ≈ 3 × 10−10 s−1. The mean dissociation probabil-
ity (weighted by the relative excitation rates of the up-
per states) is fdiss = 0.11 − 0.13 depending on the as-
sumed radiation field (Draine & Bertoldi 1996; Brown-
ing et al. 2003; Draine 2011), so the net dissociation rate
is roughly ζdiss ≈ 4 × 10−11 s−1 (Draine 2011, and refer-
ences therein). Equating the formation and dissociation
rates, the expected equilibrium H2 fraction in the ISM
of the Milky Way is
nH2
nH
=
RgrnH0
ζdiss
= 8 × 10−6
(
4 × 10−11 s−1
ζdiss
) ( nH0
10 cm−3
)
.(9)
Thus H2 will be subdominant over the bulk of the ISM.
For H2 to become dominant, the density must be ex-
traordinarily high, or the photodissociation rate (and
thus the flux of FUV photons) must fall significantly.
The latter can occur in regions where the column den-
sity is high enough to attenuate the ISRF. FUV photons
can be absorbed or scattered by dust grains, and they
can also be absorbed by H2 molecules5. The balance
between the two depends on the density and metallicity
of the gas, but for gas at the density typical of the cold
neutral atomic medium, dust absorption and H2 self-
shielding contribute about equally over a broad range of
metallicities and radiation fields (Krumholz & McKee
2008; Krumholz et al. 2009a).
Formation-Destruction Balance. Detailed calculations
of the H i - H2 transition can be performed in a variety
of approximations, with some approaches emphasizing
a more faithful treatment of quantum mechanics or ra-
diative transfer, and others using less accuracy in these
areas but allowing for more general geometries and non-
equilibrium effects. For simple static geometries (gen-
erally either slabs or spheres, but in principle for any
specified geometry) one can perform a coupled numer-
ical calculation of chemical equilibrium and radiative
transfer in order to obtain the position-dependence of
both the spectrum of the radiation field and the popu-
lations of the various quantum states of H2 (Federman
5One might think that the resonant absorption by H2 would only
remove a photon if the molecule in question were actually dissociated,
but even if the molecule survives and returns to the ground state, it
generally does so via a series of rotational and vibrational transitions
giving rise to infrared photons, rather than via emission of a single
photon with energy equal to that of the initially-absorbed one. As
a result, to good approximation every absorption removes an FUV
photon, even if only ∼ 10% of absorptions lead to dissociation.
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et al. 1979; van Dishoeck & Black 1986; Black & van
Dishoeck 1987; Draine & Bertoldi 1996; Neufeld &
Spaans 1996; Spaans & Neufeld 1997; Hollenbach &
Tielens 1999; Liszt & Lucas 2000; Liszt 2002; Brown-
ing et al. 2003; Allen et al. 2004). Based in part on these
results, a number of authors have developed analytic ap-
proximations for the attenuation of the radiation field as
a function of column density (Draine & Bertoldi 1996),
and for the amount of shielding required for a transition
from H i to H2 in either slab (Sternberg 1988) or spheri-
cal (Elmegreen 1993; Krumholz et al. 2008, 2009a; Mc-
Kee & Krumholz 2010) geometry.
The basic result of all these computations is relatively
straightforward, and can be understood to first order via
a simple argument analogous to the Stro¨mgren analysis
of H ii regions (McKee & Krumholz 2010). Consider
a flux of Lyman-Werner band photons F∗0 (measured
in photons per unit area per unit time) incident on the
surface of a slab of interstellar gas of density nH. The
FUV photons will keep the surface of the slab in a form
dominated by H i, but at some depth the radiation field
will be attenuated sufficiently for the gas to transition to
H2-dominated. If we approximate that the transition is
sharp and occurs at some depth `HI into the slab, then
we can solve for the H i column density nH`HI simply
by equating the rates of H2 formation and dissociation
per unit area:
Rgrn2H`HI = fdissF∗0 ⇒ nH`HI =
fdissF∗0
RgrnH . (10)
This approximation ignores dust attenuation, but, as
noted above, this is generally not the dominant process.
It also assumes that the transition is sharp, which is a
reasonable approximation under typical conditions but
can fail in cases where the dissociating radiation field is
fairly weak (Krumholz et al. 2008; McKee & Krumholz
2010), though in this case once can still obtain a good
estimate using a somewhat more sophisticated approxi-
mation (Sternberg 1988).
Krumholz et al. (2009a) point out that the ratio F∗0/nH
is not really free, because atomic gas tends to sponta-
neously segregate into warm, diffuse, and cold, dense
phases, and the latter is likely to dominate shielding
around molecular regions. If the warm and cold atomic
phases are in pressure balance, then the characteristic
density of the cold phase is close to directly proportional
to the FUV photon flux. Since the cold phase dominates
the absorption, one can approximate the ratio F∗0/nH us-
ing this characteristic value, which can then be inserted
into the above equation to derive a characteristic H i col-
umn density that depends only on Rgr:
ΣHI = µHnH`HI ≈ 9
( Rgr
Rgr,MW
)−1
M pc−2, (11)
where Rgr,MW = 3 × 10−17 cm3 s−1 is the approximate
H2 formation rate coefficient for the Milky Way, and
µH = 2.34 × 10−24 g is the mean mass per H nucleus.
This explains why the H i - H2 transition tends to occur
at ∼ 10 M pc−2.
Non-Equilibrium Effects. The calculations mentioned
thus far are based on an assumption of chemical equi-
librium, but there is an important caveat, which is that
it is not at all clear that this assumption is a good one.
The characteristic time required for the H i - H2 balance
to reach chemical equilibrium is
tH2,eq =
1
RgrC〈nH〉 ≈ (C/10)
−1〈nH,2〉−1 Myr (12)
for the Milky Way value of Rgr. Here 〈nH〉 is
the volume-averaged number density of the gas, and
〈nH,2〉 ≡ 〈nH〉/100 cm−3. The quantity C is a clumping
factor, defined as C = 〈n2H〉/〈nH〉2, and it appears be-
cause the chemical reaction rate per unit volume varies
as the square of the volume density. This means that,
if a region has a non-uniform density, reactions within
it will proceed faster than they would in a uniform re-
gion of the same volume-averaged density. The point
to take from this calculation is that the timescale for H2
formation is shorter than the observationally-estimated
lifetime of a molecular cloud (Kawamura et al. 2009;
Koda et al. 2009), but not by a huge margin, suggest-
ing that non-equilibrium effects might be important in
some circumstances. In the last few years, several au-
thors have examined this question at a variety of size
scales. The general approach in these models is to
add a time-dependent chemical network to a hydrody-
namic or MHD simulation (Koyama & Inutsuka 2000;
Bergin et al. 2004; Glover & Mac Low 2007a,b; Pelu-
pessy & Papadopoulos 2009; Gnedin et al. 2009; Chris-
tensen et al. 2012; Mac Low & Glover 2012; Clark
et al. 2012a; Inoue & Inutsuka 2012), which can be ei-
ther one-dimensional or three-dimensional. In the latter
case, the radiative transfer and shielding must be treated
in a far more approximate manner than in the static cal-
culations, for reasons of computational cost.
Unfortunately it is difficult thus far to draw general
conclusions from this work as to the extent to which
the hydrogen chemistry deviates from equilibrium. At
∼ 100 pc and larger scales the deviation seems to be
small (Krumholz & Gnedin 2011), but at the resolu-
tion achievable in these models, the small-scale density
25
structure is unknown. Thus one must adopt a clump-
ing factor C to model the unresolved substructure that
accelerates the chemical reactions. The standard prac-
tice in large-scale models has been to adopt a value of
C calibrated so that the simulations match observations
in the Milky Way and Magellanic Couds (e.g., Gnedin
et al. 2009; Pelupessy & Papadopoulos 2009). There are
obviously potential pitfalls in this procedure.
On ∼ 1 − 10 pc scales, Mac Low & Glover (2012)
and Clark et al. (2012b) find that non-equilibrium ef-
fects are important, and that their simulations do not
reach equilibrium between formation and destruction
over timescales of several tens of Myr, long enough that
they expect clouds to be dispersed before reaching equi-
librium. However, these models focus on a small tur-
bulent region that is supposed to represent the interior
of a molecular cloud, and thus do not capture galaxy-
scale dynamics accessible to the lower-resolution sim-
ulations. Moreover, the results appear on their surface
to contradict observations showing that clouds on such
small scales do have close-to-equilibrium H i to H2 ra-
tios (Goldsmith & Li 2005; Lee et al. 2012). At present
the resolution to this problem is not clear.
One final remark on hydrogen chemistry is in order,
which is that the dependence of both the H i shielding
column (equation 11) and the equilibration time (equa-
tion 12) on Rgr has an important but subtle implica-
tion. As noted above, Rgr is observed to be substantially
smaller in the Magellanic Clouds than in the Milky Way,
and this is to be expected given their lower metallici-
ties: an ISM containing fewer heavy elements should
also have a smaller total dust surface area available to
catalyze chemical reactions. However, this means that,
at low metallicity, we expect that both the column of H i
required before the gas transitions to H2 and the time
required for the gas to reach chemical equilibrium will
rise compared to their values in the Milky Way. There is
direct evidence for an increase in the H i shielding col-
umn in low-metallicity galaxies (Fumagalli et al. 2010;
Bolatto et al. 2011; Wong et al. 2013), and as a result
of the timescale effect, even those models that predict
equilibrium under Milky Way conditions suggest that
non-equilibrium effects will become dominant once the
metallicity is reduced to ∼ 1% of Solar (Krumholz &
Gnedin 2011; Krumholz 2012).
3.1.2. Carbon Chemistry
While hydrogen is the dominant species in the ISM, it
is extraordinarily difficult to observe directly, due to its
large level spacings, the same characteristic that makes
it a very poor coolant at low temperatures. As a re-
sult, observers are generally forced to use proxies to
observe molecular gas, and the most common one is
CO. As I discuss in the next section, CO (and to a
lesser extent C+) are also the most important coolants
in molecular clouds. Thus the chemistry of carbon is
nearly as important as that of hydrogen for understand-
ing the behavior of the star-forming ISM. The forma-
tion and destruction mechanisms of CO were first ex-
plored in detail by van Dishoeck & Black (1986, 1988),
and have subsequently been elucidated by a number of
additional authors (e.g., Bergin et al. 1995; Nelson &
Langer 1999). As with H2, models for carbon chemistry
form a spectrum from those with very detailed treat-
ments of chemistry and radiative transfer but generally
simple geometries and/or simple treatments of the time-
dependence (e.g., van Dishoeck & Black 1986, 1988;
Bergin et al. 1995; Nelson & Langer 1999; Wolfire et al.
2010; Levrier et al. 2012) to those with greatly sim-
plified treatments of the chemistry and radiative trans-
fer but more more sophisticated treatments of the flow
(Glover et al. 2010; Glover & Mac Low 2011; Glover &
Clark 2012c,a; Clark et al. 2012b,a).
The formation of CO is substantially different than
that of H2 in that it is dominated by gas-phase rather
than grain-surface reactions. Since the temperatures in
regions where this reaction is taking place tend to be
low, as discussed in the next section, ion-molecule re-
actions are a key component of this process. Unlike
neutral-neutral reactions, they have rate coefficients that
are only weak functions of temperature. There are two
main pathways that lead to the formation of CO starting
from C+, O, and H2. One route passes through the OH
molecule, and can proceed in the following chain:
H2 + CR → H+2 + e + CR (13)
H+2 + H2 → H+3 + H (14)
H+3 + O → OH+ + H2 (15)
OH+ + H2 → OH+2 + H (16)
OH+2 + e → OH + H (17)
C+ + OH → CO+ + H (18)
CO+ + H2 → HCO+ + H (19)
HCO+ + e → CO + H. (20)
Here CR indicates cosmic ray. There are also a number
of possible variants (e.g., the OH+2 could form OH
+
3 be-
fore proceeding to OH, or the OH may form on the sur-
face of a dust grain rather than in the gas phase (Wolfire
et al. 2010)). The second main route is through the CH
molecule, where reaction chains tend to follow the gen-
eral pattern
C+ + H2 → CH+2 + hν (21)
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CH+2 + e → CH + H (22)
CH + O → CO + H. (23)
The rate at which the first reaction chain manufactures
CO is limited by the supply of cosmic rays that initiate
the production of H+2 , while the rate at which the sec-
ond reaction chain proceeds is limited by the rate of the
final neutral-neutral reaction. Which chain dominates
depends on the cosmic ray ionization rate, density, tem-
perature, and similar details. However, note that both of
these reaction chains require the presence of H2. The
net result is that clouds tend to have a layered structure,
as illustrated in the top panel of Figure 9. In poorly-
shielded regions where the FUV has not yet been at-
tenuated, H i and C+ dominate. Further in, where the
FUV has been partly attenuated, H2 and C+ dominate.
Finally a transition to H2 and CO as the dominant chem-
ical states occurs at the center.
CO is destroyed via radiative excitation followed by
dissociation in essentially the same manner as H2. The
shielding process for CO is slightly different however.
As with H2, photons that dissociate CO can be absorbed
both by dust grains and by CO molecules. However, due
to the much lower abundance of CO compared to H2,
the balance between these two processes is quite differ-
ent than it is for hydrogen, with dust shielding generally
the more important of the two. Moreover, there is non-
trivial overlap between the resonance lines of CO and
those of H2, and thus there can be cross-shielding of CO
by H2. The process is sufficiently complex that no good
analytic approximations exist, only fitting formulae tab-
ulated to the results of numerical calculations (e.g., van
Dishoeck & Black 1988).
The differences in formation process and shielding
between H2 and CO have several important implica-
tions. First of all, because CO formation proceeds
via ion-neutral reactions that are much faster than the
grain surface processes that dominate for H2, the time
required to reach equilibrium is much shorter. Thus
the CO abundance is generally always in equilibrium,
though that equilibrium value may change as the H2
abundance does (Glover et al. 2010; Glover & Mac Low
2011; Glover & Clark 2012c).
Second, because CO requires H2 to form, and is less
effectively shielded from the ISRF, the outer parts of
molecular clouds tend to consist of “dark gas”, where
the hydrogen is mostly in the form of H2 but the carbon
is still dominated by C+ (Wolfire et al. 2010; Glover
& Mac Low 2011); this gas is referred to as dark be-
cause it is particularly hard to observe, as the bulk of
the H2 is at temperatures too low to emit, and the lines
of C+ are not observable from the ground and tend to
be masked by the ubiquitous C+ emission of the atomic
ISM. Under Milky Way conditions, models suggest that
the dark gas is only a ∼ 30% contribution to the to-
tal molecular mass budget. However, because it cannot
self-shield effectively, CO is much more sensitive than
H2 to the dust abundance. Both models (Wolfire et al.
2010; Glover & Mac Low 2011; Krumholz et al. 2011b;
Narayanan et al. 2011, 2012; Shetty et al. 2011a,b; Feld-
mann et al. 2012a,b) and observations (Bolatto et al.
2011; Leroy et al. 2011; Genzel et al. 2012; Leroy et al.
2013; Bolatto et al. 2013) suggest that, at low metallic-
ity dark, CO-free gas can completely dominate the gas
budget of molecular clouds, leaving the CO-emitting re-
gion as only the tip of a much larger iceberg. Figure 9
demonstrates this effect using the theoretical models of
McKee & Krumholz (2010) to estimate the H2 content
and Wolfire et al. (2010) to estimate the CO content of
clouds of varying metallicities and column densities. As
the plot shows, for idealized spherical clouds the mass
in the CO-dominated region falls off significantly faster
than the mass in the H2-dominated region, so that the
ratio of the masses in these two regions decreases as the
metal and dust content do.
3.2. Thermodynamics of Molecular Clouds
Having discussed the chemical processes that gov-
ern the formation of molecular clouds, I next review the
thermal properties of this gas, which are quite different
from those of other phases of the ISM. Interstellar gas
can be heated by the grain photoelectric effect and by
cosmic rays, cooled by line emission, and, depending
on the temperature of the dust, can be both heated and
cooled by collisional exchange with the dust. Gas can
also change its temperature due to adiabatic compres-
sion or expansion, or due to dissipation of bulk motions,
either in shocks or via any other process. Determin-
ing the temperature of a gas cloud requires modeling all
of these effects, and there are a number of codes that
can perform this calculation numerically at a variety of
levels of approximation (Ferland et al. 1998; Goldsmith
2001; Lesaffre et al. 2005; Meijerink & Spaans 2005;
Le Petit et al. 2006; Narayanan et al. 2011, 2012; Clark
et al. 2012a; Krumholz 2014). However, before pro-
ceeding to a numerical solution, it is helpful to make
some order of magnitude estimates for the star-forming
phase of the ISM.
The rates of grain photoelectric and cosmic ray heat-
ing per H nucleus can be approximated by (Krumholz
2014)
ΓPE = 4.0 × 10−26χFUVZ′de−(1/2)κd,PEΣ erg s−1(24)
ΓCR = 2.4 × 10−27ζ−16 erg s−1 (25)
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and is one of the main results of our calculation. In addition, for
a 1/r mean density distribution, the column through the cloud
center is infinite, but the total mass within the τCO = 1 surface is
well defined and is one of the input parameters. In practice, we
run the PDR model to a depth of AV = 10 and adjust the inner
radius of our grid at AV = 10 so that the integrated CO cloud
mass, M(RCO), is the input value. Our results do not depend on
the value of AV we choose for the inner radius since there is so
little mass or radius contained in the small central region where
the radial AV goes to infinity as r goes to zero.
The results from the PDR code determine both the extinction
at the H i–H2 interface,AV (RH2 ) and the extinction at the surface
of the CO cloud, AV (RCO). The difference between these gives
the extinction of the dark-gas layer,
∆AV,DG ≡ AV (RCO)− AV (RH2 ). (6)
For a cloud with an r−1 density profile, corresponding to
M(r) ∝ r2, the dark-gas mass fraction is
fDG = 1−
(
RCO
RH2
)2
(7)
= 1− exp
(
−4N0∆AV,DG
N¯
)
(8)
= 1− exp
(−0.76∆AV,DG
Z′N¯22
)
(9)
= 1− exp
(−4.0∆AV,DG
A¯V
)
. (10)
This result is generalized to other density profiles in Appendix A.
The dark-gas fraction thus depends upon only two quantities, the
radial column density of the dark-gas layer, ∆N = N0∆AV,DG,
and the mean column density of the cloud, N¯ . When expressed
in terms of the extinction of the dark-gas layer, ∆AV,DG, a
dependence on the metallicity, Z′, also enters. Perhaps most
simply, when expressed in terms of∆AV,DG and A¯V , the fraction
depends only on the ratio ∆AV,DG/A¯V . This is intuitive since
(discussed later in detail), ∆AV,DG is a measure of the dark-gas
mass and A¯V is a measure of the molecular mass.
4. RADIATIVELY HEATED CLUMPS AT CONSTANT
PRESSURE
As a first step, we consider the case of isobaric clumps with
a thermal pressure that is independent of position within the
cloud. The clumps are heated by an FUV/soft X-ray radiation
field that is attenuated by the gas between the clumps and the
surface of the PDR, plus a column of 1019 cm−2. (The clumps
are also heated by the cosmic rays, but this heating is generally
less important in the dark-gas region.) The thermal pressure is
Pth = xtnckT , where xt is the sum over the abundances of all
species relative to hydrogen nuclei, xt = Σini/n; for atomic
gas xt % 1.1, while for molecular gas xt ≈ 0.6. Note that
the density derived from the isobaric PDR model is nc, the
density of the cold (T ! 300 K) gas component. We assume
that warm (T ∼ 8000 K) H i at the same thermal pressure fills
the remaining space, but we assume that this has a negligible
Figure 1. Illustration of a model cloud showing the radius RCO of the CO core,
the radius RH2 where 2nH2 = nH i (equal mass density in H atoms and H2
molecules), and Rtot the total cloud radius. Within R < RCO, gas is mainly
CO and H2. Within the range RCO < R < RH2 , gas is mainly H2 whereas the
gas-phase carbon is mainly C and C+. Within the range RH2 < R < Rtot gas is
mainly H i, whereas the gas-phase carbon is mainly C+. AV (RH2 ) is the optical
depth measured from the outer radius to RH2 , and AV (RCO) is the optical depth
measured from the outer radius to RCO.
fraction of the mass. As noted in Section 2 above, the volume
filling factor is given by fV(r) = n¯(r)/nc(r), where n¯(r) is the
locally volume-averaged H nucleus density (i.e., the density at r
averaged over the clumps since we are neglecting the interclump
medium) and nc(r) is the H nucleus density of the cold (clump)
gas.
The model outputs include the local density in the clumps,
nc(r), the volume filling factor of the clumps, fV, the fraction of
atomic hydrogen, xH i = nH i/nc, and the fraction of molecular
hydrogen, xH2 = nH2/nc = 12 (1−xH i) as functions of extinction
from the surface of the cloud, AV . The total mass in each
component is found by integrating the density distributions
M(RH2 ) =
∫ Rtot
0
2µH xH2 (r ′)nc(r ′)fV(r ′)4pir ′2 dr ′, (11)
M(RCO) =
∫ RCO
0
2µH xH2 (r ′)nc(r ′)fV(r ′)4pir ′2 dr ′, (12)
where RCO is the radius of the τCO = 1 surface, and Rtot is the
outer radius of the entire cloud, which includes (from center
outward) the CO region, the region with H2 and C+, and the
outer atomic envelope with atomic H and C+ (see Figure 1 for
an illustration of the various radii and optical depths). Note that
RCO is an input to our model, while Rtot is an output; it is the
outer radius that gives just enough shielding such that CO J =
1–0 becomes optically thick at RCO.
We have run cases for a representative cloud of mass
M(RCO) = 1 × 106 M), with incident radiation fields G′0 =
ζ ′XR = 10, and two fixed values of the pressure, Pth/k =
104 K cm−3 and 105 K cm−3, which covers the observed range
of thermal pressure deduced from 12CO and 13CO observations
of molecular clouds in the Galactic plane (Sanders et al. 1993).
For Pth/k = 104 K cm−3, the atomic-molecular transition oc-
curs at AV (RH2 ) = 0.54, the transition to optically thick CO (at
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Figure 9: Top: schematic diagram of the chemical structure of a
molecular cloud, with H i and C+ dominant at the surface, H2 and
C+ further in, and H2 and CO at the center; reprinted rom Wolfire
et al. (2010), reproduced by permission of the AAS. Middle: mass
fractions of spherical clouds of mean surface density Σ = 50, 100, and
200 M pc−2 (dashed, solid, dotted lines) where the dominant hydro-
gen form is H2 (blue) and the dominant carbon form is CO (green),
as a function of gas metallicity normalized to Solar, Z′. B tt m: ratio
of CO and H2 mass fractions. Note that all the mass fractions plot-
ted here are not the fractions of the cloud mass comprised of CO and
H2 molecules. Rather, they are, respectively, the fraction of the cloud
mass within which the majority of the carbon atoms are locked into
CO molecules, and the majority of the hydrogen atoms are locked into
H2 molecules. Since it is possible for both of these conditions to occur
simultaneously, the sum of the two mass fractions can exceed unity.
The H2 mass fraction has been computed using the analytic model
of McKee & Krumholz (2010), and the CO mass fraction using the
analytic approximation of Wolfire et al. (2010); these have been com-
bined using the method (and choice of fiducial parameters) described
in Krumholz et al. (2011b).
where χFUV is the strength of the interstellar far ul-
traviolet (FUV) radiation field normalized to the Solar
neighborhood value, Z′d is the dust abundance normal-
ized to the Solar neighborhood value, κd,PE is the dust
opacity per unit gas mass at the ≈ 1000 Å wavelengths
that dominate photoelectric heating, Σ is the gas column
density, and ζ−16 is the cosmic ray primary ionization
rate normalized to 10−16 s−1; observationally-estimated
values are ζ−16 ≈ 0.2 − 2 (Wolfire et al. 2010; Neufeld
et al. 2010; Indriolo & McCall 2012), and ionization
rates in the well-shielded interiors of molecular clouds
are probably toward the low end of this range. The fac-
tor of 1/2 in the exponent of equation (24) amount to
approximating that the typical atom inside an optically
thick cloud is shielded by an amount equal to half the
area-averaged cloud optical depth.
For Milky Way dust κd,PE ≈ 500 cm2 g−1 (Draine
2003), and combining this with the typical surface den-
sity Σ ≈ 100 M pc−2 mentioned above, we see that
the κd,PEΣ ≈ 10, so the exponential factor in equation
(24) is of order a few times 10−3. As a result cos-
mic ray heating is probably dominant over photoelec-
tric heating in molecular cloud interiors, though they
are likely competitive at cloud surfaces, in clouds with
low surface densities, and in regions with FUV radiation
fields significantly stronger than the Solar neighborhood
value. Note that, because much of the mass in molecu-
lar clouds lies are relatively low column densities, FUV
heating may be dominant for most of the mass, even if
it is sub-dominant in the coldest regions (McKee 1989).
The rate of grain-gas energy exchange is roughly
Ψgd = αgdnHT 1/2g (Td − Tg), (26)
where Tg and Td are the gas and dust temperatures, and
αgd ≈ 1× 10−33 erg cm3 K−3/2 (Goldsmith 2001; Young
et al. 2004; Krumholz et al. 2011b; Krumholz 2014) is
the dust-gas coupling coefficient for an H2-dominated
medium. This value is uncertain at the factor of few
level, and is dependent on the values adopted for the
grain surface area per H atom and on the accommo-
dation coefficient for H2-grain collisions. At typical
molecular cloud gas temperatures Tg ≈ 10 K and dust-
gas temperature differences Td − Tg ≈ 10 K, this rate is
negligible compared to cosmic ray heating until the den-
sity is quite high, nH ≈ 104 − 105 cm−3. Most material
in star-forming clouds is not that dense, and so coupling
to dust grains is unimportant for gas thermodynamics,
though it still controls the flow of radiant energy. How-
ever, once the density is high enough for grain-gas cou-
pling, as in denser “clump” regions, dust becomes dom-
inant.
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The rate at which shocks or other forms of dissipation
of bulk motion can heat a cloud is determined by the
energy content of the bulk motions and by how quickly
their kinetic energy can be converted to thermal energy.
As discussed in detail in the following section, the time
required for this is generally of order a crossing time, so
in a cloud of characteristic density ρ, velocity dispersion
σ and radius R, the rate of shock heating is expected to
be
Γdiss ≈ ρσ
3
R
≈ 8 × 10−27nH,2σ30R−11 erg s−1, (27)
where σ0 = σ/1 km s−1 and R1 = R/10 pc. Rates
of change of the internal energy due to adiabatic ex-
pansion or contraction are at most of this order. This
is generally smaller than the rate of cosmic ray heat-
ing, though not by a huge margin. The above estimate
probably also overstates the importance of dissipation
heating, because such heating tends to be highly lo-
calized and provide high heating rates over small vol-
umes. The extra heat injected in these small volumes
is more efficiently radiated away by the higher temper-
ature gas that it produces, and thus the impact on the
median gas temperature is less than one would naively
expect. However, there is considerable debate on the
subject of whether dissipation heating might in fact be
more important than cosmic rays, with some authors ar-
guing that it is (Pan & Padoan 2009) and others dis-
agreeing (Li et al. 2012b).
Rates of cooling are more difficult to estimate, as they
depend on the chemical state of the gas. Moreover, in
regions where CO is the dominant carbon form, cool-
ing is dominated by optically-thick lines of CO, and the
effects of optical depth and (for higher J levels) sub-
thermal excitation are non-trivial to estimate. CO is
a quantum rotor, and the rate of cooling by the vari-
ous rotational transitions of CO is determined by the
competition between optical depth effects, which sup-
press cooling from low J levels because the photons
cannot escape, and excitation effects, which suppress
cooling in high-J lines because the relevant levels are
sub-thermally populated due to low densities. A very
rough rule of thumb is that the cooling will be domi-
nated by the lowest J level that is marginally optically
thin, and that this level will have a population that is
not too far from its local thermodynamic equilibrium
(LTE) value; for CO molecules in Galactic giant molec-
ular clouds, this competition tends to result in cooling
being dominated by transitions between J = 2→ 1 and
J = 5→ 4, depending on the conditions in the emitting
region.
For an optically thin transition of a quantum rotor
where the population is in LTE, the rate of energy emis-
sion per H nucleus from transitions between angular
momentum quantum numbers J and J − 1 is given by
ΛJ,J−1 = xem
(2J + 1)e−EJ/kBT
Z(T )
· AJ,J−1(EJ − EJ−1) (28)
EJ = hBJ(J + 1) (29)
AJ,J−1 =
512pi4B3µ2
3hc3
J4
2J + 1
. (30)
Here xem is the abundance of the emitting species per
H nucleus, T is the gas temperature, Z(T ) is the parti-
tion function, AJ,J−1 is the Einstein A coefficient from
transitions from state J to state J − 1, EJ is the en-
ergy of state J, B is the rotation constant for the emit-
ting molecule, and µ is the electric dipole moment of
the emitting molecule. The first equation is simply the
statement that the energy loss rate is given by the abun-
dance of emitters multiplied by the fraction of emitters
in the J state in question times the spontaneous emission
rate for this state times the energy emitted per transition.
Note that there is no explicit density dependence as a re-
sult of our assumption that the level with which we are
concerned is in LTE. The latter two equations are gen-
eral results for quantum rotors. The CO molecule has
B = 57 GHz and µ = 0.112 Debye, and at Solar metal-
licity its abundance in regions where CO dominates the
carbon budget is xCO ≈ 1.1 × 10−4 (Draine 2011). For
these values, at T = 10 K, cooling rates for J = 1−5 are
of order 10−27−10−26 erg cm−3, comparable to the heat-
ing rate from cosmic rays, which is why the equilibrium
temperature is ∼ 10 K.
As discussed in the previous section, at sub-
Solar metallicity molecular clouds are increasingly-
dominated by regions where the dominant form of car-
bon is C+ rather the CO. Calculation of the cooling rate
in this case is much simpler, as C+ cooling is dominated
by a single line (at 158 µm), and this line is generally op-
tically thin (Krumholz 2012). The cooling rate through
this line, assuming that the chemical composition is
dominated by H2 and neglecting the sub-dominant con-
tribution from collisional excitations of C+ by He and
by free electrons, is
ΛC+ ≈ kC+−H2 xC+kBTC+
(nH
2
)
, (31)
where kC+−H2 ≈ 6.6 × 10−10e−TC+ /T cm3 s−1 is the colli-
sional excitation rate coefficient for C+ by H2 6, TC+ =
6The value given is for an H2 mixture of 0.25 ortho-to-para;
this rate coefficient comes from the Leiden Atomic and Molec-
ular Database, http://home.strw.leidenuniv.nl/∼moldata/
(Flower & Launay 1977; Flower 1988; Scho¨ier et al. 2005).
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91 K is the energy of the upper state measured in K,
xC+ ≈ 1.1 × 10−4Z′ is the carbon abundance (Draine
2011), and Z′ is the metallicity relative to Solar. At a
density nH = 100 cm−3 and a temperature of 10 K, this
cooling rate is of order 10−30 erg cm−3 s−1, far less than
the heating rate. However, due to the exponential fac-
tor in kC+−H2 it is extremely sensitive to temperature, so
that the C+ cooling rate becomes of order 10−27 − 10−26
erg cm−3 s−1, comparable to the heating rate, at temper-
atures of ∼ 20 − 30 K. We therefore expect equilibrium
temperatures of 20 − 30 K in regions where C+ rather
than CO dominates the cooling.
In addition to providing an estimate of the equilib-
rium temperature, the above analysis reveals a few other
interesting points. First, the temperature will be rela-
tively insensitive to variations in the local heating rate.
The cosmic ray and photoelectric heating rates are to
good approximation temperature-independent, but the
cooling rate is extremely temperature sensitive because,
for the dominant cooling lines, either C+ or CO, the
level energies are large compared to kBT . For C+ cool-
ing, equation (31) implies that the cooling rate is ex-
ponentially sensitive to temperature. For CO, equation
(28) would seem to suggest the same thing, but in fact
the true dependence is somewhat shallower because as
the temperature changes the level that dominates the
cooling also changes. Hollenbach & McKee (1979) find
that the cooling rate scales as temperature roughly as a
powerlaw ΛCO ∝ T p with p ≈ 2 − 3. Regardless of the
exact functional form, the implication is that the tem-
perature will only be a weak function of the gas heat-
ing rate, because even a small change in temperature
will produce a large change in the heating rate. In re-
gions where cosmic ray heating dominates, this means
that there are unlikely to be significant temperature vari-
ations. As noted above, there are significant portions
of molecular clouds where photoelectric heating domi-
nates, and these will experience somewhat larger tem-
perature variations. Even there, though, simulations
suggest that these variations will be limited to factors
of a few (Glover et al. 2010).
A second important point is the timescales involved.
The thermal energy per H nucleus for a gas of molecular
hydrogen is e = (3/4) f kT , where the factor f is a num-
ber of order unity that depends on the temperature and
the division of H2 between ortho- and para-states (Bo-
ley et al. 2007; Tomida et al. 2013; Krumholz 2014).
The characteristic time for the gas to return to thermal
equilibrium is simply this energy divided by the cool-
ing rate, teq ≈ e/Λ. Depending on the exact temper-
ature and density, this timescale is generally of order
10 − 100 kyr. In comparison, the crossing timescale
is tcross = R/σ = 10(R1/σ0) Myr, and the free-fall
timescale is similar. Thus the timescale for the gas in
a molecular cloud to reach thermal equilibrium is ex-
tremely small compared to any reasonable estimate of
the mechanical time scale. The timescale is longer at
lower metallicity where the CO abundance is smaller,
but at typical molecular cloud densities above 100 cm−3,
it remains smaller than the dynamical timescale down
to metallicities as low as ∼ 0.1% of Solar (Krumholz
2012).
The combination of a temperature that is quite insen-
sitive to variations in the local heating rate due to the
stiffness of the cooling function, and a cooling timescale
that is very short compared to the mechanical timescale,
means that in many circumstances one can regard the
gas in molecular clouds as roughly isothermal. This has
important consequences for the dynamics, as I discuss
in the next section.
To verify the analytic estimates made above, Fig-
ure 10 shows some sample numerical results computed
using the despotic code (Krumholz 2014). The code
self-consistently computes the chemical state of the gas
using a reduced chemical network (Nelson & Langer
1999), and the temperature of the gas including all of
the processes listed above except dissipation heating;
it handles optically-thick line cooling using an escape
probability approximation. The numerical results con-
firm the analytic estimates above. In particular, the fig-
ure shows that, once the chemical composition becomes
dominated by CO, the temperature is nearly indepen-
dent of density, it is set by a competition mostly between
CO line cooling and cosmic ray heating (with a small
but non-negligible contribution from photoelectric heat-
ing), and that the cooling time is always much shorter
than the free-fall time. (In a region of active star forma-
tion, the infrared radiation field would be larger, and the
dust heating term would also become a significant con-
tributor at the higher densities.) Moreover, the numer-
ical results show that the thermodynamics are not very
different even when the carbon is mostly in the form of
C+, again in accordance with our analytic estimates. In
that case, the cooling is dominated by C+ rather than CO
line emission, and the temperature is somewhat higher,
15−20 K rather than 5−10 K, but otherwise the gas re-
mains subject to cooling on a timescale short compared
to any mechanical timescale.
3.3. Flows in Molecular Clouds
3.3.1. Characteristic Numbers
The low temperatures of molecular clouds imply that
their sound speeds are small: the isothermal sound
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Figure 10: Properties of a cloud interior versus mean density com-
puted using the despotic code (Krumholz 2014). The first and sec-
ond panels show the equilibrium gas temperature and the chemical
composition, where fCO and fC+ show the fraction of all carbon nu-
clei in the form of CO and C+, respectively. The third panel shows
rates of heating due to cosmic rays, the grain photoelectric effect, and
dust-gas energy exchange, and the rates of cooling due to CO and
C+ line emission, as indicated by the legend; all heating and cool-
ing rates are per H nucleus. Finally, the bottom panel shows the
ratio of the thermal equilibration and free-fall times; the former is
defined as teq = eint/Γ = eint/Λ, where Γ and Λ are the total heat-
ing and cooling rates per H nucleus (equal in equilibrium) and eint is
the internal energy per H nucleus. These properties have been com-
puted for a cloud with mean column density NH = 1022 H cm−2,
virial ratio αvir = 1, with molecular hydrogen and helium abundances
xo−H2 = 0.1, xp−H2 = 0.4, and xHe = 0.1 per H nucleus, and us-
ing χ = 1, ζ−16 = 0.3, an infrared radiation field temperature of
10 K. For more information on these parameters and how they are
defined in the despotic code, see Krumholz (2014); the script that
generated this figure is included in the despotic package, available
at https://code.google.com/p/despotic/.
speed cs ≈ 0.2 km s−1 for H2-dominated gas at 10 K.
However, the observed linewidths of molecular clouds,
σ ≈ 0.5 − 10 km s−1, are far larger than this. Indeed,
large linewidths seem inevitable simply based on cloud
masses. The natural velocity scale in a cloud of mass
M and radius R is roughly
√
GM/R = 6.6(M5/R1)1/2
km s−1, where M5 = M/105 M. Even if a gas cloud
initially had a velocity much smaller than this, gravity
would accelerate it to a speed of this order in a time
comparable to the free-fall time. Thus the gas within
molecular clouds is highly supersonic. In terms of the
dimensionless numbers routinely used to describe hy-
drodynamics, the Mach numberM of flows in molecu-
lar clouds is  1. In contrast, the flows are not neces-
sarily fast compared to the Alfve´n speed,
vA =
B√
4piρ
= 1.8B1n
−1/2
H,2 km s
−1 (32)
where B1 = B/10 µG. The Alfve´n Mach number MA,
which measures the ratio of the characteristic speed to
vA, is closer to unity. Whether it is actually about unity
or is somewhat lower or higher is a subject of signifi-
cant observational and theoretical debate, as the obser-
vations required to measure MA are highly non-trivial
(Padoan et al. 2004a,b; Heyer & Brunt 2012; Crutcher
2012). One important implication of M  1 while
MA ∼ 1 is that the thermal pressure in molecular clouds
is far smaller than the magnetic pressure; we parameter-
ize this through the ratio
β =
ρc2s
B2/8pi
= 2
(MA
M
)2
 1. (33)
In addition to being supersonic and about trans-
Alfve´nic, the motions within molecular clouds are also
certainly turbulent. The transition to turbulence is an
unsolved problem in physics, but is associated with the
Reynolds number of the flow, which is the ratio of the
size scale of the system to the dissipation scale. For-
mally, for a system of size L, characteristic velocity V ,
and kinematic viscosity ν, the Reynolds number is
Re =
LV
ν
; (34)
here ν/V is the characteristic dissipation length. For a
non-magnetic diffuse gas (I discuss magnetic effects be-
low), the kinematic viscosity is ν = 2uλ, where u is
the root mean square particle speed and λ is the particle
mean free path. The RMS particle speed is comparable
to the sound speed, so u ∼ 0.2 km s−1 in a molecu-
lar cloud. The mean free path λ ∼ 1/nσ, where n is
the particle number density and σ is the cross section,
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typically ∼ 0.01 − 1 nm2 for a neutral particle like H2.
At a density n ∼ 100 cm−2, this implies λ ∼ 1012 cm,
so ν ∼ 1016 cm2 s−1. Combining this viscosity with a
length scale of 10 pc and a velocity scale of 1 km s−1
implies that the typical Reynolds number in molecular
clouds is Re ∼ 109. Flows at such high Reynolds num-
bers are invariably turbulent.
However, it is important to note that ordinary fluid
viscosity is not the only, or even the dominant, dissipa-
tive process operating inside molecular clouds. While
there are a large number of non-ideal effects that be-
come important in exceptional circumstances, for ex-
ample inside shocks or in very high density regions, the
dominant effect in the bulk of molecular clouds is ion-
neutral drift, also known as ambipolar diffusion (AD).
This, rather than ordinary fluid viscosity, is probably
the dominant dissipation mechanism inside molecular
clouds, at least for motions that are not purely aligned
with the magnetic field (Li et al. 2012b).
AD is a non-ideal MHD process that occurs in
weakly-ionized plasmas. Because ionizing photons can-
not penetrate molecular clouds, cosmic rays are the only
significant source of free ions and electrons in them.
As a result, their ionization fractions tend to be very
low, ranging from a few times 10−4 in regions where
the carbon is mostly C+ down to as low as ∼ 10−9 in
the most dense, shielded regions. A rough fit is given
by χi ≈ 6.3 × 10−7ζ1/2−16n−1/2H,2 (McKee et al. 2010). The
electrons and ions feel Lorentz forces from the magnetic
field, but the neutrals do not, and thus are capable of
drifting across magnetic field lines. This leads to the de-
velopment of a bulk drift between the ions tied to field
lines and the neutrals crossing them. At high ioniza-
tion fractions, neutrals and ions collide frequently, so
this bulk drift is kept small. When there are very few
ions, however, neutrals may travel significant distances
before colliding with an ion, leading to significant drift
velocities. When the neutrals do eventually collide and
transfer momentum to the ions, the result is dissipation:
conversion of the bulk flow into heat.
One can define a length scale for the dissipation asso-
ciated with ambipolar diffusion just as one can for vis-
cous dissipation (Balsara 1996; Zweibel & Brandenburg
1997; Zweibel 2002; Li et al. 2006a, 2008; Tilley & Bal-
sara 2011),
LAD =
〈B2〉
4piγADχiρ2
, (35)
where 〈B2〉 is the root mean square magnetic field
strength, γAD ≈ 9.2 × 1013 cm3 g−1 s−1 is the coupling
coefficient describing ion-neutral collisions, χi is the ion
mass fraction, and ρ is the total density including both
ionized and neutral species. Similarly, one can define an
ambipolar diffusion Reynolds number ReAD = L/LAD
in analogy to the ordinary fluid Reynolds number. (One
can also define the more traditional magnetic Reynolds
number by considering the length scale on which Ohmic
dissipation will damp out motions, but under the con-
ditions found in molecular clouds, ambipolar diffusion
is usually the more important non-ideal MHD process.)
Flows with ReAD  1 behave similarly to those gov-
erned by ideal MHD except on very small scales. In
those with ReAD  1, the neutrals behave as a purely
hydrodynamic (i.e., non-magnetized) fluid, while the
ions behave as a separate, decoupled, fluid governed by
ideal MHD. When ReAD ∼ 1, there can be significant
dissipation.
The actual values of LAD and ReAD in molecular
clouds are difficult to estimate for the same reasons that
MA is: it is not easy to measure reliable magnetic field
strengths. There are promising statistical diagnostics
based on measuring the differences in spectra between
ions and neutrals (Li & Houde 2008; Li et al. 2010;
Tilley & Balsara 2010; Li et al. 2012a; Downes 2012;
Meyer et al. 2013), and both observations using this
technique and using direct estimates of the field strength
and density suggest LAD ∼ 0.05 pc, with quite signifi-
cant uncertainty. This implies that ReAD is of order tens
to hundreds. This is large enough to place clouds close
to the ideal MHD limit in most circumstances, though
deviations from this limit on small scales have poten-
tially interesting dynamical effects. However, it is im-
portant to note that, even if AD is the dominant dissi-
pation mechanism, it does not mean that there is no tur-
bulence below the scale LAD, just that the turbulence
on scales below LAD will be hydrodynamic rather than
magneto-hydrodynamic (e.g., Oishi & Mac Low 2006).
Li et al. (2012b) find that, for typical molecular cloud
conditions, ∼ 70% of the dissipation occurs through AD
heating on a length scale LAD, while the remaining 30%
occurs through viscosity on scales smaller than LAD.
3.3.2. Turbulence: Numerical Studies
We have seen that molecular clouds are nearly-
isothermal media characterized by supersonic and trans-
or super-Alfve´nic turbulence. This turbulence will alter
their density and velocity structures. Most work on this
topic has focused on fully-developed turbulence that has
reached statistical steady state, although, as I discuss
below, there is some debate about whether molecular
clouds actually live long enough to reach this condition.
Putting this question aside for now, in this and the next
subsections I review some important results about the
properties of supersonically-turbulent media.
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Most numerical studies of this topic are conducted
using simulations of periodic boxes, within which tur-
bulence is artificially driven by adding random veloci-
ties on large spatial scales. The large-scale turbulence
then cascades down and generates structure on smaller
scales, before dissipating on yet smaller scales. The
largest scales are known as the driving scale, the small-
est scale on which the turbulence damps out is the dis-
sipation scale, and the intermediate scales are known as
the inertial range. If a simulation has sufficient resolu-
tion to provide a large separation between the driving
and dissipation scales, then the behavior in the inertial
range is (hopefully) a reflection of the physics of turbu-
lence and not the artificial manner in which it is driven
or dissipated. It is worth noting, however, that no simu-
lation even remotely approaches the actual ratio of driv-
ing to dissipation scale in molecular clouds, which is
the Reynolds number, Re ∼ 109, though it is possible
to approach the ratio of driving to AD dissipation scale,
since ReAD . 300.
Turbulence is generally characterized by the statistics
of density and velocity (and magnetic field for MHD
turbulence) in the turbulent medium. These can be
single-point statistics, such as the probability distribu-
tion function (PDF) of density or velocity, which de-
scribes the distribution of density or velocity at a ran-
domly chosen point in space. They can also be two-
point statistics describing the correlation or PDF of
density or velocity smoothed over some particular size
scale. Given the vast nature of the study of turbulence,
there are numerous results both numerical and analytic,
and so I focus on only the few most relevant for what
follows. For a more thorough introduction to the statis-
tics of turbulence as they apply to molecular clouds, see
McKee & Ostriker (2007) and Hennebelle & Falgarone
(2012).
3.3.3. Turbulence: Velocity Statistics
The velocity field in a turbulent medium can be char-
acterized by a number of statistics. The most basic one
is the PDF of velocities at a point. In a non-magnetized
supersonically-turbulent medium where the root mean
square velocity is σv, the PDF of a single component
of the velocity follows a Gaussian distribution centered
on σv, while the PDF of the magnitude of the vector
velocity follows a powerlaw below σv with a Gaussian-
like cutoff above σv (Krumholz et al. 2006b); it is un-
known how the presence of a magnetic field modifies
this result. However, this quantity carries no informa-
tion about the spatial structure of the flow, and so it is
rarely used. It is much more common to describe the
spatial structure of the flow using a variety of mathemat-
ical tools including autocorrelation functions, structure
functions, and power spectra. For all of these statis-
tics, the goal is to characterize how rapidly the velocity
changes as one moves between two points in a turbu-
lent flow. The autocorrelation function of the velocity
quantifies this as
A(r) ≡ 〈v(x) · v(x + r)〉 , (36)
where v(x) is the vector velocity at position x, and the
average is over all positions. Note that A(0) is simply
the mean square velocity in the flow. If the turbulence
is isotropic, then A(r) should depend only on r = |r|. In
a flow of constant velocity A(r) is constant, but in a tur-
bulent flow we expect A(r) to decrease as r increases, as
the velocities at points distant from one another become
less and less correlated. It is convenient to express this
scale-dependence in Fourier space. If we define
v˜(k) ≡ 1√
2pi
∫
v (x) e−ik·x d3x, (37)
then we can define the power spectrum Ψ(k) ≡ |v˜(k)|2.
The Wiener-Khinchin theorem then tells us that the
power spectrum is simply the Fourier transform of the
autocorrelation function:
Ψ(k) =
1
(2pi)3/2
∫
A(r)e−ik·r d3r. (38)
If the turbulence is isotropic then Ψ(k) should be a func-
tion of k ≡ |k| alone. In such cases it is common to
normalize out the volume element by defining
P(k) ≡ 4pik2Ψ(k). (39)
The difference is that Ψ(k) is the power per unit vol-
ume in k-space, while P(k) is the total power contained
in modes with wave numbers from k to k + dk. Un-
fortunately both P(k) and Ψ(k) are commonly-referred
to as the “power spectrum” in the literature, and so in
reading papers one must be careful to understand which
quantity is being discussed! In general we expect that
P(k) will be a power law in k for any system where the
Reynolds number is large, simply because power laws
are common in any system where there is a large sep-
aration of scales, as there is in any turbulence problem
where Re  1.
One can relate the index of the power spectrum to the
velocity dispersion σv(`) measured over a certain size
scale ` by a simple argument. Suppose that the power
spectrum scales as P(k) ∝ k−n. The total kinetic energy
within a region of size ` must be proportional to σ(`)2,
but we can also calculate it from the power spectrum:
σv(`)2 ∝
∫ ∞
2pi/`
P(k) dk ∝ `n−1. (40)
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Thus it follows immediately that the velocity dispersion
σv(`) ∝ `(n−1)/2. This scaling is commonly referred to as
a linewidth-size relationship, since its observable mani-
festation is that the linewidths of clouds depend on their
size (Larson 1981). It is common to express this result
in terms of a sonic length `s, defined by
σv = cs
(
`
`s
)(n−1)/2
. (41)
Thus the quantity `s is simply the length scale for which
the non-thermal velocity dispersion is equal to the sound
speed; one may think of it as defining the normalization
of the linewidth-size relation.
For subsonic hydrodynamic turbulence, the classic
theory of Kolmogorov (1941)7 shows that P(k) ∝ k−5/3,
and Goldreich & Sridhar (1995) propose a model to ex-
tend this result to subsonic MHD turbulence, where the
assumption of isotropy must break down because the
magnetic field introduces a preferred direction. In this
model the power spectrum is no longer isotropic. It fol-
lows the Kolmogorov scaling in the direction perpen-
dicular to the field, P(k⊥) ∝ k−5/3⊥ , while the same level
of power in the parallel direction is found at a smaller
wavenumber k‖ ∝ k2/3⊥ . More recently, however, this
analytic estimate has been called into question, and the
topic remains under discussion (Hennebelle & Falgar-
one 2012, and references therein).
Not surprisingly given its complexity, the theory of
supersonic turbulence, either magnetized or unmagne-
tized, is much less well-developed. Partial analytic
models have been proposed by Boldyrev (2002) and
Galtier & Banerjee (2011), and these have some sup-
port from numerical simulations (Kritsuk et al. 2013b),
but there is no theory as well-developed as those of ei-
ther Kolmogorov or Goldreich and Sridhar. In the limit
of infiniteM and Re, one expects the flow to consist of
a series of infinitesimally thin shocks, and thus for the
velocity field to consist of a series of step functions. The
power spectrum of a step function is P(k) ∝ k−2, and so
heuristically one expects a power spectrum of roughly
this slope for supersonic turbulence. It is important to
stress, however, that this is only a heuristic argument;
at present we have no rigorous derivation of the power
spectrum for supersonic isothermal turbulence, with or
without a magnetic field. Numerical simulations appear
to show a steepening of the power spectrum from the
Kolmogorov scaling P(k) ∝ k−5/3 to something closer to
P(k) ∝ k−2 as the Mach number increases (Kritsuk et al.
2007; Federrath & Klessen 2013), but the exact form
7see (Kolmogorov 1991) for an English translation
of the steepening appears to depend on the way that
the turbulence is driven, and even the highest-resolution
simulations to date (40963 for hydrodynamic turbulence
(Federrath & Klessen 2013)) still achieve inertial ranges
that are less than a decade wide. Figure 11 shows a
power spectrum measured from one of the most recent
simulations.
3.3.4. Turbulence: Density Statistics
The statistics of the density field are also of interest,
and the most basic statistic is, as with velocity, the PDF.
This was first studied numerically in the non-magnetic
case by Vazquez-Semadeni (1994), and this work has
since been generalized to include ideal and non-ideal
MHD and self-gravity, and simulated at ever-higher res-
olution, by a large number of authors (Padoan et al.
1997; Scalo et al. 1998; Passot & Va´zquez-Semadeni
1998; Ostriker et al. 1999; Klessen 2000; Kritsuk et al.
2007; Kowal et al. 2007; Federrath et al. 2008; Li et al.
2008; Lemaster & Stone 2008; Schmidt et al. 2009;
Burkhart et al. 2009; Federrath et al. 2010b; Price &
Federrath 2010; Price et al. 2011; Kritsuk et al. 2011a;
Collins et al. 2012; Konstandin et al. 2012; Molina et al.
2012; Downes 2012; Federrath 2013a). Numerical sim-
ulations have been complemented by a number of an-
alytic studies aimed at deriving the density PDF from
first principles (Vazquez-Semadeni 1994; Molina et al.
2012; Hopkins 2013b). The general result of this work
is that the density PDF for non-self-gravitating, isother-
mal, ideal MHD turbulence is well-approximated by a
lognormal distribution
p(s) ds =
1
2piσ2s
exp
[
− (s − s0)
2
2σ2s
]
ds, (42)
where s = ln(ρ/ρ), ρ is the volume-averaged mean den-
sity in the region under consideration, and mass conser-
vation requires that s0 = −σ2s/2. This is the volume-
weighted PDF, i.e., the PDF for the density at a ran-
dom position. It is straightforward to show via a change
of variables that the corresponding mass-weighted PDF
(i.e., the PDF is one samples a random mass element,
rather than a random position) is identical in functional
form but with s0 replaced by −s0. The width σs of
the lognormal is a function of M, MA, and of the mix
between solenoidal and compressive modes present at
the driving scale. For MA  1, Padoan & Nordlund
(2011b) and Molina et al. (2012) find that
σ2s ≈ ln
(
1 + b2M2 β0
β0 + 1
)
, (43)
where β0 is the ratio of the thermal to magnetic pressure
at the mean density and magnetic field strength, and b is
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Figure 6. Compensated Fourier power spectra of the velocity, P (v)/k 2 (top) and the density-weighted velocity, P (⇢1/3v)/k 5/3
(bottom) for solenoidal driving (left) and compressive driving (right). Di↵erent line styles show di↵erent grid resolutions and grey error
bars indicate the 1-sigma temporal variations (only shown for the 40963 data). The extent of the scaling range (inertial range) is indicated
by the dotted lines, showing di↵erent power-law scalings in each panel, for comparison. Thin solid lines in each panel are power-law fits
within the most reasonable scaling ranges (5 6 k 6 20 for solenoidal driving and 10 6 k 6 30 for compressive driving), considering how
each of the spectra changes with increasing resolution and considering contamination by the bottleneck e↵ect (see text for details).
equivalent to the reduction in shock width between Mach 6
and Mach 17 turbulence.
From this analysis, we see that at least a resolution of
40963 grid cells is required to resolve the inertial range for
supersonic turbulence with higher Mach number (M ⇡ 17).
And even with such high resolution, the inertial range only
extends between k ⇡ 10–30. We emphasise that the P (⇢1/3v)
spectrum for compressive driving would have been consis-
tent with the universal hypothesis of k 5/3 scaling, if we
had only resolved it up to 10243 grid cells (see the relatively
flat dashed and dot-dashed lines for 5123 and 10243 resolu-
tions in the bottom, right panel of Figure 6). In contrast,
the additional 20483 and 40963 calculations clearly demon-
strate a significant steepening to P (⇢1/3v) / k 19/9 in the
scaling range 10 6 k 6 30, before P (⇢1/3v) flattens again for
k & 40 due to bottleneck contamination there. The steepen-
ing to k 19/9 is basically absent for resolutions Nres . 1024,
because the bottleneck e↵ect artificially flattens the spec-
tra, i.e., we would have measured a shallower slope closer to
k 5/3, if we had included scales in the fit that are a↵ected by
the bottleneck e↵ect. Thus for fitting the spectra, great care
must be exercised in choosing converged scales that reflect
the physical scaling of supersonic turbulence, which requires
extremely high resolution for M & 15 turbulence, such as
in many molecular clouds.
Given all statistical and numerical uncertainties, and
given the systematic evolution of the spectra with increas-
ing resolution in Figure 6, our measured slopes for the 40963
models are converged to within an uncertainty of < 10%,
which we estimated by extrapolating the slopes for 10243,
20483, and 40963 resolutions to the limit of infinite resolu-
tion (the temporal variations are of order < 5%). Varying
the fit range arbitrarily between kmin = 5 and kmax = 30
(given the constraint that kmax/kmin > 2) changes the mea-
sured slopes by less than 10%. Thus, the P (⇢1/3v) slopes
are significantly di↵erent between solenoidal and compres-
sive driving.
To see that the slopes of the P (⇢1/3v) spectra are also
converged in time, we fit each individual flow snapshot
within the fully-developed regime of turbulence. This analy-
sis is shown in Figure 7, demonstrating convergence and em-
phasising our main result: the spectral slope of the density-
weighted velocity ⇢1/3v is  1.74±0.05, only slightly steeper
than Kolmogorov (1941) scaling, while compressive driving
yields a significantly steeper slope of  2.10±0.07, consistent
with the theoretical prediction in Galtier & Banerjee (2011).
4.4 Why is the scaling of ⇢1/3v not universal?
The reason for the dependence of P (⇢1/3v) on the driving
that we found above can be seen in the theoretical deriva-
tion by Galtier & Banerjee (2011) of the scaling in Equa-
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Figure 11: Measured velocity power spectra in simulations of supersonic hydrodynamic turbulence, reprinted with permission from Federrath &
Klessen (2013). The left panel shows the results with purely solenoidal driving, and the right panel with purely compressive driving. The quantities
plotted are “compensated” power spectra, P(k)/k−2, so that a spectrum P(k) ∝ k−2 appears flat. The Kolmogorov slope P(k) ∝ k−5/3 is indicated.
Different colors correspond to different resolution, and gray error bars show 1σ variations in time for the 40963 run. The black straight line is a
fit to the 40963 simulation over the inertial range, 5 ≤ k ≤ 20 for solenoidal driving, and 10 ≤ k ≤ 30 for compressive driving. The drop at low
k shows the energy injection scale, and the bump at large k is the bottleneck effect (Dobler et al. 2003), which results from the transition between
one-dimensional and three-dimensional turbulence that occurs at scales near the resolution limit of the computational grid.
a parameter describing the compressive-solenoidal mix,
with b = 1/3 corresponding to purely solenoidal driv-
ing and b = 1 to purely compressive. “Natural” driv-
ing, in which the driving field contains a random mix
of solenoidal and compressive components, produces
b ≈ 1/2.
That the functional form should be close to lognormal
is n t surpri ing, as in a turbulent isothermal medium
the gas at any given position is subjected to a large num-
ber of random shocks and rarefactions that cause the
density to be multiplied by random numbers; the cen-
tral limit theorem requires that the product of a large
number of independent random factors be a lognormal
distribution (also see (Pope & Ching 1993; Kevlahan &
Pudritz 2009)). However, there is no formal proof that
the distribution is exactly lognormal.
The introduction of physics beyond isothermal ideal
MHD can alter the PDF substantially. An equation of
state that is non-isothermal causes the PDF to develop
a power law tail in excess of the lognormal; if ratio
of specific heats γ is smaller than unity, the tail is on
the high-density side, while if it is larger than unity
the tail is on the low-density side (Passot & Va´zquez-
Semadeni 1998; Scalo et al. 1998; Audit & Hennebelle
2010). Self-gravity also causes the PDF to develop a tail
to high densiti s, which becomes progressively more
prominent and develops a flatt r and flatte slope as
more of the mass collapses (Klessen 2000; Kritsuk et al.
2011a; Collins et al. 2012; Federrath & Klessen 2013).
Ambipolar diffusion can produce a variety of effects, de-
pending on ReAD andMA. In general as ReAD increases,
the magnetic field becomes less important, which tends
to broaden the PDF for neutrals – its effects are analo-
gous to increasing β0 in equation (43) (Li et al. 2008;
Downes 2012).
There has also been a significant amount of numeri-
cal work on higher order statistics of the density. Kim &
Ryu (2005) compute the power spectrum of density in
isothermal hydrodynami turbulence simulati ns with
Mach numbers M = 1.2 − 12. At low Mach num-
bers, they find that it is well-fit by a power law with
a Kolmogorov-like exponent of −5/3, but that this flat-
tens to a slope close to −0.5 at higher Mach numbers.
Beresnyak et al. (2005) and Schmidt et al. (2009) report
a similar flattening for MHD simulations at high Mach
number. Federrath et al. (2009) show that the amount
of flat ening is a function not only the Mach number
but also of whether the turbul ce is driven compres-
sively or solenoidally. The spectrum of the logarithm
of density, on the other hand, is much less sensitive to
the Mach number than the density spectrum, and retains
a close-to-powerlaw form with a slope ≈ −5/3 even at
high Mach number (Kowal et al. 2007). In addition to
power spectra, several authors have analyzed the den-
sity structure in supersonic turbulence by examining the
statistics of either randomly placed boxes or boxes cen-
tered on d nsity peaks (Kritsuk et al. 2007; Federrath
et l. 2009).
The numerical results on two-point density statis-
tics have also been accompanied by a significant an-
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alytic literature, as these statistics form the basis for
one class of models for the origin of the IMF (see Sec-
tion 6.1.2). Hennebelle & Chabrier (2008, 2009, 2013)
(hereafter HC) and Hopkins (2012a,b, 2013a) have de-
veloped models for the scale-dependent density struc-
ture in turbulent media, inspired by the Press-Schechter
(Press & Schechter 1974) and excursion set (Bond et al.
1991) formalisms first applied in the context of cosmol-
ogy. The basic goal of these models is to derive a PDF
for the logarithmic density s after it has been smoothed
to an arbitrary size scale `. To derive this quantity, we
consider a volume V within which the logarithmic den-
sity variation as a function of position is s(x). We then
define
s˜(k) =
1
V
∫
s(x)eik·x d3x, (44)
as its Fourier transform, and invoke Parseval’s theorem:
1
V
∫
s(x)2 d3x =
V
(2pi)3
∫
|s˜(k)|2 d3k. (45)
The quantity on the left-hand size is the mean square
amplitude of the logarithmic density variation per unit
volume, and if s is normally distributed (i.e., the density
PDF is lognormal), it is easy to show that this is simply
σ2s . The quantity inside the integral on the right-hand
side is simply the power spectrum of the logarithmic
density field. Thus the dispersion of the lognormal den-
sity PDF σs is determined by the power spectrum of the
logarithmic density field.
Following the standard approach in cosmology, one
can then define the density field smoothed on some scale
` by
s`(x) ≡ V(2pi)3
∫
s˜(k)W(k, `)e−ik·x d3k, (46)
where W(k, `) is a window function chosen to remove
power at high k, corresponding to small spatial scales.
Many functional forms for W(k, `) are possible, but
the usual choice is a spherical top-hat function, where
W(k, `) = 1 for k < 1/` and W(k, `) = 0 for k ≥ 1/`,
and the HC and Hopkins models both use this approach.
This window function amounts to simply truncating the
power spectrum at k = 1/`, so that there are no density
fluctuations below that size scale. In analogy with the
dispersion of the unsmoothed density field, one can then
define the dispersion σs(`) of the smoothed density field
by
σs(`)2 =
V
(2pi)3
∫
|s˜`(k)|2 d3k (47)
=
V
(2pi)3
∫
|s˜(k)|2W(k, `)2 d3k. (48)
To proceed further, HC and Hopkins then make two
additional assumptions. The first, common to both ap-
proaches, is that s` is, like s, normally distributed, in
which case σs(`) must also be the dispersion of the nor-
mal distribution for s`. As with s, the assumption of a
normal distribution cannot be strictly true, since it re-
quires that the density variations on different scales be
uncorrelated, which is not consistent with mass conser-
vation. However, it appears to be approximately true.
The second assumption is somewhat different in the
two models, but the results are similar. HC note that
numerical results indicate that the power spectrum of
density fluctuations |s˜(k)|2 is itself a powerlaw with an
index close to that of the velocity power spectrum, and
based on this result they hypothesize that the two in-
dices are in fact the same. With this assumption, it is
straightforward to evaluate equation (48) to obtain
σs(`)2 = σs(0)2
1 − ( `L
)n−1 , (49)
where L is the scale on which the turbulence is injected
and σs(0)2 is the dispersion σs of the unsmoothed den-
sity field, given by equation (43). Thus the dispersion
of logarithmic densities smoothly varies from a maxi-
mum of σs(0) when the density field is not smoothed
at all to a minimum of 0 when it is smoothed over the
size scale L at which the turbulence is injected. Note
that one is required to posit that there is some outer,
injection scale to the turbulence beyond which there are
no further density or velocity fluctuations; otherwise the
integral in equation (48) diverges.
In contrast, the assumption that Hopkins makes is
that, if the Mach numberM on some size scale k isMk,
then the dispersion σk on that size scale obeys a simpli-
fied version of equation (43) with b2 = 0.25 and β0 →
∞, as would be expected for a non-magnetized medium
with a mix of solenoidal and compressive modes8:
σ2k = ln
(
1 +
1
4
M2k
)
. (50)
From the linewidth-size relationship (equation 40), we
haveMk ∝ k−(n−1)/2. Hopkins then further assumes that
the dispersions on different scales k are uncorrelated,
so that the dispersion at a particular size scale ` in the
8Note that the coefficient ofM2k in the version of equation (50) in
Hopkin’s papers is 3/4 rather than 1/4. This difference arises from the
choice of whether to define Mk as the 1D or 3D Mach number. My
convention here is to use the 3D Mach number, while Hopkins uses
the 1D Mach number.
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smoothed density field is simply the quadrature sum of
all the dispersions,
σ2s(`) =
∫
σ2kW(k, `)
2 d ln k. (51)
As in Hennebelle & Chabrier’s formalism, this integral
will diverge if one continues to use equation (50) to arbi-
trarily small k, corresponding to arbitrarily large spatial
scales, becauseMk diverges as k → 0. Hopkins handles
this divergence by positing that, once 1/k is of order the
scale height of the galactic disk, turbulent fluctuations
are damped by differential rotation preventing material
from collecting over large distances. He models this
effect by replacing M2k with M2k/(1 + 2M2h/3|kh|2) in
equation (50), where h is the disk scale height andMh
is the 3D Mach number on that length scale. As long as
n < 3, this quantity approaches 0 as k → 0, removing
the divergence. Unlike equation (49) in the HC formal-
ism, equation (51) does not evaluate to a simple analytic
function. However, the qualitative behavior is similar.
With either set of approximations, the outcome of this
procedure is a model for the PDF of the smoothed loga-
rithmic density field s`, which is given by equation (42),
with σs(`) evaluated using either equation (49) or (51).
As I discuss further in the remainder of this review, this
PDF is a powerful tool, since it allows one to take ad-
vantage of the large amount of mathematical machinery
that has been developed around Press-Schechter and ex-
cursion set theory for calculating mass functions, corre-
lations, and similar statistics.
However, it is important to emphasize that, while
these models are based on plausible hypotheses about
the scale-dependent behavior of the density PDF, nei-
ther of them have been derived in a truly rigorous man-
ner, and they have only begun to be tested against sim-
ulations (e.g., Schmidt et al. 2010). There is no full
theory for the power spectrum of the density field in a
supersonically turbulent medium, which is the central
object that is required to derive the smoothed density
PDF, and numerical simulations show that it only ap-
proximately follows the functional forms assumed by
the analytic models (e.g., Kowal et al. 2007). Indeed,
the differing assumptions that Hennebelle & Chabrier
and Hopkins make regarding this power spectrum lead
to noticeable differences in their predictions for struc-
ture at small scales, and both approaches are plausible,
suggesting the need for further investigation. In addi-
tion, neither model takes into account magnetic fields or
self-gravity in calculating the density statistics (though
they are included in a heuristic way when considering
collapse, as I discuss later).
There is also significant uncertainty about how to de-
fine the input parameters required for the models in a
real molecular cloud. In both models, the predicted den-
sity dispersion on a particular size scale depends on the
sonic length `s, which defines the normalization of the
linewidth-size relation (equation 41). The difficulty in
the real world is that in observed molecular clouds, dif-
ferent parts of the same cloud do not all fall on a sin-
gle linewidth-size relation with the same normalization
(Plume et al. 1997; Shirley et al. 2003). Indeed, for
fixed virial ratio αvir (see Section 3.4), it is easy to show
that the normalization of the linewidth-size relationship
is fully determined by the surface density of the gas
(Larson 1981), and thus the models are unambiguously-
defined only for molecular clouds with constant surface
density. While molecular clouds as measured by CO
emission do have (roughly) constant surface densities
(Dobbs et al. 2014, and references therein), regions of
active star cluster formation often have vastly higher
surface densities (e.g., Fau´ndez et al. 2004; Fontani et al.
2005; Fall et al. 2010), and in general molecular clouds
display a range of distributions of area versus surface
density (e.g., Lada et al. 2013). In such cases, it is un-
clear whether the density structure should be calculated
using the surface density / linewidth-size normalization
that applies to the entire cloud as traced by CO emis-
sion, or to the much smaller region of active star forma-
tion. We will encounter this issue again when we come
to theoretical models for the IMF.
A further concern with the Hopkins model is its
treatment of rotational stabilization from the galactic
scale to suppress density variations at large scales. Ob-
served molecular clouds in fact have negligible rota-
tional support, and many of them are actually counter-
rotating with respect to their host galaxy (Phillips 1999;
Rosolowsky et al. 2003; Imara & Blitz 2011; Imara et al.
2011). Thus the approach of treating galactic rotation
as the main stabilizing agent on large scales seems du-
bious. Given these limitations, models of this type are
powerful enough to be worth investigating further, but
definitely in need of further testing.
3.3.5. Turbulence: Decay Rates
A final property of turbulence that is important for
our purposes is that it decays. Subsonic flows are local
in Fourier space, meaning that motions at some partic-
ular wave vector k can only transfer energy to adjacent
values of k. Thus for subsonic turbulence decay occurs
through a cascade from large to small scales, finally ter-
minating at the viscous dissipation scale (Kolmogorov
1941, 1991). Supersonic turbulence can decay via this
mechanism as well, but it can also dissipate directly by
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forming shocks, which couple together all wave vectors
k directly. In any event, it is clear that turbulent motions
must eventually reach the scale where they can be dissi-
pated as heat, and that, given the large radiative cooling
rates calculated above, the energy will then be lost to
radiation in short order.
It is natural to measure a dimensionless dissipation
rate for turbulence as
diss =
1
2
E˙turb
Eturb
L
V
, (52)
where Eturb is the turbulent kinetic energy and L and
V are the outer (driving) length scale of the turbu-
lence and the characteristic velocity at that scale. A
number of simulations have sought to measure diss
for the case of supersonic MHD turbulence relevant to
molecular clouds, and have generally obtained values of
diss ≈ 0.6 − 1 (Stone et al. 1998; Mac Low et al. 1998;
Mac Low 1999; Padoan & Nordlund 1999; Lemaster &
Stone 2009). A detailed comparison of a large num-
ber of grid codes running an identical decaying turbu-
lence problem shows that the decay rates in the differ-
ent codes agree to ∼ 10% (Kritsuk et al. 2011b), so the
factor of ∼ 2 differences in diss reported in the litera-
ture are likely due to variations in exact problem setup
(e.g., the ratio of solenoidal to compressive modes in the
driving pattern, whether and how the driving pattern is
changed in time) than to numerical issues. Regardless
of these small differences, it is clear from these results
that isotropic supersonic MHD turbulence will decay in
a time of order the flow crossing time. However, if the
turbulence is anisotropic, the dissipation timescale de-
pends only on the isotropic component of the velocity
(Hansen et al. 2011). Thus a highly-anisotropic veloc-
ity field will decay less rapidly than an isotropic one of
the same magnitude.
3.4. Large-Scale Force Balance
Thus far we have examined the microphysical chem-
ical and radiative processes that govern molecular
clouds, and the properties of the turbulent flows within
them. The final section of this review of the theoreti-
cal background addresses the large-scale force balance
and stability of molecular clouds. The goal here is to
understand the forces that drive molecular cloud evolu-
tion at the largest scales. The virial theorem provides
an invaluable tool for this type of analysis. Depending
on whether one begins from the Lagrangian or Eulerian
version of the equations of motions, one can derive ei-
ther Lagrangian (Chandrasekhar & Fermi 1953; Mestel
& Spitzer 1956) or Eulerian (McKee & Zweibel 1992;
Krumholz et al. 2006a; Goldbaum et al. 2011) forms of
the theorem. The latter is more appropriate for molecu-
lar clouds, as they can gain or lose mass to their environ-
ments and thus do not necessarily consist of fixed mass
elements. The most basic Eulerian form, including hy-
drodynamic motions, gas pressure, magnetic fields, and
self-gravity, is
1
2
I¨ = 2(T − T0) + B − B0 +W
− 1
2
d
dt
∮
∂V
(ρvr2) · dS (53)
where V is the volume of interest, and the remaining
terms are
I =
∫
V
ρr2 dV (54)
T = 1
2
∫
V
(3P + ρv2) dV (55)
T0 = 12
∮
∂V
r ·Π · dS (56)
W =
∫
V
ρr · g dV (57)
B = 1
8pi
∫
V
B2 dV (58)
B0 = −
∮
∂V
r · TM · dS. (59)
Here Π = ρvv + PI is the gas pressure tensor, TM =
(1/4pi)[BB − (B2/2)I] is the Maxwell stress tensor, I is
the identity tensor, and g is the gravitational accelera-
tion. This relation is an exact theorem, which follows
rigorously from the equations of ideal MHD.
The terms that appear in the virial theorem have rel-
atively straightforward physical interpretations: I is the
moment of inertia of the volume being studied, T is the
sum of the kinetic and thermal energies, B is the total
magnetic energy, and, in the absence of external grav-
itational accelerations, W is simply the gravitational
binding energy. The terms T0 and B0 represent forces
exerted at the surface of the volume; the former includes
ordinary fluid pressure and ram pressure, while the lat-
ter includes magnetic pressure and tension. Finally, the
term (1/2)(d/dt)
∮
(ρvr2) · dS represents changes in the
moment of inertia within the volume of interest due to
advection of material across the bounding surface.
The sign of I¨ determines whether the matter in the
volume is accelerating or decelerating toward the cen-
ter, and so the balance between the terms on the right
hand side provides an important guide to the large-scale
behavior. The terms T and B are strictly positive, in
the absence of an external gravitational potential W
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is strictly negative, and except for quite unusual con-
figurations of the flow and magnetic field, T0 and B0
will be negative as well. The final time-dependent term
can take on either sign, depending on the direction of
the bulk flow across the surface. Three parameters of
particular importance are the Jeans number nJ , which
describes the ratio 2T /|W| including only the thermal
pressure contribution to T , the virial ratio αvir, which
describes the ratio 2T /|W| including both thermal and
non-thermal contributions to T , and the dimensionless
mass to flux ratio λ, which describes the ratio B/|W|. I
say “describe” here because in practice the exact quan-
tities that appear in the virial theorem cannot be deter-
mined from observations, and so one generally defines
closely related quantities that are directly measurable
instead.
The Jeans number is simply the ratio
nJ =
M
MJ
, (60)
where M is the cloud mass, the Jeans mass is
MJ =
pi3/2
8
c3s√
G3ρ
(61)
and ρ is the gas density9. For a uniform-density sphere
of constant sound speed, one can easily verify that nJ
is, up to factors of order unity, simply 2T /|W|, in-
cluding only the thermal pressure P when computing
T (c.f. equation 55). For the virial ratio, Bertoldi &
McKee (1992) define
αvir =
5σ21DR
GM
, (62)
where σ1D is the one-dimensional thermal plus non-
thermal velocity dispersion of a cloud of radius R. It is
straightforward to confirm that this is quantity is simply
2T /|W| for a uniform-density sphere, including both
P and ρv2 when evaluating equation (55). Bertoldi &
McKee also show that αvir remains close to 2T /|W|
even for non-spherical and non-isochoric clouds. Note
that αvir and nJ are related by the Mach number, nJ ≈
M2αvir. Finally, one can define
λ = 2pi
√
G
M
Φ
= 2pi
√
G
Σ
B
, (63)
9The prefactor pi3/2/8 in the definition of MJ is somewhat arbi-
trary, as one could plausibly define the Jeans mass as ρ(λJ/2)3, ρλ3J ,
(4/3)piρλ3J , or (4/3)piρ(λJ/2)
3, where λJ = (pic2s/Gρ)
1/2 is the Jeans
length. All four choices can be found in the literature. The prefac-
tor given in equation (61) corresponds to the first of them. One could
also define nJ in terms of the Bonnor-Ebert mass (Ebert 1955; Bonnor
1956), MBE = 1.18c3s/(G
3ρ)1/2. This is the maximum mass for which
a pressure-bounded isothermal sphere can be hydrostatic equilibrium.
where Φ = piR2B is the magnetic flux threading a cloud.
This is again, up to a factor of order unity, the value of
(|W|/B)1/2 for a uniform spherical cloud. Clouds with
λ > 1 are said to be magnetically supercritical, while
those with λ < 1 are subcritical. This distinction is
particularly important because, in the ideal MHD limit
where the magnetic field is frozen into the matter, λ is
invariant under overall expansions or contractions of the
gas. This means that, if a cloud is magnetically sub-
critical and subject to ideal MHD, the magnetic term in
the virial theorem will always exceed the gravitational
one, and the cloud will not be able to undergo a self-
gravitating collapse. It can still be accelerated inward,
as the other negative terms may be larger than B, but
it can never undergo a self-gravitating collapse. Con-
versely, if a cloud is supercritical, its magnetic field will
never be strong enough to overcome gravity.
Observations across a wide range of galactic environ-
ments, both in the Milky Way and in external galaxies,
generally give αvir ≈ 1 for the clouds that constitute
most of the molecular mass in galaxies (Solomon et al.
1987; Fukui et al. 2008; Bolatto et al. 2008; Heyer et al.
2009; Roman-Duval et al. 2010; Wong et al. 2011), sug-
gesting that gravity and bulk flow are roughly equally
important in determining the behavior of clouds. How-
ever, these results are subject to significant systematic
uncertainties, and it is important to note that, while
large-scale molecular clouds defined by CO emission
generally show αvir ≈ 1, the denser structures within
them often have αvir  1 (Bertoldi & McKee 1992;
Barnes et al. 2011). It is also important to note that
even a value of αvir close to unity does not, by itself,
mean that turbulence supports clouds against gravity: a
gas undergoing pressureless free-fall collapse will have
αvir = 2, and the difference between 1 and 2 is not
large enough to be measured with confidence. Nonethe-
less, the fact that αvir ∼ 1 does mean that ram pres-
sure forces are non-negligible in comparison to gravity.
Moreover, the lack of clouds identified by CO emission
with αvir  1 does strongly rule out the possibility that
giant molecular clouds on the largest scales are purely
pressure-confined objects for which gravity is unimpor-
tant. Since observed Mach numbers M are far larger
than unity, these same observations imply nJ  1 ex-
cept at the very smallest scales in molecular clouds, and
thus thermal pressure support alone is unimportant.
The dimensionless mass to flux ratio λ has histori-
cally been much harder to determine due to the diffi-
culty of measuring magnetic field strengths. However,
a long-term campaign over the past two decades now
appears to have borne fruit, and there is an emerging
observational consensus that λ ≈ 2 − 3 (Crutcher 2012,
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and references therein), implying that clouds are typi-
cally supercritical and that their magnetic fields are not
sufficient to prevent collapse.
The relative sizes of the surface terms in the virial
theorem are unfortunately much more difficult to deter-
mine from observations, but this does not mean that they
are unimportant. In numerical simulations of turbulent
flows, where clouds are identified simply as structures
above some specified density threshold, several authors
have found that the surface terms are comparable in im-
portance to the volume ones (Ballesteros-Paredes et al.
1999; Dib et al. 2007). One should be wary about read-
ing too much into this result, because not all methods of
observationally selecting clouds are equivalent to sim-
ple density thresholds – indeed, as discussed in the con-
text of molecular cloud chemistry above, the require-
ment for the formation of H2 and CO is more akin to
a column density threshold than a volume density one,
and structures defined by column density are likely to
be less transient than those defined by volume density.
This is particularly the case as it applies to H2 forma-
tion, where the relatively long equilibration time means
that a structure must survive for some non-negligible
length of time before it undergoes the chemical tran-
sitions required for it to be visible as a molecular cloud.
However, it is clear that if there is a coherent flow across
a cloud surface, for example an accretion flow, the terms
in the virial theorem associated with that can be compa-
rable to the more easily-measurable internal ones (Gold-
baum et al. 2011).
4. The Star Formation Rate
With the background review complete, I now turn to
the first of the three major themes of this review: what
sets the star formation rate, both on galactic and sub-
galactic scales? There are two classes of theoretical ap-
proach to this problem, which for the purposes of this
review I will call top-down and bottom-up models. The
basic assumptions of each can be summarized simply:
in top-down models, the star formation rate is assumed
to be set mostly by galactic-scale processes, and to be
essentially independent of the rate of star formation on
the scales of individual molecular clouds or smaller.
In the bottom-up model, one attempts to construct the
galactic-scale star formation rate as arising from the
sum of star formation operating on the scales of many
individual molecular clouds, coupled with a model for
how those clouds are arranged on galactic scales.
4.1. Star Formation Rates: the Top-Down Approach
4.1.1. Gravity-Only Models
Historically, top-down models for the star formation
rate were motivated by the need to account for two ob-
servations. The first is the strong, non-linear correlation
between gas surface density and star formation rate sur-
face density when both are averaged over the scale of
entire galaxies, and the equally strong correlation be-
tween surface density of star formation and the gas sur-
face density divided by the galaxy orbital period. Quan-
titatively, Kennicutt (1998b,a) found ΣSFR ∝ Σ1.4 and
ΣSFR ∝ Σ/torb. The second observational datum is an
apparent edge to the star forming regions in galaxies,
associated with a transition from the gas being Toomre
(Toomre 1964) stable to Toomre unstable (Quirk 1972;
Kennicutt et al. 1989; Martin & Kennicutt 2001; Yang
et al. 2007). Both of these observations would seem to
suggest that galaxy-scale processes are at work in regu-
lating the star formation rate.
The first models that attempted to explain these ob-
servations invoked no physics beyond hydrodynamics
and self-gravity. In these models, the primary mecha-
nism driving star formation is the gathering of material
from the disk into gravitationally-unstable clouds, and
the physics of this process is what accounts for the ob-
servations. If this is the case, then a sharp cutoff in star
formation when the disk ceases to be gravitationally-
unstable is straightforward to explain: if the Toomre Q
is sufficiently large, then the gravitational instability re-
sponsible for fueling star formation shuts down (Kenni-
cutt et al. 1989; Li et al. 2005a; Li & Nakamura 2006;
Li et al. 2006b).
It is also possible to produce a non-linear correla-
tion between gas surface density and star formation
rate using the same physical ingredients. Such a non-
linearity is generically expected in models where grav-
ity is the dominant player simply because the charac-
teristic timescale associated with any gravitational phe-
nomenon is the free-fall time, and the free-fall time
should scale roughly with the gas surface density as
tff ∝ (Σ/h)−1/2, where h is the galactic scale height.
Thus if we generally expect star formation rates to de-
pend on mass supply over characteristic time scale, we
should expect a dependence ΣSFR ∝ Σn with n > 1
but with an exact value that depends on how the scale
height varies with Σ or other parameters (Madore 1977;
Elmegreen 2002; Shu et al. 2007). Numerical simula-
tions of gravitationally-unstable disks generally repro-
duce this scaling (Li et al. 2005a; Li & Nakamura 2006;
Li et al. 2006b; Tasker & Bryan 2006).
Several authors have also proposed that this non-
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linearity occurs because star formation is determined
by the amount of mass in the high-density tail of the
density PDF in a turbulent galactic disk (see Section
3.3.4) (Kravtsov 2003; Wada & Norman 2007). The
basic idea is to exploit the property of lognormals (or
any similarly-shaped functions) that the fraction of the
distribution that lies above some threshold that is well
above the peak of the distribution is non-linearly sen-
sitive to the location of the peak. To put it another
way, if one considers a lognormal distribution of den-
sities for which the mean density is ρ, and computes
the fraction of the mass M(> ρth) that lies above a den-
sity ρth  ρ, then M(> ρth) is a super-linear function
of ρ. For suitably-chosen values of the star formation
threshold, one recovers a relationship ΣSFR ∝ Σn with
values of n close to the observed index of 1.4. However,
the powerlaw index is not independent of the choice of
threshold (something that has important observational
consequences that I discuss in Section 4.2), and in these
models no physical justification for the choice of thresh-
old is specified.
While models of this type do seem able to reproduce
the non-linear relationship between the surface densi-
ties of gas and star formation, they have traditionally
not tried to reproduce the additional correlation with
galaxy orbital period. However, there are a related class
of models that have attempted to explain the observed
correlation with orbital period in terms of a process of
agglomeration or collision of pre-existing dense clouds
(Wyse 1986; Wyse & Silk 1989; Elmegreen 1994; Silk
1997; Hunter et al. 1998; Tan 2000, 2010), or in terms
of shocking by passage of spiral arms (Shu et al. 2007;
Dobbs & Pringle 2009; Bonnell et al. 2013). The cen-
tral observation made in these models is that any pro-
cess that involves collisions, agglomerations, or shock
passages in a shearing disk, and where the accumula-
tion is not driven by local self-gravity will proceed on a
timescale comparable to the orbital period, modified by
a factor that depends on the shape of the rotation curve
in regions where the rotation curve is not flat. If one
assumes that the rate of star formation is proportional
to the rate at which such collisions or agglomerations
happen, then the scaling ΣSFR ∝ Σ/torb naturally falls
out.
In general it is difficult to distinguish observationally
between models that invoke non-gravity-driven agglom-
eration as the central physical process and those that in-
voke gravitational instability (and thus gravitationally-
driven agglomeration) instead. This is because galaxy
disks have Toomre Q parameters close to unity, and one
way of writing the condition Q ≈ 1 is that tff ∼ torb at the
midplane, i.e. the condition for marginal gravitational
stability can be stated as the requirement that the local
free-fall timescale and the local orbital period be com-
parable (omitting constant factors of order unity). Thus
one generically expects the same scaling between ΣSFR,
Σ, and torb regardless of whether the driving physics
is gravitational collapse or random agglomeration, be-
cause Toomre stability requires that the timescale for
both processes be comparable10.
While these models have a number of attractive fea-
tures, the observational picture that originally motivated
them has become considerably muddied. First of all,
while there is a non-linear correlation between the sur-
face densities of star formation and gas content when
entire galaxies are treated as points, as discussed in
Section 2.1, the correlation looks much closer to lin-
ear on sub-galactic scales. While this point is sub-
ject to considerable observational dispute, and some
observers report super-linear correlations even on sub-
galactic scales, the existence of a super-linear correla-
tion on sub-galactic scales can no longer be taken as
an established fact. This would present a problem for
models where gravitational instability is the dominant
physical process regulating star formation rates, as this
should produce a non-linear correlation even on sub-
galactic scales. On the other hand, models in which the
dominant physics is spiral shock passages generally are
able to reproduce the closer to linear slope Dobbs &
Pringle (2009); Bonnell et al. (2013).
The observational situation has changed even more
sharply for the correlation between star formation and
orbital time. On sub-galactic scales, there is no signifi-
cant correlation between ΣSFR and Σ/torb (Wong & Blitz
2002; Leroy et al. 2008; Krumholz et al. 2012a). This
is difficult to reconcile with models where cloud colli-
sions, or something else that scales with the local orbital
period, is the driving physics.
Finally, the evidence for a sharp cutoff in the star for-
mation rate at a threshold value of Toomre Q has mostly
evaporated. The first major piece of evidence came from
Hunter et al. (1998), who showed in a sample of ir-
regular galaxies that there was no strong evidence for
a threshold at a fixed value of Q. For spiral galaxies, the
shift began with the advent of far ultraviolet observa-
tions using Galactic Evolution Explorer (GALEX) satel-
lite (Iglesias-Pa´ramo et al. 2006), which revealed that
star formation as traced by FUV in fact continues well
past the purported edge (Boissier et al. 2007; Thilker
10However, note that the simulations of Li et al. (2006b) give
ΣSFR ∝ Σ1.4, but also ΣSFR ∝ (Σ/torb)1.5. This is likely because the
gravitational instability in reality depends on both gas and stars, some-
thing that the simple analysis given here omits.
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et al. 2007). The sharp cutoffs reported in the literature
were based on ground-based Hα observations, which,
for reasons discussed in Section 2.3.2, cease to be faith-
ful tracers of star formation once the star formation rate
becomes too small. Moreover, as with the orbital time,
sub-galactic observations reveal no correlation between
the star formation rate in a given region and the local
value of Toomre Q (Leroy et al. 2008).
A second difficulty for the gravity-driven models is
that, while they may be able to explain correlations be-
tween star formation rates and various galaxy proper-
ties, they have little to say about the proportionality con-
stants, which dictate the absolute rate of star formation
and thus the value of ff . Models that include no physics
other than gravity and hydrodynamics tend to produce
gas depletion times that are ∼ 2 orders of magnitude too
short (e.g., Tasker & Bryan 2006; Bonnell et al. 2013).
This is not surprising, as the observed depletion time
corresponds to ff ≈ 0.01, while a gas that is not sup-
ported against collapse will naturally produce stars at a
rate corresponding to ff ≈ 1.11 The problem can be mit-
igated by introducing artificial pressure support, manu-
ally restricting the rate or efficiency of star formation, or
adding similar subgrid models that limit the conversion
of gas into stars on the smallest scales resolved in the
simulation (e.g., Springel & Hernquist 2003a; Li et al.
2005b, 2006b, among many others), but these subgrid
models must be hand-tuned to reproduce the observed
star formation rate, and of course this approach does not
address the question of why ff ≈ 0.01 in the first place.
4.1.2. Feedback-Regulated Models
The need for models of star formation that can suc-
cessfully explain the long depletion time of the neutral
ISM led to a focus on star formation feedback as the
key mechanism. In order to reduce the star formation
rate and produce ff  1, stellar feedback needs to be
able to disperse self-gravitating clouds of dense, molec-
ular gas. As discussed in Section 3.2, one of the key
characteristics of this gas is that it is able to lose energy
via radiation very efficiently. Thus the amount of heat
delivered to molecular gas is relatively unimportant, un-
less it is so great as to be able to destroy the molecules
and raise the temperature to the point where the radia-
11When gas is arranged in filaments whose characteristic width is
smaller than or comparable to the Jeans length, ff can be smaller than
unity by a factor that depends on the aspect ratio of the filament (Toala´
et al. 2012; Pon et al. 2012), but the fact that numerical simulations
still produce star formation rates that are much higher than observed
implies that this cannot be the main reason why ff ≈ 0.01 averaged
over galactic scales.
tive cooling time becomes long rather than short com-
pared to the dynamical time. While this certainly hap-
pens to some quantity of gas (e.g., that which is hit di-
rectly by supernova ejecta traveling at ∼ 104 km s−1),
even supernovae generally do not provide enough power
to heat the bulk of the gas to such high temperatures.
Instead, what matters is the momentum delivered to the
gas, since this cannot be radiated away. If stellar feed-
back is able to deliver enough momentum to the gas in a
molecular cloud, it may be able to unbind and disperse
that cloud, halting any further star formation. Thus the
key quantity in assessing the impact of stellar feedback
is the amount of momentum delivered to the molecular
gas.
This momentum can be characterized by either a
momentum production rate per unit stellar mass V˙ =
(dp/dt)/M∗ (units of velocity per time) for a given pop-
ulation of stars, or as a momentum production rate per
unit star formation rate V = (dp/dt)/M˙∗ (units of ve-
locity) for a region with a specified star formation rate,
and where the population is in statistical equilibrium
between new stars forming and old stars dying. The
former is more relevant for a regions whose character-
istic dynamical times are smaller than the lifetimes of
individual massive stars (the “young stars” limit, in the
terminology of Krumholz & Dekel (2010)), while the
latter is more relevant on larger size scales where the
massive stellar population has time to reach statistical
steady state (the “old stars” limit). For a given mech-
anism to have a significant effect on the star formation
rate, either V˙ multiplied by the dynamical time of a star-
forming cloud, or V , must be at the same order of mag-
nitude as the cloud escape speed. For a mechanism to
be capable of launching galactic winds, V must be of
order the galactic escape speed.
Stars can provide momentum through a number of
distinct channels (see Krumholz et al. (2014) for a re-
cent review), some of which are likely important only
on the scales of individual protostellar cores or star clus-
ters, and others of which have effects felt even at galac-
tic or super-galactic scales. Here I summarize the mech-
anisms that have been invoked by various authors as im-
portant regulators of the star formation rate.
Supernovae and Main Sequence Stellar Winds. The
classical mechanism that has been invoked to regulate
star formation since the earliest simulations of galaxy
formation was supernovae. For a Chabrier or Kroupa
IMF, there will be ≈ 1 supernova per 100 M of stars
formed, each of which will release ≈ 1051 erg in the
form of ≈ 1 M of ejecta traveling at ≈ 104 km s−1.
For a population of stars forming at a constant rate, the
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ejecta themselves carry a momentum flux VSN ≈ 48 km
s−1 per unit SFR, but the actual momentum delivered
is likely to be significantly larger than this. When the
ejecta shock against the ISM, their high speed causes
the post-shock temperature to be very high, ∼ 107 K. At
such high temperatures, the cooling time for the gas is
very long, and as a result the over-pressured hot gas can
expand adiabatically, in the process sweeping up cold
gas and imparting a great deal of momentum to it. This
process can plausibly increase the momentum delivered
by more than an order of magnitude.
Although they have not traditionally been included in
galaxy formation simulations the way supernovae have,
the fast winds of early-type main sequence stars behave
very similarly. At Solar metallicity, they carry instanta-
neous and time-integrated momentum fluxes of V˙w = 9
km s−1 (Krumholz et al. 2014) and Vw = 140 km s−1
(Dekel & Krumholz 2013), but they also have very high
speeds and thus very high post-shock temperatures, po-
tentially leading to an adiabatic phase where the mo-
mentum will grow substantially. However, stellar winds
are also highly metallicity-dependent (Vink et al. 2001),
so they will not be significant in low-metallicity galax-
ies (Dib et al. 2011). This suggests that stellar winds
cannot be a dominant feedback mechanism even at So-
lar metallicity, because if they were we would expect to
see large increases in star formation rates per unit mass
in low-metallicity galaxies, quite the opposite of what is
actually observed.
There are well-developed theoretical models for the
interaction of both stellar winds, supernovae, or a com-
bination of the two with a surrounding ambient medium
in the case where that medium is uniform. In the case
of supernova blast waves (e.g., Chevalier 1974; Mc-
Kee & Ostriker 1977; Ikeuchi et al. 1984; Cioffi et al.
1988; Ostriker & McKee 1988; Koo & McKee 1992a,b;
Blondin et al. 1998; Thornton et al. 1998), the expan-
sion passes through several distinct phases. At the ear-
liest times the ejecta have not yet encountered a mass
comparable to their own, and they expand freely. Once
they encounter their own mass, they shock and their en-
ergy thermalizes, leading to a pressure-driven, adiabatic
Sedov-Taylor phase. As the gas expands adiabatically,
its temperature drops, and eventually radiative cooling
starts to become significant, leading to a transition to a
non-adiabatic but still pressure-driven expansion phase,
known as the pressure-driven snowplow. Once cooling
completely depletes the energy of the hot gas, the mo-
mentum becomes constant, leading to a phase known as
the momentum-conserving snowplow.
Depending on the mean density of the ambient
medium and on whether there are multiple supernovae
within an expanding bubble, one or more of these
phases may be skipped or modified (e.g., Dekel & Silk
1986; Melioli & de Gouveia Dal Pino 2004), but the
endpoint is always the same: an expanding shell of fixed
momentum. It is the momentum in this final phase that
is the relevant quantity to assess the importance of su-
pernovae as a form of star formation feedback. Stellar
winds are slightly different in that the injection of en-
ergy is continuous rather than sporadic, but the basic
dynamics are the same: as long as the bubble of hot gas
is kept hot (in this case by the continuing injection of
wind energy), it sweeps up more material and adds more
momentum to the swept-up shell, ceasing only when the
driving stars turn off (Castor et al. 1975; Weaver et al.
1977; Capriotti & Kozminski 2001; Tenorio-Tagle et al.
2006; Arthur 2012; Silich & Tenorio-Tagle 2013).
Unfortunately the interactions of either supernovae
or stellar winds with more realistic, non-uniform in-
terstellar media are far less well-understood, and there
have been far fewer either simulations or analytic mod-
els of such cases. Non-uniformity on average proba-
bly decreases the momentum imparted to the ambient
medium, because it provides new mechanisms for en-
ergy to escape from the system rather than being used
to drive motion. This escape can be either radiative,
due to mixing between the hot and cold gas that enables
faster radiative cooling (McKee et al. 1984), or it can be
mechanical, with the hot gas punching holes and escap-
ing (Tenorio-Tagle et al. 2007; Dale & Bonnell 2008;
Harper-Clark & Murray 2009; Rogers & Pittard 2013;
Creasey et al. 2013). The relatively low X-ray luminosi-
ties observed from stellar wind bubbles provide direct
observational confirmation that some form of escape
must be taking place at least for stellar winds (Townsley
et al. 2003; Stevens et al. 2003; Townsley et al. 2006;
Harper-Clark & Murray 2009; Townsley et al. 2011;
Lopez et al. 2011, 2013).
None of this physics is captured in most simulations
that seek to understand the regulation of star forma-
tion, simply for reasons of resolution. The Sedov-Taylor
phase, when much of the build-up of momentum oc-
curs, happens when the blast wave is at radii in the range
(Draine 2011, pp. 430-433)
RS−T,min ≈ 0.4M1/3ej,0n−1/3H,2 pc (64)
RS−T,max ≈ 3.4E0.2951 n−0.42H,2 pc, (65)
where Mej,0 is the mass of supernova ejecta in units of
M and E51 is the kinetic energy of the ejecta in units
of 1051 erg. Thus much of the momentum build-up
occurs in the space of a few pc. Simulations that do
not resolve these scales have difficulty properly cap-
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turing the momentum of supernovae, because if they
simply add energy to a given computational element
(cell or smoothing kernel, depending on the code type),
it will be diluted by the large mass in that cell, pro-
ducing a low temperature that allows the energy to be
radiated away with unphysical rapidity (Katz 1992).
There are a large variety of numerical work-arounds
for this problem, including giving large kicks to indi-
vidual smoothed-particle hydrodynamics (SPH) parti-
cles to ensure that the ISM receives a large amount of
momentum (e.g., Navarro & White 1994; Springel &
Hernquist 2003b; Dalla Vecchia & Schaye 2008), direct
insertion of momentum into existing particles or cells
based on the analytic blast wave solutions (e.g., Stin-
son et al. 2006; Dubois & Teyssier 2008; Shetty & Os-
triker 2008; Ostriker & Shetty 2011; Dobbs et al. 2011a;
Kim et al. 2011; Shetty & Ostriker 2012), modifying the
equation of state based on a subgrid models for unre-
solved hot gas (e.g., Springel & Hernquist 2003b; Scan-
napieco et al. 2006), disabling cooling for some period
of time after supernovae occur (e.g., Thacker & Couch-
man 2000; Stinson et al. 2006; Governato et al. 2007),
and adding energy stochastically so as to ensure that,
when it is added, the temperature is high enough to pre-
vent rapid cooling (e.g., Dalla Vecchia & Schaye 2012).
A few of the highest resolution simulations can avoid
the need for such tricks (e.g. Hopkins et al. 2012a), but
only if they include other forms of feedback that are
handled by subgrid models; these serve to reduce the
density around young stars before supernovae go off,
making the blast wave easier to resolve. At high reso-
lution and in galaxies with low star formation rates, it
is also necessary to properly account for the stochas-
tic nature of supernova feedback and its dependence on
sampling from the IMF, a topic that has received scant
attention thus far.
As I discuss in more detail below, depending on how
it is implemented, supernova feedback may or may not
be sufficient to regulate the rate of star formation in
galaxies and set ff on galactic scales to small values
in good agreement with observation. However, this re-
sult depends on the choice of subgrid model. More-
over, even if supernovae do set ff to small values on
the scales of entire molecular clouds, they cannot regu-
late ff on smaller scales, simply because of the ≈ 4 Myr
delay between the onset of star formation and the first
supernovae. If one hypothesizes that supernovae can
be effective only in clouds for which the crossing time
is no more than half the lifetime of the most massive
stars, then one concludes that supernovae matter only
for clouds that satisfy the inequality Σ2 . 230M1/35 ,
where Σ2 is the surface density measured in units of 100
M pc−2, and M5 is the mass in units of 105 M (Fall
et al. 2010). Giant molecular clouds (marginally) sat-
isfy this condition, but smaller star-forming structures,
which also have measured values of ff ≈ 0.01, do not.
Radiation Pressure. A significant fraction of the energy
and momentum budget of a zero-age stellar population
is emitted in far- and extreme-ultraviolet photons (FUV
and EUV, ≈ 8 − 13.6 and > 13.6 eV, respectively), both
of which have very large cross sections with dust grains,
and the latter of which have even larger cross sections
with neutral hydrogen atoms. The EUV photons carry
≈ 1/3 of the momentum, and will be absorbed almost
entirely within the ISM even for the most dust-poor
galaxies. The FUV photons carry much of the rest, and
a significant fraction of these will be absorbed within a
galaxy of even moderate metallicity and column density.
The radiation field produced by a zero-age stellar popu-
lation carries a momentum per unit time per unit stellar
mass V˙L = 24 km s−1 Myr−1 (Murray & Rahman 2010;
Krumholz et al. 2014), and a population of stars form-
ing at a steady rate produces a steady momentum flux
per unit star formation rate VL = 190 km s−1 (Dekel &
Krumholz 2013). These numbers immediately suggest
that radiation pressure may be important on the scales of
individual molecular clouds, which have escape speeds
of ∼ 10 km s−1 or less. Analytic models of radiation
pressure feedback indeed suggest that it is likely to be
able to eject significant amounts of gas from regions
of the most intense star cluster formation (Krumholz &
Matzner 2009; Fall et al. 2010; Murray et al. 2010), and
observations appear to support this view ((Lopez et al.
2011), though see (Pellegrini et al. 2011) for a contrast-
ing view). However, the momentum budget of the radi-
ation field is not large enough provide a general expla-
nation for low values of ff , unless more momentum can
be extracted from the radiation than the above estimates
suggest.
Such enhanced extraction is in principle possible, be-
cause each photon emitted by a star can be scattered, or
absorbed and then re-emitted, more than once. Since the
photon deposits momentum each time is it scattered or
absorbed, the actual momentum delivered can be much
greater than that initially input by the stars12. To under-
stand the physics behind this trapping, it is helpful to
12This statement should be understood in a scalar sense. Of course
the total vector momentum is conserved no matter how many times
the radiation is absorbed or scattered, and in fact the total vector mo-
mentum emitted by an isotropically-radiating star is zero. However,
the radial component of the momentum of the stellar radiation field is
non-zero, and the radial momentum imparted to the gas can be even
larger.
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examine two limiting cases. Consider a stellar source of
luminosity L surrounded by gas. The first case is one
where every stellar photon is absorbed once, but then
is scattered or re-emitted isotropically and escapes. In
this case, the initial absorption deposits momentum in
the radially-outward direction, while the isotropic re-
emission leads to no change in the gas momentum on
average. The net effect is that a stellar source of lumi-
nosity L imparts momentum to the gas at a rate L/c.
Now consider the opposite limit, where the mean
free path for the re-emitted photons is very short. In
this case every photon is absorbed and re-emitted many
times. One might think that this would make the ra-
diation force small, because the radiation field would
be nearly isotropic, but upon reflection one can see that
this cannot be the case. If the radiation field were truly
isotropic, there would be no net flux of energy. How-
ever, in equilibrium there must be a non-zero radially-
outward flux F = L/4pir2, where r is the distance from
the stars, in order to carry away the energy injected by
the stars. Thus the photon distribution cannot be exactly
isotropic, because energy balance requires that there be
slightly more photons traveling radially-outward than
radially-inward. This in turn means that, while every
absorbing particle is hit by many photons from all sides,
there are slightly more outward-moving than inward-
moving photons, and this imbalance gives rise to a force
per unit mass that is proportional to the net radiation
flux: f = κF/c = κL/4pir2c, where κ is the opacity per
unit mass. If this force is applied to a sphere of matter
of density ρ and radius R centered on the emitting stars,
then the total rate of momentum deposition is κρRL/c.
We can identify the quantity κρR as simply the center-
to-edge optical depth of the sphere of gas, and thus we
have a momentum deposition rate τL/c. If the absorb-
ing cloud is very optically thick, this greatly exceeds the
momentum L/c carried by the emitted stellar radiation
field.
Krumholz & Matzner (2009) parameterize the behav-
ior between these two limits in terms of a “trapping fac-
tor” ftrap which measures the amount of momentum de-
posited in the gas by the radiation field divided by the
amount emitted by the stars13. Thus ftrap = 1 corre-
sponds to each photon being absorbed and depositing
momentum only once, while ftrap  1 corresponds to
13One might justifiably ask, based on the above example, what the
difference is between ftrap and the optical depth τ. For a frequency-
independent opacity they are in fact identical, but for a frequency-
dependent opacity the optical depth cannot be defined in a frequency-
independent manner, and it becomes unclear what value of τ to use.
The trapping factor avoids this ambiguity.
many absorptions per photon. The theoretical maxi-
mum value of ftrap (called the “photon-tiring limit” in
the stellar astrophysics community) is limited only by
the amount of available energy, and is of order c/v,
where v is the characteristic speed of the outflowing gas
(Dekel & Krumholz 2013). Very few simulations of star
formation feedback in galaxies include radiative trans-
fer in any form, let alone the ability to simulate trap-
ping and re-emission of the radiation by dust, and so
the amount of radiative trapping to include in a given
simulation is left essentially as a free parameter, with
authors making assumptions that range from assuming
no trapping beyond the initial absorption, i.e. ftrap = 1
(e.g. Wise et al. 2012; Kim et al. 2013a,b; Ceverino
et al. 2013), to strong trapping, ftrap ∼ 10 − 100 (Os-
triker & Shetty 2011; Hopkins et al. 2011, 2012b; Genel
et al. 2012; Aumer et al. 2013), to a myriad of values
and interpolation functions in between (Agertz et al.
2013; Stinson et al. 2013; Renaud et al. 2013; Bour-
naud et al. 2014). Much the same is true of analytic
models, with some authors assuming strong trapping
(Thompson et al. 2005; Murray et al. 2010), and others
weak trapping (Krumholz & Matzner 2009; Krumholz
& Dekel 2010; Fall et al. 2010). The only true radiation-
hydrodynamic simulations reported thus far in the liter-
ature suggest that the realistic answer is toward the low
end of this range (Krumholz & Thompson 2012, 2013),
due to radiation Rayleigh-Taylor instability (Jacquet &
Krumholz 2011; Jiang et al. 2013), which limits the
ability of trapped radiation to transfer momentum to the
gas. As with supernovae, the results for regulation of
the star formation rate depend critically on the adopted
subgrid model, as I discuss in detail below.
Cosmic Rays. The fast shocks produced by stellar
winds and supernovae can accelerate both electrons and
ions to relativistic velocities, producing a population of
non-thermal particles known as cosmic rays (CRs; see
Zweibel (2013) for a recent review). Evidence for the
relationship between star formation and CR accelera-
tion comes in part from the strong correlation between
galaxies’ far infrared luminosity and their non-thermal
radio emission both locally (Condon 1992, and refer-
ences therein) and at high redshift (Mao et al. 2011).
The fraction of supernova kinetic energy that goes into
CRs is significantly uncertain, but indirect observational
constraints suggest that it is ∼ 10%, partitioned roughly
10 : 1 between protons and electrons (Lacki et al.
2010). Though they are relativistic, cosmic rays do
not free-stream through the ISM. Instead, their propa-
gation speed is restricted by scattering off Alfve´n waves
(Wentzel 1974; Cesarsky 1980), and they also lose en-
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ergy due to inverse Compton scattering off the ISRF and
the cosmic microwave background, synchrotron emis-
sion as they spiral around magnetic field lines, and
inelastic scattering off atoms in the the ISM through
bremsstrahlung, photoionization, and pion production.
Quantitative estimates of the rates of both diffusion and
energy loss are significantly uncertain (e.g., Thompson
et al. 2006; Lacki et al. 2010).
Observations show that, at the mid-plane of the Milky
Way, CR pressure is comparable to magnetic pressure,
and both make a non-negligible contribution to the over-
all pressure budget (Boulares & Cox 1990; Beck &
Krause 2005). However, the spatial distribution of
the CRs is not well known; measurements of the syn-
chrotron emissivity suggest that the CR scale height is
of order 1 kpc in the Milky Way and similar galaxies,
but it may be as small as ∼ 100 pc in starburst galaxies
(Lacki et al. 2010, and references therein). If the CRs
are distributed homogeneously over these scales, they
may be important for driving galactic winds, but they
will not be able to regulate star formation on the scale
even of individual molecular clouds, since they will not
provide a significant pressure gradient on the relevant
size scale. On the other hand, if local star formation and
subsequent CR production can drive a significant non-
uniformity in the CR population on scales significantly
smaller than the CR scale height, then CR pressure may
be able to regulate star formation, a hypothesis first ad-
vanced by Socrates et al. (2008).
There are relatively few simulations of star forma-
tion in galaxies that include CR feedback. Those that
do generally treat them as an additional fluid described
by a relativistic equation of state, and with additional
terms describing gain in energy due to injection by star
formation, and loss in energy due to some or all of the
mechanisms mentioned above. They also include a pre-
scription for cosmic ray transport, either approximated
as pure diffusion or as a slightly more sophisticated
streaming model with similar effects (Jubelgas et al.
2008; Wadepuhl & Springel 2011; Uhlig et al. 2012;
Salem & Bryan 2013; Booth et al. 2013). The details of
the microphysical treatment vary from one implemen-
tation to another, but all the three-dimensional simula-
tions performed thus far use relatively simple prescrip-
tions that do not include the energy-dependence of the
gain, loss, and diffusion terms, nor do they include more
realistic treatments of scattering off MHD waves, fea-
tures that are included in one-dimensional calculations
(e.g., Dorfi & Breitschwerdt 2012). They also do not
include the dependence of the cosmic ray diffusion co-
efficient on the angle relative to the large-scale magnetic
field (see Zweibel (2013) for a recent discussion). Be-
cause of these simplifications, three-dimensional simu-
lations must choose a number of quite uncertain param-
eters, and the results depend on these choices. For some
plausible choices CRs strongly regulate the SFR, while
for others they have relatively little effect on the SFR,
though they may still drive galactic winds.
Photoionization and Far Ultraviolet Heating. A final
form of feedback that might be important to the star for-
mation rate is heating of the ISM by FUV and EUV
photons. Since EUV photons are absorbed by neu-
tral hydrogen atoms, they have very short mean free-
paths through the neutral ISM, and thus they tend to
produce localized regions of ionized gas with charac-
teristic temperatures of ≈ 104 K. FUV photons have
longer mean-free paths: Solar metallicity galaxies typ-
ically have FUV attenuations of ∼ 1 mag at total gas
surface densities of 10 M pc−2 (Boissier et al. 2007),
corresponding to about half the photons being absorbed
or scattered over a length scale comparable to the galac-
tic scale height. When these photons are absorbed by
dust grains, they can launch photoelectrons that heat the
gas (see Section 3.2).
EUV photons have long been invoked as important
regulators of star formation rates and efficiencies on the
size scales of individual molecular clouds (Dobbs et al.
2014; Krumholz et al. 2014, and references therein),
and have been proposed to set limits on ff in them
(e.g., Goldbaum et al. 2011; Va´zquez-Semadeni et al.
2010, 2011; Dale et al. 2012, 2013; Zamora-Avile´s et al.
2012; Zamora-Avile´s & Va´zquez-Semadeni 2013). Di-
rect observations show that the pressure of photoion-
ized gas generally dominates H ii regions (Lopez et al.
2011, 2013). However, on galactic scales their effect
on the SFR appears to be relatively modest. Several
simulations of such galaxies have included photoioniza-
tion heating, either via a Stro¨mgren volume approach in
which the gas around young stars is simply set to a tem-
perature of 104 K out to a radius large enough for ioniza-
tions and recombinations to balance (e.g., Hopkins et al.
2011; Renaud et al. 2013), or via explicit solution of the
equation of radiative transfer (e.g., Wise & Abel 2011;
Kim et al. 2013a,b). They all find that the effects are
subdominant compared to other feedback mechanisms,
mainly because ionized gas at 104 K has a sound speed
of 10 km s−1, which is not much larger than the es-
cape speed from the largest molecular clouds (Dale et al.
2012, 2013), which, for a realistic cloud mass spectrum,
contain most of the molecular mass in a galaxy (Dobbs
et al. 2014).
FUV heating is more complex, as it does not affect
the molecular gas itself at all. As discussed in Section
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3.1, the ratio of FUV radiation flux to density in the
cold phase of the atomic ISM is roughly constant, and
a further corollary of this result is that the pressure in
the cold phase is roughly proportional to the FUV ra-
diation flux. In two-phase equilibrium, the total pres-
sure is as well. Thus FUV radiation production from
stars can pressurize the ISM, and this may inhibit pro-
duction of star-forming clouds. Ostriker et al. (2010)
present an analytic model in which this process regu-
lates the star formation rate at galactic scales: the ISM is
partitioned between a diffuse phase in hydrostatic equi-
librium and a set of gravitationally-bound, star-forming
clouds, and the balance between these phases is set by
the mean pressure in the diffuse phase, which in turn is
set by the rate of star formation in the gravitationally-
bound phase. This forms a feedback loop in which the
star formation rate self-regulates to produce a preferred
partition between diffuse and bound phases. The model
does a particularly good job of reproducing the radial
variation of star formation rates within nearby galaxies.
There have been relatively few numerical models of
the effects of FUV heating. Tasker (2011) finds in her
simulations that the inclusion of FUV heating reduces
star formation rates only modestly compared to simula-
tions with only supernova feedback, and that the overall
star formation rate is still too high compared to observa-
tions. However, these simulations adopt a FUV heating
rate that is independent of the local star formation rate,
so there is no true feedback. Kim et al. (2011) conduct
simulations of an isolated portion of a low-surface den-
sity region of a galactic disk where the FUV heating is
linked to the local star formation rate. They find the
FUV radiation is effective at regulating the star forma-
tion rate, but only if they also adopt a small value of ff
on small scales, and use a subgrid model for supernova
momentum feedback. Based on this result, they propose
an analytic model that combines the effects of FUV and
supernova feedback, following Ostriker et al. (2010) for
the former and Kim et al. (2011) for the latter.
Feedback-Regulated Models: General Results. Now
that we have reviewed potential feedback mechanisms,
it is helpful to stand back and ask about the common
features of models in which one or more of these mech-
anisms are the primary regulators of star formation on
galactic scales. The central conceptual idea of these
models is that the SFR is ultimately set by the need for
the energy or momentum injected by some form of feed-
back to balance the weight of the ISM, the dissipation
of turbulence within it, or something similar. An im-
portant corollary of this picture is that, at least when
averaged over galactic scales, the SFR is insensitive to
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Figure 6. SFR as a function of time for the HiZ model for variations in the small-scale (high-density) star formation law; all runs use our fiducial feedback
parameters (ηp = ηv = 1). These results demonstrate that the global SFR depends only weakly on the small-scale star formation law. In each panel, the black
solid line shows the standard star formation model: ρ˙∗ = # ρ/tff above a threshold density n0 = 100 cm−3, with # = 0.015 and tff = √3pi/32G ρ ∝ ρ−0.5.
Left: variations in the star formation efficiency #. Middle: variations in the density PL of the star formation model: ρ˙∗ ∝ ρn with n = 1, 1.5, 2, normalized so
that ρ˙∗ is the same as the default model at n0. Right: variations in the threshold density for star formation n0.
its SFH tends to be the most sensitive to variations in the simulation
parameters. However, we carried out the same experiments for the
MW-like simulation and found comparable results, which are also
shown below. In the Appendix we show that our results also do
not depend strongly on how we numerically implement the stellar
feedback.
4.1 Dependence on the local SF law
Figs 6–7 show how the SFH in feedback-regulated simulations de-
pends on the local star formation prescription used at high densities.
For our fiducial ηp = ηv = 1 model, Figs 6–7 vary the star forma-
tion efficiency in dense gas #, the power-law (PL) slope of the
star formation law and the threshold density for star formation n0
(equation 2).
The key result in Figs 6–7 is that there is very little dependence of
the SFH on the high-density star formation law. Specifically, Fig. 6
(left-hand panel) shows results for our canonical value of # = 1.5
per cent, a larger value of 6 per cent and a smaller value of # =
0.35 per cent (we have also examined several intermediate values).
This range of # corresponds to a factor of 20 different star formation
time-scale at a fixed density. We find, however, at most∼30 per cent
differences in the SFR once the system has reached approximate
equilibrium. In the MW-like model (Fig. 7), the conclusion is iden-
tical. Secondly, we vary the PL index of the local SF law (middle
Figure 7. As Fig. 6, but for the MW model. Again the global SFR is
independent of the local, high-density SF law.
panel). In our canonical implementation, ρ˙∗ ∝ ρ/tdyn ∝ ρ1.5; we
compare this to simulations with ρ˙∗ ∝ ρ/t0 ∝ ρ1.0 and ρ˙∗ ∝ ρ2.0,
normalized such that ρ˙∗ is identical at the threshold density ρ0.
There are early-time differences in the star formation histories, but
given the magnitude of the change to the star formation prescription
the results are broadly similar. The biggest change appears when
ρ˙∗ ∝ ρ, i.e. when the gas consumption time-scale is constant, inde-
pendent of density; in this regime, the gas cannot necessarily be con-
sumed quickly on small scales, so the collapse from large to small
scales is no longer the dominant rate-limiting step in star formation
(a slightly larger exponent, e.g. ρ˙∗ ∝ ρ1.2, much more closely re-
sembles the canonical ∝ρ1.5 case). We show this for the MW-like
model in Fig. 7, comparing ρ˙∗ ∝ ρ1.5, ρ˙∗ ∝ ρ2.0, ρ˙∗ ∝ ρ1.1. The
relative differences in the ρ˙∗ ∝ ρ2.0 are even smaller, and mak-
ing the exponent just slightly super-linear (∝ρ1.1) gives a nearly
identical SFR to ∝ρ1.5. Finally, we vary the SF density threshold
n0 (right-hand panel); from our canonical value of 100 cm−3, we
also consider n0 = 25 cm−3 and n0 = 2500 cm−3 (with other inter-
mediate values sampled as well). At early times, before the initial
conditions have been replaced by a self-consistent equilibrium, the
SFR is higher with a lower threshold (unsurprisingly). However,
once enough time has elapsed for gas to collapse to high densities
and initiate significant feedback, the SFHs are again nearly identical
despite a factor of 16 change in the threshold for star formation. The
same result obtains in the MW model, for which (given the lower
mean density) we vary n0 = 10–1000. Moreover, for a MW-like
model with similar resolution, Saitoh et al. (2008) find the same
result in a more limited study varying the small-scale star formation
efficiency, but with a different simulation algorithm and different
feedback mechanism (SNe) implemented. We have also repeated
these experiments for different values of ηp (=1/3, 4, 10) and ηv
(=2 and continuous acceleration), and reach similar conclusions in
each case.
Our interpretation is that the weak dependence of the global SFR
on the small-scale star formation model is a consequence of the
turbulence driven by stellar feedback, and the self-regulation to Q∼
1 (see e.g. Thompson et al. 2005). Specifically, gravity causes gas
to collapse to high density, where some of it forms stars, while most
C© 2011 The Authors
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Figure 8. Cumulative gas mass fraction above a given density n for the (high-resolution) HiZ model for variations in the small-scale star formation law (Fig. 6)
and feedback efficiency (Fig. 9). Left: density distribution for different values of the star formation efficiency !: for smaller (larger) !, more (less) mass must
collapse to high densities for the star formation to self-regulate (the high-ρ cut-off is set by resolution limits). Middle: density distribution for different values of
the momentum deposition per unit star formation (ηp; equation 5). For larger ηp, gas is more efficiently removed from dense regions. Right: density distribution
for different values of the threshold density for star formation n0. Larger n0 requires that the gas should collapse to somewhat higher densities before the star
formation can self-regulate.
of the gas is driven back out to lower densities by feedback. The key
step that regulates the SFR is this cycle of collapse and expulsion,
which has a time-scale ∼ the global dynamical time of the galaxy
– this is also the decay time-scale for large-scale turbulence in the
galaxy. The details of feedback on small scales should also not be
important, so long as it is sufficient to self-regulate (compare our
result to Saitoh et al. 2008). So long as the star formation time-scale
at the threshold density is small compared to the global dynamical
time (i.e. ! not too small and ρ0 > the 〈ρ〉 of the galaxy) and the
threshold is well-resolved numerically (i.e. ρ0 is not too large), the
SFR is insensitive to the details of the small-scale star formation
law.
More ge erally, if the supp rt needed to maintai stability against
runaway star formation is set by th luminosity/mass in young stars,
the SFR can self-regulate to Q ∼ 1. For example, if the SFR set
by the small-scale physics is too low to maintain Q ∼ 1 given
the large-scale conditions, gas simply collapses further to slightly
higher densities until the required feedback power is generated,
sufficient to halt further collapse. The high-density star formation
law thus determines some of the properties of the high-density gas,
but not the global SFR.
Fig. 8 supports this interpretation by showing the cumulative gas
density distribution (mass fraction >n) for different values of !
(left-hand panel), n0 (right-hand panel) and the feedback parameter
ηp discussed in the next section (middle panel). Fig. 8 shows that
when the high-density star formation efficiency ! is smaller (larger),
the gas distribution adjusts so that there is more (less) mass at high
densities, so as to produce a similar total SFR (as in Fig. 6.) When
the threshold density n0 is varied, the mass at high densities shifts
accordingly. For example, increasing n0 causes the gas that would
have formed stars at the previous threshold to collapse to somewhat
higher densities before it begins to form stars.
Note that the mass at low densities is nearly unchanged – the
discs are not in global collapse (they are regulated by feedback),
but the gas locally collapses to the densities needed to maintain the
same SFR. For this reason, the Schmidt law predicted by each of
the models in Fig. 6 is nearly identical. They have the same range
in surface densities (set by the initial conditions and exhaustion via
star formation, which must be the same since they have the same
SFH), and so self-regulate at the same SFR.
Schaye et al. (2010), using much lower resolution cosmological
simulations, also find a galaxy wide SFR that is independent of
the tails of the small-scale star formation law employed. How-
ever, in their case, because star formation laws are applied glob-
ally (on >kpc scales), it is the global gas mass that self-adjusts
(e.g. lowering the star formation efficiency leads to inflows larger
than the SFR building up the global gas mass until the SFR is
similar to the cosmological inflow rate), so the systems do not
necessarily obey the observed Schmidt–Kennicutt relation. In our
case, neither the SFR nor global gas mass varies; what does al-
ter is the gas fraction at the very highest densities available to the
simulations.
4.2 D pendence on the feedback efficiency
Fig. 9 (Fig. 10) shows how the SFH of our HiZ (MW) model depends
on the feedback parameters ηp and ηv (equations 5 and 7) and on
whether we implement the momentum-feedback continuously or
via kicks (left and middle panels). All of the variations are with
respect to our standard ηp = ηv = 1 model.
Fig. 9 (left-hand panel) shows that simulations with ηv = 1 and
ηv = 2 produce very similar SFHs. These two simulations both
have ηp = 1 and thus have the same momentu -injection rate.
Physi lly, the similarity in their SFHs arises because the particles
interact with amb e t gas and share th ir momentum efficient y.
The end result is that clumps be ng destroyed by stellar f edback
have v locities comparable to the escape velocity from the clump,
relatively independent of the initial velocities we input. Fig. 9 also
shows a comparison of two different ethods of i plementing the
same momentum flux: particle ‘kicks’ and continuous acceleration
(see Section 2.2.2). It is reassuring that these two methods pro-
duce quite similar results – this again highlights that the critical
parameter is the rate at which momentum is deposited into the ISM,
not precisely how it is deposited. The MW-like model in Fig. 10
gives identical conclusions (the dependence is even weaker in
this case).
Fig. 9 (middle panel) also compares simulations with varied mo-
mentum injection per unit star formation ηp, from ηp = 0.3 to
10 (all at fixed ηv = 1). As expected, the quasi-steady SFR de-
creases as the efficiency of momentum-injection increases. How-
ever, the decrease in the SFR is rather mild, with a factor of ∼2
change in SFR over a factor of 10 in ηp. The same scaling holds
in the MW-like model in Fig. 10. Naively one might expect an in-
verse linear scaling ˙M∗ ∝ η−1p (Thompson et al. 2005). Specifically,
C© 2011 The Authors
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Figure 12: Results from three simulations of isolated disk galaxies
by Hopkins et al. (2011). In these simulations, the subgrid feedback
model was left fixed, but ff at the smallest scales resolved in the sim-
ulation was varied from 0.0035 to 0.06, as indicated. Top panel: star
formation rate per unit time integrated over the galaxy versus sim-
ulation time (in Gyr). Bottom panel: fraction of the total gas mass
M(> n) at de sities n or more, measured from a snapshot of the sim-
ulations.
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whatever rules govern the formation of stars within in-
dividual molecular clouds. Only the balance between
momentum / energy injection and gravity / energy dis-
sipation matters, and by some mechanism the SFR will
self-adjust to maintain this balance.
Figure 12 shows an example of this behavior. The
figure shows the results of three simulations by Hop-
kins et al. (2011), all computed using the same sub-
grid model of strong radiation pressure feedback, with
ftrap  1. In these simulations, gas that exceeds a spec-
ified density threshold (typically nH,2 = 1) is converted
to stars at a rate M˙∗ = ffMgas/tff , where tff is the free-
fall time computed from the local gas density. The three
lines in the figure correspond to the results of simula-
tions where ff is varied over a factor of 16 from 0.0035
to 0.015 to 0.06, but all else is held fixed. The result is
that the star formation rate in the simulations is essen-
tially unchanged. Instead, what changes is the gas den-
sity distribution: if ff is decreased, then more gas builds
up at higher density so that M/tff goes down and the
star formation rate stays the same. The reverse happens
if ff is increased. This change in the density distribu-
tion is the mechanism by which the galaxy self-adjusts
to achieve the SFR that produces the rate of momentum
injection required to keep the ISM from collapsing.
The simulations shown in Figure 12 are an exam-
ple, but this behavior is generic to feedback-regulated
models, and numerous other simulations find the same
result if the feedback is sufficiently strong (e.g. Os-
triker & Shetty 2011; Shetty & Ostriker 2012; Agertz
et al. 2013). The same is true in the analytic models:
in the FUV-regulated star formation model of Ostriker
et al. (2010), the depletion time within the star-forming
gravitationally bound clouds explicitly drops out of the
model prediction of the star formation rate, and instead
enters only in the model prediction of the partition of the
ISM between the diffuse and star-forming phases. Simi-
larly, in the analytic models of Ostriker & Shetty (2011)
and Faucher-Gigue`re et al. (2013), one of the free pa-
rameters is the value of ff within molecular clouds, but
the predicted rate of star formation at the galactic scale
is nearly independent of this choice.
With appropriately chosen parameters for the
strength of feedback, these models are capable of repro-
ducing the observed star formation rates of galaxies, at
least averaged over large scales. Figure 13 shows an ex-
ample: a simulation without feedback (magenta points
in the figure) dramatically over-predicts the star forma-
tion rate compared to observations, while models with
feedback (red, black and blue points) provide a much
better match to the observations. However, it is impor-
tant to understand that this is not a prediction that is
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Figure 12. Impact of feedback implementation and assumed star formation efficiency on the ΣSFR − Σgas relation. The left panel shows runs with no feedback, while
the right panel shows runs with ALL feedback implementation (see Table 2). In both panels, the two sets of points show runs with two different assumed star formation
efficiencies !ff = 1%–10%. The points correspond to the average disk values in azimuthal bins of width ∆r = 720 pc, and are calculated from simulation snapshots in
the time range 240–300 Myr. The black solid line shows the galactic scale averaged data from Kennicutt (1998) and the contour lines the distribution of sub-kpc-sized
patches in the sample of nearby galaxies by Bigiel et al. (2008). In runs with no feedback, the normalization of the relation scales linearly with the assumed value of
!ff , while in runs with feedback the amplitude of the relation changes by a factor of at most 2 for values of !ff that differ by a factor of 10. Star formation in the central
parts of the galaxy, here points with the largest values of Σgas, is not affected by feedback to the same extent as the rest of the disk and the difference in amplitude for
runs with different !ff persists in these regions.
(A color version of this figure is available in the online journal.)
Figure 13. Impact of different implementations of feedback on the ΣSFR–Σgas relation. The left panel shows the effect of varying the strength of radiation pressure
momentum injection, the middle panel shows effect of delaying cooling around newly born star particles, and right panel shows effect of treating a fraction of thermal
feedback energy as a separate energy variable. Data points show azimuthally averaged values adopting bin sizes of ∆r = 720 pc, and are calculated from simulation
snapshots in the time range 240–300 Myr. The observational data points are described in the caption of Figure 12. Larger values of τIR, cooling delay time tcool, or
energy dissipation time tdis can lead to a similar suppression of normalization of the ΣSFR–Σgas relation. The investigated feedback methods show a factor of ∼20
spread in the normalizations of the ΣSFR–Σgas relation, which shows that this relation can be a useful tool in constraining parameters of feedback models.
(A color version of this figure is available in the online journal.)
The dependency of feedback model parameters on the KS re-
lation is shown in Figure 13, in which different panels show
the effect of increasing the strength of radiation pressure,
delaying cooling for longer times, and increasing the
contribution/duration of feedback energy using a second en-
ergy variable. Overall, the sensitivity to the parameters is
fairly weak: the KS relation is similar for models in which
dissipation of SNII energy is slowed down by delay of cool-
ing or via using second energy variable for tcool 6 10 Myr
or tdis 6 1 Myr, and for models with early momentum injec-
tion with optical depth up to τIR = 10. As parameters are di-
aled up to even larger values (τIR = 30, tcool = 40 Myr, or
tdis & 10 Myr), normalization of the KS relation is significantly
suppressed.
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Figure 13: Results from simulations of isolated disk galaxies by
Agertz et al. (2013), reprinted with permission. The plot shows the
star formation rate per unit area versus gas surface density per unit
area, exactly as shown in Figure 2. The black line is whole-galaxy
relation of Kennicutt (1998b), while the gray contour shows the same
Bigiel et al. (2008) as the blue pixels in Figure 2. The magenta, black,
red and blue points show averages over 720 pc bins m asured from
the simulation. The different colors correspond to different treatments
of feedback in the simulations; magenta are no feedback, black is a
fiducial model including supernovae and radiation pressure, where the
trapping factor ftrap (called τIR in the simulation legend) is estimated
based on local dust temperatures and surface densities. The red and
blue points show simulations with alternate, fixed values of τIR.
Figure 14: Results from simulations of isolated disk galaxies includ-
ing cosmic ray feedback by Salem & Bryan (2013), reprinted with
permission. The plots show star formation rate integrated over the
whole galaxy versus time, and different colors correspond to simula-
tions using different values for the cosmic ray diffusion coefficient.
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free of subgrid model parameters. The parameters de-
scribing star formation on small scales do not affect the
galaxy scale star formation rate, but those describing the
feedback do.
For the analytic models this dependence is explicit:
in Ostriker et al. (2010)’s model, the star formation
rate is close to inversely proportional to the amount of
FUV heating delivered per unit star formation, while for
Ostriker & Shetty (2011)’s and Faucher-Gigue`re et al.
(2013)’s model, the star formation rate is instead in-
versely proportional to the momentum injected per unit
stellar mass formed. In Kim et al. (2011)’s model the
star formation rate varies inversely with a combination
of those two parameters.
The dependence is less explicit in the numerical mod-
els, but is clear nonetheless, as illustrated by the ex-
amples in Figures 13 and 14. In Figure 13, the blue,
red, and black points show results using three differ-
ent sets of parameters in the subgrid radiation pres-
sure feedback model. Arguments can be made for all
three choices (though the radiation-hydrodynamic sim-
ulations of Krumholz & Thompson (2012, 2013) would
argue for something closest to the black points), but de-
pending on which choice is made, the star formation
rate at fixed gas surface density can change by an or-
der of magnitude. Similarly, Figure 14 shows the re-
sults of varying the assumed CR diffusion coefficient in
otherwise-identical simulations of CR feedback. The
black line shows the fiducial value adopted in this simu-
lation, but the true diffusion coefficient is uncertain by at
least an order of magnitude, and not all authors agree on
a fiducial choice; for example, Salem & Bryan (2013)
favor the value corresponding to the black line, while
Booth et al. (2013) favor the value corresponding to the
green line. The range of uncertainty in the star forma-
tion rate corresponding to this uncertainty in the diffu-
sion coefficient is at minimum a factor of several, and
plausibly an order of magnitude.
Thus the state of feedback-regulated models for the
star formation rate can be summarized by saying that,
for plausible parameterizations of various feedback pro-
cesses, one can reproduce at least roughly the observed
value of ff on kpc or larger scales, and that this value is
independent of the value of ff that one adopts on ∼ 10
pc or smaller scales. However, there are other, equally
plausible parameterizations of feedback where neither
of these statements hold: either the predicted rate of star
formation is much too high or too low compared to what
we observe, and/or the results are no longer indepen-
dent of the value of ff that one adopts on small scales.
Authors of feedback-regulated models generally favor
feedback parameter choices where ff on small scales
does not matter, but pending actual first-principles de-
terminations of these parameters, these models should
be treated in the same spirit as other semi-analytic mod-
els: plausibly capable of reproducing observations if
one tunes the parameters appropriately, but not true first-
principles predictions.
4.1.3. Potential Problems with the Top-Down Approach
Top-down models either with or without feedback,
despite their successes, also face two major objections.
One is that they have trouble accounting for the ob-
served dependence of star formation rates on the phase
of the ISM. As discussed in Section 2.1.1, star forma-
tion correlates extremely well with the molecular phase
of the interstellar medium, and much more poorly with
either the total gas content or the atomic gas. However,
if the dominant physics responsible for controlling star
formation is simply the self-gravity of the gas, spiral
arm shocks, stellar feedback, and similar processes op-
erating at the galactic scale, why should the chemical
phase matter? And yet observations clearly show that it
does: recall Figures 1 – 3.
One can attempt to circumvent this objection by
proposing that both H2 and star formation are the results
of large-scale processes that drive gas to high density,
so that they are correlated but causally-unrelated (Hart-
mann et al. 2001; Heitsch & Hartmann 2008; Dobbs &
Pringle 2009; Bonnell et al. 2013). However, this strat-
egy does not seem to account for observations of low-
metallicity galaxies. Recall from Section 2.1.1, and in
particular Figures 2 and 3, that changes in the metal con-
tent of a galaxy at fixed gas surface density affect both
the H2 content and the star formation rate, in such a
way that the star formation rate per unit H2 mass re-
mains unchanged. The Small Magellanic Cloud, the
outskirts of Lyman break galaxies, and damped Lyman
α absorbers are all systematically displaced from other,
higher-metallicity galaxies in the diagram of ΣSFR ver-
sus Σ. While a top-down model coupled to an assump-
tions that H2 simply forms wherever stars do could con-
ceivably account for a constant SFR per unit H2, it is
hard to see how it could also account for the depen-
dence on metallicity. If gravitational instability or spi-
ral shocks drive or cloud collisions drive star formation,
why should the metallicity of the ISM matter?
For the most part top-down models have not at-
tempted to address this question, or have not succeeded
at reproducing the observations. For example, Hopkins
et al. (2012b) find that the star formation rate they obtain
in their simulations is insensitive both to whether they
include chemistry and to whether they include cooling
below 104 K, and this is the only part of their simula-
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tions where metallicity enters. They therefore seem to
predict that metallicity has no effect on star formation,
which is clearly inconsistent with the SMC, LBG, and
DLA data. Bolatto et al. (2011) suggest that it might
be possible to modify the Ostriker et al. (2010) model
to match the SMC observations by positing that the rate
of FUV heating per unit star formation scales inversely
with gas metallicity, but this appears to require rather
unphysical assumptions about photon escape from the
vicinities of molecular clouds (Krumholz 2013). At
present there are no other proposals in the literature for
how to explain the observations of the SMC or LBG
outskirts in the context of any of the other feedback-
regulated models.
A second issue with top-down models, though it is
more than an omission than a true problem, is that they
have little to say about the rate of star formation on
the scales of individual molecular clouds, or even, for
some models, on any scale smaller than a galaxy as a
whole. Appropriately-tuned feedback-regulated models
are able to get galaxy-scale star formation rates correct
regardless of the value they adopt for ff on the smallest
scales they consider, but conversely this means that they
have little to say about why ff ≈ 0.01 on scales smaller
than an entire galaxy. This problem manifests in an in-
ability to explain certain observations without adopting
additional assumptions. For example, while Ostriker
et al. (2010) make predictions for star the depletion time
including all phases of the ISM that are independent of
their small-scale assumptions, they are forced to take
their value of the depletion time in molecular clouds di-
rectly from observations, and appeal to bottom-up mod-
els (see below) to explain this value. Similarly, Hop-
kins et al. (2013) show that their simulations includ-
ing radiation pressure feedback are able to reproduce
the observed ratio of HCN(1 → 0) to CO(1 → 0)
emission in spiral galaxies, which is a proxy for the
density-dependence of ff , but only if they input the
observationally-motivated value ff ≈ 0.01 at the small-
est scales they can resolve. Thus diagnostics like the
HCN(1→ 0) to CO(1→ 0) ratio and the depletion time
in individual molecular clouds can be explained in the
context of top-down models only by invoking additional
mechanisms that set ff at small scales, independent of
those responsible for setting it on larger scales.
The issue also arises if one considers nearby molec-
ular clouds. Recall that Evans et al. (2009) find ff ≈
0.03 − 0.06 in five Solar neighborhood clouds, none of
which contain any stars massive enough to produce su-
pernovae, cosmic rays, or significant winds. The same
is true for all of the Milky Way clouds shown in both
panels of Figure 4, which show ff ≈ 0.01. If feedback
from massive stars is the primary regulator of star for-
mation why do these clouds not have much larger values
of ff? Conversely, given that something is responsible
for setting ff ≈ 0.01 in these local clouds, why not in-
voke that process to regulate star formation elsewhere in
the galaxy, rather than invoking massive star feedback?
4.2. Star Formation Rates: the Bottom-Up Approach
The bottom-up approach is motivated in part by the
need to address the two problems identified above with
the top-down approach: its inability to reproduce the ob-
served phase- and metallicity-dependence of star forma-
tion, and its silence on the question of why ff should be
small on all scales, regardless of whether there are mas-
sive stars present or not. Both of these issues are much
easier to address in a model in which one assumes that
regulation of star formation is a local process rather than
a galaxy-scale one. Of course this approach is not with-
out its own problems, as I discuss below, but it provides
a very useful complement to the top-down models.
4.2.1. Which Gas is Star-Forming?
The first step in a bottom-up model is to ask what
conditions the ISM must satisfy in order to be star-
forming in the first place. As illustrated in Figures 2
and 3, the ISM shows a ∼ 3 order of magnitude range of
depletion times even excluding starburst galaxies, with
the most weakly star-forming neutral gas having deple-
tion times an order of magnitude longer than the Hubble
time. In contrast, molecular gas never seems to have a
depletion time much longer than a few Gyr. What ac-
counts for this range of behaviors?
Applications of the H2-SFR Correlation. Several au-
thors have simply taken the observed correlation be-
tween H2 and star formation as a starting point for mod-
els, and have therefore modeled star formation by first
determining where H2 will form. The first models of
this type were implemented as subgrid recipes for star
formation in simulations of either isolated galaxies or
cosmological galaxy formation. Since these simulations
generally do not resolve the small scales of molecular
clouds, or resolve them only marginally, the transition
from H i to H2 must itself be treated with a subgrid
model; this is necessary because the H2 formation rate
per unit volume scales as the square of density (equa-
tion 8), so clumping on unresolved scales can greatly
alter the total formation rate.
One method of handling this problem is to pre-
compute a grid of models from a photochemistry code
like cloudy (Ferland et al. 1998) and implement them
as lookup tables in a simulation (Robertson & Kravtsov
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2008). Another is to directly solve the formation and
dissociation equations, but with an increased formation
rate to model unresolved clumping (Pelupessy et al.
2006; Gnedin et al. 2009; Christensen et al. 2012). A
third approach is to use an analytic model to estimate the
equilibrium H2 abundance (Kuhlen et al. 2012; Jaacks
et al. 2013). The latter two methods appear to give very
similar results when averaged over ∼ 100 pc scales, ex-
cept at metallicities below ∼ 1% of Solar, where the
low rate of H2 formation renders equilibrium a poor
assumption (Krumholz & Gnedin 2011). Regardless
of the method used to estimate the H2 fraction in the
ISM, a simulation code using an H2-based star forma-
tion recipe can then set the star formation rate based
on the H2 content. This guarantees correct reproduc-
tion of the observed relationship between star formation
and ISM phase, though of course it does not address the
physical question of why the two are correlated.
One can also take a similar approach analytically.
The simple slab calculation shown in Section 3.1 can
be made more sophisticated in a variety of ways, but the
generic result that there is a transition between H i and
H2 at a characteristic column density of ≈ 10 M pc−2 at
Solar metallicity survives regardless of the method used,
with a strong dependence on metallicity. Krumholz
et al. (2008, 2009a) and McKee & Krumholz (2010)
develop analytic models that predict the H2 fraction of
spherical clouds in terms of their mean surface densi-
ties and metallicities, and find that the transition col-
umn density scales slightly sublinearly with metallicity.
Krumholz (2013) describes an extension of this model
to H i-dominated outer galaxies, where the assumption
of two-phase equilibrium for the atomic ISM may not
hold. Once a formula for the H2 fraction is in hand, one
can then formulate an analytic model for the relation-
ship between star formation and total gas content simply
by assuming that stars form only in H2, and assuming
or calculating (see Section 4.2.2) a depletion time in the
H2.
Physical Basis of the H2-SFR Correlation. Both the an-
alytic and numerical approaches we have just reviewed
assume that star formation follows H2 (admittedly an
assumption that seems very well-justified by observa-
tions), but they do not address the question of why. As
discussed in Section 4.1.3, one way of coming at this
question is to posit that the relationship is simply caused
by gas converting into H2 wherever it gets dense enough
to form stars, but this approach appears to founder when
confronted with the data summarized in Figures 2 and
3 showing that changes in metallicity lead to changes
in both star formation rate and H2 mass at fixed gas sur-
face density, but not to changes in the star formation rate
per unit H2 mass. Thus the real challenge is to explain
simultaneously why star formation correlates with H2,
and why metallicity affects both in the same way.
One proposal is that the onset of star formation,
and the development of high H2 fractions, are both
caused by the development of a cold phase of the ISM
(Elmegreen & Parravano 1994; Schaye 2004). In these
models, there is a threshold column density at which a
cold atomic phase appears. This destabilizes the disk,
effectively reducing the Toomre Q, and causes star for-
mation. The threshold column density for formation of
H2 (see Section 3.1) is roughly the same at Solar metal-
licity, and so star formation and H2 go together. How-
ever, the predicted scaling of star formation and H2 frac-
tion with metallicity in this model is that the threshold at
which both H2 and star formation turn on should vary as
roughly Z−1/2, which seems to be too shallow compared
to what is observed (Erkal et al. 2012).
Another possible explanation, first posited based on
analytic models by Krumholz et al. (2011b) and inde-
pendently discovered numerically by Glover & Clark
(2012b), comes from examining the thermodynamics of
the gas and the relationship between dust shielding, H2
content, and photoelectric heating. As discussed in Sec-
tion 3.2, there are two main heating mechanisms in the
dense ISM: photoelectric and cosmic ray heating. FUV
radiation is exponentially attenuated by dust absorp-
tion, and at the relatively high visual extinctions seen in
Galactic star-forming regions, is probably-subdominant
compared to cosmic rays, which are attenuated by the
gas either not at all or much more weakly. Under this
condition, the equilibrium temperature is ≈ 10 K. How-
ever, now consider fixing the gas column density but
changing the metallicity, and thus the amount of dust
and the total extinction. For sufficiently low dust con-
tent, photoelectric heating will become dominant, and
the equilibrium temperature will be much larger, rais-
ing the Jeans mass (equation 61). If the gas temperature
rises from 10 K to 100 K, this will produce a factor of 30
increase in the mass that can be supported against col-
lapse by thermal pressure, and this increase in thermal
support could plausibly suppress star formation.
Figure 15 illustrates this effect, showing the results
of a series of otherwise-identical simulations in which
various thermal and chemical processes are disabled to
explore their effects. For now, compare the top and bot-
tom panels; the bottom panel shows the distribution of
gas temperature and density produced in the simulation
when all physical processes are included, and the top
panel shows the results when dust attenuation of the
ISRF is omitted. In the simulation with no shielding,
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there is a marked lack of the cold, dense gas that is
present in the other simulation, and as a result there is
no star formation at the time shown in the simulation.
However, the effect on star formation is more a delay
than complete prevention. Glover & Clark (2012c) find
that, while lowering the metallicity does delay the on-
set of star formation, the rate of star formation once it
begins is only weakly dependent on metallicity.
The observed correlation with H2 comes about be-
cause the same ∼ 1000 Å FUV photons that are respon-
sible for heating the gas are also responsible for dis-
sociating H2. Thus in regions where the attenuation is
high enough to let the gas reach low temperatures, it is
also high enough to suppress H2 photodissociation and
let the ISM become H2-dominated. Conversely, in re-
gions with little dust attenuation, the ISM will be both
molecule-poor and too warm to form stars. In retro-
spect this result is not terribly surprising, as the equa-
tions describing chemical and thermal equilibrium take
remarkably similar forms. When photoelectric heating
dominates, thermal equilibrium balances a heating term,
for which the energy added per unit volume is propor-
tional to χFUVnHe−τ, against a cooling term proportional
to n2H. Similarly, chemical equilibrium balances a pho-
todissociation term, in which the H2 destruction rate
per unit volume is proportional to χFUVnHe−τ, against
a formation term proportional to n2H. The analogy is not
perfect, because the optical depth τ that affects photo-
electric heating is mostly the dust continuum one, while
τ for the dissociation rate also contains a contribution
from line shielding. Similarly, both the cooling and for-
mation rates depend on temperature, and not in the same
way. Nonetheless, the analogy is close enough that, in
practice, there is an excellent correlation between tem-
perature and H2 abundance.
Importantly, the formation of H2 or CO is not actually
important for the thermodynamics. The middle three
panels of Figure 15 show the results of simulations that
are similar to the fiducial one shown in the bottom panel,
but with various modifications to the treatment of chem-
istry. In the second panel from the top, all molecule for-
mation is suppressed, in the middle panel formation of
CO is suppressed, and in the panel below that H2 and
CO formation are allowed, but the initial conditions are
purely atomic. Qualitatively the results are no different
than for the fiducial run, showing that molecule forma-
tion is not important for the dynamics. Molecules are
simply a tracer of dust shielding.
A strong prediction of this picture, again made in-
dependently by the two groups, is that the correlation
between H2 and star formation should break down at
sufficiently low metallicities (Krumholz 2012; Glover
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Nevertheless, the differences between the star formation histories
of the clouds simulated in these four runs are relatively small, despite
the significan differences that exi t in the chemical make-up f the
clouds. The presence of H2 and CO within the gas appears to make
only a small difference in the ability of the cloud to form stars.
Furthermore, the fact that a cloud that does not form any molecules
is not only able to form stars, but does so with only a short delay
compared to one in which all of the hydrogen and a significant
fraction of the carbon is molecular is persuasive evidence that the
formation of molecules is not a prerequisite for the formation of
stars.
Examination of the nature of the stars formed in these four sim-
ulations is also informative. Naively, one might expect that in the
abse ce of molec lar cooling, or more sp cifically CO cooli g, the
minimum temperature reached by the star-forming gas would be
significantly higher. If so, then this would imply that the value of
the Jeans mass in gas at this minimum temperature would also be
significantly higher. It has been argued by a number of authors (e.g.
Jappsen et al. 2005; Larson 2005; Bonnell, Clarke & Bate 2006) that
it is th value of the Jeans m ss at he minimum gas tempera ure in
a star-forming cloud that determines the characteristic mass in the
resulting initial mass function (IMF). Following this line of argu-
ment, one might therefore expect the characteristic mass to be much
higher in clouds without CO. However, our results suggest that this
is not the case. In runs C, D1 and D2, the mean mass of the stars that
form is roughly 1–1.5 M! (Fig. 1, bottom panel) and shows no clear
dependence on the CO content of the gas. Indeed, the mean mass
is slightly lower in run C, which has no CO, than in run D2, which
does. The mean stellar mass that we obtain from these simulations
is slightly higher than the characteristic mass in the observation-
ally determined IMF, which is typically found to b somewhat less
than a solar mass (Chabrier 2001; Kroupa 2002). However, this is
a consequence of our limited mass resolution, which prevents us
from forming stars less massive than 0.5 M!, and hence biases our
mean mass towards higher values. (We return to this point in Sec-
tion 3.3.) In run B, we again find a greater difference in behaviour,
but ev n in this case, the ean stellar mass r mains relatively small,
at roughly 2 M!. It therefore appears that the presence or absence
of molecules does not strongly affect either the star formation rate
of the clouds or the mass function of the stars that form within them.
Conspicuous by its absence from our discussion so far has been
run A, the run in which we assumed that the gas remained optically
thin throughout the simul tion. In this run, we find a very different
outcome. Star formation is strongly suppressed, and the first star
does not form until t = 7.9 Myr, or roughly three global free-fall
times after the beginning of the simulation. The results of this run
suggest that it is the ability of the cloud to shield itself from the
effects of the ISRF, rather than the formation of molecules within
the cloud, that plays the most important role in regulating star
formation within the cloud (cf. Krumholz, Leroy & McKee 2011).
3.2 Thermal nd chemical state of the gas
3.2.1 Temperature distribution
In order to understand why molecular gas appears to be of only
very limited importance in determining the star formation rate, it is
useful to look at the thermal state of the gas in the different runs
at the point at which they begin forming stars. This is illustrated in
Fig. 2 for runs B, C, D1 and D2. For comparison, we also show the
temperature distribution of the gas in run A at t = 2.3 Myr (i.e. at
a similar time to the other four runs, albeit roughly 5.6 Myr before
Figure 2. Gas temperature plotted as a function of n, the number density of
hydrogen nuclei, in runs B, C, D1 and D2 (panels 2–5) at a time immediately
prior to the onset of star formation in each of these runs. Note that this
means that each panel corresponds to a slightly different physical time. For
comparison, we also plot the temperature of the gas as a function of density
in run A (panel 1, at the top) at a similar physical time, t= 2.3 Myr, although
in this case, this is long before the cloud begins to form stars.
run A itself begins to form stars). The first point to note is the basic
similarity of the temperature distribution in most of the runs. In runs
B, C, D1 and D2, the temperature decreases from roughly 100 K at n
∼ 10 cm−3 to 10 K at n= 105 cm−3 and to 8 K at n= 106 cm−3. This
corresponds to a relationship between temperature and density that
can be approximated as T ∝ ρ−0.25 at n< 105 cm−3, or a relationship
between pressure and density P ∝ ρ0.75, in good agreement with
the relationship P ∝ ρ0.73 proposed by Larson (1985, 2005). The
fact that the effective equation of state of the gas is significantly
softer than isothermal (i.e. P ∝ ρ) means that the local Jeans mass
decreases rapidly with increasing density within the cloud, a factor
which is known to greatly assist gravitational fragmentation (see
C© 2012 The Authors, MNRAS 421, 9–19
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Figure 15: Density and temperature distributions fro four simula-
tions of turbulent clouds, using different treatments of thermodynam-
ics and chemistry. The clouds have an initial column density of 0.018
g cm−3 (85 M pc−2). In all panels, colors indicate the distribution of
mass in the density-temperature plane at the same evolutionary time
in each simulation. The bottom two panels show runs including all
thermal and chemical processes (those discussed in Section 3.1 and
3.2, and several others as well); the bottom panel starts with fully-
molecular initial conditions, and the second from the bottom starts
from fully atomic ones. In the top three panels, one or more processes
are disabled. In the top panel, chemical reactions and radiative heat-
ing and cooling proceed as normal, but dust attenuation of the FUV
radiation field is set to zero. In the second panel, attenuation, heating,
and cooling are normal, but reactions leading to the formation of H2
and CO are sup ressed. In the third panel, H2-forming reactions are
allowed, but CO-forming ones are not. Figure taken from Glover &
Clark (2012b), rep inted by permission.
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& Clark 2012c). The H2 equilibration time in the ISM
is much longer than the thermal equilibration time, and
both scale inversely with the metallicity. At sufficiently
low metallicity, the gas should be able to cool to low
temperature and proceed to star formation faster than
H2 can form, breaking the correlation; the effect should
be large enough to be detectable at metallicities below
≈ 10% of Solar. However, we lack an easy way of
measuring H2 masses at such small metallicities, as CO
breaks down as a tracer of molecular gas at low metal-
licity for the reasons discussed in Section 3.1. The ob-
servations required to test this prediction will therefore
be challenging, though there are a number of possible
strategies (Krumholz 2012).
4.2.2. The Star Formation Rate at Small Scales
The discussion in the previous section helps clarify
why the depletion time in H i-dominated regions is so
long compared to that in molecular ones, but it still
leaves unanswered the question of why ff is so small
even in molecular gas. There are a number of possi-
ble explanations, with varying degrees of theoretical and
observational support.
Threshold Models. Several authors have noted that, in
resolved observations of local clouds, the correlation
between gas mass and star formation rate becomes in-
creasingly tight as one considers only gas at higher and
higher column densities (Goldsmith et al. 2008; Lada
et al. 2010; Heiderman et al. 2010; Evans et al. 2014).
For unresolved observations, the same tightening in the
correlation is seen between star formation rates and
gas mass as we proceed to masses traced by molecules
of increasing critical volume density (Gao & Solomon
2004b; Wu et al. 2005). This has led some authors to
posit that the value of ff is low because only gas above
a certain (volume or column) density threshold is able to
form stars efficiently, and the fraction of mass in a typi-
cal molecular cloud that satisfies this condition is quite
small (Heiderman et al. 2010; Lada et al. 2012). Gas
that is above the threshold, referred to as “dense” gas,
forms stars on some specified timescale tdense.
There is undeniably an observational correlation be-
tween the presence of gas at high densities and the star
formation rate. However, as a model the threshold pic-
ture is at best a skeleton. The threshold may be re-
lated to dust shielding against FUV radiation (Clark
& Glover 2013), but in this case it is not clear why
the column density requirement is any different than
the requirement that the gas be molecular. In particu-
lar, why does it need to be dense enough to be HCN-
emitting? Other than this proposal, there are no other
reasons given in the literature for a physical origin for
the proposed threshold. Perhaps more importantly, the
timescale tdense in the dense gas is still far longer than
the free-fall time using the density estimated either from
the critical density or from resolved observations of the
regions above the threshold. Only once once proceeds
to densities so high that the typical objects have masses
comparable to that of a single star do we find star forma-
tion and free-fall timescales that are comparable, indi-
cating ff approaching unity. Thus in a threshold model,
the low value of ff in regions above the density thresh-
old remans unexplained. The situation is analogous to
that in the top-down models, where a low value of ff
at galactic scales is to be explained by feedback, while
the similarly low value at sub-galactic scales is left un-
explained. Here the low value of ff at molecular cloud
scales is explained by invoking a threshold, but the low
value at smaller scales is unexplained.
Turbulence-Regulated Models. A second class of mod-
els to explain the value of ff is based on statistics of
turbulence in molecular gas. Recall that, in the virial
theorem that describes the large-scale force balance of
molecular clouds (Section 3.4), turbulence enters as a
term that tends to increase I¨, preventing large-scale con-
traction. Thus turbulence opposes collapse on average.
However, turbulence is intermittent, and there are al-
ways regions where the turbulent flow tends to raise the
gas density and thereby promote gravitational collapse.
Thus turbulence plays a dual role, preventing collapse
on large-scales while encouraging it in unusual, local
regions (Mac Low & Klessen 2004).
In its simplest form, one can understand this phe-
nomenon simply using the virial theorem coupled to
the statistics of turbulence. Consider a molecular cloud
of characteristic size L in large-scale force balance be-
tween gravity and turbulence, so that the virial ratio
αvir ≈ 1. Now consider a sub-region within the cloud
of size ` < L. For a randomly-chosen region, the mass
contained within the region will scale as M(`) ∝ `3,
and thus the gravitational binding energy of the region
will scale as |W| ∝ M(`)2/` ∝ `5. On the other hand,
the linewidth-size relationship for turbulence (Section
3.3.3) implies that the velocity dispersion on size scale
` should vary as σ(`) ∝ `(n−1)/2 with n ≈ 2 in the highly-
supersonic limit. Thus the kinetic energy should vary as
T ∝ Mσ(`)2 ∝ `4. It therefore follows that the virial ra-
tio αvir(`) ∝ T /|W| ∝ `−1. If clouds are roughly virial
on the largest scales, then on all smaller scales they are
on average highly-supervirial, with αvir  1. The virial
theorem then implies that sub-regions inside molecular
clouds should have I¨ > 0, in which case they should not
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collapse to form stars.14
However, turbulence also creates a distribution of
densities, with some regions much denser than the
mean. These regions will also have higher gravitational
binding energies than the mean. On the smallest turbu-
lent size scales, those where the non-thermal velocity
dispersion becomes comparable to the sound speed, the
condition for a region to have |W| & T can be written
as a density threshold ρ > xcritρ, where ρ is the mean
density and xcrit is a dimensionless number that depends
on the same parameters as the density PDF. Given the
PDF of densities produced by the turbulence (Section
3.3.4), one can compute the mass above this threshold.
If this mass then collapses on some timescale tcoll, which
is not much longer than tff , then this gives an estimate
of the dimensionless star formation rate ff .
The first quantitative analysis of the star formation
rate that results from this competition was developed by
Krumholz & McKee (2005), who posited that tcoll would
be of order the mean density free-fall time tff(ρ), and
who calibrated various fudge factors based on the simu-
lations of Va´zquez-Semadeni et al. (2003). This calcu-
lation yields ff as a function of αvir, the Mach number
M of the cloud, and the fraction core of a collapsing gas
core that ends up in a star rather than being ejected by
the protostellar outflow. The numerical result was that
ff ≈ 0.01 over a very broad range ofM as long as αvir
is of order unity.
Subsequent authors have generalized and improved
this model in by introducing magnetic fields (Padoan &
Nordlund 2011b), which adds the Alfve´n Mach number
MA or equivalently the plasma β as a further parame-
ter, by considering variations in tcoll with density (Hen-
nebelle & Chabrier 2011; Hopkins 2012a, 2013a; Hen-
nebelle & Chabrier 2013), and by considering a depen-
dence on the compressive-to-solenoidal ratio of the tur-
bulence (Federrath & Klessen 2012), parameterized by
b (Section 3.3.4). Padoan & Nordlund (2011b), Padoan
et al. (2012), and Federrath & Klessen (2012) present
the most complete set of simulations published to date,
compare them to a range of analytic models, and give
calibrated estimates for ff(αvir,M,MA, b, wind).
The numerical value of ff that comes out of these
models depends on whether the turbulence is magne-
tized or not, on the virial parameter, and on the com-
pressive / solenoidal mix of the driving. However, it is
14This argument ignores the fractal structure of molecular clouds.
Using a realistic fractal dimension gives a weaker scaling of mass,
binding energy, and kinetic energy with length scale – see Kritsuk
et al. (2013a). The basic conclusion is, however, the same as for
this overly simple analysis: the typical sub-region within a molecu-
lar cloud is gravitationally-unbound.
clear that the Krumholz & McKee (2005) model over-
estimates the ability of turbulence alone to inhibit star
formation. In the new models and the simulations used
to calibrate them, ff ≈ 0.01 can be achieved only
through some combination of magnetic fields, mostly
solenoidal driving, and slightly super-virial turbulence.
Non-magnetic models, models with more compressive
turbulence, and models with precisely virial turbulence
tend to give ff ≈ 0.1 for realistic parameter choices.
This is the steady-state value, but the simulations also
show that star formation rates tend to accelerate in time.
They begin at ff ≈ 0.01 even in non-magnetic cases
with virialized, mixed compressive-solenoidal turbu-
lence, but accelerate to ff ≈ 0.1 after ∼ 1 − 2 free-
fall times. This acceleration appears to be related to the
density PDF developing a high-density powerlaw tail of
self-gravitating gas significantly in excess of a lognor-
mal (Federrath & Klessen 2013).
These results mean that, once steady-state conditions
are reached, the original Krumholz & McKee (2005)
proposal that virialized turbulence alone regulates star
formation is probably not correct. Virialized turbulence
does lower ff by an order of magnitude, but not by the
two orders of magnitude required to match the observa-
tions. There are a number of possible ways to get the
remainder of the way, however. First, ff is proportional
to core; the simulations used to calibrate ff do not in-
clude outflows, so this factor is inserted ex post facto.
Krumholz & McKee (2005) adopted core = 0.5 based
on the analytic models of Matzner & McKee (2000),
and subsequent authors have retained this value. How-
ever, more recent observational and theoretical work has
suggested that it is likely closer to 0.2−0.33 (e.g., Alves
et al. 2007; Nutter & Ward-Thompson 2007; Enoch
et al. 2008; Rathborne et al. 2009; Ko¨nyves et al. 2010;
Hansen et al. 2012), and this will bring ff down by a
factor of ∼ 2, a non-negligible fraction of the distance
between typical simulation values and observed ones.
Another possible important effect is that feedback lo-
calized to high-density peaks where stars are forming
reduces ff , both by directly expelling matter and by dis-
rupting the powerlaw tail of the density PDF, thereby
keeping the turbulence in a state more like that found
early in self-gravitating turbulence simulations, when ff
is low. Simulations including one obvious local feed-
back, protostellar outflows, do show that it reduces ff
even compared to cases where there is turbulence but
no local feedback (Wang et al. 2010).
Local feedback may also be required to remedy an-
other omission in turbulence-regulated models. As dis-
cussed in Section 3.3.5, turbulence decays in roughly
a crossing time if it is not driven, and in turbulence-
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regulated models the driving mechanism is not speci-
fied. There are numerous proposals for the origin of
the turbulence in molecular clouds, including the energy
of accretion flows (Klessen & Hennebelle 2010; Gold-
baum et al. 2011), a cascade of energy from galactic-
scale shear, cloud-cloud collisions, and external super-
nova shocks (Tasker & Tan 2009; Tasker 2011; Dobbs
et al. 2011a,b, 2012; Dobbs & Pringle 2013; Hopkins
2012a; Van Loo et al. 2013), photoionization feedback
from star formation (Matzner 2002; Krumholz et al.
2006a; Gritschneder et al. 2009; Goldbaum et al. 2011;
Walch et al. 2012b), radiation pressure from star for-
mation (Krumholz & Matzner 2009; Fall et al. 2010;
Murray et al. 2010; Hopkins et al. 2011), and momen-
tum injection by protostellar outflows (Norman & Silk
1980; McKee 1989; Li & Nakamura 2006; Nakamura &
Li 2007; Matzner 2007; Wang et al. 2010). Essentially
any of the mechanisms that have been invoked to de-
stroy molecular clouds or limit star formation efficiency
could also be responsible for driving turbulence within
them, with the possible exception of supernovae, which
may be delayed by too long to prevent the turbulence
from decaying before the first supernova occurs (Fall
et al. 2010). However, it is an open question whether
these mechanisms are capable of driving turbulence for
an extended period, or whether they either fail to do
so strongly enough to prevent collapse, or, conversely,
inject so much energy that clouds suffer rapid disrup-
tion before they ever achieve statistically-saturated tur-
bulence. In the latter case, one would return to some-
thing closer to the top-down picture.
Magnetically-Regulated Models. The classical expla-
nation for the low value of ff is to appeal not to the
turbulence term in the virial theorem, but instead to the
magnetic one (e.g., Shu et al. 1987). As discussed in
Section 3.4, in the ideal MHD limit, the dimensionless
quantity λ that measures the mass to flux ratio relative
to the critical value is invariant under large-scale expan-
sions or contractions of a cloud. Thus if λ < 1 and the
cloud is magnetically subcritical, and ideal MHD ap-
plies, then gravity can never win against magnetic sup-
port and induce collapse. Before roughly the 1990s,
the standard model of star formation was that clouds
generally had λ < 1, and ff was small because it re-
quired many free-fall times for non-ideal MHD pro-
cesses to allow enough magnetic flux to leak out of
clouds (Mouschovias & Spitzer 1976; Shu et al. 1987).
However, observations have cast serious doubt on this
model. As mentioned above, direct measurements of
magnetic fields in ∼ 100 clouds using the Zeeman ef-
fect now seem to show that λ ≈ 2 − 3 is more typical
(Crutcher 1999; Crutcher et al. 2010b; Crutcher 2012).
Moreover, mass to flux ratios are generally observed to
be higher in the centers of dense cores than in their en-
velopes, exactly the opposite of what would be expected
if star formation proceeded via magnetic flux leaking
out of dense cores and into their envelopes (Crutcher
et al. 2009), though there has been some debate on
this result (Mouschovias & Tassis 2009, 2010; Crutcher
et al. 2010a). These observations seem to rule out the
possibility that ff is low due to magnetic support.
4.2.3. Bottom-Up Models: General Results
Given models for both where in the ISM star forma-
tion will take place, and for the rate of star-formation in
those parts, one can compute the relationship between
star formation and gas content simply as
ΣSFR = fSFff
Σ
tff
, (66)
where fSF is the fraction of the ISM that is star-forming
(generally equivalent to the fraction that is molecular).
In a three-dimensional simulation, this areal law can be
replaced by an equivalent volumetric one. The quantity
fSF is computed from the models described in Section
4.2.1, and the quantity ff can be either set to a fixed
value based on observations, or computed based on the
models described in Section 4.2.2. The result is a pre-
diction for the relationship between gas and star forma-
tion in the ISM, with possible additional dependencies
on any other factors that affect fSF, such as metallicity.
Compared to the top-down models, models of this
form have two major successes. First, models in which
star formation is assumed to trace H2 provide a much
better match to the observed phase- and metallicity-
dependence of star formation rates than do models
where feedback is assumed to be the dominant pro-
cess. In particular, they are able to reproduce the break
in the ΣSFR − Σ relation at ∼ 10 M pc−2 at Solar
metallicity, and the observation that the location of the
break is metallicity-dependent, as illustrated in Figure
2. This result has now been reproduced independently
by several groups, using a variety of techniques: simu-
lations where the H2 fraction is determined from a time-
dependent chemical model (Gnedin et al. 2009; Gnedin
& Kravtsov 2010, 2011), simulations where the H2
fraction is calculated from a time-independent numer-
ical or analytic subgrid model (Robertson & Bullock
2008; Kuhlen et al. 2012), and purely analytic models
(Krumholz et al. 2009b; Krumholz 2013). Figures 16
and 17 shows examples from two recent papers demon-
strating this agreement. It is worth pointing out that,
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while the figures show recent work, these models ac-
tually predicted the metallicity-dependence of the rela-
tionship between star formation and gas surface density
before it was established by observation, so this consti-
tutes a genuine prediction.
Figure 16: Star formation rate versus gas surface density for galax-
ies at z ≈ 3 in cosmological simulations of galaxy formation, from
Gnedin & Kravtsov (2010), reprinted by permission of the AAS. The
top panel shows simulations using self-consistently computed metal-
licities (which are sub-Solar), while the bottom one shows simulations
where the metallicity is artificially set to Solar. In each panel, the
thick red line shows the relationship between surface formation ΣSFR
and total gas surface density ΣH, with the hatched region showing the
range of variation. The dashed red lines show the ΣSFR −ΣH2 relation,
and the dotted red lines show the ΣSFR − ΣHI relation. The gray bands
and black points show observations. The the top panel, the data are
from z ≈ 3 surveys of (presumably) low-metallicity systems, while
in the bottom panel gray band is from Bigiel et al. (2008), an earlier
version of the same data set shown in blue in Figure 2. Black dashed
lines in both panels are the Kennicutt (1998b) relation. Notice the dif-
ference between the Solar- and low-metallicity relations for both the
data and the simulations.
A second success of the bottom-up approach is that,
at least in the turbulence-regulated model, it can suc-
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Figure 5. Comparison between the KMT+ model and the obser-
vations of Bolatto et al. (2011). The top panel shows RH2 versus
Σ, while the bottom panel shows Σ˙∗ versus Σ. In each panel,
the black and white raster plot shows the density of SMC lines
of sight in the (Σ, RH2 ) and (Σ, Σ˙∗) planes, respectively, with
the intensity of the color from white to black proportional to the
number of points in each bin. Blue lines show the KMT+ model
computed with Z′ = 0.2, ρsd = 0.02 M# pc−3; the value of ρsd
is that recommended by Bolatto et al. For comparison, the red
dashed line shows the KMT+ model for a Solar metallicity galaxy
of the same stellar density at the SMC (Z′ = 1, ρsd = 0.02 M#
pc−3).
column densities may be underestimated by a factor of ∼ 2
due to H i self-absorption, which would bring them closer to
the maximum predicted by the model, but even without this
correction the saturation column is a reasonable match to
the predicted value, and is far smaller than what is observed
in the low-metallicity galaxies.
3.5 High Redshift Systems
The final comparison data set consists of damped Lyman α
absorbers (DLAs) and the outskirts of Lyman break galax-
ies (LBGs) at z ∼ 3. Wolfe & Chen (2006) combine Hubble
Ultra-Deep Field images with Lyman α absorption covering
Figure 6. Comparison between the model and the data on blue
compact dwarf (BCD) galaxies gathered by Fumagalli, Krumholz
& Hunt (2010). The black line shows ΣHI,max (equation 26), the
metallicity-dependent H i saturation column, and the gray region
below it is the allowed range of maximum H i column densities.
Blue points represent the metallicities and peak H i columns mea-
sured in BCDs by Fumagalli, Krumholz & Hunt. The red band is
the range of H i saturation columns measured in molecular clouds
near the Sun by Lee et al. (2012).
fraction measurements to set upper limits on star forma-
tion rates in DLAs, while Rafelski, Wolfe & Chen (2011)
use deep V-band imaging (rest frame FUV) to measure the
star formation rate in LBG outskirts, and they show that
this star formation, when it can be detected, must be taking
place in an H i-dominated phase of the ISM. By stacking
the observed galaxies and statistically comparing to the H i
column density distribution as probed by Lyman α absorp-
tion, they are able to determine the connection between the
surface densities of star formation and atomic gas.
Figure 7 shows a comparison between the measured star
formation rates in LBG outskirts, upper limits from DLAs,
and the KMT+ model. In generating the model predictions,
the choice of metallicity is somewhat unclear, because metal-
licities are not known on a system-by-system basis. However,
Prochaska et al. (2003) and Rafelski et al. (2012) show that
the majority of DLAs at z ∼ 3 have metallicities in the range
Z′ = 0.01 − 0.1, so we adopt this range, though there are
outliers above and below it. Stellar densities are similarly
unknown, but have relatively little impact for reasonable
values because the gas surface densities are high enough so
that stellar gravity only makes a minor contribution to the
pressure. The Figure shows that the model agrees reasonably
well with the observations for metallicities in the plausible
range. Note that the star formation rates are far below what
one would expect for an H2-dominated region: total gas de-
pletion times for the LBG outskirts shown are in the range
10− 50 Gyr.
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Figure 17: Top panel: ratio of molecular and atomic gas surface den-
sities RH2 = ΣH2/ΣHI versus total gas surface density Σ = ΣH2 + ΣHI.
Bottom panel: star formation rate per unit area Σ˙∗ versus Σ. The black
pixels in each panel show observations of the Small Magellanic Cloud
by Bolatto et al. (2011) (also shown as the green pixels in Figure 2),
wi the color of the pixel indicating the density of ind vidual lin s of
sight at the indicated values of (Σ,RH2 ) and (Σ, Σ˙∗). The blue lines are
the analytic model of Krumholz (2013), evaluated using the SMC’s
metallicity of Z/Z = 0.2. The red dashed lines are the values the
model would predict for Z = Z. The model correctly predicts the
displacement of the SMC’s molecular abundance and star formation
rate from the values seen in higher metallicity galaxies.
cessfully explain why ff is roughly independent of
size or ensity scale, rather than risi g dramatically in
de ser gas. The basic explanation is simple: a constant
value of ff means that the mass M(> ρ) above some
specified density threshold ρ must decrease as roughly
ρ−1/2, so that the ratio M(> ρ)/tff(ρ) remains about con-
st nt. The lognormal PDF produced by sup rsonic tur-
bulence has approximat ly this property over a a road
range of Mach numbers (Krumholz & Thompson 2007;
McKee & Ostriker 2007; Narayanan et al. 2008a,b).
The ability of these models to give roughly constant ff
manifests directly in their ability to explain molecular
line observations. The infrared and line luminosities of
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galaxies are often observed to obey scaling relations
LIR = cL
p
line (67)
where the constant of proportionality c and index p
depend on the particular line being observed (e.g.,
Gao & Solomon 2004b; Greve et al. 2005; Riech-
ers et al. 2006; Wu et al. 2005, 2010; Bussmann
et al. 2008; Narayanan et al. 2008a; Bayet et al. 2009;
Juneau et al. 2009; Schenck et al. 2011; Garcı´a-Burillo
et al. 2012). Two groups, one using analytic models
(Krumholz & Thompson 2007) and one using numeri-
cal ones (Narayanan et al. 2008b), have used turbulence-
regulated models to predict c and p for a range of lines,
including much of the rotational ladders of CO, HCO+,
and HCN. A generic prediction of these models is that
the index p depends on the critical density of the line
in question, and this prediction is in generally good
agreement with observations (Bussmann et al. 2008;
Narayanan et al. 2008a; Juneau et al. 2009; Schenck
et al. 2011), though it seems to fail for the highest J
lines (Bayet et al. 2009), likely because these models
do not correctly model the temperature-dependence of
the emission. Nonetheless, the ability to reproduce the
(approximate) density-independence of ff and its ob-
servational manifestation in molecular line data consti-
tutes a major success of bottom-up models, which top-
down models, as noted above, are able to match only
by adding an ad hoc assumption of low ff on small
scales. Again, this is a prediction, not a post-diction,
of the models.
4.2.4. Potential Problems with the Bottom-Up Ap-
proach, and the Need for a Synthesis
While the bottom-up approach provides a very good
match to a number of observations, the models also
contain significant holes and assumptions. One has
to do with the exact mechanism by which the corre-
lation between star formation and molecular gas, and
the metallicity-dependence it implies, is established. As
discussed above, suppression of star formation in gas
that is insufficiently shielded from the grain photoelec-
tric heating by the ISRF appears to provide a possi-
ble explanation. However, much work still remains
to flesh out this hypothesis. For example, Krumholz
et al. (2011b) show that regions with low H2 fractions
will generally have Bonnor-Ebert (or Jeans) masses of
& 102 − 103 M, much larger than the mass of a typi-
cal star. However, these masses are still much less than
the mass of an entire giant molecular cloud, and it is not
clear exactly how high the Jeans mass must be in order
for star formation to be suppressed by a certain amount.
Similarly, Glover & Clark (2012b,c) show that star
formation is significantly delayed in clouds that are not
shielded, but it is not suppressed completely. The 104
M clouds they consider are too massive to be supported
solely by thermal pressure, and in the absence of inter-
nal feedback or external perturbations, neither of which
are included in the simulations, collapse eventually oc-
curs even in unshielded clouds. In such clouds the gas
would still become molecular before fully collapsing,
since the collapse time scales with density n−1/2 and
the molecular formation time varies as n−1. However,
if only the collapsing gas became molecular, this would
presumably be reflected in a very high value of ff for
this gas, which is not observed in low-metallicity sys-
tems like the SMC.
A second gap in the bottom-up models is an account
for exactly how the turbulence is maintained in molec-
ular gas so as to keep ff low. There are numerical
simulations demonstrating that this is possible on the
scales of individual star clusters (Li & Nakamura 2006;
Nakamura & Li 2007; Wang et al. 2010), and analytic
models suggesting that it should work on large scales
as well (e.g., Krumholz et al. 2006a; Klessen & Hen-
nebelle 2010; Goldbaum et al. 2011), but not yet a full
simulation that shows turbulence being maintained and
keeping ff at the size scales of molecular clouds. In part
this is an issue of dynamic range and numerical limita-
tions. Simulations of entire galaxies, which are required
to model processes like driving turbulence by accre-
tion and cloud-cloud collisions, generally have resolu-
tions too small to model the turbulence within molecular
cloud, while simulations including feedback either have
to resort to subgrid models, or have difficulty achiev-
ing enough dynamic range to simulate both the small
scales where feedback occurs and the large ones that
describe entire molecular clouds. Until such a high-
dynamic range simulation can be performed, the main-
tenance of turbulence by either external or internal driv-
ing will remain a conjecture.
Both of these gaps suggest that the way forward in
questions of the star formation rate has to be a synthe-
sis between the top-down and bottom-up approaches.
To address the question of how metallicity really deter-
mines both the phase balance and the rate of star for-
mation, we require simulations that start from galac-
tic scales but also resolve the small scales where the
gas transitions from warmer and atomic to cold and
molecular, including realistic treatments of FUV heat-
ing and dust shielding that are missing from almost all
present-day galaxy-scale models. We also need these
simulations so that we can simultaneously resolve the
environments and interiors of molecular clouds, with-
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out resorting to parameterized feedback models where
the choice of input parameters essentially determines
the outcome. Such simulations would also help resolve
the question of how large-scale feedback interacts with
small scale efficiency, and with the need for the ISM
to form a shielded phase before proceeding to star for-
mation. At present, these questions depend crucially
on the parameters one uses to describe feedback. For
example, Christensen et al. (2012) and Kuhlen et al.
(2012, 2013) both conduct cosmological simulations
of low-metallicity dwarf galaxies using recipes that re-
strict star formation to molecule-rich gas. However,
they reach very different conclusions about whether
the metallicity-dependence of star formation actually
changes the mean star formation rate or efficiency of
galaxies over cosmological times, likely because they
make different assumptions about the strength of stellar
feedback.
Simulations with enough dynamic range to span from
galactic to sub-pc scales, without relying on subgrid
models that put in the feedback by hand, will be ex-
traordinarily technically-challenging, and may be some
distance in the future. In their absence, another viable
approach will be to tune the star formation and feed-
back parameters needed in the large-scale models us-
ing small-scale simulations that do not rely on subgrid
models. Efforts to formulate such subgrid recipes for
feedback by radiation pressure (Krumholz & Thompson
2012, 2013) and supernovae (Creasey et al. 2013) are
already underway, but more work of this type is clearly
needed.
5. Stellar Clustering
The origins of stellar clustering have received signif-
icantly less theoretical attention than the star formation
rate, but, as I discuss in this section, the major theo-
retical questions in both fields are tightly bound. The
way that stars cluster is strongly related to the question
of how ff is regulated and on what scales. To review,
the central questions that interest us in this section re-
volve around the process by which stars that are initially
born in high-density, highly-clustered regions disperse
into their final configuration consisting of some frac-
tion, usually the great majority, in a field population that
is not bound to any structure smaller than the galaxy as a
whole, while a minority end up in gravitationally-bound
clusters with a mass function at birth dN/dM ∝ M−β
with β ≈ 2. The theoretical problem of explaining these
observations can be roughly broken into two parts. First,
one must ask about the initial conditions for the prob-
lem: how are newborn stars arranged, both in space and
kinematically, and both relative to each other and to the
gas? Second, one must ask how this structure evolves as
star formation comes to an end, gas is removed, and the
evolution transitions from gas-dynamical to collision-
less.
5.1. Spatial and Kinematic Structure of Newborn Stars
The qualitative result that young stars are highly clus-
tered is straightforward to understand from theory: the
gas from which these stars form is moving highly su-
personically, leading to very large density contrasts.
Since the timescale for gravitational collapse scales as
ρ−1/2, the densest regions tend to run away and form
stars first, thus leading to a stellar configuration that
reflects or even further amplifies the highly structured
nature of the gas. There have been relatively few at-
tempts to go beyond this rough qualitative agreement
to check for quantitative matches between theory and
observations. Klessen & Burkert (2000) and Hansen
et al. (2012) both calculated two-point correlation func-
tions from their simulations of star cluster formation,
and found reasonable matches to observed two-point
correlation functions. In particular, both sets of simula-
tions reproduce the observed behavior that the two-point
correlation function behaves as a powerlaw over a large
range of scales, but has a break at small scales. The
small-scale break corresponds, perhaps equivalently, to
either the Jeans length in the initial cloud or to the tran-
sition from the regime at small separation where most
correlated stars are bound binaries to the regime at large
separation where the stars are not individually bound to
one another, but only to the larger cluster. Both simula-
tions also have the property that the two-point correla-
tion functions are nearly time-invariant.
Hopkins (2013d) proposes an analytic model for the
spatial clustering of stars, situated within the larger
framework of the Hopkins (2012a) excursion set model
for turbulence. In this model the clustering of stars is
dictated by the hierarchical nature of supersonic turbu-
lence, and is calculated with precisely the same tech-
niques as for the hierarchical clustering of galaxies. The
results are also generally consistent with observations
in the regime above the binary / Jeans length scale, but
they fail to recover the break at small scales. This ana-
lytic model is a plausible explanation for what occurs in
the Hansen et al. (2012) simulations, since these include
turbulence, but it is hard to see why they would describe
the Klessen & Burkert (2000) simulations, which start
with essentially no turbulence (αvir = 0.01). The sim-
ulations also differ in other respects as well: Klessen
& Burkert include no stellar feedback, while Hansen
et al. include radiative transfer and protostellar outflows.
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The fact that these wildly disparate setups both pro-
duce qualitatively the same result, and that these results
are time invariant, suggests that the spatial distribution
of stars probably results from the simple property that
cold, self-gravitating gas tends to collect into hierar-
chical structures. Turbulence, the basis of the Hopkins
model, is one way of establishing this hierarchy, but not
the only possible way.
A number of authors have also examined the distri-
bution of stars in simulations not in an attempt to repro-
duce observations, but instead with the goal of under-
standing the early phases of star cluster evolution that
occur while the stars are still hidden by large quanti-
ties of dust. Maschberger et al. (2010) and Kruijssen
et al. (2012a) analyze a simulation by Bonnell et al.
(2008), and find that a final star cluster is assembled hi-
erarchically, with a number of small bound sub-clusters
forming first, and then later merging to produce fewer
larger ones. The individual sub-clusters stop growing
when they have depleted most of their gas, so the struc-
ture that results resembles a gaseous cloud with small
stellar-dominated regions inside it. As time progresses,
the stellar-dominated regions grow and merge, consum-
ing more and more of the cloud. However, it is un-
clear how general these results are: the development of
stellar-dominated regions occurs because ff ≈ 1 on the
∼ 0.1 pc scales of star clusters in the simulations, and
is close to that large even on the ∼ 10 pc scale of the
entire molecular cloud15. This high value of ff does not
agree well with observations, and is probably an arti-
fact of the limited physics included in the simulations,
which omit magnetic fields, feedback, or anything else
to slow down the star formation. Stellar-dominated re-
gions also form in other simulations with similarly-high
values of ff (Girichidis et al. 2011, 2012a; Moeckel
et al. 2012), but do not appear to form in simulations
15Bonnell et al. (2011) argue for a closely-related simulation that
the time-averaged value of ff in the simulation is only 0.04, which
would match observations much better. However, they arrive at this
estimate by averaging over a long initial phase of their simulations
before star formation begins, and this phase is long because their sim-
ulations start with no initial density perturbations. Simulations that
begin with initial turbulent structure show much shorter delays in the
onset of star formation (e.g., Federrath & Klessen 2012; Padoan et al.
2012). Observations strongly rule out the possibility that real molec-
ular clouds experience a long quiescent phase before the onset of star
formation (Hartmann et al. 2001; Ballesteros-Paredes & Hartmann
2007; Tamburro et al. 2008), suggesting that a more sensible proce-
dure would be to ignore the initial transient when the star formation
rate is low, and instead measure ff from the onset of star formation
rather than from the start of the simulation; doing so yields ff ≈ 0.3
for Bonnell et al.’s simulation. Measuring ff only after star forma-
tion has begun is also the standard procedure in all other published
measurements of ff from simulations.
that include feedback and magnetic fields and thus have
lower ff (e.g., Li & Nakamura 2006; Nakamura & Li
2007; Wang et al. 2010).
Several authors have also investigated the kinematic
properties of newborn stars, and their relationship with
the gas. A generic finding of these simulations is that,
while the overall velocities of the stars remain well-
correlated with those of the surrounding gas, the stars
also have velocity dispersions significantly smaller than
that of the gas (Offner et al. 2009b; Kruijssen et al.
2012a; Girichidis et al. 2012a). This appears to occur
because stars are formed at the nodes of shocks, where
the bulk velocity found in the cloud has mostly can-
celled. Indeed, the same phenomenon applies to the
gas cores even before stars form (Offner et al. 2008),
and detailed comparisons between the kinematics of the
cores and the stars produced in simulations and those
actually observed in nearby regions appear to produce
reasonable agreement (Offner et al. 2008, 2009a). Inter-
estingly, the result that simulated stellar velocities are
well-correlated with gas ones but with lower velocity
dispersion, and the good agreement between simula-
tions and observations, appears to hold over a wide va-
riety of simulation methods and assumptions; for exam-
ple, it matters little whether the turbulence is driven or
not. This suggests that the stellar kinematics have a very
simple and universal origin, the most likely candidate
for which is the general phenomenon that densities and
velocities tend to be anti-correlated in supersonically-
turbulent flows (Padoan et al. 2001).
As a result of their lower velocity dispersions, stars
tend to be sub-virial with respect to the gas, but roughly
virial if one considers only the stellar mass (Offner
et al. 2009b; Kruijssen et al. 2012a; Girichidis et al.
2012a). Kruijssen et al. (2012a) attribute this to the
stellar-dominated nature of the sub-clusters, but Offner
et al. (2009b) find the same result in simulations that
do not proceed to high star formation efficiency and do
not produce stellar-dominated regions. Regardless of
its origin, the fact that stars have much lower velocity
dispersions than gas has important implications for the
evolution of star clusters once gas is removed. However,
as with the result regarding the existence of gas depleted
regions, we should treat this result with caution because
the simulations from which it is derived do not include
any form of feedback, and form stars too rapidly and
efficiently compared to what we observe.
5.2. Gas Removal
5.2.1. General Theory
At some point in the star formation process, the gas
is removed, either because it has all been converted into
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stars, or because some stellar feedback process ejects it.
The classical theory for how the stars will respond, first
described by Hills (1980), is quite simple, though more
sophisticated analytic models exist (Adams 2000; Boily
& Kroupa 2003a). If one starts with a virialized system
of gas and stars with negligible support from magnetic
fields, the kinetic and potential energy are related by
− 2T =W, (68)
and the two terms individually scale with the mass M
of the system as T ∝ M andW ∝ M2. If one rapidly
removes some of the mass, leaving a mass M behind in
the form of stars16, then the total energy of the resulting
system is
E = T ′ +W′ = T + 2W =  (1 − 2)T , (69)
where T ′ andW′ are the new kinetic and potential en-
ergy after gas removal. The total energy E is negative,
indicating that the system is bound, only if  > 1/2.
(Note that the exact same calculation implies that bi-
nary companions to stars that go supernova will in gen-
eral become unbound, unless the asymmetric kick of
the supernova happens to push the neutron star in ex-
actly the right direction to keep the system together.)
This process of star clusters disrupting due to rapid gas
expulsion goes by the somewhat macabre name “infant
mortality”. On the other hand, if the mass loss is slow
compared to a dynamical time, then the system remains
in virial equilibrium at all times, and it is straightfor-
ward to show that in this case the system always remains
bound, but that its radius increases from an initial value
R to a final value R′ = R/.
Numerous authors have studied this process with N-
body simulations as well. The most common proce-
dure is to start with a star cluster in a gas potential,
whose depth relative to the potential produced by the
stars is specified by the star formation efficiency. The
stars themselves can be either smoothly distributed and
in virial equilibrium with the gas (Tutukov 1978; Lada
et al. 1984; Goodwin 1997; Kroupa et al. 2001; Geyer
& Burkert 2001; Boily & Kroupa 2003b; Bastian &
Goodwin 2006; Goodwin & Bastian 2006; Baumgardt
& Kroupa 2007; Pelupessy & Portegies Zwart 2012),
smooth and sub-virial (Chen & Ko 2009; Goodwin
16It is critical to distinguish between  and ff . The latter describes
the instantaneous rate of conversion from gas to stars, while the former
is the integrated fraction of the gas that is converted into stars over the
entire lifetime of the star-forming system. The two are identical only
if the system lives exactly one free-fall time, and if there is no gain or
loss of gas mass through any process other than star formation during
that interval.
2009), distributed in a fractal or other sub-structured
distribution (Scally & Clarke 2002; Goodwin & Whit-
worth 2004), or taken directly from the output of gas-
dynamical simulations (Smith et al. 2011a,b, 2013).
The cluster potential is then removed over some time
scale, either via a prescribed analytic formula, or by run-
ning a fluid-dynamics simulation together with the N-
body one and causing the gas to disperse using a simple
prescription for the effects of stellar feedback (Geyer &
Burkert 2001; Pelupessy & Portegies Zwart 2012). The
primary free parameters in this approach are the star for-
mation efficiency , the timescale over which the gas is
removed, and the virial ratio of the stars at the time the
simulations begin.
The simulations generally agree with the simple an-
alytic argument given above, but with some important
differences. First, even for an initially-virialized stel-
lar population and instantaneous gas removal,  = 0.5
does not represent a hard line for cluster survival or dis-
ruption. Instead, at least some bound remnants will be
left even with values of  ≈ 0.33, mainly because the
kinetic energy is not uniformly distributed among the
stars; instead, when the potential is removed, those stars
on the high-energy tail of the Maxwellian distribution
carry away a disproportionate share of the energy, while
those with lower energies remain behind. However, at
values of  < 0.5, clusters do suffer increasing mass
loss, which becomes total at  . 0.3. Conversely, even
if mass removal is as slow at ∼ 10 crossing times, for
low values of  substantial mass loss can still occur,
thanks to the presence of the galactic tidal field. This
tends to strip stars that wander too far from the cluster
during mass removal, even if that removal is slow.
Second, for a cluster that is smooth but not initially
virialized, clusters are much more likely to survive than
if the initial conditions is virialized, and  alone is not a
good predictor of the outcome. Instead, the fraction of
the stars that remain bound is determined primarily by
the effective star formation efficiency eff , defined sim-
ply as the virial ratio of the stars immediately after gas
removal. (Note that eff should not be confused with ff ,
the dimensionless star formation rate per free-fall time,
which represents an entirely different concept – unfortu-
nately the letter  is used for too many different things in
this field.) Thus if the stars are sub-virial with respect to
the gas, while it is present, gas removal will result in an
effective star formation efficiency that is larger than the
true star formation efficiency , and the stellar cluster
will be correspondingly more difficult to disrupt.
Third, in cases where the initial conditions are
highly sub-structured, either through a specified struc-
ture model or by taking the results from fluid simula-
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tions, the results are highly stochastic, and can change
wildly from one realization of the structure to another,
even when all the parameters used to generate those re-
alizations (e.g., the star formation efficiency and the ini-
tial virial ratio) are held fixed. Thus the amount of mass
that remains in bound clusters in this case is highly ran-
dom, and can only realistically be determined from very
large statistical ensembles of simulations.
5.2.2. The Cluster Mass Function
The relationship between the star formation effi-
ciency  and cluster survival provides a tool to inves-
tigate the origin of the mass function of clusters that do
survive.17 Suppose that we observe cluster-forming gas
clouds with a mass function dNobs/dMg. The distribu-
tion of masses present at any time is proportional to the
rate at which clouds of a given mass form, dNform/dMg,
multiplied by the (potentially mass-dependent) lifetime
tl(Mg), which implies that the mass function of forming
clouds is distributed as
dNform
dMg
∝ 1
tl(Mg)
dNobs
dMg
. (70)
We wish to relate this to the mass spectrum of the
newly-formed star clusters. The mass of stars formed in
a cloud of mass Mg is simply Mg, where  is the star
formation efficiency, which may itself be a function of
Mg. However, not all of the stars formed necessarily re-
main as part of a star cluster; some may disperse into
the galactic field. To account for this, let fcl() be the
fraction of the stellar mass remains part of a final star
cluster; Thus a gas cloud of mass Mg forms a mass Mg
of stars, and a final star cluster of mass Mc = fclMg. If
one is observing very young clusters that have not had
time to disperse even if they are unbound (as expected
for ages . 10 Myr), then fcl() is simply unity18. Given
these definitions, one can then compute the mass spec-
trum of newly formed clusters simply from application
of the chain rule:
dNform
dMc
=
(
dMc
dMg
)−1 dNform
dMg
17Recall from the previous section that, for stars that are not in virial
equilibrium when the gas is removed, the survival of the star cluster
is determined not by the actual efficiency , but by effective efficiency
eff . For simplicity in this section I will ignore this complication, but
the results may be extended to the non-virialized case in a straightfor-
ward manner.
18Recall from Section 2.2 that some authors define clusters only as
objects that are more than a dynamical time old, and by this defini-
tion there are no such things as “unbound clusters”. My usage of the
generic term “cluster” to include both things that are bound and old
and things that are younger than a dynamical time is not an attempt
to take sides in this definitional debate so much as it is an attempt to
avoid clumsy language such as “unrelaxed stellar agglomerates”.
∝
[
 fcl + fcl
d
d ln Mg
+ 
d fcl
d
d
d ln Mg
]−1
· 1
tl(Mg)
dNobs
dMg
. (71)
This relation encodes the ingredients by which one can
translate between an observed mass function of gaseous
objects dNobs/dMg and the mass function of the star
clusters they produce. The necessary ingredients are the
mass-dependent lifetime tl(Mg), the functional form of
fcl() (which can be determined from the N-body simu-
lations or analytic theory), and the dependence of  on
Mg. This relationship simplifies in various cases. If one
is observing young clusters, such that there has been
no time for unbound stars to disperse and one can set
fcl = 1, then the term in square brackets reduces to sim-
ply  + d/d ln Mg.
The mass function of proto-cluster gas clouds is
somewhat ambiguous, given that it depends on how one
defines such clouds and on the observational tracer used
to measure the gas (more on this below), but as dis-
cussed in Section 2.2, for a wide range of reasonable
choices the observed cloud mass function dNobs/dMg
is roughly a powerlaw M−βgg of index βg in the range
1.5 to 2. The lifetime of molecular clouds is hotly dis-
puted (Dobbs et al. 2014, and references therein), but
it is reasonable to expect that it should scale with the
crossing time or the free-fall time. It is important to
caution that there is no observational evidence one way
or another on this point, but in the absence of evidence,
this hypothesis is a reasonable starting point. For a
population of clouds with fixed surface density, which
appears to roughly describe molecular clouds on large
scales (Dobbs et al. 2014, and references therein) and
also gas clumps selected by a variety of methods (Fall
et al. 2010), this implies tl ∝ M1/4g ; for a population
of clouds with fixed radius or density instead, we have
tl ∝ M−1/2g or tl ∝ M0g , respectively. Thus a reasonable
estimate for t−1l (dNobs/dMg) is that it is a powerlaw with
an index in the range −1.75 to −2.25, though one could
obtain values outside this range under strong assump-
tions (e.g., fixed radius and an observed mass function
at the high end of the observed range, which would give
an index of −2.5).
The largest uncertainty in the above analysis is the
dependence of  on Mg. However, several authors have
made theoretical arguments for these dependences in an
attempt to derive the mass function of star clusters; con-
versely, some authors have used the observed cluster
mass function in attempt to constrain the process of star
formation. Kroupa & Boily (2002) argue that  should
have a local minimum at mass Mg ∼ 104 M, cor-
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responding to clusters massive enough to host O stars
but not so massive that ionized gas cannot escape from
them, and that this should induce features in the clus-
ter mass function in the range 103 − 104 M. Baum-
gardt et al. (2008) and Parmentier et al. (2008) argue for
a similar features at ∼ 105 M induced by supernova-
driven mass loss, and propose that this explains the ob-
served turnover in the globular cluster mass function.
Fall et al. (2010) focus on the early phase when fcl = 1,
and argue that the observed β ≈ 2 slope for young clus-
ters can be reproduced naturally if the gas clouds have
roughly constant densities, and if the process responsi-
ble for stellar feedback is a momentum-driven mecha-
nism such as radiation pressure. Parmentier & Kroupa
(2011) and Parmentier & Baumgardt (2012) argue that
a constant density initial condition provides a better ex-
planation for the observed similarity between the cloud
and cluster mass functions.
Finally, it is worth noting that all of the models dis-
cussed here are of the “spherical cow” variety: one starts
with a gas cloud of defined mass, which converts a de-
fined fraction of its gas to stars and expels the rest over
some time scale. In reality, of course, star-forming re-
gions do not have well-defined edges. The mass and
surface density vary continuously with position, and the
star formation efficiency is a function of the scale over
which it is averaged, with smaller regions (probably)
achieving higher efficiencies than larger ones. However,
at present there is no model for the origin of the cluster
mass function that properly accounts for this hierarchi-
cal structure. As I discuss in the next section, however,
there have been attempts to take this structure into ac-
count when calculating the fraction of star formation oc-
curring in long-lived structures.
5.2.3. The Fraction of Stars Forming in Clusters
The mass function is only half of the story; the other
part is what fraction of the star formation is in stellar
clusters. Before addressing this question theoretically,
it is important to sharpen it a bit. The very influential
review of Lada & Lada (2003) argued that the great ma-
jority of stars form in clusters, but subsequent work us-
ing larger and more complete catalogues of embedded
stars has shown that the question itself is somewhat ill-
posed, and depends on what one means by “forming in
a cluster”. Lada & Lada define a cluster as a collec-
tion of stars whose density is much greater than that of
the galactic field, and that are dense enough to survive
tidal disruption and numerous enough to avoid immedi-
ate dissolution by two-body relaxation. By this defini-
tion, essentially all stars are born in clusters. However,
this definition admits as clusters objects that have much
lower densities than typically observed for older, open
clusters, and if one sets a higher surface or volume den-
sity threshold, then the fraction of stars born in clusters,
and the properties of the clusters that one identified, de-
pends critically on the threshold one adopts (Bressert
et al. 2010). This may be because density thresholds are
an insufficiently precise tool to identify clusters even if
distinct clusters are present (Pfalzner et al. 2012), but no
more precise tool is available at the moment.
Imposing criteria for what constitutes a cluster be-
yond simple density cuts can introduce yet more vari-
ation. For example, Chandar et al. (2010b) and Bastian
et al. (2012b) produce wildly-conflicting cluster cata-
logs for the same portion of M83, with the majority
of the difference stemming from the fact that Chandar
et al. use an automated selection based (roughly) on sur-
face brightness alone, while Bastian et al. start with a
surface brightness-selected automated catalog but then
perform an additional by-eye inspection and remove
from the catalog any regions that do not have round,
symmetric morphologies.
This review of the observations suggests that the
question “what fraction of stars form in clusters” does
not have a meaningful answer that can be specified in-
dependent of a definition of cluster. However, one can
ask a related question that is physically meaningful: af-
ter the gas has been expelled from a star-forming cloud
and the dynamics become purely N-body, what frac-
tion of stars are parts of gravitationally-bound structures
smaller than the galaxy as a whole (excluding binaries
or similar small-N star systems)? This in turn connects
to the observational question of why stars forming in
bound gas clouds at densities much higher than that of
the galactic field manage nonetheless to find themselves
at far lower densities ∼ 10 − 100 Myr later.
One might think that the answer to this question
might turn on the question of whether molecular clouds
are gravitationally bound or not, but simulations suggest
otherwise. For example, Clark et al. (2005) simulate a
molecular cloud with a mass of 105 M and a virial ratio
αvir = 4, rendering it moderately unbound. Without any
stellar feedback in the simulations, they find that most
of the stars end up in bound stellar structures. The effect
of the high virial ratio is that, rather than a single clus-
ter, the cloud forms a modest number of sub-clusters
that are not mutually bound to one another, but are each
bound internally. This strongly suggests that even mod-
erately unbound clouds will still produce bound stellar
structures in the absence of feedback, and so any suc-
cessful model of stellar clustering must invoke stellar
feedback somehow.
The models used to explore how stellar feedback af-
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fects the cluster mass function could in principle be used
to explore this question as well. In practice, however,
there are numerous obstacles to doing so: in the vicin-
ity of  = 0.5 and expulsion times of order the crossing
time, the fraction of stars that remain bound becomes
extremely sensitive to small changes in either the effi-
ciency or the gas expulsion timescale, making predic-
tions highly uncertain. Moreover, as noted above, when
the stars in question are not dynamically-relaxed, the re-
sults are highly stochastic and appear to depend on the
details of the initial conditions in unpredictable ways.
Clearly a more statistical approach is needed.
Kruijssen (2012) proposes one approach to the prob-
lem, based on the density PDF of supersonic turbu-
lence. In this model, one estimates the characteristic
star formation efficiency (ρ) achieved by gas of den-
sity ρ as (ρ) = ff[tfb/tff(ρ)], where tfb is a charac-
teristic timescale required for feedback (assumed to be
dominated by supernovae in the model) to halt further
star formation, and the density ρ is averaged over an
infinitesimally-small volume, not over any finite size
scale. This in turn is calculated via a simple argument
balancing the pressure of the ISM against the pressure
of supernova-heated gas. Once (ρ) is known, one can
then estimate the fraction of mass that remains bound
as a function of  from the results of numerical simula-
tions, and calculate the overall bound fraction simply by
integrating over the density PDF. High-density regions
put most of their stars into bound structures because
they have large  due to their short free-fall times, while
lower-density regions make little contribution to bound
structure because most of their mass is still gaseous, and
is expelled by feedback.
This model predicts that the fraction of stars born in
bound structures is an increasing function of the ISM
pressure (parameterized via the total gas surface den-
sity), which enters by determining how long star for-
mation can continue before being halted by feedback;
there is some observational evidence in favor of such
a trend (Larsen & Richtler 2000; Goddard et al. 2010;
Bastian et al. 2011, 2012b; Silva-Villa et al. 2013),
though, as with much relating to star cluster observa-
tions, this claim is disputed (Fall et al. 2009; Chan-
dar et al. 2010a,b, 2011; Fall & Chandar 2012). More
generally, we should recognize that this model depends
on a large-number of poorly-constrained parameters, in-
cluding the characteristic timescale on which feedback
halts star formation, and the mapping between local star
formation efficiency and fraction of stars that remain
bound. One could arrive at significantly different re-
sults for plausible choices of these parameters, and, un-
fortunately, these parameters are much harder to cali-
brate from simulations than are the parameters that en-
ter models of turbulence-regulated star formation: it is
much harder to simulate the full suite of stellar feed-
back processes discussed in Section 4.1.2 than to simu-
late boxes of driven turbulence! Nonetheless, the model
represents a first attempt to to build a theory for star
cluster formation that grapples with the continuous and
hierarchical nature of molecular clouds.
A final complication in getting from a theoretical
prediction of star formation occurring in bound struc-
tures to the actual observable of bound stellar systems
of a certain age is that there are processes that can un-
bind star clusters after they become gas-free, but before
they have time to spread apart significantly and thus
become distinguishable from those stars that were un-
bound thanks to gas expulsion. Star clusters can be dis-
rupted due to tidal shocking by nearby gas clouds (Krui-
jssen et al. 2012a,b) and, for small clusters (mass . 103
M), by two-body evaporation, mass loss through stel-
lar evolution, energy released during core collapse, and
related dynamical effects, all of which are accelerated
when the stars are highly sub-structured to begin with
(Moeckel et al. 2012).
5.3. Stellar Clustering: Ways Forward
More complete theoretical explanations for how and
why stars cluster will require progress on two major
fronts. The first of these is numerical. As should be ap-
parent from the preceding discussion, much of the work
that has been done on both the “initial conditions” for
the problem of stellar clustering (i.e., the distribution of
newborn stars relative to each other and to the gas) and
the response of the system to gas removal have been
based on simulations that include no stellar feedback.
Given that we know that such simulations produce star
formation rates that are far too high compared to ob-
served values, and that the star formation efficiency ap-
pears to be an important parameter in determining the
outcome of gas removal, this is obviously a concern. As
discussed in Section 4.2.2, more complete simulations
that include local feedback, turbulence, or some combi-
nation of both are now able to produce star formation
rates in much better agreement with observations, and
it seems urgent to analyze these simulations using the
same techniques that have been applied to simulations
without feedback, in order to determine which results
are robust and which are not.
A more ambitious numerical goal would be to per-
form simulations that calculate star formation and gas
removal self-consistently within a single simulation, so
that the fraction of stars in the final, bound structure
could be computed directly. At present no simulations
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quite achieve this goal, though some are close. Wang
et al. (2010) simulate star cluster formation including
outflow feedback and magnetic fields (which appear to
be crucial to getting the effects of feedback right – see
the discussion in that paper and also in Gendelev &
Krumholz (2012) and Krumholz et al. (2014)), but not
the feedback from massive stars that could eject the bulk
of the gas. Va´zquez-Semadeni et al. (2010, 2011) sim-
ulate molecular cloud formation and, via a simple sub-
grid model, gas removal by H ii regions, but not with
enough resolution to resolve individual stars, as would
be necessary to follow their N-body evolution. Rogers
& Pittard (2013) extend this work with a much more
realistic treatment of the effects of stellar wind and su-
pernova feedback, but do not follow the dynamics of
the stars. Pelupessy & Portegies Zwart (2012) also sim-
ulate gas removal with a simple subgrid model, and do
track the trajectories of individual stars, but they insert
the stars by hand rather than following their formation
self-consistently. Dale et al. (2012, 2013) simulate both
star formation and subsequent disruption of protoclus-
ters by ionizing radiation, and do so with enough res-
olution to follow individual stars and with a much bet-
ter approximation to ionizing radiation feedback than
has been used by other authors. However, they include
neither magnetic fields nor any other form of feedback.
As this list should make clear, most of the ingredients
needed to solve this problem exist, but thus far not all in
a single simulation or a single code. Solving this prob-
lem will require putting the necessary ingredients into a
single simulation and running it end to end.19
On the analytic side, progress will require a move to-
ward theories that grapple with the continuous and hier-
archical structure of the ISM. The excursion set formal-
ism used by Hopkins (2013d) to predict the two-point
correlation function of cores and young stars, and the
density PDF model of stellar clustering by Kruijssen
(2012) represent steps in this direction, but each has
major holes left to be filled. The excursion set approach
needs to be supplemented with analytic models for feed-
back in order to say anything meaningful about the final
state of stellar clustering rather than just the initial con-
dition, and a model based on single-point statistics such
as the PDF is for obvious reasons unable to make any
predictions about cluster mass functions or similar non-
point properties. A useful starting point for theoretical
progress might be to explore a synthesis of the two ap-
19An alternative approach is to chain together existing codes us-
ing a high-level software control structure (e.g., Portegies Zwart et al.
2013), though this does not obviate the need to have low-level codes
that actually implement all the requisite physics.
proaches. Any theory of this form will have significant
unknown parameters that will have to be calibrated from
simulations, and in the future it is imperative that the
simulations used for this purpose be as realistic as pos-
sible, in particular in their treatment of stellar feedback.
6. The Initial Mass Function
The origin of the initial mass function forms the fi-
nal topic of this review. As discussed in Section 2.3,
the IMF has two particularly important features that are
robustly measured over a wide range of environments,
and that demand explanation. First, there is a power-
law tail at high masses, with a slope that appears to be
universal or nearly so. Second, there is a distinct peak
at a mass between 0.1 and 1 M. The location of this
peak does not seem to vary in local environments, while
there is tentative but increasingly-convincing evidence
for variation in the most massive present-day early-type
galaxies. The behavior of the IMF at masses below
the peak might constitute a third subject for theoretical
exploration, but this is by far the least observationally-
constrained part of the IMF, and, moreover, it has rela-
tively little significance on galactic scales, since objects
of such low mass produce negligible light, and below
the IMF peak they also contribute relatively little mass.
I structure this section around potential explanations for
the slope of the IMF first, and then potential explana-
tions for the peak.
6.1. The High-Mass Slope
As discussed in Section 2.3, the high-mass end of the
IMF always appears to follow a powerlaw dN/dm ∝
m−α with α ≈ 2.3 − 2.4. Such a scale-free powerlaw
dependence naturally calls for a scale-free phenomenon
to explain it, and there are two obvious candidates:
gravity-driven accretion, and turbulence.
6.1.1. Competitive Accretion Models
One way of producing a scale-free powerlaw is to
rely on self-similar growth. Models of this class are
generically known as “competitive accretion” models,
and were recently reviewed by Bonnell et al. (2007).
The central idea, first proposed qualitatively by Larson
(1978, 1982), and first quantitatively worked out by Zin-
necker (1982), is to consider what happens in a cluster
when a series of stars are born with a relatively small
range of masses, but then accrete in a manner such that
the accretion rate is an increasing function of the current
mass, i.e.,
dm
dt
= f (m), (72)
64
with f (m) an increasing function. For the specific case
of a powerlaw function f (m) ∝ mη, this equation has the
analytic solution
m(t)
m0
=
{ [
1 − (η − 1) τ]1/(1−η) , η , 1
exp (τ) , η = 1
, (73)
where m0 and m˙0 are the mass and accretion rate at
t = 0, and τ = m˙0t/m0 is the dimensionless time. For
η > 0, these functions have the common feature that
they produce runaway growth on a timescale m0/m˙0; for
η > 1 the growth is super-exponential, and reaches infi-
nite mass at time τ = 1/(η − 1). Now consider a group
of stars that accrete following this rule, but that have a
range of values of τ at which they stop accreting. This
can be because there is a wide range of actual accretion
times t, because there is a range of initial masses m0,
because there is a range of initial accretion rates m˙0, or
some combination of all three. If the distribution of τ
values is dN/dτ, and all the stars start with about the
same value of m0,20 then the distribution of final masses
is
dN
dm
∝
(
dN
dτ
) (
dm
dτ
)−1
∝
(
dN
dτ
)
m(τ)−η. (74)
The implication is that, if one starts with a distribution
of τ values that is (for example) uniform over the range
τmin to τmax, the final distribution of masses will follow
a powerlaw distribution from m(τmin) to m(τmax). In this
manner, a relatively narrow and flat distribution of ac-
cretion durations, accretion times, and/or initial masses
can be broadened to a powerlaw distribution by the ac-
tion of mass-dependent accretion. The broadening oc-
curs because, when accretion rates increase with mass,
growth is highly non-linear. Thus a small difference in
the number of dimensionless accretion times is ampli-
fied to a very large difference in final mass. This com-
petitive behavior is what gives its name to this class of
models.
There have been an extremely large number of both
analytic models and simulations exploring models of
this sort. In his original proposal, Zinnecker (1982) sug-
gested that stars would accrete via a Bondi-Hoyle pro-
cess (Hoyle & Lyttleton 1939; Bondi 1952), which cor-
responds to m˙ ∝ m2 (i.e., η = 2), and pointed out that
this would give rise to a mass spectrum dN/dm ∝ m−2,
fairly similar to the observed index of α = 2.35. Sub-
sequently, Bonnell et al. (1997, 2001a,b) found that the
spectrum would be steepened slightly by mass segrega-
tion: more massive stars tend to sink to the center of a
20I assume fixed m0 only for algebraic simplicity, as it is straight-
forward to generalize the argument to the case of a range of m0 values.
growing cluster, so they find themselves in higher den-
sity gas, and on average this makes the accretion rate
grow with stellar mass faster than m2, as would be ex-
pected for Bondi-Hoyle accretion in a uniform-density
medium. A number of authors have also studied more
complex accretion laws motivated by a range of physi-
cal scenarios, and have also considered a range of pos-
sible physical origins for a distribution in τ values (e.g.,
Adams & Fatuzzo 1996; Basu & Jones 2004; Bate &
Bonnell 2005; Myers 2008, 2009, 2011, 2012). Possi-
bilities include random start times coupled with simul-
taneous truncation due to stellar feedback, a range of
mass loss rates due to stellar outflows, ejection of stars
due to dynamical interactions with other stars, and ex-
haustion of gas from a star’s immediate vicinity due to
the local star formation efficiency reaching 100%.
The only physical processes invoked in the above ar-
gument are hydrodynamics and gravity, and simulations
containing only these two ingredients indeed appear ca-
pable of producing a powerlaw distribution of masses
with a slope similar to the observed one (Bonnell et al.
2003; Bate et al. 2003; Bonnell et al. 2004; Bate 2009a).
Including radiative heating due to protostars does not
appear to change this fundamental result (Bate 2009b).
Figure 18 shows an example result from a simulation of
this type. The simulation shown, and numerous other
ones like it, begin with a gas cloud ∼ 1 pc in size, which
is seeded with an initial turbulent velocity field such that
the initial virial ratio αvir ∼ 1. The cloud is then allowed
to evolve in response to hydrodynamic and gravitational
forces.21
A common feature of these models is that there is
essentially no correlation between the properties of the
gas around a star at the time of its formation and its final
mass (Bonnell et al. 2004; Smith et al. 2009). (How-
ever see Chabrier & Hennebelle (2010) for a counter-
argument.) Instead, the mass that ends up in stars, at
21There is one complication that applies to the simulation shown in
Figure 18, and to all other simulations I discuss in this section. None
of these simulations have the dynamic range required to resolve the
stars themselves. Instead, they represent stars using “sink particles”
(Bate et al. 1995; Krumholz et al. 2004; Federrath et al. 2010a; Gong
& Ostriker 2013): in regions where the gas density exceeds as speci-
fied threshold, and the gas is bound and gravitationally unstable, the
code converts some of the gas into a Lagrangian point particle that
continues to interact gravitationally with the remainder of the simula-
tion, and can accrete gas, but no longer feels or exerts pressure forces.
The exact recipe used to determine when and where to insert sink par-
ticles, and how to accrete mass onto them once they are created, varies
from code to code. In the remainder of this section, when I refer to
the mass distribution of stars in the context of numerical simulations,
readers should understand that I am really referring to the mass distri-
butions of sink particles that are intended to represent stars.
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Figure 18: Results from a simulation by Bate (2009a), reproduced
by permission. The top panel shows the logarithm of projected den-
sity, with the color scale running from 10−1.4 − 101 g cm−2, after 1.5
free-fall times of evolution. The region shown is 0.8 pc on a side. The
bottom panel shows the distribution of the stellar masses in the simu-
lation at the time shown in the upper panel. The single-hatched region
shows all objects, and the double-hatched one shows only those ob-
jects that have stopped accreting. For comparison, the magenta line
is the Salpeter (1955) slope α = −2.35, and the red and black lines
are the functional forms for the IMF proposed by Kroupa (2001) and
Chabrier (2003), respectively.
least more massive ones, is drawn from a region com-
parable to the size of the entire initial cloud, and one
cannot identify any bound structures with masses com-
parable to the masses of more massive stars and smaller
than that of the cloud as a whole.
However, not all simulations based on hydrodynam-
ics and gravity produce the observed IMF powerlaw
slope. The models that are successful begin with a uni-
form density and initial turbulence that is at virial lev-
els (i.e., αvir ≈ 1), but no mechanical feedback or cas-
cade from larger size scales to maintain the turbulence
or keep ff small. In contrast, simulations that start
with little initial turbulence produce flatter mass spec-
tra dN/dm ∝ mα with α ≈ −1.5 (Klessen et al. 1998;
Klessen & Burkert 2000; Klessen 2001). This appears
to occur because in this case the stars pack close to-
gether along filaments, and their tidal fields inhibit ac-
cretion onto their neighbors, resulting in an accretion
law roughly following m˙ ∝ m2/3. One can also pro-
duce similar variations in the mass spectrum by start-
ing with supervirial conditions (Clark et al. 2008), or
even by starting with virialized turbulence but varying
the initial density distribution, with steeper density dis-
tributions leading to progressively flatter and more top-
heavy mass functions (Girichidis et al. 2011, 2012b),
while mass distributions that are closer to uniform pro-
duce few or no massive objects (Martel et al. 2006; Ur-
ban et al. 2010). In contrast, simulations that begin from
conditions of saturated turbulence also seem able to pro-
duce powerlaw mass distributions whose slope matches
that of the observed IMF, but via a mechanism that is
fundamentally different than competitive accretion and
bears much more resemblance to the turbulence-based
models described in Section 6.1.2 (Padoan et al. 2007;
Schmidt et al. 2010; Krumholz et al. 2012b).
The need for carefully-selected initial conditions to
match the observed mass spectrum is a symptom of a
more general potential problem with the model. Com-
petitive accretion only appears to operate in the presence
of decaying turbulence (Krumholz et al. 2005; Bonnell
& Bate 2006), since it relies on a coherent supersonic
collapse to bring both gas and stars into a small arena
where the competition can take place. If there is sig-
nificant feedback or the turbulence is not allowed to de-
cay to low levels, this inhibits the coherent collapse on
which competitive accretion depends (Wang et al. 2010;
Krumholz et al. 2012b). The difficulty arises in the fact
that the same mechanisms that seem to be required to
reproduce the observed star formation rate, and possi-
bly also the stellar clustering fraction, may also prevent
competitive accretion from occurring. Indeed, there are
no published simulations22 that show competitive accre-
tion but also have ff . 0.1 (see also Krumholz & Tan
2007), and it is far from clear that it is possible for com-
petitive accretion to occur in an environment with low
ff .
22As mentioned in Section 5.1, Bonnell et al. (2011) report a value
of ff = 0.04 for one of their simulations that does show competitive
accretion. However, this reported value is computed via a methodol-
ogy that is at odds with both observational constraints and with the
standard used in other numerical work. See footnote 15.
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6.1.2. Turbulence-Based Models
The other scale-free process that could naturally ex-
plain a powerlaw distribution of stellar masses is tur-
bulence. As discussed in Section 3.3, turbulence pro-
duces powerlaw velocity spectra and nearly-powerlaw
spectra of logarithmic density, so it is a priori plausi-
ble that it might also produce powerlaw distributions of
stellar mass. Models based on this premise proceed in
three stages. First, one must estimate the distribution
of fragment masses without regard to whether they are
gravitationally-bound or not (the so-called “core” mass
spectrum). Second, one must ask which of these cores
are gravitationally bound (making them “bound cores”).
Third, one must ask how the masses of stars related to
the masses of bound cores.
The Core Mass Function. The first turbulence-based
model for the IMF was proposed by Padoan et al. (1997)
and extended by Padoan & Nordlund (2002) (hereafter
PN). They make a simple heuristic argument based on
two premises. The first is that stars form from cores
of dense gas that are produced by shock passages. The
typical mass of these cores is determined by magnetized
isothermal shock jump conditions: if we consider a re-
gion of initial size `0 and mean density ρ0, then when it
is hit by a shock of Alfve´n Mach numberMA, the shock
jump conditions dictate that it will be compressed to a
characteristic size `1 = `0/MA and density ρ1 = ρ0MA.
If cores are produced in the post-shock region, then one
might expect their typical mass to be
m1 ∼ ρ1`31 =
ρ0`
3
0
M2A
. (75)
HoweverMA is proportional to the shock velocity, and
the characteristic velocity is itself scale dependent; as
shown in Section 3.3.3 (equation 40), the velocity dis-
persion on size scale ` varies as σv(`) ∝ `(n−1)/2, where
the velocity power spectrum is follows a powerlaw
P(k) ∝ k−n. Thus we can write the characteristic Mach
numberMA on size scale ` as
MA =MA,0
(
`
`0
)(n−1)/2
. (76)
Substituting this into equation (75) gives
m1 ∼
ρ0`
3
0
M2A,0
(
`1
`0
)4−n
. (77)
One can choose `0 and ρ0 to be the outer scale of the
turbulence and the mean density of a cloud, respec-
tively, in which case this expression simply reduces to
the characteristic mass of cores measured on some size
scale ` smaller than the size of the cloud. The second
premise of the argument is that the turbulent flow is self-
similar in the sense that the number of cores present due
to turbulent fluctuations on size scale ` is simply pro-
portional to the available volume at that size scale, i.e.,
N(`) ∝ `−3. Combining this scaling with equation (77),
PN arrive at
dN
d logm
∝ `(m)−3 ∝ m−3/(4−n) ⇒
dN
dm
∝ m−(7−n)/(4−n), (78)
where `(m) ∝ m1/(4−n) is simply the inverse of the map-
ping between m and ` given by equation (77). For pow-
erlaw indices n = 5/3 − 2, as expected for high Mach
number turbulence, this gives an index in the range
α = 2.3 to 2.5 for the IMF, in good agreement with
the observed value.
It is worth pointing out that there are several signif-
icant sleights of hand in this argument. First, equa-
tion (77) follows from equation (75) only if the Alfve´n
Mach number that one substitutes into the denomina-
tor of equation (75) is that on scale `1, and not that on
scale `0. However, in the shock jump conditions used to
write equation (75), the Alfve´n Mach number that en-
ters is the pre-shock one, which one would have thought
would be simplyMA,0. Moreover, the shock jump con-
ditions themselves used in deriving equation (75) are
appropriate only for shocks where the flow velocity is
perpendicular to the magnetic field, and it is not clear
why this is the appropriate assumption to make. Finally,
the argument regarding the number of objects N(`) as a
function of scale `, and the way this result is used to de-
rive the mass function, are both suspect. For example,
it is not clear in deriving equation (78) why one should
take dN/d logm ∝ `(m)−3 rather than dN/dm. This un-
certainty stems from a lack of a rigorous definition of
what an “object” to be counted at size scale ` really is.
Despite these ambiguities, however, there is some nu-
merical support for a picture like that proposed by PN.
One prediction of this model is that the mass spectrum
depends on the powerlaw index n of the turbulence. A
second prediction comes from considering the case of a
non-magnetic flow, where the post-shock size-scale and
density scale with the Mach number as `1 = `0/M2 and
density ρ1 = ρ0M2. Using these scalings and following
the same argument as above, one arrives at a prediction
dN/d logm ∝ m3/(5−2n). Padoan et al. (2007) conduct
HD and MHD simulations of driven turbulence with no
gravity, and calculate the mass spectrum of overden-
sities identified using a clump-finding algorithm. De-
pending on whether the simulation uses HD or MHD,
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and depending on the code they use, they find differ-
ent powerlaw indices for the turbulent power spectrum,
ranging from n = 1.9−2.2, and they find that the result-
ing clump mass spectrum in each simulation is consis-
tent with the predicted value given the measured index
n and the presence or absence of magnetic fields.
Hennebelle & Chabrier (2008, 2009, 2013) (HC) and
Hopkins (2012a,b, 2013a) helped clarify some of the
ambiguities in Padoan & Nordlund’s model by embed-
ding it within, respectively, the Press-Schechter (Press
& Schechter 1974) and excursion set (Bond et al.
1991) formalisms for describing the statistics of ran-
dom fields with structure on many scales. These models
for the density distribution in a supersonically-turbulent
medium were introduced briefly in Section 3.3.4. To re-
mind readers, both models hypothesize that the PDF of
the log of density, smoothed on size scale `, is a log-
normal. They then provide a formalism for calculat-
ing the scale-dependent width σs(`) as a function of the
length scale at which the turbulence is injected, L, and
the Mach numberML on that length scale. The Hopkins
model goes on to identify this outer scale with the scale
height of the disk, and to compute the Mach number on
that scale from the requirements of Toomre stability of
the disk.
Given such a model, one can use the standard tech-
niques of Press-Schecher or excursion set theory to
count the number of objects above some particular den-
sity threshold. The procedure is fairly simple. In the
Press-Schecter approach, one first considers a particu-
lar size scale `. The mass of an object of density ρ at
that size scale is M(ρ) ∼ ρ`3, and the total mass of
objects with density between ρ and ρ + dρ is simply
ρp(ρ)dρ, where p(ρ) is the PDF of the density, which
is trivially related to the PDF p(s) of the log of density.
Dividing the total mass of objects at density ρ by the
mass M(ρ) of each object gives the number of objects
at that mass at that particular size scale `. To obtain
the overall mass distribution, one must then simply in-
tegrate over all size scales `. This final step gives rise
to the well-known “cloud-in-cloud” problem: some ob-
jects that are counted at a particular size scale ` will also
be part of a larger object on size scale `′ > `, and the
integral double-counts them. One can attempt to cor-
rect for this approximately. The excursion set approach
allows one to perform the correction precisely, by per-
forming a random walk starting at a very large size scale
and then adding up the randomly-chosen density fluctu-
ations as the walk proceeds to progressively smaller size
scales. The random walk ends when the density reaches
the specified threshold value.
From All Cores to Bound Cores. The core mass func-
tion specifies objects by a particular density threshold,
but does not determine whether these objects are bound.
Filtering the cores to identify the bound ones is there-
fore the next step in the argument. In the PN model,
boundedness is determined by comparing the mass of an
object to the Jeans mass, which is determined from the
density PDF. The procedure is that one draws a density
from the lognormal PDF given by equation (42), then
evaluates the Jeans mass (equation 61) using that den-
sity. If the Jeans mass is smaller than the mass of the ob-
ject, it is considered gravitationally bound and liable to
collapse to a star. This does not alter the mass function
for high mass objects, because it is extremely unlikely
that a draw from the density PDF will produce a density
so small that such an object is rendered stable. Thus the
slopes of the mass functions for all cores and for bound
cores are identical. However, the bound core mass func-
tion does become truncated at low masses, something I
discuss further in Section 6.2.
The effects of the boundedness criterion are more sig-
nificant for the HC and Hopkins models, because they
consider non-thermal support as well as thermal sup-
port. In these models, one uses the linewidth-size rela-
tion (equation 40) to specify the scale-dependent veloc-
ity dispersion σv(`). With some additional assumptions
one can also make a guess at the magnetic field strength.
In the Hopkins formalism, one also knows the degree of
rotational support, though this is unimportant except on
large scales.
These various sources of support can be combined
with thermal pressure to define a boundedness criterion
that is, up to factors of order unity, simply an applica-
tion of the virial theorem (equation 53). One consid-
ers a region bound if the virial theorem gives I¨ ≤ 0,
i.e., if the gravitational potential energy exceeds the sum
of the thermal energy, the turbulent kinetic energy, the
magnetic energy, and the kinetic energy in ordered ro-
tation. All of these energies are fully determined by the
size scale ` under consideration and the local density ρ
smoothed on this size scale. Thus one can rewrite the
condition for boundedness as simply a condition on the
density; note that this is almost exactly the same as the
procedure used in Krumholz & McKee (2005) and sim-
ilar models for the turbulence-regulated star formation
rate. It is also subject to some of the same weaknesses,
the most notable of which is that this procedure assumes
that density and velocity are uncorrelated, while it is
well known that in a turbulent medium density and ve-
locity are in fact highly-correlated (e.g., Padoan et al.
2001).
Armed with the scale-dependent threshold density
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ρth(`), one can derive the mass function using much the
same procedure as is used to compute the mass func-
tion with a fixed, scale-independent density threshold.
In the HC Press-Schecter-based model the procedure is
exactly the same, while in the excursion set formalism
one again performs a random walk to compute the scale-
dependent density, but one identifies cores with the
smallest scale at which the density exceeds the thresh-
old, rather than the largest. The qualitative effect of the
scale-dependent threshold is to steepen the mass func-
tion compared to a fixed threshold. This steepening oc-
curs because many of the most massive objects tend to
be found on relatively large size scales, where the turbu-
lent support is also greatest, and this leads to a suppres-
sion of the high end of the mass function. As in the PN
model, thermal support at the low-mass end leads to a
turnover in the core mass function below a certain mass.
From Bound Cores to Stars. The final assumption in
the turbulence-based models for the origin of the IMF
is that there is a self-similar mapping between bound
core and star masses, so that the CMF and IMF have
the same functional form. This is far from an obvious
conclusion, particularly for cores on size scales ` such
that σv(`)  cs, i.e., where the cores are expected to
have significant internal turbulence. When such a self-
gravitating structure forms and decouples from the sur-
rounding turbulent flow, why does it not fragment fur-
ther? Simulations of turbulent cores that include only
the physics included in the PN, HC, and Hopkins mod-
els (i.e., hydrodynamics plus gravity) show that this is
exactly what happens, with a result that the final stel-
lar masses bear no resemblance to the initial core mass
(Dobbs et al. 2005). This problem applies even to cores
with σv(`) ∼ cs, because as these collapse, the collapse
will drive supersonic turbulence within them (Huff &
Stahler 2007; Klessen & Hennebelle 2010; Robertson
& Goldreich 2012), and hydrodynamic simulations con-
firm that even cores with little initial turbulence can still
fragment (Goodwin et al. 2004; Walch et al. 2012a).
One can also ask the question another way: once a
self-gravitating turbulent structure forms in a turbulent
flow, why should should one not apply something like
the PN, HC, or Hopkins formalism to it, and calculate its
sub-fragmentation into yet smaller pieces? The analogy
with cosmology is instructive. When one uses some-
thing like the Press-Schecter or excursion set formal-
ism to calculate that a dark matter halo has collapsed,
one does not expect the dark matter in that halo to fur-
ther sub-fragment. However, this is only because the
dark matter is collisionless and lacks a way to dissi-
pate energy, so that when it collapses its velocity dis-
persion rises and stabilizes it against further fragmenta-
tion. The baryons may also undergo initial shock heat-
ing as they fall into a dark matter halo, but if they are
able to cool rapidly, they will not stabilize. They will
instead collapse and fragment to smaller and smaller
scales, so that the final mass of the stable baryonic struc-
tures bears no resemblance to the mass of the structure
into which they initially collapsed. It would seem that
molecular gas should behave like the baryons in this
cosmological example, but the PN, HC, and Hopkins
formalisms amount to treating them like the dark matter
instead. Indeed, Hopkins (2013a) realizes this problem
and notes that, in the absence of some support that halts
the collapse, application of his formalism indeed sug-
gests that fragmentation should continue indefinitely to
ever-smaller scales.
There are a number of possible ways around this
problem. Simulations including physics other than sim-
ply hydrodynamics and gravity shows that there are a
number of physical effects that strongly suppress frag-
mentation. Radiation feedback from embedded massive
stars raises the Jeans mass, and is capable of causing
a cores to collapse more or less monolithically rather
than undergoing sub-fragmentation (Krumholz 2006;
Krumholz et al. 2007; Krumholz & McKee 2008; Bate
2009b; Offner et al. 2009b; Krumholz et al. 2010; Offner
et al. 2010; Krumholz et al. 2012b; Bate 2012). Mag-
netic fields, particularly in combination with radiation
feedback, are also effective at suppression fragmenta-
tion (Hennebelle et al. 2011; Commerc¸on et al. 2011b;
Myers et al. 2013). However, none of these processes
are currently included in the analytic models, and there
is no compelling reason to believe that they allow a sim-
ple one-to-one mapping from the CMF to the IMF in
all circumstances and environments. Instead, it seems
likely that fragmentation or non-fragmentation within
cores will modify the mapping from CMF to IMF in
non-trivial ways that models have not yet begun to ex-
plore.
Observational Implications of Turbulence-Based Mod-
els. Turbulence-based models make a strong predic-
tion that there should be a correspondence between the
mass functions of cores (CMFs) and stars. Depend-
ing on the details of the model, this correspondence
can apply only for bound cores, or for all cores re-
gardless of their boundedness. Such a comparison is
not quite as trivial as it might first seems, however,
due to questions of timescale. A one-to-one mapping
from bound cores to stars means that formation rate of
stars matches the formation rate of the cores that pro-
duce them, but the observed CMF is the product of
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the formation rate distribution and the lifetime distri-
bution.23 How this should influence the relationship
between the observed CMF and the IMF depends on
ones models for how cores evolve in time. For ex-
ample, Clark et al. (2007) point out that, if all cores
are one thermal Jeans mass in size, then their collapse
times should be proportional to their masses, in which
case we should find dNcore/dMcore ∝ Mcore(dN∗/dM∗).
In contrast, if one assumes that cores have masses of
one turbulent Jeans mass, or equivalently that they have
constant bounding pressures, then, the difference be-
tween core and star mass function is much reduced:
dNcore/dM ∝ M0.25core (dN∗/dM) Hennebelle & Chabrier
(2009). Padoan & Nordlund (2011a) point out that one
must consider not only core collapse timescale, but also
assembly timescales. They argue that, because cores
should be collapsing and putting mass into stars at the
same time as they are assembling, the observable gas
mass in a core will generally be less than that of the
stars they produce. The difference in mass is partic-
ularly large for the cores producing the most massive
stars, such that very massive bound cores should be far
rarer than massive stars.
The observational situation is only slightly clearer
than the theoretical one. Observations of the CMF and
its relationship to the IMF are reviewed in Offner et al.
(2014), and I refer readers there for a more thorough dis-
cussion. A short summary is that the mass function of
cores in many regions, and measured using many tech-
niques, looks remarkably like the stellar IMF. There is
a powerlaw tail at high masses with a slope of roughly
dN/dM ∝ M−α with α ≈ 2 to 2.5 (Motte et al. 1998;
Testi & Sargent 1998; Johnstone et al. 2000; Reid &
Wilson 2005, 2006a; Enoch et al. 2007; Alves et al.
2007; Enoch et al. 2008; Roma´n-Zu´n˜iga et al. 2010;
Nutter & Ward-Thompson 2007; Andre´ et al. 2010;
Ko¨nyves et al. 2010). This result is at least qualita-
tively consistent with the idea that the CMF and the IMF
should be similar, and that there is a relative straight-
forward mapping between the two, without a very large
difference in evolution timescales between low and high
mass cores. However, the data only extend to core
masses of ∼ 10 M.
In some observational studies the authors also report
the detection of a break in the CMF at a mass ∼ 1 M,
giving it a distinct peak similar to the stellar IMF but
shifted to higher mass by a factor of ∼ 3 − 4. This de-
tection may be correct, but one can also justifiably treat
23Precisely the same issue arises in comparing the mass functions
of star clusters and the gas clouds in which they form – see Section
5.2.2.
it with skepticism, because the detected peak is always
within a factor of a few of the completeness limit of the
survey, and does not appear to be invariant when this
completeness limit varies For example, Reid & Wilson
(2006b) collect a large number of published CMF de-
terminations, including ones for distant regions where
the mass completeness limit is much higher than in the
closer regions. They find that all the CMFs follow a
common shape, with a powerlaw of slope α ≈ 2.3 at
high masses and a break at lower masses, but that the
mass at which the break takes place is not common from
one region to another. Instead, the break is at lower
masses in more nearby regions, and at higher masses
in more distant regions.
More recently, Andre´ et al. (2010) found that the
CMF in the Aquila region, with a completeness limit
of ≈ 0.3 M, peaks at ≈ 0.6 M, while the CMF in
the Polaris region, with a completeness limit of ≈ 10−2
M, peaks at ≈ 2 × 10−2 M. The Polaris cloud is
much less dense than Aquila, and it is possible that
the difference in the CMF is a real reflection of the
physical conditions in the cloud, but the fact that in
both regions Mpeak/Mcompleteness ≈ 2 is highly sugges-
tive that something observational rather than physical
is at work. Andre´ et al. (2010) report that most of
the cores they identify in Polaris region are not grav-
itationally bound, and thus it is possible that this dis-
crepancy might be reduced if one selected cores based
on a physical boundedness criterion, rather than one of
the more commonly-used clump-finding or threshold-
ing algorithms that effectively identify structures based
on contrast in position-position or position-position-
velocity data. However, this has yet to be demonstrated.
6.2. The IMF Peak
6.2.1. The Problem of the Mass Scale
Explaining the peak of the IMF is a somewhat dis-
tinct challenge from explaining the high mass slope.
A powerlaw is scale-free, but the peak singles out
a particular mass scale. The general challenge that
one faces in explaining the peak is that the physical
mechanisms most often invoked to explain the slope –
isothermal ideal magnetohydrodynamics and gravity –
are provably scale-free (McKee et al. 2010; Krumholz
2011). One can demonstrate this result simply by non-
dimensionalizing the equations governing such a sys-
tem, which are
∂ρ
∂t
= −∇ · (ρv) (79)
∂
∂t
(ρv) = −∇ · (ρvv) − c2s∇ρ
70
+
1
4pi
(∇ × B) × B − ρ∇φ (80)
∂B
∂t
= −∇ × (B × v) (81)
∇2φ = 4piGρ (82)
Here ρ is the density, v is the velocity, B is the magnetic
field, cs is the (constant) sound speed, and φ is the grav-
itational potential. The first two equations express mass
and momentum conservation, the third expresses mag-
netic flux freezing, and the final equation is the Poisson
equation for the gravitational potential. One can non-
dimensionalize these equations by choosing a charac-
teristic length scale L, velocity scale V , density scale
ρ0, and magnetic field scale B0, and making a change
of variables x = x′L, t = t′L/V , ρ = rρ0, B = bB0,
v = uV , and φ = ψGρ0L2. With fairly minimal algebra,
the equations then reduce to
∂r
∂t′
= −∇′ · (ru) (83)
∂
∂t′
(ru) = −∇′ · (ruu) − 1M2∇
′r
+
1
M2A
(∇′ × b) × b − 1
αvir
∇′ψ (84)
∂b
∂t′
= −∇′ × (b × u) (85)
∇′2ψ = 4pir, (86)
where ∇′ indicates differentiation with respect to x′.
The dimensionless ratios appearing in these equations
are
M = V
cs
(87)
MA = VVA = V
√
4piρ0
B0
(88)
αvir =
V2
Gρ0L2
, (89)
which are simply the Mach number, Alfve´n Mach num-
ber, and virial ratio for the system. These three dimen-
sionless numbers fully characterize the evolution of the
system.
The reason to write out the non-dimensionalization
explicitly is to point out thatM,MA, and αvir are all left
invariant if we change the density, length, and magnetic
field scales by ρ′0 = fρ0, L
′ = f −1/2L, and B′0 = f
1/2B0,
where f is an arbitrary positive number. However, un-
der such a rescaling, the masses of all structures change
by a factor (ρ′0/ρ0)(L
′/L)3 = f −1/2. One implication
of this for numerical simulations is that it is impossible
to claim that a simulation containing only ideal isother-
mal MHD produces objects of a particular characteris-
tic mass, as the simulation could always be rescaled to
change that mass to an arbitrary value; indeed, many
isothermal simulations are performed in dimensionless
units, and are scaled to dimensional units only after the
simulation is run.
A much broader implication is that any theory based
solely on ideal isothermal MHD and gravity cannot pos-
sibly explain the origin of the IMF without adding some
additional assumption or argument to specify the values
of the dimensional quantities, at least to the point that
one is no longer free to rescale the combination ρ0L3 to
arbitrary values. These additional assumptions or argu-
ments will then contain the key physics that determines
the stellar mass scale. Theories for the origin of the
peak of the IMF can be divided into two groups based
on what additional piece of physics they choose to add
to assign a definite mass scale. One approach is to in-
voke some galaxy-scale physics to set an outer scale for
molecular clouds or the turbulence in them, and to de-
rive the characteristic mass scale from that, thereby link-
ing the characteristic mass of stars to some property of
galaxies. The other is to invoke deviations from purely
isothermal behavior.24
6.2.2. Setting the IMF Peak from Galactic Properties
The Jeans Mass Hypothesis. The simplest hypothesis
for the origin of the peak of the IMF is that it simply re-
flects the mean-density Jeans mass (equation 61) in the
star-forming cloud (e.g., Larson 1992; Bate & Bonnell
2005), and a number of authors have applied this hy-
pothesis to cosmological models (e.g., Tumlinson et al.
2007; Narayanan & Dave´ 2012, 2013). This hypothe-
sis was also included in many of the early competitive
accretion models (see Section 6.1.1) to provide the char-
acteristic value for the narrow spectrum of initial frag-
ment masses that competitive accretion would broaden,
though in principle one could also couple the competi-
tive accretion explanation for the IMF’s high mass tail
with any model for the origin of the IMF peak.
There is some numerical support for the proposi-
tion that characteristic fragment masses trace the mean-
density Jeans mass, as this behavior is seen in a number
24A third potential approach, which has not been explored thus far
and that I will not discuss further, would be to invoke a non-ideal
MHD process to set the characteristic mass scale. However, one can
show that the most obvious candidate process, ambipolar diffusion,
does not add a characteristic mass scale as long as the ionization frac-
tion behaves as a powerlaw function of density (McKee et al. 2010).
Thus a more complex non-ideal MHD mechanism would be required.
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of simulations performed with an isothermal equation
of state (Klessen et al. 1998; Klessen & Burkert 2000,
2001; Bate et al. 2003; Clark & Bonnell 2005; Bon-
nell et al. 2006). In these simulations, the initial density
and sound speed, the two quantities that enter the Jeans
mass, are simply set by hand. As a theory for the ori-
gin of the IMF more generally, this approach amounts to
the hypothesis that star-forming molecular clouds have
some characteristic mean density and temperature, or
range of these values, and that the peak of the IMF is
determined by whatever processes select them.
This model has some serious shortcomings. The first
is that, in the real world as opposed to idealized simu-
lations, it is not obvious what should be counted as the
“cloud” whose mean density determines the location of
the IMF peak. As discussed in Section 4.2.1, there is a
phase transition from the atomic to the molecular ISM
that appears to be important in allowing star formation
to begin, and so one can justifiably limit the material
under consideration to molecular gas. However, even
within molecular clouds the range of densities is im-
mense, ranging from ∼ 100 cm−3 if one considers all
the material traced by CO to > 106 cm−3 or more if one
considers only very high-density tracers. There is no
obvious physical justification for choosing one scale or
another, but the predicted characteristic mass can vary
by orders of magnitude depending on how this choice is
made.
A second major difficulty is that this model would
seem to predict that the IMF should vary strongly from
one star-forming cloud to another even within the Milky
Way, let alone in external galaxies where the range of
star-forming environments is much broader. As dis-
cussed in Section 2.3.1, the data on all young clusters
with spatially-resolved stellar populations appears con-
sistent with a universal IMF peak, despite the fact that
the gas and stellar densities of the clusters in question
varies by many orders of magnitude. While the data cer-
tainly do not rule out variations in the IMF peak mass at
the factor of a few level, and at the extreme perhaps even
the factor of ten level, if the Jeans mass hypothesis were
correct than the variations should be substantially larger
than that. For example, Hartmann (2002) finds a mean
stellar separation of ∼ 0.25 pc−3 in Taurus, correspond-
ing to a density ∼ 60 stars pc−3.25 In comparison, the
central density in the Orion Nebula Clusters is roughly
2 × 104 stars pc−3 (Hillenbrand & Hartmann 1998). If
the characteristic stellar mass really varies as the square
25Hartmann (2002) notes that the stars are mostly strung out along
linear filaments, so the true volume density is in fact probably lower
than this.
root of density, one would expect a factor of ∼ 20 vari-
ation between these regions, far too large to be consis-
tent with observations. This variation may be partly off-
set if the temperatures of the gas increase with density
(Padoan et al. 2007; Elmegreen et al. 2008), but it would
require something of a coincidence for this to cancel out
the density variation precisely enough to leave the IMF
peak unchanged.
The Turbulent Jeans Mass Hypothesis. As discussed in
Section 6.1.2, simulations in which the turbulence is ini-
tially saturated, or in which it is driven to that state by
stellar feedback, appear to fragment in a manner that is
fundamentally different than simulations starting from
smooth initial conditions. This affects the peak of the
IMF as well as the powerlaw tail. The PN, HC, and
Hopkins models that predict the slope of the IMF in a
turbulent medium also predict a location for its peak,
and, as with the simple Jeans hypothesis, this location
is ultimately set by galactic-scale processes.
In the PN model, one starts with a powerlaw dis-
tribution of fragment masses and then converts that to
the IMF by scaling the number of objects at a given
mass by the probability that an object of that mass ex-
ceeds the Jeans mass. One determines this probability
by drawing a random density from a lognormal PDF,
calculating the associated Jeans mass, and comparing
that to the mass of the fragment. For a low-mass frag-
ment, the randomly-drawn density must be quite high
for the fragment mass to exceed the Jeans mass, and this
greatly reduces the number of low-mass fragments that
are counted as eventually forming stars. The net effect
is to impose a lognormal-shaped cutoff for masses be-
low the Jeans mass, evaluated at the peak of the density
PDF.
Though the exact implementation is different, the HC
and Hopkins models rely on essentially the same mech-
anism: small-scale, low-mass structures in the turbulent
density field are extremely unlikely to yield stars, be-
cause thermal support renders it improbable that they
will be gravitationally-unstable. In these models, if one
defines structures as connected regions where the den-
sity exceeds a specified, constant threshold, and counts
the number of such structures as a function of their
mass, the result is a pure powerlaw. However, with a
constant density threshold, the lowest mass of these ob-
jects will not be gravitationally bound. If, instead of
using a constant density threshold, one requires that the
object be gravitationally bound, then the threshold den-
sity rises rapidly at small mass or length scales. This
rising threshold gives rise to a lognormal suppression of
the number of fragments at low mass.
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In all of these models, thermal support induces a
break in the stellar mass function at a mass correspond-
ing to the Jeans mass evaluated at the median density,
which is much higher than the mean density due to tur-
bulent compression. From equation (42), the median
density corresponds to s0 = ln(ρ/ρ) = σ2s/2, and with
the aid of equation (43) for σs, this gives
ρmed = ρ exp
[
1
2
ln
(
1 + b2M2 β0
β0 + 1
)]
. (90)
Thus the median density is larger than the mean density
by a factor that, in the limit M  1, approaches M
times a factor of order unity that depends on b and β0. If
we define MJ,0 = (pi3/2/8)c3s/(G
3ρ)1/2 as the Jeans mass
evaluated at the mean density (equation 61), then when
M  1 we see that the characteristic peak of the IMF
will be at a mass
Mpeak ≈ MJ,0M . (91)
One may think of this as the turbulent Jeans mass, since
it is simply the Jeans mass evaluated using the median
density that results from turbulent compression rather
than the mean density that would prevail without tur-
bulence. This result would seem to suggest that the
IMF peak should depend on three quantities set by the
large-scale properties of molecular clouds, ρ0, cs, and
M. However, two of these can be combined in a simple
way. With a little algebra, one can show that for turbu-
lence following a Burgers’ spectrum (powerlaw index
n = 2), the peak mass can also be expressed as (up to
factors of order unity)
Mpeak ≈ MJ,0M ≈ α
1/2
vir `s
c2s
G
. (92)
Even if the powerlaw index n is not precisely 2, this re-
sults holds approximately for any reasonable value of
n. Thus to the extent that clouds are roughly virialized,
αvir ≈ 1, under this hypothesis the IMF peak mass de-
pends only on the normalization of the linewidth-size
relation `s and the sound speed cs. Because it is linked
to the sonic length, this mass is sometimes referred to
as the sonic mass. Alternately, for a virialized cloud,
one may write this mass in terms of the cloud column
density (Padoan et al. 2007), relying on the one-to-one
mapping between column density and `s that holds for
virialized clouds (Larson 1981).
As with the proposal that the IMF peak is set by the
Jeans mass alone, a model in which it is set by the
turbulent Jeans mass ultimately links the characteristic
mass of stars to whatever galactic-scale processes are re-
sponsible for setting the characteristic temperatures and
linewidth-size relations of molecular clouds. In the PN
and HC models, these galactic scale processes are left
unspecified. Hopkins (2013c) assumes that the phase
transition between atomic and molecular gas has negli-
gible dynamical effects and simply treats the molecular
clouds as part of a continuous turbulent cascade starting
at galactic scales. This allows him to compute the ve-
locity dispersion at size scales of a galactic scale height
by requiring that this be sufficient to put the disk in a
state of marginal gravitational stability. Under these as-
sumptions, one can express the mass of the IMF peak
as
Mpeak ≈ c
4
s
QG2Σ
, (93)
where Q ≈ 1 is the (Toomre 1964) stability parameter
for the disk, and Σ is the gas surface density. Thus Hop-
kins predicts that the parameters controlling the IMF
are the gas sound speed and the gas surface density of
galactic disks. If one assumes that the bulk of the stars
in present-day elliptical galaxies were formed in star-
bursts characterized by very high surface densities, then
for plausible values of Σ and cs this dependence may
explain the shift in IMF peak to lower masses seen in
elliptical galaxies (see 2.3.2). However, the parameters
must be chosen by hand to recover the correct sense of
variation, since there are two effects pushing in opposite
directions: galaxies undergoing intense star formation
will tend to have higher cs, pushing to higher masses,
but also higher Σ, pushing the peak to lower masses.
It is not a priori obvious which of these effects should
dominate, and there is a great deal of freedom in how to
choose the parameters because the temperature and thus
the sound speed within starburst galaxies is highly non-
uniform. Thus one could also choose plausible parame-
ters that would yield an increase rather than a decrease
in Mpeak in such environments.
The turbulent Jeans mass model has a significant ad-
vantage over the simple Jeans mass hypothesis, in that
the normalization of the linewidth-size relation is ob-
served to be essentially the same in all molecular clouds
traced by CO within the Milky Way (Heyer et al. 2009),
and also does not appear to vary much for CO clouds
in other local galaxies with similar properties (Bolatto
et al. 2008). This is in line with Hopkins’s prediction
that the normalization of the linewidth-size relation is
related to the gas surface density of galaxies, which
does not vary tremendously over the most nearby galax-
ies. This could help explain why the IMF does not vary
much. On the other hand, as discussed briefly in Section
3.3.4, it is not the case that the linewidth-size relation
is actually constant within clouds. Regions of active
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star cluster formation tend to show linewidths that are
a factor of ∼ 5 higher than would be predicted using the
linewidth-size relation measured for CO clouds (Plume
et al. 1997; Shirley et al. 2003). This corresponds to
a factor of ∼ 25 difference in the predicted value of
Mpeak. Similarly, in M51, which is substantially more
molecule-rich than the Milky Way, Hughes et al. (2013)
find that linewidths are a factor of ∼ 2 larger than in
M33 or the LMC for CO clouds of the same size, corre-
sponding to a factor of ∼ 4 predicted difference in Mpeak.
Thus one is left with precisely the same problem as
in the simplest Jeans mass hypothesis: the answer de-
pends sensitively on whether the sonic length used in
evaluating the model is the one that applies to molec-
ular clouds at large, low-density scales, or the one that
applies at small, high-density scales. There is no ob-
vious reason in the theoretical models to prefer one or
the other, which means that the prediction is highly am-
biguous. Furthermore, the model predicts that the IMF
should vary systematically in galaxies like M51 with
higher surface densities. As with the simple Jeans mass
hypothesis, variations in temperature that correlate with
variations in density may cancel out some of these ef-
fects, but there is no obvious reason why the cancella-
tion should work as well as it would need to in order to
explain the observed lack of IMF variation.
Is There a Characteristic Fragment Mass of Isothermal
Turbulence?. A final concern for both the simple and
turbulent Jeans mass hypotheses, which might at first
seem technical but that actually exposes a deep physical
issue, is that it is not clear that any of the simulations
used to investigate these models are converged. It is
noteworthy that no published simulation of isothermal
fragmentation of initially-turbulent gas has ever demon-
strated numerical convergence, and the one published
convergence study in the literature, performed by Mar-
tel et al. (2006), found that the problem does not have
a converged solution. Instead, they found that, as the
resolution increases, the characteristic fragment mass
decreases, apparently without limit. Similar behavior
is seen under isothermal conditions in more idealized
settings. Kratter et al. (2010) find that the fragment
mass does not converge in simulations of isothermal
gravitationally-unstable accretion disks.
One possible explanation for this non-convergence
comes from a particularly simple problem first studied
by Boss (1991) and now widely used as a code test: the
collapse of a cloud with a Gaussian initial density pro-
file in solid body rotation, and with a small-amplitude
m = 2 initial density perturbation. The first simulations
of such a system found that it fragmented into multiple
objects, but Inutsuka & Miyama (1992) showed analyti-
cally that a filament of the type formed in the simulation
should not fragment at all, but instead should collapse
to infinite line density before it fragmented into singu-
lar point masses. The disagreement between simulation
and analytic theory remained unresolved until Truelove
et al. (1997) were able to recover the analytic result nu-
merically by using an adaptive mesh code that progres-
sively increased the resolution as needed to follow the
collapse. They found that, as long as they increased the
resolution, the filament would not fragment. It did so
only if they either changed the equation of state away
from isothermal (see also Boss et al. 2000) or stopped
increasing the resolution to follow the rising density. In
the latter case, the characteristic mass of the fragments
was a decreasing function of the numerical resolution,
in precisely the same manner found by Martel et al.
(2006).
The conclusion to draw from this numerical result is
that the question “what characteristic fragment mass is
produced by the collapse of a Gaussian cloud in solid-
body rotation?” is ill-posed. There is no characteristic
fragment mass, because the collapse does not produce
point-like fragments. While this is an idealized case,
it is noteworthy that filamentary structures of the type
formed in a rotating Gaussian cloud are ubiquitous in
simulations of isothermal turbulence as well. Thus it
seems at least plausible that the non-convergence ob-
served by Martel et al. (2006) is, like that found by Tru-
elove et al. (1997), not a failure of numerics but a result
of a real physical phenomenon: that the correct answer
to the problem of how an isothermal, turbulent, self-
gravitating medium collapses is a system of singular fil-
aments rather than singular points, implying that ques-
tions about the characteristic mass spectrum produced
by such media are ill-posed.26 If this is the case, then
it would be a fatal blow to all models based on isother-
mal fragmentation, because the characteristic fragment
mass in such an isothermal system would be undefined.
Thus there is an urgent need to reinvestigate and settle
the question of whether isothermal fragmentation actu-
ally produces a well-defined mass scale under any cir-
cumstances.
26There appears to be an analogous issue in N-body simulations of
warm/hot dark matter, where cosmological filaments that should be
stable instead fragment into clumps due to finite numerical resolution
(Wang & White 2007; Breysse et al. 2014).
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6.2.3. The IMF Peak from Non-Isothermal Fragmenta-
tion
The alternative approach to explaining the peak of the
IMF is to invoke deviations from isothermality. Recall
from the discussion in Section 3.2 that isothermality in
molecular clouds holds only approximately, and some
of these deviations from isothermality may be impor-
tant to setting the characteristic mass of stars. Several
possible mechanisms have been proposed for how non-
isothermality could determine the location of the IMF
peak.
Barotropic Equation of State Models. One class of
models for how the IMF could be set involves giving up
on the assumption that gas is isothermal, but continuing
to treat the gas as barotropic, meaning that the pressure
and temperature are determined solely by the gas den-
sity. In order to understand what such a barotropic equa-
tion of state should look like, one must review the im-
portant heating and cooling processes that take place in
star-forming clouds. This topic has been explored by a
large number of authors (Larson 1973, 1985; Masunaga
et al. 1998; Masunaga & Inutsuka 2000; Goldsmith
2001; Omukai 2000; Omukai et al. 2005; Commerc¸on
et al. 2011a; Vaytet et al. 2013), and what I present here
is merely a short summary of the results of these papers.
As discussed in Section 3.2, the dominant heating
source in clouds depends on their column density, with
grain photoelectric heating dominating at low column
density, and cosmic ray heating dominating at higher
column density when photoelectric heating is blocked.
If gas is collapsing, adiabatic compression that occurs
as the gas density rises can also be a significant source
of heating. The heating rate due to this process is highly
density-dependent, since the gas cannot compress on a
timescale shorter than the free-fall time, which varies as
density to the −1/2 power.
The competing cooling processes are line emission
and collisional coupling with cold dust. Line cooling
can be dominated by C+ or CO lines, depending on the
chemical state of the gas, and the cooling rate per unit
volume can vary with density as either n2, if the density
is below the critical density of the cooling line, or n,
if the density is above the critical density. The rate of
thermal exchange with the dust also varies as n2, and
at high densities thermal exchange with dust is always
dominant. At Solar metallicity, tight dust-gas coupling
is established at a density of ∼ 104−5 cm−3. In this case
the gas and dust temperatures become locked together.
At the lower-density end of this regime of tight dust-gas
coupling, the dust is nearly isothermal because it is able
to reach thermal equilibrium with the ambient radiation
field very quickly; thus the gas is close to isothermal
too. However, if the rate of gas heating due to adiabatic
compression becomes too high, the dust will not be able
to keep up, and the temperature of both dust and gas will
rise. The same thing will happen if the column density
rises high enough for the dust to become optically thick
to its own cooling radiation.
The net effect of combining these processes depends
on a number of free parameters, such as the column den-
sity of the region under consideration, the strength of the
external radiation field in both the infrared and ultravi-
olet parts of the spectrum, and the collapse rate of the
gas. Most numerical models of these processes are cal-
culated for one particular physical scenario, most often
an isolated, ∼ 1 M cloud of gas undergoing free-fall
collapse, and subjected to no external radiation except a
low-level galactic background. In this scenario, one can
map out the behavior of temperature versus density and
write this as an approximate equation of state.
The most widely used barotropic equations of state
are due to Masunaga et al. (1998) and Larson (2005).
Masunaga et al. focus on the regime after tight dust-gas
coupling has been established. They find that the gas
is essentially isothermal over the density range nH ∼
105 − 1010 cm−3. At even higher densities, the dust can
no longer keep up with adiabatic contraction heating,
and the gas becomes approximately adiabatic, such that
T ∝ ργ−1 with ratio of specific heats γ ≈ 1.4 − 1.7.27
This is generally implemented as an equation of state of
the form
P(ρ)
ρkB/µ
= T (ρ)
= Tmin
{
1, nH < nbar
(nH/nbar)γ−1, nH ≥ nbar, (94)
where µ = 3.9 × 10−24 g is the mean mass particle in
fully molecular gas. Different authors have used differ-
ent values of the parameters Tmin, nbar, and γ, but typi-
cal values are Tmin = 10 K, nbar ∼ 108 − 1011 cm−3 and
γ ≈ 5/3 − 7/5. Some authors add an additional branch
where γ switches from 5/3 to 7/5 at some density, or
27The value of γ is a complex question because, under interstellar
conditions, H2 does not behave like either an ideal monatomic or di-
atomic gas. Deviations from ideal behavior occur because the level
spacings are large enough that quantum mechanical effects are non-
negligible, and because the ratio of ortho-H2 to para-H2 does not reach
thermal equilibrium. As a result, γ varies in a complex manner that
can depend not only on the instantaneous density and temperature, but
also on the thermal history of a particular fluid element, and the con-
ditions under which the H2 molecules formed (Black & Bodenheimer
1975; Boley et al. 2007; Tomida et al. 2013; Krumholz 2014).
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even perform a more detailed calculation to follow the
run of γ versus nH.
In contrast, Larson (2005) focuses on the lower-
density regime that straddles the density where dust-gas
coupling becomes strong. He finds that, at densities be-
low ∼ 105 cm−3, the temperature is a slightly decreasing
function of the density, because the heating rate is dom-
inated by photoelectric and cosmic ray heating, which
are both linear in density, while cooling is dominated by
C+ emission, which has a super-linear density depen-
dence because the density is below the critical density
for the C+ 158 µm line28. Above ∼ 105 cm−3, dust-gas
thermal exchange takes over as the dominant cooling
mechanism, and adiabatic compression as the dominant
heating mechanism. The former gives a rate that is lin-
ear in density, and the rate for the latter is superlinear,
so the net effect is that the gas begins to become warmer
as the density increases. Larson parameterizes this be-
havior via a barotropic equation of state
T (ρ) = Tmin
{
(nH/nbar)−0.27, nH < nbar
(nH/nbar)0.07, nH ≥ nbar , (95)
with Tmin = 4.4 K and nbar = 4.3×105 cm−3. This equa-
tion of state is roughly consistent with observations, but
these observations are limited to starless cores in nearby,
low-mass, low-density star-forming regions, and it is
not clear how general they are.
The equation of state is significant for determining
the location of the IMF peak because idealized experi-
ments show that the way gas fragments is highly sensi-
tive to γ. As discussed in Section 3.3.4, supersonically-
turbulent media with γ < 1 have density PDFs with a
powerlaw tail on the high side, while those with γ > 1
have a powerlaw tail at low density. Thus the value
of γ affects the amount of mass that turbulence drives
to densities high enough to potentially become self-
gravitating. Moreover, the condition for gravitational
instability also depends on γ. For spherical structures
we have the standard result that polytropes become un-
stable for γ ≤ 4/3, while for cylindrical structures the
analogous boundary is at γ = 1 (Ostriker 1964b,a; Mes-
tel 1965); Larson (2005) reviews results for a variety
of other geometries. Numerical simulations of self-
gravitating turbulence confirm the amount of fragmen-
tation is highly sensitive to γ, with values < 1 produc-
ing much more fragmentation than values > 1 (Li et al.
2003). Jappsen et al. (2005) simulate turbulent gas with
28Note that Larson’s model assumes that the carbon remains C+
rather than CO even at densities up to 105 cm−3, so that CO cooling
is never important.
an equation of state given by equation (95) but with
varying values of nbar. They find that the characteris-
tic fragment mass varies as n−1/2bar . Similarly, Bonnell
et al. (2006) find that, when they use something simi-
lar to equation (95) as their equation of state, the char-
acteristic mass no longer varies with the initial density
and temperature, as it does for an isothermal equation
of state.
Based on these results, Whitworth et al. (1998) and
Larson (2005) have posited that the characteristic mass
of stars is determined by the Jeans mass evaluated at the
density and temperature where the barotropic equation
of state changes from γ ≤ 1 to γ > 1. For the equation
of state given by equation (95), the Jeans mass at this
transition is 0.04 M, close enough to the observed peak
of the IMF to make a connection plausible.29
This model for the origin of the IMF has several ad-
vantages over the hypothesis that characteristic masses
are set from galactic scales. First, it avoids the issue of
whether isothermal turbulence has a well-defined mass
scale at all. Simulations with non-isothermal equations
of state manifestly do pick out a definite mass scale,
and can converge on its value (Bonnell et al. 2006; Bate
2009b; Kratter et al. 2010; Bate 2012). Second, it avoids
the problem of ambiguities in defining the “cloud” for
which the mean density or the sonic length is to be mea-
sured. Third, it avoids the related problem of predicting
large variations on the IMF from one star-forming re-
gion to another, and, by linking the IMF to microphysi-
cal processes rather than galactic properties, provides a
plausible explanation for why the IMF is apparently so
invariant. Indeed, Elmegreen et al. (2008) argue that the
Jeans mass at the grain-gas coupling density will vary
very little in response to a number of possible variations
in the galactic environment.
The major worry about barotropic equation of state
models is that the equation of state itself is highly un-
certain. Recall that barotropic equations of state, such
as equations (94) and (95), are derived for a particu-
lar choice of parameters for the background radiation
field and column density, and a particular dynamical
scenario. Other, equally plausible scenarios can gen-
erate quite different results, which in turn would lead to
very different predicted IMF peak masses. For example,
consider the temperature-density relationships shown in
29Larson (2005) reports the Jeans mass as 0.3 M. This differ-
ence is due to the ambiguity in defining the Jeans mass (see footnote
9). Larson’s definition uses a coefficient of pi3/2 rather than pi3/2/8
in equation (61). This should serve as a caution about putting too
much weight on close numerical agreement between theoretically pre-
dicted and observed masses when there are uncertain numerical fac-
tors present.
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Figures 10 and 15. Neither one shows a run of tem-
perature versus density that looks much like that pre-
dicted by equation (95). For the calculation shown in
Figure 10 this is likely because the calculation assumes
a higher gas column density than that adopted by Lar-
son (2005). This allows the transition from C+ to CO
composition, and a concomitant drop in temperature,
at lower density than predicted by equation (95). The
density-dependence of temperature is also different be-
cause cooling is through CO lines with low critical den-
sities rather than the high-critical density C+ line. Con-
versely, for the calculation shown in Figure 15, collapse
at high densities is not as coherent or rapid as assumed
in the Larson model, and so adiabatic heating is less
important. As a result, the gas remains sub-isothermal
to significantly higher densities than equation (95) pre-
dicts. The point is that, in a real galaxy, there seems
to be no good reason to assume that all star-forming re-
gions will obey the same barotropic equation of state,
and thus an explanation of IMF universality based on an
equation of state is much less secure than it might ap-
pear at first. Indeed, as I discuss below, a barotropic
equation of state may be a very poor approximation
even within a single star-forming region.
Radiative Feedback Models. The realization that the
gas equation of state is important for controlling frag-
mentation has led to a renewed investigation of the pro-
cesses that control it. It has been known for a very long
time that, once stars appear, they can radically alter the
temperature structure around them (e.g., Masunaga &
Inutsuka 2000; Whitehouse & Bate 2006), but the im-
portance of this for fragmentation was not widely real-
ized until the work of Larson (2005) and other authors
on barotropic equation of state models for the IMF peak.
The point that radiative feedback is important for the
IMF was first made in the context of massive star forma-
tion (Krumholz 2006; Krumholz et al. 2007; Krumholz
& McKee 2008), but subsequent work has shown that
its effects are important in low-mass star-forming re-
gions too (Bate 2009b, 2012; Offner et al. 2009b; Urban
et al. 2010). This is because even low mass protostars
can have very high luminosities early in their lives when
they are undergoing rapid accretion. For a star of mass
m and radius r accreting at a rate m˙, the accretion lumi-
nosity is
Lacc ≈ Gm˙mr = 31m˙−5m0r
−1
1 L, (96)
where m−5 = m˙/10−5 M yr−1, m0 = m/1 M, and
r1 = r/10 R. This picture is an oversimplification,
because it ignores the likelihood that the accretion rate
is highly time-variable (Dunham et al. 2014, and refer-
ences therein), but it nonetheless suggests that radiation
is a non-negligible effect.
The upper panel of Figure 19 shows a comparison be-
tween protostellar heating and other sources of energy
in a radiation-hydrodynamic simulation. As illustrated
in the Figure, accretion luminosity is high enough that it
strongly dominates the energetics of a star-forming re-
gion. The energy release by accretion luminosity will
initially heat the dust, but if the dust is hot enough then
thermal transfer to the gas can become a dominant heat-
ing source even well before the density is high enough
to achieve tight coupling between the two (Urban et al.
2010). Moreover, the effects of radiative heating cannot
be described by a barotropic equation of state. Radiative
heating depends on local sources whose positions and
luminosities change with time, making the temperature
a function of position and time as well as density. The
lower two panels of Figure 19 illustrate the problems of
trying to model radiative heating with a barotropic equa-
tion of state. One can find a reasonable fit to the mean
density-temperature relationship at a given time, but it
is not time-invariant, and even at a single time there is a
very large dispersion.
While this creates problems for the explanation of the
IMF peak as arising from a universal barotropic equa-
tion of state, it provides another possible explanation:
stars determine their own masses via radiative feed-
back. Analytic models for how this might happen have
been developed by Bate (2009b) and Krumholz (2011).
These models begin by analytically estimating the tem-
perature as a function of distance from an accreting pro-
tostar, which is a function of the escape speed from the
stellar surface and the gas density (which also sets the
accretion rate, through the density-dependence of the
free-fall time). They then follow a procedure somewhat
analogous to that in the HC and Hopkins IMF mod-
els. They consider regions of size R around the star,
and compare the Jeans mass within that region MJ(R),
as determined by the density and temperature, with the
enclosed mass Menc(R). At small radii, MJ(R) is large
because the temperature is high, while Menc(R) is small,
giving MJ(R)  Menc(R). This means that the enclosed
mass is less than Jeans mass, and is unable to fragment
to form a new star. At large radii, the temperature and
Jeans mass fall and the enclosed mass rises, so that the
inequality reverses and MJ(R)  Menc(R). This means
that the enclosed mass is able to fragment into new stars.
Bate and Krumholz hypothesize that the characteris-
tic mass that goes into a single star, and thus the peak
of the IMF, is given by the mass over which stellar ra-
diative feedback is just marginally able to suppress its
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Figure 2. Histogram of the gas temperatures weighted by volume fraction for RT at 0.0, 0.5, 0.75, and 1.0 tff .
Figure 3. Magnitude of the heating rate due to all stellar sources, viscous
dissipation, and gas compression at the times shown in Figure 1.
Thus, the temperature at a distance, r, from an emitting source,
L∗, is given by
T =
(
L∗
4piσBr2
)1/4
, (17)
where σB is the Stefan–Boltzman constant, and the gas distribu-
tion is assumed to be spherically symmetric. Then the difference
in accretion luminosity for a simulation with minimum resolu-
tion of Rres = 0.5 AU versus a simulation resolving down to the
stellar surface at R∗ = 5 R" is given by
∆L = Gmm˙
Rres
×
(
Rres
R∗
− 1
)
% Gmm˙
Rres
× (20). (18)
Thus, the actual accretion luminosity at the higher resolution is
a factor of 20 larger. Since we adopt a stellar model to calculate
Figure 4. Gas temperature as a function of distance from the source for all
sources in the RT simulation at 1.0 tff . The sources are separated into two plots
for viewing, where the earlier forming sources are on the left. The line indicates
T ∝ r−1/2.
the protostellar radii self-consistently, we include the entire
accretion luminosity contribution down to the stellar surface
in our simulations. From (18), the difference in luminosity
corresponds to a factor of (20)1/4 or ∼2 underestimation of
the gas temperature. Nonetheless, this estimate is conservative
since it does not include the additional luminosity emitted by
the protostar, which may become significant during the class II
and late class I phases. Thus, we expect that the simulation
of Bate (2009b) may overestimate the extent of small-scale
fragmentation and BDs formed in disks.
3.1.2. Stellar Mass Distribution
The large temperature range in the RT simulation has a
profound effect on the stellar mass distribution. Figure 6 depicts
the total mass of the star–disk systems in each simulation, where
we define the surrounding disk as cells with ρ > 5 × 10−17
Figure 19: Results from a radiation-hydrodynamic simulation by
Offner et al. (2009b), reproduced by permission. The top panel shows
the time-dependent contribution of various sources to the heating rate
of the gas in the simulation: accretion luminosity from protostars,
viscous dissipation, and adiabatic compression. The line for accre-
tion appears when the first stars form. The bottom two panels show
the temperature-density distribution in the simulation at two different
times. The solid line shows the simulation results, with error bars
showing the 1σ range of variation. The dashed line shows a best-fit
barotropic equation of state of the form given by equation (94), with
nbar and γ allowed to vary. The dot-dashed line shows equation (94)
with some of the standard parameters often adopted in the literature,
while the triple dot-dashed line shows the Larson (2005) equation of
state, equation (95).
ability to fragment:
Mpeak = MJ(R) = Menc(R). (97)
The resulting value of Mpeak is nearly independent of
both the absolute value of the ambient density and its
distribution around the star due to a cancellation: rais-
ing the density raises the enclosed mass Menc(R) at fixed
resolution, but it also tends to raise MJ(R) by a nearly
equal amount. Although a rising density at fixed tem-
perature leads to a lower Jeans mass, when radiative
feedback is considered this is more than outweighed
by the increase in temperature due to higher accretion
rates and ore effective trapping of the stellar radiation.
Thus t final dependence of Mp ak on a y interstellar
parameter is quite weak: Mpeak ∝ ρ−1/9 (Bate 2009b)
or Mpeak ∝ P−1/18 (Krumholz 2011), where ρ and P
are the density and pressure, respectively. The sense
f variation – that higher density and pressure regions
form an IMF with a lower characteristic ass – is con-
sistent with what is required to explain the observations
of elliptical galaxies discussed i Section 2.3.2. More-
over, the IMF does not depend on metallicity, as long
as the dust abundance is high enough to render the gas
optically thick to stellar radiation (Myers et al. 2011;
Krumholz 20 1).
The IMF peak mass does depend on the escape speed
rom th stellar urf ce, but Krumholz (2011) oints out
that this is not a free parameter, because for much of
their main accretion phase protostars are burning deu-
terium in their cores, and this fixes their core tempera-
tures to ≈ 106 K. This core temperature determines the
escape speed.30 The characteristic temperature of deu-
terium burning can be written in terms of fundamen-
tal nuclear physics constants, and this makes it possible
to write the characteristic mass of stars almost entirely
in terms of fundamental constants. An attractive fea-
ture of this approach is that it also helps resolve a ques-
tion that goes back to a controversy between Eddington
and Jeans (Eddington 1926a; Jeans 1926a; Eddington
1926b; Jeans 1926b).31 The mystery is that the stellar
mass scale is actually quite special, in that it is in the
right range to make sustained nuclear reactions possible.
If stellar masses were two orders of magnitude smaller,
then stars would be supported by degeneracy pressure
without ever igniting fusion, and if it were three or-
ders of magnitude larger, they would likely collapse to
30The statement that the core temperature fully determines the sur-
face escape speed is exactly true for a polytrope of fixed index (Chan-
drasekhar 1939). If the polytropic index is allowed to vary, or the star
is not precisely a polytrope, the core temperature does not have a one-
to-one mapping with the escape speed, but the variation is generally
no more than a factor of ∼ 2.
31It is well worth the time to go back and read these exchanges,
which are available online through the NASA Astrophysics Data Sys-
tem, if only for a demonstration that nasty letters complaining about
not being cited are not unique to the modern era.
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black holes via pair instability before spending an ap-
preciable time on the main sequence. However, there
is no obvious reason why the interstellar processes that
form stars should know anything about nuclear physics.
The importance of deuterium burning for determining
the strength of stellar radiative feedback provides a link
between nuclear and interstellar scales that may explain
what would otherwise be the sort of coincidence that
would force one to resort to the anthropic principle.
Note that the deuterium is important not because of the
luminosity it produces (which is much smaller than the
accretion luminosity), but because of its role in fixing
the stellar radius, and thus the yield of luminous energy
per unit mass accreted.
Numerical simulations provide significant support to
this model, but also suggest complications. Offner et al.
(2009b) find that radiation feedback stabilizes proto-
stellar disks against fragmentation, preventing spurious
formation of brown dwarfs as had been seen in ear-
lier, non-radiative calculations. Bate (2009b, 2012) per-
form radiation-hydrodynamic simulations and find that
they produce stars whose mass spectrum agrees well
with the observed peak of the IMF. Moreover, as with
barotropic equation of state simulations, the location of
the IMF peak does not depend on the initial conditions.
Krumholz et al. (2012b) include protostellar outflows
as well as radiation in their calculations, and find that
they too reproduce the observed IMF very well, includ-
ing matching the powerlaw tail out to ∼ 10 M. On
the other hand, Hansen et al. (2012) find that, in re-
gions of low density, protostellar outflows serve to re-
duce the luminosity of accreting protostars enough to
render protostellar radiation unimportant for fragmen-
tation. Krumholz et al. (2011a) and Martel et al. (2012)
find the opposite problem: in simulations with high ff ,
protostellar radiation heating is so effective that it even-
tually suppresses all fragmentation, leading to a top-
heavy IMF. Krumholz et al. (2012b) show that the prob-
lem can be fixed by setting up simulations with more
realistic initial conditions and more feedback, such that
ff is closer to observed values, but more investigation is
clearly needed.
6.3. The Origin of the IMF: Ways Forward
As the bulk of this section should make clear, there
are promising models for explaining many features of
the IMF, but not yet a full theory that satisfactorily ex-
plains all of it. Analytically, the turbulent fragmentation
models of PN, HC, and Hopkins seem very promising
explanations for the origin of the IMF slope, but they
have difficulty with issues of sub-fragmentation of mas-
sive cores, and more generally with explaining the peak
of the IMF in a way that is independent of arbitrary
choices about what parts of a cloud to use to measure
input parameters. Explanations for the peak of the IMF
based on deviations from isothermality on small scales,
on the other hand, avoid such ambiguities, have promis-
ing support from numerical simulations, and provide a
compelling explanation for the near universality of the
IMF peak. However, they have nothing to say about the
powerlaw tail.
Given this state of affairs, the most promising av-
enue for immediate investigation would seem to be to
generalize some of the models for turbulent fragmen-
tation so that they can handle non-isothermal gas, po-
tentially providing a full theory for both the slope and
peak of the IMF. While HC and Hopkins have general-
ized their models for barotropic equations of state (Hen-
nebelle & Chabrier 2009; Hopkins 2013a), we have seen
that the barotropic approach is a very crude approxi-
mation to what really happens inside a molecular cloud
once stellar feedback becomes significant. More work is
needed to incorporate position-dependent analytic feed-
back models like those of Bate (2009b) and Krumholz
(2011) into the larger framework of the turbulent frag-
mentation models.
Numerically, the work that has been done thus far
convincingly shows that a credible simulation that seeks
to explain the origin of the IMF must include stellar
feedback, in particular radiative transfer. However, this
opens up a significant can of worms: since radiative
feedback is mostly accretion-driven, anything that could
potentially affect either the accretion rate or the gas tem-
perature structure can be important to determining the
IMF. The list of potentially important effects includes
things such as magnetic fields and protostellar outflows
that are only starting to be incorporated into simula-
tions. It includes effects such as imperfect dust-gas
coupling, photoelectric heating, and optically thick line
cooling that have been included in simulations, but not
in tandem with radiative feedback from stars. It also in-
cludes initial conditions, since the star formation rate or
history in a particular region might well depend on the
density or velocity structure of the molecular cloud from
which it is born. Thus there is a need to include more
physics in simulations and see how those processes in-
teract with radiative heating, and there is also a need
to conduct simulations starting from more realistic ini-
tial conditions, which means following the assembly of
clouds as well as their subsequent collapse and fragmen-
tation. Sanity-checking the results against observations
at several points along this road seems highly advisable.
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7. Discussion and Conclusions
7.1. From the SFR to Clustering to the IMF: Linking
the Scales
I hope that those who have made it this far through
the review will have drawn a few conclusions of their
own. One that should be obvious is that the big three
problems of the SFR, stellar clustering, and the IMF are
inextricably linked, and a successful theory to explain
one of them is likely to either be a theory for all three,
or at a minimum to require certain assumptions about
all three. These linkages of the galactic to the stellar
scale come about in several ways, and which of them
are important depends on the theory. At a minimum, the
formation of molecular clouds at large scales provides
initial conditions for the subsequent formation of stellar
clusters and fragmentation of gas into individual stars.
The feedback produced by those stars then provides a
boundary condition for the star formation on galactic
scales. Realistically, the linkages go beyond that. For
example, radiative feedback may well be important in
setting the IMF, but its strength is affected both by the
star formation rate, which determines the accretion lu-
minosity, and by the spatial clustering of accreting stars,
which determines how strongly the radiation from one
star can influence its neighbors.
Trying to build theories that address all these scales
at once has been somewhat at odds with the traditional
approach to star formation theory, and even with many
of the current models. For example, the “top-down” ap-
proach to building a theory for the star formation rate
amounts to hypothesizing that everything important is
determined by galactic scale processes, while every-
thing on the cluster and smaller scale hidden behind one
or two parameters. Conversely, models that predict the
peak of the IMF in terms of a (turbulent) Jeans mass
pre-suppose the presence of a cloud with a well-defined
density or linewidth-size relation, and treat these as sin-
gle numbers that are set at the galactic scale, and can
be regarded as fixed parameters. While such simplifi-
cations can be powerful, one of the lessons that I hope
readers take from this review is that we are starting to
bump up against their limitations. Models that treat all
the small-scale physics in the star formation rate as a
single number seems to founder on how to handle the
observed metallicity-dependence of the star formation
rate, and models for the IMF that treat the galactic scale
via a single density or sonic length have trouble explain-
ing why the IMF does not vary more than we observe.
These and other examples suggest that future
progress will depend on linking the scales by devel-
oping theories that are naturally multi-scale in nature.
On the analytic side, the most promising venue for this
appears to be through statistical theories of turbulence,
which naturally embrace the multi-scale nature of the
cold interstellar medium. Their power is illustrated by
the fact that approaches of this sort have been featured
prominently in the discussions above on each of the
three big problems, sometimes even within the same
theoretical framework. The major limitation of these
models is that they are scale-free and at present have
difficulty incorporating the necessarily messier physics
of stellar feedback, which is decidedly non-scale free.
We have seen, however, that turbulence alone is proba-
bly not sufficient to explain the star formation rate, ex-
plain the fraction of stars that form in bound clusters,
or determine the position of the IMF peak. Some other
ingredient is required, and stellar feedback is the natural
suspect.
The numerical challenge is to build simulations that
include enough physics to go persuasively from the
galactic scale down to the point of resolving individual
stars. Due to the huge dynamic range of the problem,
a simulation that does this is likely to be able to run
for only a very small fraction of a galactic dynamical
time, but even such a short-duration run is likely to yield
useful results. The real challenge will be building in
the requisite physics. At present, galaxy-scale simula-
tions tend to assume optically-thin heating and cooling
and use either no chemistry or only highly-simplified
chemical networks. They generally do not include ra-
diative transfer to treat stellar radiation feedback, or in-
deed any other feedback processes except via a param-
eterized energy or momentum injection recipe. In con-
trast, small-scale simulations often include much more
detailed treatments of stellar feedback that do not rely
on recipes, but make a number of assumptions that are
clearly inappropriate on the galactic scale – for example
that dust and gas are tightly coupled, or that the gas is
fully molecular. There are also intermediate-scale simu-
lations that treat the atomic to molecular transition, but
generally do not include stellar feedback. At present,
there are no simulation codes that include all the physi-
cal processes that are necessary to credibly simulate the
ISM on scales from the galactic to the stellar. Building
such a code must be a major goal of theoretical work on
star formation in the next five years.
As an adjunct to this, there will also need to be sig-
nificant work on connecting the output to observations.
Some of the observational indicators discussed in this
review are fairly straightforward, such as maps of the
locations and numbers of protostars as compared to
maps of dust mass and column density. Some, how-
ever, require significantly more interpretation, such as
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observations of optically thick molecular lines. Proper
comparison with observations, and successful mapping
from observed to physical quantities, will require post-
processing simulation results with radiative transfer and
chemistry codes.
7.2. Problems for the Next Few Years
It seems appropriate to end this review with some
suggestions for “low-hanging fruit”: problems that, un-
like the grand challenges we have just discussed, should
be solvable in the next one to two years, and that would
probably generate a large number of citations should an
ambitious young postdoc or grad student come up with a
solid answer. Most of these ideas have been mentioned
before in the review, but hopefully summarizing them
here will provide a quick cheat sheet of inspiration for
projects.
• Supernova feedback in a turbulent medium. The
feedback-regulated model of star formation dis-
cussed in Section 4.1.2 has as one if its crucial un-
knowns the amount of momentum that is produced
by expanding supernova blast waves. Present sim-
ulations for the most part do not reach the resolu-
tion required to determine this quantity in a reliable
manner. Using an AMR code or similar, it should
be possible to simulate star formation at a galac-
tic scale and follow the collapse down to the point
where supernova blast waves would be resolved,
and then to set off supernovae (perhaps using a sub-
grid model for the star formation itself) and mea-
sure the amount of momentum they impart. Such a
simulation would probably be too expensive to run
for multiple galactic dynamical times, but just fol-
lowing it far enough for the supernova remnant to
reach the momentum-conserving phase would pro-
vide a very useful estimate for a quantity whose
current value is very poorly known.
• Stellar clustering with gas removal. The turbu-
lence models of Hennebelle and Chabrier and Hop-
kins make predictions for the spatial distribution of
dense gas cores and young stars that appear at least
roughly consistent with observations (Section 5.1),
but say nothing about how gas is removed and how
those stars evolve once feedback begins to remove
gas. In contrast, Kruijssen presents a model of the
response of a hierarchically-structured stellar pop-
ulation to gas removal, but, since his model relies
only on the single-point density PDF, his treatment
of the spatial arrangement of stars before gas re-
moval is very crude, and he cannot easily make
predictions for the cluster mass function (Section
5.2.3). It ought to be possible to put these elements
together to come up with an improved theory that
can simultaneously predict both the cluster mass
function and the fraction of stars forming in clus-
ters.
• Isothermal collapse: points or filaments? As dis-
cussed in Section 6.2.2, one major class of theo-
ries for the origin of the peak of the initial mass
function is that it is set by turbulence. However,
it has yet to be demonstrated that turbulence plus
self-gravity produces a set of point masses with
a definite mass scale. We know of at least one
example of an isothermal fragmentation problem
where the mode of collapse is to a singular filament
rather than singular points, in which case there is
no well-defined answer to the question of what is
the characteristic mass of the fragments. Is this just
a special, singular case, or does isothermal collapse
generally produce networks of singular filaments
rather than singular points? By the same token, is
it possible to obtain a numerically-converged result
for the gravitational fragmentation of an isothermal
turbulent medium, or do such simulations invari-
ably fail to converge and produce a mass spectrum
that extends down to the resolution limit?
• Localized radiative feedback in turbulent fragmen-
tation models. As discussed in Section 6.2.3, ra-
diative feedback appears capable of modifying the
way gas fragments, but this effect is not included in
any of the broader theories of turbulent fragmenta-
tion. While the models can handle non-isothermal
equations of state that apply everywhere, they can-
not yet handle localized feedback. Extending them
to do so, and checking how this affects their pre-
dictions for the IMF, would be very valuable.
Of course (as often happens) some of these problems
may be much deeper and more difficult than they ap-
pear. As with this entire review, this list also reflects the
biases of the author as to what is worth doing. Caveat
emptor.
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