In recent years, a series of convergence rates conditions for regularization methods has been developed. Mainly, the motivations for developing novel conditions came from the desire to carry over convergence rates results from the Hilbert space setting to generalized Tikhonov regularization in Banach spaces. For instance, variational source conditions have been developed and they were expected to be equivalent to standard source conditions for linear inverse problems in a Hilbert space setting (see Schuster et al [10] ). We show that this expectation does not hold. However, in the standard Hilbert space setting these novel conditions are optimal, which we prove by using some deep results from Neubauer [8] , and generalize existing convergence rates results. The key tool in our analysis is a novel source condition, which we put into relation to the existing source conditions from the literature. As a positive by-product, convergence rates results can be proven without spectral theory, which is the standard technique for proving convergence rates for linear inverse problems in Hilbert spaces (see Groetsch [4]).
Introduction
In this paper we consider for some (not exactly known) data y ∈ R(L) the operator equation
where L : U → V is a bounded linear operator between two real Hilbert spaces U and V , and R(L) denotes its range.
Given some approximate data y δ ∈ V with y − y δ ≤ δ, the objective is to reconstruct the minimal norm solution u † ∈ U , that is the element fulfilling Lu † = y and u † = inf { u : Lu = y} .
Such a minimal norm solution exists for every y ∈ R(L) and is uniquely defined, see for example [3, Theorem 2.5] .
The method of choice for performing this task is Tikhonov regularization, that is to find for arbitrary α > 0 the regularized solution 
Standard results on Tikhonov regularization guarantee the existence and uniqueness of the minimizer u Two kinds of such convergence rates conditions have been developed:
• source conditions [4] and
• variational source conditions [6, 9, 5, 10] .
The goal of this paper is to put the different source conditions into perspective, together with three novel variational source conditions, which are presented here for the first time. The main results on the relations in between the source conditions are summarized in a table form (cf. Figure 1 ). Aside from these particular conditions the novelties are to show that these conditions are in fact more general than the classical source conditions, and they are optimal in the sense that convergence rates of a certain order are only possible if these conditions are satisfied. The argumentation is based on a result from Neubauer [8] . Moreover, as a side product, this clarifies some assertion from [10] on the equivalence of standard and variational source conditions.
Relations of Source Conditions in the Standard Setting
The key to obtain convergence rate results for the regularized solution u δ α , defined in (2) , of the problem (1) is to impose conditions on the minimal norm solution u † . In the literature, various kind of such source conditions have been introduced. Definition 1. Let U and V be real Hilbert spaces, L : U → V be a bounded linear operator, and y ∈ R(L). Moreover, let u † denote the minimum-norm solution of the operator equation (1) .
Then, we say that the problem fulfills puts the homogeneous variational inequality, the symmetrized variational inequality, and the standard source condition under one umbrella, when we set ρ = 1, ρ = 2, and ρ = ν (see the proof of Lemma 3(ii)), respectively. However, Proposition 11 and Proposition 10 show that all these variational source conditions with the same parameter ν and a parameter ρ > ν are equivalent to each other.
Note that the inhomogeneous variational inequality is not homogeneous with respect to u ∈ U , as opposed to the other three source conditions. Let us first discuss the relation between the first three source conditions. Lemma 2. Let U and V be real Hilbert spaces, L : U → V be a bounded linear operator, y ∈ R(L), and ν ∈ (0, 1]. Then, we have that (i) the standard source condition for ν implies the homogeneous variational inequality with the same parameter ν,
(ii) the homogeneous variational inequality with the parameter ν implies the inhomogeneous variational inequality with the parameter µ = 2ν 1+ν , and (iii) the inhomogeneous variational inequality with the parameter µ = 1 implies the standard source condition with the parameter ν = 1.
Proof: Let u † denote the minimum-norm solution of the operator equation (1).
(i) If the standard source condition is fulfilled for some ν ∈ (0, 1], then there exists an element ω ∈ U with (L * L)
see for example [3, Chapter 2.3] , with r = ν 2 and q = 1 2 , it follows for every u ∈ U that
which is of the form (4) with the parameter ν.
(ii) If u † fulfills the variational inequality (4) for some parameters ν ∈ (0, 1] and β ≥ 0, then Young's inequality implies for every u ∈ U that
so that the inhomogeneous variational inequality with the parameter µ = 2ν 1+ν is fulfilled.
(iii) If u † fulfills the inequality (5) for µ = 1 and some constants β ≥ 0 and γ ∈ [0, 1), then, by evaluating it at u = tv for arbitrary v ∈ U and t > 0, we find in the limit t 0 that
Now, it can be shown, see [9, Lemma 8.21 ], that if T : U → U is a bounded linear operator, then u † ∈ R(T * ) if and only if there exists a constant C > 0 such that
Remark: That the standard source condition for a parameter ν ∈ (0, 1] implies the inhomogeneous variational inequality with the parameter µ = 2ν 1+ν was already realized in [7] .
The case ν = 1 has been treated in more generality in [9, Table 3 .1].
Thus, the homogeneous variational inequality and the inhomogeneous variational inequality cover only the parameter range ν ∈ (0, 1] compared to the standard source condition. However, the symmetrized variational inequality is an extension of the standard source condition in the full parameter range ν ∈ (0, 2], as the following lemma shows. Lemma 3. Let U and V be real Hilbert spaces, L : U → V be a bounded linear operator, and y ∈ R(L).
Then, we have that (i) the standard source condition with a parameter ν ∈ (0, 2] implies the symmetrized variational inequality with the same parameter ν,
(ii) the symmetrized variational inequality with the parameter ν = 2 is equivalent to the standard source condition with the parameter ν = 2.
Proof: Let u † denote the minimum-norm solution of the problem (1).
(i) From the inequality (6) with some parameters ν ∈ (0, 1] and β ≥ 0, we obtain by applying the Cauchy-Schwarz inequality for every u ∈ U that
which is the symmetrized variational inequality with the parameter ν.
(ii) The symmetrized variational inequality with the parameter ν = 2 states that there exists a constant β ≥ 0 so that
Now, as in the proof of Lemma 2(iii), this is equivalent to
The following two examples illustrate that the degree of ill-posedness of the operator L is a criterion for equivalency of the different source conditions. Finer results, establishing in particular the equivalence of the source conditions (4) and (5) and the corresponding convergence rates, see Proposition 8, will be derived in Theorem 12 below. Proof: In view of Lemma 2, we only need to show that (iii) implies (i). To that end recall that, if T : U → U is a bounded linear self-adjoint operator then its nullspace N (T ) is the orthogonal complement of the range R(T ), and
is closed by assumption, we have the orthogonal decomposition
so that Lu = 0. Therefore, if u † satisfies (5) with some constants β ≥ 0 and
Substituting u by tu in the above inequality with t > 0, we arrive at
Dividing by t and letting t go to 0, this implies u
. By the orthogonality of the decomposition (9) we have
, which is (i).
Remark: As in Example 4, one can also show that the standard source condition and the symmetrized variational inequality with the same parameter ν
Example 5. Let U be a real, separable Hilbert space with orthonormal basis {ϕ n } n∈N . We define the compact linear operator However, the standard source condition is fulfilled for every parameter ν < Proof: The minimum-norm solution u † can be directly calculated to be
2 ) ϕ n is in U , and therefore u † is in the range of (L * L) ν 2 for every ν < 1 2 . For u ∈ U arbitrary we write u = n≥1 2 n 2 γ n ϕ n with some γ n ∈ R. Then
Now we can show that the homogeneous variational inequality with parameter ν = 1 2 is fulfilled, more precisely, that we have
for every u ∈ U.
Indeed, set S := n≥1 |γ n | and let N ∈ N be such that Observe that, using the Cauchy-Schwarz inequality,
and
Since we have by definition of S that u † , u ≤ S and by the choice of N that S ≤ 2 √ AB, the inequality (11) follows. This proof is largely from [11] . The proof of Proposition 11 below is a more elaborate version of the same idea.
Remark: In the above proof we noted that is not bounded in terms of Lϕ n 1/2 ϕ n 1/2 = n −1 2 −n/2 uniformly in n ≥ 1.
Rates Results without Spectral Theory
We briefly review the convergence rate results which follow from the introduced source conditions. Definition 6. Let U and V be real Hilbert spaces, L : U → V be a bounded linear operator, and y ∈ R(L). Moreover, let u † denote the minimum-norm solution of the operator equation (1) .
Then, we say that the problem has
• a noise-free convergence rate of order σ if there exists a constant C > 0 so that the regularized solution
fulfills that
• a convergence rate of order ρ if there exists a constant C > 0 so that the regularized solutions
fulfill for every δ > 0 the inequality
The classical convergence results now state that if a problem (1) fulfils the standard source condition for some parameter ν ∈ (0, 2], then it has a convergence rate of order (4) and (5), see [5, 10] . The simple proof is added here for completeness.
Lemma 7. Let L : U → V be a bounded linear operator between two real Hilbert spaces U and V , and y ∈ R(L). Moreover, let u † denote the minimum-norm solution of the problem (1) and assume that it fulfils the inhomogeneous variational inequality (5) for some parameters µ ∈ (0, 1], β ≥ 0, and γ ∈ (0, 1).
Then, for every choice of y δ ∈ V with y δ − y ≤ δ for some δ > 0 and every α > 0, the corresponding regularized solution
Proof: From the definition of the minimizer u δ α , it follows that
This inequality together with the variation inequality (5) yields
which is a consequence of the triangle inequality and the fact that a ≤ b + c implies a 2 ≤ 2(b 2 + c 2 ), we further find that
Applying then Young's inequality to the last term, we end up with
which in particular implies (16).
Proposition 8. Assume that L : U → V is a bounded linear operator between two real Hilbert spaces U and V , and y ∈ R(L). Then, if the problem (1) fulfills the inhomogeneous variational inequality with the parameter µ = 2ν 1+ν for some ν ∈ (0, 1], it has (i) a noise-free convergence rate of order ν 2 and (ii) a convergence rate of order ν 1+ν . Proof: Let u † be the minimal-norm solution of (1).
(i) In the noise free case, Lemma 7 with δ = 0 and µ = 2ν 1+ν directly implies for the regularized solution u α defined by (13) the inequality
for all α > 0 for some constant C > 0.
(ii) In the noisy case, Lemma 7 yields for arbitrary δ > 0 and dataỹ ∈ V with ỹ − y ≤ δ the inequality
for some constant C > 0. Here, u α (ỹ) denotes the regularized solution (14).
Remark: Because of Lemma 2, the homogeneous variational inequality with a parameter ν ∈ (0, 1] therefore also implies a noise-free convergence rate of order ν 2 and a convergence rate of order ν 1+ν .
On converse results of Neubauer
In this section we go deeper into the results of Neubauer [8] . In the Hilbert space setting, Neubauer characterized the minimum-norm solution for which the problem has a convergence rate of order ν ν+1 for some ν ∈ (0, 2) in terms of its spectral tail. (Note that Neubauer writes 2ν where we write ν.) Definition 9. Let U and V be real Hilbert spaces, L : U → V be a bounded linear operator, and y ∈ R(L). We say that the minimum-norm solution u † of the problem (1) has spectral tail of order ν if there exists a constant C > 0 so that
where A → E A denotes the (projection-valued) spectral measure of the operator L * L.
Proposition 10. Let L : U → V be a bounded linear operator between two real Hilbert spaces U and V , and y ∈ R(L). Then, for every ν ∈ (0, 2), it is equivalent for the problem (1) that (i) it has a noise-free convergence rate of order ν 2 , (ii) it has a convergence rate of order ν ν+1 , and (iii) its minimum-norm solution has a spectral tail of order ν.
Proof: Neubauer showed in [8, Theorem 2.1] that the condition (i) is equivalent to (iii), and proved in [8, Theorem 2.6 ] that (iii) is equivalent to the fact that there exists a constant C ≥ 0 so that
for every δ ≥ 0, where Q denotes the orthogonal projection onto the range R(L) and the regularized solution u α (ỹ) is defined by (14) .
It therefore only remains to show that (19) is equivalent to a convergence rate of order ν ν+1 . It is clear that (19) implies such a convergence rate, since the supremum in the definition (15) of the convergence rate is taken over a smaller set than in (19).
For the other direction, we define for arbitraryỹ ∈ V with Q(ỹ − y) ≤ δ, the elementŷ := y + Q(ỹ − y). Then, ŷ − y = Q(ỹ − y) ≤ δ, and the optimality conditions for the regularized solutions u α (ỹ) and u α (ŷ) yield
and therefore, u α (ỹ) = u α (ŷ). Asỹ was arbitrary subject to Q(ỹ − y) ≤ δ, condition (15) with ρ = ν ν+1 implies (19).
Neubauer [8] also gave a counterexample to show that the standard source condition with parameter ν ∈ (0, 2), which implies the three equivalent conditions of Proposition 10, is not equivalent to them, see also Example 5.
However, we will show in the following that the homogeneous variational inequality with parameter ν ∈ (0, 1) and the inhomogeneous variational inequality with parameter µ = Proposition 11. Let L : U → V be a bounded linear operator between two real Hilbert spaces U and V , and let y ∈ R(L).
Then for arbitrary ν ∈ (0, 2) and ρ > ν the conditions that (i) the maximum-norm solution u † of the problem (1) has a spectral tail of order ν and (ii) there exists a constant β ≥ 0 so that
are equivalent.
Proof: We first show that (i) implies (ii).
where |µ u † ,u | denotes the variation of the measure µ u † ,u . Let now Λ := inf{λ ≥ 0 :
Moreover, since Λ is minimal and λ → B λ is left-continuous, it also follows that B Λ ≥ 1 2 A ∞ . We now estimate A Λ with the inequality (23) with T = L * L and ρ = 0, which yields
If the spectral tail of u † has order ν, we have a constant C > 0 so that
For B Λ , we also use the inequality (23) with T = L * L, and get for arbitrary ρ ∈ R, the upper bound
Choosing now ρ > ν, we can estimate the integral with (24) (using that the measure
Therefore, recalling that Λ was chosen so that
which is the condition (ii).
For the other direction, we remark that from the inequality (20) for some constant β ≥ 0, we find for every λ ≥ 0 that Noise-free convergence rates of order 
Conclusion
In this paper we have developed a series of novel variational source conditions as alternatives to classical source conditions to prove convergence rates results for Tikhonov regularization in an Hilbert space setting. In many cases the new source conditions provide optimal convergence rates, opposed to the standard source conditions. The interplay between various source conditions and convergence rates is developed in detail and summarized in Table 1 . As a side product we could clarify an open question in [10] . An open question is of course how these results can be generalized to non-linear ill-posed problems, to Banach spaces or general topological spaces, and to other regularization methods.
