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Abstract: - This contribution aims a revision and extension of the ring of retarded quasipolynomial 
meromorphic functions (RMS) for description and control of time-delay systems (TDS). The original definition 
has some significant drawbacks – especially, it does not constitute a ring. Our new definition extends the 
usability to neutral TDS and to those with distributed delays. As first, basic algebraic notions useful for this 
paper are introduced. A concise overview of algebraic methods for TDS follows. The original and the revised 
definitions of the ring together with some its properties finish the contribution. There are many illustrative 
examples that explain introduced terms and findings throughout the paper. 
 
 
Key-Words: - Time-delay systems, Algebraic description and control, Ring, Coprime factorization, Bézout 
domain 
 
1 Introduction 
Algebraic structures in their charming and attractive 
elegance proved to be suitable and effective tools 
for system dynamics description and control system 
design. Modern control theory has been adopting 
algebraic approaches and parlance, which are based 
on TDS description in a suitable field, ring or 
module and the subsequent operation in the 
algebraic structure, for decades. 
The aim of this paper is to introduce a revise the 
definition and some basic properties of the RMS ring 
for description and control of TDS in input-output 
space, unlike some other methods using state-space 
domain which prevail. RMS structure was originally 
introduced in [1]; however, the genesis of the idea 
can be view already in works of Vidyasagar [2] and 
Kucera [3] for delayless systems and/or in [4] for 
TDS. Nevertheless, it has been pointed out in [5] 
that the structure does not constitute ring. In 
addition to that, the structure is applicable to 
retarded systems only and it brings problems when 
comprising models with distributed delays. 
The revised and extended structure can useful 
when analysis and control of neutral TDS and those 
with distributed delays. Some stability notions are 
also discussed and taken into account. Basic 
properties of the revisited RMS are given for the 
record as well. To illuminate the ideas and 
statements, many illustrative examples are 
introduced throughout the paper. 
The paper is organized as follows. Section 2 
provides an overview of algebraic notions useful for 
uninitiated readers to comprehend the rest of the 
contribution. A non-exhaustive introduction to 
algebraic structures and methods used in 
description, analysis and control of TDS can be 
found in Section 3. The original and a revised 
definition of RMS are the contents of Section 4. 
Section 5 includes a list of selected properties of the 
now conception supported by some examples. 
Section 6 concludes the paper and outlines the 
usability of the RMS ring. 
 
 
2 Basic Algebraic Notions 
Prior to a brief overview of particular algebraic 
structures utilized by some authors when analysis 
(and/or synthesis) of TDS, it is convenient to 
introduce some basic algebraic notions being used 
in this paper and their elementary properties if 
useful, see e.g. [6], [7]. 
A group, G, is an algebraic structure with binary 
operation · satisfying: 
a) For each  Gba ∈, , it holds that Gba ∈⋅ . 
b) For all Gcba ∈,, , ( ) ( ) Gcbacba ∈⋅⋅=⋅⋅  
(associativity). 
c) There exists an element Ge∈ , such that for 
every element Ga∈ , it holds that 
Gaeeaa ∈⋅=⋅=  (identity element, neutral 
element). 
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d) For each Ga∈ , there exists an element Gb∈  
such that Geabba ∈=⋅=⋅  (inverse element). 
A set satisfying a) and b) only from the 
definition above, i.e. without a necessity of identity 
and inverse elements, is called a semigroup. If one 
requires the existence of an identity element, so-
called monoid is obtained. A group with the 
commutative property, i.e. 
e)  For each Gba ∈, , Gabba ∈⋅=⋅  
is called a commutative (abelian) group. 
A ring, R, is a set with two binary operations +, · 
(generally interpreted summation and addition) for 
which it holds true the following: 
a) R is a commutative group under addition with 
an identity element denotes as 0. 
b) For any Rcba ∈,, , ( ) Rcbbacba ∈⋅+⋅=⋅+  
and ( ) Rbcacbac ∈⋅+⋅=+⋅  (left and right 
distributivity). 
c) For every Rcba ∈,, , it holds that 
( ) ( ) Rcbacba ∈⋅⋅=⋅⋅  (Associativity of 
multiplication). 
Some authors add another property of a ring as: 
d) There exists R∈1  such that for every 
Ra ∈≠ 0 , Raa ∈⋅=⋅ 11  (multiplicative identity). 
If d) holds, then a ring is a commutative group 
under + and a commutative monoid under ·, together 
with distributivity. In a commutative ring, the 
commutative property holds also for multiplication. 
A unit of the ring (or an invertible element) is 
Ra ∈≠ 0 , for which there exists Ra ∈−1 , such that 
111 =⋅=⋅ −− aaaa . If all elements of a ring are 
units, the ring is called a field. 
It is said that Rb∈  divides Ra∈  (i.e. ab | ) if 
there exists Rq∈ , such that bqa ⋅= . Two 
elements Rba ∈,  are associated if ab |  and ba | . 
Let R be a commutative ring and Rba ∈, . A 
common divisor Rc∈  of a, b is an element of the 
ring, for which ac |  and bc | . Rd ∈  is the greatest 
common divisor (GCD) of a, b if for every common 
divisor Rc∈  of Rba ∈,  it holds that dc | . The 
CGD is determined unambiguously except for 
associativity.  
A nonzero noninvertible element a  of a 
commutative ring R  is called irreducible if it is 
divisible solely by a unit or any element associated 
with a . In some rings, so-called prime elements 
generalizing prime numbers are introduced. A prime 
elements is a nonzero noninvertible Ra∈ , such that 
if ( )cba ⋅|  for some Rcb ∈, , then always ba |  or 
ca | . Every prime element is irreducible, the 
converse is not true in general. 
A ring R in which every nonzero noninvertible 
Ra∈  can be uniquely decomposed in a (finite) 
product of irreducible or prime elements (except for 
the ordering and associativity) is called a unique 
factorization ring (UFR). 
A commutative ring with identity (under 
multiplication) such that for any two elements 
Ra ∈≠ 0  and Rb ∈≠ 0  it holds that 0≠⋅ba  is 
called an integral domain. An URF which is an 
integral domain is labeled as a unique factorization 
domain (UFD). 
A field of fractions of an integral domain R (at 
least with one element) is the “smallest” field 
containing R, such that necessary elements 
satisfying the divisibility (by a nonzero element) are 
added. An element c  of this field can be expresses 
in the form bac /=  where Rba ∈, , 0≠b . 
An ideal I (of the ring R) is a subset of R with the 
following properties: 
a) For every Iba ∈, , it holds that Iba ∈+ . 
b) For each Ia∈  and Rr ∈ , Ira ∈⋅ . 
It holds that an intersection of ideals is an ideal as 
well. Let { } RaaaM n ⊆= ,..., 21 , then an intersection 
of all ideals of R containing M is called an ideal 
generated by M. It is also the “smallest” ideal 
including M. Ideals of the form { }RrraaR ∈⋅= | , 
i.e. those generated by (the only one) element a are 
called principal. 
If every ideal of an integral domain is principal, 
so-called principal ideal domain (PID) is obtained. 
It holds true that every PID is UFD; however, the 
converse is not true in general. 
A Noetherian ring R is primarily defined as that 
satisfying the so-called finite ascending chain 
condition. Equivalently, it is possible to 
circumscribe the term as follows: A ring R is 
Noetherian if its every ideal is finitely generated, i.e. 
Mn =  is a finite number. 
A (left) module (or R-module) M over the ring R 
is a commutative group satisfying: 
 a) For every Rr ∈ , Mba ∈, , it holds that 
( ) brarbar ⋅+⋅=+⋅ M∈ . 
b) For every Rsr ∈, , Ma∈ , 
( ) asarasr ⋅+⋅=⋅+ M∈ . 
c) For every Rsr ∈, , Ma∈ , 
( ) ( )asrasr ⋅⋅=⋅⋅ M∈ . 
d) If there exists a multiplicative identity R∈1 , 
and Ma∈ , then Maa ∈=⋅1  
Modules are similar to vector spaces, yet in 
modules, coefficients are taken from rings, not from 
fields. A free module is that with a basis. For 
instance, since nonzero elements in a ring are not 
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necessarily invertible, a relation 
MaRrar ii
n
i
ii ∈∈=⋅∑
=
,,0
1
, where M is a free 
module, does not imply that each ir  is the linear 
combination of the remaining ones (Conte and 
Perdon, 2000). 
A partially ordered set (poset) is defined as an 
ordered pair ( )≺,SP =  where S  is called the 
ground set of P  and ≺  is the partial order of P . A 
relation ≺  is a poset on S  if: 
a) For all Sa∈ , aa≺  (reflexivity) 
b) For Sba ∈, , if ba≺  and ab≺ , then ba ≡  
(antisymmetry) 
c) For Scba ∈,, , ba≺  and cb≺  implies ba≺  
(transitivity) 
From a PID, a Bézout domain is distinguished in 
which every finitely generated ideal is principal. In a 
Bézout domain, PID is UFD and viceversa. Thus, a 
PID admits the existence of an infinitely generated 
ideal which is principal. 
In a Bézout domain R, for every pair Rba ∈,  (or 
generally for a finite set of elements) there exists the 
GCD which meets the Bézout identity (or more 
generally a linear Diophantine equation) 
 
 ( ) Ryxbaybxa ∈=⋅+⋅ ,,,GCD  (1) 
 
A solution Ryx ∈,  is not determined uniquely 
but (an infinitely many) solutions of (1) are given by 
the parameterization 
 
 
( ) ( )ba
a
zyy
ba
b
zxx
,GCD
,
,GCD
00 ⋅=⋅±= ∓ (2) 
 
where {x0, y0} is a particular solution of (1) and 
Rz∈  
If (1) is solved for any Rc∈  on the right-hand 
side instead of ( )ba,GCD , it is necessary to verify 
whether there exists 
( )ba,GCD
 (especially in a ring 
which is not Bézout or PID) for which 
( ) cba |,GCD
. 
The Bézout identity can be solved e.g. using a 
generalized (extended) Euclidean algorithm which 
can be described as follows. Let ba,  be given and 
the task is to find ( )bad ,GCD=  and a pair yx,  
according to (1). The iterative procedure can be 
written as follows 
 
 
 
ni
rrrrqrr iiiiiii
...,,4,3
, 1212
=
≥≥⋅−= −−−−
 (3) 
i.e. the current reminder ir  of the division can be 
expressed by preceding reminders 21, −− ii rr  and 
using the whole quotient iq .  
In every step of the algorithm, it is possible to 
write the following identity 
 
 iii ybxar ⋅+⋅=  (4) 
 
where ii yx ,  are from the ring. The first two 
reminders are chosen as 
 
 
10
01
2
1
⋅+⋅==
⋅+⋅==
babr
baar
 (5) 
 
The desired ( )bad ,GCD=  then equals the last 
nonzero reminder, ∞<≠ nrn ,0 . 
The whole procedure can be expressed in a table 
(matrix) form as follows 
 
 











dyx
tv
b
a 0
~
operations
matrix
elementary
~
10
01
 (6) 
 
The result is determined by two Diophantine 
equations 
  
dybxa
tbva
=⋅+⋅
=⋅+⋅ 0
 (7) 
 
In the case when (1) is solved for any fixed 
Rc∈  on the right-hand side instead of 
( )bad ,GCD=  it is possible (if a solution exists) to 
use the extended Euclidean algorithm again in the 
following two possibilities: 
1) To use scheme (6) for Rc∈  instead of 
( )bad ,GCD= . Generally, it is not necessary to 
achieve the zero element on the upper right matrix 
corner. 
2) Obviously 
 
( )
( )
( ) ( )
cybax
c
ba
yc
b
ba
xc
a
ba
c
baybxa
=⋅+
=+
=⋅+⋅
11
,GCD,GCD
,GCD
/,GCD
 (8) 
 
Hence, ( )ba,GCD , x,y  are found using (6) first, 
and subsequently, the following substitution is used 
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( ) ( )ba
c
yy
ba
c
xx
,GCD
,
,GCD
11 ==  (9) 
 
to get the desired solution. 
For the necessity and comprehension of the 
further text, some basic notions from the complex 
functions analysis ought to be introduced as well. 
A holomorphic function is a complex-valued 
function of a single (or multiple) complex variable 
defined on a region D⊆ C which is infinitely 
complex differentiable (i.e. there exists all complex 
derivatives) at any point ∈0z D. 
The term holomorphic function is often used 
interchangeably with or compared to an analytic 
function which is generally a complex-valued 
function of a single (or multiple) complex variable 
defined on a region D⊆ C, in which the Taylor series 
expansion exists at every point ∈0z D. That is, a 
series ( ) ( )( )( )∑
∞
=
−=
0
00
!
1
i
ii zzzf
i
zT  converges to ( )zf  
for every point z  from a neighborhood of 0z . For 
complex functions, a holomorphic function implies 
an analytic function. A function holomorphic on all 
C is called entire. 
An isolated singularity of a complex function 
( )zf  is a point 0z , in which the function is not 
differentiable; however, there exists an open disk D 
centered at 0z  such that ( )zf  is holomorphic on the 
disk excluding 0z . There are several types of 
isolated singularities. A pole is an isolated 
singularity 0z  of ( )zf  such that ( )zf  converges 
uniformly to infinity for 0zz → . Thus, if there 
exists the improper limit ( ) ∞=→ zfzz 0lim , then 
there exists also ∈n N, so that 
( ) ( ) ∞<−→ zfzz
n
zz 00
lim . A removable singularity 
is another type of an isolated one for which 
( ) ∞≠→ zfzz 0lim . In this case, it is possible to define 
( ) ( )zfzf zz 0lim0 →= , so that ( )zf  becomes 
holomorphic. An essential singularity represents the 
last type of an isolated singularity which evinces 
“peculiar” behavior within the neighborhood of the 
singularity, and it holds that the limit ( )zfzz 0lim →  
does not exist here. 
A meromorphic function is a complex-valued 
function of a complex variable which is 
holomorphic on an open subset D⊆ C except a set of 
poles. The function can be expressed as a ratio of 
two holomorphic functions. 
 
3 Fields, Rings and Modules for 
Description and Control of TDS 
The nascence of algebraic methods in description of 
TDS is connected with fields, namely with systems 
over fields [9], which can be written in the 
(retarded) state-space form 
 
 
( ) ( ) ( )
( ) ( )tt
ttt
Cxy
BuAxx
=
+=ɺ
 (10) 
 
where elements of CBA ,, are from a fixed field and 
( ) ( )
t
t
t
d
dx
x =ɺ . 
The next step was to further generalize the 
concept of linear systems, to include the case in 
which coefficients belong to a ring. The first, 
general, in-depth research into the properties of 
systems over rings was constituted in [10], [11]. 
One of the primordial attempts to utilize ring theory 
to infinite-dimensional linear systems was made by 
Kamen [12] where an operator theory was 
presented, the particular case of systems defined via 
rings of distributions. Namely, the ring Θ  generated 
by the entire functions ( )sσθ  defined as 
 
 ( ) ( ) ( ) ( )σσσσσσ θθψθθϕ −=+= j5.0,5.0 ss  (11)
 ( ) ( )( ) ∈
−
−−−
= σ
σ
στ
θσ ,
exp1
s
s
s C 
 
and their derivatives and 1 was introduced there. 
Ring models for TDS with lumped delays was 
published in [13]. 
In [14], linear systems over commutative rings, 
especially TDS, were intensively studied. The 
author i.a. presented the simplest TDS over rings, 
those with commensurate delays where the 
introduction of the operator ( ) ( )τδ −= txtx : , 
whereτ represents the smallest delay, yields state 
matrix entries in the ring of polynomials R[δ ]. In 
more details, let the model be 
 
 
( ) ( ) ( )
( ) ( )∑
∑
=
=
−=
−+−=
N
k
k
N
k
kk
ktt
ktktt
0
0
τ
ττ
xCy
uBxAxɺ
 (12) 
 
then state and output matrices in (10) read 
 
 ∑∑∑
===
===
N
k
k
k
N
k
k
k
N
k
k
k
000
,, δδδ CCBBAA  (13) 
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 Using a substitution ( )skk τδ −→ exp , one can 
obtain the Laplace transform form of the state model 
for TDS with commensurate delays. If delays are 
not commensurate, we need to define a finite set of 
delay operators Nδδδ ,...,, 21 resulting in a ring 
R [ ]Nδδδ ,...,, 21 . Some authors, e.g. Youla [15], 
introduced the field R ( )Nδδδ ,...,, 21  of rational 
functions in R [ ]Nδδδ ,...,, 21  in order to study 
networks with transmission lines (i.e. delayed 
system). Reachability and observability of a general 
system with coefficients over a ring are analyzed in 
[14] as well. 
Conte and Perdon in [16] further studied the 
realization of such systems. These authors also 
developed the geometrical approach to the study of 
dynamical systems with coefficients over a ring 
concerning TDS. The overview of the methodology 
was presented in [8]. In this framework, the main 
tool lies in the view that ( ) ( ) ( )ttt yux ,,  in (10) are 
free R-modules. 
Concerning input-output maps, which are 
substantive for the aim of this paper, the conception 
of 2-D systems which naturally arises from the 
transfer function of a TDS with commensurate 
delays over a ring (12), (13) was introduced in [13], 
[14]. Translating the state-space description into the 
transfer function results in a rational function in s  
and )exp( sτ− . This expresses that two operators are 
used here, i.e. the integrator and the delay operator, 
which are algebraically independent (due to the fact 
that the exponential term is a transcendental 
function) in the meaning of that there is no 
nontrivial linear combination of s  and )exp( sτ−  
over real numbers equals to zero. Thus, the ring 
R ( )[ ]ss τ−exp, of quasipolynomials, which is 
isomorphic to the ring of real polynomials in two 
variables (a so-called 2-D polynomial) R [ ]zs, , is 
obtained. Quasipolynomials defined here are 
connected with commensurate delays. This concept 
was further studied and developed e.g. in [17], [18]. 
However, some authors pointed out that the use 
quasipolynomials does not permit to effectively 
handle some stabilization and control tasks, thus 
other rings based on quasipolynomials for TDS with 
commensurate delays were introduced. 
For instance, in [4], [19] there were established 
the following rings: A ring 
 = ∪Θ R ( )[ ]sτ−exp  = ( )[ ]sτ−Θ exp  of all linear 
combinations, with real coefficients, of distributed 
delays from Θ  and lumped delays, and a ring 
 = Ρ [ ]s  = ∪Θ R ( )[ ]ss τ−exp,  of so-called 
pseudopolynomials which consists of Laplace 
transforms of operators that are generated using 
derivatives, lumped and distributed delays. Any 
element ( )∈sT  can be written in the (coprime) 
form ( ) ( )( ) ( )sDssNsT /exp, τ−∈ , ( )( )∈− ssN τexp,  
R ( )[ ]ss τ−exp, , ( )∈sD R [ ]s . Two pseudopolynomials 
are coprime if and only if there are neither their 
common zeros nor factors in the form ( )skτ−exp . 
Ring [ ]s  is not isomorphic to [ ]x , which means 
that the variables are not algebraically independent 
(transcendental) over , see an example in [4]. 
Moreover, it is a Bézout domain, yet not a Euclidean 
ring nor a Noetherian ring nor a UFD. Notice that  
and R ( )[ ]ss τ−exp,  share the same field of fractions, 
i.e. R ( )( )ss τ−exp, . The transfer function can then be 
expresses as a fraction of two pseudopolynomials. 
Behavioral approach, as it was introduced for 
dynamical systems in [20], was presented by [21] for 
TDS, again with commensurate delays. In contrast to 
above mentioned works, the author considered 
systems in the behavioral point of view instead of 
systems over rings. A behavior is the kernel of a 
delay-differential operator. More precisely, consider 
equations in the scalar case in the form 
 
 
( )( )∑∑
= =
=−
L
j
N
i
i
ij jtxp
0 0
0  (14) 
 
where ∈tpij , R, ( )( )tx i  denotes the i-th derivative of 
the function ( )tx : R → R. Behaviors  are those 
functions ( )tx  satisfying (14). Alternatively, 
P
~
ker=  where ∑∑
= =
∈=
L
j
N
i
ji zsP
0 0
R [ ]zs,  and P~  
denotes the associated delay-differential operator, 
i.e. ( ) ( )( )∑∑
= =
−=
L
j
N
i
i
ij jtxptxP
0 0
~
. It is stated in [21] that 
it is algebraically more adequate to consider the ring 
R [ ]1,, −zzs  instead of R [ ]zs, . There is also defined 
the ring 
 
 :={ ∈p R ( )[ ] ( ) CHzspzzs ∈− ,|, 1  (15) 
 
as the appropriate domain in order to translate 
relations between behaviors, lying between 
R [ ]1,, −zzs  and R ( )[ ]1, −zzs , where the latter means 
the ring of polynomials in 1, −zz  with the 
coefficients in rational functions in s  with real 
parameters, and CH is the set of all entire functions. 
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It was proved that  is not UFD and not a 
Noetherian ring; however, it is a Bézout ring. 
However, delays are naturally real-valued and 
thus the limitation to commensurate delays is rather 
restrictive for real applications [22]. Dealing with 
rings for input-output maps of TDS with even non-
commensurate delays, it is crucial for this paper to 
mention here the family of approaches (originally 
developed for delayless systems) utilizing a field of 
fractions where the transfer function is expressed as a 
ratio of two coprime (or relatively prime) elements of 
a suitable ring [2], [3], [23]. The process of finding 
such coprime pair is called a coprime factorization. 
One of such rings for continuous-time systems is 
a ring of stable and proper rational functions, RPS 
[3], [24]. An element of this ring is defined as a 
ratio of two polynomials in s  over R where the 
denominator polynomial is Hurwitz stable (i.e. free 
of roots located in the closed right-half plane 
including imaginary axis) and, moreover, the ratio is 
proper (i.e. the s-degree of the numerator is less or 
equal to the denominator). Alternatively, the 
element of RPS is analytic and bounded for 0Re ≥s  
including infinity, i.e. it lies in ∞H (C + ). Such a 
definition is, however, not sufficient for TDS since 
e.g. the Laplace form of a stable system including in 
∞H (C + ) can have an unstable denominator. 
The utilization of RPS in description (and control) 
of TDS requires a rational approximation of a general 
meromorphic transfer function as a first step of a 
coprime factorization, for instance, by a substitution 
of the exponential terms, ( ) ( )∈≈− sXsτexp R ( )s , see 
e.g. [25], [26]. A similar idea, yet over R [ ]s  was 
presented e.g. in [27]. 
An example of a coprime factorization in RPS 
follows. 
Example 1. Consider a stable TDS with 
distributed delays governed by the transfer function  
 
( ) ( )
( )
( ) ( )
1
exp1exp1
−
−−
==
s
s
sU
sY
sG  (16) 
 
Use of, e.g., the first order Padé rational 
approximation results in 
 ( ) ( )
( )
( )( ) ( )
( )( )
( )
( )sa
sb
ss
s
sU
sY
sG =
+−
−++
≈=
15.01
1exp11exp15.0
  (17) 
 
where ( )sa , ( )∈sb R [ ]s . Notice that the common 
root 1−=s  (removable singularity) characterizing the 
delay distribution in this example vanished after the 
rationalization. An addition, although the relative 
order of the transfer function is preserved, the 
absolute one has increased. To establish coprime 
factors ( ) ( ) ( )smsasA /= , ( ) ( ) ( )smsbsB /= , ( )sm ∈ 
R [ ]s  (with no zero in C + ), ( ) PSRsA ∈ , ( ) PSRsB ∈ , 
one has to realize the divisibility condition in RPS: 
Any ( ) PSRsA ∈  divides ( ) PSRsB ∈  if and only if all 
unstable zeros (including s → ∞) of ( )sA  are those 
of ( )sB . Inclusion of infinity in the condition gives 
rise to the requirement ( ) ( ) 2degdeg == sasm , and 
moreover, there is no s  with Re 0≥s  satisfying 
( ) 0=sm . ■ 
The main drawback of the ring, i.e. the necessity 
of a rational approximation, induces the idea of 
introduction a similar, yet rather different, ring 
avoiding this operation. 
 
 
4 RMS Ring 
 
4.1 Original definition 
The original definition of the ring of proper and 
stable retarded quasipolynomial (RQ) meromorphic 
functions, RMS, is the subject of this subsection [1]. 
The basic idea for its introduction proceeds from the 
following ideas. First, as mentioned above in the 
previous section, a rational approximation of the 
transfer function in the form of a ratio of two 
quasipolynomials is required for the use of the ring 
RPS. This operation brings a loss of system dynamics 
information, as can be seen from Example 1. 
Second, from the practical point of view, there is no 
reason to be limited to commensurate delays in a 
model, thus, a more universal description ought to 
be introduced. Third, authors took into account the 
fact that two variables, z and s, are not independent 
from the functional point of view, thus, a one-
dimensional (1-D) instead of 2-D approach can be 
used. Last but not least, as stated above, 
quasipolynomials in the transfer function do not 
permit to effectively handle some stabilization and 
control tasks such as impulse-free stability and 
controller properness and parameterization. 
Definition 1 (RMS ring – original). An element 
( ) MSRsT ∈  is represented by a proper fraction of 
two quasipolynomials  
 
 ( ) ( )
( )sx
sy
sT =
 
(18) 
 
where a denominator ( )sx  is a quasipolynomial of 
degree n and a numerator can be factorized as  
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  ( ) ( ) ( )ssysy τ−= exp
~
 (19) 
 
where ( )sy~  is a quasipolynomial of degree l and τ ≥ 
0. ( )sx  is stable, which means that there is no zero 
of ( )sx , s0, such that 0Re 0 ≥s . Moreover, the ratio 
is proper, i.e. l ≤ n. ■ 
Obviously, the condition 0>τ  is too restrictive 
(or more likely a misprint); the inequality 0≥τ  
would be more natural instead. The original 
definition of RMS has some drawbacks; especially, it 
does not constitute a ring, which requires making 
some changes in the definition. Namely, although 
the retarded structure of TDS is considered only, the 
minimal ring conditions require the use of neutral 
quasipolynomials at least in the numerator of ( )sT . 
Moreover, the original definition brings problems 
when comprising models with distributed delays and 
handling a coprime factorization. 
 
 
4.2 H∞ and BIBO stability 
To comprehend the revisited definition, notion of 
H∞, BIBO, formal and strong stability have to be 
briefly introduced first. 
A system is H∞ stable if its transfer function 
( )sG  lies in the space ∞H (C + ) of functions analytic 
and bounded in the right-half complex plane, i.e. 
providing the finite norm 
 
 ( ){ } ∞<≥=
∞
0Re:sup: ssGG  (20) 
 
see e.g. [27]. That is, the system has finite ( )∞,02L  
to ( )∞,02L  gain where ( )∞,02L  norm of an input or 
output signal ( )th  is defined as 
 
 ( ) ( )∫
∞
=
0
2
2
d: tthth  (21) 
 
Notice, for instance, that a transfer function 
having no pole in the right-half complex plane but a 
sequence of poles with real part converging to zero 
can be H∞ unstable due to unbounded gain at the 
imaginary axis [28]. 
The notion of BIBO (Bounded Input Bounded 
Output) stability is stronger than the preceding one 
and usually more difficult to analyze. A single-input 
single-output (SISO) TDS is BIBO stable if a 
bounded input ( ) 1Mtu < , 0<t , ∈1M R produces a 
bounded output ( ) 2Mty < , 0<t , ∈2M R; in other 
words, it has a finite L∞ gain. It holds that the 
system is BIBO stable if its transfer function is an 
element of a commutative Banach algebra Λ(L1 + 
Rδ) of Laplace transforms of functions of the form 
 
 ( ) ( ) ( ) 0,
1
≥−+= ∑
∞
=
tththth
i
iia τδ  (22) 
 
where ( ) ( )∞∈ ,01Ltha , i.e. 
 
 
( ) ∞<∫
∞
0
dttha  (23) 
 
∈ih R, ,0,00 >= iττ for i > 0, ( )tδ  stands for the 
Dirac delta function, and 
 
 ∑
∞
=
∞<
1i
ih  (24) 
 
 BIBO stability implies H∞ stability [29], [30]. 
 Formal stability of neutral TDS is defined in the 
state-space domain and this theory is going beyond 
the topic of this paper. However, it can be 
formulated simply as follows: formal stability 
means that the system has only a finite number of 
poles in the right-half complex plane [31]. In other 
words, the rightmost vertical strip of poles does not 
reach or cross the imaginary axis. 
 The feature of a neutral TDS that the position of 
the rightmost vertical strip is not continuous in real 
axis is not continuous [32] gives rise to another (yet 
a germane) stability notion. Strong stability means 
that the strip remains in C −0  when subjected to small 
variations in delays (i.e. a TDS remains formally 
stable). Although this stability notion is defined in 
state-space domain, the following input-output test 
can be performed 
 
 ∑
=
<
nh
j
njm
1
1  (25) 
 
see e.g. [33], [34] where njm  are coefficients for the 
highest s-power in the characteristic 
quasipolynomial (transfer function denominator) 
 
 ( ) ( )∑∑
= =
≥−+=
n
i
ij
h
j
ij
i
ij
n
i
ssmssm
0 1
0 0,exp ηη  (26) 
 
4.3 Revised definition 
The following simple example shows that the 
original definition does not constitute a ring. 
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Example 2. Consider two elements of RMS 
 
 ( ) ( ) ( ) ( )
2
exp1
,
2
21 +
−+
=
+
=
s
ss
sT
s
s
sT  (27) 
 
Yet, a sum of them  
 
 
( ) ( ) ( )
( )( ) ( )
MSR
s
sss
sTsTsT
∉
+
−+−+
=
+=
2
expexp1
21
 (28) 
 
since the numerator is a neutral (even formally 
unstable) quasipolynomial, which is inconsistent 
with the original ring definition.  ■ 
The above introduced example indicates that it is 
necessary to include neutral terms in the definition. 
The second drawback comes from the 
requirement of stable denominator. The transfer 
function of a stable TDS with distributed delays has 
common numerator and denominator root from the 
right-half plane; however, there is no reason to 
consider it as unstable in any sense, see e.g. stable 
system (16). Rephrased, an element of the ring 
should include a removable singularity in C +  (but 
not poles). Analogously, spectral stabilizability can 
be viewed in the similar manner [35]. 
 Because of this, ∞H (C + ) seems to be a suitable 
candidate for the ring definition (as for RPS ring). 
 However, there are some troubles with neutral 
systems, namely, although a formally unstable 
neutral TDS with a vertical strip of poles tending to 
the imaginary axis from left (for ∞→0Im s ) can be 
BIBO (and hence ∞H (C + )) stable, it does not 
permit the so called Bézout factorization, [28], [30]. 
Any two elements ( ) ( )∈sBsA , ∞H (C + ) form a 
Bézout (coprime) factorization if and only if  
 
 ( ) ( )( ) 0inf
0Re
>+
≥
sBsA
s
 (29) 
i.e. there exist (a stabilizing coprime pair) 
( ) ( )∈sPsQ , ∞H (C + ), such that (2.67) 
 ( ) ( ) ( ) ( ) 1=+ sQsBsPsA  (30) 
 Example 3. A TDS of neutral type has a transfer 
function 
 ( ) ( )
( )
( )
( ) ( )( )( )1exp1
1
+−−
===
sssa
sb
sU
sY
sG  (31) 
Clearly, a pair 
 ( ) ( ) ( )( )( )
2
1exp1
,
2
1
+
+−−
=
+
=
s
ss
sA
s
sB  (32) 
has no nontrivial (non-unit) common factor, i.e. it is 
coprime. However, ( ) ∈=± kkA ,0j2π N, and 
( ) 0j2lim =±
→∞
πkB
k
, hence (29) does not holds true 
and the system is not Bézout coprime nor BIBO 
stabilizable. ■ 
As stated in [35] for neutral-type TDS, a system 
that is not formally stable is not BIBO stable nor 
stabilizable. However, this is not true exactly, as 
shown in [28]. 
Since formal stability is not given in input-output 
relation (transfer function), consider a rather more 
strict notion – strong stability – given by condition 
(25) instead. Formal stability is hence required; 
however, its testing by strong stability condition 
(25) could not be included in the ring definition 
since it may lead to strong instability when algebraic 
operations on ring elements. 
The following short examples demonstrate and 
clarify the above ideas. 
Example 4. Let be given three neutral delayed 
systems (plants) governed by transfer functions 
 
 
( )
( )
( )( )
( )
( )( )43
2
1
11)exp(
1
,
11)exp(
1
,
1)exp(
1
++−+
=
++−+
=
+−+
=
ssss
sG
ssss
sG
sss
sG
 (33) 
 
All the systems have poles located in the “stable” 
half-plane C −0 , except for ∞→0Im s  where the 
asymptotic pole lies on the imaginary axis, see Fig. 
1, where displayed poles (blue asterisks) are -
0.4011, -0.0379 + 3.4264j, -0.0054 + 9.5293j, -
0.0020 + 15.7713j, -0.0010 + 22.0365j, -0.0006 + 
28.3096j, -0.0004 + 34.5864j, -0.0003 + 40.8652j, -
0.0002 + 47.1451j. 
However, although there is no pole (except the 
asymptotic case) in C + , neutral systems (33) can not 
be considered as asymptotically stable since the is 
no positive α  satisfying α−≤0Re s  for all 0s , 
which is necessary for stability of neutral TDS. 
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Fig. 1. Root loci of the rightmost poles of ( )sG1  
from (33) 
 
Moreover, these systems are neither strongly nor 
formally stable, simply, the chain of poles reaches 
the imaginary axis. Nevertheless, other stability 
notions are more attractive. An easy test on ( )ωj1G , 
( )ωj2G , ( )ωj3G  shows that ∞=∞1G , 22 =∞G , 
13 =∞G , hence ∉1G ∞H (C + ), ∈32 ,GG ∞H (C + ). 
As proved in [27], 1G  and 2G are not BIBO stable, 
yet 3G  is BIBO stable. This means that formal 
instability does not automatically implies ∞H  or 
BIBO instability which makes problems when 
decision about the inclusion of the system into an 
algebraic structure (or set). ■ 
Example 5. This example demonstrates the 
necessity of formal stability in the definition of RMS 
ring, not only for elements of RMS but also for their 
inversions.  
Consider a coprime factorization in ∞H (C + ) of 
system ( )sG2  from (33), i.e. 
 
 ( ) ( )( )( )( )[ ]
( )
( )
( )sA
sB
s
sss
s
sG =
+
++−+
+=
2
2
2
11exp1
2
1
 (34) 
 
 More information about (Bézout) coprime 
factorization can be found in Section 5. Notice that 
the factorization (34) is coprime yet not Bézout. 
As stated above, the system ( )sG  is formally 
unstable but from ∞H (C + ), i.e. 
( ) ( )∈sAsB / ∞H (C + ). However, one can verify that 
( )∉sA/1 ∞H (C + ). This yields a mismatch in the 
ring definition since there is not an unambiguous 
answer whether ( )sA  is invertible (a unit) or not. If 
both terms were not coprime, it would not pose a 
problem since such situations are natural also in RPS 
ring. If ( )sG  was formally stable, it would hold that 
( )∈sA/1 ∞H (C + ). As a conclusion, a set ∞H (C + ) is 
not a sufficient candidate for RMS ring. ■ 
Hence, there seem to be two possibilities for the 
ring definitions regarding formal stability. Either to 
include the requirement of formal stability of the 
quasipolynomial numerator in the ring definition 
and thus to exclude the existence of (Bézout) 
coprime factorization for formally unstable systems, 
or to take it into consideration in ring divisibility 
conditions. Naturally, we decided to choose the 
latter option, since it is not possible to avoid a 
formal unstable numerator in ring elements as 
demonstrated in Example 2. 
Example 6. The aim of this example is to show 
that strong stability could not be included in the ring 
definition; however, the necessity of formal stability 
has been already proved in Example 5. 
Consider a formally and strongly stable element 
from ∞H (C + ) 
 
( )
( ) 1)8.0exp(1
1
+−+
=
ss
sT  (35) 
 
Now make a multiplication 
 
( ) ( ) ( )
( )[ ]
( ) ( ) 1)8.0exp(12)8.0exp(2)6.1exp(1
1
1)8.0exp(1
1
2
22
+−++−+−+
=
+−+
==
sssss
ss
sTsTsT
 (36) 
 
which is obviously strongly unstable, yet formally 
stable, since ( )sT  and ( )sT2  have the same spectrum 
(except for poles multiplicity). Hence, this algebraic 
operation (multiplication) preserves formal yet not 
strong stability. Recall, however, that formal stability 
will be tested by verification of strong stability, so 
there is some kind of conservativeness.  ■ 
The crucial part of this section, the RMS ring 
proposal, as a revisited and extended definition to 
the original one, follows. 
Definition 2 (RMS ring – a revision). An element 
( )sT  of RMS ring is represented by a ratio of two 
(quasi)polynomials ( ) ( )sxsy /  where the 
denominator is a (quasi)polynomial of degree n and 
the numerator can be factorized as  
 
 ( ) ( ) ( )ssysy τ−= exp~  (37) 
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where ( )sy~  is a (quasi)polynomial of degree l and 
0≥τ . Note that the degree of a quasipolynomial 
means its highest s-power. 
The element lies in the space ∞H (C + ), i.e. it is 
analytic and bounded in C + , particularly, there is no 
pole s0 such that 0Re 0 ≥s  for a retarded 
denominator or 0,Re 0 >−≥ εεs  for a neutral one. 
If the term includes distributed delays, all roots of 
( )sx  in C +  are those of ( )sy  (i.e. removable 
singularities). Moreover, ( )sT  is formally stable. 
The strong stability condition (25) for 
(quasi)polynomial ( )sx  is a sufficient but not 
necessary condition guaranteeing that. 
In addition, the ratio is proper, i.e. l ≤ n. More 
precisely, there exists a real number R > 0 for which 
holds that 
 
 ( ) ∞<
≥>
sT
Rss ,0Re
sup  (38) 
 
see [28]. ■ 
 
 
5 Basic Properties of the Ring 
 
5.1 Coprime factorization and Bézout 
identity 
A basic operation on the quasipolynomial transfer 
function of TDS is coprime factorization by which 
the transfer function is decomposed into a coprime 
(or relatively prime) pair of ring elements. Since, in 
controller design, the intention is to use coprime 
factors in the Bézout equation (30), the factorization 
should also be Bézout, i.e. there must exists a 
stabilizing solution of (30) satisfying (29). 
When dealing with coprime factorization, the 
divisibility condition has to be stated. 
Lemma 1. (Divisibility in RMS). Any ( ) MSRsA ∈  
divides ( ) MSRsB ∈  if and only if all unstable zeros 
(including s → ∞) of ( )sA  are those of ( )sB , and 
moreover, the numerator of ( )sA  is formally stable. 
 ■ 
Notice that zeros mean the roots of the whole 
term of the ring, not only those of the numerator.  
 Again, problems appear when dealing with 
neutral TDS or with those including distributed 
delays. An example of coprime, yet not Bézout, 
factorization of formally unstable neutral TDS was 
demonstrated in Example 3 and Example 5. 
The following two examples demonstrate a 
typical coprime factorization over RMS and a specific 
problem with distributed delays, respectively. 
Example 7. The system is governed by the 
transfer function 
 
 ( ) ( )
( )
)2exp(
1))exp(2(
)exp(
2
s
sss
ss
sa
sb
sG −
+−++
−+
==  
  (39) 
 
which is a stable retarded TDS. Coprime 
factorization of (39) over RMS can be performed e.g. 
as follows 
 
 ( )
( )
( )
( )
( )
( )( ) ( )
( )
( )( )
( )
( )
( )sA
sB
sm
sss
sm
sss
sm
sa
sm
sb
sG =
+−++
−−+
==
1exp2
2expexp
2
 
  (40) 
 
where ( )sA , ( )∈sB RMS and ( )sm  stands for a stable 
(quasi)polynomial of degree 2. Its degree must equal 
2; otherwise, elements would not be proper or 
coprime. ■ 
Example 8. Consider a simple system with 
distributed delays with transfer function (16) and 
suggest a factorization 
 
( ) ( ) ( )
( ) ( )
( )
( )
( )
( )sA
sB
sm
s
sm
s
s
s
sG =
−
−−
=
−
−−
=
1
exp1exp1
1
exp1exp1
 (41) 
 
In this case, the common denominator 
(quasi)polynomial ( )sm  could not be stable since it 
would lead to prime elements in RMS. Indeed, let, for 
instance, ( ) 1+= ssm , then there exists a term 
( )  MSRsT ∈  that is a non-zero non-invertible 
common divisor of both ( ) ( )sBsA ,  (which are then 
reducible), e.g. 
 
 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1
exp1exp1
2
1
1
2
2
1
0
0
−
−−
+
−
==
+
+
+
−
==
s
s
s
s
sBsTsB
s
s
s
s
sAsTsA
 (42) 
 
The solution of this problem is read as follows: 
The common denominator ( )sm  must include all 
common zeros 0s  of ( ) ( )sbsa ,  with 0Re 0 ≥s  (even 
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asymptotic ones tending to the imaginary axis). 
Thus, the coprime factorization (41) should read 
 
( ) ( ) ( )
( ) ( )
( )
( )sA
sB
s
s
s
s
s
s
sG =
−
−
−
−−
=
−
−−
=
1
1
1
exp1exp1
1
exp1exp1
 (43) 
 ■ 
The notion of coprime factorization is closely 
related to the existence of a solution of the Bézout 
identity. As stated e.g. in Example 3, for formally 
unstable TDS such solution in ∞H (C + ) (an thus not 
in RMS) does not exist – we can obtain coprime yet 
not Bézout coprime factors. 
If a pair ( ) ( )∈sBsA , MSR is Bézout coprime, it is 
possible to solve the Bézout identity (or to find the 
GCD) using the extended Euclidean algorithm. Prior 
to the implementation of the extended Euclidean 
algorithm to MSR ring, an ordering of ring elements 
has to be defined, so that a poset is obtained. Thus, 
define ( )≺,MSRP =  as 
a) ( ) ( )sBsA ≺ iff ( ) ( )sBsA | . 
b) ( ) ( )sBsA ≡ iff ( ) ( )sBsA |  and ( ) ( )sAsB | , or 
equivalently, ( )sA  is associated with ( )sB . 
c) ( )sA  is not related to ( )sB  iff ( ) ( )sBsA |/  and 
( ) ( )sAsB |/ . 
The procedure of finding the GCD ( ) ( )( )sBsA ,  
can be characterized as follows. Assume these three 
situations: 
a) If ( ) ( )sBsA ≡ , the GCD of both is simply 
either ( )sA  or ( )sB . 
b) If ( ) ( )sBsA ≻ , keep the following scheme 
 
( )
( )
( )
( )
( ) 






 −






sB
sB
sA
sB
sA
10
01
~
10
01
 (44) 
 
hence, ( )sB  is the GCD of ( )sA  and ( )sB , 
according to (2.46). If ( ) ( )sAsB ≻ , the procedure is 
analogous with GCD ( ) ( )( )sBsA , = ( )sA . 
c) Let ( )sA  and ( )sB  be not related to each 
other. In this case, follow the scheme (45). 
Here, the GCD of ( )sA  and ( )sB  equals 
( ) ( ) ( ) ( )sYsBsXsA + . In scheme (45), it is supposed 
that there can be found quotients ( ) ( )sYsX ,  such 
that the element ( ) ( ) ( ) ( )sYsBsXsA +  
divides ( )sA , ( )sB . Since ( )sA , ( )sB  are Bézout 
coprime, ( ) ( ) ( ) ( )sYsBsXsA +  must be a unit of the 
ring. 
 
( )
( )
( ) ( ) ( )
( )
( ) ( ) ( ) ( ) ( ) ( )
( )
( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )







+
++
−






+





 +












sYsBsXsAsYsX
sYsBsXsA
sXsA
sYsBsXsA
sXsB
sYsBsXsAsYsX
sB
sB
sYsBsXsAsYsX
sB
sXsAsX
sB
sA
0
~
10
~
10
~
10
0
~
10
01
 (45) 
 
In other words, the objective is to find structures 
of ( )sX , ( )sY  and to set zeros and poles of 
( ) ( ) ( ) ( )sYsBsXsA +  such that divisibility conditions 
as in Lemma 1 are satisfied or the element is 
invertible. This task can be troublesome; however, if 
formally unstable neutral TDS were avoided being 
included, every numerator/denominator 
quasipolynomial would have only a finite number of 
unstable zeros, which would make possible to find 
the GCD ( ) ( )( )sBsA , . 
If the task is to solve the Bézout identity (30) 
itself instead of the GCD ( ) ( )( )sBsA , , one can use 
scheme (9) where 1=c . This yields these results, 
respectively 
 
a)
( )
( )
( )
( ) ( )
( )sB
sQsP
sQ
sA
sP
1
,0
and/or0,
1
==
==
 (46) 
 
b)
( )
( )
( )
( ) ( )
( )sB
sQsP
sQ
sA
sP
1
,0
or0,
1
==
==
 (47) 
 
c)
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )sYsBsXsA
sY
sQ
sYsBsXsA
sX
sP
+
=
+
=
 (48) 
 
The following examples elucidate the whole 
procedure. 
Example 9. Assume coprime factorization (43) 
and find GCD ( ) ( )( )sBsA , first. Since ( )sA  divides 
( )sB , it holds that ( ) ( )sAsB ≻ , hence 
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GCD ( ) ( )( ) ( ) 1
1
1
, =
−
−
==
s
s
sAsBsA  (49) 
 
according to (44). 
The Bézout identity (30) then has the solution 
given by (47) as 
 
 ( )
( )
( ) 0,11 === sQ
sA
sP  (50) 
 
Example 10. Now let the factorization be given 
by (40) with ( ) ( )21+= ssm . In this case, the both 
elements ( )sA  and ( )sB  are associated, thus 
( ) ( )sBsA ≡  and scheme (45) can be used when 
solving GCD ( ) ( )( )sBsA , . This scheme yields e.g. 
 
( ) ( )
( ) ( ) ( ) ( )
( )( ) ( )( ) ( )
( )
( ) ( ) ( )( )
( )
( ) ( )( )sBsA
s
sssss
s
ssssss
sYsBsXsA
sYsX
,GCD
1
13exp2expexp2
1
2expexp1exp2
1
2
2
2
2
=
+
+−+−+−++
=
+
−−+++−++
=
+⇒
==
  (51) 
 
where ( )sX , ( )sY  are chosen for the simplicity. 
Then the solution of the Bézout identity 
according to (48) reads 
 
( ) ( )
( )
( ) ( ) ( )( ) 13exp2expexp2
1
2
2
+−+−+−++
+
=
=
sssss
s
sQsP
 (52) 
 
In case of asymptotically stable systems, i.e. 
( )sA  is invertible (a unit), it is possible to use also a 
simple procedure when solving the Bézout identity 
 
 ( ) ( ) ( )
( )sA
sB
sPsQ
−
=⇒=
1
1  (53) 
 
By applying this rule to the example, the 
following solution is obtained 
 
 ( ) ( ) ( )( ) ( )
( )( ) 1exp2
2expexp1
2
2
+−++
−−+−+
=
sss
ssss
sP  (54) 
 
This scheme has some advantages in controller 
design (this topic is out of the aim of this paper). ■ 
 
 
5.2 Ring properties 
Follow now terms introduced in Section 2 and try to 
match some of them with RMS ring. 
Lemma 2. A set RMS introduced in Definition 2 
constitutes a commutative ring. ■ 
Proof. A sketch of proof that RMS meets ring 
conditions follows. 
Clearly, RMS is closed under addition with 
associativity and the neutral element 0=E . The 
inverse element ( ) MSRsB ∈  under addition of 
( ) MSRsA ∈  is simply ( ) ( )sAsB −= . Since 
( ) ( ) ( ) ( ) MSRsAsBsBsA ∈+=+ , it is a commutative 
group. 
The closure under multiplication with 
associativity is also evident since the numerator and 
denominator of any ( ) MSRsA ∈  are composed of 
quasipolynomial factors – retarded ones and 
formally stable neutral ones, respectively. Since the 
operation of multiplication is commutative, left and 
right distributivity hold as well. In case of 
distributed delays, it is not possible to obtain more 
unstable denominator zeros then numerator ones of 
any ( ) MSRsA ∈  under multiplication. The 
multiplicative identity element equals 1.  □ 
Lemma 11. An element ( ) MSRsA ∈  is a unit 
(invertible element) iff ( )sA  has zero relative order 
and has the (asymptotically and formally) stable 
numerator. ■ 
The proof of Lemma 11 is evident (e.g. the 
necessity can be proved by the negation of the right 
hand side of the lemma) with the aid of Lemma 1. 
Note that stable numerator means that is has only 
stable zeros in the appropriate meaning. 
Lemma 12. An element ( ) MSRsA ∈  is 
irreducible iff its numerator is formally stable and 
 
 1≤+ UR NO  (55) 
 
where RO  is the relative order and UN  stands for 
the number of real zeros UiU Nis ,...2,1,, =  or 
conjugate pairs UiUiU Niss ,...2,1,, ,, =  with 
0Re , ≥iUs  and 0Re , ≥iUs  of ( )sA , respectively. ■ 
Proof. Necessity. Consider the following three 
cases 
a) 
0=RO , 1=UN  
b) 
1=RO , 0=UN  
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c) 
2≥RO  
Use an indirect proof. First, let a) is not valid; 
hence, 0=RO , 1>UN . Consider a 
(quasi)polynomial ( )sc  with only one unstable zero 
(or a pair of unstable zeros), say ( ) 01, =Usc  (or 
( ) ( ) 01,1, == UU scsc ) and an arbitrary stable 
(quasi)polynomial ( )sb  of the same order (i.e. first 
or second one). Then 
 
 ( ) ( )
( )
( ) ( )
( ) ( )
( )
( )
( ) ( )sAsA
sb
sc
scsa
sbsa
sa
sa
sA
den
num
den
num
21=== (56) 
 
where ( )sA1  and  ( )sA2  are neither associated with 
( )sA  nor units. 
 Now, let b) is not valid, i.e. 1=RO , 0>UN , 
and assume a stable (quasi)polynomial ( )sd  of the 
first order. Then follow the scheme 
 
 ( ) ( )
( )
( ) ( )
( ) ( )
( ) ( )sAsA
sdsa
sdsa
sa
sa
sA
den
num
den
num
21
1
===  
  (57) 
 
Again, ( )sA1  and  ( )sA2  are neither associated with 
( )sA
 nor units. 
 Finally, let c) holds. Then it is possible to write 
e.g. scheme (57). 
 Sufficiency. Consider the three cases 
introduced above again. 
 If a) holds and the numerator is formally stable 
(even asymptotically), scheme (56) fails, 
since ( )sA1 is a unit and ( )sA2  is associated with 
( )sA
. Moreover, there is not possible to find 
another “reducible” scheme. 
Similarly, if b) holds and is formally stable, ( )sA1 is 
a unit and ( )sA2  is associated with ( )sA  in scheme 
(57); hence, ( )sA  is irreducible. □ 
Lemma 13. RMS ring does not constitute UFR. ■ 
Proof. Consider the following element of the ring 
 
 
( )
s
sτ−− exp1
 (58) 
Nonzero zeros of the numerator of (58) are 
 
 ∈−== k
k
s
k
s kk ,j
2
j,
2
τ
π
τ
π N (59) 
 
Define polynomials 
 
 ( ) ( )( )kkk sssssP −−=  (60) 
 
Then the factorization 
 
 
( ) ( )[ ]( )
( )
( )
( )
( )[ ]( )
( ) ( )
( ) ( )
( )
...
exp1
exp1exp1
4
0
21
21
4
0
2
0
1
1
2
0
=
+
+−−
=
=
+
+−−
=
−−
ms
sPsP
sPssP
mss
ms
sP
ssP
mss
s
s
τ
ττ
 
  (61) 
 
where m0 > 0 is infinite and thus the RMS ring is not 
a UFR, and none of left-hand factors in (61) is 
irreducible and none of all factors is a unit. □ 
 Lemma 14. RMS is an integral domain.  ■ 
Proof. Consider ( ) ( )∈sBsA , RMS where ( )sA is a 
unit. Let ( ) ( ) 0=sBsA and multiply the whole 
equation by ( )sA/1 . It yields ( ) 0=sB and we have a 
contradiction. □ 
Hence, Lemma 13 and Lemma 14 imply that RMS 
is UFD. 
Lemma 15. RMS does not constitute PID.  ■ 
Proof. Simply, it holds that every PID is UFD. 
Since RMS is not UFD according to Lemma 13, it is 
not PID. □ 
Lemma 16. RMS does not constitute a Bézout 
domain. ■ 
Proof. It is sufficient to show that there exists a 
pair ( ) ( )∈sBsA , RMS which does not give a solution 
pair ( ) ( )∈sPsQ , RMS of (30). Indeed, as mentioned 
above, coprime factorization of formally unstable 
TDS does not have a stabilizing solution of the 
Bézout identity in ∞H (C
+ ), i.e. condition (29) does 
not hold. Since ∞H (C
+ )⊃ RMS, which is evident 
from Definition 2, such solution does not exist in 
RMS as well. □ 
The decision whether RMS is a Noetherian ring is 
not successfully solved. Typically, a ring is a Bézout 
domain yet not PID, i.e. there exists an infinitely 
generated ideal which is not principal. In such cases, 
the ring is not Noetherian, see e.g. ring  of 
pseudopolynomials or ring , see Section 3. 
 
 
 
6 Conclusions 
The presented paper has introduced the original and 
a revised (alternative) definition of a special 
algebraic structure (ring) of quasipolynomial 
meromorphic functions. After offering an 
WSEAS TRANSACTIONS on SYSTEMS Libor Pekar
E-ISSN: 2224-2678 583 Issue 10, Volume 11, October 2012
acquaintance with basic algebraic notions, an 
overview of some algebraic analytic and control 
structures and methods has been given. The original 
definition of RMS has followed and some its 
disadvantages have been mentioned. Thus, a 
proposition of a revised definition has been then 
introduced, which is the crucial part of this 
contribution. The most involved part of the paper, 
i.e. (Bézout) coprime factorization, issues about the 
solution of the Bézout identity in the ring and 
selected algebraic properties, has followed. 
As mentioned above several times, the ring can 
be used not only for TDS description but primarily 
for algebraic controller design satisfying asymptotic 
and formal stability of a control feedback system, 
reference tracking, asymptotic load disturbance 
rejection, etc., see e.g. [36], [37]. To comprehend 
this broad topic, some preliminary and supporting 
problems had to be analyzed and solved, for 
instance [38]-[42]. 
The natural limitation of the methodology is that 
formally unstable neutral TDS can not be stabilized 
in the sense of the ring. A detailed description of 
this control approach in the revised ring will be the 
matter of a future paper. 
 
 
Acknowledgements 
The author kindly appreciates the financial support 
which was provided by the European Regional 
Development Fund under the project CEBIA-Tech 
No. CZ.1.05/2.1.00/03.0089. 
 
References: 
[1] P. Zitek and V. Kucera, Algebraic Design of 
Anisochronic Controllers for Time Delay 
Systems, International Journal of Control, 
Vol.76, No.16, 2003, pp. 1654-1665. 
[2] M. Vidyasagar, Control System Synthesis: A 
Factorization Approach. MIT Press, 
Cambridge, M. A., 1985. 
[3] V. Kucera, Diophantine Equations in Control - 
A Survey, Automatica, Vol.29, No.6, 1993, pp. 
1361-1375. 
[4] D. Brethe and J. J. Loiseau, An Effective 
Algorithm for Finite Spectrum Assignment of 
Single-Input Systems with Delays, 
Mathematics and Computers in Simulation, 
Vol.45, No.3-4, 1998, pp. 339-348. 
[5] L. Pekar and R. Prokop, Some Observations 
About the RMS Ring for Delayed Systems, In 
Proceedings of the 17th International 
Conference on Process Control ‘09, Strbske 
Pleso, Slovakia, 2009, pp. 28-36. 
[6] J. Rosicky, Algebra I., Masaryk University in 
Brno, Brno, Czech Republic, 1994 (in Czech). 
[7] E. W. Weisstein, MathWorld – A Wolfram Web 
Resource [internet], Wolfram Research, 1995 
[updated Jun 16, 2012; cited Jun 22, 2012], 
Available from: 
http://mathworld.wolfram.com/. 
[8] G. Conte and A. M. Perdon, Systems over 
Rings: Geometric Theory and Applications, 
Annual Reviews in Control, Vol.24, 2000, pp. 
113-124. 
[9] R. E. Kalman, P. L. Falb and M. A. Arbib, 
Topics in Mathematical System Theory, 
McGraw-Hill, 1969. 
[10] Y. Rouchaleau, Linear, Discrete Time, Finite 
Dimensional Dynamical Systems over Some 
Classes of Commutative Rings, Ph.D. Thesis, 
Stanford University, 1972. 
[11] Y. Rouchaleau, B. F. Wyman and R. E. 
Kalman, Algebraic Structure of Linear 
Dynamical Systems. III. Realization Theory 
over a Commutative Ring, Proceedings of the 
National Academy of Sciences of the United 
States of America, Vol.69. No.11, 1972, pp. 
3404-3406. 
[12] E. W. Kamen, On the Algebraic Theory of 
Systems Defined by Convolution Operations, 
Mathematical Systems Theory, Vol.9, 1975, pp. 
57-74. 
[13] A. S. Morse, Ring Models for Delay-
Differential Systems, Automatica, Vol.12, 
No.5, 1976, pp. 529-531. 
[14] E. D. Sontag, Linear Systems over 
Commutative Rings: A Survey, Richerche di 
Automatica, Vol.7, 1976, pp. 1-34. 
[15] D. C. Youla, The of Networks Containing 
Lumped and Distributed Elements, Part I., 
Network and Switching Theory, Vol.11, 1968, 
pp. 73-133. 
[16] G. Conte and A. M. Perdon, Systems over a 
Principal Ideal Domain: A Polynomial Model 
Approach, SIAM Journal of Control and 
Optimization, Vol.20, 1982, pp. 112-124. 
[17] E. Fornasini and G. Marchesini, State-Space 
Realization Theory of Two-Dimensional 
Filters, IEEE Transactions on Automatic 
Control, Vol.21, No.4, 1976, pp. 484-492. 
[18] M. Morf, B. C. Levy and S.-Y. Kung, New 
Results in 2-D Systems Theory, Part I: 2-D 
Polynomial Matrices, Factorization and 
Coprimeness, Proceedings of the IEEE, Vol.65, 
No.6, 1977, pp. 861-872. 
[19] J. J. Loiseau, Algebraic Tools for the Control 
and Stabilization of Time-Delay Systems, 
WSEAS TRANSACTIONS on SYSTEMS Libor Pekar
E-ISSN: 2224-2678 584 Issue 10, Volume 11, October 2012
Annual Reviews in Control, Vol.24, 2000, pp. 
135-149. 
[20] J. C. Willems, Models for Dynamics, Dynamics 
Reported, Vol.2, 1989, pp. 171-269. 
[21] H. Gluesing-Lueerssen, A Behavioral 
Approach to Delay-Differential Systems, SIAM 
Journal of Control and Optimization, Vol.35, 
1997, pp. 480-499. 
[22] W. Michiels and T. Vyhlidal, An Eigenvalue 
Based Approach for the Stabilization of Linear 
Time-Delay Systems of Neutral Type, 
Automatica, Vol.41, No.6, 2005, pp. 991-998. 
[23] C. A. Desoer, R. W. Liu, J. Murray and R. 
Seaks, Feedback System Design: The 
Fractional Representation Approach to 
Analysis and Synthesis, IEEE Transactions on 
Automatic Control, Vol.25, No.3, 1980, pp. 
399-412. 
[24] R. Prokop and J. P. Corriou, Design and 
Analysis of Simple Robust Controllers, 
International Journal of Control, Vol.66, No.6, 
1997, pp. 905-921. 
[25] J. R. Partington, Some Frequency-Domain 
Approaches to the Model Reduction of Delay 
Systems, Annual Reviews in Control, Vol.28, 
No.1, 2004, pp. 65-73. 
[26] L. Pekar, E. Kureckova, Does the Higher Order 
Mean the Better Internal Delay Rational 
Approximation?, International Journal of 
Mathematics and Computers in Simulation, 
Vol.6, No.1, 2012, pp. 153-160. 
[27] P. Dostal, V. Bobal and M. Sysel, Design of 
Controllers for Integrating and Unstable Time 
Delay Systems using Polynomial Method, in 
Proceedings of the 2002 American Control 
Conference, Anchorage, Alaska, USA,  2002, 
pp. 2773-2778. 
[28] J. R. Partington and C. Bonnet, H∞ and BIBO 
Stabilization of Delay Systems of Neutral 
Type, Systems & Control Letters, Vol.52, 
No.3-4, 2004, pp. 283-288. 
[29] C. A. Desoer, M. Vidyasagar, Feedback 
Systems: Input-Output Properties, Academic 
Press, New York, 1975. 
[30] J. J. Loiseau, M. Cardelli and X. Dusser, 
Neutral-Type Time-Delay Systems That Are 
Not Formally Stable Are Not BIBO 
Stabilizable, IMA Journal of Mathematical 
Control and Information, Vol.19, No.1-2, 
2002, pp. 217-227. 
[31] L. S. Pontryagin, On the Zeros of Some 
Elementary Transcendental Functions, Izvestiya 
Akademii Nauk SSSR, Vol.6, 1942, pp. 115-
131. 
[32] J. K. Hale and S. M. Verduyn Lunel, Strong 
Stabilization of Neutral Functional Differential 
Equations, IMA Journal of Mathematical 
Control and Information, Vol.19, No.1-2, 
2002, pp. 5-23. 
[33] J. K. Hale and S. M. Verduyn Lunel, 
Introduction to Functional Differential 
Equations, in Applied Math. Sciences, Vol.99, 
Springer-Verlag, New York, 1993. 
[34] P. Zitek and T. Vyhlidal, Argument-Increment 
Based Stability Criterion for Neutral Time 
Delay Systems, in Proceedings of the 16th 
Mediterranean Conference on Control and 
Automation, Ajaccio, France, 2008, pp. 824-
829. 
[35] J. J. Loiseau, Algebraic Tools for the Control 
and Stabilization of Time-Delay Systems, 
Annual Reviews in Control, Vol.24, 2000, pp. 
135-149. 
[36] L. Pekar and R. Prokop, Control of Delayed 
Integrating Processes Using Two Feedback 
Controllers – RMS Approach, in Proceedings 
of the 7th WSEAS International Conference on 
System Science and Simulation in Engineering, 
Venice, Italy, 2008, pp. 35–40. 
[37] R. Prokop, L. Pekar and J. Korbel, Autotuning 
for Delay Systems using Meromorphic 
Functions, in Proceedings of  the 9th IFAC 
Workshop on Time Delay Systems, 2010, 
Prague. FP-PR-333 [DVD-ROM]. 
[38] R. Matusu and R. Prokop, Control of 
Periodically Time-Varying Systems with 
Delay: An Algebraic Approach vs. Modified 
Smith Predictors, WSEAS Transactions on 
Systems, Vol.9, No.6, 2010, pp. 689-702. 
[39] L. Pekar, R. Prokop and R. Matusu, A Stability 
Test for Control Systems with Delays Based on 
the Nyquist Criterion, International Journal of 
Mathematical Models in Applied Sciences, 
2011, Vol.5, No.6, pp. 1213-1224.  
[40] L. Pekar, Root Locus Analysis of a Retarded 
Quasipolynomial, WSEAS Transaction on 
Systems and Control, 2011, Vol.6, No.3, pp. 
79-91. 
[41] L. Pekar, On Finite-Dimensional 
Transformations of Anisochronic Controllers 
Designed by Algebraic Means: A User 
Interface, Matlab / Book 2, V. N. Katsikis (ed.), 
InTech, Rijeka, Croatia, 2012, accepted. 
[42] F. Neri, Software Agents as A Versatile 
Simulation Tool to Model Complex Systems. 
WSEAS Transactions on Information Science 
and Applications, Vol.7, No.5, 2010, pp. 609-
618. 
 
WSEAS TRANSACTIONS on SYSTEMS Libor Pekar
E-ISSN: 2224-2678 585 Issue 10, Volume 11, October 2012
