Recent equation of state calculations [E. Lascaris, Phys. Rev. Lett. 116, 125701 (2016)] for an ionic model of silica suggest that it undergoes a density-driven, liquid-liquid phase transition (LLPT) similar to the controversial transition hypothesized to exist in deeply supercooled water. Here, we perform extensive free energy calculations to scrutinize the model's low-temperature phase behavior and confirm the existence of a first-order phase transition between two liquids with identical compositions but different densities. The low-density liquid (LDL) exhibits tetrahedral order, which is partially disrupted in the high-density liquid (HDL) by the intrusion of additional particles into the primary neighbor shell. Histogram reweighting methods are applied to locate conditions of HDL-LDL coexistence and the liquid spinodals that bound the two-phase region. Spontaneous liquid-liquid phase separation is also observed directly in large-scale molecular dynamics simulations performed inside the predicted two-phase region. Given its clear LLPT, we anticipate that this model may serve as a paradigm for understanding whether similar transitions occur in water and other tetrahedral liquids. Published by AIP Publishing. [http://dx
I. INTRODUCTION
Substances that form tetrahedrally coordinated liquid phases (e.g., water, silica, silicon, and carbon) are among the most ubiquitous on earth and play an important role in shaping life on our planet. 1,2 Many of the behaviors exhibited by tetrahedral liquids are anomalous when compared to those of "simple" liquids. 3, 4 Water's density anomaly is the canonical example: unlike most liquids which densify as temperature decreases, liquid water expands as it is cooled below 4 C at atmospheric pressure. 3 The magnitude of water's thermodynamic response functions also increases upon cooling. This anomalous trend begins near water's melting line and becomes significantly more pronounced in the supercooled regime. 3 The isothermal compressibility  T and heat capacity C P of water, for example, increase at an accelerated rate as temperature decreases in the supercooled regime, [5] [6] [7] [8] [9] suggesting that these quantities may diverge below the homogeneous nucleation temperature, T H ⇡ 232 K. 6, 10 Several scenarios have been proposed to explain the unusual thermodynamic behavior of water. [11] [12] [13] [14] [15] One thermodynamically consistent theory posits the existence of a liquid-liquid phase transition (LLPT) between a high-density and a low-density liquid (HDL and LDL, respectively) at deeply supercooled conditions. The presence of the liquidliquid critical point (LLCP) terminating the metastable LLPT would explain the apparent divergent behavior of  T and C P upon cooling. The high-density and low-density glass polymorphs (HDA and LDA) observed in water [16] [17] [18] are interpreted in this scenario as structurally arrested forms of the two a) Author to whom correspondence should be addressed: jcpalmer@uh.edu hypothesized liquids. Unfortunately, the rapid nucleation of ice near T H has thus far prevented observation of an LLPT. 3 Recent femtosecond X-ray experiments by Sellberg et al. 19 characterized the structure of liquid water below T H for the first time by probing down to 227 K. Analysis of the data from these experiments, however, suggests that water's LLCP, if it exists, lies below 200 K, 20 indicating that measurements at significantly lower temperatures are needed to test the LLPT hypothesis.
The problem of crystallization can often be avoided in computational studies of supercooled liquids because the characteristic nucleation time is typically long compared to the time scales accessible with simulation. [21] [22] [23] Consequently, computer simulation studies have successfully probed the liquid-state properties of water models under deeply supercooled conditions. Although the possibility of an LLPT has been excluded in the coarse-grained mW model of water, 15, [24] [25] [26] 32 and ST2 [33] [34] [35] [36] are consistent with the existence of a low-temperature LLCP. For most of these models, however, extremely slow structural relaxations frustrate equilibration near the predicted LLPT. The exception is ST2, 33 which exhibits anomalies at higher temperatures than other water models due to its overstructured tetrahedral order. 35 ST2's enhanced tetrahedrality also shifts its LLPT to conditions that are accessible with simulation. Although structural relaxations are still slow under these conditions, 26 advanced free energy techniques have been used to overcome this computational challenge and confirm ST2's LLPT. [37] [38] [39] [40] [41] [42] [43] The LLPT scenario has also been invoked to explain the anomalous behavior of other tetrahedral liquids.
Coarse-grained models of DNA tetramers 44 and tetrafunctional patchy particles 45 exhibit water-like anomalies and LLPTs, but their short-range, colloidal interactions are distinct from those of molecular and atomic liquids. It has been proposed that an LLPT occurs in the Stillinger-Weber model of silicon, 46, 47 though this interpretation is at odds with recent free energy calculations. 48, 49 Hints of a possible LLCP have also been observed in ionic models of silica 50, 51 in which Si and O atoms are treated as mobile cations and anions, respectively. These models include the van Beest-Kramer-van Santen (BKS) 52 ionic potential for silica and the model of Woodcock, Angell, and Cheeseman (WAC). 53 Fixed charges are placed on Si and O such that the unit formula of silica SiO 2 is electrically neutral. Tetrahedral networks form in the liquid phases of BKS and WAC, when each Si is tightly coordinated with four oppositely charged nearest O neighbors 54 on average. At low temperatures, each Si also preferentially coordinates with an average of four Si neighbors. 54 Hence Si atoms behave as molecular centers that are networked by Si-O-Si ionic bonds. This structure is analogous to the tetrahedral networks formed in water, in which oxygen centers on neighboring molecules are connected via O-H-O hydrogen bonds. Accordingly, ionic models of silica have been posited to exhibit a similar LLPT involving liquids with different densities but identical compositions. 50, 51 Exhaustive equation of state calculations for BKS and WAC, however, find no evidence of an LLPT in the computationally accessible region of their phase diagrams. 55 Recently it has been shown that an LLPT may be observable in a modified version of the WAC silica model (mWAC), in which the magnitude of the charges placed on Si and O ions is modified to enhance tetrahedral order in the liquid. 56 The initial study of the mWAC model showed that its equation of state and thermodynamic response functions exhibit signatures that are consistent with the presence of an LLCP. 56 Constant pressure molecular dynamics (MD) simulations performed in the predicted two-phase region were also found to exhibit abrupt transitions between a highdensity and low-density state, 56 which is reminiscent of the "phase flipping" behavior observed in the vicinity of ST2's LLPT. 39, 57 In light of this strong phenomenological evidence, we perform extensive free energy calculations to rigorously scrutinize the low-temperature phase behavior of the mWAC model. In agreement with the equation of state calculations in Ref. 56 , the free energy computed as a function of the system's density below the estimated critical temperature clearly shows two liquid basins separated by a free energy barrier. Using histogram reweighting methods, we identify conditions of approximate L-L coexistence and limits of stability for the HDL and LDL phases. We also perform large-scale MD simulations to show that spontaneous L-L phase separation is observed when systems of more than 100 000 particles are thermally quenched into the two-phase region. Hence our results show that the mWAC model exhibits a density-driven LLPT in the accessible region of its phase diagram. To our knowledge, mWAC is the only other example, besides ST2 water, of an atomistic tetrahedral liquid model in which such a transition has been clearly identified.
II. METHODS

A. Model system
The WAC model 53 treats silica as a 1:2 mixture of Si +4 and O 2 ions that interact through a non-bonded pair potential
where r ij is the ion-ion separation distance. Electrostatic interactions are modeled using the Coulomb potential, where z i is the charge number (z Si = +4, z O = 2), e is the elementary charge, and " 0 is the permittivity of free space. 55 Following Ref. 56 , we introduce a scaling factor f in the Coulombic term in Eq. (1). This factor was not present in the original model, which is recovered when f = 1. Hence the choice of f , 1 defines a modified WAC model (mWAC), in which electrostatic interactions are scaled. We implement the mWAC potential in our simulations by truncating pair-wise interactions between ions at 1.0 nm and treating long-range contributions to the electrostatic interactions using the particle mesh Ewald method. Parameters for the Ewald summation are chosen to ensure a relative error of less than 10 4 in the calculated energy.
B. Free energy methods
We scrutinize the mWAC model's low-temperature phase behavior using the Landau free energy
where T is temperature, k B is Boltzmann's constant, P is the joint equilibrium probability density function associated with the order parameters (
, and x N is a generalized coordinate vector specifying the micro-state of the N-particle system. The additive constant in Eq. (2) normalizes P and sets the choice of standard reference state; it has no bearing on the analysis, however, because phase stability is dictated by the curvature of F( ) at constant P and T.
We use the system density ⇢ as the order parameter for our investigation, which is the natural choice for distinguishing between the HDL and LDL phases involved in the LLPT. The free energy F(⇢) was calculated using stratified umbrella sampling, 58 in which a bias is applied to the system to promote exploration of a targeted region or "window" of the order parameter space. To encourage sampling near a target density ⇢ ⇤ , a harmonic restraint was applied to the system
where k is the spring constant. With the choice k = 5 000 k B T cm 6 g 2 , the ⇢-space relevant to the LLPT is systematically sampled at each temperature investigated by performing 31 independent umbrella sampling simulations with values of ⇢ ⇤ ranging from 1.43 to 2.50 g cm 3 .
Umbrella sampling was performed by conducting MD simulations in the isothermal-isobaric (NPT ) ensemble with GROMACS 4.6.7. 59 A Nosé-Hoover thermostat 60,61 and Parrinello-Rahman barostat 62 were used to maintain the temperature and pressure, respectively. Time constants for the thermostat and barostat were set to 2 ps, and an integration time step of 2 fs was used to propagate the trajectories. The free energy plug-in PLUMED 2.2 63 was used to impose the harmonic umbrella restraint on ⇢.
Time series data for ⇢ and the configurational energy of the system, U c , were collected during the post-equilibration, production phase of the umbrella sampling simulations. These data were used to estimate the maximum statistical inefficiency g ⌘ 1 + 2 max(⌧ ⇢ , ⌧ U c ) for each simulation, 64 where
dt is the mean correlation time for property
A computed from the normalized auto-correlation function
. A set of statistically uncorrelated values of ⇢ was then generated by resampling the time series data using an interval equal to g. Resampled data from simulations performed at the same thermodynamic conditions were combined and reweighted using the multistate Bennett acceptance ratio 64 (MBAR) method to estimate
F(⇢).
At the highest temperature where F(⇢) was calculated (3600 K), a production phase of 150 ns was sufficient to generate ⇠10 3 independent samples from each simulation. By contrast, production phases of more than 300 ns were required to collect ⇠10 2 uncorrelated samples in the lowdensity region at the lowest temperature studied (3000 K). In each case, simulations were equilibrated for more than 50 ⇥ g before beginning the production phase. This sampling procedure was sufficient to ensure that statistical uncertainties in F(⇢) from the MBAR estimator were less than k B T at all of the conditions examined. Unbiased histograms of ⇢ from adjacent umbrella sampling windows were inspected for hysteresis in regions of overlap to ensure that sampling was performed reversibly. The Steinhardt-Nelson-Ronchetti 65 bond-orientational order parameter Q 6 was also monitored in all simulations to ensure that crystallization did not occur.
III. RESULTS AND DISCUSSION
Equation of state calculations in Ref. 56 show that the magnitude of the Coulombic scaling factor f in Eq. (1) has a profound effect on the apparent phase behavior of the mWAC model. The original model (f = 1) exhibits water-like density anomalies and increasing maxima in thermodynamic response functions such as  T and C p upon cooling, but the onset of glassy dynamics prevents scrutiny of its reversible phase behavior at low temperatures where an LLPT may occur. Larger values of f (e.g., 1.08) appear to increase the entropy of LDL-HDL mixing, 56 which prevents an LLPT by causing the system to remain homogeneous at all T. By contrast, when f = 0.74, the predicted LLCP lies below the liquidvapor spinodal, and cavitation prevents observation of the LLPT.
Here, we investigate the phase behavior of the mWAC model with f = 0.84. The equation of state for this variant suggests that it exhibits a fully exposed LLPT in the computationally accessible region of its phase diagram (Fig. 1) . The approximate locations of the LLCP and two-phase region are identified by examining the behavior of the isochores (loci of constant ⇢) in the P T plane. In the thermodynamic limit, points where (@P/@ ⇢) T = 0 lie along spinodals. These limits of stability bound the two-phase region and terminate upon intersection at the critical point where (@P/@ ⇢) T = (@ 2 P/@ ⇢ 2 ) T = 0. Points at which the isochores cross satisfy the constraint (@P/@ ⇢) T = 0 and therefore signify the location of a spinodal or critical point.
Although this analysis is only strictly valid in the thermodynamic limit, it has been successfully applied to estimate the conditions under which phenomenological behavior consistent with an underlying phase transition may be observed in simulations of finite systems. For the modified WAC model, the isochores begin to converge at low temperatures and eventually cross when T . 3500 K (Fig. 1) . Following Ref. 34 , estimates of the LLCP, HDL, and LDL spinodals, and temperature of maximum density are obtained by numerically differentiating fits to the simulation data to identify points where the appropriate constraints are satisfied. This procedure yields T C = 3350 ± 75 K, P C = 0.19 ± 0.09 GPa, and ⇢ C = 1.8 ± 0.1 g cm 3 as the approximate location of the LLCP. that were generated by performing canonical (NVT ) ensemble MD simulations of N = 1500 particles along isochores (loci of constant density) ranging from 1.5 to 2.6 g cm 3 . The isochores are spaced 0.1 g cm 3 apart, and select curves corresponding to densities of 1.5, 2.0, and 2.5 g cm 3 are marked with numbers. Lines are polynomial fits to the isochore data. Locations where the isochores cross satisfy the constraint (@P/@⇢) T = 0, which would signify the location of a spinodal or critical point in the thermodynamic limit. In this study, these points are used as finite size estimates of the HDL and LDL spinodals (inverted and regular triangles, respectively) and the LLCP (large circle), which is located approximately at T C = 3350 ± 75 K, P C = 0.19 ± 0.09 GPa, and ⇢ C = 1.8 ± 0.1 g cm 3 . Below the temperature of maximum density (dashed line), the system's density exhibits anomalous behavior and decreases with T.
According to the LLCP hypothesis, thermodynamic response functions, such as  T and C P , should exhibit maxima above the critical point that diverge as T ! T C . The lines of maxima for  T and C P occur near the Widom line, 4, 66 which is defined as the locus of correlation-length maxima in the P T plane, and all converge at the critical point. Finite size effects in simulation prevent observation of critical singularities and divergence of  T and C P maxima. The response function analysis in Ref. 56 shows, however, that maxima in  T and C P approximately converge for the mWAC model near the estimated location of the LLCP. Similar behavior has been observed in molecular models of water in the vicinity of their predicted LLCPs.
Phenomenological evidence from equation of state calculations suggests that the mWAC model with f = 0.84 exhibits an LLPT below T C ⇡ 3350 K. Accordingly, signatures of two liquids should be observed in free energy calculations performed at T < T C . At a given T, relative phase stabilities are determined by the pressure, which dictates the curvature of the free energy F(⇢; P, T ). For pressures that fall within the predicted two-phase region, F(⇢; P, T ) should exhibit a double-minimum structure. At coexistence, the phases will be observed with equal probability such that s A P(⇢; P,
where A and B denote the range of ⇢ relevant to the free energy basin of each phase, respectively. If the basins have similar shapes, the above equality will be approximately satisfied when the minima are equal. To compute F(⇢; P, T ), we perform umbrella sampling in the isothermal-isobaric ensemble at (T, P). Points of approximate coexistence are subsequently located by reweighting using
F(⇢; P + P, T ) = F(⇢; P, T ) + PN/⇢
(4) to find conditions (T , P + P), where the free energy minima have equal depths. The free energy F(⇢) was computed for N = 1500 particles at five temperatures ranging from 3000 to 3600 K [ Fig. 2(a) ]. 67 At 3600 K, F(⇢) exhibits a single, narrow basin at all pressures examined, indicating that only one liquid is present. As T is lowered to 3450 K, the basin widens and its curvature flattens, signifying an increase in the liquid's compressibility. At T = 3300 K, F(⇢) exhibits weak bimodal behavior. Upon reweighting in pressure, we observe two basins of equal depth located at ⇢ ⇡ 1.55 and 2.10 g cm 3 , which correspond to LDL and HDL, respectively. The ca. 1 k B T barrier separating the basins arises from the small, but finite free energy penalty that must be overcome to form an interface between the liquids. Hence the free energy calculations suggest that T C lies between 3300 and 3450 K, which is consistent with the value of T C ⇡ 3350 K estimated from the equation of state analysis. Points near HDL-LDL coexistence are also identified at 3150 K and 3000 K. Larger free energy barriers at these conditions (ca. 3.8 and 6.5 k B T, respectively) reflect the increase in L-L surface tension as T decreases further below
Free energy calculations for mWAC show clear evidence of L-L coexistence inside the two-phase region identified from the model's equation of state. Limits of phase stability can also be estimated by reweighting F(⇢). At Fig. 2(b) ]. Upon compression, LDL loses stability with respect to HDL, until it becomes unstable at 0.43 GPa. Similarly, HDL becomes unstable upon expansion to 0.32 GPa. This marked sensitivity to pressure is consistent with the increased compressibility expected in the vicinity of the LLCP.
The small free energy barriers in F(⇢) near T C suggest that thermal fluctuations under these conditions should be sufficient to drive the system back and forth between the HDL and LDL basins on the time scales accessible with MD. Indeed, this "phase flipping" behavior has been observed in Ref. 56 in MD simulations performed at 3240 K and 0.30 GPa. Free energy calculations show that this point is near HDL-LDL coexistence and that the barrier separating the liquids is approximately 2 k B T [ Fig. 3(a) ]. We study the HDL-LDL transition by initializing 30 unbiased MD simulations in each of the liquid basins at a nearby condition (3240 K and 0.29 GPa). As expected, the MD simulations repeatedly transition between basins over the course of the 200 ns trajectories [ Fig. 3(b) ]. Because the simulations explore the full range of density fluctuations relevant to the LLPT, F(⇢) can be estimated directly using uncorrelated samples of ⇢ obtained from the time series data produced by the MD trajectories. The resulting estimate of F(⇢) is in excellent agreement with the free energy computed using umbrella sampling [ Fig. 3(a) ].
We emphasize that the LLPT in the mWAC model is not driven by a demixing into two phases of different densities and different compositions, as might happen in simple binary mixtures. The HDL-LDL transition occurs in simulated systems where the ion composition is fixed such that Si +4 and O 2 always appear in an electrically neutral 1:2 ratio. This fact is illustrated by the unbiased MD trajectories, in which "phase flipping" is observed. Instead, the LDL and HDL phases differ in density and structure. Radial distribution functions (RDFs) computed for the two phases show that LDL has greater shortrange order and more pronounced Si-Si and Si-O first and second neighbor peaks [ Fig. 3(c) ]. Integration over the first peak of the RDFs reveals that LDL has a tetrahedral coordination structure in which Si is coordinated with 4 Si and 4 O nearest neighbors on average. By contrast, each Si has ca. 6 Si and 4.5 O nearest neighbors on average in HDL. Similar coordination structures are also observed in molecular models of water such as ST2. Whereas ST2's LDL phase is tetrahedrally ordered, its HDL is characterized by the addition of a fifth molecule into the interstitial region between the first and second coordination shells. Hence, in both ST2 and mWAC, tetrahedral order is partially disrupted in the HDL phase by the intrusion of additional neighbors into the first coordination shell.
The free energy barriers observed in F(⇢) reflect the energy penalty to form an L-L interface. For the small systems used to compute F(⇢), the interface cannot be clearly identified because it manifests itself through the formation of clusters with local environment characteristic of each distinct liquid phase. In principle, a stable L-L interface should be observed, however, upon quenching a large system of constant density into the two-phase region, where HDL and LDL are immiscible. 68 To examine this behavior, we performed largescale MD simulations in the canonical (NVT ) ensemble using N = 108 000 particles. The simulations were equilibrated at an initial high temperature (5000 K) for 1 ns. The set point of the thermostat was then lowered instantaneously to quench the system to its final temperature. Each trajectory was propagated for 100 ns following the quench to observe the system's response.
Depending on the simulation cell geometry, the immiscible liquids will form spherical, cylindrical, or planar interfaces to minimize the system's free energy. 68 To promote formation of planar interfaces, which are easiest to observe and characterize, we use a rectangular box with an aspect ratio of L x :L y :L z = 1:1:3. Assuming the L-L surface tension L L is independent of the cell geometry, one can show that this cell aspect ratio will favor formation of two planar interfaces perpendicular to the z-direction if the minority phase occupies more than ca. 11% of the cell volume. 68 This condition is easily satisfied by using the lever rule to find an appropriate choice for the system density, which will fall in between the values expected for the HDL and LDL phases. We chose 1.87 g cm 3 , which corresponds to cell dimensions of L x = L y = 8.616 nm and L z = 25.849 nm, for the selected system size. The formation of an L-L interface was monitored by dividing the system into 80 equal slabs (1 every ca. 0.32 nm) along the z-direction of the simulation cell and tracking the density in each slab as a function of time, following the quench at t = 0 (Fig. 4) . For T = 3450 K, the system remains homogeneous over the entire MD trajectory and no signs of an L-L interface are observed. This behavior is consistent with the equation of state and free energy calculations (Figs. 1 and 2 , respectively), which predict that only a single liquid phase is stable above T C ⇡ 3350 K. At 3300 K, small high-density and low-density domains are observed, but complete phase separation does not occur. Although T . T C under these conditions, large critical density fluctuations in the vicinity of T C prevent complete phase separation and formation of a stable interface. Similar behavior has been noted in simulations performed for water models and Lennard-Jones fluids slightly below their respective vapor-liquid critical points. 68, 69 Alternatively, the actual location of the LLCP could lie below the estimated value of 3350 K. The small barrier observed in F(⇢) at 3300 K may therefore be due to finite size artifacts, which are inevitable in simulations performed near critical conditions.
As the temperature is lowered and L L increases, the HDL-and LDL-like domains grow until they span large sections of the simulation cell. At 3150 and 3000 K, spontaneous phase separation occurs, demonstrating that HDL and LDL are immiscible under these conditions (Fig. 4) . The phase separation process occurs rapidly because inter-conversion between HDL and LDL only requires small rearrangements in the atomic coordination structure. Indeed, for purely densitydriven transitions, the equilibration time scale is set by the propagation velocity of momentum (sound) waves, which travel quickly through liquids. By contrast, much slower diffusion time scales control equilibration in transitions that involve phases of different compositions. The L-L interfaces that form following the quench are observed clearly in renderings of the systems in which the particles are shaded according to the local density inside the bin where they reside (Fig. 4) . Hence, in accord with equation of state and free energy calculations, the large-scale MD simulations show that a clear density-driven LLPT occurs in the mWAC model below T C ⇡ 3350 K.
IV. CONCLUSIONS
The WAC model of silica exhibits water-like thermophysical anomalies but no signs of an LLPT in the computationally accessible region of its phase diagram. Recent equation of state calculations suggest, however, that a fully exposed LLPT occurs in a modified WAC (mWAC) model, in which the strength of the Coulombic interaction is reduced to enhance tetrahedral order in the liquid. 56 Here, we performed extensive umbrella sampling free energy calculations to rigorously scrutinize the low-temperature phase behavior of the mWAC model. Below the estimated critical temperature T C ⇡ 3350 K, we find two distinct liquid basins in the free energy F(⇢), which correspond to HDL and LDL, respectively. By reweighting F(⇢) in pressure, we identified points of HDL-LDL coexistence and the stability limits of the liquids.
We also performed unbiased MD simulations to study the LLPT in the mWAC model. Constant pressure MD simulations conducted near L-L coexistence with N = 1500 particles repeatedly exhibit abrupt transitions between the HDL and LDL. The estimate of F(⇢) computed from these "phase flipping" trajectories exhibits two liquid basins and is in excellent quantitative agreement with rigorous umbrella sampling calculations. The LLPT in mWAC was also observed directly in large constant density MD simulations of N = 108 000 particles. Upon quenching these systems into the two-phase region, we observed the formation of large HDL and LDL domains that spanned the simulation cell. The use of a long, rectangular simulation cell promoted the formation of sharp planar interfaces between the HDL and LDL domains, which were observed directly in the MD trajectories.
Our investigation shows that the mWAC model of silica exhibits an unmistakable LLPT at low temperatures. This transition occurs between two liquids that have identical compositions but different densities. The LDL phase is characterized by strong tetrahedral order, which is partially disrupted in HDL by intrusion of additional neighbors into the primary coordination shells of the Si and O ions. In this regard, the LLPT in mWAC is consistent with the LLCP hypothesis that has been invoked to explain the thermodynamic anomalies of water and other tetrahedral liquids. With the exception of the ST2 model of water, 42, 43 however, slow structural relaxations have prevented confirmation of the existence of such a transition in other atomistic tetrahedral liquid models. By contrast, we find that equilibration of the mWAC model is facile, requiring less than ca. 5 ns to relax the systems at all conditions examined in the present study. Hence, we anticipate that the computational convenience of the mWAC model will facilitate future studies aimed at understanding low-temperature, density-driven LLPTs and their connection with the anomalous thermodynamic behaviors exhibited by tetrahedral liquids.
