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ABSTRACT
We present an analysis of the joint XMM–Newton and NuSTAR observations of the radio-quiet
quasar QSO B2202–209. Using an optical observation from the Hale Telescope at the Palomar
Observatory, we revise the redshift of the source from the previously reported z = 1.77 to z =
0.532, and we estimate the mass of the central black hole, log (MBH/M) = 9.08 ± 0.18. The
X-ray spectrum of this source can be well described by a power law of photon index  = 1.82
± 0.05 with Ecut = 152+103−54 keV, in the rest frame of the source. Assuming a Comptonization
model, we estimate the coronal temperature to be kTe = 42 ± 3 keV and kTe = 56 ± 3 keV for a
spherical and a slab geometry, respectively. The coronal properties are comparable to the ones
derived for local active galactic nuclei, despite a difference of around one order of magnitude
in black hole mass and X-ray luminosity (L2 − 10 = 1.93 × 1045 erg s−1). The quasar is X-ray
loud, with an unusually flat observed optical-to-X-ray spectral slope αOX = 1.00 ± 0.02, and
has an exceptionally strong optical [O III] line. Assuming that both the X-ray emission and the
[O III] line are isotropic, these two extreme properties can be explained by a nearly edge-on
disc, leading to a reduction in the observed ultraviolet continuum light.
Key words: galaxies: active – galaxies: nuclei – quasars: individual: QSO B2202–209 –
X-rays: galaxies.
1 IN T RO D U C T I O N
It is generally thought that the primary hard X-ray continuum emis-
sion arising around accreting black holes [active galactic nuclei
(AGN) and X-ray binaries], is due to Compton up-scattering of
ultraviolet (UV)/soft X-ray disc photons off a hot (∼109 K), trans-
relativistic medium, usually referred to as the X-ray corona (e.g.
Shapiro, Lightman & Eardley 1976; Haardt & Maraschi 1993;
Petrucci et al. 2001a,b). The resulting spectrum, known as the ‘pri-
mary’ emission, can be described by a power law with a high-energy
exponential cutoff that depends on the Compton y-parameter of the
medium, which is a function of the electron temperature (kTe) and
the optical depth (τ ) of the corona. These electrons are thought
to be heated and confined by magnetic fields emerging from the
 E-mail: ekammoun@sissa.it
ionized accretion disc (e.g. Galeev, Rosner & Vaiana 1979; Haardt
& Maraschi 1991; Merloni & Fabian 2001).
In addition to being directly detected by an observer at infin-
ity, the primary emission will irradiate and be ‘reflected’ by the
accretion disc (George & Fabian 1991). X-rays incident on the
disc will be subjected to Compton scattering and photoelectric
absorption followed either by Auger de-excitation or by fluores-
cent line emission (see e.g. Lightman & White 1988; George &
Fabian 1991). The resulting reflection spectrum is characterized
by the iron K α emission line at ∼6.4–7.0 keV (depending on
the ionization state of the disc) and a broad component peaked
at around 20–30 keV, known as ‘Compton hump’. It should be
noted that the accretion disc is not the only reflector able to repro-
cess the primary emission in AGN. Many sources reveal the pres-
ence of narrow Fe K α emission lines (e.g. Bianchi et al. 2009)
that could be explained by reflection from distant, dense ma-
terial such as the narrow-line region or the putative molecular
C© 2016 The Authors
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torus invoked in AGN unification models (Ghisellini, Haardt &
Matt 1994).
Several lines of evidence suggest that the corona is compact, and
located close to the black hole. Spectral-timing and reverberation
studies, for example, are suggestive of a physically small corona
that lies 3–10 rg [where rg = GM/c2 is the gravitational radius of
a black hole (BH) with mass M] above the central BH (e.g. Fabian
et al. 2009; Emmanoulopoulos et al. 2014; Parker et al. 2014; Gallo
et al. 2015). It has been inferred from X-ray microlensing analy-
ses of some bright lensed quasars that the hard X-rays are emitted
from compact regions with half-light radii less than 6 rg (Morgan
et al. 2008; Chartas et al. 2009; Reis & Miller 2013). Moreover,
eclipses of the X-ray source have also placed constraints on the size
of the hard X-ray emitting regions, r 10 rg (e.g. Risaliti et al. 2007;
Maiolino et al. 2010; Sanfrutos et al. 2013). Analyses of the emis-
sivity profile of the accretion disc (Wilkins & Fabian 2011, 2012)
suggest an extended corona a few gravitational radii from the accre-
tion disc. More recently, Wilkins et al. (2015) and Wilkins & Gallo
(2015) explained the long and short time-scale variabilities seen in
Mrk 335 in the context of an ‘aborted jet launch’ as proposed earlier
by Ghisellini, Haardt & Matt (2004). However, the coronal tem-
perature and optical depth have remained poorly constrained due
to the lack of high-quality X-ray measurements extending above
10 keV. Complex spectral components, including reflection from
the accretion disc as well as from distant matter, contribute to the
whole X-ray spectrum, making a precise determination of the cutoff
energy challenging.
The unprecedented sensitivity of NuSTAR (Harrison et al. 2013)
covering the 3–79 keV band, has provided for the first time the capa-
bility to measure spectral parameters in a precise and robust way in-
cluding both the Compton reflection component and the high-energy
cutoff (Ecut ∼ 100–180 keV) in some of the brightest local AGN,
with luminosities of the order of 1042 − 44 erg s−1 in the NuSTAR
energy band (e.g. Ballantyne et al. 2014; Brenneman et al. 2014;
Marinucci et al. 2014; Balokovic´ et al. 2015; Matt et al. 2015). Com-
bining the high sensitivity of XMM–Newton (Jansen et al. 2001) at
soft X-ray energies with that of NuSTAR at hard energies, we are
able to investigate the coronal properties of more distant and more
luminous quasars. This allows us to understand better the coro-
nal physics and the dependence of the corona on luminosity and
redshift.
In this work, we study the X-ray spectrum provided by a coor-
dinated XMM–Newton and NuSTAR observation of the radio-quiet
quasar (RQQ) QSO B2202–209 (hereafter B2202, also known as
PB 5062). The redshift of the source was estimated by Reboul
et al. (1987) to be z = 1.77, implying a luminosity of L2−10  3
× 1046 erg s−1, which would make this source erroneously, as we
will show, the most luminous RQQ within its redshift (Eitan &
Behar 2013). However, by analysing its X-ray spectrum, we found
the need of an additional absorber at an intermediate redshift of
0.53. Reboul et al. (1987) determined the redshift of the source
by identifying a broad emission line observed at ∼4290 Å with a
C IV λ1549 line. However, instead identifying the line with Mg II
λ2800 implies a redshift of 0.532, compatible with the redshift of
the X-ray absorber. This discrepancy motivated us to obtain a higher
quality optical spectrum using the Hale Telescope at Palomar Ob-
servatory, presented in the next section. The Palomar data show that
the source is actually situated at a redshift of 0.532. The main aim
of this project is to measure the coronal properties of the source.
The measurements of Ecut for local radio-quiet AGN are based
on the deviation (of the order of 10–30 per cent) from a power law
at the highest energy part of the NuSTAR spectrum. Considering the
redshift of B2202, particularly for the previously assumed z = 1.77,
Ecut is shifted to lower observed energies, helping compensate for
the cosmological dimming.
This paper is structured as follows: Section 2 describes the ob-
servations and the data reduction; Section 3 presents the spectral
analysis. Finally, in Section 4, we provide a brief summary of our
main results and discuss their implications. The following cosmo-
logical parameters are assumed: M = 0.27,  = 0.73 and H0 =
70 km s−1 Mpc−1.
2 O B S E RVAT I O N S A N D DATA R E D U C T I O N
2.1 Palomar observations
We obtained an optical spectrum of B2202 using the dual-beam
Double Spectrograph on the 200-inch Hale Telescope at Palomar
Observatory. The 900 s spectrum, obtained on UT 2016 May 28 in
photometric conditions, used the 1.5 arcsec wide slit, the 5500 Å
dichroic to split the light, the 600 	 mm−1 grating on the blue arm
(λblaze = 4000 Å; spectral resolving power R ≡ λ/
λ ∼ 1200),
and the 316 	 mm−1 grating on the red arm (λblaze = 7500 Å; R ∼
1800). We processed the data using standard techniques within IRAF,
and calibrated the spectrum using an archival sensitivity function
obtained in 2016 February using the same instrument configuration
and observing conditions.
The processed spectrum, shown in the upper panel of Fig. 1,
shows the source to be an AGN at z = 0.532 with many stan-
dard emission features identified, including broad Mg II λ2800,
broad hydrogen Balmer emission lines, and narrow [O III]λλ4959,
5007; the redshift has been determined from the latter features.
In particular, the new data clearly demonstrate that the line at
∼4290 Å previously identified as C IV by Reboul et al. (1987) is
indeed Mg II.
2.2 X-ray observations
B2202 was observed simultaneously by XMM–Newton and NuS-
TAR, on 2015 November 06–07 (Obs. IDs 0764370201 and
60101030002, respectively). The basic observation details are
presented in Table 1. Here we summarize our data-reduction
procedures.
2.2.1 XMM–Newton
The XMM–Newton data were reduced using SAS v.15.0.0 and the
latest calibration files. We followed the standard procedure for re-
ducing the data of the EPIC-pn (Stru¨der et al. 2001) and the two
EPIC-MOS (Turner et al. 2001) CCD cameras, all operating in
Table 1. Net exposure times, and count rates estimated from
the background-subtracted data in the 0.5–10 keV range for
XMM–Newton, and the 4–30 keV range for NuSTAR.
Instrument Net exposure Count Rate
(ks) (count s−1)
EPIC-PN 60.5 0.501 ± 0.003
MOS 1 69.7 0.152 ± 0.001
MOS 2 69.4 0.156 ± 0.001
FPMA 106.8 0.0233 ± 0.0005
FPMB 106.5 0.0227 ± 0.0005
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Figure 1. Upper panel: optical spectrum obtained using the Palomar DBSP. Lower panels: X-ray background-subtracted source spectra (continuous lines) and
background spectra (dots). Left-hand panel: the spectra extracted from the EPIC-pn (black), EPIC MOS1 (blue) and EPIC MOS2 (red) instruments. Right-hand
panel: the spectra extracted from the FPMA (black) and FPMB (red) modules.
full frame mode with a thin filter for the EPIC-pn and a medium
filter for the EPIC-MOS cameras. The EPIC-pn and EPIC-MOS
data were processed using EPPROC and EMPROC, respectively. Source
spectra and light curves were extracted from a circular region of ra-
dius ∼40 arcmin. The corresponding background spectra and light
curves were extracted from an off-source circular region located on
the same CCD chip, with a radius approximately twice that of the
source to ensure a high signal-to-noise ratio. We filtered out peri-
ods with strong background flares estimated to be around 7.5 ks.
We corrected the light curves for the background count rate using
EPICLCCORR. The extracted light curves did not show any signifi-
cant spectral variability. Response matrices were produced using
the FTOOLs RMFGEN and ARFGEN. We rebinned the observed spectra,
shown in the bottom left panel of Fig. 1, using the SAS task SPEC-
GROUP to have a minimum S/N of 5 in each energy bin. The MOS1
and MOS2 spectra are consistent, so we combined them using the
SAS command COMBINE.
2.2.2 NuSTAR
We reduced the NuSTAR data following the standard pipeline in
the NuSTAR Data Analysis Software (NUSTARDAS v1.4.1), and in-
strumental responses from NuSTAR CALDB v20151008. We cleaned
the unfiltered event files with the standard depth correction, which
significantly reduces the internal background at high energies, and
South Atlantic Anomaly passages were excluded from our analy-
sis. We extracted the time-averaged source and background spectra
from circular regions of radii 40 and 100 arcsec, respectively, for
both focal plane modules (FPMA and FPMB) using the HEASOFT
task NUPRODUCT, and requiring a minimum of 50 counts per bin.
The extracted spectra are presented in the bottom right panel of
Fig. 1. The spectra extracted from both modules are consistent with
each other. The background starts to dominate the source above
∼30 keV. For that reason, we decided to analyse the NuSTAR data
in the observed 4–30 keV energy range, which corresponds to the
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Figure 2. Upper panel: observed spectra from EPIC-pn (blue) and NuSTAR
(green) plotted together with the best-fitting model (black line) composed
of an absorbed cutoff power law. Lower panel: data/model ratio for the
EPIC-pn (blue), EPIC-MOS (red) and NuSTAR (green) data.
6–46 keV energy range in the rest frame of the source. The data
from FPMA and FPMB are analysed jointly in this work, but they
are not combined together.
3 SP E C T R A L A NA LY S I S
Throughout this work, spectral fitting was done using XSPEC v12.9
(Arnaud 1996). Unless stated otherwise, uncertainties are listed
at the 90 per cent confidence level (
χ2 = 2.71). We included a
variable constant, for each instrument, in order to account for the
residual uncertainties in the flux calibration between the various
detectors, fixing the constant for the EPIC-pn data to unity. We
considered the EPIC-pn and the merged EPIC-MOS spectra in the
0.5–10 keV range, and the FPMA/B spectra in the 4–30 keV band,
as mentioned above.
First, we fitted the spectra with a simple, absorbed power law with
an exponential high-energy cutoff (cutoffplmodel in XSPEC). We
fixed the Galactic absorption to the equivalent hydrogen column
density in the line of sight towards B2202, NH = 5.52 × 1020 cm−2
(Kalberla et al. 2005). Furthermore, we considered an intrinsic neu-
tral absorber at the redshift of the source (zwabs). The model fit
is unacceptable (χ2/ν = 1.32), mostly due to the need of an extra
ionized absorption component. For that reason, we add a partial
covering absorption by partially ionized material (zxipcf) at the
redshift of the source. The fit improved (χ2/ν = 1.12). However,
a significant deficit could be detected in the residuals at energy
∼1.8 keV, most probably due to inaccuracies in modelling the Si
absorption in the CCD detectors. We modelled this deficit using
a Gaussian absorption profile with a free centroid energy, width
and normalization (in the observed frame). The fit improves signifi-
cantly by adding this line (
χ2/
ν = 25/3, F-test null probability
= 4.14 × 10−5), resulting in a χ2/ν = 1.05. The final model and
data/model ratio are presented in Fig. 2. We performed a Monte
Carlo Markov Chain (MCMC) analysis to estimate the errors on
the parameters, using the Goodman–Weare algorithm (Goodman
& Weare 2010) with a chain of 50 000 elements, and discarding
the first 5000 elements as part of the ‘burn-in’ period. We found a
high-energy cutoff Ecut = 99+67−35 keV in the observed frame that cor-
responds to an energy of 152+103−54 keV in the rest frame of the source,
Figure 3. Upper panel:  − Ecut contour plot (in the rest frame) for the
cutoff power-law model. Lower panel: kTe − τ contour plot (in the rest
frame) for the Comptonization model assuming a spherical geometry and a
slab geometry. We plot the 68 per cent (dotted red lines), 95 per cent (dashed
green lines) and 99.7 per cent (solid blue lines) confidence levels.
with a photon index  = 1.82 ± 0.05. In the upper panel of Fig. 3,
we present the contour plots derived from the MCMC analysis
showing the constraints on the photon index  and the high-energy





ξ (erg s−1 cm−1)] = 0.39+0.80−0.75
)
situ-
ated at the redshift of the source covering ∼30 per cent of the source
and having a column density NH = 2.32+0.83−0.88 × 1023cm−2. In addi-
tion, we identified a neutral absorber at the rest frame of the source
with a column density NH = 1.4+0.22−0.20 × 1021cm−2. The best-fitting
parameters are reported in Table 2.
The measurement of Ecut could be affected by the presence of
a reflection component in the spectrum. In order to test the sta-
bility of our measurement, we replaced the power-law model by
the neutral reflection model PEXMON (Nandra et al. 2007), con-
sidering an intermediate inclination of 60◦ and solar abundances.
The fit improves by 
χ2 = −6 for one additional free parameter.
We found a low reflection fraction (Rfrac = 0.31+0.24−0.21) and a low
high-energy cutoff of Ecut = 69+47−25 keV in the rest frame of the
source, but consistent within the error bars with the value found
assuming a simple cutoff power-law model. In addition, we tested
the possibility of having relativistic reflection using the relxill
model (Dauser et al. 2013, 2016; Garcı´a et al. 2014). The fit was
MNRAS 465, 1665–1671 (2017)
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Table 2. Best-fitting parameters obtained assuming a cutoff power-law
model, and a Comptonization model for both spherical and slab geometries.
Parameter Cutoff Compton Compton
(spherical) (slab)
zwabs
NH (1021 cm−2) 1.40+0.22−0.20 1.40+0.13−0.12 1.38+0.15−0.13
zxipcf
NH (1023 cm−2) 2.32+0.83−0.88 2.32+0.68−0.55 2.43+0.77−0.45
log [ξ (erg s−1 cm−1)] 0.39+0.80−0.75 0.40+0.79−0.47 0.36+0.76−0.35
CF (per cent) 30+6−5 30+4−3 29+4−3
cutoffpl
 1.82 ± 0.05 – –
Eacut (keV) 99+67−35 – –
Norm (×10−4) 5.26+0.54−0.41 – –
compTT
kT be (keV) – 42 ± 3 56 ± 3
τ – 2.40+0.18−0.16 0.63
+0.06
−0.05
Norm (×10−4) – 4.23+0.45−0.41 3.07+0.34−0.28
Gaussian (absorption)
E (keV) 1.8 ± 0.04 1.8 ± 0.04 1.8 ± 0.03
σ (eV) 72+55−40 72+47−34 73+54−38
Norm (×10−6) 4.75+1.77−2.34 4.73+1.47−1.87 4.79+1.58−2.17
χ2/d.o.f. 363/344 363/344 363/344
1.05 1.05 1.05
Notes. aThe cutoff energy is reported in the observed frame.
bThe electron temperature is reported in the rest frame of the source.
statistically accepted (χ2/ν = 1.04), and Ecut was consistent with the
values determined above. However, neither the reflection fraction
nor the ionization parameter of the disc could be well constrained.
Finally, assuming that the power-law spectrum is obtained by
Comptonization of soft photons arising from the accretion disc
by hot electrons in a corona, we substituted the cutoff power law
with the Comptonization model compTT (Titarchuk 1994). This
model allows us to determine the coronal temperature and op-
tical depth assuming either a spherical or a slab geometry. We
fixed the temperature of the seed photons, assumed to follow a
Wien distribution law, to kT = 20 eV. We obtained a fit statisti-
cally similar to the one obtained for the cutoff power-law model.
We performed an MCMC analysis similar to the one mentioned
previously, and found the coronal temperature and optical depth
to be kTe = 42 ± 3 keV, τ = 2.40+0.18−0.16 (spherical geometry) and
kTe = 56 ± 3 keV, τ = 0.63+0.06−0.05 (slab geometry). The electron
temperatures are in agreement with the estimation of Ecut, within
the error bars, obtained assuming a high-energy cutoff power-law
model (Ecut  2–3kTe, e.g. Petrucci et al. 2001b). The optical depth
is larger for the spherical geometry. This is expected because the
optical depth estimated assuming a spherical geometry is the radial
(effective) depth, while the slab optical depth is the vertical one
that should be lower than the effective one. The kTe − τ contour
plots for both geometries are presented in the lower panel of Fig. 3.
The best-fitting parameters are shown in Table 2. The observed
2–10 keV flux is F2–10 = (1.43 ± 0.07) × 10−12 erg cm−2 s−1, while
the unabsorbed 2–10 keV luminosity, in the rest frame, is L2–10 =
(1.93 ± 0.07) × 1045 erg s−1.
B2202 was also observed by XMM–Newton in 2001 May (Obs.
ID 12440301, hereafter obs. 1), for ∼30 ks. We extracted the EPIC-
Table 3. Full widths at half-maximum and equivalent widths
of the broad and narrow H β lines and the [O III]λλ4959, 5007
doublet seen in the Palomar spectra.
Line FWHM (km s−1) EW (Å)
H βbroad 6940 ± 1033 128.4 ± 5.9
H βnarrow 961 ± 49 18.4 ± 8.5
[O III]λ4959 1144 ± 77 49 ± 3
[O III]λ5007 995 ± 50 145.7 ± 3.4
pn/MOS data in a similar way to that described in Section 2.2.1. We
fit the EPIC spectra of this observation by an absorbed power-law
model, similar to the best-fitting model presented above, but without
considering either the high-energy cutoff or the absorption feature at
∼1.8 keV. The fit is good (χ2/ν = 0.97) and the parameters of both
neutral and ionized absorbers are consistent, within the error bars,
with the ones found in 2015. However, we found a steeper power law
with a photon index  = 1.97+0.05−0.06. During obs. 1, the source was
∼1.5 times brighter than in 2015 (unabsorbed luminosity, L2–10 =
2.92 × 1045 erg s−1) showing a behaviour often observed in AGNs,
where the X-ray spectrum gets steeper when the source is brighter.
4 D I S C U S S I O N A N D C O N C L U S I O N S
We present joint XMM–Newton and NuSTAR observations of the
luminous quasar B2202. The 0.5–30 keV spectrum of this source
could be fitted with an absorbed (a neutral absorber and a partially
ionized absorber at the redshift of the source) power law ( ∼
1.82) with an exponential high-energy cutoff (Ecut ∼ 153 keV, at the
rest frame of the source). No strong reflection features have been
identified in the spectrum.
In order to derive the black hole mass (MBH) of B2202, we fit
the H β-line region with the IDL package MPFIT (Markwardt 2009).
Approximating the uncertainties to the flux using the standard devi-
ation of the spectrum outside the emission lines, we fit the rest frame
4200–5600 Å including a power-law continuum, broad and narrow
Gaussian components for the H β line, narrow [O III]λλ4959, 5007
doublet, narrow He II λ4686 and the blended H γ and [O III]λ4363.
The contribution from the Fe II complex is negligible for this
target and thus was ignored. The full widths at half-maximum
(FWHM) and the equivalent widths (EW) of the H β lines and
the [O III]λλ4959, 5007 doublet are presented in Table 3. Using the
width of the broad H β line and the monochromatic 5100 Å lumi-
nosity (L5100), we get log (MBH/M) = 9.08 ± 0.18 from the Jun
et al. (2015) estimator. This implies an Eddington luminosity of LEdd
= (1.56 ± 0.28) × 1047 erg s−1. Note that L5100 is derived directly
from the spectrum, that was checked to yield consistent i-band mag-
nitude to that from the SDSS1 (Ahn et al. 2014) imaging, within a
10 per cent difference. We applied then the bolometric correction to
L5100 suggested by Marconi et al. (2004), Lbol/νBLB = 7.9 ± 2.9,
and we estimate the bolometric luminosity of this source to be Lbol =
(5.72 ± 2.15) × 1045 erg s−1. This means that the source is accreting
at ∼3.66 per cent of its Eddington limit. However, by applying the
bolometric correction to L2–10 (equation 21 in Marconi et al. 2004),
we obtain a higher bolometric luminosity, Lbol = 1.79 × 1047 erg s−1
 1.15 LEdd. Moreover, we estimated the monochromatic luminos-
ity of the source at 2500 Å to be Lν(2500 Å) = (1.06 ± 0.02)
× 1045 erg s−1, which implies an optical-to-X-ray spectral slope
1 http://skyserver.sdss.org/dr10/en/home.aspx
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αOX = −0.384 × log [L2 keV/L2500] = 1.01 ± 0.02. This is a strong
outlier in the αOX–luminosity relation (αOX ∼ 1.6 for typical quasars
of the same luminosity, Lusso & Risaliti 2016). However, the large
EW of [O III]λ5007 can be indicative of a high-inclination angle θ
between the disc axis and the line of sight. In fact, we observe the
projected EW along the line of sight, EWO = EW∗/ cos θ , where
EWO is the observed EW, and EW∗ is the EW as measured in a face-
on disc. By considering an average value of EW∗, for all quasars,
to be ∼11 Å (Risaliti, Salvati & Marconi 2011; Bisogni, Marconi
& Risaliti 2017), we obtain θ  85◦. This means that the disc is
observed nearly edge-on and can explain the high X-ray loudness of
the source. In other terms, having such a high inclination of the disc
with respect to the line of sight, the intrinsic UV luminosity should
be higher than the observed one. Instead, the inclination will not af-
fect the X-ray primary that is thought to be emitted isotropically. If
we assume an intrinsic L5100 to be larger than the observed value by a
factor of 1/cos θ , then this leads to an intrinsicαOX, int  1.43 compa-
rable to other sources. In addition, using the [O III]λ5007 luminosity
[L[O III] = (2.07 ± 0.32) × 1043 erg s−1], we estimated the expected
X-ray luminosity, following the correlation found by Panessa et al.
(2006), to be LX = (3.2 ± 0.6) × 1045 erg s−1. The estimated value
of LX is in agreement within a factor of 1.65 with the value de-
rived from the X-ray analysis in Section 3. Given the isotropicity
of the X-ray primary emission, the high inclination of the disc and
the agreement between the X-ray and the [O III] measurements, this
is suggestive that, for this source, the measurement of Lbol using
the X-ray luminosity is more reliable compared to the bolometric
correction estimated using L5100.
Interestingly, we found that the coronal properties are in agree-
ment with the ones determined for local less luminous and less mas-
sive Seyfert galaxies (e.g. Fabian et al. 2015; Lubin´ski et al. 2016,
and references therein). Lubin´ski et al. (2016) analysed the hard
X-ray spectra of 28 Seyfert galaxies based on observations with
INTEGRAL (Winkler et al. 2003). The values of the electron tem-
perature, photon index and reflection fraction that we found are
in good agreement with the median values of their full sample
(〈kTe〉 = 48+57−14 keV, 〈〉 = 1.81+0.18−0.05 and 〈Rfrac〉 = 0.32+0.33−0.28, re-
spectively). Lubin´ski et al. (2016) suggest that the small value of
Rfrac is indicative of a small solid angle under which the corona
is seen from the disc. In other terms, this means a reduction in
the flux of seed photons emitted by the disc that are cooling the
corona. Moreover, they suggest the need of an additional process
(such as synchrotron self-Compton) that is able to explain the effi-
cient cooling of a compact corona, close to the BH and separated
geometrically from the accretion disc. Note that the low amount
of reflection is in agreement with the X-ray Baldwin effect (e.g.
Iwasawa & Taniguchi 1993) whereby the equivalent width of the
Fe K α line diminishes with X-ray luminosity. In fact, we modelled
the Fe K α line by adding a Gaussian in emission, to the high-
energy cutoff power-law model, and we estimated its EW to be
≤40 eV. However, in our case, the high inclination of the disc can
explain the small values of Rfrac and EW(Fe K α), since most of the
reflected light coming from the accretion disc will not be emitted
in the direction of the observer. Instead, the weak reflection can be
associated with sparse clouds, most likely to be in the broad-line
region, covering a small fraction of the solid angle. The similarities
in both spectral shape and cutoff energy between B2202 and local
AGNs are therefore indicative of a universal process determining
the spectrum of the X-ray emission, with the strength of the coupling
between disc and corona affecting only the overall normalization of
such spectra.
We plot in Fig. 4 the observed multi-epoch spectral energy dis-
tribution (SED) of the source by adding, to the optical and X-ray
spectra analysed in this paper, the XMM–Newton spectrum obtained
Figure 4. The observed SED of the source, obtained using photometric data from WISE in 2010 (magenta triangles) and 2MASS in 2000 (cyan squares),
in addition to the Palomar Observatory spectrum obtained in 2016 (red dotted line) and corrected for the Galactic extinction and for the Oxygen A-band
absorption, the XMM–Newton spectrum obtained in 2001 (red dots) and the joint XMM–Newton and NuSTAR observations in 2015 (blue points). The typical
radio-quiet quasar SEDs (Elvis et al. 1994) is also plotted (black solid line) for comparison.
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in 2001 and the archival photometric data obtained from the Two
Micron All Sky Survey2 (2MASS, observed in 2000; Skrutskie
et al. 2006), and the Wide-field Infrared Survey Explorer3(WISE,
observed in 2010; Wright et al. 2010). We compare the observed
SED to a typical SED of an RQQ (Elvis et al. 1994) trying to match
the X-ray spectra obtained in 2015. Fitting the SED properly, taking
into account the complications and the long time-scale variability
of the source, is beyond the scope of this paper. However, it is ob-
vious that the optical spectrum is fainter and redder compared to a
standard SED, but this is expected given the high inclination of the
accretion disc, which leads the emission from the host galaxy, usu-
ally negligible, to show up. Moreover, interestingly, the IR emission
appears to be low compared to the standard quasar SED. Adding to
this the fact that the X-ray spectra are barely affected by absorption,
and the small amount of reflection, this implies a particular system
in which we observe the accretion disc nearly edge-on with no evi-
dence of any Compton thick parsec scale reprocessor, indicating a
small covering fraction by the torus, if any.
This source was chosen on the basis of the previously reported
redshift that mistakenly let it be considered one of the most
luminous RQQs. However, our results on a less extreme quasar
demonstrate that joint NuSTAR and XMM–Newton observations
with a moderate exposure time are capable of making good
measurements of coronal properties for quasars at cosmological
redshifts. This significantly extends the previous work done
primarily on relatively local and lower luminosity Seyferts (e.g.
Fabian et al. 2015; Lubin´ski et al. 2016).
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