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Introduction 
 
In the context of today's energy crisis and the rapid climate change, hydrogen is seen as a 
clean, mobile energy carrier and source of fuel. A genuine ‘hydrogen economy’ is henceforth 
envisaged because this element has the great advantage of being present on the planet in endless 
quantity. However, there are still many obstacles to overcome before seeing a real hydrogen economy 
similar to the electricity economy. Some of these challenges include the development of suitable 
materials to the transportation of hydrogen. Indeed, a major concern with hydrogen is that it is very 
detrimental to the durability of materials. This problem has persisted for a while and affects the 
structural materials in various industries, from subsea pipelines to aircraft and nuclear reactors. 
Indeed, the presence of some hydrogen in the metal can lead to a severe degradation of its 
mechanical properties. This degradation can manifest itself in several ways such as a decrease in 
tensile elongation to cause fracture, or a decrease in the static load that can be supported by the metal 
as an example. This phenomenon, known as hydrogen embrittlement (HE), results from a combination 
of different parameters related to the material characteristics, the source of the hydrogen (internal or 
external) and to the mechanical solicitations, as illustrated in Fig. 1. HE has been studied for several 
decades and several HE models have been proposed for crystalline materials [Barnoush 2011]. But, 
these models are generally focused on the upstream process, i.e. the embrittlement mechanism itself. 
However, to fully understand the HE phenomenon, it also important to study the downstream process, 
which is the transport processes involved in moving the hydrogen from its source to the locations 
where it reacts with the metal to cause the embrittlement.  
 
 
Fig. 1 - Hydrogen embrittlement due to three combined factors 
 
Experimental data on the hydrogen diffusion and segregation in materials suffer from 
inconsistencies, especially the hydrogen diffusivity values in the low temperature regions [Kiuchi 
Environmental
External and/or 
internal hydrogen
…
Materials
Nickel, Steel…
Mechanical
stresses
HE
Static, cyclic,
dynamic…
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1983]. The causes of these anomalies include the effects of microstructural defects, such as grain 
boundaries, dislocations or vacancies on the hydrogen transport in materials [Kiuchi 1983, Palumbo 
1991a]. A number of studies have pointed out the determining role of grain boundaries in the 
hydrogen diffusion and trapping mechanisms. However, despite the large amount of work on the 
subject, the contribution of grain boundaries the effective diffusivity in polycrystals remains unclear. 
The acceleration of hydrogen diffusion along grain boundaries has been reported in several studies 
[Harris 1991, Brass 1996, Oudriss 2012b]. But, it has been suggested also that grain boundaries can 
reduce the overall hydrogen diffusivity under certain conditions [Yao 1991]. Since effective 
diffusivity is measured in a heterogeneous aggregate with a mixture of microstructure features, it is 
difficult to separate the contribution of all the microstructural parameters in the diffusion process.  
Additional difficulties come from the existence of the large variety of grain boundaries and the 
complexity of their structure. Few studies have considered the implications of this heterogeneity of 
grain boundaries on hydrogen diffusion and segregation in polycrystalline materials. Recently, Oudriss 
et al. have shown that the boundary nature remarkedly influence the hydrogen diffusion and 
segregation, by combining diffusion measurements and microstructure characterization of 
polycrystalline nickel [Oudriss 2012b]. In addition to the boundary nature, they pointed out that the 
importance of taking into account the connectivity of boundaries with different characters to better 
describe the effects of grain boundaries on the overall diffusion. However, the studies on the 
correlations between the overall hydrogen diffusion and the grain-boundary character distribution are 
rare, even-nonexistent. This is mainly due to the experimental difficulties to explore the grain-
boundary diffusion in polycrystalline materials. 
In parallel, numerical approaches can bring insights of the correlations between grain-
boundary character and the overall hydrogen diffusion process. To do so, it is necessary to combine 
different modeling tools at different scales, as shown in Fig. 2, in order to fully understand these 
effects. Atomistic models such as first principles calculations (DFT) or molecular dynamics can be 
used to study the hydrogen diffusion in individual well characterized grain boundaries, while 
continuum approach allows simulating hydrogen diffusion at mesoscopic and macroscopic scales.  
The goal of this work is to investigate the effects of heterogeneous GB networks on the 
effective diffusivity in polycrystalline materials, using mainly a numerical approach based on finite 
elements modelling. This work is also aimed at investigating the effects of the boundary nature on the 
local hydrogen distribution, through an experimental analysis. 
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Fig. 2 - Numerical methods at different scales to investigate the diffusion in solids, the red dashed line indicates the scale 
considered in this work 
 
The first part (chapter 2) of the present dissertation is aimed at providing a literature review on 
the hydrogen diffusion in polycrystalline materials and its interaction with microstructural defects. In 
particular, the role of grain boundaries in the hydrogen diffusion process is discussed. In a second part, 
we review the popular homogenization methods and the influence of grain-boundary connectivity on 
the effective material properties. 
Then, we present in the third chapter a numerical study on the impact of grain-boundary 
connectivity on the effective diffusivity in two and three-dimensional simulated polycrystalline 
materials. The first part focuses on the characterization of the GB networks structure, by determining 
the topology and the connectivity parameters. Then, correlations between the effective diffusivity and 
the topology parameters of the GB networks are analyzed. In addition, the applicability of 
homogenization methods to predict the effective diffusivity, by considering percolation parameters, is 
discussed. Finally, the analysis is extended to three dimensional microstructures by using Kelvin 
polyhedron microstructure. 
The fourth chapter of the present dissertation comprises two parts. In the first part, hydrogen 
diffusion is simulated on realistic microstructures based on EBSD maps. The results are discussed in 
regard of the GB connectivity and available experimental data. In the second part of this chapter, an 
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experimental study is conducted in order to understand the hydrogen segregation near grain-
boundaries in polycrystalline pure nickel.  
At the end of this thesis, a summary of key findings and conclusions based on the different 
analyses of this work are presented. Finally, different perspectives are proposed to improve the 
numerical approach and to move towards a multiphysics approach by coupling hydrogen diffusion and 
mechanical behavior. 
 
  
Chapter 1 – General introduction 
 
10 
 
 
Chapter 2 
Literature review 
  
In this chapter, I present a literature review on the hydrogen 
diffusion in polycrystalline materials and the effects of the microstructural 
defects, more particularly the grain boundaries. In the first part, after 
providing some background on the hydrogen embrittlement phenomenon, 
the hydrogen diffusion and trapping in polycrystalline materials are 
described. Then, fundamentals on grain boundaries and intergranular 
diffusion are presented. Finally, popular homogenization technics and the 
influence of grain-boundary connectivity on the material effective 
properties are reviewed. 
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I. Hydrogen-metal interactions 
 
1.  Generalities on hydrogen and hydrogen embrittlement 
1.1.  Hydrogen characteristics 
 Hydrogen, widely present as a water form in the earth, is one of the most abundant elements in 
the universe. This element is characterized by a high mobility in metals because of its small atomic 
size and its low mass [Coudreuse 2000]. In face-centered cubic (FCC) lattices, interstitial hydrogen 
generally prefers octahedral sites, while it is located on tetrahedral sites in body-centered cubic (BCC) 
and hexagonal close-packed (HCP) metals, at room temperature [Wipf 1997]. According to Wipf 
[Wipf 2001], the distance between the two nearest octahedral sites for FCC metals, which is around 
0.2 nm, is almost twice the distance between the two nearest tetrahedral sites in BCC lattices. As a 
result, the diffusivity of hydrogen is generally lower in FCC metals compared to BCC metals. In 
addition, the high partial volume of hydrogen can generate distortions in unstrained lattices 
[Coudreuse 2000]. Indeed, the interstitial hydrogen modifies the local electronic structure of the metal 
atoms, especially because of its ability to transfer all or some of its electric charge to its close 
neighbors. This modification may decrease the interatomic cohesion and can result in a possible 
embrittling effect [Coudreuse 2000]. This is one concept, among the several theories, developed to 
explain the hydrogen embrittlement (HE). Due to the complexity of the hydrogen-metal interactions 
and the nature of the surrounding environment, it is very difficult to formulate one concept or one 
theory of the HE phenomenon. However, most of the mechanisms can be classified in four major 
theories: Hydride-induced embrittlement, Hydrogen induced decohesion (HEDE), hydrogen induced 
plasticity and hydrogen-vacancy interactions.  
 
1.2.  Hydrogen embrittlement mechanisms 
The hydride-induced embrittlement model, first proposed by Westlake [Westlake 1969], 
suggests that cracking can occur by the formation of hydride near the crack tip. The hydride formation 
is associated with an oversaturation of hydrogen and is stabilized by the hydrostatic field at the 
stressed crack tip. Experiments demonstrated hydride embrittlement in niobium, titanium or zirconium 
[Gahr 1977, Hirth 1980] and some iron alloys such as austenitic steels [Chene 1982]. But this 
mechanism does not affect iron or ferritic alloys because the low hydrogen solubility does not enable 
hydride formation in these materials [Coudreuse 2000]. 
The HEDE model was first introduced by Troiano and his co-workers [Morlet 1958, Troiano 
1960] and developed by Oriani and Josephic [Oriani 1972, Oriani 1974]. The key point of this 
Chapter 2 – Literature Review 
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mechanism is that hydrogen accumulates within the lattice and lessens the interatomic cohesion forces. 
The accumulation of hydrogen can be engendered by the lattice dilatation due to elastic hydrostatic 
stresses [Oriani 1966] or by trapping mechanisms which are the main origin of hydrogen segregation 
[Pressouyre 1980]. Basically, The HEDE theory postulates that cracking occurs when the local tensile 
stresses exceeds the maximum-local atomic cohesion strength, lowered by the presence of atomic 
hydrogen in the lattice, grain boundary or interfaces.   
The hydrogen-dislocation interaction is the main process in the different mechanisms of the 
hydrogen induced plasticity theory. In the framework of this theory, two major mechanisms are 
generally advanced: Adsorption Induced Dislocation Emission (AIDE) [Lynch 1988] and the 
Hydrogen Enhanced Localized Plasticity (HELP) [Beachem 1972]. The AIDE mechanism states that 
the hydrogen adsorbed on the crack tip reduces the energy of dislocation formation, leading to the 
decrease of the stress required for the dislocations emission. As for the other mechanism, it is said that 
the dissolved hydrogen makes easier the dislocations mobility, which leads to a localized plastic 
deformation and to a decrease of the critical stress required for the crack initiation.  
The Hydrogen-vacancy interaction approach, developed by Fukai, McLellan, Carr and their 
teams, is the most recent [Fukai 1995, McLellan 1997, Fukai 2001, Carr 2004, Carr 2006]. This 
approach is based on the hydrogen ability to create new vacancies called Superabundant Vacancy 
(SAV) and to stabilize them. This mechanism is supported by several experiments, showing vacancy 
concentration differences before and after hydrogen absorption [Fukai 2001, Carr 2004, Carr 2006]. 
It is suggested that the SAV vacancies formation is probably engendered by the interactions between 
absorbed hydrogen and the already present vacancies, mainly in grain boundaries. The multiplication 
of vacancies may lead to the formation of microcracks or microvoids [Nagumo 2004, Takai 2008]. It 
has been shown experimentally that the only presence of vacancies can be responsible of loss of 
ductility [Takai 2008]. 
In all the mechanisms, cited above, hydrogen interactions with stress fields and 
microstructures play a crucial role in the embrittlement process [Coudreuse 2000]. However, despite 
the extensive studies on HE mechanisms, the kinetics associated with the diffusion and segregation of 
the hydrogen in metals, and their interactions with defects are not clearly understood. 
 
2. Hydrogen diffusion in polycrystalline materials  
 
A good knowledge of hydrogen transport and segregation in polycrystalline materials is necessary 
to fully understand HE mechanisms and to establish a good classification of materials according to 
their HE resistances. However, literature data on the solubility and diffusivity of hydrogen suffers 
Chapter 2 – Literature Review 
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from inconsistencies and the role of lattice defects in the hydrogen transport is not well established 
[Kiuchi 1983, Oudriss 2012a]. From statistical analysis on literature data for the solubility and 
diffusivity of hydrogen in iron, Kiuchi and McLellan [Kiuchi 1983] have shown the existence of large 
degree of discrepancy at moderate and low temperatures, as represented in Fig. 3(a) and (b). As 
suggested by the authors, these discrepancies may due to the variety of applied technics but they also 
pointed out the role of H-defects interactions that are more pronounced at low temperatures.  
 
 
Fig. 3 - (a) Hydrogen solubility in bcc iron as a function of temperature. (b) Arrhenius representation of the data for the 
diffusion of hydrogen through bcc iron [Kiuchi 1983]. 
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In this section, we firstly introduce the permeation technics. These technics are the most used to 
determine the diffusion coefficient and the solubility of hydrogen in metals, in a wide range of 
pressure. Then, we review hydrogen interactions with defects in term of trapping phenomena. 
2.1. Methods for characterizing hydrogen diffusion 
2.1.1. Permeation technics 
First developed by Devanathan and Stachurski in 1962 to quantify the hydrogen diffusion in 
palladium [Devanathan 1962], permeation method has been widespread and applied to others 
materials [Altunoglu 1996, Brass 1996, Zakroczymski 2006, Addach 2009, Frappart 2010]. 
Generally, this method consists in measuring the hydrogen flux through a membrane subjected on one 
of its faces at a hydrogen pressure [Brass 1996]. The technic can be applied in different ways, 
depending on the objectives. In particular, hydrogen can be introduced into the metal either through a 
cathodic process (Electrochemical permeation) or by a gaseous charging (gaseous permeation). 
 Electrochemical permeation (EP) 
The experimental set up is mainly composed of two cells: the charging cell and the detecting 
cell, separated by a thin metal membrane. Fig. 4 illustrates the electrochemical permeation mechanism, 
with the boundary electrochemical conditions. Hydrogen is generated on the surface of the metallic 
membrane by cathodic charging. The mechanism of introduction into the membrane occurs in two 
steps: hydrogen adsorption and hydrogen absorption. In the first phase, the cathodic polarization 
causes the reduction of H20 or H3O
+
 and allows the hydrogen adsorption on the metal (M) surface, 
following equations (II.1) and (II.2) : 
 In acid media : 
3 20 adsH O e M H MH
       (II.1) 
 In basic media : 
2 adsH O e M MH OH
       (II.2) 
Then, the absorption phase occurs by the entry of the atoms in the material, following equation (II.3): 
 ads absMH MH   (II.3) 
However, after the adsorption step, some hydrogen atoms can re-combine into dihydrogen (H2). The 
absorbed hydrogen atoms diffuse through the metal and are immediately oxidized on the output 
surface, by applying sufficient anodic potential. Thus, a zero concentration boundary condition is 
created.  However, the anodic polarization is not sufficient to oxidize all of the hydrogen coming out. 
Studies have shown the need for a palladium layer to have a better detection and avoid passivation 
[Manolatos 1995]. 
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Fig. 4 - Electrochemical permeation mechanism. 
   
From the oxidation of the coming out hydrogens, an evolution of current density as a function of 
time is obtained [Brass 1996, Ly 2009, Frappart 2010]. The hydrogen flux is proportional to this 
current density, following the relation (II.4): 
 A
N j
J
nF

   (II.4) 
 
With:  
NA Avogadro number (6.02214479 ×10
-23
 mol
-1
)  
j Current density (μA/cm2)  
n Number of electrons in the reaction (n = 1)  
F Faraday’s constant (96485 C.mol-1)  
J Hydrogen flux (at.cm
-2
.s
-1
) 
  There are two stages in the permeation tests: the charging step and the desorption step, as 
illustrated in Fig. 5. The hydrogen flux increases until the steady-state is reached. Then, the hydrogen 
charging is stopped and desorption of diffusible hydrogen is obtained. In the desorption step, the 
hydrogen flux decreases and tends to zero. The hydrogen diffusion in metals is described by the Fick’s 
laws:  
1
st Fick’s law:             ( )J Dgrad C    (II.5) 
2
nd
 Fick’s law: ( ( ))
C
div Dgrad C
t

 

  (II.6) 
where J and C are respectively the hydrogen flux and the concentration. The hydrogen diffusion is 
governed by the local diffusion coefficient D, which depends particularly on the crystalline structure 
of the material and the temperature. From the flux curve in the charging step, one can calculate the 
SpecimenCharging cell Detection cell
2       H
            
ads abs adsH e H H H H e
       
Diffusion
Imposed j Imposed E
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effective diffusion coefficient Deff using a mathematical relationship derived from the analytical 
solutions to Fick’s equations with the appropriate boundary conditions: 
 
2
eff
e
D
Mt
   (II.7) 
where e is the membrane thickness,  t the characteristic time and M a factor depending on the model 
applied to calculate the characteristic time. The latter is defined as the required time to reach a given 
percentage of the steady-state flux.  There are different characteristic times depending on the selected 
diffusion theory [Legrand 2013a]. The most often used in determining hydrogen diffusion 
coefficients are the so called  “time lag” and “breakthrough time” methods [Daynes 1920, Chanfreau 
1992]. In the “time lag” method, the characteristic time, refers as tlag, is defined as the required time to 
reach 63% of the steady-state flux, whereas, in the breakthrough time method, it corresponds to the 
time at which the flux is 10% of the steady-state flux. In accordance with previous studies, the 
breakthrough time tb is used in this study, with a corresponding constant M=15.3 [Brass 1996, 
Frappart 2010, Oudriss 2012b]. 
 
 
Fig. 5 - A graphical illustration of the typical flux curve and the breakthrough time.   
 
 The effective diffusion coefficient Deff can also be calculated from the hydrogen desorption 
step, by measuring the desorbed hydrogen quantity [Crank 1975]. The deduced diffusion coefficient 
is also affected by the trapping phenomenon. Moreover, analysis of the desorption curve allows 
determining the concentrations of the interstitial hydrogen CL and reversibly trapped hydrogen CTr 
[Zakroczymski 2006, Frappart 2010]. The sum of CL and CTr is called the diffusible concentration 
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CD. As an example, an experimental desorption curve and the associated theoretical curve (without 
trapping) are presented in Fig. 6. The desorption theoretical curve is obtained using a model based on 
the resolution of Fick's laws [Frappart 2011a]. The area under the experimental desorption curve 
represents the diffusible hydrogen concentration CD, whereas the theoretical one gives access to the 
lattice hydrogen CL. Thus, the reversibly trapped hydrogen concentration can be deduced, using the 
following relation (II.8): 
 Tr D LC C C    (II.8) 
 
 
 
Fig. 6 - An experimental desorption curve and the associated theoretical curve (without trapping) [Oudriss 2012b]. 
 
Gaseous permeation 
Gaseous permeation has been applied also in several studies to investigate hydrogen diffusion 
in materials [Yamanishi 1983, Tanabe 1992, Brass 2006, Horinouchi 2013]. Hydrogen is introduced 
into the samples by gaseous charging at high temperature and high hydrogen pressure [Brass 2006]. 
Despite the similarity of two charging processes, the mechanisms of hydrogen penetration are quite 
different. The Fig. 7 illustrates a simplified diagram of gaseous permeation process. On the charging 
side, gaseous hydrogen is maintained at a predetermined pressure higher than that at the output side. 
Then the hydrogen atoms diffuse through the specimen and are detected on the exit surface to 
determine the permeation rate.  
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Fig. 7 - Gaseous permeation mechanisms [Feng 2007]. 
 
Unlike the EP, the adsorption phase occurs directly on the metal surface, in three steps: 
physisorption of dihydrogen molecules at the surface, dissociation of these molecules and 
chemisorption of the hydrogen atoms. In sum, the adsorption can be described by equation (9): 
 2 2 2 adsH M MH    (II.9) 
The amount of hydrogen that diffuses through the metal can be detected by using thermal desorption 
spectroscopy [Frappart 2011b]. The permeation flux is proportional to the practical pressure of the 
permeating gas and the effective diffusion can be deduced using the “time-lag” method.  
Permeation technics are efficient to evaluate the hydrogen effective diffusivity. However, these 
technics do not allow the localization of hydrogen at the microstructure scale, which is an important 
factor affecting HE. Alternative technics consist in charging metals with hydrogen or deuterium and 
analyzing their distribution at the surface using Secondary Ion Mass Spectroscopy (SIMS). 
2.1.2. SIMS analysis for hydrogen diffusion measurements 
Several studies have used the SIMS technic in order to characterize hydrogen transport and 
segregation at the microstructure scale [Ladna 1987a, Ladna 1987b, Brass 2006, Kawamoto 2007, 
Saintier 2011].  Briefly, this technic consists in sputtering the specimen surface with a focused 
primary ion beam and detecting the secondary ions subsequently ejected. The primary ion is generally 
Cs
+
, which can achieve high sensitivity to hydrogen and deuterium [Takai 2002]. SIMS enables direct 
visualization of the hydrogen distribution in deep regions from the surface and the comparison of the 
hydrogen concentration among different microstructure components. This technic has been used to 
investigate the effect of the grain boundary structure on the H distribution in Ni bicrystals [Ladna 
High-pressure H2 gas
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1987a]. Park [Park 2010] has also applied the SIMS technic to evaluate segregation of deuterium in 
grain boundaries.  
 
2.1.3. Factors impacting experimental data 
The experimental data extracted from EP can be affected by many factors. In addition to the 
electrochemical processing parameters, such as cathodic current density, charging solution or 
temperature, hydrogen permeation can also be affected by materials factors. These factors can be 
dimensional characteristics of the metallic membrane [Frappart 2011a], but also microstructural 
parameters such grain size, grain boundaries volume fraction or dislocations. In order to decouple the 
effects of these different parameters on the EP results, Legrand et al. conducted analysis on the 
trapping effects and the presence of a thin layer at the surface (oxide, coating,…), by using FEM 
modeling [Bouhattate 2011, Legrand 2012]. In these studies, the authors proposed analytical 
equations to adjust the values of experimental data, such as effective diffusivity or the subsurface 
concentration, depending on the characteristics of the material and its environment. In an another 
study from the same authors, it has been shown the existence of a critical membrane thickness, below 
which the scale effects can alter the calculated diffusion coefficient [Legrand 2013b]. In this study, 
grain boundaries were modeled by a homogeneous phase and considered as fast diffusion paths. 
However, grain boundaries can also trap hydrogen, as the majority of metal defects. The trapping 
phenomenon, as a result of defect-metal interactions, is the main cause of the discrepancy of 
“apparent” diffusivities experimentally measured at low temperatures (20°C < T < 150°C) 
[Coudreuse 2000]. 
 
2.2. Hydrogen diffusion and trapping effects 
2.2.1. Lattice diffusion 
Hydrogen diffuses by moving along interstitial sites (octaedric and tetraedric), due to its small 
size. The principle of the lattice diffusion consists in series of jumps from one site to another 
interstitial site. This jump requires sufficient activation energy Ea to overcome the energetic barrier, as 
illustrated in Fig. 8. 
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Fig. 8 - Schematic representation of the lattice diffusion mechanism. 
 
However, the hydrogen diffusion in metals is affected by the trapping phenomenon and others models 
of diffusion were developed in the past to approximate the experimental data. 
2.2.2.  Models with trapping  
a) Definition of hydrogen trapping 
The mechanism of trapping was first suggested by Darken and Smith in 1949 [Darken 1949] 
in order to understand the decrease of the hydrogen diffusivity in steels. From a thermodynamic point 
of view, a trapping site is a site where the hydrogen chemical potential is lower than that in an 
interstitial site. The different microstructural defects (vacancies, dislocations, etc.) act as hydrogen 
traps [Ly 2009] and the required activation energy to pass the energetic barrier increases. To illustrate 
this, the energy differences between lattice sites and trap sites are schematically presented in Fig. 9. 
Consequently, the hydrogen diffusion in the material is delayed, and conventional analytical methods 
to determine the diffusion coefficient, lead to an effective or “apparent” diffusion coefficient Deff 
[Brass 2000]. 
 
 
Fig. 9 - Illustration of the diffusion mechanism with the presence of trap sites.  ELT is the actvation energy of lattice diffusion, 
referring to Fig. 8 ELT = Ea. ETL is the activation energy for moving from a trap site to a lattice site and ET is the trap binding 
energy, defined by ET = ETL – ELT [Krom 2000]. 
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b) Hydrogen trapping models 
Most of the theoretical models describing the hydrogen diffusion and trapping phenomena are 
based on the model of McNabb and Foster [McNabb 1963]. Oriani [Oriani 1970] then Krom [Krom 
2000] reformulated this model. We present here the formulations of Oriani and Krom.  
In this model, a modified Fick’s law is proposed, by distinguishing the hydrogen 
concentrations in lattice sites and trapping sites, respectively noted CL and CT: 
 
2 0     L T L L
C C
D C
t t
 
   
 
  (II.10) 
where DL is the usual bulk diffusivity in a perfect lattice. By assuming that the hydrogen concentration 
in trap sites CT depends only on the hydrogen concentration in lattice sites, the equation can be 
reformulated as: 
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

  (II.11) 
We consider here saturable traps. Saturable traps can retain a finite number of atoms.  A dislocation is 
a saturable trap while a void and crack are insaturable. In this case, the following trapping reaction can 
be considered: 
    
L T
H H   (II.12) 
Where [H]L is  the hydrogen atom in a lattice site and [H]T is the hydrogen atom in a trap site.  Since 
the solubility of hydrogen is very low and by assuming a very low trap density NT compared to lattice 
sites density NL (NT ≪ NL), the derivative of the trapped hydrogen concentration CT is given by: 
 (1 )T L T T T
C
N C
t
  

  

  (II.13) 
where L is the occupancy of lattice sites: L = CL /NL; T is the occupancy of trap sites: T = CT /NT;  
is the frequency of hydrogen atoms jumping from lattice sites to a trap site and  is the frequency for 
the reverse case.  
Oriani [Oriani 1970] assumed that there is a chemical equilibrium between lattice hydrogen and 
trapped hydrogen, i.e., the same chemical potentials for the two types of atoms: 𝜇𝐿 = 𝜇𝑇. The 
chemical potentials of the lattice hydrogen and trapped hydrogen are given by equations (II.14) and 
(II.15), respectively. 
Chapter 2 – Literature Review 
23 
 
 
0 0ln ln
(1 )
L
L L L L
L
RT RT

m m m 

   

  (II.14) 
 
0 ln
(1 )
T
T T
T
RT

m m

 

  (II.15) 
𝜇𝐿
0 and 𝜇𝑇
0  are the chemical potentials of the lattice hydrogen and trapped hydrogen, respectively, in a 
reference state.  
Hence by equalizing, equation (II.14) and (II.15), one can deduce easily an expression of the trap 
equilibrium constant KT :  
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
  (II.16)   
where ∆𝐸𝑇 = 𝜇𝑇
0 − 𝜇𝐿
0 is the trap binding energy. From this equation, by substitution of θT and θL by 
CT /NT and CL /NL, respectively, we obtain: 
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  (II.17) 
If the trap density and temperature remain constant and with the assumption of very low occupancy 
(θT << 1), the effective diffusivity in equation (II.11) becomes: 
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  (II.18) 
This trap model is based on many assumptions. It is assumed that traps are isolated and that transport 
between traps occurs by lattice diffusion [Krom 2000]. Another limitation of this model is that only 
reversible traps sites are considered. Indeed, trap sites are generally classified into [Pressouyre 1979]: 
- Irreversible trapping sites, characterized by high binding energy (above 0.5 to 0.6 eV). In this 
case, the probability that hydrogen get out of the trap site is almost null.   
- Reversible trapping sites, characterized by low binding energy (between 0.2 and 0.45 eV). In 
this case, there is a local equilibrium between concentration of lattice hydrogen and the 
concentration of trapped hydrogens.  
This classification, based on the trap binding energy, is convenient but stays subjective because of its 
dependence on different parameters such as temperature [Jérôme 2003]. Others theoretical models, 
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that consider irreversible traps or a combination of both categories have been developed [Leblond 
1983a, Leblond 1983b]. However, there is not a unique approach because of the variety of defects 
(dislocations, vacancies…) which are potential source of trapping.  
2.2.3. Defects in metal: trap sites for hydrogen 
As said above, the hydrogen transport is affected by the microstructural defects which are 
energetically favorable for hydrogen trapping. Fig. 10 shows possible defects acting as trap sites for 
hydrogen.  
 
Fig. 10 - Schematic representation of defects in metal. Trap sites for hydrogen can be localized in: surface (b), subsurface (c), 
grain boundaries (d), dislocations (e) or vacancies (f). (a) Corresponds to a lattice site. [Pundt 2006]. 
 
Vacancies 
Known as the simplest type of point defects, vacancies interact strongly with interstitial 
hydrogen in most of metals. The Hydrogen trapping at vacancies has been highlighted in a number of 
studies, using both experimental and theoretical methods [Besenbacher 1990, Birnbaum 1997, Liu 
2009]. The entrance of hydrogen in this type of defect is promoted by the attractive character of the 
interaction between interstitial hydrogen and the vacancy.  The binding energy for a single H atom to 
be trapped in Ni by a single vacancy is estimated between 0.4 and 0.8 eV [Oudriss 2012a].  
From experiments on hydrogen-metal system, it was pointed out that hydrogen can induce 
superabundant vacancy formation [Fukai 2001, Carr 2004, Carr 2006], indicating that hydrogen 
promotes and stabilizes vacancies. As a result, it was reported that several (three to six) H atoms can 
be trapped by a single vacancy [Lu 2005]. These findings are supported by ab-initio calculations 
results [Sugimoto 2014, Zhang 2014]. According to simulations works, the hydrogen trapping at 
vacancies may decrease H diffusion coefficients by several orders of magnitude [Hickel 2014]. 
However, this effect mainly depends on the vacancy concentration which is relatively low at room 
temperature [Oudriss 2012a].  
 Dislocation trapping 
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Dislocations are linear defects produced in metals by plastic deformation and grain growth 
processes. Treated within the framework of continuum mechanics, except in the regions of the 
dislocation core, these defects cause distortions of the crystal lattice. As a result, hydrostatic stresses 
are developed in proximity to the dislocation core [Hirth 1978], implying a range of binding energy 
[Barnoush 2011]. 
Described by trapping models, dislocations generate a number of trap sites, with different 
trapping energies. According to different works [Choo 1982, Thomas 2002, Frappart 2010, Oudriss 
2012c], the binding energy around edge dislocation is estimated around 0.3 to 0.4 eV, corresponding 
to a reversible trapping. While in the dislocation core, it is estimated around 0.6 to 0.7 corresponding 
to high and irreversible trapping [Taketomi 2008]. As a result of the attractive interaction of 
dislocations, the mobility of dissolved hydrogen is substantially reduced, leading to segregation of 
hydrogen in the core and in the dislocations. 
Grain boundary traps 
It is largely acknowledged that interactions of hydrogen with grain boundaries play a predominant 
role in the HE mechanisms [McMahon Jr 2001]. But the understanding of these interactions is 
limited, due mainly to the structural complexity of these entities. Morever, some grain boundaries, 
depending on their misorientations, may contain intrinsic defects such as geometrical necessary 
dislocations or vacancies [Priester 2006] and as a result provide trap sites to hydrogen.  Trapping of 
hydrogen in grain boundaries is supported by experimental and numerical works [Aucouturier 1982, 
Yao 1991, Pedersen 2009, Oudriss 2012b].  Yao [Yao 1991] suggested that grain boundaries would 
have a retardation effect on the hydrogen transport, because of their trapping capacity. More recently, 
Oudriss et al. [Oudriss 2012b] have shown that the decrease in grain size induced a slowdown of the 
hydrogen diffusion and an increase in the concentrations of irreversibly and reversibly trapped 
hydrogen. They concluded that this slowdown of hydrogen diffusivity was associated to an increase of 
trapping sites density, provided by a category of grain boundaries with low misorientations. In this 
study, trap binding energies associated mainly to geometrically necessary dislocations stored in the 
GBs were estimated between 0.3 and 0.63 eV.  
On the other hand, grain boundaries are believed to provide high diffusion paths for hydrogen, 
more particularly those with high misorientations. A number of experimental works have pointed out 
the acceleration of diffusion in grain boundaries [Harris 1991, Arantes 1993, Doyle 1995, Brass 
1996, Oudriss 2012b]. This dual effect of grain boundaries may explain controversial interpretations 
and conclusions found in the literature about the grain boundary influence on hydrogen diffusion.  
In summary, hydrogen diffusion is strongly influenced by hydrogen-defects interactions which 
may explain inconsistencies in experimentally measured data. Among all the defects, grain boundaries 
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have a crucial impact on macroscopic diffusivities, particularly because of their structure complexity 
and their preponderant volume fraction for nanocrystalline materials [Palumbo 1990b, Marte 1997]. 
In the next section, we present an introduction to fundamentals on grain boundaries and to grain 
boundary diffusion. 
 
II. Fundamentals on grain boundaries and intergranular 
diffusion 
 
In a polycrystalline material, the interfaces between two grains with the same structure and 
composition, but with different crystallographic orientation, are called grain boundaries. It is largely 
agreed that these entities impact material’s properties.  Studies on grain boundaries are difficult due to 
the large variability in their structure but also of their very fine scale which hamper the direct 
observation of their properties. However, the dependence of grain boundary properties on their 
structure has been highlighted in several works, in the past. This motivated the development of 
different theory and classifications of grain boundaries. 
1. Grain boundary structure 
 
Grain boundary geometry is defined at least by five macroscopic independent parameters (degrees 
of freedom, DOFs) [Lange 1967, Wolf 1989, Sutton 1995, Priester 2006]. Three parameters are 
needed to specify the orientation of one grain with respect to the other and two others to specify the 
boundary plane. Considering the configuration presented in the Fig. 11, the five degrees of freedom 
can be detailed as:  
-  the rotation angle  between the two grains A and B (1 DOF) 
-  the rotation axis o between the two lattices (2 DOFs) 
-  the  normal n to the grain boundary plane (2 DOFs) 
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Fig. 11 - Geometric variables that define a grain-boundary 
 
It is difficult to take into account all the five parameters when modeling material properties as a 
function of grain boundary character. Therefore, grain boundaries are classified in different categories. 
The most generally used is based on the relationship between the rotation axis o, and the grain 
boundary normal n. A grain boundary is denoted twist boundary if the rotation axis o is perpendicular 
to the boundary plane (Fig. 12a) or tilt boundary if the rotation axis o lies in the boundary plane (Fig. 
12b).  In the latter case, if the boundary plane represents the plane of the mirror symmetry of the 
crystal lattices of two grains, it is called symmetrical; otherwise it is asymmetrical. 
 
 
Fig. 12 - Representation of twist (a) and tilt (b) grain boundaries 
 
However, most of the boundaries are a mixed of the two types. In that case, it is suitable to 
decompose the rotation into two successive rotations in order to find the tilt and twist components of 
the mixed relationship [Sutton 1995]. In addition to the classification described above, grain 
boundaries can be grouped into two categories depending on the misorientation angle between the 
adjoining grains:   
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- Low-angle boundaries (LAGBs) with misorientations smaller than about 15 degrees. 
- High-angle boundaries (HAGBs) with misorientations larger than 15 degrees. 
 
1.1.  Low-angle boundaries 
 
In the case of Low-angle boundaries, the misorientation is generally accommodated by an array of 
dislocations [Sutton 1995, Priester 2006]. Tilt boundaries consist of edge dislocations and the 
simplest case is a low-angle symmetric tilt grain boundary, illustrated in Fig. 13a. An example of 
LAGB where one can see a set of edge dislocations is as well presented in Fig. 13b. The spacing d of 
the dislocations is related to the angle  and the size of the Burgers vector b, by the expression [Read 
1950]: 
 
2sin( )
2
b b
d
 
    (II.19) 
 
(a)        (b)  
 
Fig. 13 - (a) Structure of a low-angle boundary after Burgers [Burgers 1940]. (b) Example of LAGB produced by atomistic 
simulations: a symmetrical [𝟏 𝟏 ̅𝟐] tilt GB in Al with a tilt angle of 9.34°[Cheng 2009]. 
 
Generally, there is a limit beyond which the grain boundary structure cannot be described by the 
dislocation model. This limit is conventionally assumed to be between 13° and 15° [Brandon 1966]. 
However, this transitional angle is not clearly defined and recent studies on aluminum [Winning 
2005], based on the mobility energy differences of LAGB and HAGB, reported a range between 8.6° 
and 14.4° (Fig. 14). The authors observed particularly that the transition depends on the rotation axis 
of the grain boundary and on the grain boundary plane.  
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Fig. 14 - Activation enthalpy vs. misorientation angle for the motion of all investigated planar, symmetric (a) <1 0 0> (0 1 0)-
tilt grain boundaries and (b) <1 0 0> (0 1 1)-tilt grain boundaries  [Winning 2005]. 
 For misorientations above this limit, the dislocation spacing is so small that the dislocation 
cores overlap. It should be noted that LAGBs are characterized by a good fit of atoms in both lattices, 
except for dislocations cores, and by consequence, a little free volume.  
 
1.2. High-angle boundaries 
 
In contrast to the LAGBs, there is a large variety of boundaries in HAGBs. Thus, different 
classifications inside this group have been proposed. The most commonly used method is based on the 
theory of coincidence site lattice (CSL). 
 
 Coincidence-Site Lattice Model 
The coincidence-site lattice model was first proposed by Kronberg and Wilson in 1949 [Kronberg 
1949]. In this model, the grain boundaries are classified in function of their  value. This parameter  
is defined as the inversed density of coincident sites of the two grains. In other words, considering an 
elementary cell, the value of  can be expressed as: 
 
Number of coincidence site in an elementary cell
Total number of all lattice site in an elementary cell
 =  
 
Two examples of CSL relationship are illustrated in Fig. 15. One can observe a site out of three is 
common between the two lattices for the 3 (Fig. 15a), while it is a site out of five for the 5 (Fig. 
15b).    
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Fig. 15 - (a) The 3 boundary (twin boundary) is a 60° rotation about the [111] direction. (b) The  boundary is a 36.9° 
rotation about the [100] direction [Instruments]. 
 
 In reality, it is rare to find boundary with exact CSL relationship. Therefore, there is a maximum 
deviation to accept the boundary as belonging to the CSL of type[Grimmer 1974]. This maximum 
deviation x is given by: 
 w
x t     (II.20) 
where θt≈15° corresponds to the limit of low angle grain boundaries (for =1) and the exponent w 
varies from 0.5 to 1[Brandon 1966, Déchamps 1987, Palumbo 1990a].  
The boundaries with a low value of ) are called CSL or special boundaries. In fact, those 
boundaries, which present a high density of coincident sites lattice, exhibit improved properties. 
Boundaries with a high value of  are named general (or random) boundaries. This 
classification is generally used in the field of engineering grain boundary (GBE). But the relationship 
between the crystallographic characteristics and the boundary properties is not still well established 
[Priester 2006]. The different classifications are summarized in Fig. 16. 
 
(a) (b)
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Fig. 16 - Classification of grain boundaries. 
 
1.3. Intersections of grain boundaries: Triple junctions 
 
In a polycrystal, three grains can meet at a line, called triple junction or triple line. This one-
dimensional defect is poorly studied despite its importance in many material properties [Priester 
2006]. 
The geometrical description of triple junctions is much complex than that of grain boundary. In 
general, it requires eleven independent macroscopic parameters [Priester 2006].  However, due to 
geometrical and energetical considerations, the product of the three grain boundary misorientations 
matrices is equal to identity matrix, when expressed in the same reference [Priester 2006]. This results 
in a combination rule which applies at the triple junction between the three CSL- boundaries 
[Miyazawa 1996]: 
 
 2
1 2 3d      (II.21) 
where 1, 2 and 3 are the CSL-types of boundaries 1, 2 and 3, respectively. d is a common divisor of 
1 and 2. 
Triple junctions are often classified into “random” or special depending on the type boundaries that 
form it [Schuh 2003b].  
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2. Grain boundary diffusion 
 
2.1.  Analytical models of grain boundary diffusion 
 
Most of theoretical models describing grain boundary contribution to diffusion are derived from 
the Fisher model [Fisher 1951]. In this model, the grain boundary is considered as a semi-infinite 
isotropic slab of high diffusivity. 
 
 
Fig. 17 - Fisher’s model of an isolated grain boundary.  
 
As illustrated in Fig. 17, the grain boundary is perpendicular to a reference surface and is embedded in 
a low-diffusivity isotropic crystal.  The grain boundary is described by two parameters: its thickness 
2a and diffusivity Dgb. The latter is generally much larger than the lattice diffusion D (D≪Dgb). Atoms 
can diffuses along the GB but can also leave it and continue their diffusion in the grains.  To describe 
mathematically the diffusion, the Fick’s second law is applied to diffusion inside the grains (Eq. 22) 
and inside the grain boundary slab (Eq. 23): 
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C and Cgb are the concentrations in the grains and the grain-boundary, respectively. For the Eq. 23, the 
term in the right side comprises two causes of variation in the concentration of the diffusing element: 
the first part represents the flux divergence in the direction of the boundary and the second describes 
the interaction between the boundary and the grains. In this model, a uniform concentration in the 
normal direction to the boundary is assumed. Eq. 23 is valid only if the thickness of the boundary is 
very small (2a  ~ 0.5 nm) and the frequency of jumps of atoms in the x direction is high [Martin 
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1975]. It also assumed the continuity of the concentrations and the diffusion fluxes across the 
interfaces between grain-boundaries and grains. With these assumptions, Fisher has calculated an 
approximate analytical expression of the concentration C: 
 0 1/4 1/2
1
( , , ) exp( ) ( )
2
C C erfc
 
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 
    (II.24) 
where C0 is the initial concentration on the free surface (y=0), which is assumed constant, and ,  and 
 are respectively defined by : 
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This solution only works for sufficiently large values of  (>102). Thus, a sufficiently low 
temperature is assumed (D ≪ Dgb).  
A more accurate solution of the Fisher model has been formulated by Whipple, keeping the 
same assumptions [Whipple 1954]. This allows wider possibilities in the range of the considered 
temperatures. The exact analytical solution of the concentration, proposed by Whipple is in the form 
of an integral and it is not practical to determine the data on the grain boundary diffusion. Some 
simplifications of the exact solutions are possible for a more convenient expression for experimental 
measurements [Levine 1960, Le Claire 1963, Kaur 1995]. The exact solution of Suzuoka [Suzuoka 
1961] is quite close to that of Whipple. The only difference is the grain boundary behavior at the 
initial time (t=0). It is assumed that a finite amount of diffusing element is deposited on the surface at 
y = 0, so that the initial concentration C0 does not remain constant over the time. 
The applicability of these various analytical solutions to describe experiments depends mainly 
on the experimental conditions, such as the temperature and the initial conditions. One should refer to 
[Martin 1975, Kaur 1995] for a detailed critical review on their applicability and limitations. It is 
particularly useful to know the kinetic regime of the studied problem to choose the correct analytical 
model. Harrison [Harrison 1961] was the first to classify the different types of diffusion behavior 
along grain boundaries.  
 
2.2. Harrison kinetics  
In a polycristal, the grain boundary diffusion and the lattice diffusion can rarely be dissociated. 
The leakage of diffusant elements through the interfaces grains/grain boundaries depends mainly on 
the relative magnitudes of the lattice diffusion coefficient D and the grain boundary diffusion 
coefficient Dgb and thus on the experimental conditions such as the annealing temperature and the 
annealing time [Kaur 1995, Mehrer 2007]. Therefore, different kinetics of diffusion can be observed 
depending on the experimental conditions, which will determine the shape of the diffusion profile. 
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Harrison [Harrison 1961] classified the various possible types of diffusion behavior for polycrystals. 
He defined three diffusion regimes referred to as types A, B and C (Fig. 18).  
 
Fig. 18 - Schematic illustration of the types A, B, and C diffusion regimes in a polycrystal after Harrison [Harrison 1961], d 
is the spacing between GBs, δ is the grain boundary width, and t is the diffusion time.  
 
 Type A 
In the A regime, the diffusion occurs in the grains and along grain boundaries at the same time. This 
regime is characterized by a lattice diffusion length (Dt)
1/2
 larger than the spacing d between the GBs 
so that the diffusion from adjacent GBs into crystal overlaps. This is the case for nanocrystalline 
materials, high temperatures, or/and very long diffusion anneals. On the macroscopic scale, the system 
can be approximated by a homogenized equivalent system with an effective diffusion coefficient Deff. 
The latter can be determined by the Hart’s formula: 
 (1 )        with    eff gb gb gb gbD f D f D f q d      (II.25) 
With fgb the volume fraction of GBs in the polycrystal and q a numerical factor depending on the grain 
shape (q=1 for parallel GBs). 
 Type B 
In the kinetic regime B, the GB diffusion is accompanied also by the lattice diffusion. But, in contrast 
to the regime A, atoms diffuses faster along the GBs than inside the grains and the diffusion from 
adjacent GBs into the crystal do not overlap. The regime B is the most appropriate to the experimental 
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diffusion measurements because it happens for a wide range of annealing temperatures, in comparison 
to the  A and C regimes. 
 Type C 
In the C kinetic regime, the diffusion takes place only along GBs and the lattice diffusion is assumed 
to be insignificant. This corresponds to a situation where the lattice diffusion length is much smaller 
than the GB thickness (). This is the case for extreme conditions such as low annealing temperatures 
or/ and very short anneal times. 
Even though others classifications were proposed in the following years, Harrison’s classification 
of diffusion kinetics is still widely used for polycrystalline materials [Kaur 1995].  
In the mathematical models of diffusion, described above, the diffusant concentration is assumed 
continuous at the interfaces between GB and the grains. In other words, it is stated that at the interface: 
 
b gc c   (II.26) 
where cb is the concentration in the boundary and cg the concentration in the grain adjacent to the 
boundary. However, this condition is not valid in the case of heterodiffusion [Kaur 1995], because of 
the intergranular segregation. 
2.3. Effects of GB segregation on GB diffusivity 
Grain-boundary segregation can be defined as the local solute enrichment in the GB following a 
redistribution of this solute between bulk and GB [Priester 2006]. In general, the segregation 
phenomenon can be explained by the presence of attractive sites for the atoms within the GBs, due to 
their environment that differs from the lattice. Grain-boundary segregation is known to affect grain-
boundary properties and can contribute to the hydrogen embrittlement.  
The importance of considering the effects of GB segregation in mathematical diffusion models 
was first highlighted by Bokshtein [Bokshtein 1958] and then confirmed by Gibbs [Gibbs 1966]. 
According to Gibbs, the presence of equilibrium solute segregation was taken into account by 
replacing the GB width  by s with s the segregation factor defined by:  
/b gs c c   (II.27) 
where cb is the concentration in the boundary and cg the concentration in the grain adjacent to the 
boundary. This equation is based on two main assumptions [Mishin 1999]: 
 A local thermodynamic equilibrium is assumed between the solute atoms in the GB and the 
atoms in lattice adjacent to the boundary. 
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 The GB segregation follows a Henry-type isotherm. That means 𝑐𝑏 = 𝑠 × 𝑐𝑔, s being a 
function of the temperature only. 
This factor s is generally determined from the values of the product sD measured from sectioning 
experiments in B-regime and C-regime. As the GB diffusion, the solute segregation follows an 
Arrhenius relation, increasing when the temperature decreases [Mehrer 2007]: 
 
0 exp( )seg Bs s H k T    (II.28) 
where Hseg is the segregation enthalpy. s0 is a pre-exponential factor related to segregation entropy.  
If it is widely accepted that the solute segregation affects the GB diffusion rate, the correlations 
between the kinetics of segregation and the effective diffusivity are not still well understood.  
According to Sutton and Balluffi [Sutton 1995], the effects of GB segregation on diffusivity depends 
on the GB atomic sites that are altered by the segregation phenomenon.  If a strong segregation occurs 
on the boundary sites that are responsible for fast diffusion, this can lead to a “blockage” of the GB 
diffusion. As a result, the GB diffusion can slow down. However, this retarding effect of GB 
segregation depends on the solute concentrations, as pointed out By Mütschele and Kirchheim 
[Mütschele 1987]. According to their study, a retarding effect of GB segregation on GB diffusivity 
was observed at low concentrations of H while the opposite effect was detected for high H 
concentrations. It should be noted also that the energy of segregation can be different for different sites 
in the GB and the values obtained from experiments are averaged quantities [Kirchheim 1993]. Thus, 
the effect of GB segregation on the rate of GB diffusion depends on many parameters such as the 
solute concentrations or the GB structure. Furthermore, the segregation phenomenon is anisotropic as 
the GB diffusion, which complicates more the situation. 
 
2.4. Anisotropy and orientation dependence of GB diffusion 
The anisotropy of GB diffusion was first investigated by Hoffman [Hoffman 1956], by analyzing 
self-diffusion along [001] tilt GBs in Ag.  According to this study, low misoriented boundaries exhibit 
strong anisotropy, with diffusion along boundaries being a factor of 15 faster than diffusion across 
them.  This anisotropy has been explained by the presence of dislocations in small angle boundaries. 
However, diffusion in high angle boundaries was found also to be anisotropic but with a lower degree.  
These results suggest that even high angle boundaries have some kind of structure and thus rejecting 
the idea of amorphous boundaries. Sommer et al. [Sommer 1989] have found similar results by 
measuring self-diffusion in Ag bi-crystal with a [001] symmetrical tilt GB. As shown in Fig. 19, the 
diffusion in the direction parallel to the tilt axis is faster than that in the direction perpendicular to it. 
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This study confirmed also the GB orientation dependence of GB diffusion, as shown first by 
Hoffmann.  
 
 
Fig. 19 - Orientation dependence of self-diffusion in [001] symmetrical tilt grain boundaries in silver at T = 771K [Sommer 
1989]. 
 
The anisotropy and the orientation dependence of GB diffusion are both related to the GB 
structure and the atomic mechanisms of GB diffusion. Experimental investigations on well 
characterized bi-crystals have been generally conducted to understand the structure dependence of GB 
diffusion [Budke 1996, Surholt 1998, Klugkist 2001]. However, it is difficult to determine 
experimentally the implicated GB diffusion mechanisms at the atomic scale. With the exponential 
growth of computer power, atomistic computer simulations can be an alternative to gain such 
information.  
 
2.5. Atomistic computer simulations of GB diffusion 
Atomistic methods such as Molecular Dynamics (MD) or Kinetic Monte Carlo have been used for 
both understanding the diffusion mechanisms in GB and calculating diffusion coefficients within the 
GB [Ma 1993, Sørensen 2000, Suzuki 2003, Pedersen 2009, Liu 2011]. In these methods, semi-
empirical interatomic potentials based on embedded-atom method (EAM) are implemented to model 
atomic interactions [Daw 1993]. With the development of these potentials and the fast increasing of 
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computers power, it has become possible to perform MD or Monte Carlo simulations for systems 
containing up to millions of atoms [Mishin 2005].  
The atomistic modeling of GB diffusion has provided insights on the mechanisms of GB diffusion. 
It has been reported that GB diffusion can be dominated by either vacancy or interstitial-related 
mechanisms depending on the GB structure [Sørensen 2000, Suzuki 2003]. According to Suzuki 
[Suzuki 2003], the anisotropy of GB diffusion depends on the GB structure and the diffusion in the 
direction parallel to the tilt axis can be faster or slower than in the direction perpendicular to it. This is 
contrary to experimental findings that have suggested that diffusion in the direction parallel to the tilt 
axis should always be faster.  
More recently, Pedersen [Pedersen 2009] investigated the effect of the grain-boundary structure 
on the hydrogen diffusion mechanism and the hydrogen diffusion rate in aluminum, using KMC 
method. It was found that the hydrogen diffusion is slightly increased in the twist boundary parallel to 
the diffusion, due mainly to the configuration. It was observed that twist+tilt boundaries reduce the 
hydrogen diffusion, because of the trapping effects. However, in this study, the diffusion of only one 
H atom was considered. Correlations can be expected when the diffusion involves more than one H 
atom.    
Till now we described individual properties of grain-boundary. However, a polycrystal comprises 
a heterogeneous ensemble of GBs with different structures and properties. Thus the experimental 
diffusion measurements on polycrystalline materials are affected by the whole ensemble of GBs and it 
is therefore more complex to understand the real contribution of grain boundaries to the effective 
diffusivity in the materials.  
 
3. The effects of grain boundaries on the hydrogen effective 
diffusivity in polycrystalline materials 
The contribution of grain boundaries to the effective diffusivity of hydrogen in polycrystalline 
materials is still a controversial subject. The acceleration of hydrogen diffusion along grain boundaries 
has been reported in several studies [Tsuru 1982, Harris 1991, Palumbo 1991a, Brass 1996, 
Oudriss 2012b].  Tsuru and Latinsson used SIMS analysis of hydrogen at GBs on the exit side of a 
nickel specimen cathodically pre-charged. They observed an increase of hydrogen concentrations at 
GBs and interpreted it as enhanced GB diffusion. The concentration profile is depicted in the Fig. 20a. 
This increased concentration could also be interpreted as trapping effects [Oudriss 2012a]. Ladna and 
Birnbaum [Ladna 1987a] used the same technic to investigate the effect of the grain boundary 
structure on the H distribution in Ni bicrystals and have shown the dependence of H diffusion on the 
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nature of grain boundaries They observed enhanced diffusion only along high energy (9) but not 
along low energy symmetric tilt boundaries.  
 
Fig. 20 - (a) Hydrogen concentration profile on the exit surface of a nickel, measured by SIMS, (b) Optical micrograph of the 
scanned surface.  
Nevertheless, Yao et al. have also challenged the occurrence of fast diffusivity along grain 
boundaries [Yao 1991]. According to experimental works conducted on polycrystalline Nickel, they 
have concluded that GBs are not high diffusivity paths for hydrogen in nickel. In this study, it is even 
suggested that GBs can slow down the hydrogen transport, due to their trapping effects. These 
opposite behaviors can be interpreted in terms of the dependence of the GB diffusion on the structure 
of the boundary. The opposite contributions of GBs to the effective diffusivity could be also explained 
by the concentration dependence of the diffusion coefficient [Mütschele 1987]. The reduction in 
diffusivity observed by Yao [Yao 1991] could be due to the low hydrogen contents, whereas the 
increase in diffusivity noticed in the works of Harris [Harris 1991] could be explained by the high 
contents. 
In order to correlate GB diffusion character and the boundary nature, Oudriss et al. [Oudriss 
2012b] have conducted experiment investigations performed on polycrystalline nickel, with a large 
number of membranes with different grain size. In this study, it has been shown that general (or 
random) boundaries with high value of  are high diffusivity paths. This high diffusivity along 
general boundaries is associated with their structural arrangement which gives them an excess of free 
volume. In other side, it has been suggested also that some LAGBs and special boundaries with low 
coincidence can contribute to the hydrogen diffusion enhancement, depending on their configuration 
and energy [Ladna 1987a, Pedersen 2009, Liu 2011].  
In summary, grain boundaries present a wide spectrum of local diffusivities due mainly to the 
large variety of their structure. This can explain the controversial interpretations of the GB 
contribution to the hydrogen effective diffusivity.  However, it is very difficult to consider all the local 
diffusivities of microstructural elements when determining the macroscopic diffusivity of 
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heterogeneous materials. One solution is the bridging between local microstructure properties and the 
macroscopic behavior of heterogeneous materials, using multiscale methods. For problems in which 
scales are separated, multi-scale transitions are conducted using homogenization schemes. In the next 
section, we review the most used homogenization technics, in the framework of diffusion in 
polycrystalline microstructures.  
 
III.  Homogenization technics  
 
1. Effective coefficient bounds 
Homogenization methods aim to model the heterogeneous medium by an equivalent continuous 
medium, which is simpler and gives a good description at the macroscopic scale (Fig. 21). These 
methods are also tools for scale transition.  
 
 
 
Fig. 21 - Illustration of the homogenization principle. 
It is generally impossible to predict the exact analytical solutions of the effective properties for random 
media of an arbitrary microstructure. However, there are models of homogenization using a theoretical 
powerful tool, to bound the effective properties. These methods are derived using variational 
principles, which are based on minimizing the power dissipation in the system [Torquato 2002, 
Auriault 2009]. There are some cases with specific geometric arrangement among the phases, where 
the effective diffusivities can be determined.  
 
1.1.  1st orders bounds 
It can be shown (see appendix A), by applying the Hill principle [Hill 1965], the theorem of minimum 
potential energy and considering the diffusion tensor Deff homogenous and isotropic, that the effective 
diffusivity is bounded from above by the arithmetic mean of the phase diffusivities and from below by 
the harmonic of the phase diffusivities [Auriault 2009]: 
Homogenization process
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1
1
effD D
D

    (II.29) 
These bounds are referred to as one-point bounds or 1
st
 order bounds because they depend solely on 
the volume fraction. They are termed generally as Voigt-Reuss bounds in the elasticity fields and 
Wiener bounds in the conductivity fields. For a binary composite with homogenous components of 
respectively volume fractions p1 and p2, the expression of the bounds is: 
 1 2
1 1 2 2
2 1 1 2
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D D
D p D p D
p D p D
  

  (II.30) 
 
 Upper bound: Voigt bound 
The Voigt bound [Voigt 1887] is reached, when the diffusion is parallel to the direction of the layers, 
as represented in Fig. 22. 
 
1 1 2 2effD p D p D    (II.31) 
 
 
Fig. 22 - Voigt model for two phases. 
 
 Lower bound: Reuss bound 
The Reuss bound [Reuss 1929] is realized, when the diffusion is perpendicular to the direction of the 
layers, as represented in Fig. 23: 
 1 2
2 1 1 2
eff
D D
D
p D p D


  (II.32) 
 
Chapter 2 – Literature Review 
42 
 
 
Fig. 23 - Reuss model for two phases. 
 
1.2.  2and order bounds: Hashin - Shtrikman bounds 
The Voigt-Reuss bounds, described above, are generally far apart from each other and their 
efficiency is limited in the case of laminate microstructures.  Later, Hashin and Shtrickman [Hashin 
1963] derived tighter bounds on the effective conductivity of two phase isotropic three-dimensional 
composites using variational principles. In analogy, the effective diffusivity Deff for two-phase 
isotropic composite media in which D2≥D1, is bounded by upper and lower HS bounds: 
 
HS HS
effD D D
     (II.33) 
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These bounds explicitly require only the volume fractions, but are actually two-point bounds because 
they involve information about the microstructure [Torquato 2002]. The Hashin –Shtrikman bounds 
are reached when the type of geometry is composed of spheres embedded in a matrix, as illustrated in 
Fig. 24. By equivalence, grains can be represented by spheres and grain boundaries the matrix phase.  
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Fig. 24 - Hashin-Shtrikman model. 
 
More rigorous bounds that incorporate nontrivial information about the microstructure have been 
developed in order to make the bounds narrower. A detailed description of all methods and their 
limitations is provided in the book of Torquato [Torquato 2002]. These bounds become progressively 
narrower as more microstructural information is included. However, terms on the microstructure are 
rather difficult to calculate. Therefore, an alternative solution is the popular effective-medium 
approximations. 
 
2. Effective Medium theory 
The Effective medium theory (EMT) is another class of analytical method for estimating the 
effective properties of heterogeneous materials. These approximations involve only simple 
microstructural information, such as volume fractions and inclusions shape. Here, two essential types 
of EMT (Maxwell’s approximations and self-consistent methods) are described, in the framework of 
mass transport. Both methods require the resolution of the problem for a single inclusion embedded in 
an infinite matrix [Torquato 2002]. As an example, let us consider a spherical inclusion  of radius R, 
with a diffusion coefficient D. As illustrated in Fig. 25, the inclusion is placed in an infinite matrix of 
volume V and diffusivity Deff. A concentration gradient G0 is applied to the whole. A spherical 
coordinates system is considered, with r the radial position vector and the center of the inclusion as 
origin. 
 
D2
D1
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Fig. 25: Problem of single inclusion  in an infinite matrix 
 
It can be shown (Appendix B) that the induced perturbation C in the concentration field, outside the 
inclusion, is given by: 
 0( ) ( )
( 1)
deff
eff
D D R
C r C r
D d D r


  
    
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  (II.36) 
Where C0(r) is the concentration far from the inclusion (r→ ∞), d the dimensionality.  
 
2.1.  Maxwell approximations 
To describe this approach, we consider a large sphere of radius R0 composed of N smaller spheres 
of radius R and diffusivity D2, as shown in Fig. 26a. The volume fraction of small spheres p, relative 
to the composite sphere, is sufficiently small, so that the interactions between them can be neglected.  
The composite sphere is placed in an infinite medium of the matrix material with a diffusivity D1 and a 
uniform concentration gradient ∇C. The total induced perturbations in the matrix material are given 
by: 
 1 0
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  (II.37) 
with r the distance from the composite sphere.  
If now we suppose the composite sphere as an effective single inclusion in the material matrix (Fig. 
26b) and we neglect the microstructural details, the induced perturbation is given by: 
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D D R
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  
    
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  (II.38) 
Thus, we can deduce, by equivalence between Eq. 37 and Eq. 38, the Maxwell-Garnett’s 
approximation for biphasic material: 
 
R 
D 
Deff 
G G 

Chapter 2 – Literature Review 
45 
 
 1 2 1
1 2 1( 1) ( 1)
eff
eff
D D D D
p
D d D D d D
 

   
  (II.39) 
To summarize, this model suppose that the inclusionary phase acts as a single effective inclusion in a 
matrix. This method requires the existence of a matrix phase. There is no requirement of size 
distribution of the spherical inclusions. 
 It can be generalized to multiphase system, with M-1 different inclusions: 
 11
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Fig. 26 - Illustration of Maxwell principle. (a) The inclusion is a large sphere of radius R0 composed of N smaller spheres of 
radius R and diffusivity D2. (b) The large composite sphere is considered as a single effective inclusion of radius R0 in a 
matrix. 
 
2.2.  Self-consistent Approximations 
To describe the self-consistent method, we consider a macroscopically isotropic composite aggregate 
composed of M different types of spherical inclusions with volume fractions p1 and p2, and 
diffusivities D1 and D2. The system is illustrated in Fig. 27. The idea is that each inclusion (1 or 2) sees 
the rest of the material as a homogenous medium (matrix) whose effective diffusivity Deff is the 
unknown to be calculated.  
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Fig. 27 - Illustration of the self-consistent principle. 
 
The average perturbation induced by the inclusions is the superposition of the perturbation induced by 
individual particles: 
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  (II.41) 
Another requirement of the self-consistent method is that the average perturbation induced by all 
particles vanishes: 
 ( ) 0C r    (II.42) 
Thus, we can deduce the Self-consistent equation for a two components composite: 
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  (II.43) 
By contrast to the Maxwell-Garnet method, this is an implicit method, i.e., it requires solving an 
implicit equation for the effective diffusivity. It is symmetric (it is invariant to simultaneous 
interchanges of properties and fractions), while the previous method is asymmetric.  
This equation can be generalized to multicomponent composites, containing M different phases: 
 0
( 1)
effM
i
i eff
i i
D D
p
D d D


 
   (II.44) 
The different bounds of the models, described above, are compared in Fig. 28. A binary composite, 
with diffusivities D2 and D1 (D2>D1) is considered, with p1 the volume fraction of the phase 1. For the 
low contrast of diffusivities, the different bounds are closer and can give useful information on the 
effective diffusivity. Hashin-Shtrickman bounds are restrictive and tighter than the Voigt/Reuss 
bounds in all cases. We notice that the self-consistent prediction is located inside the bounds. For the 
high contrast diffusivities, the different bounds are distant and thus their utility is limited in that case.   
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Fig. 28 - Effective diffusivity bounds for two different cases: (a) low and (b) high phase diffusivity ratio. 
 
In summary, the applicability and the efficiency of the classical homogenization technics 
depend mainly on the type of geometry considered and also the contrast of different phase properties. 
These models are practical but for complex microstructures their predictions are not efficient. 
However, in the framework of the effective medium theory, more sophisticated approximations that 
incorporate microstructural details can be established [Torquato 2002]. But their use is not practical 
because of their complex analytical expressions that are almost impossible to compute [Torquato 
2002]. An alternative idea proposed by Chen [Chen 2008] is to improve the classical effective 
medium approximations by including concise information about the topology of the heterogeneous 
microstructures. For that, grain-boundary networks characterization is a key point to achieve more 
realistic description of the macroscopic effective diffusivity. In the next section, we present a review 
on the GB network characterizations and the most applied tools.  
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IV. Grain-boundary networks and effective properties 
 
Beyond the role played by individual boundary, it is important to analyze the grain boundary 
network effect on the effective diffusivities of polycrystalline materials. Many studies have shown that 
the grain boundary characters distribution strongly influence the mechanical and functional properties 
of polycrystalline materials [Watanabe 1984, Wells 1989, Lehockey 1997, Watanabe 1999, 
Yamaura 2003, Tsurekawa 2006]. In the early 1980s, Watanabe [Watanabe 1984] proposed the 
concept of the grain boundary engineering (GBE) for the development of high performance 
polycrystalline materials. In the framework of this concept, Watanabe has introduced statistical 
factors, such as the grain boundary character distribution (GBCD) and the grain boundary 
connectivity, as criterions for classifying microstructures. Since then, the control of GBCD, by 
increasing the population of special boundaries, using thermomechanical process, has been used in 
order to improve mechanical and functional properties of polycrystalline materials [Lehockey 1997, 
Tsurekawa 2000, Shimada 2002, Kobayashi 2005]. However, it was pointed out that the 
connectivity of grain boundaries can be a key factor, such as GBCD, in order to fully understand and 
control the grain boundary related phenomenon [Watanabe 1994]. Several studies have been devoted 
to the characterization of the grain-boundary connectivity in polycrystals, using different parameters, 
such as percolation metrics, triple junction types or twin clusters [Wells 1989, Palumbo 1991b, 
Romero 1996, Minich 2002, Frary 2004].  In this section, we first introduce the percolation theory 
which has been used to evaluate quantitatively the grain boundary characters distribution. Then we 
review the grain boundary connectivity characterization. 
 
1. Basic concept of the percolation theory 
1.1.  Definition of the percolation theory 
Percolation is the study of the macroscopic connectivity of discrete objects randomly connected to 
each other [Broadbent 1957]. It is applied in different domains like phase transitions (physics), forest 
fires, epidemics, fracture etc... To introduce the concept, the example in two dimensions, in Fig. 29, is 
used. Some cells of the grid are populated by dots. Some of these fall into neighboring cells. A cluster 
is a set of sites connected by a nearest-neighbor relationship. If occupied neighboring cells are 
connected (vertical or horizontal links) they form clusters (red, green). These clusters have different 
sizes. This example is called site percolation. 
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Fig. 29 - Illustration of the formation of clusters in a square lattice. 
 
There are two types of percolation based on the nature of the sites. When the sites are bonds or lines, 
as shown in the Fig. 30a and Fig. 30b, it is called bond percolation. Each bond has a probability p to 
be “closed” or “opened”, “resistant” or “susceptible”. The terms depend on the field of enquiry.  
 
Fig. 30 - Illustration of discrete lattice percolation on a hexagonal lattice. (a) and (b) show a bond percolation connectivity 
(occupied bond are in black lines) below and above percolation threshold Pc, respectively. (c) and (d) illustrate a site 
percolation connectivity (occupied sites are in black) below and above percolation threshold Pc, respectively. 
 
1.2.  Percolation threshold Pc 
There is a critical concentration Pc (of occupied sites or opened bond) above which a cluster exists that 
spans the domain. This critical concentration or fraction is referred to as the geometric percolation 
threshold. As illustrated in Fig. 30, when p is low (lower than Pc), there are only some disconnected 
small clusters and when p is sufficiently high (p>Pc), a large tortuous cluster which connects opposite 
sides, emerges. It is called a percolating cluster. Again, the percolation threshold corresponds to the 
fraction p=PC at which the percolating cluster appears for the first time. This threshold is directly 
linked to the system connectivity and its numerical value depends on many parameters such as the 
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correlation type (bond or site) or the lattice type for a given dimensionality. The numerical values of 
the percolation threshold are determined for an infinitely large system with random occupations and 
they are only approximations, except for few two-dimensional lattices (Table I). For a hexagonal 2D 
lattice, the percolation threshold Pc=0.6527 for bond percolation and Pc=0.6962 for site percolation 
[Stauffer 1994]. The percolation threshold for site percolation is always larger than for bond 
percolation.  
Table I : Numerical values for percolation threshold 
Lattice Bond percolation Site percolation 
Honeycomb 2sin(/18)* (~= 0.65271) 0.69620 
Square 1/2 * 0.59275 
Triangular 1-2sin(/18)* (~= 0.34729) 1/2 * 
* Exact results 
For finite size system, such as ones simulated on computer, the determined numerical value of the 
percolation threshold is not the exact value. This difference is due to the finite size effect.  In order to 
rid from this effect and get the universality of the results at the critical fraction, one must increase the 
size of the system. As shown in the experimental works of Clerc [Clerc 1983] on electrical 
percolation, when the system size is not sufficiently large, there is not one definite percolation 
threshold but instead several values at which a percolating cluster can be obtained. In Fig. 31 is shown 
the conduction probability Fn(p) and the transition zone (the range of the possible values of percolation 
threshold) as a function of the network size N. As the system size is increased towards infinity, the 
width of the transition zone decreases to zero and the calculated value approaches the theoretical 
threshold PC. 
 
Fig. 31 - (a) Conduction probability as a function of the network size. (b) Transition zone and the network size [Clerc 1983]. 
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1.3.  Percolation quantities and scaling laws 
In addition to the percolation threshold, several other quantities were defined in order to characterize 
the topological properties of the percolation networks [Stauffer 1994]. Two of the most important 
quantities are: 
- The percolation probability P(p).  This quantity is the probability that a given site belongs to 
the percolating cluster, with p the fraction of occupied bonds. 
- The correlation length (p). This is the typical radius of the connected clusters for p < Pc and 
the maximum size of the “holes” inside the percolating cluster for p>Pc.   
Like most of the percolation quantities, these two quantities obey scaling laws, around the percolation 
threshold Pc. This means that they are insensitive to the networks structure and its microscopic details. 
This insensitivity leads to scaling laws, near Pc: 
 ( ) ( )cP p p P
    (II.45) 
 ( ) ( )cp p P
     (II.46) 
The parameters  and , referred as to universal exponents, are independent of the microscopic details 
of the system and depend only on the dimensionality, for sufficiently large system [Sahimi 1994]. 
Table II : Values of universal exponents  and  for different dimensions 
Exponent d=2 d=3 
 5/36    0.41    
 4/3    0.88    
 
Percolation theory provides powerful tools to study the connectivity of a network, with a random 
distribution of properties. However, this is a probabilistic approach and its application on grain-
boundary networks is not automatic because of the possible correlations in polycrystalline materials 
[Priester 2006]. 
 
2. Characterization of grain-boundary network topology and 
connectivity 
A number of numerical and experimental studies have been devoted to the characterization of 
grain-boundary networks distribution and connectivity of polycrystalline materials, using different 
tools such as percolation metrics, triple junction types or homology metrics [Wells 1989, Romero 
1996, Kumar 2000, Minich 2002, Alexandreanu 2003, Schuh 2003a, Schuh 2003b, Frary 2004, 
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Rohrer 2010]. Wells et al. [Wells 1989] determined a percolation threshold of 77% for 3D grain 
boundary networks modeled by tetrakaidecahedrons, using random bond percolation. From 
experimental observations, the same authors have found that intergranular failure was possible when 
the proportion of sensitized (active) grain boundaries reached 23% for the 304 stainless steel. 
However, Schuh et al. [Schuh 2003b] have shown that the use of the percolation theory with the 
assumption of random distribution of GB characters was not appropriate. By considering 
crystallographic constraints on 2D and 3D grain boundary networks, they have found that the 
percolation threshold for resistant grain boundaries was much higher than in randomly assembled 
networks. They have calculated a percolation threshold of resistant boundaries above 50%, whereas in 
random percolation theory the predicted value is around 35% [Stauffer 1994].  Thereafter, they have 
also shown that the fraction of special boundaries is not a reliable predictor of the connectivity. 
Instead, they have found that the distribution of triple junctions was a more appropirate criterion for 
the classification of grain boundaries in the framework of the GBE. According to the nature of the 
grain boundaries which form a triple junction can be classified into four types: 0-CSL, 1-CSL, 2-CSL 
and 3-CSL [Fortier 1995, Fortier 1997]. The probabilities of formation of these four types of triple 
junctions, termed as to J0, J1, J2 and J3, respectively, are given by: 
 3
0 (1 )J f    (II.47) 
 2
1 3 (1 )J f f     (II.48) 
 2
2 3 (1 )J f f     (II.49) 
 3
3J f   (II.50) 
Schuch et al. proposed Monte Carlo model that relates the fraction of special boundaries (3n type) f 
and the proportion of different types of triple junctions [Schuh 2003b, Frary 2004]. In this model, a 
parameter A, termed as “constraint parameter”, is introduced. This parameter represents the ratio 
between the fraction of Σ3 grain boundaries fΣ3 and the total fraction of Σ grain boundaries (fΣ = fΣ3/A). 
In the Fig. 32, the analytical predictions of this model with different values of the correlation factor A 
and experimental data [Randle 1999, Kumar 2000, Schuh 2003a, Oudriss 2012b] are compared.  
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Fig. 32 - Probability J of presence of each triple junction type as a function of the special grain boundary fraction. [Oudriss 
2012a, Legrand 2013a] 
The experimental triple-junctions distributions are relatively well described, depending on the value of 
the parameter A. The latter, which is measure of twin-boundary prominence, depends on the 
processing history and the material properties. 
More recently, Wanner [Wanner 2010] introduced a new approach, by using homology 
metrics, to characterize GB networks connectivity in simulated networks. Rohrer et al. [Rohrer 2010] 
applied this method to characterize real materials and to evaluate the connectivity of boundaries in 
plan sections of cubic materials. In this study, the authors used two topology metrics, referred as to B0 
and B1. In two dimensions, B0 measures groups of GBs not connected to the rest of the networks and 
B1 measures continuous, closed paths of grain boundaries. As an example, three insets of disconnected 
GB cluster, which are counted in B0, are shown in Fig. 33. 
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Fig. 33 - Grain boundary map for the bimodal SrTiO3. The three insets show details that create disconnected pieces of the 
network and increase B0 above one. (1) A tangential boundary on the edge, (2) a boundary crossing a corner of the image, (3) 
an island grain [Rohrer 2010]. 
 
 
Fig. 34 - Grain-boundary maps for the Ni samples. (a) All of the 3n boundaries in the low 3 Ni, 01=3.1, (b) all of the non-
3n boundaries in the low 3 Ni, 01=0.12, (c) all of the 3
n boundaries in high 3 Ni, 01=0.53, (d) All of the non 3
n 
boundaries in high 3 Ni, 01=8.6. In (a) and (c) the 3 boundaries are colored red, the 9 boundaries are blue and the 27 
boundaries are green [Rohrer 2010]. 
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 By analyzing four different microstructures, they demonstrated that the ratio of B0 to B1, 
termed the inverse connectivity 01, can be an accurate metric parameter for the network connectivity. 
As an example, the comparison of two different Ni microstructures (reference and grain-boundary 
engineered) is shown in Fig. 34. In the reference sample, the network of 3 boundaries (Fig. 34a) is 
highly disconnected, that is reflected in a value of the inverse connectivity greater than one. In 
contrast, the network of non- 3 boundaries (Fig. 34b) are relatively well connected which is 
characterized by an inverse connectivity smaller than one. It is the reverse for the grain-boundary 
engineered sample (Fig. 34c and Fig. 34d). In addition to the connectivity, this parameter is sensitive 
to the grain size, the presence of twins or to the misorientation distributions. However, this method 
requires knowledge of the crystal orientations, unlike previous methods. Hence a 3D analysis is 
necessary in order to correlate with material properties [Rohrer 2011].  
In summary, different tools have been applied to characterize grain-boundary network 
topology and connectivity in simulated or real microstructures. But studies that correlate grain-
boundary structure with the effective diffusivity are rare. Chen and Schuh [Chen 2006] have 
proposed a composite model, with two types of boundaries, that predict effective GB diffusivity in 
connection with GBs network structure. However, their approach, by neglecting the volume 
diffusion, is limited to the grain-boundary effective diffusivity, corresponding to one type 
(Regime C) of Harrison kinetics [Harrison 1961]. Mass transport in real materials is more 
complex because diffusants can travel from the grain boundaries to the grains and vice versa. A 
realistic model needs to consider both, the diffusion in the volume and in the GBs and the GB 
connectivity.  
 
V. Summary  
 
In this chapter, we introduced the important role of hydrogen in the HE mechanisms. Then we 
reviewed the hydrogen diffusion in polycrystalline materials and its interaction with microstructural 
defects. We pointed out that the extracted data from permeation experiments can be influenced by the 
microstructure parameters, such as the trapping or the presence of grain boundaries. The latter present 
a wide variety of diffusion properties, depending on their structure and can influence strongly the 
hydrogen effective diffusivity in polycrystalline materials. However, their contribution to the 
macroscopic diffusivity is not fully understood and can lead to some controversial effects on the 
experimentally measured diffusivities. As highlighted in this chapter, the volume fraction and spatial 
positions of different families of grain boundaries are both important parameters for the understanding 
and the good evaluation of the GB diffusion contribution to the macroscopic diffusivity.
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In the second chapter, it has been pointed out that grain 
boundaries can exhibit different behavior, depending on their 
structure. It has been highlighted particularly that the diffusivity is 
higher along random HAGBs than along LAGBs and CSL HAGBs. 
This chapter is aimed at investigating the effects of grain-boundary 
networks topology and connectivity on the macroscopic diffusivity. 
To do that, hydrogen permeations through polycrystalline aggregates 
are simulated, in two and three dimensions. Then the correlations 
grain-boundary connectivity and the macroscopic diffusivities are 
investigated. In addition, a homogenization approach that considers 
the percolation behavior of the diffusion is proposed. 
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Introduction 
 
There are an important number of studies concerning the prediction of the effective diffusivity in 
heterogeneous materials [Hart 1957, Bokshtein 1958, Levine 1960, Belova 2003, Chen 2006, Chen 2007, 
Legrand 2013b, Deng 2014, Jothi 2014, Lacaille 2014]. However, in most of them, the intergranular region 
is modeled by one single homogeneous phase, characterized by an effective intergranular diffusivity. To our 
knowledge, studies that consider the influence of GB variety on the effective diffusivity are rare [Chen 2006, 
Deng 2014]. 
Chen and Schuh [Chen 2006] investigated the influence of GB connectivity on the macroscopic 
diffusivity, using a two-dimensional honeycomb lattice. In their work, the authors have shown that, when the 
diffusivity contrast between grain boundaries of different characters is greater than four orders of magnitudes, 
the macroscopic diffusivity is governed by the percolation behavior of high-diffusivity boundaries. However, 
in their approach, only type-C kinetics [Harrison 1961] is considered, by neglecting mass transport through 
the grains. 
More recently, Deng et al. [Deng 2014] conducted a similar study in three-dimensions, using kinetic 
Monte Carlo model. They confirmed the results obtained by Chen and Schuh [Chen 2006] in two-dimensions, 
the only difference being that the dimensionality affects the percolation threshold. In addition, they found that 
in the kinetic limit when GB diffusion is the dominant transport mechanism, the effective diffusivity through a 
polycrystalline sample does not depend on the grain size. 
In both studies, the established correlation between the GB network connectivity and the effective 
diffusivity is based on an assumption that the diffusion takes place only along the GBs. However, this does 
not stand in reality: diffusion process is not restricted within the GBs. It only happens at very low 
temperatures or for extremely short times of diffusion, which is rarely the case for the experimentally 
determined hydrogen effective diffusivities in polycrystalline materials. In addition, it is has been shown that 
the diffusion in GBs can be reduced by more than one or several order of magnitude compared with the 
crystal, because of the trapping [Pedersen 2009]. Therefore, polycrystalline materials can be regarded as a 
composite media with heterogeneous GBs networks embedded in intragranular matrix.  
To study hydrogen diffusion in heterogeneous polycrystalline materials, our approach consists of 
modeling microstructures by a ternary continuous composite that contains a grain phase and two types of 
boundaries: random grain boundaries (RGBs) and special grain boundaries (SGBs). Compared to the bulk 
diffusivity, the RGBs are attributed a higher diffusivity, while the SGBs are characterized by a slower 
diffusivity in order to take account of the retarding effect of the trapping.  
The purpose of this chapter is to examine the influence of the GB networks on the macroscopic 
diffusivity, by modelling H-permeations in simulated 2-D and 3-D polycrystalline aggregates. We first 
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describe the computational procedure used in this work. Then, a morphological characterization of the 2-D 
GB networks is presented, by determining the topology and connectivity parameters. Finally, the correlations 
between the GB connectivity and the macroscopic diffusivity are analyzed in 2-D and 3-D. 
 
I. Computational procedure 
 
To study hydrogen diffusion through a metallic membrane, permeations tests were simulated, using the 
finite elements method (FEM) software Comsol Multiphysics © associated with the computing code Matlab®. 
1. Introduction to the FE simulation with Comsol Multiphysics©  
The Comsol module for the transport of diluted species interfaces was used to solve the hydrogen 
diffusion in the modelled polycrystalline microstructure. This module provides a predefined modeling 
environment for studying the evolution of chemical species transported by diffusion and convection. As most 
of the multiphysic simulations, the transport phenomenon of chemical species is governed by partial 
differential equations (PDEs). By default, the PDE equation is implemented in Comsol as a weak form PDE. 
This consists in transforming the PDE into an integral form, which is less strict than the PDE and more 
practical with the FE method. This derivation procedure involves the use of arbitrary functions, called test 
functions. 
After defining the boundary conditions of the problem and the geometry meshing, the model is ready 
to be solved. To do that, Comsol first proceeds to the spatial discretization, using the FE method. This means 
that any arbitrary function defined in the geometry is approximated by a set of local functions referred to as 
shape functions. The FE discretization is based on a particular choice of the shape functions. These functions 
are defined using polynomials on each element of the mesh. They are associated with the nodes of the 
elements and must verify some properties such as to be continuous and non-zero only on the elements 
containing their attachment node. The Lagrange shape functions are used by default in this Comsol module. 
The FE discretization results in a system of equations that, once resolved, give an approximation of the exact 
solution of the PDE. Comsol assembles the system of equations to be solved in a matrix. The size of this 
matrix determines the number of degrees of freedom (DOFs) of the model. 
To solve the linear system of equations, Comsol chooses the optimized solver by default, depending 
on the physics, space dimensions and the type of study. However, one can choose different solver. There are 
two types of solvers available in Comsol: iterative solvers and direct solvers. The main advantage of iterative 
solvers is the memory use, which is low compared to others methods. Direct methods generally offer a very 
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good robustness but their computation cost and memory use can be high. In this work, the default direct 
solvers were used, namely PARDISO and MUMPS.  
The accuracy of the FE results depend on many parameters, such as the mesh size, the type of 
elements or the order of the shape functions. A key point in the FE method is the quality of the mesh: the finer 
the mesh is, the higher fidelity FE solution has. However, the increase of the mesh elements leads to a high 
number of DOFs. This implies significant computation cost, especially for very large 3D models.  
 
2. Diffusion in simulated microstructures 
2.1. Polycrystalline microstructures modeling 
2.1.1. 2-D hexagonal geometry  
The microstructure is modeled with hexagonal grains surrounded by grain boundary phases (Fig. 35). 
For computational convenience, it was considered necessary to define a representative volume element (RVE) 
of the macroscopic heterogeneous microstructure, as shown in Fig. 35. The dimensions of the RVE membrane 
are the thickness em and the height hm. The ratio between the RVE membrane size em and the grain size  is 
taken high enough to avoid the membrane size effects. Indeed, it has been shown by Legrand et al. [Legrand 
2013b] that, below  a critical value of the ratio 𝑒𝑚  𝜆 ⁄ , the effective diffusivity  is determined by the 
membrane thickness.  
 
 
Fig. 35 - Heterogeneous polycrystalline EBSD map and the RVE model with grains of hexagonal shape. em and hm are the thickness 
and height of the microstructure RVE and  the grain size. 
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2.1.2. 3D geometry  
 The microstructure is simulated by grains with truncated-octahedron shape, surrounded by an 
intergranular phase. A 3-D unit cell is first constructed, as shown in Fig. 36. This unit cell is then repeated in 
the three different directions to form the membrane. Two different polycrystalline aggregates were considered 
in this study. In one (Unit cell A in Fig. 36), the grain boundaries are modeled by one single homogenous 
phase with high diffusivity, while in the other (Unit cell B in Fig. 36),  the intergranular phase is composed by 
different entities that can be assigned different diffusion properties (grain boundaries, triple junctions). Models 
built with the unit cell B require a larger amount of mesh elements than those built with the unit cell A to 
reach statistical stability. This point will be discussed in the next section. The size of membrane is controlled 
by the number of unit cell in each direction (nx, ny, nz). The Fig. 37 illustrates the geometry of the different 
components of the simulated microstructure. 
 
 
Fig. 36 – Unit cells of the two pollycristalline aggregates models 
                     
  
 
 
Fig. 37 – Illustrattion of the different microstructural entities modelled in this study 
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2.2. Hydrogen permeation modeling 
2.2.1. Problem setting 
The diffusion problem with the boundary conditions is illustrated in Fig. 38 and Fig. 39.  To simulate 
hydrogen permeation tests, we impose a constant hydrogen concentration C0 at the entry side of the 
membrane, and zero at the exit side. Thus a concentration gradient is established from the left to the right.  We 
consider a transient diffusion and C0 remains constant during the permeation process. The initial hydrogen 
concentration inside the membrane is zero.  
 
   
Fig. 38 – (a) - Scheme of the model with the boundary conditions and the parameters of the model. (b) – Spatial distribution of 
diffusion coefficients. 
 
 
Fig. 39 - Scheme of the model with the boundary conditions and the geometric sizes 
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The hydrogen diffusion is governed by the classical Fick’s equation (III.1), with a diffusion 
coefficient Di, depending on the phase. The membrane is considered isotropic, so that the diffusivity tensor 
can be reduced to a single diffusion coefficient for each phase. 
   
 ( )i
C
D C
t

  

  (III.1) 
We assume that the hydrogen concentration is symmetric at the top and bottom lines of the membrane. That 
means no mass flux in the normal direction n across the boundary: 
 
 ( ) 0in D C       (III.2) 
  
The grain boundary diffusivity depends on the boundary type. First, the boundaries are randomly classified 
into RGBs and SGBs by defining the fraction of RGBs fR as input parameter. The Mersenne twister algorithm 
implemented in Matlab has been used as a random number generator. Then, RGBs are assigned a high 
diffusion coefficient DR and SGBs a low diffusion coefficient D. The subscripts R and  are associated 
respectively with RGBs and SGBs. All the grains have the same diffusivity DL. For simplicity, we considered 
that the diffusivity of a triple junction is determined by the types of GBs surrounding it. For instance, a triple 
junction surrounded by at least two RGBs, is assigned a high diffusivity DR.  
 
2.2.2. Extracted data 
To calculate the effective diffusion, the same method as the experimental measurements is applied. 
This method has been described in the second chapter. The aim is to obtain the characteristic time t10% that is 
required to reach 10% of the steady-state flux Jmax.  For that, the evolution of the flux at the exit side of the 
membrane as a function of time is calculated. As the membrane is heterogeneous, an average flux over all 
points at the exit side is determined using equation (III.3) in 2-D and equation (III.4) in 3D: 
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From the evolution of the average flux as function of the time, one can estimate the characteristic time t10%, 
which then allows to calculate the effective diffusivity with the relation (III.5) : 
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2.3. Meshing 
2.3.1. Meshing of the 2D hexagonal aggregates  
The grain phase was meshed by triangle elements and the GB phase by quadrilateral elements, as 
shown in Fig. 40. The mesh was refined near the GB phase and a minimum of two elements has been imposed 
on the thickness of every GB. The total number of elements depends on the contrast between GB thickness 
and the grain size. A total number of 4.24×106 elements were reached for the highest contrast. 
 
 
      Fig. 40 - Illustration of the applied mesh. 
 
2.3.2. Meshing of the 3D aggregates  
To build the mesh, Comsol uses by defaults a physic-controlled mesh with predefined parameters. 
This is the simplest way when one is working on 3D complex geometry. If the mesh is not good enough, some 
of the predefined parameters can be modified such as the mesh size. The latter can be controlled using a scale 
parameter with nine levels, going from extremely fine to extremely coarse mesh. Comsol provides also mesh 
statistics that allows making a balanced choice between the element quality and the number of elements. 
Among the different parameters, the minimum element quality statistic is an indicative of the mesh quality. A 
value greater than 0.1 is generally sufficient.  
However, the default mesh algorithm uses the same settings for all elements within the model. This 
solution does not provide optimal mesh for complex geometries with some edges or surfaces that have largely 
different sizes relative to the other edges and surfaces defining a domain. This is the case for the models built 
with the unit cell B, where the different intergranular entities, such as the grain-boundary and the triple 
junction networks, are composed by edges and surfaces with high contrast dimensions. Depending on the 
grain size, dimensions of some edges of surfaces can differ over one hundred times. This results in a bad 
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meshing quality. To illustrate this point, we present, in Fig. 41, a comparison of the mesh characteristics 
between the patterns of the unit cells A and B. It can be seen that the mesh is less optimized in the unit cell B. 
To go further, the minimum element quality distribution of the mesh in the unit cell is depicted in Fig. 42. We 
observe that the element quality is poor in the intergranular regions.  This is due mainly to the high difference 
in the dimension sizes of the edges and surfaces but also to the presence of quadruple nodes that have sharp 
and narrow corners. To improve the mesh, one option is to adapt the mesh parameters around the regions with 
small size domain. However, it is complex and it might not lead to a very optimal mesh, due to the extremely 
large number of domains in our model.  Thus we decided to use an overall refinement of the model. This 
option results in a very large amount of finite elements for large size models and thus an important memory 
use for the computation. 
  
Unit cell A  
 
Unit cell B 
 
Number of tetrahedral elements: 46782 
Minimum element quality: 0.1061 
 
 
 
 
Number of tetrahedral elements: 143707 
Minimum element quality: 0.0131  
Fig. 41 – Comparison of the mesh characteristics of unit cells A and B 
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Fig. 42 – Element quality of the mesh for the unit cell B 
 
To be able to solve large size models with high mesh density, we have opted to use a cluster 
computing in order to benefit from more memory than one single machine. For that, we have access to a 
multi-node cluster computing composed of six machines with sixteen processors each. However, this option 
has not been completely successful because of a large memory requirement in the meshing step. Indeed, when 
a problem is solved in Comsol, there are three main steps that require an intensive memory use: the meshing, 
the assembly and the solving. In this work, we noticed that the meshing step was requiring more memory than 
the solving step. In addition, we have found that the memory use of Comsol in the meshing was just limited to 
the memory available in one machine and thus we went out of memory for large models, before even the 
solving step. Because of this limitation in memory use, we were not able to perform studies on very large size 
models, particularly for the case of heterogeneous intergranular phase. In addition, we have analyzed the mesh 
sensitivity of the effective diffusivity in order to find an appropriate mesh size.  
 
2.3.3. Mesh sensitivity 
Permeation simulations have been performed on 3-D models with different mesh sizes, in order to check 
the convergence of the results and more particularly the effective diffusivity. The normalized effective 
diffusivity as a function of the overall mesh sizes is shown in Fig. 43. The total number of elements and the 
DOFs corresponding to each parameter size is summarized in Table III. It can be seen that the mesh size 
affects the effective diffusivity. However, this effect is not significant. The difference in diffusivity between 
the normal mesh and the extra-fine mesh is around 3%.  As a result, we decided to use a normal or fine overall 
mesh size for the large size models.  
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Fig. 43 – The effective diffusivity as a function of the overall mesh size 
 
Table III – Number of elements and DOFs for the different mesh sizes. The 3-D membrane, used for the calculations, was compsed of 
10×1×1 patterns B, corresponding to a thickness of em =1.99 mm. 
 Number of elements DOFs 
coarser  
normal  
fine  
finer  
extra-fine  
 
 
II. Characterization of the 2-D simulated GB networks 
 
The random distribution of diffusivities leads to the formation of different networks of RGBs and 
SGBs depending on the proportion fR. Fig. 44 illustrates three networks corresponding to three different 
proportions of RGBs (only RGB clusters are shown).  To evaluate and quantify RGBs connectivity and their 
spatial distribution, two methods are used in this work: 
- The first method counts the paths inside every cluster and measures their lengths. Then statistical 
distributions of theses lengths are analyzed. 
- The second method uses the mathematical theory of percolation and its tools for characterizing the 
population of clusters for every proportion fR. 
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Fig. 44 - RGB networks for different RGB fractions fR. 
 
1. Distribution of RGBs path lengths 
Each network of RGBs is composed of a number of clusters that changes with the proportion of RGBs. As 
illustrated in Fig. 45, each cluster consists of one or several paths with different lengths. The goal is to obtain 
a statistical distribution of the RGBs path lengths (L) as a function of fR, volume fraction of RGBs. 
 
 
Fig. 45 -  Illustration of RGBs clusters and paths.  
 
1.1. Procedures of counting paths 
To quantify the length (L) of different paths in each cluster, we set up an algorithm based on a modified 
random self-avoiding walk [Slade 1994], implemented on Matlab. This algorithm browses the different 
clusters of RGBs from the left to the right and quantifies the different paths inside, as shown in Fig. 46. The 
unit distance is defined as one boundary length. Then, the path length is determined by the number of 
boundaries. Clusters are traversed from the left to the right. To eliminate the finite size effect, only interior 
paths, in clusters away from the edges of the simulated membrane, are considered in this analysis. The 
fR = 20%
fR=40%
fR=70%
GBs network Different paths in each
cluster
Clusters of the network
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proportion of the interior paths represent more than 85% of the total paths for fR <0.5.  The study on the path 
length is limited to the non-percolating networks. 
 
 
Fig. 46. Illustration of counting procedure of paths in a cluster, with the value of the path length L. The start point is always the same 
for each cluster, here it is noted 0. 
 
1.2. Number of necessary realizations 
As mentioned above, we adopted a random distribution of the two types of GBs on the networks. 
Thus, in order to achieve statistical representative of the RGBs paths length, which is a morphological 
property the microstructure, we may either increase the membrane size or repeat the procedure N times. 
However, it should be noted that the concept of the RVE depends on the considered property and there is not 
one single possible minimal RVE [Kanit 2003]. As we fix the RVE size with respect to the effective 
diffusivity, the only option to improve the precision of the RGB path length distributions was to repeat N 
times the procedure. The first approach was to increase realization number to a finite number, N, until the 
convergence of average length path in RGB fraction is reached. Fig. 47 presents the mean values and the 
intervals of confidence on the average length path of the RGBs, for different RGB fractions. This was 
successful but not all networks. As shown in Fig. 47, the minimal number of necessary realizations increases 
sharply for the fractions of RGBs greater than 0.5. In addition, when fR is larger than 0.55, the convergence is 
not reached even the realization number is as large as 20000. The main limitation of this approach was that we 
could not estimate in advance a magnitude of the number of necessary realizations and for computation cost 
and time, it was not possible to increase indefinitely the number of realizations. 
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Fig. 47 - The mean values and the intervals of confidence on the average RGB path lengths, for different RGB fractions 
 
As an alternative, we used the approach developed by Kanit et al.[Kanit 2003]. Their approach allows 
to predict the minimal number of realizations required for a given volume size in order to estimate the 
effective property for a given relative precision rela. However, this method requires to know at least an 
accurate estimation of the variance and the exact mean. To determine accurate values of the variance and the 
mean of the average path length, calculations of the RGB path length were performed on a large size 
membrane (10 times the size of the current RVE membrane). Then, the necessary number of realizations on 
the current RVE membrane with respect to RGB path length L for each RGB fraction was determined using 
equation (III.6) [Kanit 2003]: 
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where 𝜎𝑙
2 and < 𝐿 >𝑙
2 are the variance and the average path length calculated on a large size membrane.  
Fig. 48 shows the necessary number of realizations N to obtain relative precisions of 1% and 10% on the 
average RGB path length, as a function of the RGB fraction. It can be observed that N increases sharply for 
the RGB fraction above 0.4. As an example, for the RGB fraction of 0.6, N= 2×108 realizations are necessary 
to obtain a relative error of 1% on the average RGB path length.  
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Fig. 48 : Necessary number of realizations N to obtain relative precisions of 1% and 10% on the average path length as function of the 
RGB path length 
 
 In the present study, it has been decided to achieve a relative error of 1% of the average path length 
but only for the networks with a RGB fraction below 0.5. Above this limit, a higher relative error was 
accepted for reasons of computing cost and convenience. To get more accurate measurements of the 
morphology of the GB networks within this range, the second method has been applied. 
 
2.3. Path length distributions of RGBs 
To estimate the probability distribution of the different path lengths for each fraction of RGBs, frequency 
histograms were constructed. To do that, a data binning process, with a chosen width of <L>/3, was used. 
𝑃(𝐿, 𝐿 + ∆𝐿) was defined as the probability of any RGB path length laying between L and L+L. Fig. 49 
shows frequency distributions of path length for two RGB fractions fR. 
 
Fig. 49 - Results of the probability distributions of the path length for two different RGBs fractions, (a): fR=0.4 and (b): fR=0.6 
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The shape of the probability distributions changed with the increase of fR.  For small fractions, the 
heterogeneity of the path length is very wide, in contrast to high fractions where the path lengths are 
characterized by a homogeneous distribution.  In order to compare different probability distributions, a scaling 
hypothesis has been applied in many cases [Hughes 1997, Feaugas 2007]. The same approach was used in 
the current work. The probability density functions, normalized by the average path length, <L> P (L, L+L), 
are plotted as a function of L/<L> in Fig. 50a.  
 
Fig. 50 – (a) The probability density functions of path lengths for different fractions of RGBs, the distributions are fitted by a gamma 
distribution function with parameter ². (b) The variance of the probability density function and (c) the average path length, as a 
function of RGB fraction. 
The resulting discrete distributions are well described by a two variate gamma distribution (equation (III.7)) 
[Lienhard 1967, Feaugas 2007]:  
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  (III.7) 

 is the Euler integral,  and  represent the shape and scale of the distribution respectively. In our case, the 
distributions were normalized, thus we can write = 1/ (+1) =².  The gamma function’s variance ² versus 
the RGB fraction fR is plotted in Fig. 50b.  Depending on the values of ², we could distinguish two types of 
networks. For the networks corresponding to a fraction fR, below 0.5, the path length distributions are 
characterized by a high variance (²≈1.3±0.1). This large variance is probably due to the diversity in the 
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populations of small clusters. We call this type of network a system of paths because of the low clustering of 
RGBs. For the distributions corresponding to a fraction above 0.5, we observed a decrease in the variance. For 
this range of fR, the clustering of RGBs was more important and we systematically observed the emergence of 
large clusters which contain over one hundred of RGBs. In other words, as we used a finite size system, the 
total number of clusters tends to decrease. Thus, the diversity and therefore the variance of the path lengths 
decreases when fR is greater than 0.5. This is consistent with the results in reference [Tsang 2000], where it 
has been shown that the cluster size diversity, in a square lattice system, decreases above a probability of 0.5. 
In Fig. 50c, we plotted the average path length <L>, normalized by the membrane size em, as a function of 
RGB fraction fR. From fR = 0.5, the average path length began to increase. Changes in the average path length 
<L>, depending on the RGBs fraction fR, also confirm the existence of two groups of networks. Whether it's 
the variance or the average path length, the results clearly show the existence of two groups of RGB networks 
depending on the fraction of the RGBs. 
 
2. Characterization of clusters  
To study the topology of GB networks, 2-D binary images of the RGB networks are produced from the 
FE model, as illustrated previously in Fig. 44. Individual RGB clusters are then identified and characterized 
using image processing tools available in Matlab. The labeling procedure consists in assigning each pixel to a 
cluster if it is a neighbor to any other member pixel of the cluster. The neighboring relationship can be defined 
in two different ways: the 4 nearest neighbors or the 8 nearest neighbors, as shown in Fig. 51. In this work, we 
consider the second definition.  
 
Fig. 51 - Neighboring relationship of the pixels 
 
Standard measures from the percolation theory [Stauffer 1994] are then used to classify all the clusters. 
The first measure is the mass of the cluster s, which represents here the number of boundaries contained in the 
cluster. A cluster mass close to unity means the cluster is a single isolated boundary. The second important 
measure is the number of clusters of mass s per unit area ns. The radius of gyration Rs, defined as the average 
distance between the center of mass and any boundary of the cluster, is determined using equation (III.8) :  
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Where ri is the vector pointing at the center of the i
th
 boundary and r0 points the center of masse of the cluster. 
The radius of gyration can also be determined using the moment of inertia Is, for an equivalent ellipse (as 
illustrated in Fig. 52) around an axis perpendicular to its plane and going through the intersection of the ellipse 
principal axis [Hoshen 1998]. It can be shown, using cartesian components in two dimensions, that Rs and Is 
are related by equation(III.9):  
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   (III.9) 
with 𝐼𝑠 = (𝑠 4)(𝑏
2 + 𝑎2)⁄ , where s, a and b are, respectively, the mass, the principal axis and the minor axis 
of the ellipse. We applied this formula to calculate the gyration radius Rs. 
Using ns and Rs, the squared correlation length ² is calculated with equation (III.10). This parameter gives a 
general view on the connectivity. It can be defined as the mean squared distance between two grain 
boundaries belonging to the same cluster averaged over all clusters [Hoshen 1997].  
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The summation is over all clusters in the network. <𝑅𝑠
2> is the average squared radius of gyration of all 
clusters of mass s.  
 
Fig. 52 - Cluster and the equivalent ellipse with a and b the principal and the minor axis 
 
2.1. Correlation length  
Fig. 53 presents the evolution of the correlation length , normalized by the membrane thickness em, as a 
function of the proportion of RGB fraction fR. Three separate domains are clearly visible: two groups of 
networks before percolation and a group of percolated clusters. The grain boundary network is considered 
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percolated when the first cluster spans the membrane. In the transition range, the correlation length  increases 
sharply. That means that the general connectivity of random boundaries is evolving quickly from a 
disconnected state to a high connected state. In accordance with other studies in the literature [Clerc 1983, 
Stauffer 1994], we found that the width of the transition range depends on the size of the membrane, as 
discussed in the next paragraph.  
 
 
Fig. 53 - Correlation length  normalized by the membrane size em, as a function of random GB fraction fR 
 
2.2. Finite size effect and percolation threshold 
To illustrate the finite size effect, the evolution of the normalized correlation length  with the fraction 
of RGBs is plotted in Fig. 54 for three networks of different sizes. The results are an average of 100 
realizations and the correlation lengths are normalized by the membrane size. We clearly observe the size 
effect on the correlation length. When the membrane size is increased, the evolution of  tends to a typical 
behavior of percolation system. The relative errors due to size effect are more important around the 
percolation threshold which is Pc ≈ 0.655 for our system.  This value, determined by the intersection point of 
the three curves, is very close to theoretical one (𝑃𝑐
𝑡ℎ = 1 − sin (
𝜋
18
) ≈ 0.653) calculated for an infinite system. 
The width of the transition zone is all the smaller as the size of the network is high. But, in order to capture 
the impact of GB clusters on the effective diffusivity, it was deemed appropriate not to consider very large 
composite membranes. Indeed, most of the experimental measurements of the effective properties are 
performed on finite size membranes [Schuh 2003a, Basinger 2005, Oudriss 2012b].  
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Fig. 54 – The correlation length , normalized by the membrane size em, as a function of RGB fraction for membranes with different 
sizes. Nb is the total number of grain boundaries.  
 
 
III. Hydrogen diffusion  in 2-D polycrystalline aggregates 
 
1. Parameters of the model 
In the previous section, we did not consider the grain size effect because connectivity quantities were 
normalized. However, the grain boundaries contribution to the macroscopic diffusivity becomes increasingly 
significant as grain size is refined to the nanoscale [Doyle 1995]. Therefore, the topology and geometry of GB 
networks will have more effect on nanocrystalline materials. To investigate the effect of grain boundary 
networks on the macroscopic diffusivity of membranes, five heterogeneous polycrystalline composites with 
grain sizes, of 500, 200, 100, 50, and 20 nm were modeled in 2-D. The corresponding volume fractions of 
intergranular phase fGB, are respectively 1.1%, 2.8%, 5.5%, 10.6%, 23.6%.  A GB thickness of 5 nm has been 
used. This corresponds to an effective thickness of enhanced diffusion rate or the “segregational” zone 
[Prokoshkina 2013]. To simulate hydrogen permeation, the constant hydrogen concentration at the entry side 
of the membrane was set at 1 mol/m
3
 and that of the exit side at 0 mol/m
3
. 
The following values of the diffusivity parameters have been used for FEM calculations: lattice diffusivity 
DL = 10
-13
 m²/s, RGBs diffusivity DR = 10
-10
 m²/s, SGBs diffusivity D = 10
-16
 m²/s. The orders of magnitude 
of the lattice and RGBs diffusivities, used in this study, are those of hydrogen diffusivity in nickel, 
experimentally determined in [Oudriss 2012b]. The hydrogen diffusivity along SGBs was deduced from 
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these two diffusivities, using a homogenization approach. The details of the calculation can be found in 
appendix C. The parameters of the model are summarized in Table IV. 
Table IV: List of parameters used in the model 
Parameter Description Values 
em Thickness of the membrane 1.4 – 30.2 mm 
hm Height of the membrane 0.79 – 17.4 mm 
egb Thickness of the grain boundaries 5 nm 
 Grain size 20 – 500 nm 
C0 Entry side hydrogen concentration 1 mol/m
3
 
CS Exit side hydrogen concentration 0 mol/m
3
 
DL Diffusions coefficients in grains 10
-13 
m
2
/s 
DR Diffusion coefficient in RGBs 10
-10 
m
2
/s 
D Diffusion coefficient in special SGBs 10
-16
 m
2
/s 
 
2. Effective diffusivity 
The effective diffusion coefficient Deff, normalized by the lattice diffusion DL, is plotted in Fig. 55 as 
function of the fraction of RGBs fR, for different volume fractions of intergranular phase fGB. With an increase 
in fR, Deff /DL increases nonlinearly. We can distinguish a curve inversion for all fGB. When fR < 0.5, Deff is 
lower than DL, which means that the special boundaries impede the hydrogen diffusion. When fR > 0.5, Deff is 
higher than DL, which means that random boundaries act as fast diffusivity paths. This threshold value 
corresponds to percolation threshold of the effective diffusivity in the homogenized system and depends on 
the ratio between diffusivities of the different components. The meaning of this threshold is discussed in the 
next section (IV.2). 
The effect of RGB proportion fR, becomes more considerable as the GB volume fraction fGB, is increased. 
To better capture this effect, numerical differentiation of Deff relative to fR, has been performed. Results of the 
numerical differentiation were fitted by a logistic function [Seber 2005], described by equation (III.11): 
 ( )
( )
1 R i
R k f f
A
y f
e
 


  (III.11) 
 
where k > 0 and 0 < y < A.  This equation is purely empirical and generally used to describe the growth of 
a quantity in different situations (population study, chemical reactions…) [Seber 2005].  Fig. 56a illustrates 
the fitted curves. The amplitude A defines the maximum value reached by y(fR). A high value of the amplitude 
A means there is a large gap between the values of the derivative of Deff for low fractions fR, and those for 
high fractions fR. 
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Fig. 55 - Effective diffusivity Deff, normalized by the lattice diffusion DL, as a function of RGB fraction, fR, for different intergranular 
fractions fGB. 
 
 
Fig. 56 – (a) The fitting curves of the 1st derivative of Deff relative to fR for different intergranular fractions. (b) The slope of the 
transition range of the fitting curves (in dashed line) and the amplitude of the fitted curves (in sold line) as a function of the 
intergranular fraction. 
 
Fig. 56b shows the evolution of the amplitude A as a function of the intergranular fraction fGB. We observe 
that the amplitude increases linearly with fGB. It is important to notice that there is a difference of 2 orders of 
magnitude between the highest and the lowest amplitude, respectively corresponding to a grain size of 500 nm 
and 20 nm. This illustrates the higher impact of grain boundary characters distribution on the effective 
diffusivity in nanoscaled membranes, compared to fine grained membranes.  
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We note also that the shape of the 1
st
 derivative of Deff is very sensitive to the grain size, as shown in Fig. 
56a. Two parameters (k and fi) describe the form of a logistic function. The parameter k describes the slope of 
the logistic function when it passes by the inflection point fi. In concrete terms, k acts as a scale parameter on 
fR, thus controlling the slope of the 1
st
 derivative of Deff. We plotted in Fig. 56b the parameter k versus the 
intergranular fraction fGB. It is seen that k increases linearly with fGB. This means that the rate of increase of 
Deff  in the transition zone, is linearly correlated to the intergranular fraction. However, the increase in Deff is 
actually related to the formation of large RGB clusters. Therefore, it can be concluded that the impact of GB 
networks structure on the effective diffusivity is linearly dependent on the intergranular fraction. This suggests 
that the percolation behavior of the effective diffusivity would be progressively marked as the intergranular 
fraction increases. Hence, it is important to take into account the GB connectivity in the evaluation of the 
effective diffusivity in nanocrystalline materials. 
The other important parameter in a logistic model is the inflection point fi. This point corresponds to the 
fraction at which the slope is at its maximum.  Here the inflection point fi is almost the same for all the 
membranes (𝑓𝑖 ≈ 0.64 ± 0.04). This fraction is close to the geometrical percolation threshold of 2-D RGB 
networks (𝑃𝑐
∗
 ≈ 0.65) [Stauffer 1994]. This last point confirms that the rate of increase of Deff is correlated to 
the RGB network parameters. 
 
3. Correlation between effective diffusivity and connectivity parameters 
The effective diffusion coefficient Deff, normalized by the lattice diffusion DL, is plotted Fig. 57 as 
function of the correlation length  of RGB networks, for different volume fraction of GB phase fGB. Deff 
increases nonlinearly with the correlation length . The trend of Deff follows a three step behavior 
corresponding to the 3 groups of networks previously defined with the connectivity parameters (system of 
paths, large clusters and percolated clusters). First, one must remember that the system of paths corresponds to 
the range fR below 0.4. In terms of number of grain boundaries, clusters contain a maximum of fifteen GBs. 
The average path length of RGB is less than 4 GBs. That means that the RGB network is composed of a lot of 
isolated RGB. They contribute to break the percolated special GB cluster and thus reduce its blockage effect. 
In order to analyze the correlation between the effective diffusivity and the RGB clusters we zoomed on this 
range and we considered suitable to use the path length instead of the correlation length.  
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Fig. 57 - Effective diffusion coefficient Deff normalized by the lattice diffusion DL as function of the correlation length  normalized by 
the membrane size em.  
 
Fig. 58a shows the effective diffusivity Deff as a function of the RGB path length. Deff increases 
linearly with the average path length of RGBs. However the slope of Deff is the same for the different 
intergranular fractions. This may be linked to the low connectivity of RGBs in this range. The linear 
relationship between Deff and the average path length <L> was fitted with equation (III.12): 
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
1 and 1 are the intercept and slope of the fitting curve, respectively. A new parameter c, is defined as 
)( cLeffc LDD .
1
 To better capture the impact of the connectivity parameter on the effective diffusivity, 
we analyzed the evolution of the parameters c and 1 for different intergranular fractions in the path regime.  
In the framework of a homogenized system, the effective properties are carried by the term which depends on 
the intergranular fraction fGB, i. e., c here. The evolution of the absolute value of c versus the intergranular 
fraction fGB is plotted in Fig. 59a.  
 
                                                     
1
 The domain of definition of this regime depends on the definition of diffusion path. The minimum diffusion length must exceed a grain 
size, in order to cross a junction (a triple junction) and keep a symmetry relationship. Lc satisfies these two conditions. 
 
0.0 0.2 0.4 0.6 0.8 1.0
0.1
1
10
100
Percolating regime
0.8 < fR 1
Path regime 
fR ≤ 0.4
Large Cluster regime
0.5 < fR< 0.7
 
D
e
ff
 /
 D
L
 / e
m
 f
gb
=1.1%     f
gb
=10.6% 
 f
gb
=2.8%     f
gb
=23.6%
 f
gb
=5.5%
Chapter 3 – Hydrogen diffusion in simulated heterogeneous aggregates 
 
81 
 
     
Fig. 58 - Effective diffusion coefficient Deff normalized by the lattice diffusion DL (a) as function of the average path <L> normalized 
by the membrane size em for the path length regime (fR<0.4) and (b) as function of the correlation length  normalized by the 
membrane size em for the clusters regime. 
 
     
Fig. 59 -  (a) Evolution of the intercept c in equation (III.12) and (b) the slope 2 in equation (III.13) as a function the intergranular 
fraction fGB. 
 
Initially, c decreases with fGB and then tends to a steady state for the fractions above 5%.  According to the 
evolution of c, two cases are distinguished. For fGB < 5.5 % (which corresponds to fine grained membranes), 
the intergranular fraction influence the properties of the homogenized system. This result confirms the idea 
that RGB act like small isolated inclusions, in this interval of RGB fractions. For fGB higher than 5.5 % (which 
corresponds to nanoscaled membranes), as c tends to a constant value, Deff increases because only <L> is 
increasing. That means the average path length <L> is the most relevant parameter to describe the effective 
diffusivity. We believe that the second term 1, which is characteristic of the connectivity effect on the slope 
of Deff, is less sensitive to fGB. We think that the little gap between the points for fGB=10.6% and fGB=23.6% 
(that should be coincident) in Fig. 58(b) is due to the statistical variation of the data. Thus, the effect of the 
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GB path length can be considered independent of the GB volume fraction in this interval. In other words, 
information on the RGB connectivity would not be necessary for the prediction of the effective diffusivity, in 
the framework of homogenization.  
We performed the same analysis in the second range (0.5< fR <0.7) defined in  Fig. 53, the clusters 
regime, but this time we kept the correlation length to characterize the grain boundary structure. In Fig. 54b, 
the normalized effective diffusivity is plotted as function of the correlation length , normalized by the 
membrane thickness.  We noted the linear increase of Deff when the correlation length  increases but unlike 
the first regime, the slope of Deff increases with the intergranular fraction. This may be explained by the 
emergence of larges clusters which occupy more volume fraction. The evolution of Deff was fitted by linear 
curves, described by the equation (III.13) for the different GB volume fraction. 
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D e
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In this range, the slope of the linear curves 2, increases with the intergranular fraction fGB (Fig. 59b). The 
intergranular fraction fGB directly impact the sensitivity of the effective diffusivity to the GB clusters sizes.  In 
term of homogenization, this suggests that it is important to consider the GB clusters properties and no longer 
the properties of isolated boundaries, in order to have a better description of the effective diffusivity. The 
intercept 2 has no physical meaning, as it is out the domain. The membrane can be seen, macroscopically, as 
a ternary composite with large clusters of two types (random or special) in a phase of grains. This result shows 
that information on GB networks connectivity is essential for establishing homogenization models describing 
the effective diffusivity of the macroscopic membrane. This is consistent with the conclusions of Chen and 
Schuh [Chen 2006] which showed the necessity of combining percolation theory and effective medium theory 
in order to best describe the effective diffusivity of a randomly-distributed hexagonal network. Furthermore, 
our results show that the inclusion of the GB networks in a phase of grains does not alter this conclusion. 
The last regime, with fR above 0.8, in Fig. 57, corresponds to the percolating regime. Here, the correlation 
length  no longer changes because of the percolating cluster, but Deff increases sharply. The colored bands 
between the regimes represent the transition intervals.  
In summary, from the GB network characterization, we have seen that there are different types of GB 
networks with different topologies and connectivity depending on the fraction of random boundaries. The 
results on evolution of the effective evidence clear correlations between the different types of network and the 
different regimes of the diffusion: 
- In the “path length” regime of diffusion, the RGB connectivity is very low and does not affect the 
effective diffusivity 
Chapter 3 – Hydrogen diffusion in simulated heterogeneous aggregates 
 
83 
 
- In the “large clusters” regime of diffusion, the increase the effective diffusivity is strongly on the 
RGB connectivity 
- In the “percolated regime”, the changes in the RGB network have not significant effect on the 
effective diffusivity. 
This classification allows to determine in which interval of RGB fractions, the effective diffusivity is the 
more affected by the GB network topology. These three different behaviors of Deff as a function of the 
connectivity parameters were obtained for specific parameters, particularly for given ratios DL/D and DR/DL, 
of different diffusivities. Our interpretations apply only when there is a high contrast between the diffusivities 
of different boundaries types and DL/D = DR/DL. In the next section, we propose to study the effects of the 
GB connectivity on the effective diffusivity in more generalized framework, by using homogenization 
technics. 
 
IV. Effective medium approximation: implications of the GB 
connectivity 
 
1. Generalized effective medium theory 
In the second chapter, we highlighted the weakness of the classical homogenization technics such as the 
EMT to predict effective properties in heterogeneous system with percolation transition. More precisely, the 
EMT overestimates the percolation threshold and is unable to predict the correct power-law behavior of 
effective properties near the percolation threshold [Sahimi 2003]. To compensate this lack, McLachlan and 
co-workers proposed a modified EMT, in the framework of electrical conductivity in inhomogeneous media 
[McLachlan 1986]. The idea of McLachlan was to combine the EMT and the percolation theory by 
introducing the percolation threshold Pc and critical exponents s and t into the EMT formula. In analogy, 
consider a composite with two components of low and high diffusivity, with volume fractions (1-p) and p, 
respectively. McLachlan’s modified EMT, referred to as the generalized effective-medium (GEM) 
approximation, is given by [McLachlan 1986, Chen 2006]: 
 
1/ 1/ 1/ 1/
1 2
1/ 1 1/ 1/ 1 1/
1 2
(1 ) 0
( 1) ( 1)
s s t t
eff eff
s s t t
c eff c eff
D D D D
p p
D P D D P D 
 
  
   
  (III.14) 
 
where s and t are scaling exponents and Pc is the percolation threshold of the high diffusivity component. 
A general form of the GEM equation for multicomponent networks has been developed by Chen and Schuh 
[Chen 2006]:  
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𝐴𝑘𝑖 = (𝑃𝑐
𝑘−𝑖)
−1
− 1 = 𝐴𝑖𝑘 is the percolation threshold for k-i binary system and s and t are the scaling 
exponents for simple binary systems. According to the authors, they are independent of the number of phases.  
The GEM equation provides accurate predictions for discrete networks with percolating behavior 
[McLachlan 1986, Chen 2006]. However, its application is more complex for the real materials which 
correspond more to a continuum composite where the different phases together fill completely the media. Due 
to the multi-connectivity and the geometric shape variety, continuum composites exhibit more than one 
percolation threshold and variable critical exponents [Balberg 1998, Chen 2009].  This is problematic since 
the GEM equation requires single values for each scaling exponent. Recently, the validity of the conventional 
approach which consists of mapping the phase connectivity to a discrete network to study continuum 
percolation was questioned by Chen and Schuh [Chen 2009]. The authors pointed out that this technic leads 
to an artificial secondary percolations thresholds and causes shift in the critical exponents of the effective 
properties.  
 In our case, the use of the GEM on the continuous ternary system would require to vary the interganular 
fraction on the entire range (0 to 100%) in order to find the different percolation thresholds. This is not useful 
in the case of polycrystalline materials since the interganular fraction rarely exceed 30% (nanocrystalline 
case) of the volume fraction. As an alternative, we propose a double transition-scale approach to approximate 
the effective diffusivity obtained with the FEM simulations.  
 
2. Effective diffusivity of the continuum composite model 
As mentioned previously, the studied membrane can be regarded as a multi-phase composite, 
composed by two types of GBs and grains with different diffusion properties and volume fraction. Fig. 60 
illustrates the equivalent composite.  
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Fig. 60 – The ternary composite model, with the different diffusion coefficients 
 
In order to find a model predicting the effective diffusivity, a deductive approach which combines the 
GEM approach and the Hashin-Shtrikman formula is proposed. We first calculate the effective diffusivity of 
GB network using GEM equation (III.14). The latter is solved using an iterative algorithm implemented on 
Matlab. Then, the obtained GB effective diffusivity Deff_GB is incorporated in the upper Hashin-Shtrikman 
equation (III.16) in order to determine the macroscopic diffusivity Deff.  
 _
_ _
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where fGB is the interganular volume fraction.  The main idea is to vary the parameters s, t and Pc in the GEM 
equation (III.14) until the calculated macroscopic diffusivity Deff corresponds to the results from the FEM 
simulations. It should be noted that the percolation threshold is also an adjustable parameter.  
The best fit of the homogenization model predictions and the simulation data is presented in Fig. 61. 
The quality of the fitting varies with the intergranular volume fraction. To better capture the effectiveness of 
the fitting, we plotted the coefficient of determination R
2
, as function of intergranular fraction fGB. Predictions 
from GEM+HS are in good agreement with the simulation data for the membrane with high intergranular 
volume fraction, i. e. fgb≥10%.  This corresponds to nanocrystalline membranes with a grain size equal or less 
than of 100 nm.   
The best fit yields to scaling exponents t = 1.8 ± 0.15 and s = 3 ± 0.2 and a percolation threshold 𝑓𝑅
𝑐 = 
0.52 ± 0.02. By definition, the scaling exponents characterize the divergence of the effective diffusivity 
around the percolation threshold. These parameters are different from the morphological exponents and no 
direct relation was found to exist between them [Sahimi 2003]. It is important to note that, in percolation 
theory, the scaling exponents of effective properties are normally symmetric (s ≈ t), which is not the case 
here. This is explained by the fact that we considered a continuum percolation of the hydrogen transport. In 
other words, the fact that the hydrogen diffusion is not limited to the GB networks and can occur also in the 
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intra-granular phase changes the percolation behavior of the effective diffusivity. As shown in Table V, we 
compared the scaling exponents in our study with those obtained for diffusion in GB networks alone [Chen 
2006]. It can be seen that the continuum values of s and t are higher than in the discrete model. The increase in 
s and t may be caused by the more diffusion paths offered by the intra-granular diffusion. Another explanation 
of this would be the effects of corners contact, as shown by Chen and Schuh [Chen 2009] for the percolation 
in a continuum 2-D square composite. 
 
Table V : Scaling exponents of the effective diffusivity 
 s t 
Discrete system  [Chen 2006] 1.05 ± 0.07 1.15 ± 0.1 
Continuum system  3 ± 0.2 1.8 ± 0.15 
 
 
Fig. 61 – The macroscopic effective diffusivity Deff normalized by the lattice diffusivity DL as a function of the RGB fraction for 
different intergranular fractions. Solid lines represent the predictions of the GEM+HS with 𝑓𝑅
𝑐  = 0.52, t = 1.8, and s=3. 
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Fig. 62 : The coefficient of determination R2 as function of intergranular fraction fGB 
 
The percolation threshold of GB effective diffusivity obtained from the fitting is the same that the 
intersection point of the curves with different intergranular fractions. It has been revealed that transport in 
ternary continuum composite exhibit two percolation thresholds [Chen 2009]. We believe that this percolation 
threshold corresponds to one of the two percolation thresholds of the effective diffusivity in the ternary 
continuum system. In terms of continuum phase fraction, the obtained percolation threshold from the fitting is 
𝑃𝑐 = 𝑓𝐺𝐵 × 𝑓𝑅
𝑐. Thus, it can be deduced that the percolation threshold of the effective diffusivity in the 
different membranes is almost the half (𝑓𝑅
𝑐 ≈ 0.52) of the intergranular fraction. This value can be explained 
by the symmetry of the system in term of GB diffusivities relative to the lattice diffusivity value. In other 
terms DR/DL = DL/Din our case. Therefore, we observe that the percolation threshold for diffusion in 
continuum system depends on the ratio between the different diffusivities. To illustrate this point, the 
evolution of the diffusivity Deff, normalized by the lattice diffusion DL as a function of the RGBs fraction is 
depicted in Fig. 63, for two different ratio between GB diffusivities and lattice diffusivity. The percolation 
threshold obtained from the fitting is 𝑓𝑅
𝑐 ≈ 0.39 in the case where DR/DL =100 × (DL/Das shown in Fig. 
63. While in the case where DR/DL =10
-6
 × (DL/Dwe observe a percolation threshold of round 𝑓𝑅
𝑐 ≈ 0.6 
(Fig. 63)  
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Fig. 63 - Macroscopic effective diffusivity Deff normalized by the lattice diffusivity DL as a function of the RGB fraction for different 
contrast of diffusivities DR/DL = (DL/D) with  = 10
-6 (a) and  = 100. Solid lines represent the predictions of the homogenization 
model. 
 
In summary, we notice that the application of the existent homogenization tools on continuum 
heterogeneous materials with percolating behavior is complex. The proposed model can be used as a transition 
scale method and can give a more accurate estimation of the GB network contribution to the macroscopic 
diffusivity, particularly for nanocrystalline materials. However, more analysis is necessary to see if it can be 
extended to a multicomponent continuum composite. 
 
V. Hydrogen diffusion in 3-D simulated polycrystalline aggregates 
 
We have shown in the previous part of this chapter that the connectivity of grain boundaries is a key 
parameter for the good prediction of the effective diffusivity when one is considering grain boundaries with 
different diffusivities. This result was obtained with a two dimensional model. To go farther, we need to 
question the effect of the space dimension on the effective diffusivity behavior.  
But, before investigating the grain-boundary connectivity effects in three dimensional systems, we 
have focused on the effects of the membrane geometric size. According to Legrand et al.[Legrand 2013b], 
one need to consider a membrane with a thickness higher than a critical value in order to avoid scale effects 
one the effective diffusivity, as illustrated in Fig. 64. In addition, this critical thickness is found to be 
dependent on the intergranular volume fraction. However, these findings were obtained from calculations on 
two-dimensional FEM model. The idea is to confirm this result in three dimensions.  
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Fig. 64 - Evolution of the effective diffusion coefficient Deff as a function of the ratio between the membrane thickness em and the grain 
size λ for two grain boundary volume fractions [Legrand 2013b]. 
 
1. Geometric considerations 
2.1. Scale effects due to the membrane thickness  
As described in the second chapter, the principles of experimental permeation tests consists in measuring 
the hydrogen flux through a membrane subjected on one of its faces to a hydrogen pressure (or concentration). 
Since the duration of the experience is several days for cfc polycrystalline materials, such as nickel, one of the 
way to reduce the experience time is to use very thin membrane [Frappart 2011a, Oudriss 2012a]. However, 
dimensional characteristics of the metallic membrane can alter the data extracted from this technic such as the 
diffusivity. The impact of the membrane thickness on permeation transient has been reported in a number of 
experimental works [Crolet , Crolet , Bonis , Kittel 2008, Frappart 2011a]. According to Crolet et 
al.[Crolet 2001a], there are two different permeation behaviors for thin and thick membranes. However, there 
is not a unique transition thickness between thin and thick membranes because the critical thickness depends 
on environmental parameters such as the pH but also on the materials characteristic [Kittel 2008]. Recently, 
Legrand et al. [Legrand 2013b] have studied the effects of grain boundaries, considered as fast diffusivity 
paths, on the permeation data, by using FEM calculations in two dimensions.  They have shown the scale 
effects of the membrane size on the permeation data and more particularly the dependence of the critical 
thickness on grain boundaries volume fraction. 
In this section, we consider the same approach than in [Legrand 2013b]  but in three dimensions. As 
described above, the simulated microstructure is composed of grains surrounded by intergranular phase. In 
order to focus only on the effects of the membrane thickness, the intergranular phase is assumed to be mainly 
constituted of percolated RGBs, with higher diffusivity than lattice diffusivity. The values of diffusivities used 
0.1 1 10 100
1E-3
0.01
0.1
1
HS+ (f
gb
 = 0.00567)
HS+ (f
gb
 = 0.0567)
Domain IIIDomain IIDomain I
Domain IIIDomain II
 f
gb
 = 0.0567
 f
gb
 = 0.00567
D
e
ff
 /
 D
g
b
em / 
Domain I
Chapter 3 – Hydrogen diffusion in simulated heterogeneous aggregates 
 
90 
 
in these calculations are taken from the experimental results in [Oudriss 2012b], performed on polycrystalline 
Ni. All the parameters of the model are summarized in Table VI.  
Table VI - List of parameters used in the model 
Parameter  Description  Value(s)  
em  Thickness of the membrane  9.5×10
-2
 mm< em <6.8 mm 
dm  Depth of the membrane  0.2 mm 
hm  Height of the membrane  0.2 mm 
egb  Grain boundary thickness  5 nm  
λ  Grain size  50 nm 
C0  Initial entry side concentration  1 mol/m
3 
 
Cs  Exit side concentration  0 mol/m
3
  
DL  Grains diffusion coefficient  10
-13
 m
2
/s  
Dgb  Grain boundaries diffusion coefficient  10
-10
 m
2
/s  
 
The effective diffusivity Deff, normalized by the GB diffusivity Dgb, is plotted in Fig. 65 as function of the 
ratio between the membrane thickness em and the grain size . We can separate clearly in three domains the 
evolution of Deff. The first domain corresponds to the case where the membrane is thinner than the average 
grain size, so Deff is close to Dgb. Then, in the second domain, Deff is decreasing with increasing the membrane 
thickness, until reaching the third domain, where it is constant. In this latter domain, the membrane thickness 
effects on the permeation data become negligible, confirming the results in [Legrand 2013b] obtained for 
two-dimensional simulated membranes. In addition, in third domain, the effective diffusivity can be 
approximated by the Hashin-Shtrikman superior bound (equation (III.17)). This is also consistent with 
previous works [Chen 2007, Legrand 2013b]. 
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According to the result in Fig. 65, a critical ratio em / ≈ 40 was estimated for the simulated polycrystalline 
membrane. Specifically, this means that for a nanocrystalline material containing 10% of intergranular 
fraction, the effective diffusivity is a material property if only the membrane is at least 40 times the grain size. 
It is important to notice that this critical thickness is dependent on the intergranular volume fraction, as shown 
by Legrand et al. [Legrand 2013b] for 2-D simulated microstructures. Their result is depicted in Fig. 66. It 
can be seen that the critical thickness increases with the intergranular fraction. The required critical membrane 
thickness is larger for nanocrystalline materials. If we compare the estimated critical thickness from our study 
in 3D and the prediction of the critical thickness estimated for the 2-D microstructures (Fig. 66) for an 
equivalent intergranular fraction, we observe that the 3D critical thickness is higher than in the 2D case. This 
could be explained by the greater impact of the intergranular diffusivity in 3D. However, it would be 
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interesting to also determine the evolution of the critical thickness as a function of the intergranular fraction. 
That was not possible in the framework of this work due to the computation limitations.  
 
 
Fig. 65 – The normalized effective diffusivity as a function of the ratio between the membrane thickness em and the grain size . 
 
 
Fig. 66 – Evolution of the crtical ratio em /  as a function of the intergranular fraction in two dimensions [Legrand 2013b]. 
 
2.2. Effect of the membrane height and width on the effective diffusivity 
According to the previous results, a membrane thickness em (Fig. 67) that is 40 times the grain size could 
be sufficient to get rid of the effects of the membrane thickness. The width dm and the height hm of the 
membrane have no effects on the effective diffusivity because the symmetric boundary conditions and the fact 
that diffusion flow is normal to their direction (Fig. 67a). However, in the case of heterogeneous intergranular 
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phase, the sizes in the y and z directions can induce finite size effects on the GB network. This can result in 
fluctuations of the effective diffusivity. To check the magnitude of these fluctuations, we varied the width dm 
of the membrane for fixed thickness and height and we computed H-permeation tests. The evolution of the 
effective diffusivity Deff as a function of the RGB fraction fR, for different membrane width, is reported in Fig. 
67b. It can be seen that the fluctuations of Deff are limited to the transition zone of the GB connectivity. In 
addition, the magnitude of the fluctuations is not very important. As we were not able to compute very large 
3-D models, the adopted solution was to repeat calculation in the transition zone a number of times in order to 
reach a sufficient relative precision on the average effective diffusivity. 
 
 
Fig. 67 – (a) Geometric parameters of the 3-D simulated membrane; (b) The normalized effective diffusivity as a function of the 
fraction of RGBs for membrane width.  is the grain size and the considered membrane thickness and height are em =40× and hm = 
3×respectively 
 
3. Implications of the space dimensionality 
Most of the analytical and experimental studies dealing with the grain boundary connectivity and their 
implications for material properties have focused on two dimensional cases [Wells 1989, Frary 2005b, 
Tsurekawa 2006, Rohrer 2010]. However, few realistic polycrystalline materials are in two dimensions, 
except thin films. In addition, the dimensionality of the system has been shown to affect the connectivity and 
the percolation behavior of GB networks [Frary 2005a, Deng 2014]. One of the main effects is a shift in the 
percolation threshold between the 2-D and the 3-D cases. As shown in [Deng 2014], this shift is reflected also 
in the behavior of the GB network effective diffusivity. However, the results are valid only in the C-type 
diffusion regime (§Chapter 2-Section II.2.2) because the authors neglected the diffusion in the bulk and 
considered any leakage from grain boundaries to grains. In this section, we consider a more realistic model by 
taking into account the diffusion in the bulk and two types of boundaries with different diffusion properties.  
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3.1. Model parameters 
In this section, we follow the same approach as in the study on the 2D simulated polycrystalline 
aggregates. The grain boundaries are randomly classified into “random” GBs (RGBs) and special GBs 
(SGBs). RGBs are assigned a high diffusivity coefficient DR = 10
-10
 m
2
/s; while SGBs are attributed a low 
diffusivity coefficient D

 m
2
/s. The diffusivity coefficient in grains is DL =10
-13
 m
2
/s. As in the 2D 
study, the diffusivities values are based on the experimental results in [Oudriss 2012b], obtained for 
polycrystalline Nickel. We do not take into account the effects of triple junctions in this study. We assume 
that the diffusivity of each triple junction is determined by the types of GBs surrounding it. For instance, a 
triple junction surrounded by at least two RGBs, is assigned a high diffusivity DR. In order to investigate the 
effect of grain boundary networks on the effective diffusivity of membranes, two heterogeneous 
polycrystalline composites with grain sizes of 50 and 20 nm were modeled. The corresponding intergranular 
fractions are 10.9% and 23.9%, respectively. The parameters of the model are summarized inTable VII. 
Table VII - Parameters used in the model 
Parameter  Description  Value(s)  
em  Thickness of the membrane  0.887mm,  2.09 mm 
dm  Depth of the membrane  0.266mm, 0.626 mm  
hm  Height of the membrane  0.062 mm , 0.146 mm 
egb  Grain boundary thickness  5 nm  
λ  Grain size  20 nm, 50 nm 
C0  Initial entry side concentration  1 mol/m
3
  
Cs  Exit side concentration  0 mol/m
3
  
DL  Grains diffusion coefficient  10
-13
 m
2
/s  
DR  RGBs diffusion coefficient  10
-10
 m
2
/s  
D  SGBs diffusion coefficient  10
-16
 m
2
/s  
 
The size of the simulated membranes was chosen according to the previous analysis of the membrane 
thickness effects on the effective diffusivity. In this section, the intergranular phase is characterized by a two 
GB diffusivities randomly distributed, which induce statistical fluctuations effect on the effective diffusivity, 
as shown above. Thus to obtain an average of the effective diffusivity, the procedure is repeated a number of 
times N. By using the same method presented in section (§II.1.2), we estimated the necessary minimum 
number of realizations to obtain relative errors of 1% and 5% (Table VIII) accordingly to equation (III.6). Due 
to computational limitations, a standard error of 5% on the effective diffusivity was deemed acceptable.  
Table VIII - The necessary minimum number of realizations to obtain a given relative error 
rel 1% 5% 
N 1440 56 
 
As in the 2-D case, the random distribution of GB diffusivities produces two types GB network: RGB 
and SGB networks. Both networks can be more and less connected depending on the respective fraction of 
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each type of GBs (Fig. 68). However in contrast with the 2-D case, the GB clusters are represented by a chain 
of 3-D surfaces. Depending on the contact points, different types of connectivity can be defined in 3D 
polycrystalline microstructure [Priester 2012], as illustrated in Table IX. In this work, we considered the case 
where the GB network connected through both triple junctions (J) and quadruple node (Q). Due to the 
complexity the GB network in 3D, we did not characterize the 3-D GB connectivity in this study.  
 
Fig. 68 - Example of GB networks in 3D for a fraction of RGBs fR =0.6. (a) RGBs network, (b) SGBs network. 
 
Table IX - Different types of connectivity that can be defined in 3D polycrystalline microstructure [Priester 2012]  
 
 
3.2. Effective diffusivity 
The evolution of the normalized effective diffusivity as a function of the fraction of RGBs fR, is depicted 
in Fig. 69. We observe the increase of the effective diffusivity with the fraction of RGBs. This increase is 
more important around the fraction fR = 0.3. This threshold fraction corresponds also to the intersections of the 
two curves and according to the results in chapter II, it can be concluded that this fraction is the percolation 
(a)
(b)
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threshold of the effective diffusivity. The evolution of the effective diffusivity is a result of the evolution of 
GB network connectivity with the fraction of RGBs, similarly to the 2D study. Indeed, the geometrical 
percolation threshold in randomly-assembled three-dimensional grain boundary networks, formed by 2-D 
surfaces in a 3D lattice, was estimated at Pc = 0.225 [Frary 2005a].  
 
Fig. 69 – The normalized effective diffusivity as a function of the fractions of the RGBs for two membranes with different 
intergranular fractions. 
 
In order to capture quantitatively the GB networks effects on the effective diffusivity, we apply the 
GEM+HS
+
 approach to approximate the evolution of the effective diffusivity Deff, as shown in Fig. 69.  As 
described in the section (§IV), this approach consists in combining the general effective medium 
approximation (equation (III.18)), proposed by McLachlan [McLachlan 1986, McLachlan 1987] in the 
conductivity field and the Hashin–Shtrikman upper bound [Hashin 1963] in three dimensions (Equation 
(III.19)). 
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This phenomenological approach contains three parameters that describe the interconnection between the GB 
network percolation behavior and the overall diffusion of the continuum system. The best fitting between the 
simulations results and the GEM+HS
+
 predictions is obtained for the values of the critical exponents s = 3±0.2 
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and t = 1.01±0.05 and for a percolation threshold of  𝑓𝑅
𝑐 = 0.3±0.02. This result shows that the approach 
proposed in the second chapter works also very well for diffusion in 3D nanocrystalline diffusion models. 
Secondly, it allows determining quantitative parameters about the GB networks effect on the effective 
diffusivity.  
3.3. Comparison between 2D and 3D results 
In order to evaluate the effect of system dimensionality on the effective diffusivity, we re-used the results 
of the effective diffusivity presented in the 2-D study for the membrane with grain size 20 nm and compare it 
to the results in 3D. The normalized effective diffusivity as a function of the fraction of RGBs for 2D and 3D 
membranes with the same intergranular fraction is shown in Fig. 70. It can be seen that there is a shift of the 
effective diffusivity between the 2-D and 3-D results, and particularly in the transition zone. This could be 
explained by the difference in the geometrical percolation thresholds in 2-D and 3-D GB networks. The 
geometrical percolation threshold is known to be dependent on the dimensionality of the system. As a result, 
the percolation behavior of the effective diffusivity is affected by the dimensionality of the system. This result 
shows that there may be large differences between the diffusivities obtained from 2-D models and the 
experimental values which are mostly obtained from 3-D microstructures, and particularly  in the interval 
fractions of transitions (around percolation threshold). For instance, for the same RGB fraction fR = 0.4, it can 
be seen a difference of more than one order of magnitude of the effective diffusivities. This highlights the 
more large effect of GB networks on the effective diffusivity in 3-D system and thus reinforces the idea that 
GB connectivity should be considered in the experimentally obtained diffusivity values.  
 
 
Fig. 70 – The normalized effective diffusivity as a function of the fractions of the RGBs for 2D and 3D membranes with grain size  = 
20 nm. 
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The fitting parameters from the 2-D and 3-D calculations are summarized in Table X. In addition to the 
percolation threshold of the effective diffusivity which has decreased, it can be noted that only a critical 
exponent, namely t, changed between 2D and 3D. This result is interesting because the scaling exponents 
usually depend on the space dimensionality [Sahimi 2003] and the fact that s does not evolve is a surprise. 
The decrease in t, compared to the 2-D, is probably related to a more important effect of the percolated cluster 
in 3-D system. Indeed, the critical exponent t characterize the divergence of the effective diffusivity above the 
percolation threshold (fR > 𝑓𝑅
𝑐) and thus capture the effect of the percolated cluster.  
 
Table X- Scaling exponents of the effective diffusivity 
 2D 3D 
𝑓𝑅
𝑐 0.52 ± 0.02 0.3±0.02 
s 3 ± 0.2 3±0.2 
t 1.8 ∓ 0.15 1.01±0.05 
 
 
 
VI. Discussion 
 
1. Overview and analysis of the results 
In this work, the effects of the GB connectivity on the macroscopic diffusivity in polycrystalline 
materials were investigated. Both idealized and reconstructed microstructures were used to simulate H-
permeations in two and three dimensions. Unlike previous studies [Legrand 2013b, Jothi 2014], the grain-
boundary region was modeled by a heterogeneous phase (random and special GBs), with two distinct 
diffusion coefficients. 
The first approach of this work consisted in working on idealized 2-D simulated microstructures, with 
a random distribution of grain-boundary diffusion properties. This allowed us to perform a statistical 
characterization of the connectivity of random boundaries. The results showed clearly three different 
topological behaviors (system of path, large clusters and percolating clusters) depending on the fraction of 
RGBs. Then we analyzed in detail the correlation between the effective diffusivity and the connectivity 
parameters (average path length, correlation length). It was found a non-linear dependence of the effective 
diffusivity on the correlation length on the whole interval of the fractions of RGBs. However, we observed 
that, by taking the three interval of the fraction of RGBs corresponding to the different topological domains, 
we had linear relationships between the effective diffusivity and the connectivity parameters. It was found a 
significant increase of the effective diffusivity as a function of the correlation length , in the domain of large 
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clusters. In this domain, the slope of the linear relationship was more important for nanocrystalline 
membranes, compared to micro-crystalline membranes.  
These findings proved the important role of GB connectivity on the effective diffusivity, and more 
particularly in nanocrystalline materials. However, it is important to view these results in perspective, as we 
focused only on the GB connectivity and neglected the connectivity between grains and each category of grain 
boundaries. To analyze the problem as a continuum percolation transport we proposed a homogenization 
deductive approach, based on the combination of the generalized effective medium and the Hashin-Shtrikman 
formulas. The results of this analysis showed that the percolation threshold of the effective diffusivity is 
different from the geometrical one of the GB network. This suggests that the percolation behavior of the 
effective diffusivity depends on the contacts between all the different phases in the system. The studies on the 
percolation behavior of effective properties in continuum system are very rare. To our best knowledge, Chen 
and Schuh [Chen 2009] are the first who analyzed the question by considering transport through a two phase 
continuum square system. In their study, the authors investigated the effects of corners contacts and showed 
that they can influence the percolation of the effective diffusivity.  In the same study, it is reported that the 
continuum scaling exponents are asymmetrical and different from their lattice counterparts, which is 
consistent with our results. This study also raised the question of universality of continuum percolation and 
the fact that more studies are necessary to elucidate the question. It should be noted also that the scaling 
exponents reported in the literature are in the range of 1-2 [Sahimi 1994], which is not the case for the scaling 
exponent s obtained from our fitting. This point reinforces the idea of non-universality of the percolation in 
continuum systems. However the percolation in continuum transport remains complex and further studies are 
necessary.  
In a second part (section §V), we analyzed the effects of the space dimensionality on the percolation 
behavior of the effective diffusivity, showing a decrease of its percolation threshold. This is a result of the 
geometrical percolation threshold of 3-D GB networks, which is smaller than in 2-D GB networks, as reported 
in the literature [Frary 2005a]. This result suggests that the different correlations established between the 
connectivity parameters and the effective diffusivity in 2-D systems should be different in three dimensional 
cases. Indeed, the GB connectivity seems to increase faster than in 2-D, thereby the effect of large clusters 
may occur for lower fractions of random boundaries. 
In summary, the results of this numerical approach pointed out different correlations between grain-
boundary connectivity and the macroscopic diffusivity, depending on the fraction of random boundaries or the 
space dimensionality. The study highlighted also that the continuum percolation behavior of the effective 
diffusivity is different from that in discrete networks. In the current approach several assumptions were made, 
through the physics applied and also the microstructure modeling. The main simplifications of the approach 
and their implications are discussed in the next section.  
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2. Discussion on the simplifications of the numerical approach 
1. The binary classification of GB diffusivities  
In our numerical study, we used a binary classification of grain boundaries, based on geometric 
property, namely the coincidence index . This approach is widely used because it has a significant 
advantage. It helps reduce the number of significant parameters that characterize grain boundaries and it is 
applicable to many areas such as corrosion resistance, fracture propagation and electromigration  [Gertsman 
1996, Watanabe 1999, Kononenko 2001, Lehockey 2004].In regard to the GB diffusivity, this classification 
is still controversial because direct relationship between this crystallographic property and the GB property 
has not been elucidated [Priester 2006].   
In the current approach, we assigned a low diffusivity to the special GBs (<29) and a high diffusivity 
to random (often also called general) GBs. This choice is based on experimental findings in [Oudriss 2012b]. 
According to Oudriss et al., the increase of hydrogen diffusion along random GBs can be explained mainly by 
the presence of strong distortions and large regions of poor structural match inside this type of GBs. On the 
contrary, most of special GBs are presented as preferential area for hydrogen trapping because of a favorable 
atomic structure characterized by a good fit between the interfacial atoms and the adjoining crystals and weak 
distortions. However, it is difficult to find diffusivity data associated to each category of GBs. Only some 
atomistic simulations have determined diffusion constants for specific GBs [Suzuki 2004, Pedersen 2009, Di 
Stefano 2015].  
In this work, diffusivity in random boundaries is assumed three orders of magnitude higher than in 
crystal, based on our previous works [Oudriss 2012b]. Ratio between GBs and lattice diffusivities reported in 
the literature varies from one to four orders magnitudes [Tsuru 1982, Yao 1988, Harris 1991, Palumbo 
1991a, Brass 1996], without specifying the category of GBs. For the special boundaries, quantitative results 
of the delaying effect of trapping on the GB diffusivity are even more limited. In our study, we assumed a 
diffusivity three order of magnitude smaller than in crystal. This value seems to correspond to extreme case 
where the GBs present high density of deep trapping sites [Kumnick 1974, Thomas 2002]. Without a high 
contrast (DR/D > 10
4
) between the diffusivities of the two types of boundaries, it has been found that the 
effects of GB connectivity on the effective diffusivity seem to be negligible [Chen 2006]. This is consistent 
with our numerical results. The normalized effective diffusivity calculated from the 2-D simulated FEM 
model, as a function of random boundaries for different ratios, is illustrated in Fig. 71. It can be seen the effect 
of RGBs becomes significant for ratios higher than 10
4
. Below this ratio, the effect of GB connectivity can be 
neglected and common homogenization models can provide accurate description of the effective diffusivity 
[Chen 2006]. 
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Fig. 71- Evolution of the effective diffusion coefficient as a function of the random grain boundary volume fraction for different 
contrasts of the random and special grain boundary diffusivities. Other parameters kept constant. Grain boundary thickness egb = 5 nm, 
grain size λ = 10 μm, membrane thicknesses em = 500 μm. 
 
 
2. Influence of triple junctions on the effective diffusivity 
In our numerical approach, each triple junction was assigned the same diffusivity as the surrounding GBs. 
However, the triple junction diffusivity is generally found to be higher than in GBs or in lattice [Palumbo 
1990b, Doyle 1995, Bokstein 2001, Wang 2005]. In addition, triple junctions occupy a significant portion of 
the intergranular region in nanocrystalline materials [Palumbo 1990b]. These entities can form a high 
diffusivity percolating network throughout the volume of the material. Legrand investigated the triple junction 
effects on the effective diffusivity using 3-D simulated networks in his PhD thesis [Legrand 2013a]. 
According to his simulation results, a significant increase (on order of magnitude) of the effective diffusivity 
compared the case where the triple junction diffusivity is not considered. However, in his study, the 
segregation behavior of triple junctions was not taken into account and the considered TJ diffusivity was 
chosen arbitrarily. In reality, the study of triple junctions’ effects is complicated by the lack of experimental 
data on their diffusion property and segregation behavior.  
In summary, a complete description of diffusion in polycrystalline would require to consider the triple 
junction effect, in addition to the grain boundaries effect. This could bring an alternative explanation of the 
non mono-atomic dependence of the effective diffusivity on the grain size observed for experimental data 
[Oudriss 2012b]. However, the numerical analysis of triple junctions’ effects would make sense only with in 
three dimensional realistic microstructures.  
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VII. Concluding remarks 
 
In this chapter, hydrogen diffusion through heterogeneous materials, modeled by a ternary continuum 
composite media, was simulated. Then, the effect of grain-boundary networks on macroscopic diffusivity was 
investigated. Four main results can be underlined: 
 Depending on the RGB fraction, the RGB networks can be classified into three groups characterized 
by differences in morphology and statistical distributions of their connectivity parameters. 
 
 It appears a strong correlation between the grain boundary transition threshold and the maximum of 
increase in the effective diffusivity. This influence is more pronounced for nanoscaled membranes, 
compared to fine grained membranes. 
 
 As a consequence of the three groups of networks, we highlighted three different regimes of diffusion. 
In each regime of diffusion, linear correlation between the effective diffusivity and the grain-boundary 
morphology parameters was detected.  
 
 By combining the generalized effective medium (GEM) equation and the upper Hashin-Shtrikman 
formula, we proposed an approach to approximate the effective diffusivity obtained from the FEM 
simulations. This approach allowed to extract the continuum percolation threshold and the scaling 
exponents of the effective diffusivity in the polycrystalline aggregate. This evidences that the 
percolation behavior of the effective diffusivity is affected also by the intra-granular diffusion.  
 
 By treating the heterogeneous materials as 3-D ternary composite with two types of grain boundaries, 
we investigated the implication of the dimensionality of the system on the correlation between the GB 
connectivity and the effective diffusivity. As well as in 2-D, The evolution of the effective diffusivity is 
controlled by the changes in the GB network connectivity and topology. However, we observe a shift 
in percolation threshold of the effective diffusivity compared to the 2-D results. This shift is a result of 
the grain-boundary network connectivity which is different in 2-D and 3-D. In addition, we extend the 
homogenization approach proposed in 3-D.  
This numerical work has been conducted on simulated aggregates with idealized geometries. However, it is 
not sufficient to describe the actual behavior of polycrystalline material, particularly because realistic 
microstructures involve irregularly shaped single crystals and local microstructural constraints. This point 
will be questioned in the next chapter. 
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Chapter 4 
Diffusion in realistic heterogeneous 
microstructures 
  
In the third chapter, we have shown that the effective diffusivity of 
hydrogen in polycrystalline materials depends strongly on the connectivity and 
the percolation behavior of the GB networks. However, these analyses were 
conducted using idealized microstructures with a random distribution of the GB 
diffusivities. This chapter combines numerical and experimental analyses. It is 
aimed at first investigating the GB connectivity effects on the effective 
diffusivity in realistic microstructures and secondly at providing insights on the 
GB effects on hydrogen local concentration. 
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I. FEM analysis of the hydrogen diffusion in reconstructed 
polycrystalline aggregates 
 
1. Introduction  
 It is known that the behavior of realistic microstructures differs from the idealized ones, due to 
more complicated physics and more microstructural constraints. Polycrystalline materials consist of 
irregularly shaped single crystals joined by grain boundaries which present a wide range of properties. 
Moreover, the GB characters distribution (GBCD) is subjected to crystallographic constraints 
[Gertsman 1995, Gertsman 2001]. Particularly, it has been proven that, when three CSL boundaries 
meet at triple junction, their  values must verify a “sigma combination rule”, [Miyazawa 1996], as 
reviewed the chapter 2 (§II.1.3). 
The influence of the crystallographic constraint on the GB topology and connectivity was 
investigated by Frary et al. [Frary 2004, Frary 2005b]. It has been shown that preferential GB cluster 
configurations were induced by these constraints [Frary 2005b]. The authors also found that the non-
random distribution of the GB characters lead to a shift of the geometrical percolation threshold, 
compared to the analytical value obtained from the percolation theory. These findings pointed out the 
importance of considering a realistic distribution of the GB properties to better analysis the 
correlations between the GB connectivity and the effective properties of materials. In order to connect 
the numerical simulations and the experimental data on hydrogen diffusivity, it is necessary to include 
information on the grain boundary character distribution in the FEM diffusion model, by performing 
microstructural characterizations.  
It is difficult to compare simulation results and experimental data due to low availability of 
appropriate experimental data on GB diffusivities. To our knowledge, diffusion measurements in 
polycrystals from the perspective of microstructure are rare. Oudriss et al. [Oudriss 2012b] provided 
large experimental data set on hydrogen diffusivity in polycrystalline Ni with a wide range of grain 
size (Fig. 72), using electrochemical permeation tests. These diffusion measurements were combined 
with GB characterization and GB connectivity analysis. This study allowed them to retrieve an 
effective GB diffusivity of Dgb= 4.10
-10
 m²/s by using a fitting procedure of the Hashin-Strickman 
approximation and the experimental data of the effective diffusivities calculated from the desorption 
step. According to the authors, the effective diffusion coefficient (Deff,d) determined from the 
desorption step corresponds to the hydrogen diffusion without strong trapping effect, while the 
effective diffusion coefficient (Deff,c) determined from the charging step is affected by the trapping 
processes. This theory could explain the large discrepancy of the values of diffusivities from the two 
methods. 
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Fig. 72 – Experimental data on the evolution of the effective diffusivity as a function of the grain size, by considering 
hydrogen charging and desorption [Oudriss 2012b]. 
 
The aim of this section is to study the effect of GB connectivity on the effective diffusivity in 
realistic microstructures, based on Electron backscatter diffraction (EBSD) maps of polycrystalline Ni. 
For that, as in the last chapter, we combine GB connectivity characterization and FEM simulations of 
H-permeations. Firstly, we present the experimental procedure to obtain EBSD maps and the 
computational procedure to build the EBSD-based FEM. Then, the connectivity of the reconstructed 
GB networks is quantified and compared to the results of the randomly assembled networks in chapter 
III. Finally, the FEM results of the effective diffusivity are confronted with experimental data from the 
literature.  
 
2. Experimental procedure 
 
2.1. Materials and characterization 
Three different microstructures were used in this study: two polycrystalline Ni with micrometric 
average grain size and one nancrystalline Ni. The latter, obtained by electrodeposition process, comes 
from the PhD works of Dr. Godon [Godon 2010]. The two others are from polycrystalline nickel 
(purity 99.99%) provided by Goodfellow company. Grain sizes were obtained by thermo-mechanical 
processing at constant temperature for a predefined time in a controlled atmosphere on nickel cold-
drawn round rods [Haddou 2003, Feaugas 2007, Oudriss 2012b].  
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To obtain the microstructural geometry and the crystallographic data, EBSD analyses were 
performed on the samples. Initially, the samples were prepared by SiC surface grinding up to 4000 
grade and then electropolished in H2SO4/CH3OH acid solution [Sahal 2004, Lekbir 2013]. The 
polishing procedure is described in appendices XX. The orientation data were obtained using an 
EDAX/TSL OIM system coupled to a FEI Quanta 200 ESEMFEG scanning electron microscope. 
Operating conditions of 20 kV and 0.2 mm step size were used. Automatic beam scanning and the TSL 
OIM Data Collection 5 software were used to map the crystal orientations on planar sections. Two of 
the three microstructures used in this work were characterized during the PhD works of Godon 
[Godon 2010] and Oudriss [Oudriss 2012a]. One microstructure was characterized during this work, 
following the same procedure. For more details on the characterization procedure, readers are referred 
to the works of Godon and Oudriss [Godon 2010, Oudriss 2012a].  
 
 
Fig. 73 – EBSD orientation map of the Ni sample with grain size 45 mm from present work. 
 
The obtained EBSD maps were post-treated using the TSL OIM analysis 5 software. Precisely, a 
cleaning-up procedure was performed on all EBSD maps to adjust single points with misorientations 
higher than 5° with its neighbors. 
 
3. Computational procedure 
3.1. Reconstruction of the microstructure 
In order to build an image-based FE Model, a procedure to extract the geometrical data from the 
EBSD analysis and convert it into Comsol mesh was developed. Initially, by using the OIM analysis 
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software, the grain boundaries were approximated by a set of lines. Then, the following information 
was extracted for each map: 
 The coordinates of the endpoints of each line 
 The average orientation of the adjacent grains. 
This information was used in a set of scripts implemented in Comsol with Matlab. Firstly, the 
microstructures were reconstructed as in the EBSD maps. Then, a dilatation algorithm was applied on 
it, in order to make the boundaries thicker. A reconstructed microstructure is shown in Fig. 74. This 
operation treats boundaries as a separate domain with a finite thickness and different diffusion 
properties against the bulk. Afterward, a mesh was generated from the reconstructed microstructures. 
Domains comprising grains and triple junctions were meshed with triangular elements, while mapped 
mesh is applied to the grain boundaries. By imposing three boundary elements on the triple junctions, 
three elements are ensured in the thickness of the grain boundary, as illustrated in the Fig. 75. 
 
Fig. 74 – Reconstructed microstructure with thick boundaries shown in the inset. 
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Fig. 75 – FE mesh of the reconstructed boundaries. 
 
3.2. Permeation modeling 
The permeation modeling follows the same approach as in the 2-D model of the third chapter. As 
illustrated in the Fig. 76, a constant hydrogen concentration C0 is imposed at the left side and a zero 
concentration at the exit side. This results in a concentration gradient from the entry to the exit side of 
the membrane. The hydrogen diffusion is governed by Fick’s laws, implemented on each node 
following the equation (IV.1). The isotropic hydrogen diffusion coefficient Di is dependent of the 
position in the different phases. The same diffusion coefficient DL is used for the grains, while each 
GB is assigned either a high diffusion coefficient DR or low diffusion coefficient D otherwise 
depending on their character. Unlike the third chapter, the GB diffusivity is not randomly assigned but 
is based on the EBSD map. Using the EBSD data, grain boundaries were classified into two 
categories: special boundaries with diffusivity D and general or “random” boundaries with diffusivity 
DR. Special boundaries comprise low angle boundaries and CSL boundaries with high coincidence 
(<29). Random boundaries include high angles boundaries without coincidence or long range 
coincidence ((>29). An example is illustrated in Fig. 77. This binary classification was transferred 
into the FEM model. 
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Fig. 76 – FE modeling of the permeation on the reconstructed microstructures. As in the third chapter, the membrane 
thickness and height are called em and hm, respectively. 
 
 
Fig. 77 – EBSD map and the resulted binary classification of boundaries.  
 
3.3. Parameters of the models 
The FE calculations were conducted on three EBSD-based models of Ni with average grain sizes  of 
45, 18 and 0.12 mm. The 2D-EBSD experimental microstructural image of polycrystalline Ni and the 
FEM geometries are shown in Fig. 78. For each grain size two or three different EBSD maps were 
used in order to gain insight of the variability of measured data. An arbitrary constant GB thickness of 
10 nm was defined for the grain boundaries. This value is very large compared to the usually reported 
values of GB thickness. However, it can be seen as an effective GB thickness that represents the 
enhanced diffusion or the segregation zone inside and around the GB. The boundary conditions and 
the geometrical parameters are reported in Table XI. 
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Fig. 78 – EBSD orientation maps and the corresponding reconstructed boundaries. 
 
Table XI – Parameters of the model 
Parameter Description Values 
em Thickness of the membrane 10.8 – 570 mm 
hm Height of the membrane 8.6 – 500 mm 
egb Thickness of the grain boundaries 10 nm 
 Grain size 180– 45000 nm 
C0 Entry side hydrogen concentration 1 mol/m
3
 
CS Exit side hydrogen concentration 0 mol/m
3
 
 
4. Results  
4.1. Grain boundary Connectivity 
In order to investigate the GB connectivity, reconstructed grain boundary maps were obtained from 
the COMSOL models.  Using the information from the EBSD, the GBs were classified into Special 
(SGBs) and random (RGBs). The reconstructed GB networks of the two types are shown in Fig. 79. 
Visually, it can be seen that RGBs are more connected that SGBs.  However, the respective fractions 
of the two categories of boundaries do not show the same the trend, as illustrated in Fig. 80. 
= 120 nm
= 18 mm
= 45 mm
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Furthermore, we quantified the connectivity of the different networks by determining two parameters: 
the correlation length of the clusters and the fractions of triple junctions of different nature. 
 
 
Fig. 79 – Special (red) and random (black) boundaries networks for the three microstructures with grain sizes = 120 nm,  
=18 mm and  = 45 mm. 
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Fig. 80 – Fraction of each type of boundaries for the three microstrucures 
 
The first step of the GB networks characterization was to convert the images into binary 
images. Then we applied exactly the same procedure previously described in the third chapter (section 
§II.2) to calculate the correlation length . The results are depicted in Fig. 81a. As foreseen after the 
observation of the GB networks images, the correlation length show that the connectivity of RGBs is 
higher than that of SGBs. We compared the values of the correlation length of the RGB clusters to 
those obtained for the randomly assembled GB networks from the third chapter, as reported in Fig. 
81b. It can be seen a large discrepancy between the correlation length of the randomly assembled GB 
networks and the real networks, more particularly for the low fraction of RGBs. This result is not 
surprising because the spatial distribution of GB of different nature is affected by crystallographic 
constraints, as mentioned above. Following the results of the correlation length, it can be concluded 
that the fractions of boundaries of each type are not good indicators of the GB connectivity. 
 
Fig. 81 – (a) Normalized correlation length  of the reconstructed GB networks  as a function of the grain size. (b) 
Normalized correlation length  of the reconstructed RGB networks  and RGB simulated networks. 
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To go further, we used another parameter to quantify the GB connectivity.  As discussed in the 
second chapter (chapter 2, §IV.2), the fraction of different types of triple junctions was suggested to be 
a good measure of the GB connectivity. According to the nature of the grain boundaries that form it, a 
triple junction can be classified into four types: 0-SGBs, 1-SGBs, 2-SGBs and 3-SGBs, with fractions 
J0, J1, J2 and J3 respectively. The four cases are illustrated in Fig. 82. The 0-SGBs and 1-SGBs types 
triple junctions are qualified random triple junctions and the 2-SGBs and 3-SGBs types are special 
triple junctions. 
 
 
Fig. 82 - Classification of triple junctions depending on the number of SGBs that compose them. 
 
We determined the fractions of random triple junctions (J0+J1) and that of special triple 
junctions (J2+J3) for the three microstructures. The result is reported in Fig. 83. It can be seen that the 
fraction of random triple junctions is more important than that of special triple junctions. This reflects 
the higher inter-connectivity of RGBs and could explain the evolution of the correlation lengths of the 
RGBs and SGBs clusters as shown in Fig. 81a. A linear correlation was found between the correlation 
lengths of the RGB clusters and the fractions of random triple junctions (J0+J1), as illustrated in Fig. 
84. This is an important result that corroborates previous studies [Kumar 2000, Minich 2002, Schuh 
2003b]. This result confirms that the fractions of triples junctions of different nature are a better 
indicator of the connectivity than the fraction of different type of GBs. 
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Fig. 83 – Fractions of random and special triple junctions as a function of grain size 
 
 
Fig. 84 - Fractions of random triple junctions as a function of the correlation length of the RGB clusters  
 
In summary, following the correlation lengths and the fraction of random triple junctions, it 
can be concluded that the RGBs are more interconnected than the SGBs for the three microstructures. 
For the nanocrystalline one, the percolation of the RGBs is even ensured as indicated by the 
correlation length. This means that the diffusion process along grain boundaries for these three 
microstructures will be affected the RGBs diffusivity.  
 
4.2. Effect of high angles random boundaries on the effective diffusivity 
As just explained, the RGBs are more interconnected than the SGBs in the three studied 
microstructures. To investigate the effect of this higher connectivity of random boundaries, we 
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simulated the hydrogen diffusion through the three reconstructed microstructures. Then, the effective 
diffusivities were calculated for the three different heterogeneous models by using the same procedure 
than in the 2-D hexagonal models. To be able to compare the FEM results to the experimental data of 
the desorption step, we considered the same diffusivity parameters than the experimental 
measurements: DR = 4.10
-10
 m²/s in the random boundaries and DL=D= 9.10
-14
 m²/s in lattice and 
special boundaries.  
The results of the effective diffusivities as a function of the grain size are reported in Fig. 85. 
In the same figure, we plotted the experimental data from [Oudriss 2012b]. We also repeated the 3-D 
Hashin-Shtrikman [Hashin 1963] approximation in the Fig. 85, as proposed in [Oudriss 2012b]. It 
can be seen that our FEM simulation results are slightly different from the experimental data but still 
follow the same trend. The increase in the effective diffusivity, due to the high-angle random 
boundaries can be observed and more particularly of the nanoscale membrane.  
 
Fig. 85 - The effective diffusivity as a function of the grain size. Comparison between the results of the EBSD-based FEM 
simulations, the experimental data from [Oudriss 2012b] and the predictions of the upper Hashin-Shtrikman  (in 2-D and 3-
D). 
 
The difference between the FEM simulation results and the experimental may be due to the 
dimensionality of the system. As shown in the third chapter, there can be discrepancies between the 2-
D and the 3-D results because of the grain-boundary connectivity effect.  However, this is not the only 
factor. As shown on Fig. 85, our FEM results are slightly different from the 2-D HS approximation. 
Some other possible explanations would be the non-consideration of the triple junctions’ diffusivity or 
the loss of geometrical information in the reconstruction process. Indeed, a number of studies reported 
that triple junctions contribute to the diffusion acceleration, especially for nanocrystalline 
microstructures [Palumbo 1991a, Doyle 1995, Wang 2005]. 
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In the previous result, the same diffusion coefficient was considered in the bulk and in the 
special boundaries in order to be coherent with the experimental work. However, in the approach of 
the third chapter, we always considered a very slow diffusivity in the SGBs compared to the bulk (DL 
≫ D). To check if there is any difference in the effective diffusivities calculated with the EBSD-
based FEM model, we compared both cases, as reported in Fig. 86. It can be seen that the SGB 
diffusivity has no significant effect on the effective diffusivity. For the nanoscaled membranes, this is 
explained by the very low connectivity of SGBs compared to the RGBs (Fig. 81a). For the two others 
microstructures (= 18mm and = 45 mm), there are two reasons: first, the SGB connectivity is little 
lower than the RGB connectivity (Fig. 81a, Fig. 83), secondly, the effect of the GB connectivity on the 
effective diffusivity is not important at this scale. This result is consistent with our analyses in the third 
chapter on the correlation between GB connectivity and the effective diffusivity. However, the slower 
diffusivity may affect the local concentration distribution at the steady state, which will be discussed 
in the next paragraph.  
 
 
Fig. 86 - The effective diffusivity as a function of the grain size for two values of D (D = DL and D = 9×10
-16). 
 
4.3. Effects of the GBCD on the hydrogen concentration distribution 
In the method of solving the Fick’s equation, it is assumed that the system is homogeneous at 
the steady state and the concentration profile is linear within the thickness of the membrane [Kuhn 
1991]. However, this is not always the case when grain boundaries present different diffusion 
properties from the bulk. It has been shown that the concentration profile is affected by the geometric 
distribution of the microstructure [Legrand 2013a]. To analyze this point, we plotted in Fig. 87, the 
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surface profile concentration and the evolution of the hydrogen concentration in the thickness of the 
membrane at steady state for two microstructures.  
 
Fig. 87 – Surface profile concentration and the evolution of the average hydrogen concentration in the thickness of the 
membrane in the steady state. (a)  Grain size  = 18 mm; (b) Grain size = 120 nm. 
It can be seen that the average concentration deviates from the linear assumption. This deviation is 
more important for nanoscale membrane (Fig. 87b). This means that the magnitude of this discrepancy 
depends on the grain size and thus on the intergranular volume fraction. It seems that the membrane 
behaves as a heterogeneous composite.  
To explore this point, we analyzed the local concentration by plotting line profiles concentration at the 
grain scale in different regions of the membrane with grain size =120 nm (50 different zones were 
explored). Two typical line profiles concentration were detected, as depicted in Fig. 88, depending on 
the grain-boundary type: a gap of concentration between the two grains can be observed at special 
boundaries, while for random boundaries the evolution is less abrupt. This means that the RGBs favor 
the homogenization of the local concentration unlike the SGBs.  
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Fig. 88 - Line profiles concentration at the grain scale 
 
One can note also that the magnitude of the gap in the concentration at SGBs is depending on the 
neighboring environment (its boundary conditions). When a SGB is separating two regions of high 
and low RGB clustering, the difference in concentrations of both sides of the SGB is very important. 
This situation is as a result of the clustering of random boundaries and their role in the transient 
diffusion. As shown in Fig. 89a, the hydrogen diffusion occurs primarily along RGBs, for very short 
times. Then, the diffusion leaks to the grains surrounding these random boundaries (Fig. 89b) and at 
the end the hydrogen diffuses across the special boundaries from the neighboring grains. Thus in the 
regions of low clustering of RGBs, the diffusion is delayed either by the SGB clusters or the large size 
grains. As a result, at steady state, the diffusion front is more or less advanced depending of the RGB 
clustering. 
 
Fig. 89 – Surface profile concentration for different diffusion time t: (a) t = 0.08 s and (b) t = 2 s. 
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5. Discussion on the implications of trapping at GBs on the hydrogen 
diffusion 
We have seen in the previous section that the GB network topology can lead to local 
heterogeneities of the H concentration. However, considering a slower H diffusivity in the GB is not 
sufficient to model all the implications of grain boundaries on the hydrogen transport in polycrystals. 
Indeed, there are different H-interactions with GBs, depending on the atomistic GB structure and the 
diffusion configuration. The boundary can enhance or reduce the hydrogen diffusion, but it can also 
attract hydrogen into its cavity or vicinity (segregation). Studies report also that GBs can act as an 
energy barrier to the hydrogen diffusion [Pedersen 2009, Di Stefano 2015]. In a thermodynamically 
point of view, these different situations can be described in terms of potential energies, as shown in 
Fig. 90.  
 
Fig. 90- Different cases energy barrier between the lattice and the grain-boundary, EL→L is the activation energy of lattice 
diffusion. EL→GB is the activation energy for moving from a lattice site to a GB site, while EGB→L is the activation energy for 
the inverse case. 
 
In our numerical approach, we only considered the two first situations (Fig. 90) by taking into 
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case is equivalent to an energy barrier when the atoms diffuses across the boundary. Thus, we think 
that the two-dimensional barrier situation is considered in our study. Therefore, the omitted situation 
in our approach is the segregation of hydrogen to GBs (Situation 3 in Fig.). In addition to delay the H 
transport, the H segregation to GBs affects particularly H-distribution in the material, at steady state. 
In the classical models of diffusion in polycrystals [Mehrer 2007], the GB segregation effect 
is taken into account by imposing the following boundary condition between the lattice and the GB:  
 ( , , ) ( , , )gbc x y t sc x y t   (IV.2) 
where s is an equilibrium segregation factor. As mentioned in the first chapter, in this approach, a local 
equilibrium is assumed between the atoms in the GBs and those in the adjacent grains. In other words, 
the H-concentration in the grains is not affected by the trapping. Recently Knyazeva et al. [Knyazeva 
2015]investigated the effect of the segregation factor on the effective diffusion, using 
phenomenological equation inspired from the Maxwell-Garnet approximations. In their approach, they 
compared the predictions of their equation with experimental data of Oudriss et al. [Oudriss 2012b], 
as shown in Fig. 91. 
 
Fig. 91- Comparison of the predictions of the phenomenological equation accounting of a segregation factor with 
experimental data of [Oudriss 2012b] [Knyazeva 2015] 
 
According to their results, a segregation factor s = 75 gives a relative good approximation of the 
experimental data. However, in this kind of approach, the using of a constant segregation factor for all 
the grain boundaries is questionable because of the variety of grain boundaries.  In addition, this does 
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not allow to describe the segregation kinetics because of the assumed equilibrium state. Therefore, this 
kind of approach can result in controversial interpretations of the experimental data. 
A realistic description of the hydrogen segregation effects on the hydrogen diffusion process 
in the materials requires the consideration of the GB segregation kinetics as a function of the grain-
boundary character. However, due to the anisotropy and structure dependence of segregation at GB, a 
detailed description of the hydrogen segregation at GBs should be based on atomistic calculations 
[Lejcek 2010]. Recently, Ilin [Ilin 2014], as a part of his doctoral thesis, investigated the segregation 
barrier effect on the hydrogen diffusion, using one dimensional atomic layer model based on jump 
probabilities. However, the approach adopted in its work remains very local and complex to 
implement in large system with higher dimensions. 
Simulating the segregation behavior of each individual boundary is complex because of the 
huge number of grain boundaries that differ in their segregation behavior. Therefore, a binary 
classification of the GBs depending on their segregation behavior, the same approach as  the diffusion 
property in the present work, could be an alternative to study the diffusion in a polycrystal, as 
suggested by Hofmann [Hofmann 1996].  
It is for this purpose that we conducted an experimental study combining microstructure 
characterization and local concentration profiling performed on the same materials in order to gain 
insights the effects of the GBs on the local hydrogen segregation.  
 
II. Experimental analysis of hydrogen segregation effects on 
the hydrogen distribution near grain boundaries 
 
1. Introduction 
If the court-circuit diffusion of GBs can be taken into account in the numerical diffusion 
models by using a diffusion parameter, it is more difficult for the trapping phenomena. As underlined 
in the first chapter, grain boundaries can contain a wide variety of trap sites, leading to a broad 
spectrum of segregation energies [Moody 1991, Kirchheim 1993]. In addition to reducing the 
apparent GB diffusivity, the hydrogen trapping at GBs leads to an increase of the local hydrogen 
solubility and promotes local oversaturation phenomenon [Coudreuse 2000]. The hydrogen trapping 
at GBs can also affect the hydrogen diffusion and concentration near GBs, as suggested by some 
numerical works [Pedersen 2009]. The few experimental studies on the subject indicated also the 
presence of a gradient of hydrogen concentration near GBs [Fukushima 1982, Ladna 1987a]. 
Moreover, using microprint technics [Katano 2001, Ohmisawa 2003] and/or high-resolution tritium 
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autoradiography [Aucouturier 1982], it was clearly established a segregation of hydrogen near some 
GBs but not for all the GBs considered [Aucouturier 1982]. These results suggest a specific behavior 
that depends on grain boundaries character. Birnbaum and co-worker [Birnbaum 1988] suspected this 
specificity long time ago and tried to prove it using SIMS analyses on some GBs of polycrystals and 
bi-crystals. These analyses clearly demonstrate for some selected GBs a gradient of hydrogen content 
with a length path higher than the GBs thickness. But the lack of statistical analyze has made it 
difficult to determine the hydrogen distribution and trapping contribution around GBs. 
The present experimental study is aimed at providing qualitative and statistical view on the 
dependence of the hydrogen trapping around GBs with the GB character.  To do that, combined EBSD 
and SIMS analyses were performed on polycrystalline Ni. First, the experimental procedure is 
presented. Then, the results of the hydrogen local distribution around GBs are discussed as a function 
of the grain-boundary type. 
 
2. Experimental procedure 
This study was conducted in three phases. As first step, the crystallographic orientation of the 
samples was characterized, using EBSD. Afterwards, the samples were charged with hydrogen, except 
the control sample. After the charging step, SIMS measurements were performed to characterize the 
hydrogen local distribution on the samples surface. 
 
2.1. Microstructural characterization and hydrogen charging 
The material used was polycrystalline nickel (purity 99.99%) with different grain sizes 45 mm and 
18 mm. In order to characterize the grain-boundary character distribution by EBSD mapping, the same 
procedure as in the first section (I.2.1) were used here.  The grain boundary character distribution 
(GBCD) was investigated using crystallographic orientation mapping data as previously described in 
the first section.  
After the characterization step, hydrogen were introduced into the samples, at room temperature 
(298 K) for 48 hours by electrochemical charging at a cathodic current density of -20 mA/cm2 in a 0.1 
M NaOH (pH =13) aqueous solution, deaerated with an argon pressure of 1.4 bar. After the charging, 
the initial hydrogen concentration was respectively equal to 540 ppm at. and 360 ppm at. for grains 
sizes of 18 mm and 45 mm. These concentrations are higher than the hydrogen solubility (6.8 ppm at 
for 0.1MPa and 300K) reported for nickel single crystal at room temperature [Fukai 2006]. This 
difference can be explained by the fact that equivalent pressure corresponding to the cathodic charging 
was higher than 0.1 MPa, but also the fact that some GBs can promote the hydrogen trapping 
processes.  
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The different samples were analyzed by using secondary ion mass spectroscopy, after a specific 
backing time in room temperature, in order to investigate the hydrogen surface distribution.  
 
2.2. Secondary ion mass spectroscopy (SIMS) analysis 
This part of the study was done in the framework of a research internship of a master student, 
i.e., Ms. Solenne LEGERNNIC, in cooperation with the Pacific Northwest National Laboratory 
(PNNL) in Richland (US). 
SIMS technique provides the best sensitivity and depth resolution to track hydrogen in 
materials. This technic consists in sputtering the specimen surface with a focused primary ion beam 
and detecting the secondary ions subsequently ejected. A more detailed description of this technic is 
provided in Appendix D. Note that the performance and the reliability of this technique depend mainly 
on the experimental settings. The optimal experimental settings used in this study have been 
previously established by Zhu et al. [Zhu 2012b].    
Entire hydrogen mappings were performed using time-of-flight SIMS measurements 
(TOF.SIMS5, ION-TOF GmbH, Germany). Samples were pumped down in the introduction chamber 
12 hours before they were introduced into the analysis chamber. The pressure in the analysis chamber 
was about 3.4×10
-9
 mbar. For each zones studied, the sputtering primary ion was a 1.0 keV Cs
+
 beam, 
which was rastered over a 300×300 µm
2
 area during sputtering. A pulsed 25 keV Bi
+
 beam was used 
for analysis, which was rastered over a 100×100 µm
2
 area at the center of the Cs
+
 sputter craters 
during data acquisition. The pulse frequency of the Bi
+
 beam was 33 kHz and the corresponding 
current was about 3.8 pA. The H
–
 ions were detected because the H
–
 signal is more sensitive than the 
H
+
 signal [Zhu 2012a, Zhu 2012b]. After the SIMS measurements, the samples were removed from 
the vacuum, and the depths of sputter craters were measured using a stylus profilometer (Dektak 150, 
Veeco Instruments, Inc.). A constant sputtering rate was assumed for each depth profiling 
measurements.  The depth of sputter craters was intentionally controlled to be around 270±20 nm. The 
first 80 nm is not taken into account to the summation of hydrogen content used to present a mapping 
of solute distribution.  
 
3. Hydrogen local distribution  
The correlation of the corresponding mappings of SEM-EBSD analysis and ToF-SIMS analysis are 
illustrated on Fig. 92a. A typical mapping of solute content (SIMS data) and corresponding grain 
orientations and grain boundaries orientations (EBSD data) is shown in Fig. 92b.  
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Fig. 92 – SEM (a) and EBSD (b) maps with the six SIMS maps locations on both maps. 
 
For the six scans illustrated in Fig. 92, each grain is well distinguished by 
58
Ni
- 
counts (Fig. 93a), 
1
H
-
 
(Fig. 93b) counts and H/Ni ratio (Fig. 93c). Consequently these maps can be easily correlated with 
EBSD data (grain orientation: Fig. 93d and grain boundaries orientation: Fig. 93e). As it was 
previously suggested, the number of counts per second is affected by the grain orientation of the 
studied crystal face. To minimize these effects, the data was normalized using 
58
Ni
-
.  
The hydrogen distribution appears to be influenced by the grain orientations, which illustrates 
that boundary conditions of one grain (grain-boundaries) affect the redistribution of hydrogen. To 
illustrate this point, we represent in Fig. 94 the normalized H
-
 signal intensity along a line that 
intersects different grain orientations and grain boundaries. Using EBSD data, grain boundaries have 
been identified as special grains boundaries (3n) or random grains boundaries (R). It can be seen in 
Fig. 94b that hydrogen concentration is affected when crossing grain-boundaries. Different situations 
near GBs are observed, which imposes a statistical approach to characterize the profile of hydrogen 
around grain-boundaries. The profile of hydrogen around GBs has been investigated qualitatively in 
relation with the type of GBs for 50 grains boundaries for both grain sizes. 
 
(a)
(b)
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Fig. 93 - : Signal intensity for 58Ni- (a), 1H- (b) and the ratio 1H-/58Ni- (c). Mapping of grains orientations (d) and grain 
boundaries families (e). Sample with grain size of 45 µm, scan number 3 
 
Fig. 94 - Line profile position (a) and normalized 1H- signal intensity versus the position along the line. Sample with grain 
size of 45 µm, scan number 4, line 4. 
 
Random 
CSL 3
n
 
(a)
(e)
(b) (c)
(d)
(a) (b)
Chapter 4 – Diffusion in realistic heterogeneous microstructures 
 
126 
 
 
Fig. 95 - Some examples of possible correlation between EBSD and SIMS analyses. 
 
As illustrated on Fig. 95, four kinds of profiles can be reported:  
- a gap where instantaneous variation of hydrogen content is observed when we cross the GB,  
- a constant profile where no significant modification of hydrogen content is related to both 
grains around GB,  
- a break where the profile evolved crossing a GB,  
- a gradient of hydrogen content for both sides of GB.  
Around a large fraction of random grain-boundaries, we observed a gap of hydrogen concentration 
between both adjacent grains, as shown in Fig. 96a. In contrast for the special grain-boundaries, a 
gradient of hydrogen content on both sides of GB is the main feature observed (Fig. 96b).  
(a)
(b)
(c)
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It has been reported that random GBs mainly constitute fast diffusivity paths for hydrogen 
diffusion in relation with a large excess of free volume [Oudriss 2012b]. Consequently, it seems that 
when this process occurs along GBs, hydrogen does not cross the GB easily. In contrast to the 
numerical results in the first part, the random GBs do not seem to favor hydrogen homogenization 
grain to grain. In addition, hydrogen distribution supports the idea that random GBs accommodate 
hydrogen more easily than others ones and provide diffusion pathways that can determine the 
preferred direction of hydrogen diffusion along GBs. Oudriss et al. have suggested a direct correlation 
between the excess of volume in GBs and an accelerated H diffusion along GBs (short-circuit of 
diffusion) [Oudriss 2012b]. More recently, DFT calculations conducted by Di Stephano et al. in 
nickel, highlighted higher hydrogen diffusivity along a 5 GB in relation with an important excess 
volume [Di Stefano 2015]. Consequently both results seem to support the interpretation of the specific 
hydrogen distribution (gap) observed in the present work.  
 
Fig. 96 - Fraction of grain-boundaries, which present one kind of hydrogen distribution. (a) random GBs and (b) 3n GBs 
 
(a)
(b)
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Despite the large variety of special 3n, hydrogen gradient around these GBs, suggests that in 
polycrystalline structures, a strain gradient exists near the 3n GBs with a path length (4 mm) 
significantly higher than GB thickness (≈2 to 5 nm). This should be noted as a surprise, because a 
large density of defects is necessary to accommodate the misorientation between two adjacent grain-
boundaries. An elastic field was identified for some cases around GBs with HRTEM [Zhao 2008]. 
Additionally, it has been reported previously that hydrogen is deeply trapped in 3n GBs [Oudriss 
2012b], but also that this type of GBs is a specific location where reverse trapping occurs in relation 
with the long-range elastic field of dislocation networks [Oudriss 2012b].  
Twin boundaries are a specific configuration of 3, where no defects are necessary to 
accommodate the misorientation. In this case, we do not observe a gradient profile (Fig. 97) and the 
concentration of hydrogen is lower than the one obtained in the grain. Consequently, this close-packed 
grain boundary configuration acts as a two-dimensional barrier to hydrogen diffusion, consistent with 
the DFT studies [Du 2011, Di Stefano 2015]. According to recent DFT calculations [Di Stefano 
2015] performed on 3 symmetric twin GB in nickel, the segregation energy is negligible for this GB. 
The diffusion parallel to the GB plane is equal to its diffusion in the grain interior but the diffusion 
across the GB plane seems to be associated with a significantly higher barrier. Therefore, it is 
surprising to observe a low concentration of hydrogen in a twin and no segregation. In opposite, to our 
knowledge, there are no DFT results about more defective 3n GBs. 
 
Fig. 97 – Hydrogen distribution around a twin. 
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Compared to our numerical results, the experimental findings show a wide variety of the GB 
effects on the hydrogen local distribution in polycrystalline materials. The profiles of concentration 
around GBs, observed in the experimental analysis, are completely different from the observation of 
the numerical results. For instance, the gap of concentration detected around random GBs, was 
observed around special GBs in the numerical study. However, this is not surprising because, even 
though detailed information on the microstructure was considered in our numerical model, several 
other considerations were missing such as the segregation effect or the barrier effect of some 
boundaries. As underlined in this experimental work, strain fields around GBs can also alter the 
hydrogen distribution. In addition, at high H concentrations, probable chemical interactions (H-H 
interactions or hydride formation) can impact the H local distribution in polycrystalline materials. 
This point emphasizes the necessity to incorporate more ingredients in order to capture the 
effects of GBs on the hydrogen concentration in a multi-scale modeling. However, it is a challenging 
task to fully understand the coupled effects of both GB connectivity and segregation behavior 
associated with each type of grain boundary on the macroscopic diffusivity and concentration 
distribution.  
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III. Concluding remarks 
 
This chapter was composed of two main parts. In the first part, we investigated the GB 
connectivity effects on the effective diffusivity in realistic microstructures, using EBSD-based Fem 
models. Secondly, SIMS analysis combined with microstructure characterization was performed to 
analysis hydrogen segregation near grain boundaries.    
 In the first part, we showed the necessity of considering microstructural constraints in 
order to model appropriately the correlation between the GB connectivity and the 
effective diffusivity. By comparing the simulation results with the experimental data; we 
reported evidences of the highly connected random boundaries on the effective diffusivity. 
Finally, we analyzed the local hydrogen distribution at the steady state and concluded the 
limitation of the model to capture a realistic local hydrogen distribution.  
 
 In the second part, the SIMS investigations allowed us to gain insights about the 
dependence of the hydrogen segregation near grain boundaries with the type of grain 
boundary. After qualitative and statistical analysis of the hydrogen local profiles around 
grain boundaries, two main situations were observed for hydrogen in relation with the GB 
category (random or CSL 3n). A gap for hydrogen concentration was mainly detected 
near random boundaries. In opposite, a gradient of hydrogen was observed near most of 
special 3n boundaries. This result evidences the significant impact of grain- boundary 
character on the hydrogen distribution.  
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Chapter 5 
Conclusions & Prospects 
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I. Conclusions 
 
The determination of reliable quantitative data on the hydrogen diffusion and concentration is 
an essential step in every HE mechanism. Many studies have been focused on the hydrogen diffusion 
in polycrystalline materials. In most of these studies, the intergranular region is considered as a 
homogeneous phase. However, it is known that grain boundaries are characterized by a variety of 
diffusion properties depending on their nature. Thus considering the effects of grain boundaries 
heterogeneity is crucial in the analysis of hydrogen diffusion in polycrystals. The aim of this thesis 
was twofold. The first and the main goal was to investigate the implications of heterogeneous GB 
networks on the hydrogen effective diffusivity in polycrystalline materials, using a numerical 
approach.  The second goal was to understand the GB effects on the hydrogen local concentration, 
using experimental analysis. 
In the numerical part, two approaches were considered. The first one consisted in working on 
idealized microstructures models, where the grain boundaries were randomly classified into two 
categories: random (RGBs) and special (SGBs) boundaries, with two different diffusivities. The 
second approach consisted in using EBSD-based microstructures, where the binary classification of 
grain boundaries was based on EBSD data. The main results with the two approaches are summarized 
as follows. 
- Using the first numerical approach 
To investigate the effects of the GB networks on the effectivity diffusivity, we have developed 
FEM models to simulate permeation tests in 2-D and 3D simplified polycrystalline aggregates. Several 
aspects of the correlations between the GB networks topology and the effective diffusivity were 
analyzed. 
First, we showed, by characterizing the RGB connectivity in the 2-D hexagonal model, that 
there are different types of RGB networks with different morphology and connectivity depending on 
the fraction of random boundaries. Then the results on the evolution of the effective diffusivity 
evidenced clear correlations between the different types of networks and the different regimes of the 
diffusion. The analysis of the correlations between the connectivity parameters and the effective 
diffusivity allowed to determine in which interval of RGB fractions the effective diffusivity is strongly 
affected by the RGB connectivity. This interval corresponds to the RGB percolation transition zone 
and is characterized by the presence of large clusters. Moreover, it was found that the maximum rate 
of increase of Deff was corresponding to the geometrical percolation threshold of the RGB networks. In 
addition, our results indicated that the correlations between the effective diffusivity and the GB 
connectivity were more significant for nanocrystalline aggregates than for sub-micron aggregates.  
We also analyzed the problem as a continuum percolation by proposing a deductive approach 
combining the generalized effective medium theory (GEM) and the upper Hashin-Strikman (HS
+
) to 
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approximate the effective diffusivity. This approach allowed determining the percolation threshold and 
the critical exponents of the effective diffusivity in 2-D and 3-D. Using this approach, we showed that 
the effects of the GB networks connectivity on the effective diffusivity is higher in 3-D than in 2-D. 
This first study was based on a specific case where a random distribution of the grain-
boundary character was considered. In real polycrystals, the boundary type is correlated to the 
neighboring environment. 
- Using the second numerical approach 
To investigate the connections between the constrained GB networks and the effective 
diffusivity, H-permeation tests were simulated using 2-D EBSD-based aggregates based on 
polycrystalline Ni. This allowed to consider both realistic grain microstructure morphology and grain-
boundary characters distribution. By comparing the results of RGB connectivity to those of the first 
approach, we showed the important effects of the microstructural constraints on the GB connectivity. 
We also evidenced that the fractions of triples junctions of different type are a more accurate indicator 
of the GB connectivity than the fractions of random (or special boundaries), confirming the findings in 
the literature. In addition, the results on the effective diffusivity as a function of the grain sizes 
revealed slight differences with the experimental data, but nevertheless followed the same trend. We 
believe that this approach, with more ingredients, could be used to model realistic macroscopic 
diffusion in polycrystals, by heterogeneous GB networks. 
 
In the experimental part of the thesis, SIMS measurements combined with EBSD 
characterization were performed to study the effects of GBs on hydrogen concentration distribution. 
These investigations allowed us to gain insights about the dependence of the hydrogen segregation 
near grain boundaries with the type of grain boundary. After qualitative and statistical analysis of the 
hydrogen local profiles around grain boundaries, two main situations were observed for hydrogen in 
relation with the GB category (random or CSL 3n). A gap for hydrogen concentration was mainly 
detected near random boundaries. In opposite, a gradient of hydrogen was observed near most of 
special 3n boundaries. This result evidences the significant impact of grain-boundary character on the 
hydrogen distribution. However, no correlation had been made with the numerical results, which 
suggests a strong effect of the segregation on hydrogen concentration. 
 
The approaches and the results presented in this thesis contribute significantly to the 
understanding of hydrogen diffusion in polycrystalline materials. The grain-boundary connectivity is 
neglected in most studies dealing with the diffusion in polycrystalline materials. Our results provide 
key insights on the connection between the grain-boundary connectivity and the overall diffusivity of 
the polycrystals. The numerical approach may be enriched by integrating more physics such as 
hydrogen segregation at GBs and may help to the good interpretation of the experimental data on the 
hydrogen diffusion and segregation.  
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This thesis also discussed the complexity of considering all the GB effects on the hydrogen 
transport process in materials. Possible improvements of the numerical approach in order to have a 
better description of the diffusion and the segregation in polycrystals are proposed in the following 
section. 
II. Prospects 
1. Improving the microstructure modeling 
As highlighted in the third chapter, it is necessary to consider both grain-boundary and triple 
junction character distribution in order to develop appropriate model of diffusion in polycrystals. In 
the last chapter, studies were conducted on two-dimensional reconstructed boundaries. This approach 
should be extended in three dimensions in order to get more 3-D realistic microstructures. Serial-
sectioning technique coupled with EBSD mapping is a developing technique that allow the 3-D 
reconstruction of microstructures [Groeber 2008]. This technique consists in putting together the 
information obtained from the 2-D sections to reconstruct 3-D topological structures. To perform the 
serial sectioning of the specimen, one can use focused ion beam (FIB) or other edging methods.  As a 
part of this present PhD thesis, we have already started the 3-D reconstruction of microstructures by 
using EBSD and electro-polishing as etching method. The study is aimed at developing 3-D EBSD-
based numerical diffusion models with a realistic grain-boundary and triple junctions network. An 
intermediate result is shown in Fig. 98. The development of FEM model was not fully completed due 
to limited resolution of the length scales intrinsic to the chosen methodology. Indeed, the 3-D 
microstructures obtained digitized 2-D images are characterized by a limited resolution at submicron 
scale [Li 2011]. Therefore, it is nearly impossible with this method to obtain a detailed description of 
3-D topological entities for nanocrystalline materials. 
 
 
Fig. 98 – (a) Serial EBSD mapping of a nickel polycrystalline sample, (b) 3-D digitized microstructures obtained from the 
EBSD mapping. The 3-D reconstruction was performed with the software DREAM-3D 
 
(a) (b)
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Nevertheless, the information from the serial-scanning techniques should be used to develop close-to-
reality microstructures using Voronoi tessellation and inverse Monte Carlo simulation [Xu 2009]. 
Once realistic 3-D microstructures are developed, the next step would be to consider more physics.  
 
2. Improving the applied physics 
In our FEM models, we only considered the diffusion properties of grain boundaries. However, as 
discussed previously, hydrogen segregation at GBs can also alter the diffusion process by decreasing 
the effective diffusivity and leading to heterogeneous H-distribution. Therefore, hydrogen segregation 
at GB should be added to the diffusion model by defining two subsets of grain boundaries depending 
on their segregation behavior. In order to obtain realistic distribution of the segregation behavior of 
grain boundaries, high resolution visualization methods, such as 3-D atom probe tomography [Cheng 
2013], should be combined 3-D EBSD characterization. Information from atomistic calculations 
(DFT, kinetic Monte Carlo) should be also used to get accurate classification of grain boundaries.   
The anisotropy of hydrogen diffusion is another important topic. Different atomistic studies 
have pointed out differences of diffusion rate between the diffusion across and parallel to the grain-
boundary plane [Suzuki 2004, Pedersen 2009, Di Stefano 2015]. It would be interesting to 
investigate also the effects of the hydrogen diffusion anisotropy on the effective diffusivity in the 
polycrystalline materials, by considering different GB diffusivities in the parallel and perpendicular 
directions to the boundaries.  
 
3. Towards a multi-physics modeling of hydrogen induced 
intergranular fracture 
The present work is a part of large project which is aimed at helping to understand the role of the 
hydrogen diffusion and segregation in the HE mechanisms. In the present work, we focused mainly on 
the correlations between grain-boundary connectivity and the macroscopic diffusivity. The good 
estimation of the macroscopic diffusivity is important in the HE mechanisms, because it allows to 
estimate the necessary time for the hydrogen to reach regions of weak cohesion like grain boundaries.  
In addition to the hydrogen diffusion rate, the local H concentration is a critical factor in 
decohesion mechanisms [Lassila 1986]. This local critical concentration has been found to be 
correlated with grain-boundary character [Bechtle 2009]. Moreover, Oudriss et al.[Oudriss 2014] 
associated the increase of the fraction random boundaries with a loss of ductility in quasi-pure Nickel, 
as illustrated in Fig. 99.  
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Fig. 99- The fraction of the random GBs and the ductility ratio A%(H) / A% versus the grain size [Oudriss 2014] 
 
According to the authors, two different HE mechanisms (HEDE: Hydrogen-Enhanced-
Decohesion, SAV: Super-Abundant Vacancies) are supposed to explain the decrease of the ductility 
depending on the H concentrations. However, in the same study, it is suggested that hydrogen flux 
promotes intergranular fracture more than the hydrogen concentration. Further studies are necessary to 
make clearer on this complex problem of induced intergranular fracture. 
 It is important to mention that the effects of the hydrogen depend on many parameters such as the 
hydrogen distribution, the grain-boundary character, the grain size and the mechanical history, etc., 
and the embrittlement of the interfaces can results from a combination of different mechanisms. There 
is therefore a need of a more generalized understanding of the hydrogen induced fracture. In this spirit, 
Kirchhem [Kirchheim 2007, Kirchheim 2010, Kirchheim 2015] has recently introduced a novel 
concept describing solute–defect interactions in a thermodynamic framework, in order to discuss 
models explaining hydrogen embrittlement as caused by enhanced local plasticity or the enhancement 
of vacancy formation.  
This kind of concept requires reliable quantitative data on the local concentration and 
microstructure defects. For that, it is necessary to understand the effects of the microstructure, but also 
of the deformation heterogeneities on the hydrogen diffusion and trapping process in the materials. In 
this perspective, an experimental apparatus to perform hydrogen permeation under tensile Stress has 
been developed in the LaSIE laboratory to investigate the effects of stress-strain states on the 
hydrogen diffusion and solubility [Guedes 2014]. In parallel, it would be interesting to develop a 
numerical model coupling mechanical behavior and hydrogen diffusion. This model should be based 
on realistic microstructures and taken into account the grain-boundary character distribution, the GB 
connectivity, the hydrogen segregation at GBs and the anisotropy of diffusion. The inputs of this 
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model should be coming from different methods (experimental and atomistic calculations), at different 
scale, as illustrated in Fig. 100. The ultimate goal is to define critical parameters of hydrogen induced 
fracture.  
 
 
Fig. 100- Schematic description of a multi-physic model of hydrogen induced fracture 
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Appendix A:  Review on the demonstration of 1st order bounds 
 
It is generally impossible to predict the exact analytical solutions of the effective properties 
for random media of an arbitrary microstructure. However, there are models of 
homogenization using a theoretical powerful tool to bound the effective properties. These 
methods are derived using variational principles, which are based on minimizing the power 
dissipation in the system. In this section, we propose to show that the range of possible 
effective coefficients is bounded, using the theorem of virtual work, the minimum energy 
principles and the Hill-Mandel principle. This demonstration is inspired from the book of 
Auriault which has developed it in a thermal transfer  framework [Auriault 2009]. 
 
Minimum energy principles 
To describe this theory, we consider a mass transport problem at steady state, in a supposed 
isotropic media. Figure 1 illustrates the problem with the macroscopic boundary conditions. A 
normal flux boundary condition is applied on J, while on J, a constant concentration is 
applied. The mass transport in a heterogeneous media, with a symmetric definite positive 
diffusivity tensor D(x), is described by: 
 
 0Div J   (A.1) 
  CJ D grad   (A.2) 
 
With boundary conditions in term of concentration and flux, on surfaces: 
   nJ J n   (A.3) 
   0Γ CC   (A.4) 
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Fig. 1 Problem with the boundary conditions 
 
Let us consider two virtual fields, J* and C’, satisfying boundary conditions:  
 
 0             in VDiv  J   (A.5) 
               on n JJ  J n   (A.6) 
 
'
0                   on CC C    (A.7) 
 
The theorem of “virtual work “says that the dissipated power is equal to the external virtual 
contributions, which means here: 
 
 
* ' '
0( )
J c
n
V
C dV C J dS C dS
 
     
*
J grad J n   (A.8) 
 
In others words, the variation of energy of the system is equal to the developed virtual power of the 
fields C’ and J*.  
Now, the following quadratic form is considered: 
 
* ' * ' 1 * '1( , ) ( ( )) ( ( ))
2V
C C C dV    J J Dgrad D J Dgrad   (A.9) 
 
Thus : 
 
 
* '( , ) 0C J   (A.10) 
 
C(x) 
V 
J·n=Jn n 
J 
C 
C0 
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By developing  and using the theorem of virtual work, we can write in the form: 
 
* ' * '
1 2( , ) ( ) ( )C C  J J   (A.11) 
Where: 
 
* * 1 *
1 0
1
( )
2 cV
dV C dS

     
*
J J D J J n   (A.12) 
 
' ' ' '
2( ) ( ) ( )
J
n
V
C C C dV C J dS

    Dgrad grad   (A.13) 
 
The complementary dissipation 1 and the potential dissipation  vary independently with J * and C’ 
and their sum is minimal for J and C. Thus, we can easily deduce that the minimum of 1 is reached 
for J*=J and the minimum of 2 is reached for C’=C: 
 
 
*
1 1( ) ( ) J J   (A.14) 
 
*
1 1( ) ( ) J J   (A.15) 
 
The first inequality is called the theorem of the minimum complementary energy principle and the 
second one is called the minimum potential energy principle.  
Since 0)()(),( 21  CC JJ , for every C’ and J*, the minimum energy principles yield to 
the following bounding: 
 
' *
2 2 1 1( ) ( ) ( ) ( )C C    J J   (A.16) 
 
Hill principle 
The Hill principle enables us to establish the link between microscopic and macroscopic 
descriptions.  First, the hypothesis (H) states that (i) global variables are the volume average 
of fluxes and local gradients, and (ii) the balance equations and behavior have the same 
structure at microscopic and macroscopic scales. Second, the principle of Hill requires 
equality of the energy contained in the medium, whether expressed in local or macroscopic 
variables defined by (H). 
By applying the hypothesis (H), in the current problem, to the dissipated power, expressed in 
microscopic variables (D, gradC, J) and in macroscopic variables (Deff, <gradC>, <J>), we 
obtain: 
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 ( ) eff
V V
C dV C CdV V C C     J grad grad Dgrad grad D grad   (A.17) 
 
1 1( ) eff
V V
C dV dV V      J grad J D J J D J   (A.18) 
Where <∙> describes the volume average:   V dVV
 . 
1
  
 
1
st
 order bounds: Wiener bounds 
 
Upper bound: Voigt bound 
Let us consider the case where a constant concentration C0 is applied on the entire external surface S, 
corresponding to a uniform intensity field G, which means: 
J                   SC                   xC  G0  
 
 
Fig. 2 - Problem with the boundary conditions 
 
It can be shown that the intensity field G satisfies: 
 
 .C grad G   (A.19) 
 
Applying the Hill principle and considering the diffusion tensor Deff homogenous and isotropic, we can 
write the expression of the dissipation: 
 ( ) ( )  eff
V
D C C dV V D C C   grad grad grad grad   (A.20) 
  
 
C(x) 
V 
C 
C0 =G∙x 
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Now let us consider, a concentration field C’ of uniform gradient gradC’= <gradC>. This field is 
admissible in concentration, which means: 
xxCC  Ggrad'        and thus  0' CC     on S. 
The field C’ satisfies the theorem of minimum potential energy: 
 
 
'
2 2( ) ( )C C    (A.21) 
 
And given that J=Ø: 
 
' '( ) ( ) ( ) ( )
                                        ( ) ( )
                                        ( ) ( )
V V
V
V
D C C dV D C C dV
D C C dV
C C DdV
  
 
 
 


grad grad grad grad
grad grad
grad grad
  (A.22) 
 
By using the Hill principle, we can conclude: 
 
  ( ) ( )eff
V
V D C C C C DdV   grad grad grad grad   (A.23) 
 
And thus: 
 
effD D   (A.24) 
 
In other words, the arithmetic mean is the upper bound of Voigt. For a binary composite with 
homogenous components of respectively volume fractions P1 and P2: 
 
 1 1 2 2effD PD P D    (A.25) 
 
The Voigt bound is reached for gradC=gradC’=<gradC>.  
 
Lower bound: Reuss bound 
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Now we consider the case where a uniform flux J0 is applied on the entire external surface S, which 
means: 
C          and          SJ                 nJ n  0J  
 
 
Fig. 3 Problem with the boundary conditions 
 
It can be shown that the average flux in the medium is identical to the applied flux on the surface: 
  J J   (A.26) 
 
Then by applying the Hill principle, and considering the diffusion tensor Deff homogenous and 
isotropic, we can deduce the expression of the energetic property: 
 
V
dV V
D D


J JJ J
  (A.27) 
 
Now let us consider an admissible field J* defined by J*=<J>.  This field satisfies the complementary 
energy principle: 
 
*
1 1( ) ( ) J J   (A.28) 
 
And given that C : 
 
* * 1
V V V
dV dV dV
D D D
 
    
J J J J
J J   (A.29) 
 
Then by applying the energetic property of J: 
 
C(x) 
V 
J·n=Jn n 
J J 
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1
V
V dV
D D

  
J J
J J   (A.30) 
 
Thus finally: 
 
1
1
effD
D

   (A.31) 
 
The geometric mean is the lower bound, called bound of Reuss. In the case of a binary composite, this 
lower bound is: 
 1 2
2 1 1 2
eff
D D
D
P D PD


  (A.32) 
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Appendix B:  Single inclusion solution 
 
A number of homogenization theories, such the effective medium theory, are based on the solution of 
the boundary value problem of the relevant field for a single inclusion one phase in a matrix of another 
phase [Torquato 2002]. In this appendix, we will derive single-inclusion solution, in the framework 
of diffusion. The demonstration was inspired from [Torquato 2002], in analogy of conduction 
problem. 
We consider a spherical inclusion  of radius R with diffusivity Dplaced in an infinite volume V 
with diffusivity Deff. A uniform concentration gradient with intensity G0 is applied to all (Fig. 4). A 
spherical coordinate system (r,,) is used in this problem with r the position of the vector emanating 
from the center of the inclusion. The Concentration gradient is carried by the axis =0. Here we 
propose to determine the induced perturbation C in the concentration field outside the sphere.  
 
 
Fig. 4- Schematic of the problem of single inclusion in an infinite matrix 
 
Within and outside the sphere, C must satisfy the Laplace’s equation: 
 
 0C    (B.1) 
 
With the boundary conditions: 
               C C r R    (B.2)  
 ( C) ( C )         effD D r R      n n   (B.3)  
 ( )             C r r   0G r   (B.4)   
where C and C are the concentrations outside (r>R) the sphere and inside (r<R), respectively.  
 
R 
D 
Deff 
G G 

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The Laplace’s equation can be solved in three dimensions, using the separation of variables technique 
(Jackson). The general form of the solution in the matrix can be written as: 
 
0 0 2
1
  ( )
cos
     cos
C r A
r
G r AG
r


    
  
0 0G G
  (B.5) 
where A is a constant, is the angle between vectors G0 and r, and 𝐺0 ≡ |𝑮𝟎|. As r →∞, the solution 
verifies the boundary condition (B.4).  
Inside the inclusion, the general form of the solution can be written as: 
 
0 0
   
      cos cos
C r B r
G r BG r 
    
  
0 0G G
  (B.6) 
where B is a constant. 
Using the interfaces continuity conditions in equations (B.5) and (B.6), one can  obtain linear 
equations systems for the unknown constants A and B: 
 3( ) ( )      C R C R A BR     (B.7) 
 
3
( ( )) ( ( ))  
2
eff
r r
eff
eff
D grad C R e D grad C R e
AD
D D BD
R
 
 
   
    
  (B.8) 
By solving the system of equations, it yields to: 
 
2
eff
eff
D D
A R
D D



 

  (B.9) 
 
2
eff
eff
D D
B
D D





  (B.10) 
The substitutions of these relations in equations (B.5) and (B.6) yields to the expressions of the 
concentration in the matrix and in the inclusion: 
 
3
,                  r R
2
           
 ,                           r R
2
eff
eff
eff
eff
D D R
r r
D D r
C
D D
r r
D D




   
      
  
 

    
 
0 0
0 0
G G
G G
  (B.11) 
Very far from the inclusion (r→∞), the solution satisfies the boundary condition (B.4). Thus, the 
solution of the concentration in the matrix can be decomposed into two parts: the uniform 
concentration field and the induced perturbation C.  
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As a result, the induced perturbation C is given by: 
 
3
0( ) ( )
2
eff
eff
D D R
C r C r
D D r


  
    
  
  (B.13) 
  
Appendices 
 
163 
 
Appendix C:  Calculation of the diffusivity of the special boundaries 
 
This appendix is aimed at describing how we extracted a diffusion coefficient of the special 
boundaries from the data of Oudriss et al.[Oudriss 2012]. 
We assumed that the grains phase (G) and the random boundaries (R) form homogenized inclusions of 
diffusivity 𝐷𝑒𝑓𝑓
𝑅+𝐺 = 2 × 10−12 𝑚2/𝑠 (figure 5) in a matrix composed of special boundaries (). 
 We inferred from the effective diffusivity obtained the corresponding sorption curve in Fig. 5, a 
diffusion coefficient of the special boundaries of D =3×10
-16 
m²/s., by using the lower Hashin-
Shtrikman formula. 
 
Fig. 5 - Experimental data on the evolution of the effective diffusivity as a function of the grain size, by considering 
hydrogen charging and desorption[Oudriss 2012] 
 
Table I – Volume fractions of the different phases, at the considered grain size 
fR+G 0.9856 
f 0.0164 
𝐷𝑒𝑓𝑓𝑒𝑓𝑓
𝑅+𝐺 2×10
-12 m2/s 
𝐷𝑒𝑓𝑓𝑒𝑓𝑓2
𝑅+𝐺+Σ 5×10
-14 m2/s 
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Appendix D:  Experimental technics 
 
Electron Back Scattered Diffraction (EBSD) 
EBSD technique is used to determine the crystallographic orientation of a polycrystal. This 
scanning electron microscope (SEM) based technique, also provides information about the grain sizes 
or the grain-boundary type. In this work, we used this technic mainly to determine the grain-boundary 
type depending on the crystallographic orientation and to get also a realistic  morphology of the grains. 
Schematic of the typical EBSD geometry is represented in Fig. 6a. The principle is to direct a 
beam of electrons on a crystalline sample tilted to 70º from horizontal. Some of the incident electrons 
arrive at the sample surface with an angle that satisfies the Bragg conditions related to the spacing of 
the periodic atomic lattice planes of the crystalline structure. These electrons are diffracted and form a 
pattern that is detected with a fluorescent screen, as schematically described in Fig. 6b.  
 
 
Fig. 6- (a) Schematic of the typical EBSD geometry, showing the pole piece of the SEM, the electron beam, the tilted 
specimen, and the phosphor screen [Instruments]. (b) Schematic of the diffracting cones with respect to the reflecting plane, 
the specimen, and the phosphor screen[Schwarzer 2009] 
 
This results in the formation on the screen of several pairs of lines that form the characteristics 
Kikuchi bands. These bands correspond to the different diffracting crystal planes and each band can be 
(a)
(b)
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indexed by the Miller indices of the corresponding plane. This demarche leads to a crystallographic 
orientation mapping of the sample. The resolution limit of this mapping depends on the fineness of the 
electron beam and the step size of the scanning. Concerning our analyses, the step size varied between 
30 nm and 200 nm depending of type of sample and its grain size. The step size also conditions the 
acquisition time of an EBSD map. 
The sample preparation is a critical step in the achievement of a good EBSD results. A 
deformation-free surface is an essential condition to obtain good electron backscattered diffraction. In 
this work, the samples were prepared by SiC surface grinding up to 4000 grade and then 
electropolished in H2SO4/CH3OH acid solution. 
 
Secondary Ion Mass Spectroscopy (SIMS) 
Basically, the principle of SIMS analysis consists in sputtering the surface of a sample and then 
analyzing the ejected charged particles (Secondary Ions) by mean of mass spectroscopy. A general 
scheme of the principle of SIMS is shown in Fig. 7. The sample must be solid and stable in a vacuum. 
The primary ions are usually O
2+
, O
-
, C
s+
, Ar
+
, Ga
+
 or neutrals.  
 
 
Fig. 7 – Schematic of the typical components of SIMS 
 
Depending on their mass analyzers, SIMS instruments are generally divided into three types: 
magnetic SIMS, quadrupole SIMS and time-of-flight SIMS. The latter was used in our study. For this 
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type of SIMS, a Time-of-flight mass spectrometry saves as a function of time the entire spectrum of 
the ions emitted during a pulse or series of pulses of the primary beam. An ion detection system is then 
used to record the magnitude of the secondary ion signal. Most modern mass spectrometers combine 
more than one detector (a channel plate, scintillator and photomultiplier). 
The data obtained can be analyzed in different ways. It can be used for depth profiling or 
surface analysis. In our case, SIMS analyses were performed to evaluate the hydrogen surface 
distribution.  
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Feaugas, Acta Mater. 60 (19), 6814-6828 (2012). 
[Schwarzer 2009]    R. Schwarzer, D. Field, B. Adams, M. Kumar and A. Schwartz, in Electron 
Backscatter Diffraction in Materials Science, (Springer US, 2009), pp. 1-20. 
[Torquato 2002]    S. Torquato, Random Heterogeneous Materials: Microstructure and Macroscopic 
Properties (Springer-Verlag, New-York, 2002). 
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Modélisation de la diffusion de l’hydrogène dans les matériaux hétérogènes: 
implications de la connectivité des joints de grains 
Résumé :  
La diffusion de l’hydrogène dans les métaux est un paramètre clef pour la compréhension des mécanismes de 
base de la fragilisation par l’hydrogène. Néanmoins, le rôle des joints de grains dans le processus de diffusion de 
cet élément reste à éclaircir. Avec une approche numérique, nous avons étudié les effets d’un réseau hétérogène 
de joints de grains sur la diffusivité macroscopique de l’hydrogène. Pour cela, des essais de perméation ont été 
simulés par la méthode des éléments finis, en modélisant le matériau comme un composite formé d’une phase 
intra-associée aux grains et deux phases intergranulaires, avec des propriétés de diffusion différentes. Nous 
avons montré, en caractérisant la topologie et la connectivité du réseau des joints de grains, qu’il existe des fortes 
corrélations entre les paramètres de connectivité et le coefficient de diffusion effectif. Il a été démontré 
également que ces corrélations sont plus importantes dans les matériaux nanocristallins. De plus, en utilisant une 
approche d’homogénéisation, il a été mis en évidence que le coefficient de diffusion effectif est contrôlé par le 
caractère percolant du réseau des joints de grains, sans pour autant avoir le même seuil de percolation que ces 
dernies. Une seconde étude, utilisant des microstructures de nickel obtenues par cartographies EBSD, a permis 
d’évaluer l’écart entre la connectivité des modèles simplifiés et les structures réelles. Cette étude a permis 
également de confronter les coefficients de diffusion effectifs obtenus par la simulation à des données de la 
littérature. En parallèle, une étude expérimentale a été conduite sur le nickel pour analyser l’influence des joints 
de grains  sur la distribution locale de l’hydrogène. Les résultats ont montré des corrélations importantes entre la 
nature du joint de grains et le profil de concentration de l’hydrogène autour de  ce joint, qui ne peuvent pas être 
expliquées uniquement par le processus de diffusion.  
 
Mots clés : joints de grains, hydrogène, connectivité, diffusion, éléments finis, matériaux hétérogènes, 
homogénéisation. 
Modelling of hydrogen diffusion in heterogeneous materials: implications of the grain 
boundary connectivity 
Abstract: 
The diffusion of hydrogen in metals is a key factor for understanding the basic mechanisms of hydrogen 
embrittlement. However, the contribution of grain boundaries to the hydrogen diffusion is not well established. 
In this this work, we first investigated the effects of a heterogeneous grain boundary networks on the effective 
diffusivity in polycrystalline materials, using finite elements modeling. To do so, hydrogen diffusion through 
heterogeneous materials, modeled by a ternary continuum composite media, was simulated. We showed, by 
characterizing the grain-boundary connectivity, that there are strong correlations between the grain-boundary 
connectivity parameters and the effective diffusivity. It was found also that these correlations are more 
significant for nanocrystalline materials. Moreover, by using a homogenization method, it was evidenced that the 
percolation behavior of the effective diffusivity is controlled by the grain-boundary network evolution, without 
exhibiting the same percolation threshold than the latter. A second approach, using EBSD-based microstructures, 
was conducted to evaluate the effect of microstructural constraints on the grain boundary connectivity and to 
compare the effective diffusivity numerically obtained with experimental data on polycrystalline nickel from 
literature. In parallel, experimental analyses were performed to analyze the effects of the grain boundaries on the 
local hydrogen concentration. This highlighted the significant impact of grain-boundary character on the 
hydrogen distribution around grain boundaries, which can not be explained by the only diffusion process. 
 
Keywords: grain boundaries, hydrogen, connectivity, diffusion, finite elements, heterogeneous materials, 
homogenization.  
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