It is hard to differentiate adolescent Major Depressive Disorder (MDD) patients from healthy adolescent controls based on structural MRI research findings, as the clinical characteristics of the patient group are heterogeneous, and the neuroimaging study results are ambiguous. We aimed to determine whether it is possible to reliably train a highly accurate predictive classification algorithm, even with the first onset of drug-naive adolescent MDD, solely using structural magnetic resonance imaging and without using any other clinical data from the patients. We also estimated the probability of the subject belonging to the predicted class to quantify the confidence of the prediction. Medication-naive adolescent patients in their first episode of MDD and healthy volunteers, matched for age, sex, and years of education, were prospectively recruited. Twenty-seven patients and 27 controls participated in the study. The two most significant variables were the standard deviations of intensity of the right ventral diencephalon and thickness of the superior segment of the circular sulcus of the insula. A participant is diagnosed as having MDD when the variation of either intensity in the right ventral diencephalon region or thickness of the superior segment of the circular sulcus of the insula increases. Structural brain changes can be used to build an accurate classification model for machine learning, even when the duration of illness is relatively short and the influence of MDD on the brain structure is minimal.
I. INTRODUCTION
Depressive disorder is the most disabling disorder worldwide if measured in years lived with the disability [1] . Periods of vulnerability can occur during adolescence [2] . Adolescent major depressive disorder (MDD) is associated with an increased risk of suicide and long-term functional impairment into adulthood, and patients do not respond well to evidence-based treatment [3] . The clinical picture of MDD in adolescents is quite different from that in adults; in fact, adolescent depression is characterized by heterogeneous and changing symptoms, sometimes hidden from somatic complaints and complicated by high rates of comorbidity with The associate editor coordinating the review of this manuscript and approving it for publication was Ran Su. anxiety disorders, substance abuse, disruptive behavior disorders, personality disorders, and other medical illnesses [4] . Accordingly, investigation of the neurobiological mechanism of adolescent MDD is critical for elucidating the etiology of depression and developing effective treatment options. The human brain is structurally and functionally organized into a complicated network. As noninvasive neuroimaging is thought to be an effective tool to identify reliable biomarkers for psychiatry, research interest and output in this field has grown with the use of structural and functional magnetic resonance imaging (MRI) [5] . A significant amount of neuroimaging evidence has now accumulated regarding depressive disorder in adolescent populations [6] , [7] . Among these various neuroimaging modalities, the structural substrates of MDD has been extensively studied. Con- VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ ventional structural neuroimaging studies of patients with MDD and healthy controls have primarily focused on their morphometric differences. Some studies have identified significant differences between patient and control groups [8] .
Morphometric differences have been identified that include both regional alterations of volume, including the hippocampus [9] , and features related to brain structure. Various studies have been conducted on adolescent MDD patients using structural MRI data. Schmaal et al. reported that adolescents with MDD had a smaller total surface area (but no differences in cortical thickness) and reductions in frontal regions and primary and higher-order visual, somatosensory, and motor areas from 20 cohorts worldwide in the ENIGMA MDD working group [10] . In a longitudinal follow up study, Schmaal et al. also reported alterations in the cortical surface area in young people experiencing depressive symptoms in early adolescence [11] . In addition to the outer cortical area, deeper structures -such as the hippocampus -are also known to be affected, as adolescent MDD patients show smaller hippocampal volumes compared to healthy controls. This finding from voxel-based morphometry is also in line with previous adult MDD studies [12] . MDD diagnosis has previously been made by clinical interview and mental status examination without robust objective laboratory findings. Furthermore, clinical evaluation of MDD relies on the counting of a minimum number of symptoms. This symptom-based approach may result in diagnostic inconsistencies, and the accurate detection of subtle clinical abnormalities in the early stage of the disorder requires medical staff skilled in highly specialized mental health services [13] . A more objective and reliable method, such as structural MRI, could be helpful for diagnosing MDD. Machine learning consists of a group of methods used to develop prediction models from empirical real-world data that make accurate predictions about unseen new data, and it is a powerful tool in a wide range of biomedical applications, owing to its ability to learn to categorize complex, highdimensional training data and apply the learned classification rules to unseen data [14] . When we consider the heterogeneous and complex clinical features of MDD, it is likely that its neuroanatomical differences would exhibit multiple volumetric and geometric features [13] , which may be decipherable with machine learning approaches. An important challenge for adolescent neuroimaging is to identify brain measurements that are useful for predicting the onset of MDD. However, it is not easy to differentiate adolescent MDD patients from normal healthy controls based on traditional structural MRI research findings, as the clinical characteristics of the patient group are quite heterogeneous and, accordingly, study results are ambiguous.
The primary objective of the present study is to find out whether it is possible to discriminate scans of adolescent patients with MDD from scans of healthy controls using machine learning. We aimed to train a high-accuracy predictive classification algorithm. As depression has various forms, it is important to include patients who have homogeneous clinical features to obtain reliable results in studies of depression. To exclude the confounding effect of antidepressants and different clinical statuses, we included only first-episode, psychotropic drug-naive adolescents with MDD. In this patient group, the duration of depression would also be short compared with that of older patients, and the pathophysiological changes in the brain due to the depression would be relatively small. We sought to establish whether it is possible to reliably train a highly accurate predictive classification, even in first-onset drug-naive adolescent MDD, using structural MRI alone. Our secondary objective was to estimate the probability of each subject belonging to the predicted class, in order to determine the confidence of the prediction.
Therefore, we compared medication-naive adolescents with first-episode MDD and healthy controls using machine learning, including support vector machine (SVM) methods. SVM typically involves a training phase and a testing phase. In the training phase, a well-characterized sample is used to develop a ''decision function'' or ''hyperplane'' that best distinguishes the two experimental groups of interest (e.g., patients and controls). In the testing phase, this decision function is used to predict the group to which a new observation belongs. We adopted various models and compared those models using different parameters to assess classification performance. To our knowledge, there have been very few studies that have used machine learning classification for adolescent MDD. As far as we know, this is the first study to assess prediction models for first-onset episode, drug-naive, adolescent MDD, using structural MRI without additional clinical information.
II. MATERIALS AND METHODS

A. PARTICIPANTS
Depressed patients were prospectively recruited for the present study from the child and adolescent psychiatry clinic at Korea University Guro Hospital. Patients were between 13 and 18 years of age and were diagnosed with first-episode MDD, using the Diagnosis and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision (DSM-IV-TR) criteria. Demographic and clinical characteristics of the participants are provided in Table 1 . Twenty-seven medication-naive patients with first-episode MDD (mean age 15.48 ± 1.72 years) and 27 healthy controls (mean age 15.96 ± 1.02 years) participated in this study. The Korean version of the clinical interview and investigator-rated Kiddie Schedule for Affective Disorders and Schizophrenia -Present and Lifetime Version (K-SADS-PL) was applied to confirm the diagnosis in all patients [15] . All patients were drug-naive at the time of study inclusion and had no history of alcohol consumption, substance abuse, chronic systemic disorder, neurological disorder, or psychiatric disorder other than MDD. For group comparison, healthy volunteers matched for age, gender, and years of education were prospectively recruited as controls through advertisements placed in local middle and high school newspapers. All control subjects underwent neurological examination and a detailed interview to ensure that they had (1) no neurological abnormality; (2) no history of neurological, psychiatric, or systemic disorders; and (3) no history of alcohol or drug abuse. The local ethics committee approved the study protocol, and all participants and their parents gave written informed consent after receiving a full explanation of the purpose of the study and the study procedures.
Full scale intelligence quotient (IQ) was assessed for all participants, and subjects with an IQ score under 85 were excluded from the study to ensure that all participants were without intellectual disabilities. Demographic features (e.g., age, gender, years of education) were gathered at baseline. Depressive symptoms were assessed by the Hamilton Depression Rating Scale (HDRS) [16] , [17] and Children's Depression Inventory (CDI) [18] , [19] in all patients and controls. All participants and their parents/legal guardians provided written informed consent. The study was approved by the Institutional Review Board of the Korea Medical University.
B. MRI DATA ACQUISITION
All participants were scanned using a 3T MR scanner (Siemens Skyra, Erlangen, Germany) with a 64-channel phased array head coil. For identification of structural abnormalities, axial fluid-attenuated inversion recovery images were acquired with the following parameters: TR = 9,000 ms, TE = 77 ms, TI = 2,500 ms, matrix = 256 × 166, FOV = 145 × 220 mm, slice thickness = 5 mm. For volumetric analysis, a high-resolution 3D magnetization-prepared rapid gradient-echo sequence was acquired using the following parameters: 192 continuous sagittal slices, TR = 2,300 ms, TE = 2.32 ms, matrix = 256 × 256, FOV = 230 × 230 mm, voxel size = 0.9 mm 3 . Diffusion tensor imaging and restingstate functional MR images were also acquired simultaneously but not included in the current study. The MR images were visually inspected for structural abnormalities and obvious artifacts from head motion or dental materials. One control subject and four patients were excluded from the analysis due to structural abnormalities (i.e., ventriculomegaly, focal cortical encephalomalacia) or poor image quality from excessive head motion.
C. IMAGE PROCESSING
We used structural MRI statistics, obtainable by FreeSurfer, 1 as the inputs for machine learning models to distinguish adolescent MDD from the control group participants. FreeSurfer uses two methods to separate brain anatomical structures. First, the surface-based stream method aims to identify the pial surface of the cortical structure, which represents the boundary between the white and gray matter. This is achieved by transforming the relationships of three-dimensional voxels into two-dimensional vertices represented by a triangular mesh [20] . Hence, it minimizes the metric distortions of the neighborhood distance differences and a negative area for the triangular mesh. Second, it employs a volume-based streaming method that aims to identify surfaces of the subcortical structure. This method maps the subject image to the atlas space (template) with predefined labels [21] . Then the subcortical structure (W) is extracted by maximizing the posterior of W given both an image and atlas function. The atlas function can be determined by affine transformation, which matches the subject image and the template. Based on the separated brain anatomical structures, various statistics for each structure, e.g., mean and standard deviation of thickness, curvature, and intensity, are extracted.
D. FEATURE SELECTION
Among the derived statistics from FreeSurfer, a select few are likely to be highly relevant to building an accurate classification model, while others are not. Hence, we selected the statistically significant input features with p-values smaller than 0.01, based on unpaired t-tests as shown in Table 2 .
The unpaired t-test is a statistical hypothesis test for two independent populations, to test whether the mean difference between two sample groups from each population is statistically significant or not. The t-statistic is computed by Eq. (1):
whereX 1 andX 2 are the mean values for two sampled groups. σ 2 is the pooled variance, while n 1 and n 2 are the number of observations in each group.
In Table 2 , lh and rh denote left and right hemispheres, respectively. aparc_a2009s signifies information for the cortex based on Destrieux's cortical atlas, whereas aseg represents subcortical volume, w-g_pct contains the mean gray-white contrast for the cortex, and wmparc indicates parcellation of the white matter.
E. HYPERPARAMETER SELECTION AND PERFORMANCE MEASURES
Since only 54 participants were involved in the experiment, which is insufficient to train machine learning models if they are split into separate training/validation datasets, we used double leave-one-out-cross-validation (LOOCV), as shown in Fig. 1 and described as follows. First, one participant was used only for testing the training model, while the other 53 participants were used to train the prediction model. Second, with the 53 participants, five-fold cross-validation was conducted in the inner iterations. The 53 participants were randomly divided into five groups. One group was set aside to validate the trained model with a certain set of hyperparameters by grid search, whereas the other four groups were used to train the model. This procedure was repeated five times by changing the validation set to ensure that all participants were included in the validation dataset once. Once the best hyper-parameter was determined, all 53 participants were used to train the prediction model. Finally, the model made a prediction for the test participant who was not used for either hyper-parameter tuning or model training. Once the prediction was made, another participant was used for the test set, and the aforementioned 5-fold crossvalidation and test process were conducted. This process was repeated 54 times so that all participants were tested.
Once the predictions for all participants were made, a confusion matrix was constructed, as shown in Table 3 .
We evaluated the classification model in terms of simple accuracy (ACC); true positive rate (TPR, also known as recall); true negative rate (TNR); precision; balanced correction rate (BCR); and F1-measure computed as follows:
Recall represents how many actual MDD participants are correctly identified by the model, whereas precision represents how precisely the model predicted the actual MDD participants. The higher the values of these measures, the better the model.
F. CLASSIFICATION MODELS
A total of six classification models were used to build the adolescent MDD classification model: tree-based bagging (TreeBagging), random forest (RF), multi-layer perception (MLP), adaptive boosting (AdaBoost), a gradient boosting machine (GBM), and SVM. Except for GBM and SVM, hyper-parameters were roughly explored because their prediction performances are not very sensitive to parameter change. However, since GBM and SVM are significantly affected by hyper-parameter value, we set a wide and dense grid for hyper-parameters so that the best parameter was chosen from the middle of the grid space, not at its border. TreeBagging is effective for reducing variance by aggregating the prediction results of multiple trees, each of which is trained based on the bootstrapped samples [22] . We set the maximum depth of the tree to between 4 and 7 and the number of trees to 30, 50, and 70 to avoid overfitting. RF is similar to tree-based bagging; however, it randomly chooses input variables to increase the diversity of individual trees [23] . We set the same number of trees (30, 50, and 70) as in the tree-based bagging, while the number of input variables considered in each split was set to 10, 15, 20, and 25. MLP can learn a non-linear relationship between the input variables and the target by placing hidden units with non-linear activation between them [24] . We selected the best number of hidden units among the three candidates: 10, 20, and 30. AdaBoost attempts to boost the prediction performance of weak base learners by ensuring the following learners focus more on the samples that were misclassified by the previous learner [25] . The optimal number of trees was searched among 30, 50, and 70, and the maximum depth of each learner was set to 7. GBM is also a boosting-based ensemble, but has shortcomings in that the current learner does not reweight the sampling probability but, rather, uses the gradient information [26] . SVM aims to find the optimal hyperplane, which has the widest margin between the classes [27] . It can not only guarantee the optimal solution, due to the convexity of the objective function, but can also generate a flexible class boundary when the kernel trick is employed [28] . We used the RBF kernel with a selected width of 10, 100, 500, or 1000. The penalty cost C was also searched between 1 and 10 during the cross-validation process. The hyperparameters of each classification model with the grid search space are summarized in Table 4 . Table 5 shows the classification performance of each model. The value in each cell was calculated based on the confusion matrix with the predicted labels based on double LOOCV, as explained in Section II.E, and the true labels of 54 participants. Among six classification models, SVM yielded the highest performance in terms of all six performance measures. Of actual MDD patients, 92.6% were correctly classified as having MDD, whereas 96.3% of non-MDD participants were correctly classified as not having MDD. To avoid misdiagnosis, not only is TPR important but high precision should also be achieved. In our experiment, SVM yielded 96.2% precision, which implies that the rate of misclassification by the model was only 3.8%. It could be reduced again if these diagnosed participants are carefully examined by professional psychiatrists. As the number of MDD patients and control group participants are the same, there is no noticeable difference among ACC, BCR, and F1-measurements. Except SVM, no classification model achieved over 0.9 in terms of accuracy, BCR, and F1-measure. The reason SVM shows the best performance is because it has no uncertainty during the training procedure, so it can be more robust when there are insufficient training examples. On the other hand, other models, such as RF and MLP, use random subsampling or initialization. When a sufficiently large number of training examples are available, randomness can play a positive role in helping the models' performance by cancelling out the negative effect of noise. However, randomness might cause performance degradation when there are insufficient training examples. RF resulted in a lower performance than AdaBoost, as when the training example sample size is small, ensemble strategies minimizing bias (AdaBoost) can be more effective than those minimizing variance (RF). The diversification strategy of RF, which is based on bootstrapping and randomly chosen predictor variables, may even increase the uncertainty of the dataset, which in turn, results in inconsistent decision boundaries of individual classifiers. However, the diversification strategy of AdaBoost, involving the current classifier focusing on previously incorrectly classified participants, leads to a generalized decision boundary in our dataset, which can be more effective. Among the machine learning algorithms, GBM resulted in the lowest performance in all the performance metrics. Since the learning strategy of GBM is to learn the residuals, computed by gradient, of the current classifier, GBM seemed to fail to generalize due to a small number of training participants.
III. RESULTS
A. CLASSIFICATION PERFORMANCE
B. VARIABLE IMPORTANCE
To understand which features significantly affected the classification results, we calculated the variable importance of all the classification algorithms [23] , [29] . Fig. 2 shows the average ranks of variables determined by each classification algorithm. The lower the rank, the more important the variable is. The two most significant variables are the standard deviations of intensity of the right ventral diencephalon and the thickness of the superior segment of the circular sulcus of the insula.
For a more intuitive understanding, Fig. 3 illustrates the decision boundary between the adolescent MDD group and the non-MDD group, as determined by SVM using the two most significant variables. It can be observed that a participant is diagnosed as having adolescent MDD when either the variation of intensity of right ventral diencephalon region or the thickness of the superior segment of the circular sulcus of the insula increases (beige area in the figure).
IV. DISCUSSION
Using machine learning methods, we found that it is possible to discriminate between first episode drug-naive adolescent MDD patients and healthy controls by training a high accuracy predictive classification algorithm through patterns of brain structure in adolescents. We also estimated the probability of each subject belonging to the predicted class by determining the confidence of the prediction.
Two areas -the right ventral diencephalon region and the circular sulcus of the insula -were identified as the most significant variables for the classification. Some studies have investigated the ventral diencephalon in MDD [30] , [31] . The ventral diencephalon includes the hypothalamus, which is known to be highly involved in depression, and, as part of the hypothalamus-pituitary-adrenal (HPA) axis, it is important for neuroendocrine and neurovegetative processes [32] . MDD has been hypothesized to be associated with stress-related hyperactivity of the hypothalamus (and HPA axis) through enhanced corticotropin-releasing factor transmission and/or hypercortisolism [33] . Our findings for the ventral diencephalon could be seen to suggest that the abnormality of the hypothalamus is related to MDD. With regards to subcortical volumes, patients with MDD are reported to have larger ventral diencephalon volumes than healthy individuals [30] . Regarding subcortical structure volumes, some studies have reported significant differences in adolescents. Adolescents with MDD have been found to show increased pituitary gland volume [34] , [35] , increased adrenal gland volume [36] , decreased amygdala volume [37] , and volume reduction in the left [38] , [39] , right [40] , or both [41] hippocampi.
The insula, one of the key regions involved in negative affective processing, and also one of the significant variables in our study, has been implicated in depression [42] . The insula plays a key role in emotional regulation, conscious arousal, and awareness [43] , [44] ; it is modulated through its reciprocal connections with the prefrontal cortex and is involved in interoceptive awareness [45] . It is also thought to play a role in the integration of autonomic, visceral, and hedonic information [46] . Our finding that the variation in the thickness of the superior segment of the circular sulcus of the insula had increased in patients with adolescent MDD might further suggest that negative interpretations of internal states driven by exaggerated insula responsiveness and inefficient prefrontal cortex regulation could lead to impaired negative emotion control.
Based on these previous structural MRI findings, we can consider the possibility of using machine learning to predict MDD. Machine learning has been used to test the potential of structural MRI as a relevant biomarker of various forms of depression in several studies, including studies of adult patients with MDD [47] ; medication-naive adult patients with first-episode depression [13] ; pediatric patients with MDD [48] ; and adolescent patients with first-episode depression [49] , late-life depression [50] , and treatment-refractory depression [51]. Wu et al. acquired structural T1-weighted scans from 25 pediatric unipolar depression patients and 26 demographically matched healthy controls. When multiple neuro-morphometric indices, such as cortical thickness, volume, and cortical folding patterns, were used and the SVM pattern classification model was trained, the predictive validity (sensitivity and specificity) of the model was shown to have 78.4% accuracy. Volumetric and cortical folding abnormalities in the right thalamus and right temporal pole, respectively, were the most central factors [48] . As far as we know, there are a relatively limited number of studies that have investigated the morphometric features in first-onset drug-naive adolescent patients with MDD using machine learning [49] . One study examined whether cortical thickness predicts the onset of depression in young people using machine learning (SVM) to identify the neural structures involved in this prediction. The overall classification accuracy was reported to be 70% and the right medial orbitofrontal cortex contributed most to the classification. The authors concluded that cortical gray matter structures can predict the subsequent onset of depression.
The two most significant variables for the differentiation between patient and healthy control groups in our study were the standard deviation of intensity of the right ventral diencephalon and the standard deviation of thickness of the superior segment of the circular sulcus of the insula. These significant variables are different from those suggested by the previous two studies [48] , [49] . These differences seem to originate from the different clinical characteristics (the relatively homogeneous inclusion criteria in our study: first-onset, drug naive patients versus inclusion of multiple episodes) and study design (cross-sectional design in our study versus longitudinal follow-up design).
We have designed a data-driven classifier based on structural MRI to successfully identify the discriminative patterns underlying the structural brain images in first-onset episode, drug-naive adolescent MDD. We tried to distinguish medication-naive adolescents with first-onset MDD from healthy controls using various classification approaches and characterized neuroanatomical differences between the two groups. It should be emphasized that in the present study the clinical information from the patients, with the exception of neuroimaging data, was not used to train the classification algorithm. As the patients were in their first onset in this study, we can presume that the duration of their illness was relatively short and the influence of MDD on their brain structure would be minimal. Nevertheless, our results showed that these structural parameters reliably distinguished adolescents who have MDD from healthy adolescent controls. An interesting result of our study is that the overall classification accuracy was different across the six classification algorithms. Various measurements were used and SVM showed the highest accuracy when the F1 score was measured for comparison. The reason SVM shows the best performance is that it has no uncertainty during the training procedure, so it can be more robust when the training examples are insufficient in number. Contrary to other models that aim to minimize the empirical risk, SVM aims to minimize the structural risk so that a more generalized performance can be achieved based on a relatively small training example number. The high classification accuracy (94%) achieved in this study demonstrates that there are consistent patterns of structural brain abnormalities in MDD compared with healthy controls, even in adolescent patients with first-onset MDD at time of scanning.
By recruiting a homogeneous group -medication-naive adolescents with first episode MDD-we were able to exclude several possible confounding effects, including comorbid diagnosis, exposure to antidepressant medication, and impact of chronicity. However, this could mean our results are specific to our study group and may not apply to patients in later stages of the disorder. Another limitation of our study is the relatively small sample size. However, we used the double leave-one-out-cross-validation (LOOCV) model to mitigate the limitations of a small sample size.
V. CONCLUSION
Structural brain changes can be found even in first-onset adolescents with MDD and can be used to build an accurate classification model for machine learning. We observed that a participant was likely to have a diagnosis of adolescent MDD when either the variation of intensity of right ventral diencephalon region or the thickness of the superior segment of the circular sulcus of the insula was increased. Although the duration of illness was relatively short and the influence of the MDD on the brain structure would be minimal, compared to that of patients with multiple episodes, our results show that these structural parameters reliably distinguished adolescents with MDD from healthy adolescent controls.
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