Introduction
Carbon monoxide (CO)is a ubiquitous trace constituent of the troposphere. Annual mean concentrations at isolated sites range from 55 parts per billion by volume (ppbv) in the Southern Hemisphere to 155 ppbv in the northern, with considerable regional and seasonal variability about these means [Novelli et al., 1992 ]. CO is a major primary emission sampling network. Nondispersive infrared absorption spectroscopy (NDIR) [Dickerson and Delany, 1988] provides continuous measurements with a precision that can approach 1 ppbv for a 1 hour average [Parrish et al., 1994] .
In contrast, airborne measurements require rapid time response with high precision [Albritton et al., 1990] . The tunable diode laser absorption spectroscopy (TDLAS) method of Sachse et al. [1987] has been the technique of choice for aircraft measurements because it can provide a precision of + 1 ppbv in • 1 s. High spectroscopic specificity makes this method additionally attractive for ambient measurements. The TDLAS method has been intercompared with GC [Hoell et al., 1987] and NDIR [Fried et al., 1991] techniques; each study found excellent agreement with no evidence of ambient interferences. One significant disadvantage of the TDLAS method is that it is technologically demanding. We report here the results of two intercomparisons conducted during the 1997 North Atlantic Regional Experiment (NARE 97): an informal intercomparison between a VUV fluorescence instrument and a TDLAS system on the same aircraft, and a blind intercomparison between two VUV fluorescence instruments of different design and operation deployed on different aircraft. The measurement accuracy, precision, and the possibility of ambient measurement interferences of the VUV fluorescence technique are evaluated from the degree of agreement between the different measurements. There was no intercomparison referee to provide prepared samples to independently assess the absolute accuracy of the instruments. There is, however, an independent assessment of the accuracy of the calibration procedures used by one of the participating groups; they were also involved in the Measurement of Air Pollution From Satellite (MAPS) intercomparison [Novelli et al., 1998 ]. Here, using an NDIR instrument, but a nearly identical calibration system, they agreed with the accepted analysis to within 5% throughout the investigated concentration range. In this paper we briefly describe the instruments (section 2), present the results of the two intercomparisons (sections 3 and 4), and discuss the conclusions regarding the accuracy, precision, and possible interferences of the VUV fluorescence technique (section 5). Since the VUV intercomparison was conducted under a formal, blind protocol, the data as submitted are first compared, and the causes of observed differences are subsequently discussed.
Instruments
The TDLAS and VUV fluorescence techniques have been described in the literature. Here we will give brief overviews of each instrument and those specifics required for discussion of the intercomparison results. The TDLAS system used here was developed for the measurement of formaldehyde; it was adapted to the measurement of CO only for this one intercomparison flight. Thus the TDLAS performance is not representative of a system optimized for the measurement of CO. Approximately 10% of the beam was split off by a BaF 2 window and directed onto a second InSb detector through a 15 cm reference cell containing a few Torr of pure CO. This signal provided a wavelength reference to lock the laser output to the center of the CO absorption feature of interest: the P(18) line of 12C160 at 2068.8469 cm -1 (4.83 grn). This line has an integrated absorption strength of 6.9 x10-20 cm2/cm molecule at 30øC (HITRAN database [Rothman et al., 1996] ). Although the CO absorption cross sections in the 2172 cm-1 region are 6.8 times larger, these lines could not be accessed by the present diode laser. Ambient CO measurements were acquired by second harmonic detection coupled with sweep integration [Fried et al., 1991 ]. An ambient acquisition was acquired every 5 s. After four such intervals, a 10 s background spectrum was acquired by overflowing the inlet with zero air, produced in situ by passing ambient air over a heated Pd (0.5% on alumina) catalyst. This zeroing procedure is designed to effectively capture and remove optical noise. However, in the case of CO, optical variability was found to be of roughly the [Fried et al., 1991] has shown that at ambient atmospheric levels, the presence of these gases can lead to a maximum error of 0.5% in the CO measurement. Spectral calculations employing the range of water vapor mixing ratios encountered during the flight of September 2 indicate a CO measurement error of no more than +0.5%. These calculations model second harmonic absorption profiles of the various species involved and include the indirect effect of changes in pressure broadening due to variations in H20 concentration .
The sample inlet [Fried et al., 1998a] , designed for artifactfree sampling of formaldehyde, caused some minor problems in the calibration of CO. It is a rearward facing, 1 inch OD glass- Table 1 summarizes the instrument sensitivity, background, and 1 o precision at the time of the VUV intercomparison.
During the first intercomparison conducted earlier in the field study when the light source was in better condition, the sensitivity and precision were both significantly better, 175 counts per second (cps)/ppbv and 1.5 ppbv, respectively. Subsequent modifications to the instrument have improved the 1 o precision to better than 1 ppbv for a 1 s averaging period and eliminated the degradation in performance over time.
Jiilich C-130 VUV Fluorescence Instrument
Getbig et al. [1999] give a detailed description of the VUV resonance fluorescence instrument deployed aboard the U.K. Figure 3 . Here we present only a short overview in context of differences from the NOAA approach. The instrument consists of the same principle components: a resonance discharge lamp (radio frequency rather than dc glow), an N 2 purged optical filter (consisting of two dielectric coated mirrors in combination with two CaF2 lenses rather than a monochrometer), fluorescence chamber, and associated plumbing and calibration components. A combination of two suprasil lenses are used to image the fluorescence radiation onto the PMT cathode. To avoid interference of water vapor due to absorption of the fluorescence radiation (5%/%H20 in this instrument), the sampled air is dried by passing it over a bed of Drierite. The fluorescence chamber, resonance lamp, and optical filter are connected to a four-stage membrane pump. In situ calibration of the instrument is achieved by injecting a standard (440 ppbv CO in air) into the sampling line, close to the control valve, at flow rates slightly higher than the sample flow rate. The in-flight standard was compared with a primary standard (1 ppm CO in air; Messer Griesheim) before each flight. For determination of the background signal the calibration standard is passed through a Hopcalite scrubber, which quantitatively removes the CO to levels <1 ppbv. In addition, the background signal is determined by Figures 6b-6d indicate the measurement ratio is independent of the CO concentration, but small correlations are found between the ratio and altitude (0.56_+0.11% /km, 2 s confidence limit, r2=0.08) and water vapor (-2.1_+0.3 V/d% H20, r2=0.16). The dependence upon water vapor is unexpected. As discussed, spectroscopic specificity should prevent water interferences in the TDLAS measurement. The VUV system was tested for water sensitivity, and the small interference found (-0.26 _+ 0.17 %/% H20 ) is much smaller than the relationship in Figure 6d . The apparent dependence on altitude and water may simply be accidental. The higher altitudes and drier air were encountered more frequently later in flight when the disagreement between the two instruments was at its largest. 
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