to α. The correspondence of infinitesimal characters in this case is due to Rallis and Schiffmann. We give a rather different calculation.
(In §5) we consider dual pairs in exceptional groups which are S-irreducible in the sense of Rubenthaler [Ru] . This can be viewed as the generalization of the tensor product construction. With the exception of three cases ((A 1 , A 1 ) in E 7 , (A 1 , G 2 ) in E 7 , and (A 1 , A 2 ) in E 7 ), we determine exactly which S-irreducible dual pairs admit a correspondence of infinitesimal characters, and we compute explicitly the correspondence whenever it exists. Here our work is substantially reduced, thanks to the beautiful results of Huang, Pandzic, and Savin [HPS] . We should emphasize that many non-S-irreducible pairs, even ones with nontrivial center (e.g., (C, E 6 × C) in E 7 ), are rather interesting; they are yet to be classified, even over C.
As noticed by Gross and others, there are several families of dual pairs which arise naturally from symmetric subalgebras of exceptional simple Lie algebras. The determination of correspondences of infinitesimal characters amounts to some branching rules for representations of compact Lie groups. We describe these in §7.
In §3, we consider dual pairs that appear in Rubenthaler's "towers of seesaw pairs" (cf. [Ru, Chapter 10] ). Some of these are either S-irreducible or can be obtained by removing a root from the extended Dynkin diagram. We determine the correspondence for the remaining pairs. By removing those pairs that do not admit a correspondence, we obtain new "reduced towers." For example, the six towers in E 8 listed in [Ru] can be consolidated into a single reduced tower.
Our computation is based on the almost trivial observation that the correspondence of infinitesimal characters is independent of the particular real form of the dual pair involved. More precisely, if (G, G ) is a real reductive dual pair inside the simple Lie group S, then the correspondence depends only on the triple of complexified Lie algebras (s, g, g ). Granting this, we choose for each reductive dual pair (g, g ) of complex Lie algebras a "real form" (G, G ) such that at least one member of the pair, say, G , is compact. In most cases, we in fact choose G to be larger relative to G. In such a case, we can determine the Howe correspondence (when it exists) completely, thereby determining the correspondence of infinitesimal characters.
In an important paper [RS2] , Rallis and Schiffmann determine the correspondence of infinitesimal characters in the case when the dual pair is obtained by removing a simple root from the extended Dynkin diagram of s. The root removed is either α, the one adjacent to the highest root, or δ, the one adjacent to α. In the first case, g is of type A 1 , and we can obtain the correspondence in our framework as follows. We take S to be a rank-4 real exceptional group or the split G 2 . Then the maximal compact subgroup of S is of the form K = SU (2) × M, and we may take G = SU (2), G = M. From the explicit K-type structure of the minimal representation (see [V3, §15] and [GrW, Theorem 4 .1]), one can immediately read off the correspondence of infinitesimal characters. Note that, conversely, knowing the correspondence of infinitesimal characters immediately puts a very serious constraint on the possible shape of the K-type structure of the minimal representation.
The rest of our computation is more or less an extension of the above simple example. Our load is substantially reduced by the beautiful paper [HPS] of Huang, Pandzic, and Savin, which determines the representation correspondence in the case when G is the split group of type G 2 and G is compact. Since there are not a lot of new ideas in our calculations, our treatment is rather sketchy in most cases.
The classification of reductive dual pairs over the field of complex numbers has been obtained by Rubenthaler in [Ru] under some irreducibility conditions. Of course it should be understood that not all dual pairs listed in [Ru] admit the Howe phenomenon, in which there is an almost one-to-one correspondence of representations of G and G . One can safely say that the Howe phenomenon occurs precisely when there is a correspondence of infinitesimal characters. Therefore, the results of this paper determine exactly which dual pairs admit the Howe phenomenon. These pairs only are interesting for representation theory. In [Ru] , Rubenthaler exhibits spectacular "towers" of dual pairs in which the various pairs form many seesaws in the sense of Kudla (see [Ku] ). By deleting those pairs that do not admit the Howe phenomenon and then regrouping the remaining pairs appropriately, we obtain simplified versions of Rubenthaler's towers, which we call reduced towers. The relevant diagrams appear in §3.
An analogue of the infinitesimal character is the Satake parameter for unramified representations of reductive groups over nonarchimedean fields. Borrowing from the classical case (and without being very precise), we note that the correspondence of Satake parameters should more or less behave the same way as the correspondence of infinitesimal characters.
As we have already indicated, there are still four dual pairs for which our methods do not (yet) produce the desired result. These cases deserve much further study.
Notation. Our notation for Lie algebras is largely consistent with that of [V2] . In particular, the real Lie algebra of a Lie group G is denoted g 0 , while its complexification is g. The universal enveloping algebra of g is U(g). The center of U(g) is Z(g). On the other hand, for specific classes of groups, our notation is as follows. Any Lie group considered in this paper is either linear or a finite cover of a linear group. When no confusion is possible, the symbol X n,r is used to denote a real, exceptional Lie group of (exceptional) type X n with real rank r. The corresponding real Lie algebra is denoted x n,r . This is slightly ambiguous, since in general there are several groups of the same type which are finite coverings of each other; the context always makes clear which one is intended. When necessary, we also use the Cartan notation. For example, E 6(−14) denotes the rank-2 real form of E 6 , which gives rise to the hermitian symmetric domain of type EIII. We let X n denote the complex simple Lie algebra of type X n . The symbol x n is used to denote the compact Lie algebra of type X n . Our notation for classical groups can be illustrated by the example of orthogonal groups: The real Lie algebra of SO(p, q) is so(p, q), while its complexification is so(p + q, C). Similar notation applies to other classical groups. §2. General remarks and some easy cases. First let us observe that the correspondence of infinitesimal characters, including the existence of such a correspondence, is independent of the particular real form of the dual pair involved.
Consider triples (S j , G j , G j ) , j = 1, 2 of real reductive groups, where S j is simple and (G j , G j ) is a reductive dual pair in S j . By exchanging g, g if necessary, we may always assume that the rank of g is less than or equal to the rank of g . An isomorphism from (s 1 , g 1 , g 1 ) onto (s 2 , g 2 , g 2 ) is by definition a Lie algebra isomorphism from s 1 onto s 2 , which maps g 1 onto g 2 and g 1 onto g 2 . For our purposes, a minimal representation is any irreducible Harish-Chandra module such that its annihilator in the enveloping algebra is the Joseph ideal (see [J] ).
Lemma 2.1. Let π j min be a minimal representation of S j , j = 1, 2. Suppose that the following hold.
(a) There is an isomorphism
There is a correspondence of infinitesimal characters given by a homomorphism
(2.1)
Then there is a correspondence of infinitesimal characters between representations of G 2 and G 2 , given explicitly by
The proof is completely obvious. The relation (2.1) just says that φ 1 (z) − z is in the Joseph ideal for all z ∈ Z(g 1 ). Since the Joseph ideal is uniquely defined by the structure of the simple Lie algebra and ι is an isomorphism, we see that φ 2 (z) − z is in the Joseph ideal of s 2 for all z ∈ Z(g 2 ). Hence
Remark. In the classical case (i.e., dual pairs in the symplectic group), Lemma 2.1 is well known. The only proof we are aware of is given by Przebinda in [P] ; an explicit conjugation in the Lie algebra is used there in place of the argument with the Joseph ideal. Note, however, that Lemma 2.1 is a little more general since even the real form S j is allowed to change. The role of the Joseph ideal (in the context of dual pairs) has recently become more widely known. In particular, it plays an important part in the calculations of [RS2] . Let (g, g ) be a reductive dual pair in the complex simple Lie algebra s. Fix Cartan subalgebras h ⊆ g and h ⊆ g , and let W (resp., W ) be the Weyl group of the pair (g, h) (resp., (g , h ) ). Recall the Harish-Chandra homomorphism
and similarly for Z(g ). Here h * is equal to the linear dual of h, and P (h * ) denotes the algebra of polynomial functions on h * . We always identify (as we may) a homo-
with the understanding that both sides are considered up to conjugation by the Weyl group. Let us now draw some immediate conclusions from Lemma 2.1. First consider the two triples (s, g, g ) = (E 6 , C, D 5 × C) and (E 7 , C, E 6 × C). We take the real form of s to be S = E 6(−14) and E 7,3 (= E 7(−25) ), respectively. These correspond to the two exceptional hermitian symmetric domains of types EIII and EVII. Let K be the maximal compact subgroup of S. Let be the circle group. We have K = M × , where M is Spin(10) or the compact simple group of type E 6 (up to finite coverings). We take G = K, G = ⊆ K. Write the (complexified) Cartan decomposition as
with p ± corresponding to the holomorphic and antiholomorphic tangent spaces of S/K at the origin. We fix a Cartan and a positive root system for M, and let ρ m be the half-sum of positive roots. Let ψ be the highest weight for the action of M on p + . Let γ be the character by which acts on p + . For any integer n ≥ 0, let V nψ be the irreducible representation of M with highest weight nψ. Let π + min be the minimal holomorphic unitary representation of S (see [W] ). Then the K-type structure of π + min is given by
with k = 4 when s = E 6 and with k = 6 when s = E 7 (see [EHW, Lemma 13.5] ). We abuse notation slightly to write γ also for the differential of γ . Thus it is now a weight on the (1-dimensional) Lie algebra of . Let γ also denote its complex linear extension. From (2.2) we read off the correspondence of infinitesimal characters right away as
Thus (as is typical) the correspondence is given by an affine map with a linear part xψ and a "tail" ρ m − kψ. Next, let S be an exceptional group of real rank 4; its maximal compact subgroup is of the form
where V is an irreducible M-module with highest weight, say, ψ. For n ≥ 0, let V nψ be the irreducible M-module with highest weight nψ. The K-type structure of the Gross-Wallach minimal representation π min is given by
where f = 1, 2, 4, 8 when S = F 4,4 , E 6,4 , E 7,4 , E 8,4 (see [GrW, Theorem 4 .1]). We identify weights for SU (2) with the set of integers so that the two roots are ±2. In this way the linear functionals on the Cartan subalgebra of sl(2, C) are identified with C. From (2.4), we read off the correspondence of infinitesimal characters as
Similarly, we can deal with the pair (A 1 , A 1 ) in G 2 . Here it is necessary to distinguish the two embeddings of A 1 as root subgroups of G 2 . We denote by A long 1 (resp., A short 1 ) the one corresponding to the long (resp., short) root. The minimal representation of G 2 and its K-type structure is obtained by Vogan (cf. [V3, Proposition 15.9] ). We have
The correspondence of infinitesimal characters is therefore
So it is a "cubic theta correspondence" (see [GRS] ) for a "global" cubic theta correspondence. Of course, (2.5) and (2.7) are not new. Together they constitute the "α-case" in [RS2] . For later use, let us record the K-type structures of minimal representations of split exceptional groups of type E n (n = 6, 7, 8). Let S = E n,n and write its complexified Cartan decomposition as s = k + p. Let ψ be the highest weight for the action of K on p. Let V nψ be the irreducible K-module with highest weight nψ; so, in particular, p V ψ . Then (see [BrK] )
(2.8) §3. Elimination of non-Howe pairs and reduced Rubenthaler towers. Not all dual pairs in Rubenthaler's list exhibit the Howe duality phenomenon. That is, there are some pairs for which there is not a Howe correspondence or even just a correspondence of infinitesimal characters. By Lemma 2.1, this notion is independent of the particular real forms involved. So it is appropriate to make the following definition.
Definition 3.1. Let (g, g ) be a reductive dual pair in the simple Lie algebra s. Let (S, G, G ) , be any real form of the triple (s, g, g ), and let π min be a minimal representation of S. We say the pair (g, g ) has the Howe property if the centers of the enveloping algebras collapse on each other under π min , that is, if π min (Z(g)) = π min (Z(g ) 
w w w w w w w w w g C and assume that g is nonabelian. Then (g × C, C) is not a Howe pair. To see this, we choose real forms G, G such that at least one of them is compact. We also arrange to have C correspond to the (compact) circle group . It is easy to show that such choices are possible at least for the cases considered below. We then have a discrete decomposition
Consequently,
where the inner sum is over all σ such that the restriction of σ to contains χ. For a typical χ, one may easily find several σ whose restrictions to contain χ. The corresponding σ 's appear in the inner sum of the last decomposition formula, and we can arrange things so that these σ 's (corresponding to the same given χ ) have different infinitesimal characters. Apparently, this implies that there is no Howe correspondence for the dual pair (g × C, C).
From this and similar arguments, we conclude the following.
Lemma 3.2. The following pairs listed in [Ru] are not Howe pairs:
In E 8 , the following are not Howe pairs:
Let us give some details for the case (B 2 × C,
For the pair (B 3 , B 2 ×A 1 ), the correspondence of infinitesimal characters is given by (3.8). We take the real forms to be
The corresponding seesaw for these real forms is
The argument similar to the one outlined before the statement of Lemma 3.2 makes it clear that there is no correspondence of infinitesimal characters for the pair (B 2 × C, B 3 × C). The proof of Lemma 3.2 for other pairs listed is entirely analogous and is omitted.
To eliminate some more, we use the Borel-Weil theorem as in [HPS] . Let K be a compact connected Lie group with Cartan subgroup T . Let K 1 ⊆ K be a closed connected subgroup with Cartan subgroup T 1 ⊆ T . We fix compatible positive Weyl chambers for the pairs (K, T ) and (K 1 , T 1 ). Let ψ ∈T be a dominant weight. Let V nψ be the irreducible K-module with highest weight nψ. Let
be a decomposition of the restriction of V ψ to K 1 , where W φ j is an irreducible K 1 -module with highest weight φ j . Note that V nψ ⊆ S n (V ψ ), and it is obvious that S n (V ψ ) contains all irreducible K 1 -modules with highest weights of the form
where the k j 's are nonnegative integers. The Borel-Weil theorem implies the following (see [HPS] for the argument).
Lemma 3.3. In the above setting, the restriction of
modules with highest weights of the form (3.1).
We also need the following lemma.
be the highest weight of the half-spin representation of so(2m). Then the following hold.
(a) For r ≤ m/2, we have
, a r ).
In both formulas, a 1 , . . . , a r are integers or half-integers subject to the indicated inequalities, such that a j − n/2 ∈ Z for all j .
Proof. We combine the Borel-Weil theorem with the classical branching rules (see [Z] ). To avoid confusion, let us denote by (λ 1 , . . . , λ k ) g the irreducible representation of g with highest weight (λ 1 , . . . , λ k ). The classical branching rules state
Now let us denote by (A r )
and (B r ) the equations in parts (a) and (b), respectively. We shall prove
This is sufficient as the result is obvious for r = 0.
. Applying the branching rule to the right-hand side of (A r ) (for the restriction from so(2m − 2r) to so(2m − 2r − 1)), we see that V nψ | so(2m−2r−1)×so(2r) is the direct sum of all irreducible modules of the form
where
It follows that
where γ (b 1 , . . . , b r ) is an so(2r + 1) module such that
The right-hand side contains the irreducible so (2r ). For n = 1, 2, this is easy to see, and we leave the verification to the reader. Now let φ, φ * be the highest weights for the irreducible modules occurring in the right-hand side of A r+1 when n = 1. Let ψ j , 1 ≤ j ≤ r + 2, be the highest weights occurring on the right-hand side of A r+1 when n = 2. The Borel-Weil theorem implies that for any n ≥ 2, the restriction V nψ | so(2m−2r−2)×so(2r+2) contains all irreducible modules having highest weights of the form
where p, q, and k j are nonnegative integers such that
This says precisely that the right-hand side of (A r+1 ) is contained in
By comparing the restriction to so(2m−2r −2)×so(2r +1) of the right-hand side of (A r+1 ) with that of (B r ), we conclude that the two sides of (A r+1 ) are in fact equal. This proves the lemma.
Using this lemma, we can identify some non-Howe pairs as follows. Consider, for example, the case s = E 8 . Take the real form S = E 8,8 . Then K = Spin(16) and as a K-module p = V ψ , where V ψ is the half-spin representation. The K-type structure of π min is given by
Now for 2 ≤ r ≤ 14, (Spin(16 − r), Spin(r)) is essentially a dual pair. (Strictly speaking, the centralizer of Spin(r) contains its center, and so on.) From Lemma 3.4, we see that (Spin(16 − r), Spin(r)) is not a Howe pair if r = 8. For r = 8, Lemma 3.4 says the representations occurring in the restriction are all of the form π ⊗ π, where π is any irreducible representation of Spin (8), and each such π ⊗ π occurs with infinite multiplicity. Thus the correspondence of infinitesimal characters in this case exists and is just the identity map λ → λ.
Remark 3.5. At first, we were very puzzled by the infinite multiplicity phenomenon of the dual pair (Spin(8), Spin(8)) in E 8, 8 , as it contrasted with familiar situations in more classical settings (see [Ho4] ). However, Loke [Lo] has discovered a similar phenomenon in E 8,4 , where the dual pair is (Spin(8), Spin(4, 4)) and the representations of this dual pair occur with finite but nontrivial multiplicities.
Similarly, Lemma 3.4 implies that (2) is not a Howe pair for any r. With this and similar arguments, we get the following.
Lemma 3.6. In E 8 , the following dual pairs listed in [Ru] are not Howe pairs:
In E 7 , the following are not Howe pairs:
We can now obtain reduced Rubenthaler towers as follows. Deleting the pair (A 5 × C, C) (according to Lemma 3.2) from [Ru, 2)], we get
is a dual pair in E 6 . By Lemma 3.4, one can easily see that these are Howe pairs and determine the correspondence of infinitesimal characters.
(b) Similarly, (A 1 × gl(r, C), gl(6 − r, C)) is a dual pair in E 6 for r = 1, 2, . . . , 6. By Lemma 5.1, we see that this is a Howe pair if and only if r = 1, 2. Now by Lemmas 3.2 and 3.6, we can delete
from Rubenthaler's (10-5-4), (10-5-5), and (10-5-7), and we can consolidate the three towers into
Remark 3.8. Referring to the inclusion SO(12, C)×A 1 ⊆ E 7 , we see that (SO(12− r, C), SO(r, C) × A 1 ) is a reductive dual pair in E 7 for 2 ≤ r ≤ 10. It is a Howe pair if and only if 2 ≤ r ≤ 5. The correspondences of infinitesimal characters can be read off from (2.4) and Lemma 3.4.
Likewise, ) is reduced to
from Rubenthaler's (10-6-3)-(10-6-5) and (10-6-7)-(10-6-9). Then these six towers can be consolidated into a single tower
Some additional dual pairs in E 8 are discussed in Remark 3.5 and in §7.
Let us now show that every dual pair appearing in (3.2)-(3.5) is a Howe pair, and let us calculate the correspondence of infinitesimal characters. We start with E 6 . , so its maximal compact subgroup is M × with M = Spin(10), and p + = V ψ is the half-spin representation (cf. (2.2)). The correspondence for the dual pair (D 5 ×C, C) has been given by (2.3). For (C 2 , D 4 ×C 2 ), we take G = ×SO(2) and G = Spin(8). Although the full centralizer of G is really G × Spin(8), we have for convenience taken for G just the semisimple part. By (2.2) and Lemma 3.4, we see the correspondence is given by
Here the right-hand side denotes a weight in terms of its coordinates. The coordinates are normalized the usual way, so that ρ for so (8) is (3, 2, 1, 0).
, we take G = Spin(3) × and G = Spin(7) × . The correspondence is given by
The correspondence for the remaining three pairs in (3.2) is known: For (A 1 , A 5 ) and (A 2 × A 2 , A 2 ) it is contained in [RS2] ; for (A 2 , G 2 ) it follows from [HPS] . We now turn to E 7 . Take S = E 7,4 . For (B 3 , B 2 × A 1 ), we take
. By (2.4) and Lemma 3.4, we can easily see that the correspondence of representations is given by
Therefore, the correspondence of infinitesimal characters is given by
Similarly, we see that for (A 1 × C, D 5 × C), the correspondence of infinitesimal characters is given by
We postpone the discussion of the (very interesting) pair (A 1 , F 4 ) to §5. The correspondences of infinitesimal characters for the remaining dual pairs in (3.3), (3.4), and (3.5) are known; those involving G 2 are derived from [HPS] and Lemma 2.1. §4. Dual pairs in classical groups. There are two basic constructions of dual pairs in classical groups. One is by "direct sums" and the other by "tensor product of formed spaces." The latter often yields S-irreducible dual pairs.
For type A n , the only S-irreducible dual pairs are of the form (A k , A l ), where kl +k +l = n. We shall see that these are essentially dual pairs in the symplectic group, and the duality phenomenon is essentially the familiar one associated to the oscillator representation (see [Ho2] ). Let us take real forms as follows. We let G = SU (p, q) and G = SU (r, s) , where p + q + 1 = k and r + s + 1 = l. This is a dual pair in S = SU (pr + qs, qr + ps). Now replace SU by U . We obtainG = U(p, q) and G = U(r, s), and this is a dual pair inS = U(pr + qs, qr + ps). Let U(1) be the center ofS; this is also the center of bothG andG . Then (G,G ) and (S, U (1)) are both "traditional" dual pairs in the symplectic group Sp 2(n+1) . Let χ be any character of U(1); let θ(χ) be the theta lift of χ toS in the sense of [Ho2] . Then θ(χ) is a ladder representation. The restriction of θ(χ) to S is irreducible and can serve as a minimal representation. The restriction of θ(χ) to G × G is obtained by the following procedure: We start with the oscillator representation of (the twofold cover of) Sp 2(n+1) and restrict it toG ×G . Consider the subspace on which the center U(1) acts by the character χ . This gives us (the restriction of) θ(χ). Since we have already specified the action of U(1), the further decomposition of θ(χ) depends on its restriction to G × G . We thus see that the duality between the pair (A k , A l ) is just a part of the duality of (GL k+1 , GL l+1 ) in C n+1 . Note that apparently we can carry out the above analysis by taking the real forms to be G = SL(k + 1, R) and
In A n , the direct sum construction gives rise to the dual pairs (A p , A q ) with
The situation here is analogous to the type-D n case (see next page), and we omit the discussion. For type B n , the only possible real forms for s are s 0 = so(p, q) with p+q = 2n+1. But there is no minimal representation for this group unless p < 4 or q < 4 (see [V1] ). We discuss the cases of so(3, 2n − 2) (see [BrK] ) and so(2, 2n − 1) (see [W] ) at the end of this section.
For type C n , the theory of reductive dual pairs is well known, and we refer the reader to [Ho2] and [P] . Note that the minimal representation for the group Sp(p, q) does not exist. So the only possible real form for s is S = Sp 2n .
We now turn to type D n . Recall that there are constructions of dual pairs via direct sums and tensor products, and combinations of both.
(1) Direct sums. For our purposes, a quadratic space is by definition a vector space over R, endowed with a nondegenerate symmetric bilinear form. Let V and V be quadratic spaces such that dimV + dimV = 2n. Let U be the orthogonal direct sum of V and V . Assume that U has Witt index greater than or equal to 2. We take S = O(U ), the orthogonal group attached to U . Thus O(U ) is the group of isometries of U . Note that S is disconnected; this is appropriate for the present discussion. Let
Denote by R(G) the set of equivalence classes of irreducible admissible representations of G. Consider H = SL(2, R). We recall that (S, H ) is a reductive dual pair inside the symplectic group defined by a symplectic form of dimension 2 · dim U . Similarly, (G, H ) and (G , H ) are reductive dual pairs. LetH be the metaplectic twofold cover of H . Recall that the local theta lift θ V is the map
where π = θ V (σ ) if and only if π ⊗ σ occurs as an irreducible quotient of the restriction of the oscillator representation to G ×H (cf. [Ho2] ). In general, the map θ V is really defined only on a subset of R(H ). This is the local theta correspondence. Note that if the dimension of V is even, then the representations ofH that occur in the correspondence in fact factor through the linear group H . In any case, we can define θ V and θ U analogously. Now the minimal representation π min of S is precisely the image under θ U of the trivial representation of H . Imitating [Ho2] , we say that the representations π ∈ R(G) and π ∈ R(G ) are in duality correspondence with each other if π ⊗π can be realized as an irreducible quotient of the restriction of π min to G×G . Consider the following
H × H r r r r r r r r r r G × G H.
(4.1)
From general principles associated to such seesaw pairs (cf. [Ho3] ), we see that if π and π are in duality correspondence with each other, then there are representations σ and σ ofH such that
Furthermore, since π min corresponds to the trivial representation of H , we see that σ ⊗σ must contain the trivial representation when restricted to the diagonal subgroup H ⊂ H × H . This happens precisely when σ and σ are contragredient to each other. Conversely, if all of these conditions are satisfied, then π and π are in duality correspondence with each other. We have shown the following theorem.
Theorem 4.1. Now the maps θ V and θ V are well understood (see [RS1] and [Ho1] . In particular, one knows the explicit relation between the infinitesimal characters of σ and θ V (σ ). Tracing through the diagram (4.2), we find that the correspondence of infinitesimal characters for the dual pair (g, g ) is as follows. Write g = so(p, C), g = so(q, C), where p + q = 2n. Choose coordinates for the Cartan subalgebras and the positive root systems in the usual manner, so that ρ p , the half-sum of positive roots for so(p), is given by
In the above setting, the duality correspondence between representations of the dual pair (G, G ) is given by
and similarly for so(q). Then, the correspondence of infinitesimal characters is given by
Here x is the variable, and the rest of the coordinates are fixed. Thus the type of infinitesimal characters that can occur are (as can be expected) very limited. Note that for p = 4, 6, (4.3) is, respectively, the "α" and "δ" case of [RS2] . We may consider the following special case in the seesaw diagram (4.1). Say the quadratic space U has signature (p, q), so S = O(p, q). We take V to be positive-definite of dimension p and V negative-definite of dimension q. Thus G = O(p), G = O(q), and G × G is the maximal compact subgroup of S. With the above analysis of the seesaw diagram (4.1) and the well-known description of θ V and θ V given by Kashiwara and Vergne [KaV] , we immediately get the K-type structure of π min . Conversely, just as we did in the previous section, knowing the K-type structure of π min (given in [BrK] ) immediately gives us the correspondence of infinitesimal characters.
The seesaw diagram (4.1) can be generalized. We replace H = SL(2) by Sp 2r , and we let π r be the irreducible representation of S attached to the trivial representation of Sp 2r under the theta correspondence. Note that if U has maximum Witt index, then π r exists for all r ≥ 1. Otherwise, π r exists for reasonably small values of r. In any case, we have π 1 = π min . The same considerations as above show that the spectrum of π r | G×G is simple. There is a completely obvious analogue of (4.3). However, these correspondences associated to π r are in any case not very original, as they all come from the more familiar duality correspondence of reductive dual pairs in the symplectic group.
We now turn to other types of dual pairs in D n .
(2) Tensor products. To obtain the desired results with minimal calculations, we take S = SO * (2n). Let H be the quarternion division algebra with its standard involution. We endow V = H r with a nondegenerate skew-hermitian form, and we let G be its group of isometries. Thus G = SO * (2r). Let V = R m with its standard (positive-definite) inner product, and let G = O(V ) = O(m). We assume mr = n. Set U = V ⊗ R V . Then U is a vector space over H of dimension n. The forms on V and V give rise to a nondegenerate skew-hermitian form on U in a familiar manner. Then S = SO * (2n) is isomorphic to the group of isometries of U , and (G, G ) is a dual pair in S. According to [Ru], (g, g ) is an S-irreducible dual pair of "tensor product type."
Now S is a member of the dual pair (SO * (2n), Sp (1) (1) is a module for G , and this should be the representation corresponding to π. If there is a duality correspondence between G and G in the sense of Definition 3.1, the G -module (π) Sp(1) should at least be quasi-simple. This means Z(g ) should act by scalars. Since G is compact, this says (π) Sp(1) is more or less irreducible (if nonzero). This is clearly not true in general. For example, when r is large relative to m, (π) could be an arbitrary representation of Sp(m). We now use a simple example (of π) to show that this is never the case for m > 2.
Consider the standard irreducible module C 2m for Sp(m). The natural action of Sp(m) on the fourth symmetric power S 4 (C 2m ) is again irreducible. Referring to the dual pair (G, Sp(m) ) in Sp 4n , it is well known (see [Ho5] ) that there is an irreducible holomorphic unitary representation π of G such that S 4 (C 2m ) = (π). We need to examine the action of G on S 4 (C 2m ) Sp(1) .
Fix a Cartan subgroup U(1) ⊆ Sp(1) and let γ ±1 be the two weights by which U(1) acts on the irreducible Sp(1)-module C 2 . As a representation of G × U(1), we
where the omitted terms are weight spaces corresponding to the weights γ −2 and γ −4 . By the Clebsch-Gordan formula, we see
It is easy to see that S 4 (C 2m ) Sp(1) contains the trivial representation of g with multiplicity 1. From the above dimension formula, we see that for m > 2, S 4 (C 2m ) Sp(1) contains at least one more irreducible g -module, of dimension greater than 1. It follows that there could not be any Howe duality between g, g if m > 2. But if m = 2, we can reverse the role of g and g , and conclude that there is no Howe duality for r > 1. Thus there is no Howe duality unless g g so(2, C), in which case s = so(4, C) is not simple and we are reduced to trivialities.
The other types of dual pairs arising from tensor products are given by triples (s, g, g ) = (D n , C p , C q ), where n = 2pq. With an argument similar to the above, we can show that there is no Howe duality for such pairs unless p = 1 or q = 1, in which case the correspondence can be determined as follows. Say p = 1. We have g × sl(2, C) so(4, C), and (so(4, C), g ) is a traditional reductive dual pair in sp 8q (C). Let π be an irreducible representation of g. We extend it to g × sl(2, C) by making it trivial on the second factor. Denote the resulting representation by π × 1. We view this as a representation of so(4, C). Let π be the local theta lift of π ×1 to g = sp 2q (C). Then π → π gives the duality correspondence between g and g .
(3) Combination of direct sums and tensor products. These dual pairs are obtained as follows. Let p, q, and r be nonnegative integers. We give C p , C q , and C r the usual nondegenerate symmetric bilinear forms. The Lie algebras of their isometry groups are so(p, C), so(q, C), and so(r, C). Assume pq + r = 2n is even. The space
is endowed with the obvious symmetric bilinear form, and the Lie algebra of its isometry group is s = so(2n, C). Let
acting on C 2n in the obvious manner. Then (g, g ) is a dual pair. By combining the considerations in (1) and (2), we can easily see that there is no Howe duality except in trivial cases. If p and q are both even, we may replace the symmetric bilinear forms on C p and C q by symplectic forms. We obtain the dual pairs
Again we may conclude that there is no Howe duality unless p = 2, r = 0, or q = 2, r = 0, which reduces to the case discussed in (2). Now we consider type B n . The direct sum type dual pairs are of the form (g, g ) = (so(p, C), so(q, C)). The only real forms of s (for which there is a minimal representation) are s 0 = so(3, 2n − 2) and s 0 = so(2, 2n − 1). The latter is somewhat easier to deal with. So we take S equal to the universal covering group SO 0 (2, 2n − 1). The Cartan decomposition is written s 0 = k 0 ⊕ p 0 , with k 0 = so(2) × so(2n − 1). Write p = p + ⊕ p − , where p ± correspond to the holomorphic and antiholomorphic tangent spaces of the hermitian symmetric space S/K. As a k 0 -module, we have
where γ denotes the weight of so (2) by which it acts on p + and where ψ is the highest weight of the standard action of so(2n − 1) on C 2n−1 . Let π min be the holomorphic (lowest-weight) minimal representation of S. Then
(cf. [EHW, Lemma 13.5] ). Assume p ≤ q (p+q = 2n+1) and take g 0 = so(2, p−2), g 0 = so(q). Let V k (C m ) be the irreducible representation of so(m) defined by the relation
This is just the action of so(m) on spherical harmonics of degree k. For m = 2n − 1, this is just the representation V kψ , which appears in (4.4). From the relation
we conclude that
By (4.4), we have
Thus σ k is nothing but the holomorphic discrete series representation of g 0 with lowest
We conclude that the correspondence of infinitesimal characters for (g, g ) is given by exactly the same formula (4.3). So, although in this case π min does not come from the oscillator representation, we can still "pretend" it does and get the correct formula for the correspondence of infinitesimal characters. There is only one tensor product type dual pair that sits in so(3, 2n − 2), and there are none in so(2, 2n − 1). This is the dual pair (so(3), so(1, q)) with 3 + 3q = 2n + 1. We shall see that there is no correspondence for this pair.
Let s 0 = so(3, 2n − 2). One has k 0 = so(3) × so(2n − 2) = su(2) × so(2n − 2) and the K-type structure of π min is given by Brylinski and Kostant [BrK] as
Note that 2n−2 = 3q, and we write C 2n−2 = C 3 ⊗C q . Fix a Cartan t 0 ⊆ su(2). We let ±2γ be the two roots of t in su(2) and decompose C 3 = S 2 (C 2 ) into 1-dimensional weight spaces. This leads to
where for µ = ±2γ, 0, C q µ denotes the C q on which t acts by the weight µ. To simplify notation, let us write S j = S j (C 2 ) and V j = V j (C q ) from now on. It is then easy to see that
where V a ⊗ V b ⊗ V c denotes the inner tensor product of the three representations of
it is clear from (4.8) that
with π j a suitable representation of so(q).
The embedding of the dual pair (su(2), so(1, q)) = (so(3), so(1, q)) is obtained by considering the tensor product decomposition
From the Clebsch-Gordan formula and (4.7)-(4.9), we can conclude
where σ r is a unitary representation of so(1, q). By considering the Clebsch-Gordan formula, the weight structure of S m (C), and the formula (4.8), we may further conclude that
Notice that the right-hand side of (4.10) gives the K-type structure of any irreducible, nontrivial, spherical unitary representation.
Since the weights of V 1 are known, the inner tensor product in (4.11) can be decomposed using Klimyk's formula (see [S, p. 128] ). Let W k be the irreducible representation of so(q) having highest weight (k, 1, 0, . . . , 0). Then for k ≥ 2, we have
Thus (4.11) gives
(4.12)
Let σ 10 be the unique irreducible submodule of σ 1 containing the trivial so(q)-type V 0 . By a well-known result of Howe and Moore [HoM] , σ 10 must be nontrivial. So the so(q)-type structure of σ 10 is the same as the right-hand side of (4.10), and we conclude σ 1 = σ 10 ⊕ σ 11 with
The right-hand side of (4.13) is the same as the K-type structure of Ind G P (δ 1 ⊗ ν); in particular, the lowest so(q)-type (in the sense of Vogan) is V 1 . Let σ 11 be the unique irreducible subrepresentation of σ 11 containing the so(q)-type V 1 . Then σ 11 is a subquotient of Ind G P (δ 1 ⊗ ν 1 ) (where ν 1 is a quasi-character of A), and so it has infinitesimal character
Also σ 10 is isomorphic to a fully induced representation Ind
The only way for these two infinitesimal characters to be identical is if
But the second relation would imply that σ 10 has the same infinitesimal character as the trivial representation, which in turn implies that σ 10 is trivial, and this would contradict the Howe-Moore theorem as noted above. We therefore conclude that there is no correspondence of infinitesimal characters for the dual pair so(3), so(1, q). Our final conclusion is the following theorem. Among the S-irreducible dual pairs, there are five that do not appear in the Rubenthaler towers. These can be found in Table 6 .13 of [Ru] . We now show that at least two of these are not Howe pairs.
(1) The pair [Ru] ). We take S = E 7,4 , which contains the dual pair (P GSp(3) , G 2,2 ) studied in [HPS] . Now Sp(3) contains the dual pair
Here even though Sp(1)/±1 SO(3), we keep the notational distinction to remind ourselves of the particular embedding in P GSp(3) ⊆ S.
By Theorem 5.4 of [HPS] , we have
where E runs through all irreducible representations of P GSp(3) with highest weights (a + b, a, b) , where a, b are integers satisfying a ≥ b ≥ 0. If there was a correspondence of infinitesimal characters for (g, g ), each E should have a simple decomposition upon restriction to G × (Sp(1)/±1), yielding a one-to-one correspondence between representations of G and Sp(1)/±1. This is clearly impossible. For example, taking a = 1, b = 0, we get E = ∧ 2 C 6 , and its restriction to G × (Sp(1)/±1) decomposes as
(Here C k denotes the unique irreducible representation of A 1 of dimension k.) We conclude that there is no Howe duality for [Ru] ). Take S = E 8, 4 , which contains the dual pair (F 4,0 , G 2,2 ) studied in [HPS] . But F 4,0 contains (SU (2), G 2,0 ) as a dual pair. We take G = SU (2) and G = G 2,0 × G 2,2 . Proceeding as in case 1, we see that there is no Howe correspondence for the pair (A 1 , G 2 × G 2 ).
Next we treat the pair (A 1 , F 4 ) in E 7 . We choose real forms as follows. Let S = E 7, 3 ; its maximal compact subgroup is × E 6,0 . In the notation of (2.2), we have
as × E 6,0 modules. Take G = F 4,0 ⊆ E 6,0 , and let ψ 0 be the highest weight of the unique irreducible 26-dimensional representation of F 4 . Let U rψ 0 be the irreducible representation of F 4,0 with highest weight rψ 0 . Then
This is a special case of [HPS, Theorem 6 .1] (take p = n, q = 0 there). In particular,
It follows that the centralizer of G in p + is 1-dimensional. Similarly, the centralizer of G in p − is 1-dimensional. So the centralizer of G in S is G SL(2, R), which contains as a compact Cartan. Then the character γ is the positive root of in g given by t → t 2 . From (2.2) we conclude
Thus σ r is the holomorphic discrete series representation of G = SL(2, R) with lowest weight γ r+6 . So it has infinitesimal character 2r + 11. We conclude that the correspondence of infinitesimal characters is given by (2)×Spin(6), Spin(6)) in E 7,4 . By (2.4) and Lemma 3.4, we immediately see that there is no Howe correspondence for this pair.
(2) (A 1 × A 2 , A 5 ) in E 8 . This is similar to case 1. We take S = E 8,4 . Then K = E 7,0 ×SU (2). We have SU (6)×SU (3) ⊆ E 7,0 . Indeed (SU (6), SU (3)) is a dual pair in E 7,0 -this is a real form of (A 5 , A 2 ), obtained by removing a simple root from the extended Dynkin diagram of E 7 . We take G = SU (3)×SU (2), G = SU (6). If there was a correspondence of infinitesimal characters, for every n we would have SU (3, 2) . Since G contains the distinguished subgroup SU (2), the restriction π min | G is admissible. Its lowest S(U (3) × U(2))-type is trivial on the center and on the SU (3) factor; on SU (2) it is S f (C 2 ) = S 8 (C 2 ) of dimension 9. This is just the space S 8+n (C 2 ) ⊗ V nψ with n = 0 (cf. (2.4)). Let D be the unique discrete series representation whose lowest S(U (3) × U(2))-type is the one described above. The Harish-Chandra parameter of D is λ = (1, 0, −1, 3, −3). We see that the tensor product of the trivial representation of G with D occurs in the restriction of π min with multiplicity 1.
Let ρ denote the half-sum of positive roots. If there was a correspondence of infinitesimal characters, we would have λ of g goes to ρ of g , (6.1) and this is independent of the real forms, according to Lemma 2.1. Now let us take S = E 8,8 ; its maximal compact subgroup has Lie algebra so(16). We have so(10) × so(6) ⊆ so(16), and so(10) contains u(5) as a symmetric subalgebra. Let g 0 = su(5) ⊆ u(5). The centralizer of g 0 in s 0 is g 0 su(4, 1). Consider the intersection of all g 0 ×g 0 submodules of π min containing the 1-dimensional subspace V 0 (cf. (2.8)). Clearly, this is an irreducible representation of the form (trivial) ⊗ σ , where σ is an irreducible spherical representation of g 0 . Now (6.1) would imply that σ has infinitesimal character λ and therefore must be nonunitary. This contradicts the fact that π min is unitary. The contradiction shows that there is no correspondence of infinitesimal characters for the pair (A 4 , A 4 ) in E 8 .
The only remaining case is (A 1 , A 3 ) in F 4 . The calculation in this case seems to involve something beyond the K-type structure of π min . We hope to return to this in the near future.
Note that by removing "α 3 " from the extended Dynkin diagram of E 8 , we obtain the Dynkin diagram of A 7 × A 1 . However, (A 7 , A 1 ) is not a dual pair, since the centralizer of A 1 is E 7 ⊃ A 7 . §7. Families of dual pairs. There are several families of reductive dual pairs arising from symmetric subalgebras of s. These are generalizations of the examples in §2, and the correspondence of infinitesimal characters is easy to describe. These examples have also been noticed by Gross and others. The material of this section is included upon suggestions of Gross, Rallis, and Savin. Some of the results of this section have been independently obtained by Loke in his Harvard thesis.
We take a real form s 0 and write the Cartan decomposition as s 0 = k 0 ⊕ p 0 . We only consider cases where s and k have the same rank. Let (g, g ) be a dual pair in k. Sometimes g, g remain centralizers of each other in s, and so they form a dual pair in s. The various cases are described below. Detailed calculations are omitted since they are rather elementary.
Here λ denotes the coordinates of any infinitesimal character of so(r, C). None of them is a Howe pair. §8. Summary and table. We summarize our results. For classical groups, the main theme is that (with the exception of dual pairs in so(2, 2n−1) and so(3, 2n−2)) the existing duality correspondence comes from the oscillator representation and dual pairs in the symplectic group. The results are summarized by Theorem 4.2. For exceptional groups, we summarize our calculation by the following table. To save space, most of the correspondences described in §7 have not been included in Table 1 . We note once again that the "α" and "δ" cases are due to Rallis and Schiffmann [RS2] . The cases involving G 2 follow from Lemma 2.1 and the calculations of Huang, Pandzic, and Savin [HPS] .
The notation used is as follows. For root systems, we use the enumeration of [Bo] . In the first column of the table, we list the simple Lie algebra s. The second column specifies the dual pair (g, g ), where dual pairs of the form (C, X × C) have been replaced by (C, X). The third column describes the correspondence of infinitesimal λ → 3λ characters in the form λ → λ . Here ω j denotes the j th fundamental weight of whatever simple group is involved, and ρ denotes the half-sum of positive roots for g . In general, the map λ → λ is affine with a linear part and a tail. With the exception of (A 1 , G 2 ), the tail is always the half-sum of positive roots contained in a certain Levi subalgebra l. In the fourth column, we specify a parabolic subalgebra q = l + u ⊆ g with Levi component l. This is done by drawing the Dynkin diagram of g with the simple roots contained in l indicated by solid black dots and those in u given by circles. For example, for the case (A 1 , E 7 ) , the Levi l is of type E 6 . This is omitted when the tail is zero, that is, when l is abelian (a Cartan subalgebra). What we are trying to suggest here is that for any real form (G, G ) , the representations of G that appear in the discrete spectrum (if any) of the restriction of π min are derived functor modules R S q (λ) (see [V2] for definitions), where up to conjugation, q is the parabolic subalgebra that appears in the fourth column. This is supported by substantial evidence; see, for example, [Li] .
The dual pair (A 2 , A 2 ) in F 4 is obtained by removing the middle root from the extended Dynkin diagram of F 4 . We are left with two diagrams of type A 2 . The simple subalgebra corresponding to the two long simple roots is denoted A 
