In this paper we developed an Inductive Logic Programming (ILP) 
Introduction
As the field of machine learning prevails, tens of new models are being proposed each year with increasing complexity and improved performances. However, before we can automate some critical decision processes previously determined by human experts using a machine learning model, the experts need to understand what the model is doing even if the model has shown promising performances in objective tests such as cross validation. For example, in order to diagnose cancer for patients, the doctor can never completely rely on any machine learning model; rather, he may prefer to be provided with an "explanation" of a high accuracy machine learning model on the diagnosis task to aid his decision makings. Unfortunately, most of the machine learning models being proposed are not "transparent", i.e, they are very hard for a human expert to understand by looking at the trained model: Artificial Neural Net (ANN) consists of a layered network configuration and a soft-margin Support Vector Machine (SVM) consists of quadratic optimization formulations with weight and slack variables [6] , let alone other meta-level models such as AdaBoost [10] and Bagging [2] . Among the more traditional machine learning models, decision tree is a nice example of an "understandable" model, as a human expert can easily interpret a decision tree's classification behaviors 1 The full version of this paper can be accessed at www.cs.cornell.edu/∼guoys/ by looking at the split nodes. People have worked at extracting a tree structured model from trained ANN [7] . Methods that try to learn a simpler model to mimic the behavior of a complex meta-level model have also been proposed [4, 8] . We will discuss more of these models in the related work section.
However, we feel that a framework which is applicable to general machine learning models and capable of explaining the behavior of a trained model for human understandability with careful evaluations is more than needed.
Fortunately, understandability is the strength of rulebased learning applications, such as in [17] . Inductive Logic Programming (ILP) [12] , as one rule-based learning model, has shown its efficiency in inducing new hypothesis in various applications, especially in the field of molecular biology [16] . In this paper, we will develop a framework that explains the behavior of a "black box" machine learning model using Horn clauses induced by an ILP system for interpretability.
The paper is organized as follows: in the next section we will describe the ExOpaque algorithm in details and conduct the experiment analysis in section 3; section 4 talks about other related work in more details, and the paper is concluded with future issues pointed out in section 5.
ExOpaque Algorithm
Due to space constraints, interested readers are encouraged to refer to [1] for details of ILP theories and techniques. ExOpaque is presented in Algorithm 1. The different ways we construct training examples in step ( * ) for an ILP system in ExOpaque will be described and validated in the experiment section. The ILP system we used in ExOpaque is Progol version 4.4 [11] . We use Progol to only find Horn clauses where the body elements are conjunctions of attribute values, and the head element is the class label. When using ExOpaque returned rules to classify examples, the example's attribute values are matched sequen-tially from the first rule, and the first matching Horn clause's head part specifies the class label of the example. We also supply Progol all attribute values of constructed training examples as mentioned above with their class labels.
The algorithm starts with the constructed supervised example set E, and applies ILP model to learn a set of Horn clauses to describe the set E. However, the set of Horn clauses is not guaranteed to classify all examples in E, since we do not include any default rule such as class(A, 1) :-, which in general does not offer more understanding on the behavior of the opaque model. Instead, we iteratively update E to be the examples left unclassified in the while loop. And k is the ratio of newly correctly classified examples to the increase of the size of the rule set. We stop the process and return the set of Horn clauses sequentially added in each iteration when either there is no more example to apply ILP to (E=∅) or the gain of classifying more examples correctly is not worth the increase in rule size compared to the previous iteration (c×k < k 0 ), where c is a constant representing our willingness to trade-off rule size with fidelity in general.
Algorithm 1 ExOpaque Framework
Input:fully trained opaque model M , M 's training set (optional), test set (optional) Output: a set of Horn clauses to explain the behavior of M for interpretability Construct the set of training examples T without class labels, according to the availability of M's train/test set. *
Horn clauses learned by ILP on E, let S be the size of the newly learned clauses E+, E− ← examples in E that are correctly and incorrectly classified by R in terms of label y.
Experiment Design and Results
For the task of explaining a fully trained machine learning model, depending on the availability of the training and testing examples, we need to be able to handle 4 different situations: only the training examples are available, only test examples are available, both are unavailable and both are available. Throughout this section, in order to obtain representative results, we will use 5 different opaque machine learning models, including Artificial Neural Networks (ANN), Soft-Margin Support Vector Machine (SVM), AdaBoost with Decision Stumps (AdaStump), Bagging with Random Forest [3] (BagRF) and Naive Bayes (NB). We used the implementations of all the above models from WEKA [18] , with WEKA default parameters. As ExOpaque is a general framework, we can choose Train size 100  120  22  150  200  Test size  50  58  10  50  100 to apply it to arbitrary models for human interpretability. The datasets are all from UCI machine learning repository [13] , including Iris, Wine, Lung Cancer, Car and Balance datasets, which have a good mix of both discrete and continuous attribute values.
[5] provides a recent comparison of supervised learning algorithms on various UCI datasets. Since most rule-based learning models require the attributes to be discrete, we discretize all continuous attributes using the standard Minimum Description Length Principle (MDLP) on supervised data [9] before applying ExOpaque. In this section, when referred to, the size of training/testing set of each dataset is given in Table 1 We compare our results with decision tree J4.8 in WEKA, which is a java implementation of the C4.5 decision tree algorithm, in turns in both fidelity and learned rule size. Fidelity is a measure of how similar a learned model is to the original one. Since ExOpaque is trying to explain an arbitrary opaque model, fidelity is a very important measure of ExOpaque's performance. 2 ) where Δ is the normal 0-1 loss function. As a decision tree size is not directly comparable to a set of Horn clauses, we translate each decision tree leaf node into a single Horn clause (body elements represent tree splits, and head element is the classification at leaf node), and the size of a decision tree is the sum of all such Horn clauses. The size of a Horn clause is defined as the number of body elements plus one, for example, A :-B, C is a Horn clause of size 3.
In addition, although both ExOpaque and J4.8 provide explanations for opaque models, there are a couple of differences to note. Firstly, the rules provided by J4.8 are of equal importance, as no rule can be a generalization of another. While ExOpaque rules are ordered, as the later rules can be generalizations of earlier rules, which provides another level of freedom of manipulating the final rule set: since the earlier rules are more important (examples that can be classified by them would not be matched against later rules), we could prune part of the rules at the end without significantly damaging fidelity. Secondly, although in theory, given an example set with no contradictions (i.e, examples with identical attribute values but different class labels), a decision tree with exponential size can always achieve 100% fidelity, the tradeoff between tree size and fidelity in ExOpaque is explicitly controlled by the parameter c.
Only Training Set Is Available
When we are trying to understand the behavior of a model handed to us with only the examples that the model was trained on, ExOpaque uses the training set with the predicted class labels by the opaque model. In other words, if (x,y) is the training set with y being the true class labels and y being the predicted labels, we apply ExOpaque on (x,y) to obtain the set of Horn clauses H. The fidelity in percentage and rule size comparisons of H with J4.8 is presented in Table 2 . Each entry in the table consists a pair of numbers, such as (100;99). The first number in the pair is the statistic of ExOpaque and the second number is of J4.8.
From the table we see that ExOpaque is always able to provide high fidelity (above 96%) interpretations of the opaque models, while J4.8 has higher efficiency in providing more compact interpretations with lower fidelity.
Only Test Set Is Available
When we only have the fully trained model and test examples, due to the fact that the test set size is often much smaller than that of the training set, we may not be able to learn a good explanation of the trained model's behaviors from only the predictions on the test set. As a result, we need to first obtain additional examples of similar distributions as the test set. MUNGE [4] is a nice fit for this task, as it takes into a small set of examples and multiply the size of example set by generating additional examples based on the original ones.
We set the multiplier parameter k of MUNGE to be the smallest integer that the resulted example set size is at least the size of original training set, assuming we know the size of the train set. We use Euclidean distances as the distances among examples in MUNGE. Then we apply ExOpaque on the newly generated example set with predictions by opaque models. The results are similar to when only training set is available and hence omitted. The differences are that now ExOpaque has high fidelity (100%) in every case, and the rule size difference between J4.8 and ExOpaque is not as large.
Both Training And Test Sets Are Unavailable
When both training and test sets are missing, we have to generate random instances. Each random instance is generated independently, and each attribute value is selected uniformly at random among all feasible discrete values. And the size of random example set is equal to the original training set. ExOpaque is used to explain the random examples with predictions from various machine learning models.
In cases where both train set and test set are available, we can either choose to study the behavior of models on the training or test sets as described in the previous sections. The full experimental results can be found in the longer version of the paper from the first author's website.
Related Work
Trepan [7] is a model used to extract a decision-tree like structure from a trained neural network. While Trepan is also a model aimed at interpretability, its generalization power depends on a special m-of-n node which is a tree node that says "if at least m of the following n conditions are satisfied, take the left otherwise right branch". Although this kind of explanation is normal in diagnostic decision criteria according to the authors, we feel such "m-of-n" conditions can be also confusing to people who are looking for more deterministic explanation of a model. In addition, it is not always possible to express one "m-of-n" condition as a simple Horn clause of polynomial size in n, so the total size of the structure extracted by Trepan is indeed more than the tree nodes have shown. Nevertheless, from the experiment results in [7] , decision tree model size is better than Trepan model in half of the size comparisons. As a result, we based our comparison with J4.8.
Bucilia et al [4] used a small size neural network to mimic the behavior of a complex ensemble model. They generated artificial data by random, Munge and NBE (Naive Bayes Estimation) methods. The artificial data is labeled by the ensemble model and used to train a neural network model. Experiment results show that the obtained neural network has similar performance as the ensemble model when Munge is used to generate the additional instances. While they also utilize the idea of using artificial data and predictions of a complex model to train another model, their goal is a smaller model rather than human comprehensibility in this paper.
CMM (Combined Multiple Models) [8] uses C4.5Rules [14] to learn from a bagged ensemble of the same C4.5Rules base models, which are trained by bootstrap re-sampling of the original training set. In learning from the bagged ensemble CMM apply C4.5Rules on the original training set as well as instances constructed randomly with predictions of the bagged model. While CMM also returns a comprehensible model, it is not used to explain the behavior of the bagged model, or any other general opaque model; rather, it uses the information from a complex model to extract a simpler one and tries to maintain the accuracy benefit at the same time. 
Conclusion
In this paper we introduced a new ILP-based algorithm ExOpaque to explain the behavior of a trained opaque general machine learning model using Horn clauses. Depending on the availability of train/test data of the opaque model, ExOpaque may need to artificially construct additional random or Munge instances. Empirical evidence shows that ExOpaque is able to describe various trained models with high fidelity but the total rule size is larger than decision tree. We plan to devise our own ILP system for ExOpaque that allows more complex test conditions in the Horn clause body part, and make use of probabilistic ILP [15] to allow more freedom in the interpretation of ExOpaque returned explanations.
