Abstract. Let G be a connected simply connected nilpotent Lie group, K an analytic subgroup of G and π an irreducible unitary representation of G. Let D π (G)
1. Introduction and notations 1.1 It is well known that there exists a strong parallelism between inductions and restrictions of representations of locally compact groups. Monomial representations of nilpotent Lie groups have been analyzed in detail: the canonical central disintegration in [4] , [9] , [16] , [27] , Plancherel formula in [5] , [6] , [14] , [17] , [31] , the associated algebra of invariant differential operators in [2] , [11] , [19] , [20] , [21] , [22] and the Frobenius reciprocity in [6] , [23] , [31] .
Concerning the restriction, similar investigations have begun, but much less has been done so far: the canonical central disintegration has been studied in [10] , [18] and the associated algebra of invariant differential operators in [2] , [3] . In this paper we continue the analysis of the restriction by looking at Frobenius vectors and the Frobenius reciprocity.
1.2 Let G = exp(g) be a connected and simply connected nilpotent Lie group with Lie algebra g. We denote by G the unitary dual of G, i.e. the set of all equivalence classes of irreducible unitary representations of G. We shall sometimes identify the equivalence class [π] with its representative π and we denote the equivalence relation between two representations π 1 and π 2 by π 1 π 2 or even by π 1 = π 2 .
Let g
* be the dual vector space of g. By Kirillov's orbit theory, G can be realized as the space of coadjoint orbits g * /G by means of Kirillov's mapping Θ = Θ G : g * /G → G (cf. [26] ). We designate by the same notation Θ its pull-back g * → G too. Let us write Ω(π) = Ω G (π) for the Kirillov-orbit Θ −1 (π) of π and also π l , l ∈ g * , for the irreducible representation Θ G (G · l).
1.4
Let π be an irreducible unitary representation of G. We restrict π to an analytic subgroup K = exp(k) of G and we denote by π |K this restriction.
to these situations we say that π |K or ind G K σ is of finite multiplicities (resp. of infinite multiplicities).
1.6
Let U(g) be the enveloping algebra of the complex Lie algebra g C = g ⊗ C C and let ker(π) be the primitif ideal in U(g) associated to π. The algebra U π (g) k = {A ∈ U(g); [A, k] ⊂ ker(π)} and its image D π (G) K under the homomorphism π have been studied in two preceding papers (cf. [2] , [3] ).
1.7
Let us introduce other ingredients of the theory. We denote by H π , H ∞ π , H −∞ π the Hilbert space of π, (resp. the subspace of the C ∞ -vectors of H π , resp. the anti-dual space of H ∞ π ) (cf. [8] , [32] ). For a ∈ H ±∞ π and b ∈ H ∓∞ π we write a, b for the image of b by a, which gives us the relation a, b = b, a . For an element W ∈ U(g), we then have
where W → W * denotes the natural involution of U(g).
For a subgroup H of G and a unitary character χ of H, let (H −∞
π ) H,χ = {a ∈ H −∞ π ; π(h)a = χ(h)a, ∀h ∈ H}.
1.9 Let us consider a unipotent representation of G on a real finite dimensional vector space V . Let v ∈ V be a G-invariant vector. For a fixed vector x ∈ V , let L x = x + Rv, the line of direction v passing through x. Then we have two possibilities: either L x ∩ G · x = L x or L x ∩ G · x = {x} (cf. [33] ). In the first case we say that the G−orbit G · x is saturated in the direction Rv, in the second case that it is not saturated in the direction Rv.
1.10
We shall apply in the following this fact to the coadjoint representation of G (or of a subgroup of G) [33] . Here, the invariant vector is a linear form which is zero on an ideal g of codimension 1 in g. In this situation we say that the orbit Ω = Ω(π) in question is either saturated or not saturated with respect to g . If the orbit Ω(π) is saturated with respect to g , then the projection γ(Ω(π)) of Ω to g is the union of a one parameter family ω t (t ∈ R) of G -orbits (G = exp(g )) and there exists an element Y l ∈ g which depends smoothly on l, such that Ad * (exp(RY l ))l = l + g ⊥ for all l ∈ Ω(π), where g ⊥ = {φ ∈ g * ; φ |g = 0}. Fix a vector X ∈ g \ g and define the mapping ι : g * → g * by ι(l ), X = 0, ι(l ) |g = l , l ∈ g * .
The mapping
is then a diffeomorphism and the invariant measure dµ π on Ω can be decomposed as
Here dµ π denotes the invariant measure on ω 0 = G · l where π = Θ G (ω 0 ). According to this decomposition of Ω(π), the representation π |G disintegrates into an integral
of irreducible representations π t (where Ω G (π t ) = ω t = exp(tX) · ω 0 , t ∈ R) of G .
1.11
For a linear form l ∈ Ω(π), let b[l] denote a polarization at l. By g(l), we denote the radical of the skew-symmetric bilinear form B l :
1.12 We recall here e-central elements of Corwin-Greenleaf [11] . Let {X 1 , . . . , X n } be a strong Malcev basis of g, {X * 1 , . . . , X * n } the dual basis of g * and (l 1 , . . . , l n ) the dual
be the restriction mapping, which intertwines the coadjoint actions of G on g * , g j * . For l ∈ g * , write e j (l) = dim(G·p j (l)), e(l) = (e 1 (l), . . . , e n (l)), and define the set of dimension indices E = {e(l), l ∈ g * }. For e ∈ E, define the G-invariant e-layer U e = {l ∈ g * ; e(l) = e} and, setting e 0 = 0, define S(e) = {1 ≤ j ≤ n; e j = e j−1 + 1}, T (e) = {1 ≤ j ≤ n; e j = e j−1 }.
Let e ∈ E. We say that A ∈ U(g) is e-central if π l (A) is scalar for all l ∈ U e . Then, there is a Zariski open set L ⊂ g * such that L ∩ U e is non-empty and G-invariant, and there exists A j ∈ U(g j ) for each j ∈ T (e), with the following properties: 1) Each A j is e-central on L∩U e , i.e. π l (A j ) is scalar for l ∈ L∩U e , and A j = P j X j +Q j such that
• i. P j is a polynomial in the A k such that k ∈ T (e) and k < j; in particular P j ∈ U(g j−1 ),
;p j ,q j are rational non-singular functions on L ∩ U e and depend only on l = (l 1 , . . . , l j−1 ). 4)p j (l) is G-invariant and is never zero on L ∩ U e .
Having bitten the Zariski open set L ∩ U e out of U e , we may repeat the whole process to get the same result on the remaining part. Thus we can refine the layering, keeping the same orbit parametrization within each sublayer of U e , and treat each piece as a layer in its own right on which the above result is valid with L ∩ U e = U e (cf. also [20] ).
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Frobenius Vectors
We keep our notations, i.e. G = exp(g) is a connected simply connected nilpotent Lie group, K = exp(k) an analytic subgroup of G and π ∈ G. We begin with the proof of
Lemma:
The representation π |K has finite multiplicities if and only if for µ π -almost every l ∈ Ω(π) the subspace b[l |k ] + g(l) is lagrangian for the skew-symmetric bilinear form B l , where b[l |k ] denotes any polarization at l |k . Proof: Let us proceed by induction on dim(g). Let g be a subalgebra of codimension 1 containing k, let G = exp(g ) and γ : g * → g * be the canonical projection. Finally let l = γ(l) ∈ g * . If the orbit Ω(π) is not saturated with respect to g , then γ(Ω(π)) = G · l and π = π |G is irreducible. Since dim(g(l)) = dim(g (l )) + 1 and since a subspace p of g is lagrangian for B l if and only if p + g(l) is lagrangian for B l , we see that the induction hypothesis applied to g and l gives us the desired result.
If the orbit Ω(π) is saturated with respect to g , then γ(Ω(π)) is the union of a one parameter family ω t (t ∈ R) of G -orbits. It follows from [3] that π |K is of finite multiplicities, if and only if π t |K is of finite multiplicities for almost all t ∈ R and the orbit K · l is saturated with respect to g for µ π -almost all l ∈ Ω(π). By the induction hypothesis we know that for every t ∈ R such that π t|K is of finite multiplicities, the subspaces b[l t|k ] + g (l t ) are lagrangian for B l t at µ π t -almost all l t ∈ ω t . We conclude from this and from the description 1.10 of Ω(π) that if π |K is of finite multiplicities, then µ π -almost everywhere
is lagrangian with respect to B l . Furthermore, since Ω(π) is saturated with respect to g , for every l ∈ Ω(π) and l = γ(l) ∈ g * , we have that g (l ) = g(l) + RY l , where Y l is as in 1.10. Hence for every l such that
It follows from these considerations that the condition π |K is of finite multiplicities implies that
is lagrangian for B l µ π -almost everywhere on Ω(π).
If on the other hand b[l |k ] + g(l) is lagrangian µ π -almost everywhere, then we can choose a Z l in k such that l, [Z l , g ] = (0) and l, [X, Z l ] = 1 and so K · l is saturated with respect to g for all these l s. Hence we also have that
is lagrangian for B l at those l s. The induction hypothesis and the structure of Ω(π) (see 1.10) tell us now that for almost all t in R, π t|K is of finite multiplicity. Whence π |K is of finite multiplicity too.
Remark:
By the Frobenius reciprocity in the disintegrations (1.5.1) and (1.5.2) one might think that generically π |K is of finite multiplicities if and only if ind G K σ is of finite multiplicities for σ ∈ K µ-almost everywhere. This last statement implies again (see [9] 
is generically a lagrangian subspace.
Let
, we obtain a Jordan-Hölder basis
We obtain an increasing sequence of subalgebras l r , r = 0, · · · , q with dim(l r /l r−1 ) = 1, l q = g, of g by setting
, we produce a flag of ideals of k:
We fix now a vector Y s of k s \ k s−1 for 1 ≤ s ≤ d and we obtain a Jordan-Hölder basis
In the same way, extracting an element Y d+r of l r \ l r−1 for 1 ≤ r ≤ q, we form a Malcev basis {Y d+1 , · · · , Y n } of g relative to k.
2.4
Let l ∈ Ω(π). Taking a real polarisation b[l] at l, we realize the representation π as π = ind
. We can use the flag described in (2.3.2) to construct the Vergne polarization b[l |k ] at l |k ∈ k * (see [36] 
where dḃ denotes an invariant measure on the homogeneous space
Suppose that π |K is of finite multiplicities. Then according to Lemma 2.1, we know that b[l |k ] + g(l) is µ π -almost everywhere a lagrangian subspace for the bilinear form B l . For such an l, we know that the choice of the polarization b[l] does not matter for the definition of the distribution a l (see [14] ). In fact, if b [l] is another polarization at l and B [l] = exp(b [l]), then we can form the distribution a l as in (2.4.1) and if T denotes an intertwining operator for these two realizations of π, then ca l = a l • T for some complex number c. 2.5 Theorem: Suppose that π |K is of finite multiplicities.
Then µ π -almost everywhere on Ω(π), the distribution a l is an eigen-vector for every element in D π (G) K . In other words, for W ∈ U π (g) k , we have that
K is reduced to CI according to Schur's lemma and there is nothing to prove. Let now q > 0 in the sequence (2.3.1) and let us proceed by induction on dim(G). Let G = exp(l q−1 ) and l = l |l q−1 . Suppose first that Ω(π) is saturated with respect to l q−1 . According to 2.4, we can choose the polarization b[l] as we want, so we can assume that
. Then a l can be identified with a l . We know from [3] , that U π (g) k ⊂ U(l q−1 ) + ker(π). Hence we can apply the induction hypothesis to π and a l .
Suppose now that Ω(π) is not saturated with respect to
) and a result of Pedersen (see [30] ) says that there exists an element A ∈ ker(π) of the form
Replacing in the expression of W the vector Y n by the element A, we see that W ∈ U π (l q−1 ) k + ker(π). On the other hand, since k ⊂ l q−1 , we can identify a l with a l ∈ H −∞ π . These considerations allow us to descend to G and π , where the induction hypothesis applies. The function P W (l) is easily checked to be K-invariant.
3. The function P W on Ω(π)
3.1 We suppose again that π |K has finite multiplicities. Putting k d+j = l j for 1 ≤ j ≤ q, we have a sequence of subalgebras:
and let P W : l → P W (l) be the function defined µ π -almost everywhere on Ω(π) by Theorem 2.5. We shall show that this function is rational on Ω(π). First we need
Proof: Suppose first that P W ≡ 0. Let us proceed by induction on dim(G). Put g = k n−1 , G = exp(g ) and denote by γ : g * → g * the canonical projection. The proof of Theorem 2.5 shows that W reduces modulo ker(π) to an element W ∈ U(g ) which is contained in
Assume now that W ∈ ker(π). Then of course W * is in ker(π) too and for every ξ ∈ H ∞ π we have by (2.4.1) that
Hence P W (l) ≡ 0.
3.3
Let us define two sets of indices S K and T K contained in {1, · · · , n}:
, we know from [3] that for j ∈ S K , we have that
and so for µ π -almost all l ∈ Ω(π) the subalgebra k j (l |k j ) is not contained in k j−1 under the assumption that π |K is of finite multiplicities and so there exists (see 1.12) a Corwin-
Furthermore, concerning the Corwin-Greenleaf elements W j , j ∈ T K , we have that
Theorem:
Suppose that π |K is of finite multiplicities. Let W ∈ U π (g) k . Then the function P W , which is defined µ π -almost everywhere on Ω(π) by Theorem 2.5, extends to a rational K−invariant function on Ω(π). Furthermore, the homomorphism U π (g)
The definition of the function P W implies that
Let 1 ≤ m ≤ n be the smallest index in the sequence (3.1.1) such that W ∈ U(k m )+ker(π).
Let us proceed by induction on m to show that P W is rational on Ω(π). We first remark that in order to compute the eigenvalue P W (l) we can consider that W ∈ U(k m ) and replace
repeating step by step the observation made in the proof of Theorem 2.5 to go down from g to l q−1 . If m = 1, then W is in the center of U(k) modulo ker(π) and then Θ K (f )(W ) = W (f )I for every f ∈ k * , where the function f → W (f ) is a K-invariant polynomial function on k * [12] . Hence P W is the restriction to p(Ω(π)) of the polynomial W .
Let us write W = r k=0 Y k m w k with r > 0 and w k ∈ U(k m−1 ) for 0 ≤ k ≤ r satisfying w r ∈ ker(π). We shall use another induction on the degree r of W with respect to Y m . If the element w r ∈ U(k m−1 ), which appears in the expression of W is not contained in We apply the induction hypothesis toW = u r W − V w r ∈ U π (g) k which is of degree < r modulo ker(π) in Y m . Hence, by the induction hypothesis on m and r and the multiplicativity property of P W , the function PW = P ur P W − P V P wr = P ur P W and then also (since P ur = 0 by 3.2)
admits an extension to a rational function on Ω(π). Hence we can assume now that w r ∈ U π (g) k . Since W ∈ U(k m ), we know from [3] that m ∈ T K and so generically dim(K · l |km ) = dim(K · l |k m−1 ) (l ∈ Ω(π)). The finite multiplicity condition implies now that generically
k is of degree < r in Y m modulo ker(π) and so we can apply the induction hypothesis to it. Hence PW = (P am ) r P W − (P Wm ) r P wr , P am and P wr and therefore
are also rational functions on Ω(π).
3.5
We have seen that for the Corwin-Greenleaf elements W j , j ∈ T K , the functions P W j have the form P W j (l) = ϕ j (l)l j + ψ j (l), where l i = l(Y i ), i ∈ {1, · · · , n}, l ∈ Ω(π) and ϕ j , ψ j are rational functions in l 1 , · · · , l j−1 . Hence we obtain as a corollary of Theorem 3.4 the following result (see Theorem 5.4 in [11] for the case of the monomial representations).
Proposition:
Suppose that π |K is of finite multiplicities. Let A ∈ U π (k m ) k . Then there exist two polynomials β A and γ A in the variables W j , j ∈ T K , j ≤ m, such that β A A ≡ γ A modulo ker(π). In particular the functions {P W j ; j ∈ T K } are rational generators of the algebra C(Ω(π)) K .
Remark:
Recalling the polynomial conjecture (see [11] ) for monomial representations, it is natural to ask whether the functions P W are polynomials or not.
Question: Does the mapping U π (g) k W → P W give us by passing to quotients an algebra isomorphism of
Proof: As usual we use the induction on dim(G). It suffices to examine the case where k = g and dim(Ω(π)) = 2. Let l ∈ Ω = Ω(π). If l vanishes on a non-trivial ideal a of g, we can descend to the quotient g/a and apply the induction hypothesis. Suppose hereafter that l does not vanish on any non-trivial ideal of g, and take the sequence of subalgebras (3.1.1). As we already argued, if Ω is not saturated with respect to k n−1 , we can immediately descend to the subgroup K n−1 = exp(k n−1 ) to which applies the induction hypothesis.
Now assume that Ω is saturated with respect to k n−1 . At every point l ∈ Ω, k n−1 is a polarization. This together with our assumption implies that k n−1 is abelian. The Frobenius vector turns out to be the Dirac measure at the unity of G and U π (g) k is modulo ker(π) contained in U(k n−1 ) which is identified with the symmetric algebra S(k n−1 ) of (k n−1 ) C . We hereby get P W (l) = W (l) (∀l ∈ Ω), hence the result.
Let's keep the second situation of the above proposition, i.e. Ω is saturated with respect to k n−1 , and assume that g has the one dimensional center z = RZ on which Ω is not trivial. Take a new Jordan-Hölder sequence {g j } n j=1 such that g n−1 = k n−1 . Then we have g 1 = z and g 2 = z+RY with l([Y n , Y ]) = 0 for any l ∈ Ω. By the finite multiplicity condition there exists for every l ∈ Ω a vector X(l) ∈ g(l) satisfying Y + X(l) ∈ k. It follows from this that
, where P Y is the polynomial function defined by P Y (l) = l(Y ). In Proposition 3.8, we are mainly led to the case where k is included in a one codimensional polarization at l ∈ Ω. In fact, we can prove the following more general setting. Assume that π is realized by a normal polarization which contains k. Then the same result holds.
Proposition:
Assume that the orbit Ω(π) is flat, i.e. Ω(π) = l + a ⊥ with a = g(l) for any l ∈ Ω(π). Suppose also that k is abelian and that π |K is of finite multiplicities.
Proof: In this situation the stabilizer G(l) is normal subgroup of G for l ∈ Ω(π), and π is square integrable modulo G(l) (cf. [29] ). Thus b = a + k is a polarization at any l ∈ Ω(π). Take a Malcev basis {T 1 , . . . , T r } of k relative to k ∩ a, which is also a Malcev basis of b relative to a. Let p = r j=1 RT j . Then by [3] , [30] , we can easily see that
K , where S(p) denotes the symmetric algebra of p C .
Example:
Let g = X 1 , X 2 , . . . , X n−1 , X n R with non-zero brackets [X n , X j ] = X j−1 for 2 ≤ j ≤ n − 1 (threadlike algebra). Let π ∈ G. We have dim(Ω(π)) ≤ 2. Let k be a non-central subalgebra of g, namely k ⊂ z = RX 1 . If π(X 1 ) = 0, then π |K is of finite multiplicities and
If k ⊂ g n−1 , let's take X n in k. Two cases would happen. When all K-orbits in p(Ω(π)) ⊂ k * are points, k must be abelian and
When dim(K·p(l)) = 2 for generic l ∈ Ω(π), we have dim(K·l) = dim(Ω(π)) = 2 and
In this last eventuality, π |K turns out to be irreducible.
We have the answer "yes" in another case where k is an ideal in g.
Theorem:
Assume that π |K has finite multiplicities. If k is an ideal in g, then
Proof: We can assume that our flag of ideals (g j ) n j=0 passes through k, i.e. g d = k. In particular the index set I k is now equal to {1, · · · , d} and k j = g j for j ∈ {1, · · · , n}. 
Furthermore, by the finite multiplicity condition, we know that g(l)+b[l |k ] is lagrangian with respect to B l for µ π -almost all l ∈ Ω(π), and since these spaces are now conjugate, k being an ideal, it follows that
Choosing a Malcev basis Q = {Q 1 , · · · , Q q } of g relative to b which is extracted from our Jordan-Hölder basis Z of g, we obtain a polynomial diffeomorphism
and an identification of H π with L 2 (R q ). We know also by Kirillov's theorem that H ∞ π is isomorphic to the Schwartz space S(R q ). In particular for any W ∈ U(g), π(W * ) becomes a partial differential operator with polynomial coefficients:
Take now W ∈ U π (g) k \ ker(π). We know from 2.5, that
Hence by (3.12.1)
Now there exists γ ∈ N q , such that P γ ≡ 0 since W * / ∈ ker(π). We can assume that the length |γ| of γ is maximal. Suppose that |γ| > 0. Take u ∈ R q , such that P γ (u) = 0. We choose ψ ∈ S(G/B), for which ∂ γ (ψ • E Q )(u) = 1, but ∂ β (ψ • E Q )(u) = 0 for every β ∈ N q , β = γ and |β| ≤ |γ|. Then
π . This contradiction tells us that |γ| = 0. Hence P W (E Q (u) · l 0 ) = P 0 (u), u ∈ R q , and P W is thus a polynomial function on Ω(π). Take now a polynomial function P : Ω(π) → C on Ω(π), which is K-invariant, i.e. for which P (k · l) = P (l), k ∈ K, l ∈ Ω(π). Define the polynomial functionP on G by the formulaP
ThenP is K-invariant.
andP is in fact a polynomial function on G/B. The operator M :
defined through multiplication byP is therefore by Kirillov's theorem contained in π(U(g)).
Hence there exists W ∈ U(g), such that π(W )ϕ =P ϕ, ϕ ∈ H ∞ π . The fact thatP is Kinvariant tells us that W ∈ U π (g) k . It is obvious now that P = P W . This shows that the mapping
is a surjectif homomorphism (whose kernel is equal to ker(π) by 3.2).
Corollary:
Suppose that G is two-step. Then, π |K is of finite multiplicities if and
Proof: In fact, adding the center of g to k, we find ourselves in the case where k is an ideal.
Frobenius reciprocity
4.1 We suppose again that π |K is of finite multiplicities. For the next lemma, the notation b[l |k ] means a (not necessarily Vergne) polarisation at l |k ∈ k * . We shall construct a basis of (H
,χ l and we shall show that µ π -almost everywhere the multiplicities n π (Θ K (l |k )) in (1.5.1) are equal to the dimension of (H
,χ l , provided that l or K fulfills special conditions, which we call conditions N .
Let us realize π at a generic point l ∈ Ω(π) as π = ind [3] ). For each j, let us take a g j in G, such that g j · l ∈C j and let us define the distribution a j : H ∞ π → C by the formula
(4.1.1)
Lemma:
For generic l ∈ Ω(π) the distributions a j (1 ≤ j ≤ n π (σ)) are linearly independent elements in (H −∞ π ) B[l |k ],χ l , whose supports are mutually disjoint.
Proof: Since p(g j · l) = l |k we can rewrite (4.1.1) as In the particular case where K = G, evidently π = σ, n π (σ) = 1. Suppose now that q ≥ 1. We shall use the notations of 2.1, 2.3 and we set g = l q−1 , G = exp(g ), l = l |g . Let us write g j = g j exp(x j Y n ) with g j ∈ G and x j ∈ R (1 ≤ j ≤ n π (σ)).
We suppose first that the orbit Ω(π) is not saturated with respect to g . In that case we may assume that Y n ∈ g(l) and then that g j = g j ∈ G . The distributions a j can now be considered as elements of (H
,χ l and the induction hypothesis applies.
We assume now that Ω(π) is saturated with respect to g . We can then suppose that B[l] is contained in G . Since two double classes D j and D j are disjoint if x j = x j , we may reduce the problem to the case where the numbers x j are all equal to a fixed number x. Hence we can again descend to the subgroup G and apply the induction hypothesis to the subgroup exp(xY n )Kexp(xY n ) −1 and (the generic) linear functional (exp(xY n ) · l) |g .
Recalling the Frobenius reciprocity [23] for monomial representations, we ask:
At present we need to give a positive answer some condition which we call condition N . Namely, we assume one of the following three conditions: (1) k is an ideal of g; (2) b[l |k ] is common, denoted by h, for µ π -almost all l ∈ Ω(π), for example h = k if k is abelian; (3) there exists a measurable subset V of p(Ω(π)) whose complement is p * (µ π )-negligible and
Theorem:
Suppose that π |K is of finite multiplicities, and assume the condition N . Then for µ π -almost every l in Ω(π) and for every polarization b[l |k ] at l |k fulfilling the condition N , we have that
Ca j l |g j ) ), 0 ≤ j ≤ n, e = (e 0 , e 1 , . . . , e n ) and T = {1 ≤ j ≤ n; e j = e j−1 }. Then, there are (see 1.12) e-central elements of Corwin-Greenleaf, namely for every j ∈ T there exists
Finally, we denote by U(g j )a j the left ideal of U(g j ) generated by a j . Then, we know [13] that P j = p j + U j ,
with certain U j ∈ U(g j−1 )a j−1 , W j ∈ U(g j )a j . Therefore Q j can be written as Q j = q j + V j with a certain V j ∈ U(g j−1 )a j−1 . Hence α j = ip j l(Z j ) + q j and
with a certain W j ∈ U(g j−1 )a j−1 . Now, we apply on a ∈ (H
This process can be repeated until we conclude that
which implies (cf. [1] , [15] , [25] ) that a is a multiple of (the complex conjugate of) the Dirac distribution at the identity element of G. This settles the case of condition (3) in N .
The theorem being trivial when dim(G) = 1, we employ the induction on dim(G) and assume that the theorem holds for groups of dimension smaller than n = dim(G). We can as always assume that the center z of g is one dimensional and contained in k and that Ω(π) is not trivial on z. Choose the element Z ∈ z for which l(Z) = 1 for one (hence for all) elements l ∈ Ω(π). For our flag of ideals
we have now that z = g 1 . Take Y ∈ g 2 \ g 1 , let g 0 be the centralizer of Y and G 0 = exp(g 0 ). Finally choose X ∈ g such that [X, Y ] = Z, whence g = g 0 + RX. Since Ω(π) is saturated with respect to g 0 , we can take for every l ∈ Ω(π) a polarization b[l] at l which is contained in g 0 . Let π 0 = ind
We recall (see for instance [33] ) that
and that the invariant measure µ π on Ω(π) can be written as dsdx ⊗ µ gx·π 0 (see (1.10.1)). Note that the third assertion in N concerns the polarization b[l |k ] itself but the first one admits all polarizations at l |k .
If the first assumption of the condition N is satisfied, π |K is either of infinite multiplicities or multiplicity free. We take the flag S so that k = g m for some 1 ≤ m ≤ n. If m = 1, π |K is of finite multiplicities if and only if π is a unitary character, and the result is obvious. So, assume that 2 ≤ m. In particular, Y ∈ k. 
Suppose in a first time that
where φ(x) denotes the element of H
is easily seen to be equal to the number of
Hence the induction hypothesis applied to (G 0 , K 0 , l 0 ) gives us the result.
Suppose now that b[l |k ] ⊂ g 0 . When K ⊂ G 0 , we easily check [3] that π |K 0 remains to be of finite multiplicities. In fact, for µ-almost all σ ∈ K, we have:
with mutually inequivalent irreducible representations σ t of K 0 . This means the two multiplicities n π (σ), n π (σ t ) are equal and we can assume that K ⊂ G 0 . Then, it follows that for φ ∈ H
which shows that xa = 0 and then the support of a is contained in G 0 . Hence
for some integer s and some distributions a j on G 0 . Since a is an eigen-distribution for the action of Y , it follows that a j = 0 for j = 0 and so a is in fact a distribution on G 0 , i.e.
Remark that the restriction of π 0 onto K is of finite multiplicities too. In fact, for l ∈ g * 0 , we note k l the orthogonal in g 0 of k with respect to B l . Recall [3] the fact that the restriction of π x to K has finite multiplicities if and only if k is co-isotropic,
. This condition is independent of x ∈ R since g y · k l = k gy·l (∀ y ∈ R) by our assumption that k is an ideal of g. Since the formula
has finite multiplicities, (π x ) |K has finite multiplicities for every x ∈ R. Hence we can apply the induction hypothesis for G 0 and π 0 . In what follows we put the second assumption of the condition N . The same observations as above allow us to assume that k = h.
Case 1. We begin with the case where
Let us check that π 0|K 0 is also of finite multiplicities. Indeed, if A ∈ g 0 has the property that l, [A,
and so A ∈ k 0 + g 0 (l 0 ) with l 0 = l |g 0 . Hence k 0 + g 0 (l 0 ) is lagrangian for B l 0 too and by 2.1 we have that π 0|K 0 is of finite multiplicities. Take X ∈ k. Every element a
is now semi-invariant under the action of the group exp(RX). This implies as above that there exists a unique distribution a 0 ∈ H
where for x ∈ R, φ(x) denotes the element of H
On the other hand the number of K-orbits in G·l ∩(K ·l +k ⊥ ) is easily seen to be equal to the number of
. Hence the induction hypothesis for G 0 and l 0 gives us the result. Case 2. We come now to the case where K ⊂ G 0 . By Lemma 2.1, there exists a Zariski open subset Ω 1 of Ω(π), such that for every l ∈ Ω 1 the restriction π l 0 , l 0 = l |g 0 to K is of finite multiplicities too. Hence, using the induction hypothesis for G 0 , according to the decomposition (1.10.1) of Ω(π), we have a subset Z of Lebesgue measure zero in R and for every x ∈ R \ Z a subset Z x in Ω G 0 (g x · π 0 ) of µ gx·π 0 -measure zero, such that the relation (4.3.1) holds for all l 0 ∈ Ω G 0 (g x · π 0 ) \ Z x . Hence the subset Ω 2 of Ω(π), consisting of the l s in Ω(π), such that (4.3.1) is valid for l 0 has full µ π -measure and so it remains the same for the subset
of Ω(π). In fact, let E = {l ∈ Ω(π); l |k = l |k } (l generic in Ω(π)), then K(l |k ) acts on E and the finite multiplicity condition implies that the number of K(l |k )-orbits in E has an absolute bound. We take from now on l ∈ Ω gen .
We can settle the case where Y ∈ k exactly as before. So, let finally Y ∈ k. We shall first show that the support of a is contained in
is µ π -almost everywhere a lagrangian subspace for the bilinear form B l , it follows that Y ∈ k + g(l) for generic l ∈ Ω(π). Hence there exists a minimal index j 0 ∈ {1, · · · , d}, such that Y ∈ k j 0 + g(l) generically. Let k j = k j + RY and
Using the theorem 1 of [3] for k = k + RY , we see that we have an element
in ker(π) with P i ∈ U(k j 0 −1 )(0 ≤ i ≤ m, m > 0) and P m ∈ ker(π). If all of the P i 's, i = 0, · · · , m, are in U(k j 0−1 ), then P m must be in ker(π). Indeed, let us denote by
, k * j 0 −1 respectively. We consider the Zariski open subset Ω max of Ω(π), consisting of all the l s ∈ Ω(π), for which the ranks of these four projections are maximal. Since Ω(π) is algebraic as G is nilpotent,
Here, the symbol ⊥ B l designates the orthogonal with respect to the bilinear form B l . This shows that for every l ∈ Ω max , there exists an interval I l ⊂ R, such that
Put l j = l(Y j ) for 1 ≤ j ≤ j 0 , and assume that all the P i 's, i = 0, · · · , m, are in U(k j 0−1 ).
, where Q(l) is a polynomial of degree ≤ m − 1 in l j 0 with coefficients which are polynomial functions of l 1 , . . . , l j 0 −1 . So we conclude by (4.3.2) that 0 = P W (l + tY * j 0
for ∀t ∈ I l . Hence P m (il) ≡ 0 and then P m ∈ ker(π) by Lemma (3.2). This contradiction shows that W ∈ U(k j 0 ) \ U(k j 0 ).
Hence if we rewrite W as , i > 0 in the expression of Q i belongs to ker(π). Namely, if we write
then Q ir ∈ ker(π) for r > 0. This is contradictory to the assumption P m / ∈ ker(π) (m > 0). We choose now W such that m > 0 is minimal.
Let us now exploit the fact that W · a = 0 for every a ∈ H −∞ π , in particular for our a ∈ (H −∞ π ) K,χ l . So, we apply π(W ) to the distribution a. Using the fact that a ∈ (H −∞ π ) K,χ l , we get π(T )a = i l, T a for any T ∈ k. Furthermore, since Q j ∈ U(k), j = 0, · · · , m , we have that Q j · a = Q j (il)a for all j. This implies that
Therefore the distribution a is annihilated by the multiplication with the polynomial func-
Remark that Q m (il) ≡ 0 by Q m ∈ ker(π) so that this polynomial is not trivial. In particular we see that the support of a is contained in the mutually different zeros g
We take now a closer look at a in a neighborhood of one of the zero-sets g xr · G 0 . Then a can be written as
where δ xr is the Dirac distribution at the point x r and
This tells us that the distribution D κ is an element of (H
xr Kg xr and l r = g −1 xr · l. Hence, by the induction hypothesis, the support of D κ is contained in the subset
, where k r = Ad(g xr −1 )k and p r : g * → k * r the canonical projection. So, the support of the distribution a (which is equal to the support of the distribution x κ a) is contained in the subset
, we can write now our distribution a as a = m j=1 a j , where the a j 's have their support in g x j G 0 and so K j ,χ l j for all the l ∈ Ω gen with R 1 (l) = 0. Finally, we check as before that the set {l ∈ Ω gen ; R 1 (l ) = 0, ∀l ∈ p −1 (l |k )} has full µ π -measure by the finite multiplicity condition. It suffices now to apply the induction hypothesis. Suppose now that Ω(π) is saturated with respect to g . We can assume that B[l] ⊂ G . Take X ∈ g \ g . Whence g = RX + g . For t ∈ R, let l t = exp(tX) · l ∈ g * . Then Ω(π) |g is divided into a one-parameter family of G -orbits ω t = G · l t and according to this decomposition π |G is disintegrated into a one-parameter family of irreducible unitary representations π t = Θ G (ω t ):
Let O be the subset of the t s in R, for which π t |K is of infinite multiplicities. If O = ∅, then we can assume that 0 ∈ O. Since the space (H Suppose now that O is empty. Denote by p : g * → k * the canonical projection. Since p −1 (K · (l |k )) ∩ Ω(π) contains an infinite number of K-orbits, the subset M = {t ∈ R; ω t ∩ p −1 (K · (l |k )) = ∅} must be infinite. Since the supports of the distributions a exp(tX)·l , t ∈ M, are disjoint we obtain an infinite family of linearly independent elements of (H
