Quadratic expansions and partial regularity for fully nonlinear
  uniformly parabolic equations by Daniel, Jean-Paul
ar
X
iv
:1
30
9.
37
81
v2
  [
ma
th.
AP
]  
25
 Se
p 2
01
4
QUADRATIC EXPANSIONS AND PARTIAL REGULARITY FOR
FULLY NONLINEAR UNIFORMLY PARABOLIC EQUATIONS
JEAN-PAUL DANIEL
Abstract. For a parabolic equation associated to a uniformly elliptic opera-
tor, we obtain aW 3,ε estimate, which provides a lower bound on the Lebesgue
measure of the set on which a viscosity solution has a quadratic expansion.
The argument combines parabolic W 2,ε estimates with a comparison princi-
ple argument. As an application, we show, assuming the operator is C1, that
a viscosity solution is C2,α on the complement of a closed set of Hausdorff
dimension ε less than that of the ambient space, where the constant ε > 0
depends only on the dimension and the ellipticity.
1. Introduction
1.1. Motivation and statement. In this paper, we prove a partial regularity
result for viscosity solutions of the uniformly parabolic equation
∂tu+ F (D
2u) = 0 in Ω ⊆ Rd × (−1,∞). (1.1)
We write u as a function of (x, t) ∈ Rd× [−1,∞) and D2u denotes the Hessian of u
with respect to the x variable. The operator F is assumed to be uniformly elliptic
and to have uniformly continuous first derivatives.
Recently, Armstrong, Silvestre and Smart [1] obtained a partial regularity result
for viscosity solutions of the uniformly elliptic equation
F (D2u) = 0 in U ⊆ Rd, (1.2)
with the same hypotheses on F . Specifically, they proved that, for every 0 < α < 1,
a viscosity solution of (1.2) is C2,α on the complement of a closed set of Hausdorff
dimension strictly less than d.
We extend this result to the parabolic setting by showing that the singular set of a
solution of (1.1) has Hausdorff dimension at most d+1−ε, where the constant ε > 0
depends only on the ellipticity of F and d. The hypotheses (F1) and (F2) are given
in the next section. In this paper, Hölder spaces such as C2,α are to be understood
in the parabolic sense (e.g., a parabolic C2,α function may only be C1,α/2 in the
time variable: see Section 2.1 for the precise definitions).
Theorem 1.1. Assume that F satisfies (F1) and (F2). Let u ∈ C(Ω) be a viscosity
solution of (1.1) in a domain Ω ⊆ Rd+1. Then there exist a constant ε > 0,
depending only on d, λ, Λ and a closed subset Σ ⊆ Ω of Hausdorff dimension at
most d+1−ε, such that, for every 0 < α < 1, the solution u belongs to C2,α(Ω\Σ).
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A new difficulty arising in the proof of Theorem 1.1 in the parabolic setting is
to obtain an analogue of the W 3,ε estimate, an important and useful tool from the
regularity theory of nondivergence form elliptic equations [11, 4] (see also [1]). We
prove it for viscosity solutions of the uniformly parabolic equation
∂tu+ F (D
2u) = g in Ω ⊆ Rd × (−1,∞), (1.3)
where g ∈ C0,1(Ω). To give the precise statement of this result, we require some
notation. We denote by Md the set of real d × d matrices. The open ball of Rd
centered at x of radius ρ is denoted by Bρ(x). If x = 0, we simply write Bρ. The
following elementary cylindrical domains play a central role in the theory: for all
ρ > 0 and x ∈ Rd, we defineQρ(x, t) := Bρ(x)×(t−ρ2, t) and denoteQρ := Qρ(0, 0).
Now we define, for u : Ω→ R, the quantity
Ψ(u,Ω)(x, t) := inf
{
A ≥ 0 : ∃(b, p,M) ∈ R× Rd ×Md s.t. ∀(y, s) ∈ Ω, s ≤ t,∣∣u(y, s)− u(x, t)− p · (y − x)− b(s− t)− 12 (y − x) ·M(y − x)∣∣
≤ 16A
(
|x− y|3 + |s− t|3/2
)}
,
which represents the cubic error in the best quadratic approximation of u at (x, t).
We emphasize this error is measured globally in Ω ∩ {(y, s) : s ≤ t} and, of course,
“cubic” in the time variable means cubic in t1/2.
The statement of the parabolic W 3,ε estimate is given by the following theorem.
Theorem 1.2 (Parabolic W 3,ε estimate). Assume F satisfies (F1), g ∈ C0,1(Q1)
and u ∈ C(Q1) solves (1.3) in Q1. Then there exist universal constants C, ε > 0
such that, for all κ > 0,∣∣{(x, t) ∈ Q1/2 (0,− 14) : Ψ(u,Q3/4)(x, t) > κ}∣∣
≤ C
(
κ
supQ1 |u|+ |F (0)|+ ‖g‖C0,1(Q1)
)−ε
.
The elliptic analogue of Theorem 1.2 has been used for example to obtain quan-
titative estimates for the convergence of monotone finite difference schemes [5] as
well as rates of convergence in homogenization [2, 6]. We expect Theorem 1.2 to
have similar applications in the parabolic setting.
The overall idea of the proof of Theorem 1.2 is similar to the elliptic case: we
differentiate the equation to obtain the result from the parabolic W 2,ε estimate.
In the parabolic case, there is an extra difficulty in controlling the derivative with
respect to time. Unlike the elliptic case, here we need to use the PDE once more
in order to show that by controlling all of the spatial derivatives we gain control
over ∂tu.
The argument for the partial regularity result is similar to the idea outlined in [1].
We apply a result of Wang [15], which asserts that any viscosity solution of (1.1)
which is sufficiently close to a quadratic polynomial must be C2,α. This result is a
generalization of a result of Savin [12] in the elliptic setting. Theorem 1.2 gives us
such quadratic expansions except on a set of lower parabolic Hausdorff dimension.
Structure of the article: We start by gathering our notation and some pre-
liminary results in Sections 2.1 and 2.2. The proof of Theorem 1.1 is presented in
Section 2.3. Section 3 is devoted to the derivation of the parabolic W 2,ε estimate.
Section 4 gives the proof of Theorem 1.2.
QUADRATIC EXPANSIONS FOR FULLY NONLINEAR PARABOLIC EQUATIONS 3
2. Preliminaries and proof of the partial regularity result
2.1. Hypotheses and notation. Let Sd ⊆Md be the set of symmetric matrices.
If M ∈ Md, M⊤ denotes the transpose of M . Recall that the Pucci extremal
operators are defined for constants 0 < λ ≤ Λ and M ∈ Sd by
P
+
λ,Λ(M) := sup
λId≤A≤ΛId
−tr(AM), and P−λ,Λ(M) := infλId≤A≤ΛId−tr(AM).
A convenient way to write the Pucci operators is
P
+
λ,Λ(M) = −λ
∑
µj>0
µj − Λ
∑
µj<0
µj and P
−
λ,Λ(M) = −Λ
∑
µj>0
µj − λ
∑
µj<0
µj ,
where µ1, . . . , µd are the eigenvalues of M . These operators satisfy the inequalities
P
−
λ,Λ(M) + P
−
λ,Λ(N) ≤ P−λ,Λ(M +N) ≤ P−λ,Λ(M) + P+λ,Λ(N)
≤ P+λ,Λ(M +N) ≤ P+λ,Λ(M) + P+λ,Λ(N).
For the modern theory of nonlinear parabolic equations we refer to [9, 10]. A nice
introduction to viscosity solutions of nonlinear parabolic equations can be found
in [8]. Let Q ⊆ U×(0, T ) and α ∈ (0, 1]. The set of upper and lower semicontinuous
functions on Q are denoted by USC(Q) and LSC(Q), respectively. We will use the
following notation.
• u ∈ C0,α(Q)means that there exists C > 0 such that for all (x, t), (y, s) ∈ Q,
we have
|u(x, t)− u(y, s)| ≤ C (|x− y|α + |t− s|α2 ) .
In other words, u is α2 -Hölder continuous in t andDu is α-Hölder continuous
in x.
• u ∈ C1,α(Q)means that u is α+12 -Hölder continuous in t andDu is α-Hölder
continuous in x.
• u ∈ C2,α(Q) means that ∂tu is α2 -Hölder continuous in t and D2u is α-
Hölder continuous in x.
Throughout this paper, the nonlinear elliptic operator F : Sd → R satisfies each of
the two following conditions:
(F1) F is uniformly elliptic and Lipschitz; precisely, we assume that there exist
constants 0 < λ ≤ Λ such that, for every M,N ∈ Sd,
P
−
λ,Λ(M −N) ≤ F (M)− F (N) ≤ P+λ,Λ(M −N).
(F2) F is C1 and its derivative DF is uniformly continuous, that is, there exists
an increasing continuous function ω : [0,∞) → [0,∞) such that ω(0) = 0
and for every M,N ∈ Sd,
|DF (M)−DF (N)| ≤ ω(|M −N |).
We call a constant universal if it depends only on the dimension d and the
ellipticity constants λ and Λ. If U ⊆ Rd and s < t, then the parabolic boundary of
U × (s, t) is denoted by
∂p(U × (s, t)) := U × {s} ∪ ∂U × (s, t).
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It is convenient to work with the parabolic Hausdorff dimension of a set E ⊆ Rd+1,
which is defined by
Hpar(E) := inf
{
0 ≤ s < +∞ : for all δ > 0, there exists a collection {Qrj(xj , tj)}
of cylinders such that E ⊆
+∞⋃
j=1
Qrj (xj , tj) and
+∞∑
j=1
rsj < δ
}
.
The relationship between the parabolic HausdorffmeasureHpar(E) and the classical
Hausdorff measure H(E) is given by
2H(E)− d ≤ Hpar(E) ≤ H(E) + 1. (2.1)
The reader is referred to [13] for further details about the parabolic framework. We
remark that Hpar(R
d+1) = d+ 2.
2.2. Preliminaries. First we recall an interior C1,α regularity result for solutions
of (1.3).
Proposition 2.1 ([14, Section 4.2]). If u is a viscosity solution of (1.3) in Q1,
then u ∈ C1,α(Q1/2) for some universal 0 < α < 1. Moreover, there exists some
universal constant C such that
sup
Q1/2
|Du| ≤ C
(
sup
Q1
|u|+ |F (0)|+ ‖g‖C0,1(Q1)
)
.
Moreover, it is natural in the parabolic framework to introduce some other sets
called parabolic balls. Precisely, given (x, t) ∈ Rd+1, we define parabolic balls of
opening θ > 0 and height h ≥ 0 to be closed subsets of the following form
Gθ,h(x, t) :=
{
(y, s) ∈ Rd+1 : θ|y − x|2 ≤ s− t ≤ h}
and
G−θ,h(x, t) :=
{
(y, s) ∈ Rd+1 : θ|y − x|2 ≤ t− s ≤ h} .
By direct computation,
|Gθ,h(x, t)| = |G−θ,h(x, t)| =
2ωd
d+ 2
h1+d/2θ−d/2, (2.2)
where ωd is the volume of the unit ball in R
d. We next collect some standard
material about parabolic balls. The following lemma is a slight modification of [15,
Lemma 2.2].
Lemma 2.2 (Y. Wang, [15]). Let θ ≥ 3/4. For all (x, t) ∈ G−θ,h0(x0, t0) and
0 < h ≤ t0 − t, there exists a cylinder Qr(x2, t2) such that
t2 = t+
h
2
, r ≥ 1
ν
√
h
θ
with ν :=
4√
2− 1 ,
which satisfies the three following properties:
(P1 ) Qr(x2, t2) ⊆ Gθ,h(x, t) ∩G−θ,h0(x0, t0) ∩ {(y, s) : t+ h/4 ≤ s ≤ t+ h/2}.
(P2 ) |Qr(x2, t2)|/|Gθ,h(x, t)| ≥ η0 where η0 depends only on d and θ.
(P3 ) If (z, t) ∈ Qr/4(x2, t2), then for every (y, s) ∈ G−1/2,r2/16
(
z, t− r216
)
,
G1/2,t−s(y, s) ⊆ Qr(x2, t2).
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Proof. The reader is referred to [15, Lemma 2.2] for (P1) and (P3). For (P2), we
compute
|Qr(x2, t2)| = rd+2 ≥
(√
2−1
4
)d+2
θ−d/2−1h1+d/2 = d+22ωd
(√
2−1
4
)d+2
θ−1|Gθ,h(x, t)|.
It suffices to set η0 :=
d+2
2d+3ωd
(√
2−1
4
)d+2
θ−1 to get the desired estimate. 
Finally, we recall a Vitali-type covering lemma for parabolic balls which was
already used and proved in [15] (and essentially follows from the standard argument
for Vitali’s covering lemma). It is a convenient alternative in the parabolic setting to
the “stacked” estimate lemma and the Calderón-Zygmund decomposition (see [8]).
Given (x, t) ∈ Rd+1 and h > 0, we define the parabolic ball Ĝθ,h(x, t) ⊇ Gθ,h(x, t)
by
Ĝθ,h(x, t) := Gθ̂,4h(x, t− 3h) with θ̂ :=
θ
(
√
2 + 1)2
.
We observe from (2.2) that the following ratio is a universal constant depending
only on the dimension:
η :=
|Gθ,h(x, t)|
|Ĝθ,h(x, t)|
= 4−(1+d/2)(
√
2 + 1)−d. (2.3)
Lemma 2.3 (Vitali’s lemma for parabolic balls). Assume that E ⊆ Rd+1 is bounded
and h : E → R is positive. Consider the following collection of parabolic balls:{
Gθ,h(x,t)(x, t) : (x, t) ∈ E
}
.
If sup{h(x, t) : (x, t) ∈ E} <∞, we can extract a countable subcollection {Gθ,h(xi,ti)(xi, ti) :
i ∈ N} of disjoint parabolic balls such that
E ⊆
⋃
i∈N
Ĝθ,h(xi,ti)(xi, ti).
Finally, we give the statement of a proposition required to obtain the partial
parabolic result. This proposition was obtained by Y. Wang [15] and is the parabolic
analogue of a first result of Savin [12]. It gives C2,α regularity for flat viscosity
solutions of uniformly parabolic equations. Roughly speaking, it states that a
viscosity solution of a uniformly parabolic equation that is sufficiently close to a
quadratic polynomial is, in fact, a classical solution.
Proposition 2.4 (Y. Wang, [15]). Suppose in addition to (F1)–(F2) that F (0) = 0.
Suppose that 0 < α < 1 and u ∈ C(Q1) is a solution of (1.1) in Q1. Then there
exists a constant δ0 > 0 depending only on the ellipticity constants λ and Λ, the
dimension d, the modulus of continuity ω, and α, such that
sup
Q1
|u| ≤ δ0 implies that u ∈ C2,α(Q1/2).
2.3. Proof of Theorem 1.1. The strategy of the proof is the following. By a
covering argument, we can cover the singular set by parabolic balls centered in
points for which Ψ presents large values. This is allowed by Lemma 2.5 that shows
that u is not C2,α close to (x0, t0) implies Ψ(x0, t0) is large. Then the parabolic
W 3,ε estimate given by Theorem 1.2 provides an upper bound on the size of the
set of the bad points.
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Lemma 2.5. Suppose u ∈ C(Q1) solves (1.1) in Q1 and 0 < α < 1. There is
a universal constant δα > 0, depending on d, λ, Λ, ω and α such that for every
(y, s0) ∈ Q1/2
(
0,− 14
)
and 0 < r < 1/20,{
Ψ(u,Q3/4) ≤ r−1δα
} ∩Qr(y, s0) 6= ∅ implies that u ∈ C2,α(Qr(y, s0 − r2)).
Proof. Let δ > 0 to be adjusted. Suppose that 0 < r < 1/20, (y, s0) ∈ Q1/2
(
0,− 14
)
and (z, s) ∈ Qr(y, s0) is such that
Ψ(u,Q3/4)(z, s) ≤ r−1δ.
Then there exist b ∈ R, p ∈ Rd and M ∈Md such that, for every (x, t) ∈ Q3/4 such
that t ≤ s,
|u(x, t)− u(z, s)− p · (x− z)− b(t− s)− 12 (x− z) ·M(x− z)|
≤ 16r−1δ(|x − z|3 + |s− t|3/2). (2.4)
Replacing M by 12 (M +M
⊤), we may assume that M ∈ Sd. Since u is a viscosity
solution of (1.1), it is clear that
b+ F (M) = 0.
For (x, τ) ∈ Q1, define
v(x, τ) :=
1
16r2
(
u(z + 4rx, s+ 16r2τ)− u(z, s)− 4rp · x− 16br2τ − 8r2x ·Mx) .
Noticing that (z+4rx, s+16r2τ) ∈ Q3/4 for (x, τ) ∈ Q1, the inequality (2.4) implies
that
sup
Q1
|v(x, τ)| ≤ 4
3
δ.
Define the operator F˜ (N) := b+F (N +M), and observe F˜ satisfies (F1) and (F2),
with the same ellipticity constants λ, Λ and modulus ω, and F˜ (0) = b+F (M) = 0.
It is clear that v is a solution of
∂tv + F˜ (D
2v) = 0, in Q1.
Let δ0 > 0 be the universal constant in Proposition 2.4, which also depends on α.
Suppose that
δ <
3
4
δ0.
Then Proposition 2.4 yields that v ∈ C2,α(Q1/2), from which we deduce that u ∈
C2,α(Q2r(z, s)). Since Qr(y, s0 − r2) ⊆ Q2r(z, s), the proof is complete. 
We now give the proof of the first main result.
Proof of Theorem 1.1. We assume without loss of generality that F (0) = 0. By
a standard covering argument, we may fix 0 < α < 1 and assume that Ω = Q1,
u ∈ C(Q1) is bounded, and it suffices to show that
u ∈ C2,α(V \ Σ) with V := B9/20 ×
(
−1
2
,−1
4
− 3
800
)
.
for a set Σ ⊆ V with Hpar(Σ) ≤ d + 2 − ε. Since, for every β > 0, the operator
Fβ(M) := β
−1F (βM) satisfies both (F1) and (F2) with the same constants λ and
Λ but a different modulus ω and the constant ε that we obtain does not depend
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on ω, we may therefore assume without loss of generality that supQ1 |u| ≤ 1. Let
Σ ⊆ V denote the set
Σ :=
{
(x, s) ∈ V : u /∈ C2,α (Qr (x, s+ 12r2)) for every r > 0} .
Notice that Σ is closed, and thus compact. Fix 0 < r < 1/20. According to the
Vitali covering theorem for parabolic cylinders [10, Lemma 7.8], there exists a finite
collection {Qr(xi, si + 12r2)}1≤i≤m of disjoint parabolic cylinders of radius r, with
centers (xi, si) ∈ Σ, such that
Σ ⊆
m⋃
i=1
Q5r
(
xi, si +
25
2 r
2
)
.
Since (xi, si) ∈ Σ, according to Lemma 2.5 there exists a constant δ such that
Ψ(u,Q3/4)(y, τ) > r
−1δ for every (y, τ) ∈
m⋃
i=1
Qr
(
xi, si +
3
2r
2
)
.
Applying Theorem 1.2 to Qr
(
xi, si +
3
2r
2
) ⊆ Q1/2 (0,− 14), we deduce that
mrd+2 = m
|Qr|
|Q1| ≤ C
(
r−1δ
)−ε
for some universal constants C, ε > 0. Therefore,
m∑
i=1
(5r)
d+2−ε ≤ 5d+2−εmrd+2−ε ≤ 5d+2−εCδ−ε < +∞.
In particular, this implies that
Hpar(Σ) ≤ d+ 2− ε.
By using (2.1), we get
H(Σ) ≤ 1
2
(d+ d+ 2− ε) = d+ 1− ε
2
. 
3. Parabolic W 2,ε estimate
In this section, we state and prove the parabolicW 2,ε estimate associated to (1.3).
It will be useful to prove Theorem 1.2 in Section 4. This result is essentially well-
known but we give the argument here for the sake of completeness.
The key argument to prove Proposition 3.1 relies on a measure estimate on
small parabolic balls stated in Lemma 3.6. Its proof consists in a suitable par-
abolic Aleksandrov-Bakelman-Pucci (ABP) inequality and a comparison principle
achieved with a barrier function. Then we derive an induction relation in Lemma 3.5
by Lemma 2.3. Finally some classical arguments permit to obtain Proposition 3.1.
Let Ω ⊆ Rd+1 and u,−v ∈ LSC(Ω). We say that v touches u from below
at (x, t) ∈ Ω if {
v(z, τ) ≤ u(z, τ), for (z, τ) ∈ Ω and τ ≤ t,
v(x, t) = u(x, t).
We say that u touches v from above at (x, t) ∈ Ω if v touches u at (x, t) ∈ Ω
from below. Let (y, s) ∈ Rd+1. A polynomial P is called a concave paraboloid of
opening κ > 0 if
Py,s;κ(z, τ) = −κ2 |z − y|2 + κ(τ − s).
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Similarly, a polynomial P is called a convex paraboloid of opening κ > 0 if
Py,s;κ(z, τ) =
κ
2 |z − y|2 − κ(τ − s).
To state the estimate, we require some notation. Given a domain Ω ⊆ Rd+1,
and a function u ∈ LSC(Ω), define the quantity
Θ(x, t) = Θ(u,Ω)(x, t) := inf
{
A ≥ 0 : ∃p ∈ Rd s.t. ∀(y, s) ∈ Ω, s ≤ t,
u(y, s) ≥ u(x, t) + p · (y − x)−A ( 12 |x− y|2 + (t− s))} .
Similarly, for u ∈ USC(Ω),
Θ(x, t) = Θ(u,Ω)(x, t) := inf
{
A ≥ 0 : ∃p ∈ Rd s.t. ∀(y, s) ∈ Ω, s ≤ t,
u(y, s) ≤ u(x, t) + p · (y − x) +A ( 12 |x− y|2 + (t− s))} ,
and, for u ∈ C(Ω),
Θ(x, t) = Θ(u,Ω)(x, t) := max
{
Θ(u,Ω)(x, t),Θ(u,Ω)(x, t)
}
.
The quantity Θ(x, t) is the minimum curvature of any paraboloid that touches u
from below at (x, t). If u cannot be touched from below at (x, t) by any paraboloid,
then Θ(x, t) = +∞. A similar statement holds for Θ(x, t), where we touch from
above instead. Moreover, a function u is C1,1 on a closed set Γ ⊆ Ω if and only
if u has tangent paraboloids from above and below with respect to Ω at each point
of Γ.
The form of the W 2,ε estimate we need is given by the following proposition.
Proposition 3.1. If u ∈ LSC(Q1) and L ≥ 0 satisfy the inequality
∂tu+ P
+
λ,Λ(D
2u) ≥ −L in Q1,
then for all κ > 0,
|{(x, t) ∈ Q1/2
(
0,− 14
)
: Θ(u,Q1)(x, t) > κ}| ≤ C
(
κ
supQ1 |u|+ L
)−ε
,
where the constants C and ε > 0 are universal.
We emphasize here that Θ(u,Ω) is defined in terms of quadratic polynomials
that touch u at (x, t) and stay below u in the domain Ω ∩ {(y, s) : s ≤ t}, which is
full in space and restricted to global times less than t.
Instead of working with the sets {Θ ≤ κκ}, we are going to consider some
new sets Aκ for κ > 0. We are inspired from the elliptic definition introduced by
Savin [12] and recently also used by Armstrong and Smart in [3]. In the parabolic
setting, define, for every κ > 0,
Aκ :=
{
(x, t) ∈ Q1 : ∃(y, s) ∈ B1×(−1, t] s.t. u(x, t)−inf
Q1
u+κ
(
1
2 |x− y|2 − (t− s)
)
= inf
(z,τ)∈Q1,
τ≤t
(
u(z, τ)− inf
Q1
u+ κ
(
1
2 |z − y|2 − (τ − s)
))
= 0
}
. (3.1)
It is important to notice that s takes part in the definition of Aκ only to adjust the
infimum to be equal to zero. Moreover, the definition of Aκ given above is adapted
to the domain Q1. It is clear how to change this definition of Aκ to deal with more
general domains.
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The next lemma gathers some properties about the sets Aκ. In particular, the
link between Aκ and Θ is precised.
Lemma 3.2. Let u ∈ LSC(Ω), κ > 0 and Aκ be defined by (3.1). Then we have
Aκ ⊆ {(x, t) ∈ Q1 : Θ(u,Q1)(x, t) ≤ κ} .
Moreover, for all 0 < κ1 ≤ κ, we have Aκ1 ⊆ Aκ.
Proof. Let (x, t) ∈ Aκ. Then (x, t) ∈ Q1 and there exists y ∈ B1 such that for all
(z, τ) ∈ Q1, τ ≤ t, we have
u(z, τ) + κ
(
1
2 |z − y|2 − τ
) ≥ u(x, t) + κ ( 12 |x− y|2 − t) .
After rearranging the terms, we get
u(z, τ) ≥ u(x, t) + κ ( 12 (|x− y|2 − |z − y|2)− (t− τ)) .
An algebraic manipulation yields |x− y|2− |z− y|2 = −|x− z|2+2(y− x) · (z− x).
If we choose p = κ(y − x) ∈ Rd, the last inequality can be written in the form
u(z, τ) ≥ u(x, t) + p · (z − x)− κ ( 12 (|x− z|2 + (t− τ)) ,
for all (z, τ) ∈ Q1, τ ≤ t, which gives precisely Θ(u,Q1)(x, t) ≤ κ.
For the second assertion, let (x1, t1) ∈ Aκ1 and κ > κ1. Hence there exist y1 ∈ B1
and −1 < s1 ≤ t1 such that
u(x1, t1)− inf
Q1
u+ κ1
(
1
2 |x1 − y1|2 − (t1 − s1)
)
= inf
(z,τ)∈Q1,
τ≤t
(
u(z, τ)− inf
Q1
u+ κ1
(
1
2 |z − y1|2 − (τ − s1)
))
= 0. (3.2)
For (y, s) ∈ Rd+1, let P be the paraboloid given by
P (z, τ) := κ
(
1
2 |z − y|2 − (τ − s)
)− κ1 ( 12 |z − y1|2 − (τ − s1)) . (3.3)
Assume that we have shown there exists (y, s) ∈ B1 × (−1, t1] such that, for all
(z, τ) ∈ Rd+1,
P (z, τ) = (κ− κ1)
(
1
2 |z − x1|2 − (τ − t1)
)
. (3.4)
For this particular choice, the decomposition
u(z, τ)− inf
Q1
u+ κ
(
1
2 |z − y|2 − (τ − s)
)
= u(z, τ)− inf
Q1
u+ κ1
(
1
2 |z − y1|2 − (τ − s1)
)
+ P (z, τ)
implies the result by using (3.2), P ≥ 0 on B1× (−1, t1] and P (x1, t1) = 0 by (3.4).
To obtain the assertion, it remains to show (3.4). By completing the square in (3.3),
the polynomial P can be written in the form
P (z, τ) = (κ− κ1)
(
1
2 |z − z(y, s)|2 − (τ − τ (y, s))
)
,
with 
z(y, s) :=
1
κ− κ1 (κy − κ1y1) ,
τ (y, s) :=
1
κ− κ1
(
κs− κ1s1 + 1
2
κκ1
κ− κ1 |y − y1|
2
)
.
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We choose (y, s) to impose the condition (z(y, s), τ (y1, s1)) = (x1, t1). This leads
to select
y =
(
1− κ1
κ
)
x1 +
κ1
κ
y1 and s = t1 − κ1
κ
(
t1 − s1 + 1
2
|x1 − y1|2
(
1− κ1
κ
))
.
It is clear by convexity that y ∈ B1. To show that s ∈ (s1, t1], notice t1 − s1 −
1
2 |x1 − y1|2 ≥ 0 by (3.2) and use κ > κ1 in the expression above. 
Now we recall the standard tool in the theory of viscosity solutions (see [7] for
further details). We denote the infimal convolution of u ∈ LSC(Q1) by
uε(x, t) = inf
(z,τ)∈Q1
(
u(z, τ) +
2
ε
(|z − x|2 + (τ − t)2)
)
.
Moreover, if f ∈ C(Q1) and
∂tu+ P
+
λ,Λ(D
2u) ≥ f in Q1,
then there exist a sequence of functions fε ∈ C(Q1) which converges locally uni-
formly to f respectively, as ε→ 0, such that uε satisfies
∂tu+ P
+
λ,Λ(D
2u) ≥ fε in Q1−rε(0, Tε),
when rε → 0 and Tε → 0 as ε→ 0. The function uε is more regular than u and, in
particular, is semiconcave. It is a good approximation to u in the sense that uε → u
locally uniformly in Q1 as ε→ 0. For us, the main utility of these approximations
is the semiconcavity of uε. If uε can be touched from below by a smooth function ϕ
at some point(y, s) ∈ Q1, then uε is C1,1 at (y, s), with norm depending only on ε
and |D2ϕ(y, s)| and ∂tϕ(y, s).
The following lemma is the form of the ABP inequality we are going to use.
Lemma 3.3. Assume that L > 0 and u ∈ LSC(Q1) satisfy
∂tu+ P
+
λ,Λ
(
D2u
) ≥ −L in Q1.
Suppose that a > 0 and V ⊆ Rd+1 is compact such that, for each (y, s) ∈ V , there
exists (x, t) ∈ Q1 such that
u(x, t)− inf
Q1
u+ a2 |x− y|2 − a(t− s)
= inf
(z,τ)∈Q1,τ≤t
(
u(z, τ)− inf
Q1
u+ a2 |z − y|2 − a(τ − s)
)
= 0. (3.5)
Let W := {(x, t) ∈ Q1 : (3.5) holds for u for some (y, s) ∈ V }. Then
|V | ≤ 1
λd
(
1 +
L
a
+ Λd
)d+1
|W |. (3.6)
Proof. The proof is divided into two steps.
Step 1. We make two reductions. First, by replacing u by u+ α
(
1
2 |x|2 − t
)
and L
by L + Cα and letting α → 0, we may suppose that there exists η > 0 such that
for every (y, s) ∈ Q1,
min
(z,τ)∈Q1\Q1−η ,τ≤t
(
u(z, τ) + a2 |z − y|2 − aτ
)
> inf
(z,τ)∈Q1−η,τ≤t
(
u(z, τ) + a2 |z − y|2 − aτ
)
. (3.7)
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Next we make a reduction to the case that u is semiconcave by an infimal convo-
lution approximation. According to (3.7), for every sufficiently small ε > 0, there
exist 0 < rε < 1 and −1 < Tε < 0 such that, for each (y, s) ∈ V , there exists
(x, t) ∈ Q1−rε(0, Tε) such that
uε(x, t)− inf
Q1−rε (0,Tε)
uε +
a
2 |x− y|2 − a(t− s)
= inf
(z,τ)∈Q1−rε(0,Tε),τ≤t
(
u(z, τ)− inf
Q1−rε (0,Tε)
uε +
a
2 |z − y|2 − a(τ − s)
)
= 0, (3.8)
and
lim
ε→0
rε = 0 and lim
ε→0
Tε = 0.
Set
Wε := {(x, t) ∈ Q1−rε(0, Tε) : (3.8) holds for uε for some (y, s) ∈ V }.
Assume that we have shown that
lim sup
ε→0
Wε ⊆W, where lim sup
ε→0
Wε :=
⋂
ε>0
⋃
0<δ≤ε
Wδ, (3.9)
and for all ε > 0,
|V | ≤ 1
λd
(
1 +
L
a
+ Λd
)d+1
|Wε|. (3.10)
Then, since sup0<ε<1/2 |Wε| ≤ |Q1| < +∞, the inequality lim supε→0 |Wε| ≤
|lim supε→0Wε| holds true and we have
|V | ≤
(3.10)
1
λd
(
1 +
L
a
+ Λd
)d+1 ∣∣∣∣lim sup
ε→0
Wε
∣∣∣∣ ≤
(3.9)
1
λd
(
1 +
L
a
+ Λd
)d+1
|W | .
Thus we deduce (3.6).
To obtain the lemma, it remains to show the assertions (3.9) and (3.10).
For (3.9), let (x, t) ∈ lim supε→0Wε. Up to a subsequence, we can assume that
(x, t) ∈ Wε ∩ Q1−rε(0, Tε) for all ε > 0. By the definition of Wε, there exists
(yε, sε) ∈ V such that
uε(x, t)− inf
Q1−rε (0,Tε)
uε +
a
2 |x− yε|2 − a(t− sε)
= inf
(z,τ)∈Q1−rε(0,Tε),τ≤t
(
uε(z, τ)− inf
Q1−rε (0,Tε)
uε +
a
2 |z − yε|2 − a(τ − sε)
)
= 0.
(3.11)
Since V is compact, up to extracting a subsequence, there exists (y, s) ∈ V such that
(yε, sε)→ (y, s) as ε→ 0. By convergence of uε, we deduce that uε(x, t)−→
ε→0
u(x, t).
Moreover, since uε ≥ u and uε → u locally uniformly on Q1, we have
lim
ε→0
inf
Q1−rε (0,Tε)
uε = inf
Q1
u.
Letting ε → 0 in (3.11) yields (x, t) ∈ W . This completes the proof of (3.9), and
therefore it remains to prove (3.10), that is, the statement of the lemma under the
extra assumption that u is semiconcave.
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Step 2. Assuming u is semiconcave, we give the proof of (3.6). Select a Lebesgue-
measurable function Z : V → Q1 such that the map
(z, t) 7→ u(z, t)− inf
Q1
u+ a
(
1
2 |z − y|2 − (t− s)
)
attains its infimum in Q1 at (z, t) = Z(y, s) and this infimum is equal to zero.
For example, we may take Z(y, s) to be the lexicographically least element of the
(necessarily closed) set of infima. The function u is C1,1 on A := Z(V ) and Z has
a Lipschitz inverse Y = (y, s) given by
y(z, t) = z +
1
a
Du(z, t),
s(z, t) = t− 1
a
u(z, t)− 1
2
|z − y(z, t)|2.
By Rademacher’s theorem, Y is differentiable almost everywhere on A for the d+1-
dimensional Lebesgue measure. Then, by using the Lebesgue differentiation the-
orem, we see that u is twice differentiable in space and differentiable in time at
almost every point of (z, t) ∈ A and, at such (z, t), we have
D2u(z, t) ≥ −aId and ∂tu(z, t) ≤ a.
Thus,
Dy(z, t) = Id +
1
a
D2u(z, t) ≥ 0
as well as
− λtr(Dy(z, t)) = P+λ,Λ(Dy(z, t)) = P+λ,Λ
(
Id +
1
a
D2u(z, t)
)
≥ 1
a
P
+
λ,Λ
(
D2u(z, t)
)
+ P−λ,Λ (Id) ≥
1
a
(−L− ∂tu(z, t))− Λd,
and therefore
0 ≤ Dy(z, t) ≤ 1
λ
(
1 +
L
a
+ Λd
)
.
Similarly D2u(z, t) ≥ −aId implies that
1− 1
a
∂tu(z, t) ≤ 1− 1
a
(
−L− P+λ,Λ(−aId)
)
= 1 +
L
a
+ Λd.
An application of the area formula for Lipschitz functions gives
|V | =
ˆ
A
| detDY (z, t)|dzdt =
ˆ
A
det
(
I +
1
a
D2u(z, t)
)(
1− 1
a
∂tu(z, t)
)
dzdt
≤ 1
λd
(
1 +
L
a
+ Λd
)d(
1 +
L
a
+ Λd
)
|A|,
from which we obtain the lemma, using that A ⊆W . 
In our analysis, an important role will be played by the functions φ which we
define by
φ(x, t) := c(t+ τ)−b
(
e−a
|x|2
t+τ − e−aθ−1
)
.
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The parameters a, b and c will be adjusted with the uniform ellipticity constants
and the opening θ of the parabolic balls of the form Gθ,1+τ (0,−τ) with τ > 0.
More precisely, we will consider the choice given by
a = max
{
1 + dΛθ
2λ
, θ
}
(3.12)
and
b = max
{
2dΛa+ 1
1− e 12−aθ−1 ,
4λa− 1
e
1
2
−aθ−1
}
(3.13)
and
c = 2(1 + τ)b+1eaθ
−1
. (3.14)
We next show that, with this choice of parameters, φ is a nonnegative subsolution
in Gθ,1+τ (0,−τ) which vanishes on the lateral boundary of Gθ,1+τ (0,−τ) and is
not too large initially. This plays the role of the “bump function” from the elliptic
case [4, Lemma 4.1].
Lemma 3.4. Let τ > 0. For a, b and c given by (3.12)–(3.14), the function φ
satisfies 
∂tφ+ P
+
λ,Λ(D
2φ) ≤ −1, on Gθ,1+τ(0,−τ) ∩ {(y, s) : s > 0},
φ = 0, on ∂pGθ,1+τ (0,−τ) ∩ {(y, s) : s > 0},
φ > 0, on Gθ,1+τ(0,−τ) \ ∂pGθ,1+τ (0,−τ),
0 ≤ φ ≤ β, on Gθ,1+τ(0,−τ) ∩ {(y, s) : s = 0},
with β > 0 given by
β := 2
(1 + τ)b+1
τb
(eaθ
−1 − 1).
Proof. Let us introduce the variable ρ := |x|2/(t+ τ) and the function ψ given by
ψ(ρ, t) := c(t+ τ)−(b+1)e−aρ.
First, by inserting the value of c given by (3.14), observe that
ψ(ρ, t) ≥ 2 on Gθ,1+τ (0,−τ). (3.15)
The two last properties are immediate to check. Thus we focus on the first assertion.
The time derivative of φ is given by
∂tφ(x, t) = ψ(ρ, t)
(
−(1− ea(ρ−θ−1))b+ aρ
)
.
and the Hessian of φ is given by
D2φ(x, t) = 2aψ(ρ, t)
(
(−1 + 2aρ) x⊗ x|x|2 −
(
I − x⊗ x|x|2
))
.
and has eigenvalues 2aψ(ρ, t) (−1 + 2aρ) with multiplicity 1 and −2aψ(ρ, t) with
multiplicity d− 1. Hence
P
+
λ,Λ(D
2φ(x, t)) = ψ(ρ, t)
{
2a (d− 2aρ)Λ, if ρ ≤ (2a)−1,
2a (−λ (−1 + 2aρ) + (d− 1)Λ) , if ρ ≥ (2a)−1.
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We distinguish two cases. If 0 ≤ ρ ≤ (2a)−1,
∂tφ(x, t) + P
+
λ,Λ(D
2φ(x, t)) = ψ(ρ, t)
(
−(1− ea(ρ−θ−1))b + a(ρ+ 2(d− 2aρ)Λ)
)
≤
(3.12)
ψ(ρ, t)
(
−(1− e 12−aθ−1)b + 12 + 2daΛ
)
≤
(3.13)
− 12ψ(ρ, t).
By using (3.15), we obtain the desired upper bound. Now assume that (2a)−1 ≤
ρ ≤ θ−1,
∂tφ(x, t) + P
+
λ,Λ(D
2φ(x, t)) ≤ ψ(ρ, t)
(
−(1− ea(ρ−θ−1))b+ a(1− 4aλ)ρ+ 2daΛ
)
≤ ψ(ρ, t)
(
−b+ 2adΛ + bea(ρ−θ−1) + a(1− 4aλ)ρ
)
.
The function ρ 7→ bea(ρ−θ−1)+a(1−4aλ)ρ is decreasing on ]−∞, ρ0] and increasing
on [ρ0,+∞[ with ρ0 := 1a ln
(
4aλ−1
b
)
+ θ−1. By (3.13), the coefficients a and b are
chosen so that ρ0 < (2a)
−1. Under this assumption, the upper bound on the interval
[(2a)−1, θ−1] corresponds to ρ = θ−1 which provides
∂tφ(x, t) + P
+
λ,Λ(D
2φ(x, t)) ≤ ψ(ρ, t)a (2dΛ + θ−1 − 4θ−1aλ)
≤
(3.12)
−ψ(ρ, t)aθ−1 ≤
(3.12)
−ψ(ρ, t).
By recalling (3.15), we obtain the desired upper bound. 
The following lemma contains the measure theoretic information necessary to
conclude the proof of Proposition 3.1. The argument relies on Lemmas 3.3 and 3.4.
Lemma 3.5. Let 3/4 ≤ θ, h0 > 0, κ1 > 0, Aκ be defined by (3.1) and G−θ,h0(x0, t0) ⊆
Q1. There exist constants M ≥ 1 and σ > 0 depending only on θ and d, λ, Λ such
that, if (x0, t0) ∈ Aκ1 and κ ≥ κ1, then
|AMκ ∩G−θ,h0(x0, t0)| ≥ |G−θ,h0(x0, t0) ∩ Aκ|+ ση|G−θ,h0(x0, t0) \Aκ|.
Proof. We decompose the measure estimate into two parts
|AMκ ∩G−θ,h0(x0, t0)| = |Aκ ∩G−θ,h0(x0, t0)|+ |(AMκ \Aκ) ∩G−θ,h0(x0, t0)|.
It is enough to estimate |(AMκ \Aκ) ∩G−θ,h0(x0, t0)|. We claim that∣∣∣G−θ,h0(x0, t0) \Aκ∣∣∣ ≤ 1ση ∣∣∣(AMκ \Aκ) ∩G−θ,h0(x0, t0)∣∣∣ .
For κ ≥ κ1, we define the collection of parabolic balls given by
B :=
{
Gθ,h(x, t) : (x, t) ∈ G−θ,h0(x0, t0),
Gθ,h(x, t) ∩G−θ,h0(x0, t0) ∩ {(y, s) : s < t+ h} ⊆ Q1 \Aκ
and Gθ,h(x, t) ∩ {(y, s) : s = t+ h} ∩G−θ,h0(x0, t0) ∩ Aκ 6= ∅
}
.
Notice that for all (x, t) ∈ G−θ,h0(x0, t0), the point (x0, t0) belongs to the parabolic
ball Gθ,t0−t(x, t). Observe that (x0, t0) ∈ Aκ by applying Lemma 3.2 with (x0, t0) ∈
Aκ1 . This implies that for all Gθ,h(x, t) ∈ B, h ≤ t0− t ≤ h0. Then, by Lemma 2.3,
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we may extract from B a countable subcollection {Gθ,hi(xi, ti) : i ∈ N} such that
the Gθ,hi(xi, ti) are disjoint,
G−θ,h0(x0, t0) \Aκ ⊆
⋃
i∈N
Ĝθ,hi(xi, ti) and
|Gθ,hi(xi, ti)|
|Ĝθ,hi(xi, ti)|
= η,
with η given by (2.3). By combining these, we get
|G−θ,h0(x0, t0) \Aκ| ≤
∑
i∈N
|Ĝθ,hi(xi, ti)| =
1
η
∑
i∈N
|Gθ,hi(xi, ti)|.
Next we complete the proof under the assumption that for all i ∈ N,
|Gθ,hi(xi, ti) ∩G−θ,h0(x0, t0) ∩ AMκ| ≥ σ|Gθ,hi(xi, ti)| (3.16)
for some constants M > 1 and σ > 0, depending only on θ, d, λ and Λ. Using also
that the selected balls are disjoint, we obtain that∑
i∈N
|Gθ,hi(xi, ti)| ≤
1
σ
∑
i∈N
∣∣∣Gθ,hi(xi, ti) ∩G−θ,h0(x0, t0) ∩ AMκ∣∣∣
=
1
σ
∣∣∣∣∣⋃
i∈N
Gθ,hi(xi, ti) ∩ {(y, s) : s < ti + hi} ∩G−θ,h0(x0, t0) ∩ AMκ
∣∣∣∣∣ .
Since every ball in B satisfies Gθ,h(x, t) ∩ {(y, s) : s < t+ h} ∩ G−θ,h0(x0, t0) ⊆
G−θ,h0(x0, t0) \Aκ, we deduce that
|G−θ,h0(x0, t0) \Aκ| ≤
1
ση
∣∣∣G−θ,h0(x0, t0) ∩ (AMκ \Aκ)∣∣∣ .
The proof is complete, pending the verification of (3.16), which is achieved in the
next lemma. 
The following lemma is the key step in the proof of Proposition 3.1.
Lemma 3.6. Let 3/4 ≤ θ, κ1 > 0 and G−θ,h0(x0, t0) ⊆ Q1. Suppose u ∈ LSC(Q1)
satisfies
∂tu+ P
+
λ,Λ(D
2u) ≥ 0. (3.17)
There exist constants M ≥ 1 and σ > 0 depending only on θ and d, λ, Λ such that
if (x0, t0) ∈ Aκ, κ ≥ κ1, then for all (x, t) ∈ G−θ,h0(x0, t0) satisfying
Gθ,h(x, t) ∩ {(y, s) : s = t+ h} ∩G−θ,h0(x0, t0) ∩Aκ 6= ∅,
we have
|Gθ,h(x, t) ∩ AMκ ∩G−θ,h0(x0, t0)| ≥ σ|Gθ,h(x, t)|.
Proof. Let (z1, t1) ∈ Gθ,h(x, t) ∩ {(y, s) : s = t + h} ∩ G−θ,h0(x0, t0) ∩ Aκ. By the
definition of Aκ, we can touch u at (z1, t1) from below by a concave paraboloid of
opening κ: there exist y1 ∈ B1 and −1 < s1 ≤ t1 such that
u(z1, t1)− inf
Q1
u+ κ2 |z1 − y1|2 − κ(t1 − s1)
= inf
(z,τ)∈Q1,τ≤t1
(
u(z, τ)− inf
Q1
u+ κ2 |z − y1|2 − κ(τ − s1)
)
= 0. (3.18)
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Step 1. LetQr(x2, t2) ⊆ Gθ,h(x, t)∩G−θ,h0 (x0, t0) be the cylinder given by Lemma 2.2
(see Figure 1). In particular,
t2 = t+
h
2
and r ≥ 1
ν
√
h
θ
with ν =
4√
2− 1 . (3.19)
If we set
α := min
{
1,
θ
(1 +
√
2)2
}
and δ :=
1
16ν2
α
θ
> 0, (3.20)
we claim that the parabolic ball (see Figure 1)
G2 := Gα,h( 12+δ)
(x2, t2 − δh)
satisfies
G2 ∩ {(y, s) : s ≤ t2} ⊆ Qr/4(x2, t2) (3.21)
and
(z1, t1) ∈ (G2 \ ∂pG2) ∩ {(y, s) : s = t1}. (3.22)
To obtain the first assertion, it suffices to show that the vertex (x2, t2 − δh) of G2
is in Qr/4(x2, t2) and G2 ∩ {(y, s) : s = t2} ⊆ Br/4(x2). First, by using (3.19)
and (3.20), the inequality
δh ≤
(
1
16ν2
α
θ
)
θν2r2 =
α
16
r2 ≤ r
2
16
implies (x2, t2 − δh) ∈ Qr/4(x2, t2). By the definition of the parabolic ball G2 and
using (3.19) and (3.20), each (z, t2) ∈ G2 satisfies |z − x2|2 ≤ α−1δh ≤ r216 . Then,
for the second assertion, observing that (z1, t1) ∈ Gθ,h(x, t)∩ {(y, s) : s = t+ h}, it
is enough to show that
Gθ,h(x, t) ∩ {(y, s) : s = t+ h} ⊆ (G2 \ ∂pG2) ∩
{
(y, s) : s = t2 +
h
2
}
.
Let (z, τ) ∈ Gθ,h(x, t)∩{(y, s) : s = t+ h}. Since (x2, t2) ∈ Gθ,h(x, t)∩{(y, s) : s =
t+ h/2} and δ > 0, we get
|z − x2| ≤ |z − x|+ |x− x2| =
(
1 +
1√
2
)√
h
θ
<
(3.20)
√(
1
2
+ δ
)
h
α
.
This is equivalent to (z, τ) ∈ (G2 \∂pG2)∩
{
(y, s) : s = t2 +
h
2
}
, which gives (3.22).
Step 2. We claim that there exists (z2, t2) ∈ G2 ∩ {(y, s) : s = t2} such that
u(z2, t2)− inf
Q1
u+ κ2 |z2 − y1|2 − κ(t2 − s1) ≤ (dΛ + 3)κβθν2r2. (3.23)
By applying (a properly scaled) Lemma 3.4, there exists a barrier function w which
satisfies 
∂tw + P
+
λ,Λ(D
2w) ≤ −1, in G2 ∩ {(y, s) : s > t2},
w = 0, on ∂pG2 ∩ {(y, s) : s > t2},
0 ≤ w ≤ βh, on G2 ∩ {(y, s) : s = t2},
(3.24)
and w > 0 in (G2 \ ∂pG2) ∩ {(y, s) : s > t2}. In particular, this implies by Step 1
that w(z1, t1) > 0. We have that w ≤ βh in G2 ∩ {(y, s) : s > t2} by the maximum
principle. Observe that the function
ϕ(z, τ) := ((dΛ + 1)κ+ 2κ1)w − κ2 |z − y1|2 + κτ,
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(z1, t1)
(x2, t2)
h
h
2
(x, t)
G2
Gθ,h(x, t)
(x0, t0)
G−θ,h0(x0, t0)
Qr(x2, t2)
r/4
r
Qr(x2, t2)
Qr/4(x2, t2)
t2 − δh
(x2, t2)
G2
Figure 1. Qr(x2, t2) ⊆ Gθ,h(x, t) ∩ G−θ,h0(x0, t0) and G2 =
Gα,h(1/2+δ)(x2, t2 − δh).
satisfies
∂tϕ+ P
+
λ,Λ(D
2ϕ) ≤ −2κ1.
Notice that u satisfies
∂tu+ P
+
λ,Λ(D
2u) ≥ −κ1. (3.25)
The comparison principle implies that the map (z, τ) 7→ u(z, τ)−ϕ(z, τ) attains its
infimum in G2 ∩ {(y, s) : s > t2} at some point (z, τ) = (z2, t2) ∈ ∂p(G2 ∩ {(y, s) :
s > t2}). It is impossible that (z2, t2) ∈ ∂pG2 ∩ {(y, s) : s > t2} since (3.18), w = 0
on ∂pG2 ∩ {(y, s) : s > t2} and w(z1, t1) > 0 imply that
u(z1, t1)−ϕ(z1, t1) = u(z1, t1) + κ2 |z1 − y1|2 − κt1 − ((dΛ + 1)κ+ 2κ1)w(z1, t1)
<
(3.18)
inf
(z,τ)∈Q1
τ≤τ1
(
u(z, τ) + κ2 |z − y1|2 − κτ
)
≤ inf
(z,τ)∈∂pG2
t2<τ≤t1
(
u(z, τ) + κ2 |z − y1|2 − κτ
)
= inf
(z,τ)∈∂pG2
t2<τ≤t1
(u(z, τ)− ϕ(z, τ)) .
Moreover, it is impossible that (z2, t2) satisfies t2 = t1 since ϕ satisfies
∂tϕ(·, t1) + P+λ,Λ(D2ϕ(·, t1)) ≤ −2κ1 for G2 ∩ {(y, s) : s = t1}.
Hence (z2, t2) ∈ G2 ∩ {(y, s) : s = t2} and so, in particular, by (3.21) satisfies
|z2 − x2| ≤ 14r, and
ϕ(z2, t2) = ((dΛ + 1)κ+ 2κ1)w(z2, t2)− κ2 |z2 − y1|2 + κt2.
Using that w > 0 in G2 ∩ {(y, s) : s > t2}, we obtain that
u(z1, t1) +
κ
2 |z1 − y1|2 − κt1 ≥ u(z1, t1)− ϕ(z1, t1)
≥ inf
G2∩{s>t2}
(u(z, τ)− ϕ(z, τ)) = u(z2, t2)− ϕ(z2, t2)
= u(z2, t2) +
κ
2 |z2 − y1|2 − κt2 − ((dΛ + 1)κ+ 2κ1)w(z2, t2).
By combining (3.19) and (3.24), we know that
w(z2, t2) ≤ βθν2r2.
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Using this together with (3.18), (z1, t1) ∈ (G2 \ ∂pG2) ∩ {(y, s) : s = t2 + h2 }
(by (3.22)) and κ ≥ κ1,
inf
(z,τ)∈Q1,τ≤t1
(
u(z, τ) + κ2 |z − y1|2 − κτ
)
≥ u(z2, t2) + κ2 |z2 − y1|2 − κt2 − (dΛ + 3)κβθν2r2.
Recalling (3.18), we obtain (3.23).
Step 3. Let γ := 17(dΛ+3)βθν2. We claim that for all (y2, s2) ∈ G−1/2,r2/16
(
z2, t2 − r216
)
,
there exists a point (z3, t3) ∈ G1/2,t2−s2(y2, s2) ⊆ Qr(x2, t2) such that
χ(z3, t3) = inf
(z,τ)∈Q1
τ≤t3
χ(z, τ) = 0, (3.26)
where the function χ is given by
χ(z, τ) := u(z, τ)− inf
Q1
u+ κ2 |z − y1|2 − κ(τ − s1) + γκ2 |z − y2|2 − γκ(τ − s2).
Observe the function χ can be written in the form
χ(z, τ) = u(z, τ)− inf
Q1
u− Py1,s1;κ(z, τ)− Py2,s2;γκ(z, τ)
where Py1,s1;κ and Py2,s2;γκ are the concave paraboloids{
Py1,s1;κ(z, τ) := −κ2 |z − y1|2 + κ(τ − s1)
Py2,s2;γκ(z, τ) := − γκ2 |z − y2|2 + γκ(τ − s2).
Let (y2, s2) ∈ G−1/2,r2/16
(
z2, t2 − r216
)
. By combining Steps 1–2, observe that
(z2, t2) ∈ G2 ∩ {(y, s) : s = t2} ⊆ Qr/4(x2, t2).
By applying Lemma 2.2 part (P3), we get G1/2,t2−s2(y2, s2) ⊆ Qr(x2, t2). Define
ζ(t) := inf
{
χ(z, τ) : (z, τ) ∈ G1/2,t2−s2(y2, s2), τ ≤ t
}
.
To prove the claim, we will use the three following facts:
t 7→ inf {χ(z, τ) : (z, τ) ∈ Q1 \G1/2,t2−s2(y2, s2), τ ≤ t}
is nonnegative on [s2, t2], (3.27)
and
χ(z2, t2) < 0 ≤ χ(y2, s2), (3.28)
and
t 7→ ζ(t) is non-increasing and right-continuous on [s2, t2],
and left-continuous on [s2, t2] ∩ {s : ζ(s) < 0}. (3.29)
Assuming that we have shown (3.27), (3.28) and (3.29), let us prove the claim given
by (3.26). Then for all t ∈ [s2, t2],
inf {χ(z, τ) : (z, τ) ∈ Q1, τ ≤ t}
= min
(
ζ(t), inf
{
χ(z, τ) : (z, τ) ∈ Q1 \G1/2,t2−s2(y2, s2), τ ≤ t
})
.
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By (3.27), the second infimum in the right-hand side above is nonnegative for
t ∈ [s2, t2] and it suffices to study the sign of ζ(t). First notice ζ(s2) = χ(y2, s2) ≥ 0
by (3.28). Then, since (z2, t2) ∈ G1/2,t2−s2(y2, s2) we obtain also by (3.28) that
ζ(t2) ≤ χ(z2, t2) < 0.
By (3.29), we deduce there exists a time t3 ∈ [s2, t2) such that
ζ(t3) = inf
{
χ(z, τ) : (z, τ) ∈ G1/2,t2−s2(y2, s2) and τ ≤ t3
}
= 0.
Since χ ∈ LSC(Q1), there exists (z3, t3) ∈ G1/2,t2−s2(y2, s2) realizing this infimum,
and so, satisfying (3.26). Then, the inclusion G1/2,t2−s2(y2, s2) ⊆ Qr(x2, t2) yields
the claim. To complete the proof of (3.26), it remains to check (3.27), (3.28) and
(3.29). To get (3.27), observe that, for all (z, τ) ∈ Q1 \G1/2,t2−s2(y2, s2), τ ≤ t2,
τ − s2 − |z−y2|
2
2 < 0,
and so,
χ(z, τ) > u(z, τ)− inf
Q1
u− Py1,s1;κ(z, τ).
By (3.18), the right-hand side in the inequality above is nonnegative. Therefore,
we have χ(z, τ) > 0 for all (z, τ) ∈ Q1 \G1/2,t2−s2(y2, s2), τ ≤ t2 ≤ t1. By passing
to the inf, we obtain (3.27). By repeating (3.18), we also obtain that
χ(y2, s2) = u(y2, s2)− inf
Q1
u− Py1,s1;κ(y2, s2) ≥ 0.
For (3.28), since (y2, s2) ∈ G−1/2,r2/16
(
z2, t2 − r216
)
, we have
t2 − s2 − |y2−z2|
2
2 ≥ r
2
16 .
This implies Py2,s2;γκ(z2, t2) ≥ γκ r
2
16 . By using also Step 2, we obtain
χ(z2, t2) < (dΛ + 3)κβθν
2r2 − γκ r216 .
By inserting the value of γ, we get
(dΛ + 3)κβθν2r2 − γκ r216 = κr
2
16
(
16(dΛ + 3)βθν2 − γ) < 0,
and the claim (3.28) follows.
For (3.29), it is clear that ζ is non-increasing. Moreover, ζ ∈ LSC(Q1) since
u ∈ LSC(Q1). The lower semicontinuity and the monotonicity of ζ imply that ζ
is right-continuous. To show that ζ is left-continuous, we argue by contradiction.
Assume there exist t ∈ (s2, t2] and a strictly increasing sequence rk → t such that
ζ(rk) −→
k→+∞
ζ−(t) > ζ(t), with ζ(t) < 0, (3.30)
where ζ−(τ) denotes the limit from the left of ζ at τ . Define
P (z, τ) := Py1,s1;κ(z, τ) + Py2,s2;γκ(z, τ).
By (3.30), we deduce that for all (z, τ) ∈ G1/2,t2−s2(y2, s2), τ < t,
u(z, τ)− inf
Q1
u− P (z, τ) ≥ ζ−(t), (3.31)
and there exists (z, t) ∈ G1/2,t2−s2(y2, s2) such that
ζ(t) = u(z, t)− inf
Q1
u− P (z, t) = χ(z, t)
= inf
{
χ(z, τ) : (z, τ) ∈ G1/2,t2−s2(y2, s2), τ ≤ t
}
. (3.32)
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Notice that by using (3.18), ζ(t) < 0 implies that (z, t) ∈ G1/2,t2−s2(y2, s2) \
∂pG1/2,t2−s2(y2, s2). Let φ be a smooth function such that u − φ has a local min-
imum at (z, t). Denote φ˜ the map φ˜(y, s) := φ(y, s) − L(s − t) with L ≥ 0 to be
selected below. For s ≥ t, using that φ˜(z, t) = φ(z, t), we obtain
u(y, s)− φ˜(y, s) = (u − φ)(y, s) + L(s− t) ≥ (u− φ˜)(z, t). (3.33)
Consider now s < t,
u(y, s)− φ˜(y, s) ≥
(3.31)
ζ−(t) + inf
Q1
u+ P (y, s)− φ(y, s) + L(s− t)
≥
(3.32)
u(z, t)−φ˜(z, t)+P (y, s)−P (z, t)−(φ(y, s)−φ(z, t))+(ζ−(t)−ζ(t))+L(s−t).
On the set{
(y, s) ∈ G1/2,t2−s2(y2, s2) \ ∂pG1/2,t2−s2(y2, s2) : s ≤ t and
max
{|P (y, s)− P (z, t)|, |φ(y, s)− φ(z, t)|, L|s− t|} ≤ 1
4
(ζ−(t)− ζ(t))
}
,
the following inequality holds true
u(y, s)− φ˜(y, s) > u(z, t)− φ˜(z, t) + 1
4
(ζ−(t)− ζ(t)), (3.34)
and by putting together the two cases (3.33) and (3.34), the map (y, s) 7→ (u −
φ˜)(y, s) has a local minimum at (z, t). Using that u is a supersolution of (3.17), we
obtain
0 ≤ ∂tφ˜(z, t) + P+λ,Λ(D2φ˜(z, t)) = −L+ ∂tφ(z, t) + P+λ,Λ(D2φ(z, t)).
Taking L := 1 + ∂tφ(z, t) + P
+
λ,Λ(D
2φ(z, t)) ≥ 1, we get a contradiction.
Step 4. Consider the function Z : G−1/2,r2/16
(
z2, t2 − r216
)
→ Q1 given by Z(y, s) =
(z(y, s), τ (y, s)), where z(y, s) :=
1
γ+1(y1 + γy),
τ(y, s) := 1γ+1
(
s1 + γs− γ(γ+1)2 |y1 − y|2
)
.
Observe by completing the square that we have for all z ∈ Rd, τ ∈ R,
κ
2 |z − y1|2 − κ(τ − s1) + γκ2 |z − y2|2 − γκ(τ − s2)
= (γ+1)κ2 |z − z(y2, s2)|2 − (γ + 1)κ(τ − τ(y2, s2)).
It follows by Step 3 that the map
(z, τ) 7→ u(z, τ)− inf
Q1
u+ (γ+1)2 |z − z(y2, s2)|2 − (γ + 1)(τ − τ (y2, s2))
attains its infimum in Q1 at some point of Qr(x2, t2) and this infimum is equal to
zero. Since u satisfies (3.25), we can apply Lemma 3.3 by taking L = κ1 > 0 and
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we obtain∣∣∣Z (G−1/2,r2/16 (z2, t2 − r216))∣∣∣
≤ 1
λd
(
1 +
κ1
(γ + 1)κ
+ Λd
)d+1
|Qr(x2, t2) ∩A(γ+1)κ|. (3.35)
Since γ ≥ 1 and γ/(γ + 1) ≥ 12 , we deduce by the change of variables formula that∣∣∣Z (G−1/2,r2/16 (z2, t2 − r216))∣∣∣ ≥ 2−d−1 ∣∣∣G−1/2,r2/16 (z2, t2 − r216)∣∣∣ . (3.36)
By combining the explicit expression of a parabolic ball and (2.2), we deduce there
exists a numerical constant 0 < c < 1 such that∣∣∣G−1/2,r2/16 (z2, t2 − r216)∣∣∣ ≥ cθ |Gθ,h(x, t)|. (3.37)
By Lemma 2.2 part (P1), Qr(x2, t2) ⊆ Gθ,h(x, t) ∩ G−θ,h0(x0, t0). By combining
this observation with (3.35), (3.36) and (3.37), recalling that κ ≥ κ1 and taking
M := γ + 1, we obtain that
|Gθ,h(x, t) ∩ AMκ ∩G−θ,h0(x0, t0)| ≥
2−d−1λd
(1 + 1γ+1 + Λd)
d+1
c
θ︸ ︷︷ ︸
:=σ
|Gθ,h(x, t)|,
as desired. 
We next present the proof of the parabolic W 2,ε estimate.
Proof of Proposition 3.1. We begin with four reductions. First, we may assume
that L = 0. Otherwise we replace u by û := u+ Lt, which is solution of
∂tû+ P
+
λ,Λ(D
2û) ≥ 0.
Let (x, t) ∈ Q1 and A > Θ(û, Q1)(x, t). By the definition of Θ(û, Q1)(x, t),
u(y, s) + Ls ≥ u(x, t) + Lt+ p · (x− y)−A
(
1
2
|x− y|2 + (t− s)
)
.
Since L ≥ 0 and t− s ≥ 0, we deduce that, for all (y, s) ∈ Q1, s ≤ t,
u(y, s) ≥ u(x, t) + p · (x− y)−A
(
1
2
|x− y|2 + (t− s)
)
.
Then A ≥ Θ(u,Q1)(x, t), and so Θ(û, Q1)(x, t) ≥ Θ(u,Q1)(x, t). Under the as-
sumption the estimate holds true for û, we get
|{(x, t) ∈ Q1/2
(
0,− 14
)
: Θ(u,Q1)(x, t) > κ}|
≤ |{(x, t) ∈ Q1/2
(
0,− 14
)
: Θ(û, Q1)(x, t) > κ}|
≤ C
(
κ
supQ1 |û|
)−ε
.
Observing that supQ1 |û| ≤ supQ1 |u|+ L, we get the desired estimate for u.
Next, using the positive homogeneity of P+λ,Λ and Θ and replacing u by u˜ :=
u/ supQ1 |u|, we may assume that supQ1 |u| = 1. Finally, by Lemma 3.2, we have
|{(x, s) ∈ Q1/2
(
0,− 14
)
: Θ(u,Q1)(x, s) > κ}| ≤
∣∣Q1/2 (0,− 14) \Aκ∣∣ .
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Thus, it suffices to prove that there exist some universal constants C, κ0, ε > 0
such that for all κ ≥ κ0,∣∣Q1/2 (0,− 14) \Aκ∣∣ ≤ C ( κκ0
)−ε
. (3.38)
Step 1 (Geometric configuration). Fix 34 ≤ θ ≤ 5. We consider the cube
CR(0, T0) :=
(
0 + (−R,R)d)× (T0 −Hcube, T0],
with T0 ∈ (− 12 ,− 14 ], R > 0 which satisfies
R <
1
(2 + 16θ)
√
d
, (3.39)
and Hcube, depending on R and θ, given by
Hcube := (1 + 5θ)dR
2.
To perform our analysis, we introduce two parabolic ballsG1/2,H1(0, T1) andG1/2,H2(0, T2)
(see Figure 2) where the parameters T1, H1, T2 and H2 denote
H1 :=
1
2dR
2 and T1 := T0 + 4dθR
2,
H2 :=
1
8dR
2 and T2 := T1 +H1 −H2 = T1 + 38dR2,
and a parabolic ball G−θ,H0(x0, t0) with (x0, t0) selected at Step 2 and
H0 := T1 − T0 +H1 +Hcube =
(
3
2 + 9θ
)
dR2.
To be well-defined, our argument requires that G1/2,H1(0, T1) and G1/2,H2(0, T2)
are contained in Q1. In particular, we need to check the condition T1 + H1 < 0.
By using the explicit expressions of T1, H1 and (3.39), we get
T1 +H1 = T0 + 4dθR
2 + 12dR
2 ≤ − 14 +
(
1
2 + 4θ
)
dR2 < 0.
Step 2 (Existence of the paraboloid for a certain κ = κ0). We claim that there
exists (x0, t0) ∈ G1/2,H1(0, T1) such that there exists (y0, s0) ∈ B1 × (−1, t0] such
that
u(x0, t0)− inf
Q1
u+ κ2 |x0 − y0|2 − κ(t0 − s0)
= inf
(z,τ)∈Q1,τ≤t0
[
u(z, τ)− inf
Q1
u+ κ2 |z − y0|2 − κ(τ − s0)
]
= 0. (3.40)
In addition,
CR(0, T0) ⊆ G−θ,H0(x0, t0) ⊆ Q1, (3.41)
and there exists 0 < ξ < 1, depending only on θ, such that
|CR(0, T0)| ≥ ξ|G−θ,H0(x0, t0)|. (3.42)
To prove the claim given by (3.40), first we are going to find (x0, t0) realizing the
infimum for a good choice of y0 and κ chosen sufficiently large. Then we are going
to determine s0 such that this infimum will be equal to zero and we are going to
check that −1 < s0 ≤ t0 to complete the proof.
First select (y0, τ0) ∈ G1/2,H2(0, T2) such that
u(y0, τ0) = inf
{
u(z, τ) : (z, τ) ∈ G1/2,H2(0, T2)
}
,
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H1
H2
b
(y0, τ0)
b
(x0, t0)
(0, T2)
G1/2,H2(0, T2)
(0, T1)
G1/2,H1(0, T1)
(0, T0)
H
ube
R
CR(0, T0)
H0
Figure 2. Geometry in the proof of Proposition 3.1: the cube
CR(0, T0) and the parabolic balls G1/2,H1(0, T1) and G1/2,H2(0, T2)
such that CR(0, T0) ⊆ G−θ,H0(x0, t0) with (x0, t0) ∈ G1/2,H1(0, T1).
and κ such that
κ ≥ κ0 with κ0 := max
{
24,
320
dR2
}
. (3.43)
Then for all (z, τ) ∈ Q1,
u(z, τ) +
κ
2
|z − y0|2 − κτ ≥ u(y0, τ0)− κτ0 − oscQ1 u+ κ
(
1
2
|z − y0|2 − (τ − τ0)
)
.
We check that T2 − T1 > 2H2. For all (z, τ) ∈ Q1 \G1/2,H1 (0, T1), τ ≤ τ0, we have
1
2 |z − y0|2 − (τ − τ0) ≥
{
1
2
(√
T2 − T1 −
√
2H2
)2
, if τ ∈ [12 (T1 + T2) , τ0] ,
− 12 (T1 + T2) + τ0, if τ < 12 (T1 + T2) .
By inserting the values of T1, T2 and by using that τ0 ∈ G1/2,H2(0, T2), we get
1
2 |z − y0|2 − (τ − τ0) ≥
{
1
160dR
2, if τ ∈ [ 12 (T1 + T2) , τ0] ,
3
16dR
2, if τ < 12 (T1 + T2) .
Since oscQ1 u ≤ 2, and recalling (3.43), this implies that
inf
{
u(z, τ) + κ2 |z − y0|2 − κτ : (z, τ) ∈ Q1 \G1/2,H1(0, T1), τ ≤ τ0
}
≥ u(y0, τ0)− κτ0.
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Thus there exists (x0, t0) ∈ G1/2,H1(0, T1), t0 ≤ τ0, such that
u(x0, t0) +
κ
2 |x0 − y0|2 − κt0 = inf(z,τ)∈Q1,τ≤τ0
(
u(z, τ) + κ2 |z − y0|2 − κτ
)
= inf
(z,τ)∈Q1,τ≤t0
(
u(z, τ) + κ2 |z − y0|2 − κτ
)
.
Now let s0 ≤ t0 be defined by
s0 := t0 − 1
κ
(
u(x0, t0)− inf
Q1
u
)
− 1
2
|x1 − y0|2.
Thus, the infimum in (3.40) is equal to zero. To complete the proof of the claim, it
remains to check that s0 > −1. By using that u(x0, t0)− infQ1 u ≤ 2, we get
t0 − s0 ≤ 2
κ
+
1
2
|x0 − y0|2.
Since (x0, t0), (y0, τ0) ∈ Gθ,H1(0, T1), we get by inserting (3.39) and using θ ≥ 3/4
that
|x0 − y0|2 ≤ 2H1
θ
=
dR2
θ
≤ 1
4θ(1 + 8θ)2
≤ 1
147
≤ 1
6
.
Thus we obtain
t0 − s0 ≤ 2
κ
+
1
12
.
By using (3.43), we get
t0 − 16 ≤ s0 ≤ t0.
Since t0 ∈ [T1, T1+H1] = [T0+4dθR2, T0+
(
4θ + 12 )dR
2
]
, in particular, − 12 ≤ T0 ≤
t0 ≤ 0 and we conclude that s0 > −1. This completes the proof of (3.40).
To show (3.41), first notice that |x0| ≤
√
dR since (x0, t0) ∈ G1/2,H1(0, T1). Now
observe that each (y, s) ∈ CR(0, T0) satisfies t0 − s ≤ H0 and
|y − x0| ≤ |y|+ |x0| ≤
√
dR+
√
dR = 2
√
dR.
This means (y, s) ∈ G−θ,H0(x0, t0) since T1 − T0 ≥ 4dθR2 (see also Figure 2). By a
direct computation, we check (3.42).
Step 3. By Step 2, the point (x0, t0) belongs to Aκ0 . By Lemma 3.2, we deduce
that, for all κ ≥ κ0, (x0, t0) belongs to Aκ. Then we can apply Lemma 3.5 and we
get that for all κ ≥ κ0,
|AMκ ∩G−θ,H0(x0, t0)| ≥ |G−θ,H0(x0, t0) ∩Aκ|+ ση|G−θ,H0(x0, t0) \Aκ|.
After rearranging the terms, this implies
|G−θ,H0(x0, t0) \AMκ| ≤ (1− ση)|G−θ,H0(x0, t0) \Aκ|. (3.44)
Step 4. We claim that for all κ > κ0, we have
|CR(0, T0) \Aκ| ≤ 1
ξ(1 − ση)
(
κ
κ0
)−ε
|CR(0, T0)|,
where ε is given by ε := − ln(1−ση)lnM > 0. First we obtain the decay measure estimate
on the parabolic ball G−θ,H0(x0, t0). Let κ > κ0 and N be the integer defined by
MNκ0 < κ ≤MN+1κ0 ⇐⇒ N :=
⌈
1
lnM ln
(
κ
κ0
)⌉
− 1.
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Here ⌈r⌉ denotes, for r ∈ R, the smallest integer not smaller than r. Then by using
iteratively (3.44) given by Step 3, we deduce that
|G−θ,H0(x0, t0) \Aκ| ≤ (1− ση)N |G−θ,H0(x0, t0) \Aκ0 |.
By inserting the value of N , we conclude that
|G−θ,H0(x0, t0) \Aκ| ≤
1
1− ση |G
−
θ,H0
(x0, t0)|
(
κ
κ0
)−ε
,
By combining (3.41) and (3.42) (see Step 2), we come back to the cube CR(0, T0)
and obtain the desired estimate.
Step 5 (Covering argument). We cover Q1/2 by
Q1/2
(
0,− 14
) ⊆ ⋃
1≤i≤N
CR(Xi, Ti) ⊆ Q1
where the parabolic cylinders CR(Xi, Ti) := CR(0, T0) + (Xi, Ti) − (0, T0) are dis-
joint. Then ∣∣Q1/2 (0,− 14) \Aκ∣∣ ≤ N∑
i=1
|CR(Xi, Ti) \Aκ|.
By applying Step 4 to each parabolic cylinder CR(Xi, Ti), we get∣∣Q1/2 (0,− 14) \Aκ∣∣ ≤ 1ξ(1 − ση)
N∑
i=1
|CR(Xi, Ti)|
(
κ
κ0
)−ε
.
Since
N∑
i=1
|CR(Xi, Ti)| ≤ |Q1|, we get the estimate given by (3.38). 
4. Proof of Theorem 1.2
To prove Theorem 1.2, we differentiate the equation to obtain the result from
the parabolic W 2,ε estimate obtained in Section 3. In the elliptic case, the proof
of the elliptic W 3,ε estimate strongly uses the C1,α estimates in order to apply
W 2,ε estimates on the components of the gradient Du. In the parabolic case, the
C1,α estimates do not imply that u is differentiable with respect to the time variable.
Thus the main new challenge which arises is to upgrade the regularity with respect
to time, which is accomplished in Proposition 4.1.
The idea of the proof of Proposition 4.1 is to separate time and space in order
to gain local regularity. First we are going to obtain regularity in space for a fixed
time s, by applying the W 2,ε estimate on the derivatives of u. This step gives
good quadratic approximations in space and, since u solves the PDE, we obtain a
first-order approximation of the solution with respect to time. Instead of obtaining
directly the estimate like in the elliptic case (see [1]), we proceed by contradiction by
considering a local maximum (or minimum) and we use viscosity solution arguments
and the uniform ellipticity of the operator.
Note that we use u is solution of the PDE to obtain a connection between Ψ(u)
and Θ(uxi), 1 ≤ i ≤ d, which is different than the elliptic case.
Proposition 4.1. Assume that F satisfies (F1), F (0) = 0 and g(0, 0) = 0. Suppose
that u ∈ C(Q1) is a viscosity solution of (1.3) in Q1 such that supQ1 |u| ≤ 1. There
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exists a universal constant C1 > 0 such that, for every κ = (κ1, · · · , κd) ∈ Rd+ such
that |κ| ≥ 1,
d⋂
i=1
{
(y, s) ∈ Q1/2
(
0,− 14
)
: Θ(uxi, Q1)(y, s) ≤ κi
}
⊆
{
(y, s) ∈ Q1/2
(
0,− 14
)
: Ψ(u,Q1)(y, s) ≤ C1
(
1 + ‖g‖C0,1(Q1)
)
|κ|
}
.
Proof. Fix κ = (κ1, · · · , κd) ∈ Rd+ and (x0, t0) ∈ Q1/2
(
0,− 14
)
such that, for every
1 ≤ i ≤ d,
Θ(uxi , Q1)(x0, t0) ≤ κi.
For all 1 ≤ i ≤ d, we select pi ∈ Rd such that, for every y ∈ B1 and −1 < s ≤ t0,
|uxi(y, s)− uxi(x0, t0)− pi · (y − x0)| ≤ κi
(
1
2 |x0 − y|2 + t0 − s
)
. (4.1)
Define the polynomial approximation P to u given by
P (y, s) = u(x0, t0)+ b(s− t0)+Du(x0, t0) · (y−x0)+ 12 〈(y−x0),M(y−x0)〉 (4.2)
where b and M are going to be chosen. First we set M := (pij) ∈ Md. Then to fix
b, up to replacing M by M+M
⊤
2 in (4.2), we can assume that M ∈ Sd and then we
take
b := −F (M) + g(x0, t0). (4.3)
To estimate the difference between P and u, we separate the difference into two
parts, a space term and a time term
|u(y, s)−P (y, s)| ≤ |u(y, s)−u(x0, s)−Du(x0, t0)·(y−x0)− 12 〈(y−x0),M(y−x0)〉|
+ |u(x0, s)− u(x0, t0)− b(s− t0)|.
We proceed in eight steps. Steps 1–2 provide the upper bound on the space term.
Then by introducing an adequate test function and arguing by a comparison princi-
ple argument, Steps 3–7 will give the corresponding upper bound on the time term.
Finally, we will conclude in Step 8.
Step 1. We claim that for all 1 ≤ i ≤ d, (y, s) ∈ Q1 with s ≤ t0,
|uxi(y, s)− uxi(y, t0)| ≤ κi
(|x0 − y|2 + t0 − s) . (4.4)
To prove this, notice that
|uxi(y, t0)− uxi(x0, t0)− pi · (y − x)| ≤ κi2 |x0 − y|2.
By combining this inequality with (4.1), we get
|uxi(y, s)− uxi(y, t0)|
≤ |uxi(y, s)− uxi(x0, t0)− pi · (y − x0)|+ |uxi(y, t0)− uxi(x0, t0)− pi · (y − x0)|
≤ κi
(
1
2 |x0 − y|2 + t0 − s
)
+ κi2 |x0 − y|2.
The proposed estimate (4.4) directly follows.
Step 2. We next prove the following “slice estimate”: for every (y, s) ∈ Q1 such that
−1 < s ≤ t0, we have∣∣u(y, s)− u(x0, s)−Du(x0, t0) · (y − x0)− 12 〈(y − x0),M(y − x0)〉∣∣
≤ |κ|
(
7
6 |y − x0|3 +
√
2
3 |s− t0|3/2
)
. (4.5)
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Since u ∈ C1 with respect to the space variable, we can write
I : =
∣∣u(y, s)− u(x0, s)−Du(x0, t0) · (y − x0)− 12 〈(y − x0),M(y − x0)〉∣∣
=
∣∣∣∣(y − x0) · ˆ 1
0
Du(x0 + τ(y − x0), s)−Du(x0, t0)− τM(x0 − y0)dτ
∣∣∣∣ .
It is clear that I ≤ I1 + I2 where I1 and I2 respectively denote
I1 :=
∣∣∣∣(y − x0) · ˆ 1
0
Du(x0 + τ(y − x0), s)−Du(x0 + τ(y − x0)), t0)dτ
∣∣∣∣
and
I2 :=
∣∣∣∣(y − x0) · ˆ 1
0
Du(x0 + τ(y − x0), t0)−Du(x0, t0)− τM(x0 − y0)dτ
∣∣∣∣ .
It remains to determine some upper bounds on I1 and I2. For I1, applying succes-
sively Cauchy-Schwarz inequality and Step 1 yields that
I1 ≤ |y − x0|
ˆ 1
0
|Du(x0 + τ(y − x0), s)−Du(x0 + τ(y − x0)), t0)| dτ
≤ |y − x0|
ˆ 1
0
|κ|(τ2|y − x0|2 + t0 − s)dτ
≤ |κ| (13 |y − x0|3 + |y − x0||s− t0|) .
We estimate I2 by using (4.1) and the same computations than those used in [1].
For sake of completeness and reader convenience, we give here the arguments. Ac-
cording to (4.1),
|uxi(x0 + τ(y − x0), t0)− uxi(x0, t0)− τpi · (y − x0)| ≤
1
2
κiτ
2|y − x0|2.
By Cauchy-Schwarz inequality,
I2 ≤ |y − x0|
ˆ 1
0
1
2
(
d∑
i=1
κ2i
)1/2
τ2|y − x0|2dτ = |κ|6 |y − x0|3.
To obtain (4.5), it suffices to apply Young inequality which yields
|y − x0||s− t0| ≤ 2
3
|y − x0|3 +
√
2
3
|s− t0|3/2,
and a simple calculation gives (4.5).
To complete the proof of Proposition 4.1, it remains now to get a similar estimate
for the term in time. We will show that there exists a universal constant C2 ≥ 1
such that, for all −1 < s′ ≤ t0,
|u(x0, s′)− u(x0, t0)− b(s′ − t0)| ≤ C2
(
1 + ‖g‖C0,1(Q1)
)
|κ||t0 − s′|3/2. (4.6)
We are going to prove that, for all −1 < s′ ≤ t0,
u(x0, s
′)− u(x0, t0)− b(s′ − t0) ≥ −C2
(
1 + ‖g‖C0,1(Q1)
)
|κ||t0 − s′|3/2, (4.7)
the argument for the reverse inequality is entirely parallel. To do this, we will
consider a suitable test function taking into account the size of b.
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Step 3. We claim that the following a priori bound on b = −F (M)+g(x0, t0) holds
|b| ≤ c2
(
|κ|+ 1 + ‖g‖C0,1(Q1)
)
, (4.8)
where c2 > 0 a universal constant.
By considering (4.1) for s = t0 and selecting y ∈ B3/4 ⊆ B1 such that x0−y = 14 p
i
|pi|
if pi 6= 0, we get
1
4 |pi| − sup
y∈B3/4
|uxi(y, t0)− uxi(x0, t0)|
≤ |uxi(y, t0)− uxi(x0, t0)− pi · (x0 − y)| ≤ κi2 |x0 − y|2.
By rearranging the terms, we obtain
1
4 |pi| ≤ 932κi + sup
y∈B3/4
|uxi(y, t0)− uxi(x0, t0)| ≤ 932κi + 2 sup
Q3/4
|Du|.
Now by Proposition 2.1, there exists a universal constant C˜ > 0 such that
sup
Q3/4
|Du| ≤ C˜
(
1 + ‖g‖C0,1(Q1)
)
.
We deduce that there exists a universal constant c > 9/8 such that, for all 1 ≤ i ≤ d,
|pi| ≤ c
(
κi + 1 + ‖g‖C0,1(Q1)
)
.
If ‖M‖ denotes the (L2, L2)-norm of M , i.e. ‖M‖ = sup|x|=1 |Mx|, then our choice
for M = (pij) implies that
‖M‖ ≤ dc
(
|κ|+ 1 + ‖g‖C0,1(Q1)
)
.
Since F satisfies (F1) and F (0) = 0, it is immediate to check that for all N ∈ Sd,
|F (N)| ≤ dΛ‖N‖. Thus, by using (4.3), g(0, 0) = 0 and (x0, t0) ∈ Q1, we get
|b| ≤ dΛ‖M‖+ |g(x0, t0)| ≤ dΛ‖M‖+ ‖g‖C0,1(Q1) ,
and the claim (4.8) easily follows.
Step 4. Let s′ ∈ (−1, t0]. Next we show that
φ ≥ u holds on ∂p
(
B3/4 × {s′ < s ≤ t0}
)
,
where we have defined
φ(y, s) := u(x0, s
′) +Du(x0, t0) · (y − x0) + 12 〈(y − x0),M(y − x0)〉
+
(
b+
(
C0β
4 + 2 ‖g‖C0,1(Q1)
)
|κ||s′ − t0|1/2
)
(s−s′)+ C06 |κ|(|y−x0|3+|s′−t0|3/2)
where β := max{1, 2Λ(d + 1)} and C0 is a constant depending on d, λ, Λ and
‖g‖C0,1(Q1) given by
C0 := 768
(
c2
(
1 + ‖g‖C0,1(Q1)
)
+ 3
)
. (4.9)
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First we claim that φ ≥ u on B3/4 × {s′}. To prove this, it follows from (4.5) that
for all y ∈ B3/4 ⊆ B1,
u(y, s′) ≤ u(x0, s′) +Du(x0, t0) · (y − x0) + 12 〈(y − x0),M(y − x0)〉
+ |κ|
(
7
6 |y − x0|3 +
√
2
3 |s′ − t0|3/2
)
.
Since C06 ≥ max
{
7
6 ,
√
2
3
}
, this yields that
u(·, s′) ≤ φ(·, s′) on B3/4.
Then we claim that φ ≥ u on {(y, s) : |y| = 3/4, s′ < s ≤ t0}. Arguing by
contradiction, assume that there exists (x1, t1) with |x1| = 3/4, s′ < t1 ≤ t0 such
that
φ(x1, t1) < u(x1, t1).
Then,
φ(x1, t1)− u(x1, s′) < |u(x1, t1)− u(x1, s′)| ≤ 2.
Moreover,
φ(x1, t1)− u(x1, s′) = C06 |κ|
(
|x1 − x0|3 + |s′ − t0|3/2
)
+ u(x0, s
′)− u(x1, s′) +Du(x0, t0) · (x1 − x0) + 12 〈(x1 − x0),M(x1 − x0)〉
+
(
b+
(
2 ‖g‖C0,1(Q1) + C04 β
)
|κ||s′ − t0|1/2
)
(t1 − s′)︸ ︷︷ ︸
≥0
.
Neglecting the nonnegative time terms, we obtain
φ(x1, t1)− u(x1, s′) ≥ C06 |κ||x1 − x0|3 − |b||t1 − s′|
− |u(x0, s′)− u(x1, s′) +Du(x0, t0) · (x1 − x0) + 12 〈(x1 − x0),M(x1 − x0)〉|.
By combining the slice estimate (4.5) and the bound on b given by (4.8), we obtain
that
φ(x1, t1)− u(x1, s′) ≥ C06 |κ||x1 − x0|3
− c2
(
|κ|+ 1 + ‖g‖C0,1(Q1)
)
|t1 − s′| − |κ|
(
7
6 |x1 − x0|3 +
√
2
3 |t1 − t0|3/2
)
.
Using that 14 ≤ |x1 − x0| ≤ 54 , |t1 − t0| ≤ 1 and |t1 − s′| ≤ 1, the inequality above
simply reduces to
C0
384 |κ| <
(
c2
(
1 + ‖g‖C0,1(Q1)
)
+ 3
)
(|κ|+ 1).
By inserting (4.9), we obtain 2|κ| < |κ|+ 1, and we get a contradiction if |κ| ≥ 1.
Step 5. We claim that:
u−φ can attain a positive global maximum only in
{
(y, s) : |y − x0| < |s− t0|1/2
}
.
By Step 4, we may assume that u−φ attains a positive global maximum at (x1, t1) ∈
B3/4 × {s′ < s ≤ t0}:
(u− φ)(x1, t1) = sup
B3/4×{s′<s≤t0}
(u − φ)(y, s).
In particular,
(u− φ)(x1, t1) ≥ (u− φ)(x0, t1).
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A direct computation yields
φ(x1, t1)−φ(x0, t1) = Du(x0, t0)·(x1−x0)+ 12 〈(x1−x0),M(x1−x0)〉+C06 |κ||x1−x0|3.
After rearranging the terms, we obtain
u(x1, t1)− u(x0, t1)−Du(x0, t0) · (x1 − x0)− 12 〈(x1 − x0),M(x1 − x0)〉
≥ C06 |κ||x1 − x0|3. (4.10)
Moreover, we know by (4.5) that
|u(x1, t1)− u(x0, t1)−Du(x0, t0) · (x1 − x0)− 12 〈(x1 − x0),M(x1 − x0)〉|
≤ |κ|
(
7
6 |x1 − x0|3 +
√
2
3 |t1 − t0|3/2
)
.
By using (4.10) we deduce from the inequality above that
|κ|
(
7
6 |x1 − x0|3 +
√
2
3 |t1 − t0|3/2
)
≥ C06 |κ||x1 − x0|3.
Since C06 ≥ 73 , we obtain
|x1 − x0| ≤
(
2
√
2
7
)1/3
|t1 − t0|1/2.
In particular, this yields the desired claim.
Step 6. We next show that u−φ cannot achieve any local maximum in the cylinder Q˜
given by
Q˜ := {(y, s) ∈ B1 × [s′, t0] : |y − x0| < |s′ − t0|1/2},
by arguing that φ is a strict supersolution in Q˜ i.e.,
∂tφ+ F (D
2φ) > g, in Q˜. (4.11)
We verify (4.11) by a direct computation. By the uniform ellipticity condition (F1),
and noticing that the perturbation is a positive matrix,
F
(
M +
C0|κ|
2
|y − x0|
[
Id +
y − x0
|y − x0| ⊗
y − x0
|y − x0|
])
≥ F (M)−Λ(d+ 1)
2
C0|κ||y−x0|.
This inequality yields
b+
(
2 ‖g‖C0,1(Q1) +
β
4
C0
)
|κ||s′ − t0|1/2
+ F
(
M +
C0|κ|
2
|y − x0|
[
Id +
y − x0
|y − x0| ⊗
y − x0
|y − x0|
])
≥ b+2 ‖g‖C0,1(Q1) |κ||s′−t0|1/2+F (M)+
β
4
C0|κ||s′−t0|1/2−Λ(d+ 1)
2
C0|κ||y−x0|.
For our choice given by (4.3), we have b+F (M) = g(x0, t0). Recalling the value of
β and |κ| ≥ 1, we obtain that the following inequality holds in Q˜:
b+
(
2 ‖g‖C0,1(Q1) +
β
4
C0
)
|κ||s′ − t0|1/2
+ F
(
M +
C0|κ|
2
|y − x0|
[
Id +
y − x0
|y − x0| ⊗
y − x0
|y − x0|
])
> ‖g‖C0,1(Q1)
(
|y − x0|+ |s− t0|1/2
)
+ g(x0, t0) ≥ g(y, s).
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This confirms (4.11).
Step 7. By Steps 4–6, u− φ cannot achieve any positive global maximum. Hence,
u ≤ φ in B3/4 × [s′, t0].
In particular, for s = t0, u(x0, t0) ≤ φ(x0, t0), this yields
u(x0, t0) ≤ u(x0, s′)+b(t0−s′)+
(
C0β
4 + 2 ‖g‖C0,1(Q1)
)
|κ||t0−s′|3/2+C06 |κ||t0−s′|3/2.
After rearranging the terms, we get
−
(
C0
(
1+β
4
)
+ 2 ‖g‖C0,1(Q1)
)
|κ||t0 − s′|3/2 ≤ u(x0, s′)− u(x0, t0)− b(s′ − t0).
Thus, by using (4.9), it follows (4.7) by taking C2 := 192(1 + β)(c2 + 3).
Step 8. We conclude the argument. By combining both (4.5) and (4.6), we deduce
that, for all (y, s) ∈ Q1, s ≤ t0,
|u(y, s)−P (y, s)|
≤ |κ|
(
7
6 |y − x0|3 +
√
2
3 |s− t0|3/2
)
+ C2
(
1 + ‖g‖C0,1(Q1)
)
|κ||t0 − s|3/2
≤
(
C2
(
1 + ‖g‖C0,1(Q1)
)
+ 76
)
|κ|
(
|y − x0|3 + |s− t0|3/2
)
.
By setting C1 := C2 +
7
6 , this implies Ψ(u,Q1)(x0, t0) ≤ C1
(
1 + ‖g‖C0,1(Q1)
)
|κ|.

Now we can give the proof of the parabolic W 3,ε estimate stated in the intro-
duction.
Proof of Theorem 1.2. If u ≡ 0 on Q1, then the estimate is clear, so we may assume
that supQ1 |u| > 0. In Step 1, we reduce the proof of the theorem to the case of
supQ1 |u| ≤ 1, g(0, 0) = 0 and F (0) = 0 by scaling arguments. In Step 2, we prove
the theorem under these assumptions.
Step 1. We first reduce to the case that g(0, 0) = 0. If g(0, 0) 6= 0, define g(x, t) :=
g(x, t)− g(0, 0) and u(x, t) := u(x, t)− tg(0, 0) is a solution of
∂tu+ F (D
2u) = g.
By direct computation,
sup
Q1
|u| ≤ sup
Q1
|u|+ sup
−1≤t≤0
|t||g(0, 0)| ≤ sup
Q1
|u|+ |g(0, 0)|.
Then we reduce to the case that F (0) = 0. If F (0) 6= 0, then, by ellipticity, there
exists a ∈ R such that
F (aId) = 0 with |a| ≤ 1
λd
|F (0)|. (4.12)
Define the operator F̂ (M) := F (M + aId) and observe that F̂ satisfies (F1) with
the same ellipticity constants λ,Λ and F̂ (0) = F (aId) = 0. It is clear that û(x, t) :=
u(x, t)− 12a|x|2 is a solution of
∂tû+ F̂ (D
2û) = 0
By direct computation,
sup
Q1
|û| ≤ sup
Q1
|u|+ 12 |a| sup
x∈B1
|x|2 ≤ sup
Q1
|u|+ 12 |a|.
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By applying (4.14) and using (4.12), we obtain
∣∣{(x, t) ∈ Q1/2 (0,− 14) : Ψ(u,Q3/4)(x, t) > κ}∣∣ ≤ C
(
κ
supQ1 |u|+ 12λd |F (0)|
)−ε
,
and we get the inequality given by Theorem 1.2.
Next we reduce to the case that supQ1 |u| ≤ 1. Assume that we have shown if
supQ1 |u| ≤ 1 and F (0) = 0, then for all κ > 0,∣∣{(x, t) ∈ Q1/2 (0,− 14) : Ψ(u,Q3/4)(x, t) > κ}∣∣ ≤ C
(
κ
1 + ‖g‖C0,1(Q1)
)−ε
.
(4.13)
We claim that if F (0) = 0, and β := supQ1 |u| > 0 then for all κ > 0,∣∣{(x, t) ∈ Q1/2 (0,− 14) : Ψ(u,Q3/4)(x, t) > κ}∣∣ ≤ C
(
κ
β + ‖g‖C0,1(Q1)
)−ε
.
(4.14)
Define the function g˜ := (1/β)g, the operator F˜ (M) := β−1F (βM) and observe
g˜ ∈ C0,1(Q1) with ‖g˜‖C0,1(Q1) = ‖g‖C0,1(Q1) /β, F˜ satisfies (F1) with the same
ellipticity constants λ,Λ and F˜ (0) = β−1F (0) = 0. It is clear that u˜ := u/β is a
solution of
∂tu˜+ F˜ (D
2u˜) = g˜
with supQ1 |u˜| = 1. By applying (4.13) to u˜, we obtain that, for all κ > 0,∣∣{(x, t) ∈ Q1/2 (0,− 14) : Ψ(u˜, Q3/4)(x, t) > κ}∣∣ ≤ C
(
κ
1 + ‖g‖C0,1(Q1) /β
)−ε
.
Noticing that Ψ(u˜, Q3/4)(x, t) =
1
βΨ(u,Q3/4)(x, t), we obtain that, for all κ > 0,∣∣{(x, t) ∈ Q1/2 (0,− 14) : Ψ(u,Q3/4)(x, t) > βκ}∣∣ ≤ C
(
κ
1 + ‖g‖C0,1(Q1) /β
)−ε
.
This is equivalent to (4.14).
Step 2. Assuming that supQ1 |u| ≤ 1, g(0, 0) = 0 and F (0) = 0, we give the
proof of (4.13). It suffices to get the inequality for κ ≥ κ1, where κ1 is a universal
constant. According to Proposition 2.1, Du is continuous and there exists a constant
C such that
sup
Q3/4
|Du| ≤ C
(
1 + ‖g‖C0,1(Q1)
)
. (4.15)
Moreover, we claim that for every unit direction e ∈ Rd, |e| = 1, the function
ue = e ·Du satisfies the inequalities
∂tue + P
−
λ,Λ(ue)− ‖g‖C0,1(Q1) ≤ 0 ≤ ∂tue + P+λ,Λ(ue) + ‖g‖C0,1(Q1) , in Q1,
in the viscosity sense. We refer to [4, Lemma 3.12] for the elliptic version of this
statement which is easy to generalize to the parabolic setting.
According to Proposition 3.1, we have, for each κ > 0,
|{(x, t) ∈ Q1/2
(
0,− 14
)
: Θ(ue, Q3/4)(x, t) > κ}| ≤ C
(
κ
supQ3/4 |ue|+ ‖g‖C0,1(Q1)
)−ε
,
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where C, ε > 0 are universal constants. Thus, we deduce from (4.15) that there
exists a new universal constant C > 0 such that for all κ > 0,
|{(x, t) ∈ Q1/2
(
0,− 14
)
: Θ(ue, Q3/4)(x, t) > κ}| ≤ C
(
κ
1 + ‖g‖C0,1(Q1)
)−ε
.
(4.16)
By Proposition 4.1, there exists a universal constant C1 such that, for all κ >
C1
(
1 + ‖g‖C0,1(Q1)
)
,∣∣{(x, t) ∈ Q1/2 (0,− 14) : Ψ(u,Q3/4)(x, t) > κ}∣∣
≤
d∑
i=1
∣∣∣∣∣∣
(x, t) ∈ Q1/2 (0,− 14) : Θ(uxi, Q3/4)(x, t) > κC1 (1 + ‖g‖C0,1(Q1))√d

∣∣∣∣∣∣ ,
and we obtain the desired result for κ > C1
(
1 + ‖g‖C0,1(Q1)
)
by applying (4.16).
This completes the proof of (4.13). 
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