Abstract| We examine the design of modulation systems for meteor burst communications. In particular, we present a technique which allows the designer to determine the signal set size and the signaling rate which maximize the throughput per meteor burst. The technique, which involves the capacity and cuto rate from information theory, is applied to a variable coding rate scheme and a variable signaling rate scheme, for both coherent MPSK (M = 2, 4, 8) and noncoherent MFSK (M = 2, 4, 8, 16, 32). As a fringe bene t, the method proposed also provides estimates on achievable throughputs.
I. INTRODUCTION
Numerous meteors enter the earth's atmosphere each day, each leaving a trail of ions which may be used for low data rate communications by re ecting transmissions o of the trails 1]. The meteor burst channel presents an interesting communication system design problem because the channel is available only intermittently, and because the signal-to-noise ratio is time varying. The latter characteristic is due to the fact that the ionization trail e ectively decays after the initial atmospheric penetration. Researchers of this problem have primarily focused on three related performance measures in the design of a (packetized) meteor burst communication system: (1) information throughput 3]-5], (2) waiting time to receive a packet correctly 6], 7], and (3) probability of receiving a correct packet within a speci ed interval of time 2]. We adopt the rst performance measure in this paper and, further, we are interested only in optimizing the throughput per burst as opposed to per day, for example.
Regardless of the performance measure adopted, most researchers assume some xed signaling rate R s . (We shall refer to this scenario as the constant R s scheme). To our knowledge, only 6] and 7] consider the channel symbol rate which optimizes their performance measure (waiting time), but only standard ARQ schemes together with BPSK and BFSK are considered. In the present work, we apply results from information theory to arrive at both an optimal signaling rate R s and an optimal signal set size M for coherent MPSK and noncoherent MFSK. As a by-product, this approach yields upper limits on the data throughput achievable per meteor trail for the constant R s scheme.
We emphasize that for this scheme R s is held constant for the duration of the burst, but is set to a di erent value at the beginning of the next burst, which will have a di erent R s . This is Mui's scheme B 8] . It is presumed here that the code rate is varied to match the time-varying nature of the channel. In an alternative approach, which we shall call the constant E s =N 0 scheme, the channel symbol rate is allowed to vary with the signal strength over the channel, maintaining a constant E s =N 0 . This is Mui's scheme E 8] (see also 7]). Here E s is the energy per channel symbol and N 0 =2 is the two-sided power spectral density of the white
Gaussian noise seen at the receiver. It is presumed for this scenario that the transmitter has full knowledge of the SNR at any time which can be approximately true in practice. While this approach was investigated by Jacobsmeyer 7] and Mui 8] for BPSK, they did not consider the E s =N 0 which maximized throughput. In this work, we treat this latter scheme and, again applying results from information theory, we nd the optimal E s =N 0 and optimal signal set size for coherent MPSK and noncoherent MFSK. Again, as a by-product, we attain theoretical limits on the data throughput per meteor trail. Meteor burst trails are typically categorized as either overdense or underdense, depending on the electron line density of the trail, with the threshold set at 10 14 electron lines per meter (e/m). We consider only underdense meteor trails here for which the received signal power of a given burst may be written 6] as P(t) = P 0 q 2 e ?t= ; 0 t < 1 (1) where is the ionization trail decay constant and q is the electron line density which is a random quantity with pdf p(q) = q min q 2 ; q min q < 1:
The constant P 0 is the initial received power corresponding to an electron line density of 1 e/m and the constant q min will be described shortly. Forgetting for the moment that we shall allow R s or E s to be time-varying, we may write from equation (1) 
which gives us the form of what we shall term an E s =N 0 pro le. As both channel capacity, C, and cuto rate, R 0 , are functions of E s =N 0 , an E s =N 0 pro le together with the signal set size M gives rise to capacity and cuto rate pro les, C(t) = C(M; E s (t)=N 0 ) and R 0 (t) = R 0 (M; E s (t)=N 0 ), respectively. Assuming C(t) and R 0 (t)
are both in units of bits/sec, we may now de ne the theoretical throughputs
where t m is the message length in seconds, and will be discussed further shortly. 1 Observe that T C and T R0 are functions of R s through C(t), R 0 (t), and t m , and both are functions of M through C(t) and R 0 (t). Soft-and hard-decision expressions for C and R 0 for coherent MPSK and noncoherent MFSK may be found in 9] and 10]. A maximumlikelihood metric is assumed for both MPSK and MFSK.
We shall assume that the message length t m is determined by the minimum \usable" E s =N 0 as might be speci ed by practical considerations. For example, for MPSK we might assume that, as the SNR decays, carrier recovery circuits will fail before the error control code does, the lower limit on E s =N 0 thus being determined by carrier recovery circuits. We denote this minimum usable value of E s =N 0 by s and, since this occurs at time t m , we have from (3) t m = ln A 0 s R s : (6) Having speci ed each of the parameters in (4) and (5), we note that nding general expressions for the critical points M and R s in either (4) or (5) is a rather intractable problem. Instead, we have resorted to numeric computation. In doing this, we have found it convenient to decouple the throughput expressions (4) and (5) 
Then it is easy to show
T R0 = A 0 T 0 of A 0 and . The latter throughput quantities may be obtained from the former via the factor A 0 per equations (7) and (8) . Unfortunately, the normalized throughput quantities are still dependent on s (through t 0 m ); hence, the optimal M and R s will depend on s .
A. MPSK Results
As mentioned, we assume that carrier recovery circuits will fail before the error control code does so that communication is possible provided E s =N 0 is greater than the lower limit s . Note that s will generally be a function of M as well as the speci c implementation of the carrier recovery loop. We nd that the best approach in this case is to consider the optimal throughputs over a range of s . Based on results in 11], a reasonable assumption is that carrier lock will be lost somewhere in the range ?3 dB c 3 dB, for M = 2, 4, and 8, where c s =k with k log 2 M:
Before we present results for c in this range, we nd it instructive to plot T 0 C versus R 0 c = R 0 s =k for M = 2, 4, and 8 and for c = 0 dB. 2 This result is given in Fig. 1 where 2 Note that Rc = Rs= log 2 M is the channel (or code) bit rate so that R 0 c is the normalized channel bit rate.
the capacity measure employed is soft-decision capacity, C soft . We observe that BPSK and QPSK provide equal throughputs (as we would expect since they are equivalent signaling schemes, except for bandwidth) and they provide throughput values greater than that of 8-PSK (as we would expect since they are both more power e cient). Clearly, BPSK and QPSK will provide the maximal throughput over all M and we may thus conclude that M = 2 and 4. For the noncoherent MFSK case where carrier recovery is not necessary, s can in principle be made quite small provided the (time-varying) code rate r is made small enough to maintain (E b =N 0 ) min = s =rk above the Shannon limit.
We assume here that we desire codes whose rates are not too small (e.g., r 1=8). Then a range of 0 dB s 10 dB would appear to be quite reasonable. and soft-decision decoding. Then using C soft as our capacity measure, the optimal signaling rate is R s = 0:066A 0 (= 0:33A 0 =5) and we can expect a throughput on the order of 0:326 A 0 . On the other hand, for the same SNR threshold and hard-decision decoding, the performance measure R 0;hard indicates that the optimal signaling rate is R s = 0:04A 0 and we can expect a throughput of about 0:195 A 0 .
III. Optimal Parameters for the Constant E s =N 0
Scheme
For this scheme, we allow the modulator to adapt its symbol rate to attain a constant E s =N 0 , say E s =N 0 = s :
(In practice, of course, only a xed set of rates would be allowable so that E s =N 0 would be only approximately constant.) With E s =N 0 = s we have from (3) that R s (t) = A 0 s e ?t= (11) and the goal is to obtain the value of s yielding the maximum throughput for the burst. Substitution of (11) into (2) yields E s =N 0 = s for all 0 t < 1 which, assuming s exceeds the Shannon limit, implies an in nite throughput. In practice, of course, communication will only be possible for some nite interval 0; t 0 ]. For example, it is natural to impose a lower limit, R s;min , on R s which, from (11), yields t 0 = ln (A 0 = s R s;min ) : We shall consider in our calculations t 0 = 2 :
We again use the normalized versions of the throughput formulas, equations (9) and (10), but for this scheme we calculate throughput as a function of c = s =k, for t 0 0 = 2: (We have found that plotting throughput versus c as opposed to s gives more appealing plots.) Further, because E s =N 0 is xed at the constant s , C and R 0 are no longer functions of time and equations (9) and (10) For these values of c and t 0 0 , we nd that the constant E s =N 0 scheme yields T 0 C = 0:484, thus providing about 50% greater throughput. On the other hand, the constant E s =N 0 scheme requires greater complexity in that the symbol timing recovery circuits must be designed to vary over a range of symbol rates R s , a more di cult task than designing variable rate codes. B. MFSK Results about 45% greater throughput. As pointed out, however, the constant E s =N 0 scheme requires greater complexity in that the symbol timing recovery circuits must be designed to vary over a range of symbol rates.
IV. CONCLUSION
We have presented a technique for designing the signaling component of a meteor burst communication system. We have also illustrated the technique for a number of scenarios and have shown how these results might be used to compare the performance of the di erent scenarios. Clearly, our method can be extended to analyze additional modulation schemes as well as additional signaling and coding scenarios. 
