AbscracI-We present a solution to a problem of early inter-(mode 2) resulted in maps that were very similar to the maps vention in autistic learning. This is an addition to our model of autism which is based on Kohonen Self-Organizing Maps extended with the Source Familiarity Filter and the Attention Shift Mechanism. In uarticuiar we studv the feature ma,, forma.
I. INTRODUCTION
In this paper we present a solution to a problem of early intervention in autistic learning. This is a continuation of our work on modelling autism using artificial neural networks Autism is a developmental disorder with diagnostic criteria (DSM-IV, 1994 [7] ) grouped in three basic categories, namely, impairments in social interaction and in verbal and nonverbal communication, and restricted repetitive and stereotyped patterns of behavior, interests, and activities. In our modelling we concentrate on the subcategory of the third category which -order to achieve the resulting maps similar to that as in the novelty seeking learning mode (mode I). 
THE MODEL OF AUTISTIC

SOM
Leeming Mode first to describe autism, considered an obsessive demand for sameness to be a cardinal feature of autism, which is clearly I !-Learning law deals with "encompassing preoccupation with one or more stereotyped and restricted patterns of interest". Kanner [SI, the related to the above diagnostic criterion.
in autism but the underlying cause is a matter of debate with two main hypotheses, a general attention shifting impairment , It is generally agreed that attention shifting is not normal The neural network which is used to map the stimuli consists of sixteen neurons organized in a 4 x 4 two-dimensional grid. Due to the high dimensionality of the input. space the feature map cannot be visualized in that space. However the dimensionality of the feature space, i.e. of the neuronal grid, is still low (1 = 2) and the feature maps can be illustrated in this space by attaching to each neuron stimuli located in the proximity of the relevant weight vector.
At each learning step a stimulus is randomly generated from one of the sources, A or B. The Attention Shifting Mechanism determines if that stimulus is presented to the neural network for learning.
In the normal, i.e. novelty seeking learning mode (mode l), attention is shifted to another source if the new stimulus originates from that source. In mode 2, general attention shifting impairment learning mode, attention is also shifted to another source if the new stimulus originates from that source, but only with the low probability of 1% (the results are insensitive to this number).
In mode 3, with the attention shifting restricted by familiarity preference, attention is shifted to another source if that source presents the next new stimulus, but conditionally, depending on the map familiarity with that source. The m a p familiarity to a particular source is measured by the time averaged value of the distance between map nodes and the stimuli. When both sources are unfamiliar to the map, i.e. in the beginning stage of self-organization, attention is shifted to an alternate.source if that source presented the next stimulus as in.the novelty seeking mode. As the map develops some familiarity with the sources, i.e. the node weights begin to resemble the data, attention is shifted with a higher probability to the source which is most familiar to the map. If the map becomes familiar to two or more sources then attention is unconditionally shifted.
We define the familiarity of the network with a source with the aid of a time average of the distances between stimuli and their respective best fitting neurons. The familiarity is changed each time the neural network has been exposed to a new stimulus. If the neural network learns one source well, the familiarity with that source will increase and reach a value close to one, which is defined as perfect familiarity.
THE PROCESS OF LEARNING VISUALIZED
The feature map resulting from the normal, novelty seeking learning is shown in Fig.2 Attention shift = 49.8% Shared = 68.8% Singles = 25.0% Unassigned = 6.3% neuronal grid. Each animal is shown at the node with the best match of weights. The angular distance between the animal vector and the node weight vector is shown after the animal name. In the map the number of animals for which a given node is the closest varies from four to zero ("dead neurons"). All animals are represented -the cats occupying five toprightmost nodes. One node is dead (unassigned).
In Fig.3 we show how familiarity with the two sources grows in mode 1 learning. In this, as well as in all other simulations in this paper the initial synaptical weight values have been chosen to be equally distant from the stimuli from two sources. We see a steady increase in familiarity with both sources but the result will not reach one since the network does not have enough capacity to represent all stimuli (sixteen neurons cannot perfectly match thirty-two different stimuli).
The feature map resulting from learning with a general attention shifting impairment (mode 2) is shown in Fig.4 . The map shows the same properties as the map resulting from the normal, novelty seeking learning (see [I] , [21, [31, [41, [SI, [6] for discussion and explanation). All animals but whale are represented in the map, and two nodes are unassigned.
In Fig.5 we show how familiarity with the two sources grows in mode 2 learning. In this case attention will be directed to one source for a long interval and learning of that source will proceed for that interval. After an attention shift the other source is likewise learned. We see that the familiarity with the sources of course develops in a more "chopped up" fashion but that the result is very similar to that of mode I learning. The feature map resulting from learning in the attention shifting restricted by familiarity preference mode is shown in Fig.6 . This map, which has developed largely after the attention shifting had ceased, reveals the characteristics of detailed learning in a narrow field, that is, the stimuli source with the lowest variability, i.e. the cats, is learned. Every cat is represented by its best matching node and all best matches for a single cat are perfect. Three cat nodes give the best match for a group of closely related cats. Several of the nodes marked as "unassigned" have weight vectors which are close to the cats which have been allocated to neighboring (closest match) neurons. There is also a poor, "chance" learning of animals from source A.
In Fig.7 we show how the letuning process proceeds in mode 3 learning. In this case there is an initial period when both sources are unfamiliar to the neural network and attention shifts occur just as in mode 1 learning. However as learning proceeds attention'shifts to the most familiar source take place with a greater probability than to the least familiar source.
After some time attention shifts cease to occur and attention is solely directed towards source B containing cats. In this case learning of that one source will yield a familiarity value of one or very close to one, whereas the familiarity with source A will be poor. Relevant statistics of learning in all three modes were presented in [SI.
Iv. AN EARLY INTERVENTION SCHEME IN MODE 3
LEARNING
It is obvious that source A, having more variability among its stimuli than source B, demands more extensive learning than source B in order that the neural network will become equally familiar with source B and thus not reject attention shifts to source A.
If this is known a priori then of course presenting stimuli from Source A with a greater probability than stimuli from Source A would seem a reasonable scheme to explore. We will not here assume any prior knowledge about the variability among stimuli in the two sources. Instead we will attempt to adjust the probabilities of presenting stimuli from the two sources according to the attention shifts rejections, i.e. those instants when the next stimulus is presented by the source not attended to and attention shift does not occur.
A successful scheme for this change in probabilities follows.
After a first attention shift rejection, which here is the first instant when an attention shift to source A is rejected, the probability of presenting stimuli from source A is drastically increased, very quickly to a value of 0.95. Soon an attention shift to source A will be accepted and learning of source A stimuli will proceed more rapidly than learning of source B, simply because the neural network will be more exposed to source A. After some time this will result in a reversal of roles -source A will be more familiar to the neural network than source B and attention shifts to source B will be
rejected. An opposite change in probabilities is now introduced and learning of source B will dominate and the degrees of familiarity of the neural network to the two sources will again be interchanged. The two familiarity curves will be intertwined and this can go on for some more periods of changing probability but when the intervention has been successful -and this is almost always the case -both sources have become familiar to the neural network and attention shift' rejections cease to occur.
Mode 3 learning with such early intervention is shown in Fig.8 
v i
Note from F i g 3 that the extreme values of the probability pa have been chosen. This is to achieve the fastest corrective action possible. Since a change in probability follows after a rejection of attention shift, it may be inferred that an unbalance in the familiarity of the neural network with two sources has already developed and it must be counteracted as forcibly as possible to bring the least familiar source back into play, i.e., back into the process of learning. Note also that the extreme values of the probability pa have been chosen close to I and 0. If it is chosen exactly I, then stimuli from source B will not be presented ever and the neural network will not have its attention turned back to source B when this is appropriate. The reciprocal can be stated for choosing the probability as 0. When the neural network has become familiar with both sources and no more attention shift rejection occur the probability is allowed to slowly change towards its "natural" value where all stimuli have an equal chance of being presented.
The resulting map, as is to be expected, has the same character as those for mode 1 and mode 2 learning as seen in The structure of an autistic learning system with an early intervention neural controller is presented in Fig.10 . From the autistic learning system we are able to observe an attention shift to a specific source. We can say that the learning system generates four binary, mutually exclusive signals, namely, two acceptance signals, a* and ae -when the attention shift to a specified source is accepted, and two rejection signals, r A 
