All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

A synthetic lethal (SL) genetic interaction is defined as a functional relationship between two genes where the loss of either gene is viable but the loss of both is lethal \[[@pone.0125795.ref001]\]. A comprehensive map of SL interactions sheds light on the relationships between genotype and phenotype\[[@pone.0125795.ref002]--[@pone.0125795.ref005]\], potentially advancing the understanding of the mechanisms of complex human disease\[[@pone.0125795.ref006], [@pone.0125795.ref007]\], and even providing therapeutic treatment strategies for human diseases such as cancer\[[@pone.0125795.ref008]\]. For instance, several studies have shown that inhibiting one gene in an SL pair could be lethal to cancer cells in which the other gene of that pair is mutated \[[@pone.0125795.ref009]--[@pone.0125795.ref011]\]. The underlying concept is that, in a cancer cell, a mutation in one (A) of the two genes in an SL pair (A-B), which is not mutated in the normal cell, allows for selectively killing tumor cells by inhibiting B. Despite recent breakthroughs in technologies to identify SL interactions on a genome-wide scale \[[@pone.0125795.ref012]--[@pone.0125795.ref015]\], these interactions remain largely unknown in human, underlining the need for predictive computational approaches.

Previous computational approaches have mostly been developed to predict SL interactions in model microorganisms, such as *Saccharomyces cerevisiae* and *Caenorhabditis elegans*\[[@pone.0125795.ref016]--[@pone.0125795.ref018]\]. However, genetic interactions are not strongly conserved between species, for instance only 29% of genetic interactions were found to be conserved between the fungi *S*.*cerevisiae* and *Schizosaccharomyces pombe*\[[@pone.0125795.ref019]\] and the conservation of SL interactions between microorganisms and human still has to be established. Recently, a study proposed to use cancer genomic data \[[@pone.0125795.ref020]\] to identify SL interactions by using a 'compensation' pattern: one gene (A) is inactive while the other one (B) is highly active, thereby selecting against the situation that both genes become lost and, as such, causing a lethal phenotype. We recently showed another genomic pattern of SL interacting gene pairs: SL interactions are reflected in present-day species genomes and their ancestral genomes in a way that the combined loss of two genes in an SL pair does not frequently occur across evolutionary history \[[@pone.0125795.ref021]\]. This raises the question whether we can use this 'co-loss underrepresentation' pattern to predict SL pairs from human cancer genomes ([Fig 1A](#pone.0125795.g001){ref-type="fig"}). Here, we used copy number variations, i.e. gene loss or gene gain, across hundreds of cancer genomes to ask i) are empirical SL interactions reflected in cancer genome evolution and, if so, ii) which gain and loss patterns correlate most with SL interactions, and iii) can they be captured into a simple computational model to predict SL interactions genome widely?

![Patterns across cancer genomes reflecting selection against gene co-inactivation, and the workflow to predict SL interactions.\
**(a)** A SL interaction SL1 between gene A and B can show a 'compensation' pattern across cancer genomes in which it is more likely that when A is inactive (denoted by -1), B is overactive (denoted by 1) to compensate the inactive A (genomes 1--10), compared to when A is active (genomes 11--30). SL interaction SL2 can, show a 'co-loss underrepresentation' in which a combined loss of A and B (denoted by -1 and -1, genome 10) across cancer genomes is underrepresented compared to a loss of either one of the two (genomes 2--9 and genome 14--18). Note that SL1 can also be identified via the co-loss underrepresentation pattern, but the SL2 can only be identified via the co-loss underrepresentation pattern. **(b)** The model requires two types of data as input, i) CNVs measured by SNP arrays and ii) gene expression variations measured by RNAseq. In CNVs, the status of a gene can be a homozygous deletion (two dash lines), a heterozygous deletion (one dash and one solid line) or normal (two solid lines). For CNVs, we generated three fractions to quantify the likelihood that a gene pair has a homozygous co-loss (f1), a heterozygous co-loss (f2) or a mixed co-loss (f3) event. In gene expression variations, a gene can be under-expressed (one dash line), normal (one solid line) or over-expressed (one bold line). For expression status, we generated two fractions, f4 and f5. f4 is the likelihood that both genes in a gene pair are under-expressed. f5 is the likelihood that a gene pair has an expression up-down event where one is over-expressed while the other one is under-expressed. All these five fractions showed a distribution difference between SL and non-SL pairs. By integrating these five fractions into a prediction model, we can identify SL interactions that can be presented as a network.](pone.0125795.g001){#pone.0125795.g001}

By exploiting the availability of gene expression data for a large number of cancer samples\[[@pone.0125795.ref022]\] and recent empirically measured SL interactions in human\[[@pone.0125795.ref023], [@pone.0125795.ref024]\], we found that genes with SL interactions are more likely to have an expression pattern where one gene is over-expressed while the other one is under-expressed, thereby confirming earlier observations\[[@pone.0125795.ref020]\]. Strikingly we observed that SL pairs are less likely to be co-lost and co-under expressed than non-SL gene pairs. On the basis of these findings, we present a simple ensemble-based computational model that captures the genomic patterns to predict genome-wide SL pairs with high accuracy. We provide a unique and comprehensive map of the human SL interaction network with a high estimated prediction precision of 67%, i.e., 14-fold higher than expected from chance, covering 591,000 pairs. This map is expected to be highly valuable in the light of understanding human disease and designing therapeutic strategies.

Materials and Methods {#sec002}
=====================

Data sources {#sec003}
------------

We retrieved the experimentally measured SL pairs and non-SL pairs from two studies\[[@pone.0125795.ref023], [@pone.0125795.ref024]\]. We collected 297 SL pairs and 6358 non-SL pairs in total. After excluding the pairs of which both genes are located on the same chromosome, we obtained 270 SL pairs and 5660 non-SL pairs ([S1 Table](#pone.0125795.s003){ref-type="supplementary-material"}).

The CNV data is directly retrieved from the cBioPortal for Cancer Genomics\[[@pone.0125795.ref025]\]. The CNV signals in the database are generated as homozygous deletion, heterozygous deletion, normal copy, duplication and amplification. Using the 'cgdsr' R-package, we obtained the CNV data for 14136 tumor patients from 31 cancer types.

The RNAseq data are obtained from the Broad Institute's Genome Data Analysis Center (GDAC) Firehose\[[@pone.0125795.ref026]\]. The link for downloading the RNAseq data is <http://gdac.broadinstitute.org/runs/stddata__2014_03_16/data>. For each cancer study, we first downloaded the files named as '\_RSEM_genes_normalized_data.Level_3', which contains the estimated expression levels for each gene in human genome from RNAseq data by using the RSEM package\[[@pone.0125795.ref027]\]. In total we collected an expression profile for 7362 tumor patients with coverage of 26 cancer types. Then, for each gene in a tumor, we computed the Z-score and P-value to infer its over- or under-expression relative to expression levels in normal tissue. If at least 25 normal samples from the same tissue type as that of the cancer are available, we used this as the comparison set. Otherwise, all normal tissue samples, regardless of the tissue specificity, were used. The numbers of normal samples for each type of tumor are listed in [S2 Table](#pone.0125795.s004){ref-type="supplementary-material"}. To adjust for multiple hypothesis testing, we used the False Discovery Rate (Benjamini-Hochberg) method to adjust p-values\[[@pone.0125795.ref028], [@pone.0125795.ref029]\] in R. A cutoff of the adjusted P-value, 0.05, was applied to generate the over- or under-expression signal.

Extract the pattern for SL pairs from genomic variations {#sec004}
--------------------------------------------------------

The copy number variations can be, -2 = homozygous deletion, -1 = heterozygous deletion, 0 = normal copy, 1 = duplication, and 2 = amplification. For a gene pair (A, B), the co-loss event can be i) homCL: homozygous co-loss (-2, -2), ii) hetCL: heterozygous co-loss (-1, -1) or iii) mixCL: mixed co-loss (-2, -1 or -1, -2). For each co-loss event, we defined a fraction that quantifies the likelihood of the co-loss event. For instance, for the homozygous co-loss event, we defined the fraction for a gene pair A-B as f~1~ = n~homCL~/n~t~, where n~homCL~ is the number of patients with the homozygous co-loss of A-B and n~t~ is the total number of patients where A-B have a status as (-2, -2), (-2, 0) or (0,-2). We calculated the f~1~ of a gene pair without including samples that have homozygous deletions of more than 2000 genes (tail of the distribution in Figure A in [S1 File](#pone.0125795.s002){ref-type="supplementary-material"}). We noticed that several tumor samples have a very high number of homozygous deletions (Figure A in [S1 File](#pone.0125795.s002){ref-type="supplementary-material"}). Such samples can lead to an inflation of the co-loss likelihood regardless of whether they have an SL interaction or not. Similarly, we defined two fractions, f~2~ and f~3~, for heterozygous co-loss event and mixed co-loss events correspondingly ([Table 1](#pone.0125795.t001){ref-type="table"} and [Fig 1](#pone.0125795.g001){ref-type="fig"}). It should be noted that we did not use an approach in which we, in order to quantify under representation of co-loss events, compared the empirically observed co-loss rate of gene pair A-B with the product of the single loss rates for genes A and B. This approach assumes independency between the loss of randomly chosen genes, which is not what we observe (Figure B in [S1 File](#pone.0125795.s002){ref-type="supplementary-material"}).
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###### Five fractions derived from genomic variations for SL interaction identification.

![](pone.0125795.t001){#pone.0125795.t001g}

  ------------------------- ------------------------------------------ ------------------------------------------------
  f~1~ = n~homCL~/n~t~      $n_{homCL} = \left\{ \begin{matrix}        $n_{t} = \left\{ \begin{matrix}
                            {A = - 2} \\                               \begin{matrix}
                            {and} \\                                   {A = - 2,and\ B\  \in Z} \\
                            {B = - 2} \\                               {or} \\
                            \end{matrix} \right.$                      {A\  \in Z,and\ B = - 2} \\
                                                                       \end{matrix} \\
                                                                       \end{matrix} \right.,\ where\ Z = 0\ or - 2$
  f~2~ = n~hetCL~/n~t~      $n_{hetCL} = \left\{ \begin{matrix}        $n_{t} = \left\{ \begin{matrix}
                            {A = - 1} \\                               \begin{matrix}
                            {and} \\                                   {A = - 1,and\ B\  \in Z} \\
                            {B = - 1} \\                               {or} \\
                            \end{matrix} \right.$                      {A\  \in Z,and\ B = - 1} \\
                                                                       \end{matrix} \\
                                                                        \\
                                                                       \end{matrix} \right.,\ where\ Z = 0\ or - 1$
  f~3~ = n~mixCL~/n~t~      $n_{mixCL} = \left\{ \begin{matrix}        $n_{t} = \left\{ \begin{matrix}
                            \begin{matrix}                             \begin{matrix}
                            {A = - 2,and\ B = - 1} \\                  {A = - 2,and\ B\  \in Z} \\
                            {or} \\                                    {or} \\
                            {A = - 1,and\ B = - 2} \\                  {A\  \in Z,and\ B = - 2} \\
                            \end{matrix} \\                            \end{matrix} \\
                             \\                                         \\
                            \end{matrix} \right.$                      \end{matrix} \right.,\ where\ Z = 0\ or - 1$
  f~4~ = n~co_under~/n~t~   $n_{co\_ under} = \left\{ \begin{matrix}   $n_{t} = \left\{ \begin{matrix}
                            {A = - 1} \\                               \begin{matrix}
                            {and} \\                                   {A = - 1,and\ B\  \in Z} \\
                            {B = - 1} \\                               {or} \\
                            \end{matrix} \right.$                      {A\  \in Z,and\ B = - 1} \\
                                                                       \end{matrix} \\
                                                                        \\
                                                                       \end{matrix} \right.,\ where\ Z = 0\ or - 1$
  f~5~ = n~comp~/n~t~       $n_{comp} = \left\{ \begin{matrix}         $n_{t} = \left\{ \begin{matrix}
                            \begin{matrix}                             \begin{matrix}
                            {A = - 1,and\ B = 1} \\                    {A = - 1,and\ B\  \in Z} \\
                            {or} \\                                    {or} \\
                            {A = 1,and\ B = - 1} \\                    {A\  \in Z,and\ B = - 1} \\
                            \end{matrix} \\                            \end{matrix} \\
                             \\                                         \\
                            \end{matrix} \right.$                      \end{matrix} \right.,\ where\ Z = 1,0\ or - 1$
  ------------------------- ------------------------------------------ ------------------------------------------------

The variations in gene expression can be: -1 = under-expression, 0 = normal, and 1 = over-expression. Here, we defined two fractions, f~4~ and f~5~ ([Table 1](#pone.0125795.t001){ref-type="table"} and [Fig 1](#pone.0125795.g001){ref-type="fig"}). f~4~ quantifies the likelihood of both genes in a pair (A, B) are under-expressed. f~5~ is used to quantify how likely gene pair A-B has the expression up-down events, i.e., A is over expressed and B is under expressed or vice versa.

Here, each defined fraction is a signal where SL pairs show difference from non-SL pairs. For f~1~, f~2~, f~3~ and f~4~, we expected that SL pairs have smaller values for these fractions than non-SL pairs. However, for f~5~ we expected that SL pairs have larger values than non-SL pairs. To test these hypotheses, we compared the fractions in SL pairs with the fractions in non-SL pairs via one-sided Wilcoxon rank tests in R. We carried out four comparisons of homozygous deletion, heterozygous deletion, mixed deletion and co-underexpression to estimate the difference of co-loss tendency between SL and non-SL pairs. In the analysis of up-down compensation, we carried out two comparisons of expression up-down or genomic up-down. Bonferroni correction was used to correct for 4 multiple comparisons in the analysis of co-loss tendency and 2 multiple comparisons in the analysis of up-down compensation (p-values are indicated with P~adj.~).

To validate the robustness of the signals, we compared the fractions in SL pairs to the fractions in random pairs. In each randomization, we first generated 300 random pairs from all human genes for which gene expression and CNV were available and then compared the mean of the fractions in the random pairs with the mean in SL pairs. We expected that the random pairs have a smaller mean of f~1~, f~2~, f~3~ or f~4~ but a larger mean of f~5~ than SL pairs. To test the hypotheses, we counted the randomizations (n~1~) where the difference of mean between the random pairs and SL pairs is contradictory to the expectation. For each comparison, we conducted 1000 randomizations and calculated the P-value for each hypothesis test as P = (n~1~+1)/1001.

Under-sampling {#sec005}
--------------

The training set is significantly skewed with only 4.6% of the pairs belonging to the positive class (SL pairs) and the rest belonging to the negative class (non-SL pairs). Such a skewed training set can affect the performance of most standard classification algorithms\[[@pone.0125795.ref030]\]. Thus, we generated a more balanced training set by randomly under-sampling the negative class so that the number of gene pairs in it is equal to that of the positive class. The under-sampling is conducted with ROSE package in R\[[@pone.0125795.ref031]\] and repeated 100 times. All the classifiers in the study are trained on the balanced set.

Construct the ensemble-based prediction model {#sec006}
---------------------------------------------

We adopted an ensemble-based model to integrate the aforementioned 5 signals for predicting whether a gene pair has an SL interaction or not. The balanced training set (described above) was used to train the ensemble-based prediction model that combines multiple classifiers, namely AdaBoost, J48, LogitBoost, RandomForest, Logit, JRip and PART. The combination rule is simply based on the mean function, $p\left( x \right) = \frac{1}{N}\sum_{i = 1}^{N}p_{i}\left( x \right)$, where x is a given gene pair and *p* ~*i*~ *(x)* is the probability that x is predicted to be SL by classifier i. The probabilities *p* ~*i*~ *(x)* from all classifiers, except for RandomForest, are obtained from the 'RWeka' package\[[@pone.0125795.ref032]\]. The RandomForest classifier is implemented with the 'randomForest' package in R\[[@pone.0125795.ref033]\].

To quantify the performance of the ensemble-based model, we used a 10-fold cross-validation framework on all empirically measured 270 SL pairs and 5660 non-SL pairs. In each cross-validation, the ensemble-based model is trained on nine of the randomly constructed 10 fractions and predictions are made for the test samples in the remaining fraction. The performance of the model in each cross-validation is evaluated by a ROC curve, the corresponding AUC score and a precision-recall curve. Repeating this procedure 10 times, a mean ROC curve, a mean AUC score and a mean precision-recall curve are calculated as the evaluation for the performance of the ensemble-based prediction model.

Construction of the genome-wide human SL interaction map {#sec007}
--------------------------------------------------------

To predict SL interactions in human at a genome-wide scale, we first selected 15620 genes that are measured for both CNV and mRNA variations in cancer cells. As mentioned in the results section, due to the presence of arm-level copy number variations, gene pairs on the same chromosome are more likely to be co-lost regardless of the status of SL interaction. Thus, we applied our model to \~115 million genes pairs that are located on different chromosomes. To construct a highly accurate SL interaction map, we predicted a list of more than 591,000 SL interactions based on a probability score (*p*(*x*)) threshold of 0.81, which achieved a precision of 67% at a recall of 10%.

Results {#sec008}
=======

Synthetic lethal interactions are reflected in cancer genome evolution {#sec009}
----------------------------------------------------------------------

We first asked whether empirically observed SL interactions are reflected in gene presence/absence and gene expression in cancer cells. To answer that, we used two types of genome variation from the Cancer Genome Atlas (TCGA)\[[@pone.0125795.ref022]\], i.e., i) copy number variations (CNVs) and ii) gene expression variations. The TCGA consortium measured 14136 tumor samples for CNVs and 7362 tumor samples for gene expression variations. To determine whether genes in cancer samples are significantly over- or under-expressed, we determined their expression-levels relative to normal samples of the same tissue type (Methods). We obtained the empirical SL interactions from two recent studies\[[@pone.0125795.ref023], [@pone.0125795.ref024]\] that measured SL interaction in colon tumor cell lines and have the highest genome coverage among all the studies available. In total we collected 270 SL pairs and 5660 non-SL pairs ([S1 Table](#pone.0125795.s003){ref-type="supplementary-material"}).

We first tested whether SL pairs are less likely to be co-lost in a genome than non-SL pairs. A gene can either be homozygously or heterozygously deleted. We first focused on homozygous losses in which both copies of a gene are lost. We express the likelihood of homozygous co-loss of both genes in a gene pair by the fraction f = n~1~/n~2~, where n~1~ is the number of tumor samples with a co-loss of both genes and n~2~ is the number of tumor samples in which at least one gene is lost (see [Methods](#sec002){ref-type="sec"} and [Fig 1](#pone.0125795.g001){ref-type="fig"}). Indeed, we found that SL pairs are less likely to be homozygously co-lost than the non-SL pairs (0.00728 vs 0.0104, one-sided Wilcoxon rank test, P~adj.~ = 0.008, [Fig 2A](#pone.0125795.g002){ref-type="fig"}).

![SL pairs are reflected in copy number variations.\
SL pairs are less likely to have **(a)** homozygous co-loss events, **(b)** heterozygous co-loss events and **(c)** mixed co-loss events than non-SL pairs or random pairs. The fractions for these three types of co-loss events are described as f~1~, f~2~, f~3~ in Methods and [Fig 1](#pone.0125795.g001){ref-type="fig"}. Each dot is the fraction for a given pair and the horizontal bar represents the mean of the fractions. P-values for the comparison between SL and non-SL pairs were calculated using one-sided Wilcoxon rank test. P-values for the comparison between SL and random pairs were calculated from 1000 randomizations. P-values were adjusted for multiple comparisons using the Bonferroni correction (see details in [Methods](#sec002){ref-type="sec"}).](pone.0125795.g002){#pone.0125795.g002}

We performed several additional analyses to show that this result is valid and robust. First, we showed that the difference in co-loss events is not caused by the difference in single gene loss rates. Indeed the homozygous gene deletion rate of the genes in SL pairs is not different from the deletion rate of the genes in non-SL pairs (0.00402 vs 0.00406, two-sided Wilcoxon rank test, P = 0.38). Secondly, given the limited genome coverage of the known SL and non-SL pairs available for our analysis, we also compared the likelihood of co-loss events of SL pairs with random pairs from the human genome. We found a significant difference in co-loss between SL pairs and random pairs (0.00728 vs 0.0128, 1000 randomizations, P~adj.~ = 0.012, [Fig 2A](#pone.0125795.g002){ref-type="fig"}). This shows that the difference in the likelihood of co-loss events between the SL pairs and the random gene pairs is a consistent signal across the human genome. The difference between SL pairs and random pairs is larger than the difference between SL pairs and non-SL pairs ([Fig 2A](#pone.0125795.g002){ref-type="fig"}). This is likely due to the fact that the genes included in the experiments tend to be biased towards those that are frequently lost, i.e. the homozygous deletion rate of genes in SL/non-SL pairs is higher than that in random pairs (0.0049 vs 0.0042, one-sided Wilcoxon rank test, P = 0.04). It should furthermore be noted that we require the gene pairs included in the analysis to be composed of genes on different chromosomes. The reason for this is that the presence of arm-level copy number variations will always cause a high probability of co-loss for the gene pairs on the same chromosome regardless of whether they have an SL interaction or not.

Besides the homozygous co-loss, where both genes are homozygously deleted, there exist the possibilities of a heterozygous co-loss where both genes are heterozygously deleted and a mixed co-loss where one gene is homozygously deleted and the other is heterozygously deleted. For the heterozygous co-loss and for the mixed co-loss event we carried out the same analysis as done above for the homozygous co-losses. For both types of co-loss events, we found a significant and robust signal, i.e., the SL pairs are less likely to be co-lost than the non-SL pairs (for heterozygous co-loss 0.1935 vs 0.216, one-sided Wilcoxon rank test, P~adj.~ = 1.08e-08, [Fig 2B](#pone.0125795.g002){ref-type="fig"}; for mixed co-loss 0.189 vs 0.2008, one-sided Wilcoxon rank test, P~adj.~ = 0.02, [Fig 2C](#pone.0125795.g002){ref-type="fig"}). As was the case for the homozygous co-losses, both signals are consistent when SL pairs are compared with random gene pairs (for heterozygous co-loss 0.1925 vs 0.218, P~adj.~ \< 0.004, [Fig 2B](#pone.0125795.g002){ref-type="fig"}; for mixed co-loss 0.189 vs 0.210, P~adj.~ = 0.032, [Fig 2C](#pone.0125795.g002){ref-type="fig"}).

We next examined gene expression levels, where we expected to find a similar signal to the one we found at the level of gene absence/presence, since the under-expression of one gene can also result in the loss of its activity. Indeed, we found that SL pairs are less likely to be both under-expressed than non-SL pairs (0.0443 vs 0.0586, one-sided Wilcoxon rank test, P~adj.~ = 2.39e-10, [Fig 3A](#pone.0125795.g003){ref-type="fig"}). Only pairs composed of genes on different chromosomes are included in the analysis. Again the signal is consistent when SL pairs are compared with random gene pairs (0.0443 vs 0.0570, P~adj.~ \< 0.004, [Fig 3A](#pone.0125795.g003){ref-type="fig"}).

![SL pairs are reflected in gene expression variations.\
**(a)** SL pairs are less likely to be co-underexpressed relative to the control i.e., non-SL or random pairs. The fraction for co-underexpression events is described as f~4~ in methods and [Fig 1](#pone.0125795.g001){ref-type="fig"}. **(b)** SL pairs are more likely to have expression up-down events where one gene is over-expressed while the other in under-expressed. The fraction for such pattern is described as f~5~ in Methods and [Fig 1](#pone.0125795.g001){ref-type="fig"}. Each dot is the fraction for a given pair and the horizontal bar represents the mean of the fractions. P-values for the comparison between SL and non-SL pairs were calculated with a one-sided Wilcoxon rank test. P-values for the comparison between SL and random pairs were calculated from 1000 randomizations. P-values were adjusted for multiple comparisons using the Bonferroni correction (for details see [Methods](#sec002){ref-type="sec"}).](pone.0125795.g003){#pone.0125795.g003}

Previous studies \[[@pone.0125795.ref034], [@pone.0125795.ref035]\] have shown another pattern in genes in SL pairs at the transcription level. In this pattern one gene of an SL interacting pair is over-expressed while its partner is under-expressed. Thus, we expected that compared with non-SL pairs, SL pairs would have higher probabilities to have an expression pattern where one gene is over-expressed while the other is under-expressed. We refer to this as expression up-down. The probability of this expression pattern is quantified by the fraction f = n~1~/n~2~, where n~1~ is the number of tumor samples that have the pattern and the n~2~ is the number of tumor samples that have an under-expression of at least one of the genes (see [Methods](#sec002){ref-type="sec"} and [Fig 1](#pone.0125795.g001){ref-type="fig"} for details). As expected, we found that SL pairs are more likely to have this expression pattern than non-SL pairs (0.250 vs 0.211, one-sided Wilcoxon rank test, P~adj.~ = 2.10e-04, [Fig 3B](#pone.0125795.g003){ref-type="fig"}). Again, we validated the consistency of the signal by comparing the likelihood of this expression pattern in the SL pairs against its likelihood in random pairs (0.250 vs 0.146, 1000 randomizations, P~adj.~ \< 0.002, [Fig 3B](#pone.0125795.g003){ref-type="fig"}). We note that the difference between SL pairs and random pairs is higher than that between SL pairs and non-SL pairs. This is possibly due to the fact that the genes included in the experiments were biased towards those that are more likely to be over-expressed when one is mutated, i.e., the over-expression of genes in non-SL pairs is higher than that of random genes (0.0957 vs 0.0789, one-sided Wilcoxon rank test, P = 1.08e-06). We also analyzed a genomic pattern at the gene presence/absence level by calculating the probability for each gene pair to have a CNV pattern where one gene is duplicated or amplified while the other one is homozygously or heterozygously deleted, referred to as genomic up-down in the remainder of the text. We found that SL pairs indeed have a higher probability to have the genomic up-down combination at the DNA level than non-SL pairs (0.300 vs 0.274, one-sided Wilcoxon rank test, P~adj.~ = 1.65e-07), but this is not significant when we compared the SL pairs to random gene pairs.

In total, we found five patterns in the CNVs and gene expression variations in cancer cells, all of which showed that synthetic lethal interactions are reflected in cancer genome evolution. These five patterns fall into two categories: i) genes in SL pairs are more likely to be over-expressed when their interaction partner is under-expressed and ii) genes in SL pairs are less likely to be co-lost either at the DNA level or at the gene expression level.

An ensemble-based model for predicting synthetic lethal interactions {#sec010}
--------------------------------------------------------------------

We next asked whether these five genomic patterns are strong enough to reliably predict SL pairs in human on a genome-wide scale. To do that we developed an ensemble-based model that integrates the five patterns. It should be noted that we did not include the genomic up-down pattern found in CNVs since SL pairs are not significantly different from random pairs. An ensemble-based model is a classifier that combines the prediction results from multiple classifiers, such as decision trees and logistic regression. It is known that such an ensemble-based model can improve performance relative to a single classification procedure\[[@pone.0125795.ref036]\], especially for complex problems such as SL prediction involving noisy inputs\[[@pone.0125795.ref037]\].

We used the empirically measured 270 SL pairs and 5660 non-SL pairs as described in the previous analysis. To construct the prediction model, we first needed to handle the imbalance of sample size between the negative class, i.e. non-SL pairs, and the positive class, i.e. SL pairs. The skewed distribution of the classes can affect the performance of prediction models \[[@pone.0125795.ref030]\]. To solve this issue, we randomly under-sampled the negative class (non-SL pairs, 95.4% of the training set) to produce a set of negative samples of the same size as the positive class (SL pairs, 4.6% of the training set). This balanced combination of two sets is used to train an ensemble-based model for SL prediction. Note that the under-sampling is only applied to the training set. In total we selected seven different single classifiers as the base for the ensemble model: AdaBoost\[[@pone.0125795.ref038]\], J48\[[@pone.0125795.ref039]\], LogitBoost\[[@pone.0125795.ref040]\], RandomForest\[[@pone.0125795.ref041]\], Logit\[[@pone.0125795.ref042]\], JRip\[[@pone.0125795.ref043]\] and PART\[[@pone.0125795.ref044]\] which are either robust against noisy data or over-fitting. After being trained with the balanced set, each single classifier generates a probability that a gene pair has an SL interaction. Then we integrated all seven probabilities from these single classifiers by calculating the mean of the seven probabilities and used that as the final predicted probability.

To assess the performance of the ensemble-based prediction model, we used a 10-fold cross-validation on all the empirically measured 270 SL pairs and 5660 non-SL pairs. The plot of sensitivity (i.e., true positive rate) versus false positive rate of the ensemble-based model shows that our model achieves an area under ROC curve (AUC) of 0.75 (standard error = 0.016, [Fig 4B](#pone.0125795.g004){ref-type="fig"}). It should be noted that this high AUC is only achieved when combining all patterns ([Fig 4A](#pone.0125795.g004){ref-type="fig"}). We also found that the ensemble-based model achieved the highest AUC compared to all seven single classifiers ([Fig 4B](#pone.0125795.g004){ref-type="fig"}). In order to predict a genome-wide SL interaction map, we estimated the average precision and recall values from the 10-fold cross-validation ([Fig 4C](#pone.0125795.g004){ref-type="fig"}). We then applied the model to all gene pairs on the genome. Among \~115 million pairs for which gene expression and CNV data were available, we predicted more than 591,000 SL interactions based on a probability score threshold of 0.81 ([Fig 4C](#pone.0125795.g004){ref-type="fig"}), which corresponds to an estimated precision of 67% based on our training set, i.e., 14-fold higher than expected from chance ([S1 Dataset](#pone.0125795.s001){ref-type="supplementary-material"}). Note that the model achieves a similar precision (60% at p = 0.81) when using an independent set of experimentally measured SLs (Figure C in [S1 File](#pone.0125795.s002){ref-type="supplementary-material"}).

![Receiver operating characteristic (ROC) curves.\
**(a)** The ensemble-based prediction model based on all five combined patterns has an area under curve (AUC) of 0.75 (blue line), which is estimated by 10-fold cross validation. Ensemble-based prediction models based on the non-combined individual patterns, i.e., co-loss in CNVs, co-underexpression and expression up-down, are shown in red, green and purple respectively, and have lower AUCs. Standard error bars are added to each ROC. **(b)** The ensemble-based prediction model (the blue ROC curve) has a better performance than all the seven single. **(c)** The precision and recall curve is estimated from 10-fold cross validation. Standard error bars are added. The curve is colored according to the cutoff of probability. The color panel of the probability is plotted at the right side. The cutoffs of probability scores (*p*(*x*)), 0.81, are printed at the corresponding curve positions. The grey line represents the prediction precision by chance alone.](pone.0125795.g004){#pone.0125795.g004}

Discussion {#sec011}
==========

In this study we present a novel computational model that identifies SL interactions from cancer genomic data on a genome-wide scale. To develop such a model, we first systematically explored how SL interactions are reflected in cancer genomes and their gene expression levels. We found that compared with non-SL pairs, genes in SL pairs are significantly less likely to be co-lost in a cancer genome, both at the level of gene expression and at the level of copy number variation. Moreover, SL pairs are more likely to have an expression up-down pattern where one gene is over-expressed while the other one is under-expressed, which is consistent with another recent study\[[@pone.0125795.ref020]\]. Based on these results, we constructed an ensemble-based model to predict SL interactions via integrating these unique patterns in cancer genome variations, achieving a high prediction performance (AUC = 0.75). Our work presents a direct way to predict SL interactions from cancer genomic data, in contrast to most existing computational models, which identify SL interactions either specific for the model organisms yeast and *C*. *elegans* \[[@pone.0125795.ref016]--[@pone.0125795.ref018]\], or predict SL pairs in human in an indirect way by mapping SL interactions from yeast to human via orthology \[[@pone.0125795.ref045]\]. A strategy that uses human genomes by exploring the 'compensation' pattern also requires, as an additional criterion, that the genes are generally co-expressed \[[@pone.0125795.ref020]\]. As SLs have the characteristic that only one of the two genes is strictly needed, co-expression is not crucial. As such, co-expression as an additional criterion limits the coverage of SL interactions encoded in the genome, which is reflected in the total number of predicted SL pairs by Jerby-Arnon L *et al*. (2816 with accuracy of 0.779)\[[@pone.0125795.ref020]\]. In contrast, our approach, which does not rely on co-expression, predicts many more SL interactions with a comparable accuracy (591,000 with an estimated accuracy of 0.75).

Future work should focus on the following issues to improve the performance of the model. First, given the genomic and microenvironment heterogeneity among different types of tumors\[[@pone.0125795.ref046], [@pone.0125795.ref047]\], the empirically detected SL interactions included in our analysis might be only specific to colon cancer in which the experiments were carried out. As genetic interactions were found to be growth condition specific\[[@pone.0125795.ref048]\], it might be that two genes are co-lost in certain tumors simply because the functions of these SL pairs are not essential for that particular cancer type. Such discordance of tissue types might have dampened the effect size we discovered. To improve this, one can focus on gene-expression and CNVs that are taken from the same tumor type as the empirical SLs. A model can then be constructed to predict tumor type specific SLs, which is valuable to overcome the challenges posed by inter-tumor heterogeneity in cancer treatments. Secondly, our model only considered gain or loss of gene function caused by CNVs and variations in gene expression. There are other mutations that can result in gain or loss of gene functions, such as mutations of miRNA\[[@pone.0125795.ref049], [@pone.0125795.ref050]\] and epigenetic mutations\[[@pone.0125795.ref051], [@pone.0125795.ref052]\]. When knowledge becomes available on how these other types of genomic variations affect gene function and genetic interactions, these mutations could also be taken into account. Thirdly, our model achieves a good prediction performance by a 10-fold cross validation. However, we note that the model is trained on a relative small number of available SL and nonSL pairs, which constraints a precise estimation of the model performance for genome-wide prediction. The performance can be better estimated in the future when more empirically measured SLs become available. Finally, it still remains to be seen to what extent these predicted SL interactions from cancer genomes are relevant to understand other diseases. For diseases where CNV or gene expression data are available, one can prioritize disease-associated SL interactions from our prediction list by selecting pairs that are co-lost in the disease.

Taken together, we systematically investigated and showed that SL interactions are reflected in genome evolution of cancer in various forms. Based on the unique patterns discovered in cancer genomics, we proposed a simple approach to identify SL, which strongly improves existing frameworks. We generated a unique SL interaction network in human at the genome-scale covering up to 591,000 pairs with a high estimated precision. In the light of medical genetics, this list is highly valuable in the search for anti-cancer drug targets and in understanding human diseases.
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