ABSTRACT. We shall use a Renormalization Group (RG) scheme in order to prove the classical KAM result in the case of a non-analytic perturbation (the latter will be assumed to have continuous derivatives up to a sufficiently large order). We shall proceed by solving a sequence of problems in which the perturbations are analytic approximations of the original one. We shall finally show that the sequence of the approximate solutions will converge to a differentiable solution of the original problem.
THE KAM PROBLEM
The first proof of the celebrated KAM theorem was presented by A.N. Kolmogorov in 1954 (see [17] ). The theorem shows that if one adds a small perturbation to an integrable hamiltonian system, not all the invariant tori that foliate the phase space of the integrable system get destroyed. In fact, provided the perturbation is small, most of the phase space of the perturbed system is still occupied by invariant (though "distorted") tori. Kolmogorov's result was later improved by V.I.Arnold [1, 2] and J.Moser [18, 19] , the latter being the first to prove the KAM theorem in the case of a C k perturbation.
The KAM theorem is strictly related to a well known perturbative series expansion, called the Lindsted Series, whose convergence had troubled mathematicians since Poincaré's time, we shall come back to it in the next section. Even though Kolmogorov's, Arnold's and Moser's work indirectly showed that the Lindstedt series is convergent for analytic perturbation, it was only in 1988 that Eliasson, in [9] proved it directly. By working on the series terms, Eliasson showed the mechanisms that underlies the compensations that happen inside the series. Such compensations are shown to counter the effect of the huge contributions arising among the series terms due to the repeated occurrence of small denominators. Later on, Gallavotti, Chierchia, Gentile et al., noticed that Eliasson's method could be performed using the same diagrams that physicists had been using since Feynman. Namely one can represent the Fourier coefficients X k (q) of the terms of the Taylor expansion of the formal solution k X k ε k (the Lindstetd series) by means of special Feynman diagrams:tree graphs, i.e. ones without loops. The coefficient X k (q) will be given by a sum running over all tree graphs with k vertices. The analogies between the methods used in Quantum Field Theory and Eliasson's proof of KAM were explained by the authors mentioned above in many influential papers (see for instance [7, 6, 13, 12, 11, 14] ), where the convergence of the Lindstedt series for an analytic perturbation is proven by using a multiscale analysis. One groups the "bad terms" (particular subgraphs called resonances, which will be responsible for contributions inside X k (q) of the order k! s for s > 1. ) that plague the Lindstedt series, into particular families inside which the diverging contributions compensate each other.
Finally J. Bricmont, K. Gawȩdzki and A. Kupiainen in [5] gave yet another proof of the KAM theorem by using the Renormalization Group (RG): here the small denominators are treated separately scale by scale, and the mechanism responsible for the compensations that make the Lindstedt series converge is shown to rely on a symmetry of the problem, expressed by certain identities that are well known in QFT: the so called Ward identities. Even though the Lindsted series converges only for analytic perturbations, the RG scheme used in [5] exploits a mechanism whose applicability is very general and not restricted to the convergence of such series. In the present paper, we use such mechanism in order to prove the classical KAM theorem in the case of a finitely many times differentiable perturbation, hence in a situation where the Lindsted series does not converge. In order to do that, and following Moser's original approach (see [18] ), we solve a series of approximate problems obtained by applying an ultraviolet cutoff to the perturbation. Furthermore the use of the Ward identities has to be slightly modified to fit the approximate scheme that we have to use due to the presence of a non-analytic perturbation. We shall see that our "modified identities", instead of implying that certain quantities vanish as in the original scheme [5] , will produce certain non zero terms which decay fast to zero and do not spoil the iteration.
THE HAMILTONIAN
We restrict ourselves to study the Hamiltonian function of a system of rotators with a perturbation depending only on the angles (the treatment of the general case, where the perturbation depends on the actions as well, provides only heavier notation without shedding any further light on the proof):
H(I, θ) = I 2 2 + λV (θ), (2. 1) where θ = (θ 1 , . . . , θ d ) ∈ T d are the angles describing the positions of the rotators and I = (I 1 , . . . , I d ) ∈ R d are the conjugated actions. It generates the equations of motion İ (t) = −λ∂ θ V (θ(t))
θ(t) = I(t). (2.2)
When λ = 0 the trajectories are bound to run on the invariant tori T ω := {(ω, θ) | θ ∈ T d } and take the simple form I(t) = ω ≡ I(0) θ(t) = θ 0 + ωt. When λ > 0 the perturbation is "turned on", and we are interested in investigating the persistence of invariant tori and quasi-periodic solutions of (2.1). We shall study such problem in the special case of a non-analytic perturbation V , the latter being assumed to be C ℓ+1 for a sufficiently large integer ℓ, whose size will be estimated later on. Namely the goal of this paper will be the proof of the following classical result: Theorem 1. Let H be the Hamiltonian (2.1), with a perturbation V such that its Fourier coefficients satisfy q |q| ℓ+1 |v(q)| ≤ C (i.e. ∂V ∈ C ℓ ), and fix a frequency ω satisfying the diophantine property
are mapped into the solutions of the equations of motion generated by H, and the trajectories read
running quasi-periodically on a d-dimensional invariant torus with frequency ω.
Plugging (2.6) into the equations of motion (2.2) we get a well known equation for X:
Trying to invert the operator D will lead us to deal with the infamous "small denominators": if we formally write the Fourier expression for D −1 , the latter has the form 1 (ω·q) , whose denominators can become arbitrarily small as q varies in Z d . As we shall see, a crucial role in controlling the size of such denominators will be played by the so-called Diophantine condition (2.4), which express the fact that ω cannot satisfy any resonance relation, not even approximately.
THE RG SCHEME
As we already mentioned above, the main inspiration for the scheme used in this paper (and for most of the main techniques used) has been [5] , however we are in debt to [7] and [24] for many fruitful ideas on how to adapt the proof to the case of a non-analytic perturbation, .
From now on, we shall work with Fourier transforms, denoting by lower case letter the Fourier transform of functions of θ, which will be denoted by capital letters:
In view of the discussion at the end of the previous section, let us define
Denote by G 0 the operator (−D 2 ) −1 acting on R d -valued functions on T d with zero average. In terms of Fourier transforms,
for q = 0 0 for q = 0; (3.3) and we can write (2.7) as the equations
where P projects out the constants:
Since we are not granted analyticity, we are not able to solve (3.4) by directly applying a renormalization scheme as in the case of an analytic perturbations (See for instance [5] ); we shall instead proceed by means of analytic aproximations, which we know how to treat. Let us set for j = 1, 2, . . . the constants γ j , α j ,ᾱ j as follows
where M will be a large constant that we shall fix at the end of the proof. We define the analytic approximations
is the so-called Dirichlet Kernel
With the latter setup, we get a sequence of "analytically" perturbed Hamiltonians:
givinge rise to a sequence of "analytic" problems
where
We shall first show how the renormalization scheme introduced in [5] can be employed to solve (3.9) for a fixed j, and then modify the scheme to deal with all the j's at once, and get a uniform upper bound for the coupling constant 0 < |λ|.
We shall start our RG scheme in the same fashion as in [5] , and decompose
where Γ 0 will effectively involve only the Fourier components with |ω · q| larger than O(1) and G 1 the ones with |ω · q| smaller than that. Now we see that, if we write
one is left with the new effective problem
In order to exploit inductively the renormalization procedure above, we notice that Eq. (3.13) is equivalent to the fixed point equation
so that setting
the discussion above translates into the claim
(see Eq. (3.12)-(3.14)). Thus (3.9) reduces to the claim (3.17) up to solving the easy large denominators problem (3.15) and up to replacing the maps W j 0 by W j 1 . Suppose now that after n − 1 inductive steps, the solution of Eq. (3.9) is given by
where Y must satisfy the equation
and G n−1 contains only the denominators |ω · q| ≤ O(η n ) where 0 < η ≪ 1 is fixed once for all. The next inductive step consists of decomposing G n−1 = G n + Γ n−1 where Γ n−1 involves |ω · q| of order η n and G n the ones smaller than that.
If we define the maps W j n (Y ) as the solutions of the fixed point equation
and set
we infer that F j n (Y ) is the solution of (3.9) if and only if Y = G n P W j n (Y ), completing the following inductive step. Finally it is easy to recover the inductive formulae
where Γ <n = n−1 k=0 Γ k . Using (3.22) and (3.23) we see that, if F j n (0) converges for n → ∞ to F j , we have
and taking the limit for n → ∞,
and F j is the solution of (3.9) we were looking for.
This scheme, applied directly to the map W j 0 , would provide an approximate solution to (3.9) for any fixed j, but that would not work, as either |λ| or the set of allowed frequencies (labeling the preserved invariant tori), could shrink to zero as j goes to infinity, making the procedure useless. Instead we shall show that, by applying the above scheme to a slightly modified map W j 0 , one can obtain a sequence of "modified" problems, the sum of whose solutions will converge to a C s solution of our original problem, for all s < ℓ 3 − d, provided ℓ is big enough and |λ| ≤ λ 0 ,.
We can assume inductively, as discussed earlier, that for |λ| ≤ λ 0 and k = 0, . . . j − 1 we have constructed real analytic functions X k (θ) such that
From now on we shall writeX :
We notice that if the fixed point equation
has a solution Y j , then X j ≡X + Y j , is the solution to (3.9) for k = j. Now we shall apply word by word the same scheme explained above, but to the map
So one gets exactly the same iterative equations for the new effective problems and for the relative maps, with the only difference that we shall get a solution to a slightly different problem. Without repeating the mechanism of the scheme, which was explained above, we write the fundamental iterative equations for the new maps: 
Once again we shall use (3.31) and (3.32) to see that, if F j n (0) converges for n → ∞ to F j , and get
whih taking the limit for n → ∞ will show that F j is the solution of (3.28).
SETUP AND PRELIMINARY RESULTS
4.1. Spaces. From now on, for q ∈ Z d we shall write |q| := d i=1 |q i | and we shall denotex ≡ x j−1 the inductive solution of the (j − 1)-th analytic problem that we introduced in section 3, that is
.
Recalling the definition (3.6), we write V j (θ) = q v j (q)e iq·θ by setting
We shall denote
and let H ∞ (B(r), H) denote the Banach space of analytic functions w : B(r) → H equipped with the supremum norm.
We shall assume inductively the following decay:
where M is as in (3.5) and ε → 0 when |λ| → 0. Notice that the latter bounds can be always assumed, see for instance [5] , Section 7.
From now on C, C 1 , C 2 , C 3 . . . will denote different constants which can vary from time to time. We can omit their dependence on the parameters when we think it is not important.
4.2.
A priori bounds for the approximate problems. For σ > 0, denote by Ξ σ the complex strip
clearly there exists a C > 0 such that for all j, the maps V j defined in (3.6) obey
The bound (4.7) implies the following
Lemma 2. Write the Taylor expansion
∂V j (θ +X(θ) + Y ) = ∞ n=0 1 n! V j n+1 (θ +X(θ))(Y, . . . , Y ). (4.8) For each |σ| < 1 4γ j , there exists b > 0, such that the coefficients V j n+1 (θ +X(θ)) belonging to the space of n-linear maps L(C d , . . . , C d ; C d ),
have Fourier coefficients that decay according to the following bound
Proof. First of all we notice that, if |Im ξ| ≤
using (4.5) for ε (i.e. |λ|) small enough; hence from the Cauchy estimates for analytic functions we get
and finally using Cauchy Theorem we have for all η ∈ R such that |η| ≤
(4.13) and taking η =
In view of the latter Lemma, let us introduce a translation τ β by a vector
The fixed-point equations, (3.29) and (3.31) may be written in the form
Remark 3. Note that, because of the definitions (3.27) and (4.15), one has
and the right hand side is not w
Similarly, the equations (3.30) and (3.32) translate in the Fourier space to the relations and furthermore, writing
we have
inserting the Fourier expansion of Y , we can compute , we use (4.10), the hypotheses on V of Theorem 1 and (3.5) to get
Then we choose |η| = 1 4γ j q |q| and use (4.28) to proceed as in Lemma 2 in order to get
Finally, in view of (4.22) we combine (4.23), (4.24), (4.25) and for ℓ large enough we obtain (4.21). This concludes the proof of the Lemma.
Cauchy Estimates.
Let h, h ′ be Banach spaces, we define H ∞ (h; h ′ ) as the space of analytic functions w : h → h ′ equipped with the supremum norm. We shall make use of the following Cauchy estimates throughout the paper:
Furthermore we shall also need the following estimate: let
THE CUTOFF AND N-DEPENDENT SPACES
To define the operators Γ n -that establishes our renormalization-we will divide the real axis in scales. We shall fix η ≪ 1 (once and for all) and introduce the so-called "standard mollifier" by
with the constant C chosen such that R hdx = 1. Now let us defineχ ∈ C ∞ (R) byχ
so that {q : Γ n−1 (q) = 0} = {η n+1 ≤ |ω · q| ≤ η n−1 }. The formulae coming from our renormalization scheme suggest us to define n-dependent norms and spaces. For n ≥ 2 we set the quotient space H −n := h/ −n ∼ , where h is the space of functions {w :
∼ is the equivalence relation in h defined by
We make H −n Banach spaces by endowing them with the norms
Remark 4. It might be useful to stress that when we shall write an equality w = w ′ between two elements of H −n , that means by definition w −n ∼ w ′ ; hence as functions over Z d , w and w ′ coincide only on the set {q : |ω · q| ≤ η n−1 } Next we consider the projection
and define the spaces
equipped with the norm inherited from H:
Note the natural embeddings for n ≥ 2:
We shall denote by B j n (r) the open ball in H n of radius r j . If we define the cutoff with "shifted kernel"
we can prove the following: Lemma 6. For i = 0, 1, 2 and |κ| ≤ η n , the cutoff functions obey the following estimates
Proof. The proof is trivial, since forκ = κ + ω · q we have, by definition,
and χ n−1 (κ) = 0 for |κ| ≤ η n−1 .
N-DEPENDENT BOUNDS
Our final goal is to show that the maps w j n and f j n exist for all j and n, provided λ is small enough in an n-independent way. For later purposes it will be useful to show first some simple n-dependent bounds. Such bounds are carried out quite easily in the next proposition: 
i.e. F is a contraction. It follows that (4.17) has a unique solution w j nβ in B j n satisfying the bound (6.1), which, besides, is analytic in λ and β.
Consider now for n ≥ 2 the map F ′ : 7.1. The identities. We shall prove in this section some properties of the maps w j n which will be essential in the proof of the main proposition. They will come into play when giving bounds for the diagonal part of the kernel of D w n (y), bounds that will show that compensations happen among the so-called resonances, the latter being the particular terms that make the convergence of the Lindstedt series (see Pag. 1) problematic. For the definition of "resonances" see [6, 9, 13, 12, 11]. We will prove some idientities which will be some sort of "modified Ward identities" (for the "standard" Ward identities used to prove the KAM theorem see [5] ) for the maps w j n that we constructed in Proposition 2. We will omit the indeces j, writing X =X, V = V j , V = V j−1 , W = W j and U = W j−1 , and the summations over repeated indeces will be understood. The basic identity reads
Once (7.1) is proven, we can transpose it into the Fourier space language:
Let us finally prove (7.1), starting with n = 0,
The first and the third term in the right hand side vanish, and by integrating the second and the fourth term by parts we get
, we get :
that is (7.1) for n = 0, since X(θ) = G 0 U 0 (X; θ). To prove the claim for n ≥ 1, we use the relation (3.31):
where (*) comes from (7.7), (**) from X = G 0 U 0 (X), finally (***) is obtained
which is obtained performing two integrations by parts and using the symmetry of Γ <n and G 0 ; the latter shows that the l.h.s. in (7.9) is equal to its opposite, hence it vanishes.
An interpolation of the linear term's kernel.
To use the identities we obtained in the last section (that we shall need later on) we have to introduce smooth interpolations of the kernels of the maps D w n , constructed in Proposition 2 for |λ| ≤ λ n . Such interpolations will prove essential in order to exhibit the compensations that occur inside the diagonal part of the kernel D w n (the so-called "resonances") . Differentiating (4.17) we get
with y n ≡ y + Γ <n w nβ (y).
(7.10)
We will show that the diagonal part of the kernel D w nβ (y; q, q) depends on q only through ω · q. In order to show this, for p ∈ Z d , let t p : L(H; H) → L(H; H) be the continuous automorphism that maps a ∈ L(H; H) into t p a ∈ L(H; H):
that is, t p shifts the kernel of the operator a by p. For n = 0 we have that t p D w
The latter observation and the definition (5.14) allow us to conclude that, applying t p to (7.10), we get
showing that t p D w j nβ (y) depends on p only through ω · p. Therefore we can define a smooth interpolation of t p D w j nβ (y) in the following way: denote π j 0β (y) = D w 0β (y) and define for n ≥ 1 and |κ| ≤ η n , The latter discussion implies that π j nβ (κ; y) is analytic for |λ| ≤ λ n , |Im β| <ᾱ j , y ∈ B(α 2 3 ℓ j r n ) ⊂ H, and C ∞ for |κ| ≤ η n with norm, say, 
THE MAIN PROPOSITION
To simplify the notations, we shall denote by B In fact the diophantine condition (2.4), forces the sum defining the norm to be taken over q such that |q| ≥ γ
ν , hence we can estimate
for ε = ε(d, γ, ν) and ℓ ≥ 12ν log η (r/2) + 3d. We shall show that G is a contraction in the ball ℓ j r n−δ for 0 ≤ δ < 1 and r j = r j (δ). Indeed, for y ∈ H n−1 such that y n−1 ≤ α 2 3 ℓ j r n−δ , we getỹ ∈ H n−1 with we omitted here the technical details of the estimate of P HP w j n−1 (0; q), which is obtained by expanding H in a Neumann series; such details are carried out at p. 26 in the estimate of the quantity (8.52). At this point the inequality (8.24), in view of (8.23), seems less than what we need to iterate (8.3), but in fact it is much more, as we need a bound only for |Im β| ≤ α (j;n) . For such β, using the estimate (8.23) we get for 0 < |ω · q| ≤ η n−1
From the definition (8.1) we can write α j,n−1 − α j,n = α j 2n(n+1) . It follows from (8.25) that for 0 < |ω · q| ≤ η n−1
for r small enough. Now, combining (8.24) and (8.27) we get the desired bound:
We can now iterate (8.4) for δ 2 w j n (y) = δ 2 u(y) (See (8.21) ). We already proved that for y n−1 ≤ α 2 3 ℓ j r n−δ we have u(y) −n+1 ≤ 2εα ℓ j r 3 2
(n−1) (see (8.14) ). We can apply the estimate (4.31) with k = 2 and γ = r δ , so that for y n ≤ α 
n , which concludes the inductive proof of (b).
Proof of (c)
. This is the part where the identities introduced in section 7.2 are needed. We will make use of the maps π nβ : B(r n j ) ⊂ H → L(H; H), constructed for |λ| ≤ λ n . In view of the embeddings (5.13) such maps can be viewed as
We shall show that they can be extended to |λ| ≤ λ 0 , and the bound (8.5) will be proven by 
Using the relation (7.18) we define
The relations (8.33) follow by simply applying t p to (8.38) and (8.40) . By the inductive hypotheses, for κ ∈ D n−1 and y ∈ B j.δ n , π j nβ (κ; y) ∈ L(H n ; H −n ) and it is an analytic function of its arguments. Hence, by induction, it coincides for |λ| ≤ λ n with the maps π nβ constructed in section 7.2. Note that 
In the same fashion one gets
From the latter Lemma, (8.40 ) and the inductive hypotheses we get the a priori bound
To prove (8.34) we note the identity (8.46) which, for y ∈ B j,δ n−1 yields 
To get (8.34) with i = 0, we restrict to y ∈ B j n and using (4.31) we extract
To get (8.34) with i = 1 we first obtain another a priori bound for y ∈ B j,δ n−1 by differentiating (8.47) with respect to κ and using (8.45 ) and the inductive hypotheses:
then we consider again the ball B j n to squeeze the correct estimate out:
The same procedure (establish an a priori bound, then restrict the domain of y's) yields (8.34) with i = 2.
Leaving the more difficult bound (8.35) for last, we can now iterate (8.36 ). In order to do that inductively, we write
. Using the inductive hypotheses it is not hard to show that
In order to estimate the first term in (8.52) we notice that it can be written as
where, again, π = π j (n−1)β (κ). The k-th term in the series reads (leaving the sums over repeated q j 's understood)
Using the inductive hypothesis again, and the diophantine condition (2.4), we get
for ℓ large enough and ε small enough. To obtain (*) we repeatedly used the estimate
for all |ω · q|, |ω · q ′ | ≤ η n−1 and q = q ′ , which is obtained by using the diophantine condition as in (8.6) and Minkowski inequality for the ℓ p spaces: f + g p ≤ f p + g p . Now combining (8.54) and (8.58) we get
Reasoning exactly in the same way we did at p. 22, we notice that the last bound holds for all |Im β| ≤ᾱ (j;n−1) , hence we can shift β, and making use of the diophantine property of ω (Cf. p.22) we get for |Im β| ≤ᾱ (j;n)
that is, (8.36) for i = 0. Without any difference one obtains (8.58) for ∂ κ ρ and ∂ 2 κ ρ, which combined with (8.54) and the diophantine condition on ω (see (8.60)-(8.61)) yields (8.36) for i = 1, 2.
To prove (8.35) we need to establish a Lemma that will follow from the discussion of section 7 as a consequence of the Ward identity (7.4)(the indices j are omitted and the upper indeces stand for the components): 
Using (7.17) we get
n (0; −q; 0), (8.66) using (7.4) the latter takes the form
The expression summed in the right hand side of (8.68) is odd in q, hence Z n vanishes, so, using Lemma 6 and (8.45), we have
for ε small enough.
Using (8.40) we write 1)β (κ;0) . Using the inductive hypotheses it is not difficult to show that
as R appears as a factor in both terms of (8.72).
We shall now describe a crucial property of K j n (κ): fixing n and |κ| ≤ η n , we have that K j m (κ; q) restricted to the set {q ∈ Z d : |ω · q| ≤ η n−1 }, is the identity for all m ≤ n − 2. In fact, for such κ's and q's, we have |ω · q + κ| ≤ η n−2 . On the other hand Γ m (κ) is supported on the set |ω · q + κ| ≥ η m , i.e. whenever η n−2 ≤ η m , we have Γ m (κ) = 0. Summarizing for m ≤ n − 2 and |κ| ≤ η n
So, for all m ≤ n − 2 and |κ| ≤ η n we have
In view of (8.74) we notice that "on the scale n", σ m stays almost constant until m = n − 2, in fact if we assume ∂ 2 σ They may be also viewed as analytic maps from B j n ⊂ H n to H. As such they may be analytically extended to |λ| ≤ λ 0 for n ≥ n 0 by iterated use of (4.19) if we recall the bound (8.19 ). The new maps are clearly bounded uniformly in n (e.g. by From the first Eq. in (9.7) we get y j n (q)| q=0 = 0 and from the second one using (7. 3) and (8.6) it follows By analyticity these relations have to hold also for |λ| ≤ λ 0 , so we can take the limit for n −→ ∞ in Eqs. (9.7) and infer that y j (0) = 0 , y j = G 0 w j 0 (q; y j ) for q = 0. (9.9) that is (4.5) for x j .
If we can show that x j converges for j → ∞ to some function x, we can take the limit for j → ∞ on both sides of (9.10) to obtain x(0) = 0 , x = G 0 w 0 (q; x) for q = 0 (9.12) which is the Fourier transformed version of (3.4). To conclude the proof of Theorem (1) we only have to show that for j → ∞, x j (q) → x(q), for all q = 0, with q∈Z d |q| s |x(q)| < ∞ (which implies X ∈ C s ). In order to do that, we define u j := x j − x 0 so that from the latter bound we get for s < which implies that X ∈ C s and proves Theorem 1.
