Structure from motion (SFM) is the problem of reconstructing the geometry of a scene from a stream of images. In this problem, the geometry of the scene must be inferred from images, along with the camera pose parameters. Bundle Adjustment (BA) is a refinement method used to improve SFM solutions. It consists in simultaneously improving a set of initial estimates for all parameters (structure and camera pose) by minimizing a global cost function. It is generally considered to be highly accurate, and so is typically used as a last refinement step in most current SFM methods. Unfortunately, estimating the pose of the camera from a stream of images is an ill-conditioned problem. We thus propose a BA adjustment formulation which does not involve solving for the camera orientations. We tested this approach on several real world models. The numerical results obtained show that this approach is much less affected by noise than traditional BA.
INTRODUCTION
Reconstructing the geometry of a 3D scene from a set of images is an important aspect of image processing, computer vision, and the simulation of 3D environments. A popular way to obtain the geometry of a scene is to acquire and process images obtained by a camera. The problem of reconstructing the 3D geometry of a scene from a set of pictures is called structure from motion (SFM) . An important case is when the external camera parameters are unknown (i.e. uncalibrated), since accurately measuring these requires a complex and expensive setup.
Unfortunately, SFM with an externally uncalibrated camera is a very difficult problem. Despite decades of research, a satisfying solution still has not been found. Why is SFM so difficult? One main reason is that when the external camera calibration is unknown, the problem of pose estimation is naturally embedded in SFM. The camera parameters constitute a nuisance because they negatively impact the robustness of the reconstruction. Indeed, it has been shown that estimating the pose of a camera is an ill-conditioned problem [1] . This is due to an inherent confusion between the camera position and the camera orientation which simply cannot be resolved based on the pictures alone, regardless of the solution scheme used. Consequently, numerical instabilities are observed in the reconstruction, since the geometric structure of a scene is linked to the camera pose estimates in a highly unstable manner.
The most popular solution available to improve the results of current SFM methods is called bundle adjustment (BA). BA is a refinement technique for SFM. It takes as input an imperfect solution for the camera pose and 3D position of features of the scene and This work was partly supported by NSF grant 0434398 refines this solution by minimizing a cost function based on the difference between the projection of the feature points and the tracked features on the images. But in this approach, the camera pose parameters are still being solved for, which leads to numerical instabilities.
In order to improve the numerical results of SFM, we thus propose a new formulation of BA which does not involve solving for the camera orientation. This formulation is obtained using a computational technique from invariant theory [2] which, under certain circumstances, can be used to eliminate variables from a set of equations [3] . By eliminating the camera orientation parameters from the standard SFM equations, we obtain a new set of SFM equations which does not involve any rotation matrix. This new set of equations naturally leads to the formulation of a rotation matrix free cost function to be minimized by BA. From a theoretical point of view, one naturally expects that eliminating the rotation matrices from the cost function will lead to better numerical results than standard BA. We demonstrate this experimentally using several real-world models.
PREVIOUS WORK
The BA method was first proposed by Brown in the context of photogrammetry [4] . It was later popularized in the computer vision community by Hartley [5] and Triggs et al. [6] . BA consists in solving for all the scene structure and the camera parameters simultaneously by minimizing a cost function equal to the sum of the squares of the distances between the reprojections of the 3D reconstructed points and the observed projections. The term bundle refers to the rays of light joining the camera centers and the scene points which are being adjusted to minimize the cost function. The minimization is performed numerically using a non-linear least squares method, which is typically chosen to be the Levenberg-Marquardt minimization algorithm. But since the number of variables to be optimized is enormous, this minimization is very costly. Fortunately, the problem exhibits a sparse structure which can be exploited to speed up the computations. BA methods which exploit this sparsity are called sparse bundle adjustment methods or SBA. Given a good initial guess, BA is highly accurate, much more so than any other SFM method currently available. So, in practice, BA is almost always applied to the results obtained with other methods, as a last refinement step. But as we mentioned previously, the numerical problems created by the need to estimate the pose are seen in this approach as well, since the camera pose parameters are an intrinsic part of the equations to be minimized. The idea of eliminating the camera pose parameters to improve numerical stability has been exploited in other contexts. For example, in some early work Tomasi and Shi [7] proposed some SFM equations where the camera orientation parameters do not appear by considering the camera rays. They used these equations to compute the direction of heading of the camera. Numerical experiments demonstrated the robustness of this approach. Similarly, Tomasi [8] 1-4244-0481-9/06/$20.00 C2006 IEEE described the image changes through the angles between the projection rays and showed how these can be used to reconstruct both structure and motion in a two-dimensional world. Immunity to noise of this method was also noted in experiments, although the results were observed to be critically dependent on camera calibration. More than ten years have passed since the publication of Tomasi and Shi's work and still no complete mathematical framework for SFM without camera parameters has been developed. Why has the idea of pose parameter elimination never been exploited to its full extent? In particular, why was a BA without camera pose parameters never proposed. This is probably due to the complexity of the problem of variable elimination. Indeed, algebraically eliminating variables from a set of equations is difficult, especially when the number of unknowns in the equations is high, as is the case here. In particular, we still have not been able to completely eliminate the camera pose parameters from the SFM equations, although this is the subject of ongoing research. However, Bazin and Boutin [3] recently suggested a simple procedure to algebraically remove the camera orientation parameters from the SFM equations. They also illustrated the use of their method in a few different settings. In the next section, we use a variation of their approach to obtain a camera orientation free formulation of SFM leading to a camera orientation free BA. Our SFM formulation is different than the ones originally proposed by Bazin Because of the presence of noise in the tracked feature measurements, it is impossible to solve these equations simultaneously for all i's and j's. All we can hope is to try to make the left-hand side of all these equations close to a vector of zeros. In BA, this is formulated as a least squares problem: one demands that the sum of the squares of all the left-hand side expressions (the cost function) be as close as possible to zero. The camera pose parameters are part of the cost function through the matrix Fj. In order to formulate a better cost function, we propose to eliminate at least part of the Fj matrix parameters from Equations 1. Since the most troublesome parameters are the rotation matrices (e.g. camera rotation errors have significant effect on the 3D position of distant points), we concentrate on eliminating these.
Eliminating parameters from the SFM equations is not straightforward, even though they are polynomial. Indeed, one could think that the symbolic elimination tools developed for the case of polynomial equations (e.g., Singular [9] ) would be well suited for eliminating the nuisance parameters in this case. Unfortunately, the set of equations we are dealing with is so big and involves so many variables that these programs cannot handle the size of the problem. Also, by restricting ourselves to polynomial functions, we are likely to end up with equations of a higher polynomial degree than we began with. Indeed, since division by a variable is not allowed, the more variables are eliminated, the more the degrees of the polynomials in the basis tend to increase. This approach to variable elimination thus has the undesired likely potential of increasing the complexity and the numerical instability of the problem.
In contrast with commutative algebraic approaches, the computational approaches developed in the context of differential geometry are not restricted to polynomial equations. The one we used to eliminate the camera orientation follows a systematic approach suggested in [3] . The idea is to view the problem of camera orientation elimination as a problem in invariant theory: the camera orientation parameters are seen as Lie group parameters acting on the other unknowns of the problems. To obtain a basis for all SFM equations which do not involve the camera orientation parameters, one simply needs to compute a basis for the invariants of this group action. This is accomplished by using a modem version of the moving frame method developed by Fels and Olver [2] . This method consists in finding an analytic expression for the group transformation g = p(x) which will map any given point x back into a pre-determined canonical position. The basis of invariants naturally appear in the coordinates of the point x transformed by p(x). Readers should refer to [10] for a more detailed, yet accessible introduction. Using this method, we obtained a set of equations equivalent to Equations 1, but which does not involve any rotation matrices. This set of equations forms a basis for all camera orientation free SFM equations, in the sense that any other SFM equation can be written (locally) as a function of these equations. This basis of equations can be expressed as The following experiments demonstrate that removing the camera feature points. They are also independent of the coordinate system orientation from the cost function leads to a BA which is less sensiused for the images. However, they are not invariant under a relative to variations in the initial guess than standard BA. Our numerbeling of the feature points, but relabeling invariant equations can ical experiments were done on streams of images with a set of feabe obtained by taking simple linear combinations of functions of the tures tracked using the Kanade-Lucas-Tomasi feature tracking packabove equations.
age [11] . Overall, we see a clear improvement of our method over
The only unknowns in these equations are the camera center traditional BA as the error in the initial guess increases.
positions for each picture C), j = 1, .. ., J, the 3D features poOur first test is to optimize the structure and motion of a capsitions Pi, for i = 1, ... , N, and the parameters 'yij, for all i, j, tured model. To be able to accurate quantify the methods, the chess-(which are related to the depth disparity values.) There are thus board dataset was captured with an in-house acquisition system us-3N + 3J + NJ unknowns. The number of non-trivial equations ing a mechanically tracked arm (Microscribe Arm G2LX manufacis 3J (N -1) . But the number of functionally independent equatured by Immersion Corp.) to obtain very precise measurements of tions is actually 3J(N -1) -6 (because of the invariance under the camera pose (fraction of a degree precision) and chess board rigid motion.) So for N and J big enough, we can attempt to solve position (millimeter precision) to be used as ground truth in this exthese equations, or a subset of these equations, numerically.
periment. A total of 48 images and 96 features were used in this
Starting from these equations, there are several ways to formuexample. These were divided into 16 groups of sextuplets seen on late a rotation free cost function to be minimized for BA. For exthree images. The cost function was minimized group by group. We ample, since the right-hand side of each equation is equal to zero, compared the 3D reconstruction error (using Euclidean norm) of our we could sum up the square of all the left-hand sides. But this approach with that of a publicly available sparse bundle adjustment would lead to a computationally intensive BA, as very many varimethod [12] , for various amounts of error in the initial guess. The ables would need to be optimized at the same time. However, the results are plotted in Figure 1 . The figure illustrates reconstruction sparse structure of the relationships between the variables could be error, a percentage of the model radius, as a function of randomlyused to obtain an SBA method with decreased complexity. This is added noise. The magnitude of the noise for camera center and point the subject of ongoing research. In our experiments, we used poestimates varies from 0 to 40% of the model diagonal and the magtentially less accurate but less computationally intensive methods.
nitude of the noise for camera rotation ranges from 0 to 12 degrees.
For example, we solved for the position of the 3D features by diThese results show that the cost function (4) leads to a better refineviding them into sextuplets of points and considering the projection ment than standard BA, as the error in the initial guess increases. of these six points onto three pictures. Assuming that the index of Figure 2 represents the performance of the cost function (5) the six points considered are i = 1, 2, 3, 4, 5, 6 and that the pictures compared to standard BA, for increasing amounts of error in the iniconsidered are j = 1, 2, 3, the cost function takes the form tial guess. The axis are similar to Figure 1 . The noise for point 3 6 E S [(Pi-C) (Pi -C) --ia kij]2 + estimates varies from 0 to 25% and the camera rotation ranges from
0 to 12 degrees. Again we used [12] to obtain the result of SBA but [(p, _Cj) the number of outliers is also a clear indication of the better quality of our reconstruction over standard BA. Here, outliers are defined as the reconstructed points which differ from the ground truth by more than 30% of the radius of the world space.
CONCLUSION
We proposed a basis of equations for formulating an improved BA cost function. These involve less unknowns than the ones used in the standard formulation of BA. More precisely, the camera orientation parameters, which are the most problematic parameters in SFM, have been eliminated by algebraic manipulation. Using these equations, we formulated a simple, rotation matrix free cost function for BA. We presented numerical experiments demonstrating that this cost function leads to a BA which is more resilient to errors in the initial guess than standard BA. The improvement in the result is clear, even when the optimization is performed locally on sextuplets of points and only considering three pictures at a time. Structureonly computations can be significantly accelerated by considering a modified cost function involving only pairs of points and six pictures at a time. By assuming the camera center estimate is correct (and ignoring any camera rotation estimates), the numerical results can be obtained very quickly. Even with this simplified approach, a better BA is obtained compared with the standard approach. We thus conclude that removing the camera orientation parameters from the cost function leads to a BA which is more robustness to errors in the initial guess. In future work, we will attempt to improve the numerical results obtained by performing a global optimization of all the points and all the pictures simultaneously, while taking advantage of the sparse structure of the problem to speed up the computations.
