ABSTRACT This paper considers the robust tracking problem of a unicycle type mobile robot, which is controlled remotely by an iterative learning controller over the wireless network. First, taking the effect of the channel noise into account, the nonlinear system model is formulated to describe the mobile robot controlled by a differential-type iterative learning controller. After that, the relation between the input error at the controller side and the channel noise is derived. Based on this relation, the norm of output error is derived and analyzed theoretically. The analysis reveals that the effect of channel noise is accumulated in both the iteration and time domains, and is ruled simultaneously by the sampling time in the nonlinear function of the system. Due to the sampling time that is far less than one, the accumulated effect of channel noise on the robustness of the system is suppressed significantly by the sampling time, which means that the mobile robot can track the desired trajectory without any processing. Finally, the simulation results are given to corroborate the theoretical analysis.
I. INTRODUCTION
Recently, networked control systems have gained much attention in industrial and academic fields [1] . Compared to traditional systems using wires to close the system, networked control systems have such advantages as reduced power requirement, system wiring and weight. Especially for the system controlled over wireless network remotely, the controller is separated from the system platform, which gives more flexibility in the design of system. However, the introduction of wireless network makes the system analysis and controller design more complex than traditional pointto-point transmission method caused by the unreliability of network. Data not only suffer delay and dropout, but also could be added on channel noise. Consequently, the effect The associate editor coordinating the review of this manuscript and approving it for publication was M. A. Hannan. of channel noise should be considered in wireless networked control systems (WNCSs).
In WNCSs, controller design is a challenging question to achieve desired tracking performance. Fortunately, for systems executing the same task periodically in a fixed time interval, iterative learning control (ILC) is an effective method to improve the tracking performance of these systems [2] . ILC employs information gained from previous iterations to update the input data for next trial. The output errors can converge to zero as iteration goes on with some given conditions. Robustness in ILC has been studied from a number of different perspectives such as stochastic noise [3] , initial input error [4] , [5] , monotonic convergence [6] , parameter optimization [7] , interval uncertainty [8] and others surveyed in [9] - [11] .
Clearly, when the ILC method is adopted in WNCSs, channel noise may affect the tracking performance of the system. Due to the measurement and input data are all transmitted over wireless network, there are two different types of channel noise: sensor-to-controller (SC) noise and controller-to-actuator (CA) noise. The former occurs when exchanging measurement data between the sensor and the controller, and involves itself in the learning process; the latter arises when exchanging input data between the controller and the actuator, and affects the convergence of output error directly.
Even though WNCSs have been the attractive research for the past years, it is still an open research area in ILC when it is implemented in wireless network setting, and few researches considering the unreliability of communication network appeared in recent times including data dropout and time delay. In [12] , when the system is subject to measurement data dropouts, Ahn et al. presented a mathematical formulation of robust ILC design, and used a Kalman filtering approach to design the learning gain such that the system eventually converges to a desired trajectory if there are not complete data dropouts, but the results were restricted to the case when the network from sensor to controller has dependency. In order to overcome this shortage, Ahn et al. [13] considered discrete time intermittent iterative learning controller with independent data dropouts. In [14] , Ahn et al. established mean square stability for the system when data are sent from the sensor to the iterative learning controller, and then derived a robust stability condition for a more general networked ILC problem with delays and dropouts in the input and measurement data. In [15] , Pan et al. analyzed the effect of one data dropout in sensor-to-controller side and controller-to-actuator side respectively, and made discussions on multiple data dropouts. In [16] , Liu et al. investigated the implementation of ILC in the remote control environment, and focused on compensation when both random data dropouts and delays occur between the plant output and the controller. Bu et al. [17] considered the issue of H − ∞ iterative learning controller design for a class of discrete time systems with data dropouts. The system was formulated as a linear discrete time stochastic system in the iteration domain using super-vector formulation, and then a sufficient condition was given to guarantee both stability of the ILC process and the desired H − ∞ performance. Bu et al. [18] considered the problem of controller design for network ILC systems. The design was transformed into the stabilization of a two dimensional stochastic system described by the Roesser model, and a sufficient condition for mean square asymptotic stability was established by means of a linear matrix inequality technique. Bu et al. [19] proposed a robust ILC design method for uncertain linear systems with time varying delays and random packet dropouts. Shen and Wang proposed a P-type control update algorithm in [20] for a SISO affine nonlinear system with random measurement data losses and unknown control direction, and proposed a simple P-type update law for both linear and nonlinear cases based on stochastic approximation [21] . Shen and Xu [22] first reviewed the recent progress on networked ILC systems in the presence of data dropouts. After that, a general framework was proposed for the convergence analysis of three different data dropout models.
However, all the aforementioned researches never consider applying ILC method over the wireless network, nor further study the effect of various unreliable factors introduced by wireless network on the convergence performance of ILC systems. Additionally, although problems of the ILC systems in presence of measurement noise and/or state disturbance have been addressed for several years [9] - [11] , it should be noted that the channel noise is different with the measurement noise or state disturbance because the former is introduced externally, whereas the latter is added internally [23] . Accordingly, the effect of channel noise would different with that of measurement noise or state disturbance on the robust convergence of ILC systems.
These two observations inspire us to research the problem continuously. Specially, in [24] , we analyzed the effect of channel noise on the convergence performance of a linear ILC system over the wireless network. The analysis revealed that the SC noise is accumulated only in iteration domain, whereas the CA noise is accumulated not only in iteration domain but also in time domain. Correspondingly, the accumulated channel noise has a significant effect on the robust convergence of output error. Based on a discovery that the contribution of the SC noise and the CA noise to the input error are all influenced by the learning gain, a method was proposed in [23] to improve the convergence performance of the ILC system through selecting the learning gain adaptively. Note that the super-vector formulation used in [24] to analyze the effect of channel noise on the ILC system fails when the system is nonlinear, so the result cannot be extended to the robot considered directly. In this paper, we continue to address the robust convergence problem of the ILC system with the effect of channel noise. In particular, this paper considers a class of mobile robots controlled remotely by an iterative learning method over the wireless network, and we make the following contributions:
• Based on the nonlinear system model, the upper bound of output error is derived. The expression reveals the bound becomes zero in the absence of channel noise; otherwise, channel noise would be accumulated in both iteration and time domains;
• Due to the CA noise and the SC noise are ruled by the sampling time and which is far less than one, the accumulated effect of channel noise on the robust path tracking performance of the mobile robot is suppressed significantly by the sampling time. The remainder of this paper is organized as follows. In the next section, a class of mobile robot systems controlled by an iterative learning method with the channel noise taken into account is formulated. In Section III, the robust path tracking performance of the mobile robot is analyzed theoretically. In this part, the relation between the input error at the controller side and the channel noise is derived first. After that, the upper bound of the input error, the state error and the output error are achieved successively, and some results are given to reveal the robust path tracking performance of the mobile robot with the effect of channel noise. In Section IV, simulation results are given to verify the correctness of theoretical analysis. Finally, some conclusions wrap up this paper in Section V. 
II. PROBLEM FORMULATION
A class of unicycle type mobile robots described in [25] are considered, the kinematic model of which is shown in Fig. 1 , and could be described using a nonlinear system model in discrete time domain as  x
where k indicates the number of iterations and t ∈ [0, T ] is the discrete time.
T is the robot input vector.x k (t) andŷ k (t) are generalized coordinates of the mobile robot in the Cartesian coordinates, θ k (t) is the orientation angle of the robot. v k (t) and ω k (t) are the linear and angular velocities of the robot. T is the sampling time. Using the robot state x k (t) and the robot input u k (t), the system model can be rewritten as
The ILC method is given by
where (t) is the learning gain bounded as (t) ≤ b , and
is the output error where y d (t) is the desired trajectory with a unique input u d (t) and can be given by
where x d (t) is the desired state. When the nonlinear robot system controlled remotely by an iterative learning controller over the wireless network, as illustrated in Fig. 2 , the input data u k (t) and the output data e k (t) need to be transmitted from the sensor to the controller and from the controller to the actuator over the wireless network respectively. Due to the unreliability of wireless network, the received input and output data would be distorted and noted asũ k (t) andẽ k (t) respectively. Then, the equation (2) and (3) should be rewritten as
Taking the SC channel noise n k (t) and the CA channel noise m k (t) into account, the received input and output data could be represented asũ
The channel noise introduced by the wireless network should be considered in the ILC systems. In next section, the robust convergence performance of output error with the effect of channel noise would be analyzed theoretically.
III. ROBUSTNESS ANALYSIS OF OUTPUT ERROR WITH THE EFFECT OF CHANNEL NOISE
In this section, the relation between the input error at the controller side and the channel noise is derived first. After that, the upper bound of input error, state error and output error are achieved successively employing α norm defined in [26] as z(·) α = sup k∈N z(k) (1/α) k for α ≥ 1. In order to facilitate the analysis, some assumptions are made first as follows:
Assumption 2: The nonlinear matrix function f (x k (t)) is globally Lipschitz in x k (t) on the finite period, or f ( Assumption 4: The channel noise m k (t) and n k (t) are both zero mean and uncorrelated, and bounded as max
where b m and b n are two positive constants. Based on these assumptions, the upper bound of output error could be given by the following theorem.
Theorem 1: Assuming that the nonlinear system described in (6) and (7) satisfies Assumptions 1 ∼ 4, if the condition VOLUME 7, 2019 I − (t)f (x k (t)) ≤ ρ < 1 is satisfied, the α norm of the output error is bounded and the upper bound of which is given by
Proof: According to (4) and (6), the state error could be expressed as
Taking norms on both sides of (11), it can be seen that
Let s = 1 + c f b u , then it follows from (12) that
Based on Assumption 1, (13) can be rewritten as
On other hand, from (7) and (9), the input error could be expressed as
Substituting (2) into (15), it can be seen that
From (8), we know δũ k (t) = δu k (t) − m k (t). Substituting the expression of δũ k (t) into (16) and taking norms on both sides of which gives
where
Substituting (14) into (17), it follows from (17) that
Multiplying both sides of (18) by (1/α) t , we have the α norm of the input error as
Taking α > max [1, s] , (19) could be rewritten as
Then (21) implies that
and hence
Choose α large enough so thatρ < 1, then the upper bound of the input error at the controller side can be expressed as
Next, the upper bound of the state error would be developed. Similarly, multiplying both sides of (24) by 1 α t to compute the α norm of the state error, we have
From (24) and (26), the upper bound of the state error is developed as
Finally, the upper bound of the output error would be archived. Subtracting (2) from (5) gives
Multiplying both sides of (28) by 1 α t to compute the α norm of output error yields
Substituting (27) into (29), the upper bound of output error is obtained as
This completes the proof.
Up to now, the α norm of output error is derived and shown in (30). From (30), it can be easily seen that in the absence of channel noise m k (t) and n k (t), the output error bound becomes zero. Otherwise, the channel noise m k (t) and n k (t) would be accumulated in both iteration and time domains. Specifically, in the first item at the right hand of (30), the expression 1 − (s/α) T −1 α − s means the introduced CA noise and SC noise are accumulated in time domain, and the expression 1/1 −ρ means the CA noise and the SC noise are also accumulated in iteration domain. As to the second item at the right hand of (30), the expression 1 − (s/α) T −1 /α − s means the CA noise introduced in the last iteration is accumulated in time domain.
Interestingly, the two accumulated items at the right hand of (30) are all ruled by b f , which is the upper bound of nonlinear function f (x k (t)) of the ILC system. Due to the function consists of the sampling time T and which is far less than one, the upper bound of function b f is also far less than one. Hence, although the CA noise and the SC noise are accumulated in both time and iteration domains, the convergence of output error is robust to the accumulated channel noise due to the accumulated channel noise is suppressed by the sampling time significantly.
IV. SIMULATIONS
In this section, some numerical examples are given to illustrate the correctness of theoretical analysis derived in the last section. The desired output trajectory is a semicircle and given by
The ILC method in (7) is used.
(
T , operation cycle T = 100, sampling time T = 0.01s, which means the mobile robot takes 1 second to complete one iteration. The channel noise m k (t) and n k (t) are normally distributed white random processes and uncorrelated for all k and t, the means of m k (t) and n k (t) are 0. Fig. 3 shows the desired trajectory and outputs in different iterations when channel noise variances are all 0.01. It can be easily seen that the output can track the desired trajectory accurately due to the CA noise and SC noise are all ruled by the sampling time and which is far less than one. That is to say, the convergence of the system is robust to the channel noise due to the existence of sampling time.
In order to further verify the suppression of sampling time on the accumulated channel noise, the two channel noise variances are increased from 0.01 to 0.2, and the mean of three variables in the state error vector including the abscissa error, the ordinate error and the angular error in each iterative operation were used to assess the robust convergence of the system. With the different channel noise variances, the convergences of three means are shown in Fig. 4-6 , respectively. From Fig. 4-6 , it can be easily seen that although the two channel noise variances are increased significantly, which only causes a little fluctuation on the convergence performance and the convergences of the three means are still guaranteed. That is to say, the convergence of ILC system is robust the increased channel noise variances. Additionally, the suppression of sampling time on the accumulated channel noise is further demonstrated through decreasing the sampling time from 0.01 to 0.001. With the different two sampling times, the convergences of the three means are shown in Fig. 7-9 , respectively. From Fig. 7-9 , it can be easily seen that the three means are all decreased significantly when the sampling time is decreased from 0.01 to 0.001, which verify the suppression of sampling time on the accumulated channel noise again from a different perspective.
V. CONLUSIONS
The robust path tracking performance of a unicycle type mobile robot is studied, which is controlled remotely by an iterative learning controller over the wireless network. Specifically, the effect of channel noise on the path tracking performance of the mobile robot is analyzed theoretically. Based on the nonlinear system model with the channel noise taken into account, the relation between the input error at the controller side and channel noise is obtained first, and then the norm of output error is derived. It can be easily seen that the upper bound of the norm is a function of upper bounds about nonlinear function and the channel noise, and the CA noise and the SC noise are accumulated in both time and iteration domains. The analysis also reveals that the CA noise and the SC noise are all ruled by the sampling time which lies in the nonlinear function. Due to the sampling time is far less than one, the effect of accumulated channel noise on the robust convergence of output error is suppressed by the sampling time greatly, which means the robot controlled by ILC method remotely with the effect of channel noise can track the desired path robustly without any processing. 
