Mathematical models of phase transitions in solids lead to the variational problem, minimize R W(Du)dx where W has a multi-well structure: W = 0 o n a multi-well set K and W > 0 otherwise. We study this problem in two dimensions in the case of equal determinant, i.e., for K = SO(2)U 1 : : : SO(2)U k or K = O(2)U 1 : : : O(2)U k for U 1 : : : U k 2 M 2 2 with det U i = , in three dimensions when the matrices U i are essentially twodimensional and also for K = SO(3)Û 1 : : : SO(3)Û k for U 1 : : : U k 2 M 3 3 with (adj U T i U i ) 33 = 2 which arises in the study of thin lms. HereÛ i denotes the (3 2)-matrix formed with the rst two columns of U i . W e c haracterize generalized convex hulls, including the quasiconvex hull, of these sets, prove existence of minimizers and identify conditions for the uniqueness of the minimizing Young measure. Finally, w e u s e t h e c haracterization of the quasiconvex hull to propose`approximate relaxed energies', quasiconvex functions which v anish on the quasiconvex hull of K and grow quadratically away f r o m it.
Introduction
Mathematical models for phase transitions in solids lead to the following variational problem (see BJ1] , BJ3]): Minimize I(u) = Z W(Du)dx (1.1) where u : R n ! R n is the deformation of an elastic body which occupies in an ideal unstressed con guration the domain . We assume that the stored energy density W is nonnegative and that the level set K = fW = 0 g is not empty. The principle of material frame indi erence and symmetry properties of the underlying material imply further structure of K. For many materials of interest, K has a multi-well structure, K = k i=1 SO(n)U i :
As a consequence, W fails to be quasiconvex and therefore the existence of minimizers cannot be obtained from the direct method in the calculus of variations based on sequential lower semicontinuity of the integral. However, the behaviour of the minimization problem is closely related to quasiconvex hull K qc of the set K: if we minimize I on all Sobolev functions which coincide with the a ne mapping u(x) = F x on @ , then the in mum of I is zero if and only if F belongs to the quasiconvex hull K qc of K (see e.g. S]).
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In this paper we characterize generalized convex hulls for multi-well problems in two and three dimensions in the case of equal determinant. More precisely, w e prove the following results (see Section 2 for the notation used below): Theorem 1.1. Let U = fU 1 : : : U k g M 2 2 sym where the matrices U i are positive de nite and satisfy det U i = > 0. i) Let K = S O ( 2 ) U 1 : : : SO(2)U k . Then K (2) = K lc = K rc = K qc = K pc .
Further, if U 1 : : : U n = U i 2 U : jU iẽ j 2 > max j6 =i jU jẽ j 2 for someẽ 2 S 1 then there exists a set E n = fe 1 : : : e n g S 1 such that any of these hulls is given by F : det F = jF e i j 2 max j=1 ::: n jU j e i j 2 i = 1 : : : n :
ii) Let K = O(2)U 1 : : : O(2)U k . Then K (3) = K lc = K rc = K qc = K pc and any of these hulls is given by fF 2 M 2 2 : j det Fj jF e j 2 max i=1 ::: k jU i ej 2 8e 2 S 1 g:
A similar result holds for the three dimensional case if the wells are essentially two dimensional. Theorem 1.2. Let U = fU 1 : : : U k g M 3 3 sym where the matrices U i are positive de nite and satisfy det U i = > 0. Assume that there exists > 0 and v 2 S 2 such that U i v = v for i = 1 : : : k . Let K = SO(3)U 1 : : : SO(3)U k . Then K (2) = K lc = K rc = K qc = K pc . Further, if U 1 : : : U n = U i 2 U : jU iẽ j 2 > max j6 =i jU jẽ j 2 for someẽ 2 S 2 then there exists a set E n = fe 1 : : : e n g S 2 such that any of these hulls is given by F : det F = F T F v = 2 v jF e i j 2 max j=1 ::: n jU j e i j 2 i = 1 : : : n :
Applications in the recently developed theory of thin lms LR, BhJ] m o t i v ate to consider the following set K: Theorem 1.3. Assume that U i 2 M 3 3 sym , i = 1 : : : k , are positive de nite with adj 33 U 2 i = 2 > 0 and that fe 1 e 2 e 3 g is the standard orthonormal basis in R 3 . Let K = SO(3)Û 1 : : : SO(3)Û k where SO(3)Û i = QÛ i = ( QU i e 1 Q U i e 2 ) : Q 2 SO(3) M 3 2 : Then K (3) = K lc = K rc = K qc = K pc and any of these hulls is given by F 2 M 3 2 : det(F T F) 2 jF e j 2 max i=1 ::: k jÛ i ej 2 8e 2 S 1 :
We use this characterization to propose`approximate relaxed energies' which may be useful for numerical computations. Minimizing sequences and minimizers of I develop complex oscillatory patterns and this makes numerical computations challenging. Computing with the relaxed energy I # ( w h i c h is obtained from I by replacing W with its quasiconvex envelope) is attractive. Many o f t h e numerical di culties do not arise, the in ma coincide, the minimizing sequences of I converge RELAXATION OF SOME MULTI{WELL PROBLEMS 3 to the minimizers of I # , and recently Ball, Kirchheim and Kristensen BKK] h a ve shown that under suitable growth hypotheses even the stresses associated with the minimizing sequences of I converge to those associated with the minimizers of I # . Unfortunately, the quasiconvex envelope of W is unknown. However, the practical interest lies in the behavior of the quasiconvex envelope near the set K qc . We use the characterization of this set to propose functions W which are quasiconvex, vanish on K qc and grow quadratically away f r o m K qc . In BD] we adapt the construction to t measured elastic moduli for various materials.
We illustrate our results with two examples: i) The two-well problem, which corresponds to an orthorhombic to monoclinic transformation and also arises under suitable assumptions in cubic to tetragonal or orthorhombic transformation, is described in Examples 3.4 and 4.4 (Example 3.4 recovers the results of Ball and James BJ3]). ii) The four-well problem which corresponds to a tetragonal to monoclinic transformation and also arises under suitable assumptions in some cubic to monoclinic transformations, is described in Examples 3.7, 4.5 7.3 and 8.3. M uller and Sver ak MS1], MS2] recently showed based on Gromov's idea of convex integration that there exist even Lipschitz continuous minimizers of I if F belongs to the interior of the rank-one convex hull of K and if K admits aǹ in{approximation' (see Section 6 below for the precise statement) Dacarogna and Marcellini DM1, DM2] have obtained similar existence results using the Baire's theorem. We show that the sets K qc in Theorems 1.1 and 1.3, but not in Theorem 1.2, admit such in{approximations.
The basic ideas behind the main results are simple, though the details are rather laborious. Two i d e n ti cations play a crucial role. First, K and consequently the quasiconvex hull K qc is invariant u n d e r (multiplication from the left by elements of) SO(2), O(2), and SO(3), respectively. So we can look at the image K qc c of K qc in the space of 2 2 positive semide nite symmetric matrices under the map F 7 ! F T F. In other words, we i d e n tify the set K qc c = fC 2 M 2 2 sym : det C 0 p C 2 K qc g with K qc . Second, we identify the space M 2 2 sym of symmetric 2 2 matrices with R 3 using components fC 11 C 22 p 2C 12 g. We use the p 2 i n the third component to preserve inner products. Positive semide nite symmetric matrices correspond to the (a ne) half cone fC : C 11 C 22 ; C 2 12 0 C 11 0 C 22 0g:
(1.2)
We now give a brief, non-technical discussion of our results. Under the assumptions in Theorem 1.1 i) it follows from the minors relation or the weak continuity of the minors that for any F 2 K qc and e 2 S 1 , det F = and jF e j 2 max i=1 ::: k jU i ej 2 . Therefore, K qc c A where A = fC 2 M 2 2 sym : det C = 2 he Cei max i=1 ::: k jU i ej 2 8 e 2 S 1 g: We n o w s h o w t h e c o n verse, A K qc c . In order to do so, let us look at this set A in some detail. Clearly the set of all positive de nite, symmetric matrices with det C = 2 describes a manifold (hyperboloid), while he Cei = de nes a plane in R 3 . Thus A is a subset of this manifold restricted by suitables planes (see Figure   1 ) . Let us elaborate. Figure 2 shows schematically the surface of the hyperboloid. For any direction e 2 S 1 and 2 R, the interesection of the hyperboloid with the plane he Cei = is a (quadratic) curve ; ( e ) w h i c h divides the hyperboloid into two p a r t s ( s e e l o wer left of Figure 2 ). Start with max i=1 ::: k jU i ej 2 and move the curve ( b y c hanging ) till it rst touches any of the matrices U 2 i . The set A is the set that is enclosed by similar curves for all e 2 S 1 . It turns out that if there are k matrices, only k curves are needed to de ne the boundary of A (of course this requires a hypothesis that prevents one of the matrices U 2 i to lie within the set A de ned using the others otherwise there may b e less than k curves). These k curves have the property that they pass through two p o i n ts U 2 i and U 2 j . Further, they are rank-one directions in the following sense: we can nd a n 2 R 2 such t h a t any C on this curve can be expressed as C = ( U i + ta n) T (U i + ta n) t 2 R: Therefore, we can obtain any point C on the segment of this curve between U 2 i and U 2 j by rank-one lamination and thus @A K qc c . Now pick a n y p o i n t D in the interior of A. There is a rank-one curve passing through D which always lies on the hyperboloid and extends o to in nity in both directions. Therefore, it must intersect @A at two p o i n ts, and we can obtain D through the lamination of these points. We t h us conclude that A K qc c . The result and proof of Theorem 1.2 are similar we use the minors relations to prove one inclusion and lift the constructions above to three dimensions to prove the other.
Let us now turn to part ii) of Theorem 1.1 where K consists of k copies of O(2).
The fundamental di erence between this and the former case can be seen in the special case k = 1. While K qc for K = SO(2) is trivial, i.e. K qc = SO(2) or K qc c = fIg, K qc for K = O(2) consists of the set of all short maps: K qc = fF : 0 1 (F T F) 2 (F T F) 1g where 1 2 are the eigenvalues so that K qc c = fC : C 11 C 22 ; C 2 12 0 (C 11 ; 1)(C 22 ; 1) ; C 2 12 0g:
The set K qc c is shown in Figure 3 and is obtained as the intersection of two b a c k-toback cones given by the two inequalities above, one with apex C = 0 and another with apex C = I. This is due to the fact that O(2) consists of two copies of SO (2) which h a ve remarkably many rank-one connections: any Q 2 O(2) n SO(2) is rankone connected to the identity matrix I. For k > 1, the set K qc c is obtained by combining Figures 1 and 3 , i.e., by composing the matrices in A with short maps. This set is shown in Figure 4 , and the boundary consists of A, the cone det C = 0 with apex at C = 0, the planes he Cei = m a x i=1 ::: k jU i ej 2 and portions of cones with apexes at U 2 1 : : : U 2 k . The proof is very similar to that of Theorem 1.1 i): we use the minors relation to nd bounds on K qc c and use lamination to show that these bounds are indeed optimal. Finally note that unlike p a r t i) where it is su cient t o use only a nite number of directions e to de ne the set K qc , i n p a r t ii) we n e e d a l l The set K qc c when K consists of k copies of SO(3)Û i , is described in Theorem 1.3, and is identical to the case when K consists of k copies of O(2).
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The paper is organized as follows. Section 2 collects preliminaries and basic lemmas which are used in the subsequent sections. We suggest that a reader omit it on rst reading coming back to it as and when necessary. Theorems 1.1-1.3 will be proven and illustrated with examples in Sections 3-5. Section 6 discusses existence of minimizers while we present in Section 7 uniqueness and non-uniqueness results for microstructures associated with minimizing sequences for the variational problem (1.1). In Section 8 we nally construct approximate relaxed energies.
Preliminaries
The generalized convex hulls we are concerned with in this paper are de ned as sublevel sets of functions with the corresponding convexity properties. f(F)dx 8' 2 W 1 1 0 (B(0 1) R 2 ) (whenever the integral on the left hand side exists). A su cient condition for quasiconvexity i s polyconvexity, i.e., there exists a convex function g : R 5 ! R such that f(F) = g(F det F). We now de ne for a given compact set K M 2 2 its rank-one convex hull K rc by K rc = fF 2 M 2 2 : f(F) inf K f for all f : M 2 2 ! R rank-one convex g:
The quasiconvex hull K qc , the polyconvex hull K pc and the convex hull K c are dened analogously. Finally we de ne the lamination convex hull K lc in the following way (see MS1]): Let K (0) = K and de ne K (i+1) = A + ( 1 ; )B : A B 2 K (i) rank(A ; B) = 1 2 (0 1) K (i) :
It follows that K lc K rc K qc K pc K c (2.2) (see, e.g., D], S]). We n o w i n troduce some notation that we frequently use. Given distinct matrices U 1 : : : U k 2 M 2 2 sym , w e let U = fU 1 : : : U k g:
We note that if det U i = > 0 f o r i = 1 : : : k then according to the polar decomposition theorem, U j 6 2 i6 =j SO(2)U i for j = 1 : : : k so that the SO(2) wells are disjoint. We often use m U (e) = maxfjU e j 2 : U 2 U g :
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We denote by e ? the unique unit vector orthogonal to e 2 S 1 with det(e e ? ) = 1 .
We collect in the next two lemmas well-known facts which will be useful throughout the paper. Lemma 2.1. Assume that C 1 , C 2 2 M 2 2 sym are positive semide nite, C 1 = F T 1 F 1 , C 2 = F T 2 F 2 . Let e 2 S 1 . Then the following four statements are e quivalent: i) there exist Q 2 SO(2) and a 2 R 2 such that QF 1 ; F 2 = a e ? ii) we have jF 1 ej 2 = jF 2 ej 2 iii) there exists a v 2 R 2 such that C 1 = C 2 + v e ? + e ? v iv) det(C 1 ; C 2 ) 0.
Moreover, the vector a in statement i) and the vector v in statement iii) are r elated by v = F T 2 a + 1 2 jaj 2 e ? . Finally, if det F 1 = det F 2 , t h e n a = F 2 e with 2 R. Proof: i) ) ii) : Assume that QF 1 = F 2 + a e ? . Then C 1 = (F T 2 + e ? a)(F 2 + a e ? ) = C 2 + F T 2 a e ? + e ? F T 2 a + jaj 2 e ? e ? and ii) follows immediately.
ii) ) iii) : L e t C = C 1 ;C 2 . Assume rst that rank( C) = 1 . Since C is symmetric, there exists a v 2 R 2 such that C = v v. By assumption he C e i = hv ei 2 = 0 and thus we o b t a i n iii) with v jj e ? .
Consider now the case rank( C) = 2 . Since the eigenvalues i of C satisfy 1 ( C) = m i n v2S 1 hv C v i < 0 < max v2S 1 hv C v i = 2 ( C) there exist 1 , 2 2 R n f 0g and orthonormal vectors v 1 , v 2 2 R 2 such that C = 2 2 v 2 v 2 ; 2 1 v 1 v 1 = 1 2 n ( 2 v 2 ; 1 v 1 ) ( 2 v 2 + 1 v 1 ) + ( 2 v 2 + 1 v 1 ) ( 2 v 2 ; 1 v 1 ) o : Clearly he v 1 i 6 = 0 and he v 2 i 6 = 0 (indeed, if he v 1 i = 0, then v 2 = ewith 2 f 1g and e C e= 2 2 6 = 0, a contradiction). This implies he v 2 i 2 = 2 1 2 2 he v 1 i 2 since fv 1 v 2 g is an orthonormal basis of R 2 we infer e = he v 1 i v 1 + he v 2 i v 2 = he v 1 i 2 ( 2 v 1 1 v 2 ) and e ? = he v 1 i 2 ( 1 v 1 + 2 v 2 ):
This proves iii) with v = 2 v 2 1 v 1 .
iii) ) ii) : This is obvious. ii) ) i) : By assumption jF 1 ej 2 = jF 2 ej 2 and we m a y c hoose Q 2 SO(2) such t h a t QF 1 e = F 2 e or (QF 1 ; F 2 )e = 0 . Thus QF 1 ; F 2 = a n is a matrix of rank one and from (QF 1 ; F 2 )e = hn eia = 0 w e deduce that we m a y c hoose n = e ? . ii) , iv) : This is also obvious from above ( t h e c haracterization of C).
The relation between a in statement i) and v in statement iii) follows by direct calculation. Finally, if det F 1 = det F 2 , then i) implies det F 1 = (det F 2 )(1 + hF ;1 2 a e ? i) a n d t h us a must be parallel to F 2 e. RELAXATION OF SOME MULTI{WELL PROBLEMS 9 Lemma 2.2. If C 1 C 2 2 M 2 2 sym , C 1 = F T 1 F 1 and C 2 = F T 2 F 2 are p ositive de nite with det C 1 = d e t C 2 , t h e n t h e r e e x i s t r otations Q i 2 SO(2) and vectors a i n i 2 R 2 , i = 1 2, such that n 1 and n 2 are n o t p arallel and Q i F 1 ; F 2 = a i n i . Moreover, j( Q 1 F 1 + ( 1 ; )F 2 )n ? 2 j 2 < jF 1 n ? 2 j 2 for 2 (0 1).
Proof: Denote by 1 2 and 1 2 the eigenvalues of C 1 and C 2 . Since by hypothesis det C 1 = det C 2 , or 1 2 = 1 2 , we may assume that 1 1 and 2 2 , o r min w2S 1 hw C 1 wi min w2S 1 hw C 2 wi and max w2S 1 hw C 1 wi max w2S 1 hw C 2 wi: Therefore, we can deduce from the continuity of the mappings w 7 ! h w C 1 wi and w 7 ! h w C 2 wi that there exists a w 1 such that hw 1 C 1 w 1 i = hw 1 C 2 w 1 i. By Lemma 2.1 there exist w 2 2 R 2 such t h a t C 1 = C 2 + w ? 1 w 2 + w 2 w ? 1 . The existence of the rank-one connections now f o l l o ws with n 1 = w ? 1 and n 2 = w 2 =jw 2 j from the equivalence i) , iii) in Lemma 2.1. The vectors w ? 1 and w 2 and consequently n 1 and n 2 are not parallel since det C 1 = det(C 2 + w ? 1 w ? 1 ) = (det C 2 )(1 + hw ? 1 C ;1 2 w ? 1 i) 6 = d e t C 2 in view of hw C ;1 2 wi ;1 2 > 0. The existence of the rank-one connections follows now w i t h n 1 = w ? 1 and n 2 = w 2 from the equivalence i) , iii) in Lemma 2.1.
To p r o ve the inequality, note that jF 1 n ? 2 j 2 = jQ 1 F 1 n ? 2 j 2 = jF 2 n ? 2 j 2 + 2 hn 1 n ? 2 ihF 2 n ? 2 a 1 i + ja 1 j 2 ; hn 1 n ? 2 i 2 :
By Lemma 2.1, jF 1 n ? 2 j 2 = jF 2 n ? 2 j 2 so that 2hn 1 n ? 2 ihF 2 n ? 2 a 1 i + ja 1 j 2 ; hn 1 n ? 2 i 2 = 0 :
Note that hn 1 n ? 2 i 6 = 0 since n 1 and n 2 are not parallel. Therefore, = ; < 0 where = 2 hn 1 n ? 2 ihF 2 n ? 2 a 1 i and = ja 1 j 2 hn 1 n ? 2 i. Finally a calculation shows that j( Q 1 F 1 + ( 1 ; )F 2 )n ? 2 j 2 < jF 1 n ? 2 j 2 () + 2 = (1 ; ) < 0 and we obtain the assertion of the lemma. Our characterization of the image of the generalized convex hulls in the three dimensional a ne space of symmetric matrices uses the following property of the intersection of the surface fC : C positive de nite det C = 2 g with the two dimensional hyperplanes h(C 11 C 22 p 2C 12 ) (e 2 1 e 2 2 p 2e 1 e 2 )i = 2 .
Lemma 2.3. Assume that e 2 S 1 and , 2 R, > 0. Then the set ;(e 2 ) = fF T F : ( d e t F) 2 = 2 jF e j 2 = 2 g R 3 is either empty or a smooth one-dimensional manifold which can be parametrized by t 7 ! F T t F t with F t = F(I + te e ? ) for any F 2 ;(e ). Proof: Let E = fF T F : det F 6 = 0 g R 3 and de ne : E ! R 2 by (X) = X 11 X 22 ; X 2 12 ; 2 e 2 1 X 11 + e 2 2 X 22 + 2 e 1 e 2 X 12 ; 2 :
It is easy to see that rank D = 2 o n E and thus ;1 (0) is a smooth one-dimensional manifold contained in E. Assume that ;(e ) 6 = and let F T 0 F 0 2 ;(e ). Any F T F 2 ;(e ) satis es jF e j 2 = jF 0 ej 2 and thus there exists by Lemma 2.1 an 2 R such t h a t F = F 0 (I + e e ? ). This proves the assertion of the lemma. Lemma 2.4. Suppose F 2 M 2 2 satis es i) jF e j 2 m U (e) for all e 2 S 1 , ii) there existẽ 2 S 1 and i 2 f 1 : : : k g such that jFẽj 2 = jU iẽ j 2 > m U n f Uig (ẽ). Then there exists an 2 R such that F T F = U 2 i ; 2ẽ? ẽ ? . Moreover, if det F = , then F = QU i for some Q 2 SO(2).
Proof: In view of Lemma 2.1 there exists a v 2 R 2 such t h a t F T F = U 2 i + v ẽ ? + e ? v. Let e = ( 1 + 2 ) ;1=2 (ẽ + ẽ ? ). By assumption we m a y c hoose " > 0 small enough such t h a t m U n f Uig (e ) < jF e j 2 j U i e j 2 for j j < " : Thus he (v ẽ ? + e ? v)e i = hv e ihẽ ? e i = p 1 + 2 hv e i 0:
We conclude p 1 + 2 hv e i = hẽ vi+ 2 hẽ ? v i 0 and this implies v = ẽ ? with 0. Thus F T F = U 2 i ; 2ẽ? ẽ ? . If det F = , t h e n 2 = 2 (1 ; 2 jU ;T iẽ ? j 2 ) and therefore = 0 . This implies the assertion of the lemma.
Lemma 2.5. Suppose there exists e 2 S 1 and 2 n k such that jU 1 ej 2 = : : : = jU n ej 2 = m U (e) > maxfjU i ej 2 : i = n + 1 : : : k g: Set e = ( 1 + 2 ) ;1=2 (e + e ? ). Then there e x i s t p q 2 f 1 : : : n g, p 6 = q and 0 > 0 such that the following three statements hold: i) m U (e ) = jU p e j 2 > m U n f Upg (e ) for ; 0 < < 0 ii) m U (e ) = jU q e j 2 > m U n f Uqg (e ) for 0 < < 0 iii) for all i 2 f 1 : : : n g we have U i 2 (SO(2)U p SO(2)U q ) (1) : Proof: It follows from the continuity of the mappings e 7 ! j U i ej 2 that there exists a 0 > 0 such that m U (e ) = max i=1 ::: n jU i e j 2 > max i=n+1 ::: k jU i e j 2 for j j < 0 : By Lemma 2.3 (with F = U 1 ) there exist t i 2 R, i = 1 : : : n , s u c h that U 2 i = U 2 1 + t i (U 2 1 e e ? + e ? U 2 1 e) + t 2 i jU 2 1 ej 2 e ? e ? : Relabeling the matrices if necessary, we may assume that t 1 = 0 and t i > 0 for i = 2 : : : n . Thus jU i e j 2 = jU 1 e j 2 + 2 t i p 1 + 2 jU 1 ej 2 + 2 1 + 2 (2t i he ? U 2 1 ei + t 2 i jU 2 1 ej 2 ): The conclusions i) and ii) follow w i t h t p = t 1 = 0 a n d t q = m a x i=2 ::: n t i (where we c hoose 0 su ciently small).
To p r o ve iii) we m a y assume that p = 1 , i = 2 and q = 3 (note that t 1 = 0 < t 2 < t 3 by construction of p and q). Let C(t) = G(t) T G(t) w i t h G(t) = U 1 (I + te e ? ). Then C(0) = U T 1 U 1 , C(t 1 ) = U T 2 U 2 , and C(t 2 ) = U T 3 U 3 . Let V i be the square root of C i . By the polar decomposition theorem there exist Q i , R i 2 SO(2), i = 1 2 3 such t h a t Q i V i = G(t i ) and Q i V i = R i U i . Let = t2 t3 . Then (1 ; )G(t 1 ) + G(t 3 ) = t 3 ; t 2 t 3 U 1 + t 2 t 3 U 1 (I + t 2 e e ? ) = G(t 2 ) and therefore (1 ; )R T
Lemma 2.6. Assume that U i 2 U and that there existsẽ 2 S 1 such that jU iẽ j 2 = m U (ẽ) > m U n f Uig (ẽ): Then there e x i s t s U j 2 U , i 6 = j, a n d e 2 S 1 such that jU i ej 2 = jU j ej 2 = m U (e).
Proof: Suppose the conclusion was wrong. Since jU i ej 2 = jU i (;e)j 2 we may assume that all vectors e 2 S 1 are given by e = e(') = (cos ' sin ') with ' 2 0 ). In particular the map ' 7 ! j U i e(')j 2 is a continuous, periodic map on 0 ]. By assumption either jU i e(')j 2 > m U n f Uig (e(')) or jU i e(')j 2 < m U n f Uig (e(')).
Since the latter case is excluded by assumption, we conclude that the former holds.
Choose any U k 2 U, U k 6 = U i . By Lemma 2.2 there exists t 2 R, e 2 S 1 and Q 2 SO(2) such t h a t QU i ; U k = tU k e e ? and jU i ej 2 = jU k ej 2 m U ( e). This violates our hypothesis and we deduce that there exists at least one e 2 S 1 and U j 2 U , U j 6 = U i such that jU i ej 2 = jU j ej 2 = m U (e). Lemma 2.7. Assume that U i U j 2 U, i 6 = j, and that there exists " > 0 and e 1 = ( c o s ' 1 sin ' 1 ) with ' 1 2 0 ) such that i) jU i e 1 j 2 = jU j e 1 j 2 = m U (e 1 ), ii) m U (e(')) = jU i e(')j 2 > m U n f Uig (e(')) for ' 1 < ' < ' 1 + ", iii) m U (e(')) = jU j e(')j 2 > m U n f Ujg (e(')) for ' 1 ; " < ' < ' 1 . Then there e x i s t s U m 2 U , m 6 = i, a n d e 2 2 S 1 not parallel to e 1 such that jU i e 2 j 2 = jU m e 2 j 2 = m U (e 2 ):
Proof: De nẽ ' 2 = m a x ' ' 1 : jU i e(')j 2 = m U (e(')) on ' 1 ' ] and let ' 2 =' 2 mod . By ii),' 2 > ' 1 and by iii) we conclude ' 2 6 = ' 1 . It follows that there exists > 0 s u c h t h a t m U (e(')) > jU i (e('))j 2 for ' 2 < ' < ' 2 + : The continuity of the mappings ' 7 ! j U k (e('))j 2 implies the assertion of the lemma.
3. The quasiconvex hull of SO(2)U 1 : : : SO(2)U k In this section we p r o ve p a r t i) in Theorem 1.1 and Theorem 1.2. We r s t p r o ve the following version of Theorem 1.1, which uses an in nite number of inequalities to de ne K qc . Proposition 3.1. Assume that fU 1 : : : U k g M 2 2 sym with U i positive de nite and det U i = > 0. Let K = SO(2)U 1 : : : SO(2)U k . Then K (2) = K lc = K rc = K qc = K pc and any of these hulls is given by F : det F = jF e j 2 max j=1 ::: n jU j ej 2 8e 2 S 1 :
We split the proof of this proposition into a series of lemmas. Let A = fF 2 M 2 2 : det F = jF e j 2 m U (e) 8e 2 S 1 g:
(3.1)
We will show that K pc A K (2) . This proves the theorem since by (2.2) K lc K pc .
Lemma 3.2. Suppose that the assumptions of Theorem 1.1 hold and that A is de ned by (3.1). Then K pc A . Proof: We construct a polyconvex function which v anishes on A and is positive elsewhere. Let t + = m a x ft 0g and de ne for 2 S 1 the function g : M 2 2 ! R by g (X) = ; jX j 2 ; m U ( ) + : Clearly g is convex since it is the composition of a convex, nondecreasing function a n d a c o n vex function.The supremum of convex functions is convex and therefore (X) = (det X ; ) 2 + sup
is the desired function.
The reverse inclusion A K (2) requires some preparation. Let B = fF : det F = jF e j 2 m U (e) 8 e 2 S 1 9ẽ : jFẽj 2 = m U (ẽ)g:
As a rst step we s h o w in the next lemma that B K (1) . Given U i U j , according to Lemma 2.2 there exists a Q 2 SO(2) and a e 2 R 2 such that QU j ;U i = a e ? .
Let ; i j (e jU i ej 2 ) = f(U j + a e ? ) T (U j + a e ? ) : 2 0 1 ] g R 3 denote the arc connecting U T i U i and U T j U j on the curve ; ( e jU i ej 2 ). Lemma 3.3. Assume that k 2. Let F 2 B and C = F T F. i) There exist e 2 S 1 , U p U q 2 U , p 6 = q, such that jU p ej 2 = jU q ej 2 = m U (e) and C 2 ; p q (e m U (e)). Moreover, we may choose p and q in such a way that there existẽ p ẽ q 2 S 1 such that m U (ẽ p ) = jU pẽp j 2 > m U n f Upg (ẽ p ) and m U (ẽ q ) = jU qẽq j 2 > m U n f Uqg (ẽ q ). ii) We have B K (1) . Proof: By de nition of B there exists at least one e 2 S 1 such that jF e j 2 = m U (e). If there exists an e such that m U (e) = jF e j 2 = jU i ej 2 > m U n f Uig (e) for some i 2 1 : : : n , then it follows from Lemma 2.4 that F = QU i with Q 2 SO (2) and thus i) follows from Lemma 2.6 and Lemma 2.5. Therefore, we m a y assume (relabeling the matrices if necessary) that there exists 2 n k such that jF e j 2 = jU 1 ej 2 = : : : = jU n ej 2 = m U (e) > max jU i ej 2 : i = n + 1 : : : k : Let p q 2 f 1 : : : n g, p 6 = q be the indices with the properties stated in Lemma 2.5. By Lemma 2.1, there exist Q 2 SO(2) 2 Rn f 0g such that QU q ;U p = U p e e ? .
Note that > 0: Indeed, by expansion and Lemma 2.5 with e = ( 1 + 2 ) ;1=2 (e + e ? ) w e obtain jU q e j 2 = jU p e j 2 + 2 1 + 2 jU p ej 2 + O( 2 ) < jU p e j 2 8 2 (; 0 0) and this proves the asserted inequality. By Lemma 2.3, F =Q(U p + s U p e e ? )
for someQ 2 SO(2) s 2 R, so that jF e j 2 = jU p e j 2 + 2 s 1 + 2 jU p ej 2 + O( 2 ): Since F 2 B we h a ve jF e j 2 m U (e ) = jU p e j 2 for ; 0 < < 0, and we conclude that s 0. Similarly, jF e j 2 j U q e j 2 for 0 < < 0 and therefore jU p e j 2 + 2 s 1 + 2 jU p ej 2 + O( 2 ) j U p e j 2 + 2 1 + 2 jU p ej 2 + O ( 2 ) and we conclude that s 1. This proves i). Finally ii) follows from the observation that F 2 M 2 2 : det F = F T F 2 ; p q (e m U (e)) ; SO(2)U p SO(2)U q (1) using the de nition of B.
We are now in a position to prove p a r t i) in Proposition 3.1.
Proof of Proposition 3.1: In view of Lemma 3.2 it remains to show that A K (2) K lc . By Lemma 3.3 we h a ve B K (1) K (2) . Assume now that F 2 A n B . Fix any e 2 S 1 and let F t = F(I + te e ? ) a n d C(t) = F T t F t = F T F + t ; F T F e e ? + e ? F T F e + t 2 jF e j 2 e ? e ? :
Since F e 6 = 0 w e conclude jC(t)j 2 ! 1 for t ! 1 and therefore t + = supft > 0 : jF s ej 2 < m U (e) 8e 2 S 1 8s 2 0 t ]g t ; = infft < 0 : jF s ej 2 < m U (e) 8e 2 S 1 8s 2 0 t ]g are well-de ned and ;1 < t ; < 0 < t + < 1. By construction F T F is contained in the arc connecting C + and C ; on the curve ; ( e jF e j 2 ). Let V be the square root of C . Then F 2 (SO(2)V + SO(2)V ; ) (1) and since V 2 B K (1) we conclude A K (2) . This proves the proposition.
The quasiconvex hull of two martensitic wells in two dimensions with equal determinant > 0 w as rst obtained by Ball and James BJ3] . We recover their result as a special case in Proposition 3.1.
Example 3.4. (The two-well problem) Assume that det U 1 = det U 2 = > 0, SO(2)U 1 6 = SO(2)U 2 , and let K = SO(2)U 1 SO(2)U 2 . Then there exist two vectors e 1 , e 2 such that K qc = F 2 M 2 2 : det F = jF e i j 2 maxfjU 1 e i j 2 jU 2 e i j 2 g i = 1 2 :
It is easy to see that for k = 2 there exist exactly two rank-one connections between the wells SO(2)U 1 and SO(2)U 2 , i.e. there exist Q i 2 SO(2) and a i e i 2 R 2 such t h a t Q i U 1 ; U 2 = a i e ? i . Let U = fU 1 U 2 g and A = F 2 M 2 2 : det F = jF e i j 2 m U (e i ) i = 1 2 : We have to show that F 2 A implies jF e j 2 m U (e) for all e 2 S 1 . Assume the contrary. Then there exists an e 2 S 1 such that jF e j 2 > m U (e). Assume rst that jF e 1 j 2 = m U (e 1 ) (the case that this equality holds for e 2 is similar). There exist t 0 2 R and Q 1 2 SO(2) such that F ; Q 1 U 1 = t 0 Q 1 U 1 e 1 e ? 1 . Let F(t) = Q 1 U 1 + tQ 1 U 1 e 1 e ? 1 . By assumption there exist t 2 2 R and Q 2 2 SO(2) such that F(t 2 ) = Q 2 U 2 . Since g(t) = jF(t)e 2 j 2 > 0 is a quadratic function with g(0) = g(t 2 ) g(t 0 ) we conclude t 2 t 0 0 or 0 t 0 t 2 . This shows that F = Q 1 U 1 + ( 1 ; )Q 2 U 2 with Q 1 , Q 2 2 SO(2) and 2 0 1 ] . Thus m U (e) < jF e j 2 jU 1 ej 2 + ( 1 ; )jU 2 ej 2 m U (e) and we conclude jF e j 2 = m U (e), a contradiction. Thus we m a y assume that jF e i j < m U (e i ) for i = 1 2. Let F t = F + tFe e ? . Then det F t = and jF t e i j 2 = jF e i + the i e ? iF e j 2 : Since e 1 and e 2 are linearly independent, he i e ? i 6 = 0 for at least one of the two indices and we m a y c hoose s > 0 s u c h t h a t jF s e 1 j 2 = m U (e 1 ) a n d jF s e 2 j 2 m U (e 2 ) (or vice versa). Clearly F s 2 A and it follows as above that jF s ej 2 = jF e j 2 = m U (e), a contradiction. See Figure 5 for a sketch of the set where U 1 and U 2 are diagonal.
Conversely, any setK on the hyperboloid fX = F T F : det F = g which is boundedby t wo arcs of the form above can be described bỹ K = fF T F : F 2 ; SO(2)U 1 \ SO(2)U 2 qc g:
We n o w turn to the proof of part i) of Theorem 1.1 which s a ys that the generalized convex hulls are always described by a nite numberofvectors as in Example 3.4. The next rather technical lemmas are the main ingredient in the proof. Let U = U i 2 U : jU iẽ j 2 > m U n f Uig (ẽ) for someẽ 2 S 1 :
Relabeling the matrices if necessary we m a y assume that U = U 1 : : : U n : RELAXATION OF SOME MULTI{WELL PROBLEMS 15 Lemma 3.5. Let U andŨ be de ned a s a b ove. Then
Proof: In view of Proposition 3.1 we only have t o s h o w that jU i ej 2 mŨ(e) f o r all e 2 S 1 . It su ces to show this for U k . Assume that there exists an e 2 S 1 such that jU k ej 2 > m U (e). Relabeling the matrices (if necessary) we m a y assume that there exists an`2 f n+ 1 : : : k g such that jU i ej 2 j U k ej 2 > m U (e) for i =` : : : k and jU i ej 2 < jU k ej 2 for i = n + 1 : : : + 1 . If k =`then jU k ej 2 > m U n f U k g , contradicting U k 2 U nŨ. We obtain the same contradiction if there exists an i 2 f` : : : k g such that jU i ej 2 > maxfjU j ej 2 j =` : : : k j 6 = ig. Thus we may assume (relabeling again the matrices, if necessary) that U` : : : U k 2 U ñ U satisfy jU`ej 2 = : : : = jU k ej 2 > m fU1 ::: U l;1 g (e)
with`< k. In this situation it follows from Lemma 2.5 i) that there exists a p 2 f : : : k g and an e 2 S 1 such that jU p e j 2 > m U n f Upg (e ) contradicting the assumption U p 2 U ñ U. This proves the assertion of the Lemma.
Lemma 3.6. Assume that n 2. The setŨ has the following properties: i) If e 2 S 1 and U i U j 2Ũ, i 6 = j, such that jU i ej 2 = jU j ej 2 = m U (e), then jU`ej 2 < m U (e) for all`2 f 1 : : : n g n f i jg. ii) For all U i 2Ũ there exist exactly two matrices U i1 , U i2 2Ũ, i 6 2 f i 1 i 2 g and exactly two non parallel vectors e 1 e 2 2 S 1 such that jU i e j j 2 = jU ij e j j 2 = m U (e j ) for j = 1 2 and ; i ij (e j m U (e j )) f F T F : F 2 B g .
iii) Assume that ;`(e` m U (e`) ) = ; i` j`( e` m U (e`)),`= 1 2, a r e two of the arcs constructed in ii) and let ;`= ; n f U T i`U i` U T j`U j`g . Then ; 1 \ ; 2 = . iv) For each F 2 B there e x i s t U i U j 2Ũ, i 6 = j, a n d e 2 S 1 such that jU i ej 2 = jU j ej 2 = jF e j 2 = m U (e) and F T F 2 ; i j (e m U (e)) f G T G : G 2 B g .
Proof: We r s t p r o ve i), iii) and iv) and then ii).
i) Assume that there are three distinct matrices U i U j Ù 2Ũ such that jU i ej 2 = jU j ej 2 = jU`ej 2 = m U (e). By Lemma 2.5 there exists 2 f i j ` g and Q , Q 2 SO(2), 2 (0 1) such t h a t U = Q U + ( 1 ; )Q U where f g = fi j lg. Since U 2Ũ there existsẽ 2 S 1 such that jU ẽj 2 = m U (ẽ) > m U n f U g (ẽ). Then m U (ẽ) = jU ẽj 2 jU ẽj 2 + ( 1 ; )jU ẽj 2 m U (ẽ) and therefore jU ẽj 2 = jU ẽj 2 = m U (ẽ). This contradicts the assumption and we conclude U 6 2Ũ.
iii) Assume that F T F 2 ; 1 \ ; 2 . By construction there exist Q i Q j 2 SO(2) and 2 (0 1) such t h a t Q i U i2 + ( 1 ; )Q j U j2 = F. By assumption m U (e 1 ) = jF e 1 j 2 jU i2 e 1 j 2 + ( 1 ; )jU j2 e 1 j 2 m U (e 1 ) and thus jU i1 e 1 j 2 = jU j1 e 1 j 2 = jU i2 e 1 j 2 = jU j2 e 1 j 2 = m U (e 1 ):
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Otherwise we c o n c l u d e b y Lemma 2.2 that e 1 and e 2 are not parallel and that there exist a 1 , a 2 2 R 2 , Q 1 , Q 2 2 SO(2) such t h a t Q 1 U i ; U j = a 1 e ? 1 Q 2 U i ; U j = a 2 e ? 2 where we write U i and U j instead of U i`a nd U j`. Let F = U j + a 1 e ? 1 . In order to show that the arcs ; i j (e 1 m U (e 1 )) and ; i j (e 2 m U (e 2 )) do not intersect, it su ces to show that jF e 2 j 2 < m U (e 2 ) for 2 (0 1). For = 1 w e obtain jQ 1 U i e 2 j 2 = jU j e 2 j 2 + 2 he ? 1 e 2 ihU j e 2 a 1 i + he ? 1 e 2 i 2 ja 1 j 2 = 0 and thus by assumption 2he ? 1 e 2 ihU j e 2 a 1 i + he ? 1 e 2 i 2 ja 1 j 2 = 0 : Therefore = 2he ? 1 e 2 ihU j e 2 a 1 i < 0 and = he ? 1 e 2 i 2 ja 1 j 2 > 0 (note that he ? 1 e 2 i 6 = 0 since e 1 and e 2 are not parallel). Since jF e 2 j 2 < m U (e 2 ) if and only if + 2 = (1 ; ) < 0, we obtain the assertion. iv) This follows from Lemma 3.3.
ii) This is easy for n = 2 since there are exactly two rank-one connections between the wells. Thus we may assume that n 3. Fix U i . By Lemma 2.6 combined with Lemma 2.5 there exists at least one e 1 2 S 1 and U j 2Ũ, i 6 = j, s u c h that jU i e 1 j 2 = jU j e 1 j 2 = m U (e 1 ). In view of Step 1 we obtain jU`e 1 j 2 < m U (e 1 ) for`6 2 fi jg and it follows from Lemma 2.5 that the assumptions ii) and iii) in Lemma 2.7 are satis ed for some " > 0. We conclude that there exist at least two linearly independent v ectors e 1 , e 2 2 S 1 such t h a t jU i e 1 j 2 = jU j e 1 j 2 = m U (e 1 ) a n d jU i e 2 j 2 = jU`e 2 j 2 = m U (e 2 ) with U j Ù 2Ũ and`6 = i.
Assume now t h a t jU ij e j j 2 = jU i e j j 2 = m U (e j ) for j = 1 2 3, where no two o f the vectors e j are parallel and i 6 2 f i 1 i 2 i 3 g. If i 1 = i 2 = i 3 , t h e n i t i s e a s y t o s e e that U i = QU i1 with Q 2 SO(2), violating the general assumptions onŨ. Thus we may assume that i 1 6 = i 2 . If i 1 6 = i 2 = i 3 then we de ne V = fU i2 U i g and A = F 2 M 2 2 : det F = jF e j j 2 m V (e ij ) j = 2 3 : It follows from i) that U i1 2 A and we conclude with the same arguments as in Example 3.4 that U i1 2 ; SO(2)U i SO(2)U i2 qc :
By de nition ofŨ there exists anẽ 2 S 1 such t h a t jU i1ẽ j 2 = m U (ẽ) > m U n Ui 1 (ẽ).
However, by Example 3.4, m U (ẽ) = jU i1ẽ j 2 max jU iẽ j 2 jU i2ẽ j 2 m U (ẽ): This is a contradiction. Finally assume that i j 6 = i`for j 6 =`. The curves ;(e j jU i e j j 2 ) are the boundary of the regions jU i e j j 2 > m U (e j ) and jU i e j j 2 < m U (e j ) and using the ideas in the proof of iii) we see that they intersect only at U i . Thus each of these regions consists of just one connected component. Consider now the curve ;(e 1 m U (e 1 )). Then U i2 and U i3 must lie in the connected component fC = F T F : det C = 2 jF e 1 j 2 < m U (e 1 )g. Assume that the angle between the curves ;(e 1 m U (e 1 )) and ;(e 2 m U (e 2 )) is smaller than the angle between ;(e 1 m U (e 1 )) and ;(e 3 m U (e 3 )). Since jU i e 1 j 2 = jU i2 e 2 j 2 = m U (e 2 ) we conclude jU i1 e 2 j 2 < m U (e 2 ) and thus jU i3 e 2 j 2 > m U (e 2 ), a contradiction. This proves assertion ii) of the lemma.
With this information at hand we can prove p a r t i) in Theorem 1.1.
Proof of part i) of Theorem 1.1: Consider the graph G = G(N E) where N =Ũ is the set of nodes and E is the set of edges which contains an edge connecting U i and U j if and only if there exists an arc ; i j (e ij m(e ij )) with the properties in Lemma 3.6. Thus there is a one-to-one correspondence of arcs in B and edges in E and it follows from Lemma 3.6 that G is a graph of degree two (i.e. each n o d e is contained in exactly two edges). It is easy to see that G must consist of disjoint cycles. By Lemma 3.6 the arcs ; ij corresponding to the edges in the cycles do not intersect and therefore each of these cycles can be interpreted as a closed curve o n the hyperboloid fdet C = 2 g R 3 . It is easy to see that the set A is connected and therefore G must consist of a single cycle. It follows that E contains exactly n edges. Let E n be the set of normals e ij which de ne to arcs ; ij corresponding to the edges in E. By Lemma 3.6, B is the union of these arcs and therefore K qc is de ned by k inequalities. This proves the assertion of the theorem. = fF T F : F 2 K qc g and the rank-one connections de ning the boundaries on the manifold fdet C = ( d e t U 1 ) 2 g.
We nally prove Theorem 1.2. Proof of Theorem 1.2: Let A = fF 2 M 3 3 : det F = F T F v = 2 v jF e j 2 max i=1 ::: k jU i ej 2 8e 2 S 2 g: We r s t s h o w t h a t K pc A by constructing a polyconvex function which v anishes on A and is positive elsewhere. This generalizes the construction in BJ4] for the two-well problem. For 2 S 2 let g : M 3 3 ! R be de ned by g (X) = ; jX j 2 ; m U ( ) + and let (X) = (det X ; ) 2 + sup 2S 2 g (X) + ; jF v j 2 ; 2 + + ; j cof F v j 2 ; 2 2 + : We h a ve to show t h a t ( X) = 0 implies F T F v = 2 v. Since cof F = (det F)F ;T it follows from (X) = 0 that jF v j 2 2 and j cof F v j 2 2 2 , j F ;T vj 2 1 2 :
18 KAUSHIK BHATTACHARYA AND GEORG DOLZMANN Then ( 1 F)(v ; 2 F ;1 F ;T v) = 1 F v ; F ;T v 2 = 1 2 jF v j 2 + 2 jF ;T vj 2 ; 2 0 and since det F = > 0 we conclude v ; 2 F ;1 F ;T v = 0. This implies the assertion.
We n o w s h o w t h a t A K (2) . We will reduce the necessary constructions to the two-dimensional situation in Theorem 1.1. Let F 2 A . By the polar decomposition theorem we h a ve F = RU 0 with R 2 SO(3) and U 0 symmetric and positive de nite.
Thus the matrices U i , i = 0 : : : k , h a ve as common eigenvalue with corresponding eigenvector v. Choose an orthonormal basis fv 1 v 2 v 3 = vg and let Q be the rotation with columns v i . Then Q T U i Q = Û i 0 0 withÛ i 2 M 2 2 sym , d e t U i = = . LetÛ = fÛ 1 : : : Û k g. Now de ne^ : R 3 ! R 2 bŷ (u) = ( u 1 u 2 ) a n d 3 : R 3 ! R by 3 (u) = u 3 for u 2 R 3 . For e 2 S 2 we h a ve jF e j 2 = jRU 0 ej 2 = jQ T U 0 QQ T ej 2 = jÛ 0^ (Q T e)j 2 + 2 j 3 (Q T e)j 2 m U (e) = max i=1 ::: k jÛ i^ (Q T e)j 2 + 2 j 3 (Q T e)j 2 : If we c hoose e such that^ (Q T e) 2 S 1 then we obtain jÛ 0 ej 2 mÛ(e) 8e 2 S 1 : In this section we prove p a r t ii) of Theorem 1.1. We split the proof into a series of lemmas. As before let U = fU 1 : : : U k g and A = fF 2 M 2 2 : j det Fj jF e j 2 m U (e) 8e 2 S 1 g:
(4.1)
We will show that K pc A K (3) . This proves the theorem since by (2.2) K lc K pc . We prove rst the inclusion K pc A by constructing a polyconvex function which v anishes exactly on A and is positive elsewhere. Lemma 4.1. Suppose the assumptions of Theorem 1.1 hold and A is de ned by (4.1). Then K pc A .
Proof: The proof is similar to Lemma 3.2. Let (X) = ( j det Xj ; ) + + sup 2S 1 g (X):
Since t 7 ! (jtj ; ) + is a convex function, is a polyconvex function that vanishes on A and is positive elsewhere. The assertion follows now from the de nition of the polyconvex hull.
The inclusion A K (3) requires some more work. We p r o ve rst two auxiliary results.
Lemma 4.2. If F G2 M 2 2 satisfy F T F = G T G ; G T e G T e for some 2 0 1] and some e 2 S 1 , t h e n F 2 (O(2)G) (1) : Proof: Since 2 0 1], there exists 2 0 1] such t h a t = 4 (1 ; ) s o t h a t F T F = G T G ; 4 (1 ; )G T e G T e = ( G ; 2 e G T e) T (G ; 2 e G T e): Therefore, jF v j 2 = j(G ; 2 e G T e)vj 2 for all v 2 S 1 and we conclude that there existsQ 2 O(2) such that F =Q(G ; 2 e G T e): If we de ne Q = I ; 2e e 2 O(2), then F =Q( QG + ( 1 ; )G) and QG ; G = ;2e G T e and this proves the lemma. For the statement of the next lemma it is useful to introduce some notation: Let B = fF : j det Fj jF e j 2 m U (e) 8 e 2 S 1 9ẽ : jFẽj 2 = m U (ẽ)g i e ? j 2 S 1 and~ = jU ;T i e ? j 2 2 (0 1]. ii) There exists a unique (up to the sign) e 2 S 1 and a G 2 B such that (relabeling the matrices if necessary) jF e j 2 = jGej 2 = jU 1 ej 2 = = jU n ej 2 > m U n f U1 ::: Ung (e) with n 2. Moreover, F T F = G T G ; e ? e ? with 2 (0 jG ;T e ? j ;2 ] or, equivalently, F T F = G T G ;~ G Tẽ G Tẽ withẽ = G ;T e ? =jG ;T e ? j 2 S 1 and~ = jG ;T ej 2 2 (0 1]. Proof: By de nition of B there exists at least one e 2 S 1 such that jF e j 2 = m U (e). Assume rst that there exist e 2 S 1 and U i 2 U such that m U (e) = jF e j 2 = jU i ej 2 > max U n f Uig for some i 2 1 : : : k . It follows from Lemma 2.4 that F T F = U 2 i ; e ? e ? for some 0. Since 0 (det F) 2 = (det U i ) 2 (1; jU ;T i e ? j 2 ) < 2 we conclude that 2 (0 jU ;T i e ? j ;2 ]. The uniqueness of e follows now from > 0 and jFẽj 2 = jU iẽ j 2 ; (ẽ e ? ) 2 . This proves i). It follows from a) above t h a t jF e j 2 = jU p e j 2 + 2 (ha ei + ha e ? i) m U (e ) = jU p e j 2 for all 2 (; 0 0). We conclude ha ei 0. Choosing 2 (0 0 ) and observing b) we deduce that hb ei 0. Therefore there exists 2 0 1] t 2 R such that a + ( 1 ; )b = te ?
(we a l l o w t = 0 i f a and b are linearly dependent in this case we h a ve det(F T F) = 2 ). We n o w de ne for 2 Therefore, we conclude that there exists G 2 B such that G T G = C ~ and F T F = G T G + 2 t~ e ? e ? :
In particular, jGej 2 = jF e j 2 = m U (e). Letẽ = G ;T e ? . Finally notice that det F T F < 2 implies that 2t~ < 0 and this proves the uniqueness of e. Proof of part ii) in Theorem 1.1: In view of Lemma 4.1 it remains to show t h a t A K (3) . By Lemma 3.3 B ; SO(2)U 1 : : : SO(2)U k (1) K (1) and since B ; = QB for any Q 2 O(2) n SO(2), we conclude that B K (1) .
Combining this with Lemma 4.3 and Lemma 4.2, it follows that B K (2) . Now, for any F 2 B , 2 ; ] n f 0g we use the arguments in the proof of part i) in Theorem 1.1 to construct two rank-one connected matrices on the manifold fdetX = g such t h a t F is contained in the rank-one segment connecting these two matrices. Thus A K (3) . Finally, consider any F 2 A 0 . Clearly, F = Q( e e) for some Q 2 O(2), 2 R and e 2 S 1 and by de nition jF v j 2 = 2 he vi 2 m U (v) 8v 2 S 1 :
By continuity there exists 2 2 such t h a t G = e e 2 B K (2) . Therefore, F T F = G T G ; G T e G T e with = 2 ; 2 2 2 0 1] and consequently F 2 (O(2)G) (1) K (3) by Lemma 4.2. This implies the assertion of the theorem.
Example 4.4. (The two-well problem) Assume that U = fU 1 U 2 g where U 1 , U 2 2 M 2 2 with det U 1 = det U 2 = > 0 and that O(2)U 1 6 = O(2)U 2 . Let K = O ( 2 ) U 1 O(2)U 2 . Then K qc = fF 2 M 2 2 : j det Fj jF e j 2 m U (e) 8e 2 S 1 g:
The set K qc c = fF T F : F 2 K qc g is shown in Figure 6 (which i s b o u n d e d b y the half cone fdet C 0g and one sheet of the hyperboloid fdetC = 2 g) and the half spaces fC 2 M 2 2 sym : tr(C(e e)) m U (e)g e 2 S 1 :
The at parts in the boundary of the set shown in Figure 6 corresponds to the two directions e i , i = 1 2, with jU 1 e i j 2 = jU 2 e i j 2 = m U (e i ), while the intersection of the half spaces for the other normals generate the two half cones centered at U T 1 U 1 and U T 2 U 2 . In particular, there exists no nite subset of S 1 which describes K qc , Recall thatF = ( F e 1 F e 2 ) 2 M 3 2 for F 2 M 3 3 . Lemma 5.1. Let F 2 M 3 3 . We have SO(3)F = SO(3) L (G) where G is the square r oot ofF TF 2 M 2 2 .
Proof: Choose a rotation Q 0 that maps the two-dimensional a ne subspace spaned by the rst two columns of F to the subspace fse 1 + te 2 s t 2 Rg. Then Q 0 F = L (G) for some matrix G 2 M 2 2 . Replacing Q 0 by (;I + 2 e 1 e 1 )Q 0 or by ( ;I + 2 e 2 e 2 )Q 0 if necessary, w e may assume that G is positive de nite. Finally premultiplying Q 0 by a suitable rotation of the two-dimensional space fse 1 + te 2 s t 2 Rg we may assume that Q 0 F = L (G) with G positive de nite and symmetric. By construction (QF ) T (QF ) = F TF = G T G = G 2 and thus G is the square root ofF TF . The assertion of the lemma follows now easily since SO(3)F = SO(3)(Q 0F ). LetÛ = fÛ 1 : : : Û k g and de ne mÛ(e) = maxfjÛ i ej 2 : i = 1 : : : k g for e 2 S 1 :
Proof of Theorem 1.3: Let A = F 2 M 3 2 : det(F T F) 2 jF e j 2 mÛ(e) 8e 2 S 1 : We rst show t h a t K pc A . A short calculation shows that for all F 2 M 3 2 det(F T F) = a d j 2 12 (F ) + a d j 2 13 (F ) + a d j 2 23 (F ) where adj ij (F ) denotes the ( 2 2 
we conclude det G i = for i = 1 : : : k . Moreover, if we de ne for e 2 S 1 the vector e 2 R 3 bỹ e = ( e 1 e 2 0), then jÛ i ej 2 = jU iẽ j 2 = jQ i U iẽ j 2 = jG i ej 2 and therefore maxfjG i ej 2 : i = 1 : : : k g = mÛ(e): We claim that A =Ã. Indeed, let F = Q L (G) 2Ã. Then det(F T F) = det(G) 2 2 and jF e j 2 = jGej 2 mÛ(e) b y (5.1) and Theorem 1.1. ThusÃ A . Conversely, let F 2 A and choose Q 2 SO(3) sucht that Q T F = L (G). Then det(G T G) = det(F T F) 2 and jGej 2 = jF e j 2 mÛ(e). This proves A =Ã and it remains to show t h a t A K lc . For Q 2 SO (2) ). For example, in case i) of Theorem 1.1, the set K and its generalized convex hulls are contained in the smooth manifold fdetX = g.
We will rely on the following existence result: Theorem 6.2 ( MS1] , MS2]). Suppose that K M m n admits an in{approximat i o n b y ( r elatively) open sets V i in the sense of De nition 6.1. Let v 2 C 1 ( R m ) and assume that Dv(x) 2 V 1 for x 2 . Then there exists a u 2 W 1 1 ( R m ) such that u = v on @ and Du2 K a.e.
In view of this result, it remains to construct in{approximations for the sets under consideration in this paper. For the case of two w ells (with equal or di erent determinant), this has been done in MS1], MS2]. We follow their ideas in our multi-well setting.
An important ingredient in the construction of the in{approximation is the characterization of the (relative) interior of the generalized convex hulls. Throughout this section we will assume the following hypotheses:
(H1) U = fU 1 : : : U k g, k 2, and the matrices U i 2 M 2 2 sym are positive de nite with det U i = > 0.
(H2) for all U i 2 U there exists a vector e 2 S 1 such t h a t jU i ej 2 > m U n f Uig (e) (see Lemma 3.5 for a justi cation of (H2)). Lemma 6.3. Assume (H1) and (H2) and let K = SO(2)U 1 : : : SO(2)U k . Then the relative interior of K lc is given by rel int(K lc ) = fF 2 K lc : jF e j < m U (e) 8e 2 S 1 g: (6.1) Proof: Let A denote the right hand side in (6.1) and de ne B = fF 2 K lc : 9 e 2 S 1 : jF e j 2 = m U (e)g: Clearly K lc = A B . If F 2 A , then there exists by compactness of S 1 a > 0 such that jF e j 2 m U (e) ; for all e 2 S 1 . By continuity of the maps F 7 ! j F e j 2 it follows that F 2 rel int K lc . Conversely, assume that F 2 B with jF e j 2 = m U (e), e 2 S 1 . Let F t = F(I + te ? e). Then det F t = d e t F = and jF t ej 2 = jF e j 2 + 2 thF e F e ? i + t 2 jF e ? j 2 : If e is an eigenvector of F T F, t h e n F t 6 2 K lc for all t 6 = 0 a n d t h us F does not belong to the relative i n terior of K lc . Otherwise we conclude F t 6 2 K lc for t = shF e F e ? i with 0 < s < s 0 and s 0 small enough. This proves the assertion of the lemma. Lemma 6.4. Assume (H1) and (H2). Then there exist for all matrices U i 2 U matrices U (j) i 2 rel int(K lc ) such that U (j) i ! U i as j ! 1 for i = 1 : : : k . Moreover, for each compact set E rel int(K lc ) there e x i s t s a j 0 2 N such that Proof: We rst construct for U i 2 U a sequence of matrices U (j) i 2 rel int (K lc ) such that U (j) i ! U i as j ! 1 . By Lemma 3.6 there exist exactly two matrices U i 1 and vectors e i 1 2 S 1 , e i;1 not parallel to e i+1 , s u c h t h a t jU i e i 1 j 2 = jU i 1 (e i 1 )j 2 = m U (e i 1 ): Thus there exist Q i 1 2 SO(2), a i 1 2 R 2 such t h a t U i ; Q i 1 U i 1 = a i 1 e ? i 1 :
Now l e t V "
i 1 = ( 1 ; ")U i + "Q i 1 U i 1 : By Lemma 6.2 there exists Q " 2 SO(2), b 2 R 2 , m 2 S 1 such t h a t Q " V " i+1 ; V i;1 = b m:
We claim that W " i = Q " V " i+1 + ( 1 ; )V " i;1 2 rel int K lc for " 2 (0 1) 2 (0 1):
By construction, W " i 2 K lc and therefore it su ces by Lemma 6.3 to show t h a t jW " i ej 2 < m U (e) 8e 2 S 1 : This is immediate in the case U i;1 6 = U i+1 , s i n c e m U (e) = jW " i ej 2 (1 ; ")jU i ej 2 + "jU i+1 ej 2 + ( 1 ; )"jU i;1 ej 2 m U (e) implies jU i ej 2 = jU i 1 ej 2 = m U (e), contradicting i) in Lemma 3.6. Consequently, e = e i;1 or e = e i+1 . We may assume that the latter holds. But then by Lemma 2.2 jV " i;1 e i+1 j 2 < m U (e i+1 ) for " 2 (0 1), and this contradicts (6.3). Thus W " i 2 rel int(K lc ). Now de ne for example U (j) i = W 1=j 1=j i . Then U (j) i 2 rel int(K lc ) and U (j) i ! U i as j ! 1 .
Finally the inclusion (6.2) follows from Lemma 6.3 since by continuity there exists for all " > 0 a j 0 > 0 s u c h t h a t m U (e) ; m fU (j) 1 ::: U (j) k g (e) < " 8 j j 0 8 e 2 S 1 :
After these preparations we are in a position to prove our rst existence result.
Theorem 6.5. Suppose that W : M 2 2 ! R, W 0, that K = fW ;1 (0)g = SO(2)U 1 : : : SO(2)U k , and that the matrices U i satisfy (H1) and (H2). Assume that v 2 C 1 ( R m ) is such that fDv(x) : x 2 g is contained i n a c ompact subset of The existence of an in-approximation will be a consequence of Lemma 6.3 and Lemma 6.4. Choose V 1 rel int K lc such t h a t fDv(x) : x 2 g V 1 . Let 1 > 0 begiven. By Lemma 6.4 we m a y c hoose U (1) i 2 rel int K lc such t h a t jU (1) i ;U i j < 1 and V 1 k i=1 SO(2)U (1) i lc :
Let " 1 = d i s t ; fSO(2)U (j) 1 : : : SO(2)U (j) k g @ conv(K) and de ne V 2 = F : det F = dist(F SO(2)U (k) 1 : : : SO(2)U (k) n ) < " 1 2 :
Then V 1 (V 2 ) lc and dist(F K) < 2 1 for all F 2 V 2 . Proceeding inductively with 1 replaced by 2 ;j 1 , w e obtain an in{approximation of K. This proves the theorem.
We do not expect similar existence results in three dimensions when the wells are essentially two dimensional, since it is not possible to lift the two dimensional construction in such a manner that they satisfy three dimensional boundary condition.
Remark 6.6. Let K = SO(3)U 1 : : : SO(3)U k where fU 1 : : : U k g M 3 3 sym with U i positive de nite, det U i = > 0 and assume that there exists > 0 and v 2 S 2 such that U i v = v for i = 1 : : : k . Assume that is a unit cube with sides parallel to the orthonormal basis fe 1 e 2 v g. Then, given any F 2 K qc n K, I(w) = Z W(Dw)dx has no minimizer in the class fw 2 W 1 1 ( R m ) : w = F x on @ g. We p r o ve t h i s b y c o n tradition. Let y be a minimizer. Notice that inf I = 0 s i n c e F 2 K qc . Therefore, I(y) = 0 and consequently, ry 2 K a.e. x 2 and hence (ry) T (ry)v = 2 v and det ry = a.e. x 2 :
It follows then, by Theorem 3.1. of Ball and James BJ2] , that y is a plane strain deformation, i.e., y(x) = Q 0 @ y 1 (x 1 x 2 ) y 2 (x 1 x 2 ) x 3 1 A in an orthonormal basis parallel to fe 1 e 2 v g. Comparing with the boundary condition on the surface x 3 = 0 , w e conclude that y = F x on . Thus I(y) = j jW(F) > 0, contradicting the assumption that y is a minimizer. Now w e turn to the case K = O(2)U 1 : : : O(2)U k . We r s t p r o ve the analogues of Lemma 6.3 and Lemma 6.4 in this situation. Lemma 6.7. Suppose that (H1) and (H2) hold and let K = O(2)U 1 : : : O(2)U k .
Then the interior of K lc is given by int K lc = fF 2 K lc : j det Fj < and jF e j 2 < m U (e) 8 e 2 S 1 g: (6.4)
Proof: Let A denote the right hand side in (6.4) and de ne B = fF 2 K lc : j det Fj = or 9 e 2 S 1 : jF e j 2 = m U (e)g: By continuity, it is easy to see that A int K lc . Since K lc = A B is su ces to show that no point i n B is an interior point o f K lc . Assume rst that j det Fj = . Let F " = F(I + " 2 e e) with e 2 S 1 . Then jF ; F " j = " 2 jF e j and j det F " j = (1 + " 2 )j det Fj. Thus F " ! F as " & 0, but F " 6 2 K lc for any " > 0. Therefore F cannot be an interior point o f K lc . Assume now that j det Fj < and that there exists an e 2 S 1 such that jF e j 2 = m U (e). It follows from Lemmas 4.2 and 4.3 that there exists a G 2 B with jF e j 2 = jGej 2 andQ 2 SO(2),ẽ 2 S 1 , > 0 s u c h t h a t F =Q(G ; 2 ẽ G Tẽ ) =Q ; G ; 2 jG ;T e ? j 2 G ;T e ? e ? : Let F " = F + " 2Q Ge e. Then jF ;F " j = " 2 jGej 2 and jF " ej 2 = jQGe+" 2Q Gej 2 = (1 + " 2 )m U (e). Thus F " 6 2 K lc for " 6 = 0 and hence F is not an interior point of K lc . This proves the lemma. Lemma 6.8. Assume that (H1) and (H2) hold. Then there exist matrices U (j) i 2 int K lc such that U (j) i ! U i as j ! 1 , f o r i = 1 : : : n . Moreover, for each compact set E int K lc there exists a k 0 2 N with
i lc j j 0 : (6.5) Proof: LetŨ (j) i be the sequence of matrices constructed in Lemma 6.4, and let U (j) i =Ũ (j) i (I ; i j e e) with e 2 S 1 . By compactness of S 1 and continuity w e may c hoose i j > 0 s u c h that jU (j) i ej 2 < m U (e) for all e 2 S 1 . Then det U (j) i = detŨ (j) i (1; i j ) and U (j) i ! U i if we c hoose for example 0 < i j < 1 j . The inclusion (6.5) follows as in Lemma 6.4. Theorem 6.9. Suppose that W : M 2 2 ! R, W 0, that K = fW ;1 (0)g = O(2)U 1 : : : O(2)U k and that (H1) and (H2) hold. Assume that v 2 C 1 ( R 2 ) is such that fDv(x) : x 2 g is contained i n a c ompact subset of int K lc . Then there exists a minimizer u of the variational problem: Minimize I(w) = Z W(Dw)dx in the class fw 2 W 1 1 ( R 2 ) : w = v on @ g. In particular, I(u) = 0 .
Proof: The proof is analogous to the proof of Theorem 6.5. Choose V 1 int K lc such t h a t fDv(x) : x 2 g V 1 . By Lemma 6.8 there exist for 1 > 0 matrices U (1) i 2 int K lc such t h a t jU i ; U (1) i j < 1 and Then V 1 (V 2 ) lc and dist(F K) < 2 1 for all F 2 V 2 . Proceeding iteratively we obtain the required in{approximation. This proves the theorem. Finally we prove an existence result for the SO(3) invariant w ells. This requires rst a modi cation of (H1) and (H2). We will assume (H1 0 ) U = fU 1 : : : U k g, k 2, and the matrices U i 2 M 3 3 sym are positive de nite with adj 33 (U T i U i ) = 2 > 0.
(H2 0 ) Let Q i 2 SO(3) and G i 2 M 2 2 be the matrices constructed in Lemma 5.1 with L (G i ) = Q iÛi and let G = fG 1 : : : G k g. Then there exists for all G i 2 G an e 2 S 1 such t h a t jG i ej 2 > m GnfGig (e). Lemma 6.10. Assume that (H1 0 ) and (H2 0 ) hold. Let K = SO(3)Û 1 : : : SO(3)Û k . Then int K lc = fF 2 M 3 2 : det(F T F) < 2 jF e j 2 < m U (e) 8 e 2 S 1 g: (6.6) Proof: Let A denote the right hand side in (6.6) and de ne B = fF 2 K lc : det(F T F) = 2 or 9e 2 S 1 : jF e j 2 = mÛ(e)g: Then K lc = A B and by continuity i t i s e a s y t o s e e t h a t A int K lc . Conversely, assume that F 2 B. Since F is not an interior point of K lc if and only if QF is n o t a n i n terior point for some Q 2 SO(3), we m a y assume that F = L (G) with G 2 (O(2)G 1 : : : O(2)G n ) lc and det(G T G) = 2 or jGej 2 = mÛ(e) (see the proof of Lemma 5.1). We conclude as in the proof of Lemma 6.7 that G is not an interior point of (O(2)G 1 : : : O(2)G k ) lc and this implies the assertion of the lemma. Lemma 6.11. Assume that ( H1 0 ) Theorem 6.12. Suppose that W : M 3 2 ! R, W 0, that K = fW ;1 (0)g = SO(3)Û 1 SO(3)Û n and that (H1 0 ) a n d (H2 0 ) hold. Assume that v 2 C 1 ( R 2 ) is such that fDv(x) : x 2 g is contained in a compact subset of int K lc . Then Proof: This is analogous to the proof of Theorem 6.9.
7. Uniqueness and non-uniqueness of microstructures As discussed in the introduction, the direct method in the calculus of variations based on weak lower semicontinuity cannot be applied to obtain existence for the variational problem (1.1). Minimizing sequences typically develop ner and ner oscillations (microstructures) and converge only weakly but not strongly. However, under suitable coercivity and growth assumptions on W (subsequences of) the deformation gradients fDu k g of minimizing sequences generate a gradient Y oung measure which captures the essential statistics of the oscillations in fDu k g (see for example T], B], KP]). It is a natural question to ask whether the oscillations in the minimizing sequences are unique in the sense that the generated gradient Young measures are unique. In this section we p r o ve that this is only true for some exceptional cases where the measure is of the form = A + ( 1 ; ) B for A, B 2 K with rank(A ; B) = 1 . For F 2 K qc we de ne M(F) = f : is gradient Y oung measure with supp K h idi = Fg:
In order to prove our non-uniqueness results we will use a special subset of all gradient Young measures, the so-called laminates (see for example P]). Assume that F = A + ( 1 ; )B with rank(A ; B) = 1 and 2 (0 1). Then = A + ( 1 ; ) B 2 M (F ). This process of splitting matrices in convex combinations along rank-one lines can be iterated: if B = C + ( 1 ; )D with rank(C ; D) = 1 and 2 (0 1), then = A + ( 1 ; )( C + ( 1 ; ) D ) 2 M (F ). In particular we will use the following result which follows from BJ3]: Proposition 7.1. Assume that U 1 and U 2 are symmetric and positive de nite with det U 1 = det U 2 = > 0. If F 2 (SO(2)U 1 SO(2)U 2 ) qc satis es jF e j 2 < m fU1 U2g (e) for all e 2 S 1 , then M(F) contains at least two laminates supported on three matrices.
We rst consider the case of SO (2) Proposition 7.2. Let K = S O ( 2 ) U 1 : : : SO(2)U k and F 2 K qc . i) If F 2 B, i.e. if there exist an e 2 S 1 and U i , U j 2 U, i 6 = j, such that jF e j 2 = jU i ej 2 = jU j ej 2 > m U n f Ui Ujg (e), then M(F) contains a unique element. Indeed, there exist unique Q i Q j 2 SO(2) and 2 0 1 ] such that M(F) = f QiUi + ( 1 ; ) QjUj g: ii) If F 6 2 B , i.e. if jF e j < m U (e) for all e 2 S 1 , then M(F) contains more t h a n one element.
Proof: Assume that 2 M(F) and let = 1 1 + : : : + k k where i is a probability measure supported on SO(2)U i and i 2 0 1 ] w i t h 1 + : : : + k = 1 . and therefore = QiUi + ( 1 ; ) QjUj where Q i and Q j are the uniquely de ned rotations with Q i U i e = Q j U j e = F e . Since U i 6 = U j it follows that is uniquely de ned and this implies i).
To prove ii) we consider F(t v) = F(I + tv v ? ). Then det F(t v) = d e t F and there exist t + > 0 > t ; such t h a t F(t v ) 2 B . We m a y assume that F(t + v ) 6 2 K. By Lemma 3.3 there exist U i , U j 2 U such t h a t F(t + v ) 2 (SO(2)U i SO(2)U j ) qc . It follows from Example 3.4 that F(t v) 2 (SO(2)U i SO(2)U j ) qc for t 2 (t + ;" t + ), " small enough, with jF(t + v )j 2 < m fUi Ujg (e) for all e 2 S 1 . Let F 0 = F(t 0 v ) w i t h t 0 2 (t + ; " t + ). Then there exists 2 0 1 ] s u c h that F = F 0 + ( 1 ; )F (t ; v ) and for some Q 2 SO(2) and for some 2 R. These correspond to the boundary arcs shown in dark in Figure 2 . In particular note that F corresponding to some rank-one laminates have more than one element in M(F), as for example F = QU 1 (I + e 2 e ? 2 ), or F = QU 2 (I + e 3 e ? 3 ), or F = QU 4 (I + e 1 e ? 1 ), or F = QU 3 (I + e 4 e ? 4 ) which correspond to the dashed a r cs shown in Figure 2 .
Very similar results hold in three dimensions when the wells are essentially two dimensional. Let U i satisfy the conditions of Theorem 1.2.
Proposition 7.4. Let K = S O ( 3 ) U 1 : : : SO(3)U k and F 2 K qc . i) If F 2 B , i.e. if there exist an e 2 S 2 satisfying he vi = 0 and U i , U j 2 U , i 6 = j, such that jF e j 2 = jU i ej 2 = jU j ej 2 > m U n f Ui Ujg (e), t h e n M(F) contains a unique element. Indeed, there exist unique Q i Q j 2 SO(3) and 2 0 1 ] such that M(F) = f QiUi + ( 1 ; ) QjUj g: ii) If F 6 2 B , i.e. if jF e j < m U (e) for all e 2 S 2 satisfying he vi = 0 , then M(F) contains more than one element. Proof: The proof follows that of Proposition 7.2 aided by the observation that F 2 K qc satis es hF e F v i = 0 f o r a l l e 2 S 2 such t h a t he vi = 0 .
We n o w turn to the O(2) invariant w ells. Let U = fU 1 : : : U k g and assume that the hypotheses (H1) and (H2) de ned in Section 6 hold. Recall the set B de ned in (4.2). The following proposition shows that the Young measure is unique if and only if F T F lies on either the cones with apex U 2 i or on the intersection of the at boundary parts with the hyperboloid det C = 2 in K qc c .
Proposition 7.5. Let K = O(2)U 1 : : : O(2)U k and F 2 K qc . i) If there exists an e 2 S 1 such that jF e j 2 = jU i ej 2 > m U n f Uig , then M(F) contains a unique element. Indeed, there exist unique 2 0 1 ] and Q 2 O(2) with det Q = 1 such that M(F) = f Q + Ui + ( 1 ; ) Q ; Ui g: ii) If there exists an e 2 S 1 such that jF e j 2 = jU i ej 2 = jU j ej 2 > m U n f Ui Ujg (e), i 6 = j, then there exist unique Q i Q j 2 O(2) satisfying Q i U i e = Q j U j e = F e det Q i = 1 det Q j = 1 such that iii) If jF e j 2 < m U (e) for all e 2 S 1 then M(F) contains more than one element.
Proof: i) It follows as in the proof of i) in Proposition 7.2 that supp O(2)U i and that Z supp j(F ; A)ej 2 d (A) = 0 :
Since there are exactly two elements Q 2 O(2) which satisfy Q U i e = F e (one rotation and one re ection) the assertion follows.
ii) We note that there exist exactly four elements Q i Q j 2 O(2) which satisfy Q i U i e = Q j U j e = F e : We t a k e the inner product of this equation with F e , recall (7.1) and obtain ( + i + ; i )hU i e U i e ? i + ( + j + ; j )hU j e U j e ? i = hF e F e ? i:
We obtain the nal condition, ( + i + + j ) ; ( ; i + ; j ) = det F by taking the cross-product (a^b = a 1 b 2 ; a 2 b 1 for a b 2 R 2 ) of (7.2) with F e , recalling (7.1) and noting that for any A 2 M 2 2 , det A = ( Ae)^(Ae ? ). We h a ve proved that 2M or M(F) M .
To prove t h e converse inclusions, let 2 M . We note that (7.1) implies that there exist a b c 2 R 2 such t h a t Q + i U i ; Q ; i U i = a e ? Q + j U j ; Q ; j U j = b e ?
This implies that is a gradient Y oung measure (in fact as a laminate of rank two).
It remains to be shown that h idi = F. In view of (7.1), we o n l y h a ve t o s h o w (7.2). However, this readily follows from the last two conditions in the de nition of M and the calculations above since for any u 6 = 0 v w 2 R 2 hu vi = hu wi and u^v = u^w , v = w:
iii) The construction in the proof of Proposition 7.2 implies non-uniqueness for the case det F = and also for det F = ; (by premultiplying every matrix in the construction by J = diag(;1 1)). Consider next the case det F = 0. We may assume that F = v v with > 0. Since by assumption jF e j 2 < m U (e) for all e 2 S 1 there exists a > such that v v 2 B. Let = = . Then F = ( 1 ; )0 + F and since there is more than one laminate with center of mass equal to zero the assertion follows. Consider nally the case 0 < j det Fj < . We may assume that 0 < det F = < . Choose any G 2 B of the form G = QU i + ( 1 ; )U j with 2 (0 1), Q 2 SO(2) and QU i ; U j = a e ? . Let G t = G ; 2tẽ G Tẽ withẽ = G ;T e ? =jG ;T e ? j. Since det G t = d e t G(1 ; 2t) t h e r e exists a t 2 (0 1 2 ) s u c h t h a t G = G t satis es det G = . By Lemma 2.2, there exists R 2 SO(2) a b 2 R 2 such that F = R G + a b. Let F = R G + a b clearly, there exist 0 > 1 s u c h that F 0 2 B and F 0 6 = R G. Therefore we can obtain F by laminating G and F 0 the result follows since proof of ii) shows that M( G) contains more than one laminate.
We nally turn to the case of the thin-lm wells. Let U = fU 1 : : : U k g and assume that the hypotheses (H1 0 ) and (H2 0 ) de ned in Section 6 hold. The result says that the Young measure is unique if and only if F T F lies on the intersection of the at boundary regions with the hyperboloid det C = 2 in K qc c . Notice that RELAXATION OF SOME MULTI{WELL PROBLEMS 33 unlike the case of the O(2) invariant w ells there is no uniqueness in the cones since we c a n m a k e new constructions which use the third dimension.
Proposition 7.6. Let K = S O ( 3 ) U 1 : : : SO(3)Û k and F 2 K qc . Then M(F) contains a unique element if and only if det(F T F) = 2 and there exists an e 2 S 1 such that jF e j 2 = jÛ i ej 2 = jÛ j ej 2 > m U n f Ui Û j g (e), i 6 = j.
Proof: Consider rst the case det(F T F) = 2 and assume that there exists an e 2 S 1 such that jF e j 2 = jÛ i ej 2 = jÛ j ej 2 > m UnfÛi Û j g (e), i 6 = j. We can adopt the proof of Proposition 7.2 to establish that the Young measure is unique.
Now consider F such that there exists an e 2 S 1 such that jF e j 2 = jÛ i ej 2 > mÛ n fÛig . We s h o w t h a t M(F) contains more than one element. We m a y assume that F e =Û i e or F =Û i (I ; 2 v v) w h e r e u = ( e 1 e 2 0), v = ( ;e 2 e 1 0) and fu v wg is an orthonormal basis in R 3 . In this basis we h a vê Finally, for all other cases, we can lift the constructions in the proof of Proposition 7.5 to prove non-uniqueness.
Approximate relaxed energy
The relaxation of the variational problem (1.1) is obtained by replacing W with We note that W needs to grow quadratically in C = F T F away from K qc c in order that the`linearlized elastic moduli' are positive.
Our approximate relaxed energies are modi cations of the functions constructed in Lemmas 3.2, 4.1 and in the proof of Theorem 1.3. Recall that (H1) and (H2) have been de ned in Section 6.
Remark 8.1. Suppose K = SO(2)U 1 : : : SO(2)U k for U i 2 M 2 2 sym that satisfy (H1) and (H2), and that i > 0. Then the function W(C) = h(det C) + k X i=1 i (he i C e i i ; m U (e i )) 2 + (8.1) has the properties (P1), (P2) and (P3). Here E = fe 1 : : : e k g is the set of special directions according to Theorem 1.1, t 2 + = (maxft 0g) 2 is the square o f t h e p ositive part of t and h : R + ! R i s a c onvex function which satis es h( 2 ) = h 0 ( 2 ) = 0 h 00 ( 2 ) = > 0 and h(t) ! 1 as t ! 0 or 1:
The convexity o f h and ( ) 2 + implies that the function F 7 ! W(F T F) is polyconvex and hence (P1) holds (P2) follows from the characterization of K qc in Theorem 1.1. We n o w t u r n t o ( P 3 ) . Recall the identi cation of symmetric matrices with R 3 .
In this space, the set K qc c is a simply connected region in a two-dimensional manifold (det C = 2 ) whose boundaries are made up of k curves (the intersection of the manifold with the planes he i C e i i = m U (e i )). First pick a n y p o i n t C 0 in the interior of K qc c . It follows from the properties of h that W grows quadratically away from C 0 in the direction perpendicular to the manifold at C 0 . Now pick a n y point C 0 on any o f the boundary curves. Let V be the tangent (or velocity v ector) to the curve a t C 0 (see Figure 7 ) and consider the plane perpendicular to V ( Figure   7 r i g h t). Since d dt det(C 0 + tD) t=0 = h cof C 0 D i the normal to the manifold at C 0 is in the direction cof C 0 . Similarly, the normal to the plane is in the direction (e i e i ). Both lie on the plane V ? as shown in the gure, and they are not parallel (cof C 0 has rank two while (e i e i ) has rank one).
Now, h grows quadratically in the directions cof C 0 while i (he i C e i i ; m U (e i )) 2 + grows quadratically in the direction (e i e i ). Consequently, in the plane V ? , W grows quadratically in every direction away from T which is tangent to K qc c in fact, given any " 0 > 0 there exists 0 such t h a t W(C) 0 jC ; C 0 j 2 8C 2 V ? s.t. jC ; C 0 j < " angle(C ; C 0 T ) > 0 :
Note that for given 0 and " the constant 0 depends only on C 0 and e i e i and this smoothly. Further, the estimate is also true even if C 0 is chosen at the intersection of two curves (i.e., if C 0 = U 2 i ) in fact, such points are obtained as the interesection of two planes he i1 C e i1 i = m U (e i1 ) and he i2 C e i2 i = m U (e i2 ) with the manifold and we m a y use either e i1 or e i2 to establish it. Therefore, given any 0 " > 0 w e can choose 0 independent of the position C 0 on boundary of K qc c in the above estimate.
Remark 8.2. Suppose K = O(2)U 1 : : : O(2)U k for U i 2 M 2 2 sym that satisfy (H1), (H2) or that K = S O ( 3 ) U 1 : : : SO(3)Û k for U i 2 M 3 3 that satisfy (H1 0 ), (H2 0 ). Then the function W(C) = (det C ; 2 ) 2 + + max e2S 1 (he Cei ; m U (e)) 2 + (8.2) has the properties (P1), (P2) and (P3). This is quite similar to the discussion above. Unfortunately, the formula (8.2) above is unsatisfactory since it is not explicit. However, it is possible to make it explicit for speci c examples. We note that max e2S 1 (he Cei ; m U (e)) 2 + = max e2S 1 (he Cei ; m U (e)) 2 + and hence our task is to calculate max e2S 1 (he Cei ; m U (e)) :
Let e = fcos sin g and f( ) = he Cei ; m U (e): It is su cient to look at this function for 2 0 ) since our original function is invariant under e 7 ! ; e. Our task is now to calculate max f for 2 0 ).
But rst, we h a ve to calculate m U (e) = m a x i=1 ::: 4 he U 2 i ei. For any A 2 M 2 2 sym , he Aei = A 11 cos 2 + 2 A 12 cos sin + A 22 sin 2 and it is easy to conclude that m U (e) = max i=1 ::: 4 he U 2 i ei = 8 > > < > > : he U 2 1 ei 2 0 4 ] he U 2 2 ei 2 4 2 ] he U 2 4 ei 2 2 3 4 ] he U 2 4 ei 2 3 4 ] (8.4) since a > b c > 0 b y assumption.
We n o w claim that he Cei and f( ) a c hieve their maximum in the same \quarter interval" 0 = 4], =4 = 2], =2 3 =4] or 3 =4 ]. This is easily veri ed by contradiction. Let us consider the case C 22 C 11 C 12 0 then he Cei achieves its maximum in =4 = 2]. First assume that f( ) a c hieves its maximum for 2 3 =4 ]. Let ' = ; =2 s o t h a t ' 2 =4 = 2]. Then a simple calculation using (8.4) shows that f(') ; f( ) = ( C 22 ; C 11 )(cos 2 ; sin 2 ) ; 4C 12 cos sin 0 which contradicts the assumption that f achieves its maximum at . Similarly, we can show that f( ) cannot achieve its maximum for 2 0 = 4] or for 2 =2 3 =4] by checking with ' = =2 ; and ' = ; respectively. We can similarly treat the other cases.
Thus, the maximum of f is equal to the maximum of he Dei (for D de ned above) for restricted to the quarter interval in which he Cei achieves its maximum. Now, if the angle corresponding to the eigenvector of the maximal eigenvalue of D lies in this interval, then the maximum of he Dei a n d t h a t o f f is equal to the maximum eigenvalue of D. This is the rst possibility in (8.3). If the corresponding angle lies outside this interval, then the maximum of f is equal to the higher of the values of he Dei at the two boundaries of the interval. This is the other possibility of (8.3).
