In-situ lunar oxygen production has the potential to reduce the cargo mass launched from Earth necessary to sustain a lunar base. As research and development in lunar oxygen production continue, modeling tools are being used to help characterize the many possible system architectures and guide decisions for future plant designs. Using the previously built NASA In-Situ Resource Utilization (ISRU) System Model, an optimization tool was developed to facilitate exploration of the design space of the different system architectures represented in the model. For each architecture, an optimization of the continuous design space is performed using a gradient-based search. In instances when the gradient-based search cannot converge, the tool changes to simulated annealing, a heuristic method. Nine primary lunar oxygen production system architectures were optimized to minimize system mass for oxygen production levels from 500 kg/yr to 6000 kg/yr. Good designs minimized mass and maximized produced oxygen with system masses in the range of 100 kg to 700 kg. Preliminary results show that two particular architectures populate the Pareto-optimal front of best designs for most production levels, making them attractive for further investigation. An economy of scale of .837 was found using a power law regression, indicating that some economy of scale exists (values less than one have economy of scale) and that launching fewer, higher-capacity plants will be less massive overall than many small-capacity plants to achieve the same total production level. A simplified comparison of lunar-produced oxygen for crew breathing supply and ECLSS (environmental control and life support systems) technologies was performed with a space logistics planning tool, SpaceNet. For all but the most advanced ECLSS technologies, use of in-situ oxygen over a 10-year campaign resulted in more than 12,000 kg of consumables cargo launch mass savings.
I. Introduction
would support oxygen use as spacecraft propellant oxidizer. This study developed detailed engineering models of an oxygen extraction process called hydrogen reduction and performed trade studies between a few subsystem technologies. Other ISRU modeling to date has incorporated previously reported data and analyses of ISRU chemical processes with economic models to provide a higher-level ISRU scenario analysis tool. 10 NASA's ISRU system model discussed in this paper integrates detailed engineering analyses of the technology components that comprise a variety of oxygen production systems 2, 3 . It captures the system-level interactions of specific subsystems and also allows for testing different types of subsystems (i.e. in the airplane model, evaluating a jet-powered propulsion system in place of a turbo-prop, etc…). Thus, the ISRU system model can be used to explore the design space of a specific type of oxygen extraction plant and to compare types of oxygen plants to each other. This paper will provide a brief overview of the primary oxygen production processes included in the system model in Section A. The description of the ISRU system model framework and approaches to optimization of oxygen plant size, performance, and architectures will be presented in Section II. An analysis of space logistics for supplying crew breathing oxygen that compares varying capabilities of life support systems with ISRU technology is shown in Section III.
A. Lunar Oxygen Extraction
Lunar oxygen extraction can be accomplished via several different chemical processes. Three of these are receiving primary focus for development: hydrogen reduction, carbothermal reduction, and electrowinning. Of these three, only hydrogen and carbothermal reduction have currently been modeled for inclusion in the ISRU system tool. An oxygen plant system design consists of a reactor that uses one of these chemical processes and the supporting hardware necessary to operate the reactor and condition the reaction products such that the result is stored liquid oxygen of a specified purity.
Lunar regolith is comprised of about 42% oxygen by mass that exists in the form of glasses (mostly SiO 2 ) and metal oxides. The hydrogen reduction processes targets the iron oxide (FeO) in the glasses and metal oxides such as ilmenite, FeOTiO 2 , Eq. (1). Hydrogen reduction is a reaction capable of extracting between 1% and 5% by mass of oxygen-to-regolith 9, 11 . Regolith is heated to between 700°C and 1000°C and exposed to hydrogen that reacts with weakly bonded oxygen to form water. Water vapor is removed from the reactor and electrolyzed to form oxygen that is sent to storage and hydrogen that is recycled to the reactor. Hydrogen reduction systems require hightemperature reaction chambers, a hydrogen gas flow system, water separation and electrolysis systems, along with mechanisms to handle regolith into and out of the system and the separate gas streams. A schematic of hydrogen reduction is shown in Fig. 1 In the carbothermal process, the regolith is heated to a higher temperature of about 1625°C and methane gas is flowed through the chamber 12 . At this temperature, methane cracks into carbon and hydrogen, and carbon is deposited into the melt. The deposited carbon then reduces the metal oxide forming carbon monoxide. Hydrogen and carbon monoxide are passed into a separate reactor that converts the gas streams to methane and water. The water is electrolyzed and methane and hydrogen are re-circulated. This process can extract approximately 15-20% by mass of oxygen-to-regolith 9 . Carbothermal systems require two high-temperature reactors, a water separation and electrolysis system, hydrogen and methane gas flow systems, and regolith handling. Example reactions are shown below (Eq. (3-5)) with a schematic (Fig. 2) . MOx represents a generic metal oxide in the notation.
Carbothermal Reduction :
MOx + CH 4  CO + 2H 2 + M
Methanation:
Electrolysis:
The baseline approach is for the above processes to occur in batch fashion, i.e. discrete quantities of regolith are deposited to and removed from the reactor, rather than allowing for continuous flow of regolith and reactants. Aside from overall reaction efficiency, the overall production rate of liquid O 2 therefore depends mainly on the number of reactors, the size of each reactor and the speed of reaction. The role of the system model is to quantify these relationships, while satisfying all physical and chemical constraints.
II. ISRU System Model

A. Model Framework
The ISRU System Model being developed by NASA is an evolvable tool that can expand as more ISRU technologies are developed and system designs tested. It is intended to work in conjunction with experimental test beds, using test data to develop more accurate models, and using system model outputs to guide future designs and experiments. To be as general as possible, and thus able to incorporate as much of the potential design space as possible, the ISRU System Model is structured according to the functional decomposition of the system. There are three primary functions: oxygen production, power supply, and liquefaction with storage. Each of these functions can be accomplished by one or more technology options or processes, which in turn can be broken down into subsystems and basic components (Fig. 3) . By analyzing each function in the system, a set of function definitions and stable interfaces can be defined such that any model can be added to the system to accomplish a specific function as long as it has the required interfaces. For example, any model of a hydrogen reduction reactor must have interfaces defining gas feed into the system, gas flow out of the system, and regolith flow in and out of the system. The internal details of the reactor design may vary widely, but to accomplish the function of a hydrogen reduction reactor, it must specify those fundamental interfaces.
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Decomposing the system into its constituent elements reveals a pattern in the levels of the hierarchy. Each alternating level consists of either subsystems whose functions must be combined together to create their parent function ("AND" levels), or a set of choices from which only one is needed to achieve its parent function ("OR" levels). At each "OR" level, there is a repository for the different model alternatives (since the OR is an exclusive or: XOR) that perform the function described by each block, i.e. all models for a PEM electrolyzer are contained in the repository for that block. By defining the static interfaces throughout the entire system, a "black box" approach to the analysis models can be adopted, creating a "plug and play" model architecture at multiple levels. A new hydrogen reduction reactor model can be plugged in and tested in the system framework, or, on a higher level, a complete hydrogen reduction system model can be added to the framework. With these repositories, the system model contains all potential system configurations. The inputs and outputs of the models are linked together, choosing one option at each "OR" level, to form an end-to-end system model configuration.
The ISRU System Model is integrated using Phoenix Integration's ModelCenter, a tool that enables data flow between separate models. ModelCenter has a graphical interface that shows variable linkages and allows control and execution of all models tied into the environment. The ISRU System Model is populated with subsystem and component models developed by the NASA ISRU team 11, 12 . A linking tool was created to enable simple, programmatic re-linking between "OR" level options based on user selections. This allows a search or optimization tool to automatically reconfigure the system model to different system architectures.
B. System Model Optimization 1. System Sizing Optimization
In considering optimization of the ISRU System Model, there are two levels at which optimization is of interest: a high-level comparison between system architectures, and, to allow fair comparison of architectures, a detailed optimization of system sizing parameters and performance. On the detailed level, for an individual architecture (comprised of a set of given technology choices), there are several key design variables that dictate the overall mass and oxygen production quantity. These include the number of batches of regolith processed per day, the size of the reactor, the number of reactors, mass of regolith per batch, reactant gas flow rates, and pre-heat time to raise the regolith to operating temperature. Each "inner-level" optimization problem's objective function is to minimize system mass subject to constraints on annual oxygen production and reaction batch times. Evaluation of the objective requires executing the string of component models for a particular architecture. This results in a highly non-linear design space. Two approaches to accomplish the inner-level optimization have been tested: a sequential quadratic programming (SQP) algorithm based in ModelCenter that is a gradient-based search using finite difference approximations for gradient calculations, and simulated annealing. The problem formulation is stated as follows:
Minimize:
f(x 1 , x 2 , x 3 , x 4 , x 5, x 6 ) (
Where: f = system mass scaled by a constant 
( )
The first constraint, g 1 , enforces a minimum desired O2 production level, otherwise the system would minimize reactor mass and lead to a lightweight but useless system. The number of time constraints, g 2 , present in the optimization problem depends on the number of reactors-with three reactors, three equations for g 2 are formulated, allowing for simultaneous operation of reactors: one reactor dumps spent regolith and takes un-reacted regolith in while the second is preheating and the third is reacting.
The SQP solver is the fastest, but it can settle into local minima and sometimes cannot converge on a feasible solution. Tests with the SQP solver with the initial problem formulation above proved to be erratic and very dependant on the initial starting point (Fig. 4) . Table 1 demonstrates the variation in final x vector, x * , and f(x * ) for different initial values. Tests 1 and 2 have very similar initial conditions, but result in significantly different final values. Test 3 had quite different initial conditions, but converged to a result close to Test 1. In all of these cases, the optimizer terminated with a suboptimal, feasible point, unable to reach an optimum condition. This is unacceptable when considering that in order to perform a system architecture optimization, the inner optimizer will be required to run consecutively many times. It must be robust enough to allow a wide-spread design space search.
To address the erratic behavior of the gradient solver, the problem was re-formulated by scaling the objective function, constraints, and design variables. Scaling can be critical to achieving stable and efficient algorithms, especially when using real design models 13, 14 . Poor scaling occurs when there are large differences between the order of magnitude of the design variables and the function, causing the Jacobian and Hessian matrices used by the SQP algorithm to be ill-conditioned. Often scaling involves reformulating variables and objective function to be of a magnitude of unity, but this can be somewhat problem dependant, and experimentation is necessary to achieve consistent results. As noted in Ref. 13, "scaling is the single most important, but simplest, reason that can make the difference between success and failure of a design optimization algorithm".
The scaled utility metric chosen for this problem was to maximize the ratio of oxygen produced to system mass (overall mass efficiency). The design variables were scaled by their upper bounds to put all changing parameters on the scale between zero and one. The new constraint, g2, sets an upper limit on the size of the system. The scaled problem significantly improved the SQP performance, enabling it to converge for most cases on a minimum point (Fig. 5) . Convergence may still be in local minima, but the problem is smoother and better behaved. Starting at a few different initial points can help avoid accepting local minima. To handle the cases when the SQP algorithm cannot converge on a minimum, the optimization tool switches to a heuristic search method, simulated annealing. Heuristic search algorithms such as simulated annealing do not use gradient information to guide the search, but instead use probabilistic operators that direct a random search through the design space. Simulated annealing is a process modeled after the behavior of molecular energy states as hot metal cools and freezes to a minimum-energy crystalline state 15 . A random starting point is chosen, a perturbing function changes the design variables, and the subsequent function evaluation is accepted if it is better than the last. If the objective value is not better than the previous objective, it may still be accepted with some probability, based on a "temperature" value. This probability decreases as the algorithm progresses, mimicking the temperature cooling in the metal annealing process. Simulated annealing is a powerful tool to apply to highly non-linear systems because it can overcome being trapped in local minima.
Convergence History of Scaled Problemwith SQP
A MATLAB-based simulated annealing algorithm was modified for the ISRU problem. Constraints were handled using a quadratic exterior penalty method, thus the objective function will have a penalty added to it when constraints are violated. The magnitude of the penalty changes with the square of the constraint violation. Simulated annealing is computationally expensive and can take hundreds to thousands of function evaluations to converge on a global optimum. For the ISRU System Model, to balance between time and fidelity of the results, an additional termination criteria was set to end the search after 100 evaluations without finding a new, better point. This will usually result in termination without an optimum design, but it still provides a good answer for system comparisons and can be used as a starting point for finer-tuned further optimization if needed.
From trial runs with varying architecture options, simulated annealing took between 200 and 700 iterations to terminate, compared to SQP which was generally between 100-300 evaluations. Each function evaluation took from 1 to 5 minutes, depending on the system architecture configuration. Because of the computational time required for simulated annealing, it was only used in the ISRU System Model optimization tool after trying two or more initial starting points with the SQP gradient method. If a feasible point could not be found, the optimization tool switched to simulated annealing. A drawback to simulated annealing aside from computation time is that constraint handling via the penalty method can still result in infeasible designs. Simulated annealing results need to be checked for feasibility after termination. Figures 6 and 7 show the convergence history of the same architecture case shown in the SQP figures (Fig.4-5 ). In Fig. 6 , the progression of the simulated annealing run can be seen as more "inferior" points are accepted earlier in the history when the temperature parameter is higher, and as the system cools down, fewer jumps with smaller perturbation levels are accepted. The impact of the function penalty is demonstrated in Fig. 7 , causing a sharp increase in the objective for combined constraint violations. 
System Architecture Exploration and Economy of Scale
With the optimization tool that can size individual architectures, the outer-level comparison between different system architectures can be performed. This exploration requires considering the technology options at the "OR" levels throughout the model as the design variables, and the goal is to search the trade space of combinations of technologies to understand how they perform for different levels of oxygen production (see tree in Fig. 3) . The approach to explore the discrete design space of the ISRU System Model depends on the number of combinations of decisions that are available. The current population of technology options in the system model that have a significant impact on system performance result in only nine primary architectures for consideration (including secondary, lower impact choices in the model results in 120-800 combinations). These discrete variables include reactor types, electrolysis types, oxygen production methods, condenser types, and number of reactors. Because nine combinations is small enough to fully enumerate, the outer-level architecture comparison is executed by running an inner-level optimization on each architecture and directly comparing the results. As the ISRU System Model develops, the possible technology combinations will grow to be in the hundreds of thousands. At that point, full enumeration will no longer be feasible, and another search method will be required. This is the subject of ongoing work.
A MATLAB-based tool was written to control the full enumeration search and inner-level optimizations. Each architecture was executed for varying oxygen production levels to explore the overall relationship of system mass to oxygen production level. This relationship is of ultimate interest to mission planners who have to decide between deploying an ISRU plant on the Moon versus shipping an equivalent amount of consumables from Earth. Mass of the electrical power system is not included in this analysis. Annual oxygen production was varied from 500 kg/year to 6000 kg/year. The higher end of the range caused convergence issues in the models and resulted in mostly infeasible designs. Further work refining the models and constraints between component models is necessary to achieve a more robust system model. Figure 8 shows the preliminary results of the full system optimization. A thorough validation and verification process is still required to assess the adequacy of the ISRU System Model and optimization tool. Nine architectures were tested at increasing production levels to find the Pareto front of non-dominated designs and to approximate an optimal production-cost function. While there is a mix of architectures on the Pareto front at the lower production levels, System II and System IV consistently populate the set of optimal designs for all production levels. This indicates that these particular system configurations should be investigated in further and may serve as a starting point for more detailed design optimization.
The set of best designs were fit with a power-law equation to determine if an economy of scale is present. Economy of scale is a concept generally considered when planning the rate and quantity of capacity addition to existing systems such as power plants and chemical production plants 16 . It exists when the per-unit-cost of a plant decreases as output or capacity increases. A commonly used model to quantify this is shown in Eq.(15) 16 , with the empirically fit coefficients from Fig. 8 shown in Eq. (16) . 
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Values of  with 0   < 1 exhibit economy of scale. It should be noted that this model allows investment cost to approach zero as capacity approaches zero. In practice, there is an operational range for applying economy of scale, as there is always some fixed-cost of producing a plant. It is the value of  that is important, as it indicates how the cost-increase will change as capacity is increased. The empirical fit of ISRU System Model optimization in Fig. 8 resulted in an  value of .837, which does exhibit a modest economy of scale. This indicates that the cost-perplant (system mass) of oxygen production plants decreases as production capacity increases. Based on these results, to achieve a 10 Mt/yr oxygen production rate, two 5 Mt/yr plants would cost approximately 1. 
III. ISRU Impacts on Space Logistics
One of the primary applications for in-situ produced oxygen on the Moon is to provide crew breathing supplies. A space logistics planning and simulation tool, SpaceNet 17, 18 , was used to assess the trade-off between Earth-based and lunar-derived oxygen. The baseline mission scenario for this study had a mission duration of 10 years with four crew members living on the lunar surface. A 4 person crew consumes approximately 1500 kg of oxygen per year in this SpaceNet scenario. In-situ oxygen supply was compared to the re-supply from Earth needed for four options of ECLSS (environmental control and life support systems) technology, ranging from minimal recycling capabilities to advanced life support technologies (see Table 2 ). All but the most basic option of ECLSS carry water from Earth to electrolyze for oxygen. The basic options involve lower levels of technology risk and lower levels of system closure. The more advanced options involve high closure for water recovery and additional systems for re-capturing and recycling oxygen. The primary difference between the most advanced options is the additional systems to aid in recovery of carbon dioxide and oxygen recycling. Cases with ISRU incorporated assume that an ISRU plant handles all of the oxygen demand, thus some of these additional oxygen recycling systems are not used, and the ISRU plant provides the full 1550 kg/yr demand (which serves as an upper-limit estimate in this study). Table 3 presents the demand differences between the four ECLSS scenarios and the cases with ISRU included. The values shown include cargo tank mass. The ISRU plant mass for a 1550 kg/yr demand was determined using Eq. (16) from the preliminary ISRU System Model data and was found to be approximately 220 kg. The last column of Table 3 shows the mass savings of launched cargo over the 10-year mission. This analysis was limited to Therefore we can make two main observations with respect to the use of lunar ISRU for breathable oxygen: a) there is a tradeoff between investing in advanced ECLSS systems and oxygen ISRU production. These investments are not mutually exclusive but should be co-optimized in the context of an overall campaign. b) Given the relationship between oxygen produced per year and ISRU system mass, it appears that an ISRU plant may break even within the first year of operations on the lunar surface. This requires, however, a high level of reliability (100% uptime, no spares required) and sufficient available power.
IV. Conclusions and Future Work
An optimization tool for NASA's ISRU System Model was developed for lunar oxygen production plants that provides a means for analyzing and comparing different system configurations and technology options. It enables users to apply optimization to varying system designs and understand the effect of sizing parameters on system performance. Optimization tests performed using SQP and simulated annealing found that between these two methods, a feasible, minimum point can usually be found. However, higher oxygen production levels did cause more erratic behavior in the models, resulting in few converged solutions. Further tests with these methods and refinement of the ISRU component models is necessary to yield a fully robust system optimization.
Initial tests of nine potential system architectures for increasing quantities of oxygen production provided a nondominated set of optimized designs. Two particular system architectures populated the Pareto-optimal set of designs for most production levels tested. These are attractive architectures to investigate further. This set of designs demonstrated that ISRU oxygen production plants may exhibit an economy of scale, indicating that investment in larger plants would result in less total launched mass in a long-term build-up of oxygen production capability. This conclusion will be tested as more models are developed and experimental data provides validation and verification.
An initial analysis of ISRU impacts to lunar-base supply chain logistics indicated that if ISRU plant masses scale as per Figure 8 , using in-situ derived oxygen for crew breathing air may be beneficial for low-to-medium capability ECLSS systems. A more detailed trade study is necessary to compare ISRU to the advanced ECLSS systems to determine how the system masses compare. ISRU and advanced ECLSS have some overlap in subsystem technology, so it is conceivable that they may have similar system masses or may share in common parts. Future work in lunar campaign analysis will include full integration of ISRU analysis into SpaceNet, assessment of supply chain impacts of oxygen production for life support and propellant over different lunar architecture scenarios, and investigation of Constraint Satisfaction Problem (CSP) techniques for architecture optimization.
