The tangential condition was introduced in [16] as a sufficient condition for convergence of the Landweber iteration for solving ill-posed problems. In this paper we present a series of time dependent benchmark inverse problems for which we can verify this condition.
Introduction
We consider the problem of recovering a parameter θ in the evolution equation u(t) = f (t, θ, u(t)) t ∈ (0, T )
(1)
where for each t ∈ (0, T ) we consider u(t) as a function on a smooth bounded domain Ω ⊂ R d . In (1) , u denotes the first order time derivative of u and f is a nonlinear function. Although not explicitely indicated in the notation here, θ might depend on time as well. These model equations are equipped with additional data obtained from continuous observations over time
with a linear operator C, which will be assumed to be linear; in particular, in most of what follows C is the continuous embedding V ֒→ Y , with V and Y introduced below.
While formulating the requirements and results first of all in this general framework, we will also apply it to a number of examples as follows.
Identification of a potential
We study the problem of identifying the space-dependent parameter c from observation of the state u in Ω × (0, T ) in u − ∆u + cu = ϕ (t, x) ∈ (0, T ) × Ω (4)
where ϕ ∈ L 2 (0, T ; H −1 (Ω)) and u 0 ∈ L 2 (Ω) are known. Here, −∆ could be replaced by any linear elliptic differential operator with smooth coefficients. With this equation, known, among others, as diffusive Malthus equation [33] , one can model the evolution of a population u with diffusion and with exponential growth as time progresses. The latter phenomenon is quantified by the growth rate c, which, in this particular case, depends only on the environment.
Identification of a diffusion coefficient
We further consider the problem of recovering the parameter a from measurements of u in Ω × (0, T ), governed by the diffusion equation
u |∂Ω = 0 t ∈ (0, T ) (8)
where ϕ ∈ L 2 (0, T ; H −1 (Ω)) and u 0 ∈ L 2 (Ω) are known. This is, for instance, a simple model of groundwater flow, whose temporal evolution is driven by the divergence of the flux −a∇u and the source term ϕ. The coefficient a represents the diffusivity of the sediment and u is the piezometric head [15] . Banks and Kunisch [3, Chapter I.2] discussed the more general model: u + ∇ · −a∇u + bu + cu, describing the sediment formation in lakes and deep seas, in particular, the mixture of organisms near the sediment-water interface.
An inverse source problem with a quadratic first order nonlinearity
Here we are interested in the problem of identifying the space-dependent source term θ from observation of the state u in Ω × (0, T )
u |∂Ω = 0 t ∈ (0, T ) (11)
This sort of PDE with a quadratic nonlinearity in ∇u arises, e.g., in stochastic optimal control theory [12, Chapter 3.8 ].
An inverse source problem with a cubic zero order nonlinearity
The following nonlinear reaction-diffusion equation involves determining the spacedependent source term θ from observation of the state u in Ω × (0, T ), in a semiliear parabolic equation
u |∂Ω = 0 t ∈ (0, T ) (14)
where the possibly space and time dependent source term ϕ ∈ L 2 (0, T ; H −1 (Ω)) and the initial data u 0 ∈ H 1 0 (Ω) are known. Here we selectively mention some applications for PDEs with with cubic nonlinearity Φ(u): Φ(u) = u(1 − u 2 ): Ginzburg-Landau equations of superconductivity [6] , AllenCahn equation for the phase separation process in a binary metallic alloy [1, 35] , Newell-Whitehead equation for convection of fluid heated from below [13] .
Φ(u) = u 2 (1 − u): Zel'dovich equation in combustion theory [13] .
Φ(u) = u(1 − u)(u − α), 0 < α < 1: Fisher's model for population genetics [38] , Nagumo equation for bistable transmission lines in electric circuit theory [34] .
In part of the analysis we will also consider an additional gradient nonlinearity Ψ(∇u) in the PDE, cf. (44) below.
Coming back to the general setting (1)-(3) we will make the following assumptions, where all the considered examples fit into. The operators defining the model and observation equations above are supposed to map between the function spaces
where X, Y, W, V ⊆ Y are Banach spaces. The initial condition u 0 ∈ H, where H is a Banach space as well, will in most of what follows be supposed to be independent of the coefficient θ here. Dependence of the initial data and also of the observation operator on θ can be relevant in some applications but leads to further technicalities, thus for clarity of exposition we shift consideration of these dependencies to future work. For fixed θ, we assume that the Caratheodory mappings f and C as defined above induce Nemytskii operators [45, Section 4.3] (for which we will use the same notation f and C) on the function space
in which the state u will be contained, and map into the image space W * and observation space Y, respectively, where
Moreover,Ũ or U, respectively, will be assumed to continuously embed into C(0, T ; H) in order to make sense out of (2).
We will consider formulation of the inverse problem on one hand in a classical way, as a nonlinear operator equation
with a forward operator F mapping between Banach spaces X and Y, and on the other hand also, alternatively, as a system of model and observation equation
Here,
are the model and observation operators, so that with the parameter-to-state map
and
(19) is equivalent to the all-at-once formulation (20), (21). Defining
and setting y = (0, y), we can rewrite (20), (21) analogously to (19), as
All-at-once approaches have been studied for PDE constrained optimization in, e.g., [27, 28, 32, 46, 37, 43, 44] and more recently, for ill-posed inverse problems in, e.g., [7, 8, 14, 20, 22, 46] , particularly for time dependent models in [21, 36] .
Convergence proofs of iterative regularization methods for solving (19) (and likewise (25)) such as the Landweber iteration [16, 24] or the iteratively regularized Gauss-Newton method [2, 24, 25] require structural assumptions on the nonlinear forward operator F such as the tangential cone condition [41] 
Here F ′ (θ) does not necessaritly need to be the Fréchet or Gâteaux derivative of F, but it is just required to be some linear operator that is uniformly bounded in a neighborhood of the initial guess θ 0 , i.e.,
The conditions (26) and (27) force local convexity of the residual θ → F(θ)−y 2 . In this sense, the conditions are structurally similar to conditions used in the analysis of Tikhonov regularization, such as those in [9] . The tangential cone condition eventually guarantees convergence to the solution of (19) by a gradient descent method for the residual (and also for the Tikhonov functional). Therefore it ensures that the iterates are not trapped in local minima.
The key contribution of this chapter is therefore to establish (26), (27) in the reduced setting (19) as well as its counterpart in the all-at-once setting (25) for the above examples (as well as somewhat more general classes of examples) of parameter identification in initial boundary value problems for parabolic PDEs represented by (1), (2) . In the reduced setting this also involves the proof of well-definedness and differentiability of the parameter-to-state map S, whereas in the all-at-once setting this is not needed, thus leaving more freedom in the choice of function spaces. Correspondingly, the examples classes considered in Section 2 will be more general than those in Section 3.
Some non-trivial static benchmark problems where the tangential condition has been verified can be found e.g., in [10, 18, 31] .
We mention in passing that in view of existing convergence analysis for such iterative regularization methods for (19) or (25) in rather general Banach spaces we will formulate our results in general Lebesgue and Sobolev spaces. Still, we particularly strive for a full Hilbert space setting as preimage and image spaces X and Y , since derivation and implementation of adjoints is much easier then, and also the use of general Banach spaces often introduces additional nonlinearity or nonsmoothness. Moreover we point out that while in the reduced setting, we will focus on examples of parabolic problems in order to employ a common framework for establishing well-definedness of the parameter-to-state map, the all-at-once version of the tangential condition trivially carries over to the wave equation (or also fractional sub-or superdiffusion) context by just replacing the first time derivative by a second (or fractional) one.
The remainder of this paper is organized as follows. Section 2 provides results for the all-at-once setting, that are also made use of in the subsequent Section 3 for the reduced setting. The proofs of the propositions in Section 2 and the notation can be found in the appendix.
All-at-once setting
The tangential cone condition and boundedness of the derivative in the all-at-once setting F(θ, u) = y (25) with
and the norms
, on the product spaces read as
where we have assumed linearity of C.
Since the right hand side terms u(0) −ũ(0) H and f (θ, u) − f (θ,ũ) W * in (29) are usually too weak to help for verification of this condition, we will just skip it in the following and consider
which under these conditions is obviously sufficient for (29). Moreover, in order for the remaining right hand side term to be sufficiently strong in order to be able to dominate the left hand side, we will need to have full observations in the sense that
In the next section, it will be shown that under certain stability conditions on the generalized ODE in (1), together with (32), the version (31) of the all-at-once tangential cone condition is sufficient for its reduced counterpart (26). Likewise, we will further consider the sufficient condition for boundedness of the derivative,
The function space setting considered here will be
so that the third bound in (33) is automatically satisfied with C F,0 = 1. We focus on Lebesgue and Sobolev spaces1
with s, t ∈ [0, ∞), m, n ∈ [1, ∞], q ∈ [1,q], andq the maximal index such that V continuously embeds into Lq(Ω), i.e. such that
so that with C defined by the embedding operator U → Y, the last bound in (33) is automatically satisfied 2. For the notation we refer to the appendix.
1 In place of V , its intersection with H 1 0 (Ω) might be considered in order to take into account homogeneous Dirichlet boundary conditions. For the estimates themselves, this does not change anything. 2 One could possibly think of also extending to more general Lebesgue spaces instead of L 2 with respect to time. As long as the summability index is the same for W and Y this would not change
The parameter space X may be very general at the beginning of Subsection 2.1 and in Subsection 2.2. We will only specify it in the particular examples of Subsection 2.1.
We will now verify the conditions (31), (33) for some (classes of) examples.
Bilinear problems
Many coefficient identification problems in linear PDEs, such as the identification of a potential or of a diffusion coefficient, as mentioned above, can be treated in a general bilinear context. Consider an evolution driven by a bilinear operator, i.e.,
where for almost all t ∈ (0, T ), and all
, and g(t) ∈ W * , with
so that the first and second bounds in (33) are satisfied, due to the estimates
For the left hand side in (31), we have
and (31) is satisfied if and only if (32) and
hold. A sufficient condition for this to hold is anything in Subsection 2.1. As soon as the summability indices differ, one has to think of continuity of the embedding
as a whole, possibly taking advantage of some interpolation between L r1 (0, T ; V ) and W 1, r2 (0, T ; W * ). This could become very technical but might pay off in specific applications.
The proofs of the propositions for the following examples can be found in the appendix. Likewise, the conditions on the summability and smoothness indices s, t, p, q, m, n of the used spaces, (A.108 
Identification of a potential c
Problem (4)- (6) can be cast into the form (37) by setting θ = c and
(i.e., (Bc)(t) is a multiplication operator with the multiplier c). We set 
Identification of a diffusion coefficient a
The a problem (7)- (9) is defined by setting
so that
Note that since Y = L q (Ω) we had to move all derviatives away fromv by means of integration by parts, which forces us to use spaces of differentiability order at least two in W and at least one in X. Thus we here consider
Proposition 2 For U, W, Y according to (34) with (35), (A.110) , the operator F defined by (28), (37), (42), C = id : U → Y satisfies the tangential cone condition (31) with a uniformly bounded operator F ′ (a).
Remark 2 A full Hilbert space setting p = q = m = n = 2 requires to choose s ≥ 0
Nonlinear inverse source problems
Consider nonlinear evolutions that are linear with respect to the parameter θ, i.e.
where for almost all
satisfy the Hölder continuity and growth conditions
for allλ, λ ∈ R d , where γ,γ, κ,κ ≥ 0. We will show that the exponents γ,γ may actually be arbitrary as long as the smoothness s, t of V and W is chosen appropriately.
Proposition 3
The operator F defined by (28), (37), (42) 
Reduced setting
In this section, we formulate the system (1)- (3) by one operator mapping from the parameter space to the observation space. To this end, we introduce the parameterto-state map
then, with D(F) = D the forward operator for the reduced setting can be expressed as
and the inverse problem of recovering θ from y can be written as
Here, differently from the state space U in the all-at-once setting, cf., (34), we use a non Hilbert state spacẽ
as this appears to be more appropriate for applying parabolic theory.
We now establish a framework for verifying the tangential cone condition as well as boundedness of the derivative in this general setting.
For this purpose, we make the following assumptions.
Assumption 3.1.
(R2) Well-definedness of the parameter-to-state map
withŨ as in (48) as well as its boundedness in the sense that there exists
(R3) Continuous dependence on data of the solution to the linearized problem with zero initial data, i.e., there exists a constant C lin such that for all θ ∈ B X ρ (θ 0 ), b ∈ W * , and any z solving
the estimate
holds.
(R4) Tangential cone condition of the all-at-once setting (31)
The main result of this section is as follows.
Theorem 3.2. Suppose Assumption 3.1 holds and C is the embedding
ii) The tangential cone condition is satisfied:
for some small constant c Re t cc . This is a consequence of the following two propositions, in which we combine the all-at-once versions of the tangential cone and boundedness conditons, respectively, with the assumed stability of S and its linearization.
Proposition 4 Given C is the embedding V ֒→ Y and u 0 is independent of θ, the tangential cone condition in the reduced setting (52) follows from the one in the all-at-once setting (R4) if the linearized forward operator is boundedly invertible as in (R3) and S is well defined according to (R2).
Proof. We begin by observing that the functions
solve the corresponding equations
Hence we end up with the following estimate, using the assumed bounded invertibility of the linearized problem (56) and the fact that C is the embedding V ֒→ Y ,
where r W * and c AAO t cc are respectively the left hand side and the constant in the all-at-once tangential cone estimate, applied to u = S(θ) andũ = S(θ).
Remark 4
The inverse problem (19) with (22), (23), (24) can be written as a composition of the linear observation operator C and the nonlinear parameter-to-state map S. Such problems have been considered and analyzed in [17] , but as opposed to that the inversion of our observation operator is ill-posed so the theory of [17] does not apply here.
Note that in (58), c AAO t cc must be sufficiently small such that the tangential cone constant in the reduced setting c Re t cc := C lin c AAO t cc fulfills the smallness condition required in convergence proofs as well. Moreover we wish to emphasize that for the proof of Proposition 4, the constant C lin does not need to be uniform but could as well depend on θ. Also the uniform boundedness condition on S from (R2) is not yet needed here.
Under further assumptions on the defining functions f , we also get existence and uniform boundedness of the linear operator F ′ (θ) as follows.
Proposition 5 Let S be well defined and bounded according to (R2), and let (R1), (R3) be satisfied. Then F ′ (θ) is Gâteaux differentiable and its derivative given by
is uniformly bounded in B X ρ (θ 0 ).
Proof. For differentiablity of F relying on conditions (R1)-(R3), we refer to [36, Proposition 4.2] . Moreover again using (R1)-(R3), for any θ ∈ B X ρ (θ 0 ) we get
is the Lipschitz constant in (R1) and C lin is as in (R3). Above, we employ boundedness of S by C S as assumed in (R2). This proves uniform boundedness of F ′ (θ).
We now discuss Assumption 3.1 in more detail. For every θ ∈ D(F) (S1) and for almost t ∈ (0, T ), the mapping − f (t, θ, ·) is pseudomonotone
(S3) f satisfies a condition for uniqueness of the solution, e.g., When dealing with linear and quasilinear parabolic problems, detailed discussions for unique exsistence of the solution are exposed in the books, e.g., of Evans [11] , Ladyzhenskaya et al. [29] , Pao [38] . If constructing the solution to the initial value problem through the semigroup approach, one can find several results, e.g, from Evans [11] , Pazy [39] combined with the elliptic results from Ladyzhenskaya et al.
[30].
Addressing (R3), a possible strategy is using the following dual argument. Suppose W is reflexive and z is a solution to the problem (49)-(50), then by the Hahn-Banach Theorem
and p solves the adjoint equation
If in the adjoint problem the estimate
holds for some uniform constantC lin , then we obtain
Thus (R3) is fulfilled.
So we can replace (R3) by (R3-dual) Continuous dependence on data of the solution to the adjoint linearized problem associated with zero final condition, i.e., there exists a constant
, and any p solving (60)-(61), the estimate (62) holds.
In the following sections, we examine the specific examples introduced in the introduction, in the relevant function space setting
where V, W will be chosen subject to the particular example, whereq is the maximum power allowing V ֒→ Lq(Ω) andq ≤q is the maximum power such that (51) in (R3) holds.
Identification of a potential
We investigate this problem in the function spaces
Now we verify the conditions proposed in Assumption 3.1.
(R1) Local Lipschitz continuity of f :
Applying Hölder's inequality, we have
with the dual indexp * =p p−1 and r =p
Above, we invoke the continuous embbedings through the constants C W →Lp , C V →L r , wherep denotes the maximum power allowing W ⊆ Lp. Thus we are supposing
definedness and boundedness of the parameter-to-state map:
Verifying the conditions (S1)-(S3) with the Gelfand triple
Indeed, while conditions (S1) and (S3) are evident, semi-coercivity is deduced as follows. For
we see
, which gives
, where the constant C c 0 is positive if choosing ǫ 1 < ǫ and ǫ, ǫ 1 sufficiently small. This concludes semi-coercivity of f . Moreover, by the triangle inequality:
semi-coercivity of f is satisfied with the constants C 0 , C 1 now depending only on the point c 0 . This hence gives us uniform boundedness of S on the ball B X ρ (c 0 ).
(R3) Continuous dependence on data of the solution to the linearized problem with zero initial data:
We use the duality argument mentioned in Remark 6. To do so, we need to prove existence of the adjoint state p ∈ L 2 (0, T ; W) and the associated estimate (R3-dual). Initially, by the transformation v = e −λt p and putting τ = T − t, the adjoint problem (60)-(61) is equivalent to
We note that this problem with c =ĉ ∈ L ∞ (Ω), λ +ĉ > −C PF , the constant in the Poincaré-Friedrichs inequality, 
Suppose u solves (70)-(71), by the identity
where Cǫ < 1 if we assumeĉ = c 0 ∈ L ∞ (Ω) and ρ is sufficiently small. In some case, smallness of ρ can be omitted (discussed at the end of (R3)). Estimate (72) holds provided
is the solution to the adjoint problem (60)-(61).
Observing that p solves
employing again [11, Section 7.1.3 , Theorem 5] and (82) yields
with some constant C independent of θ ∈ B X ρ (c 0 ). This yields (R3-dual) with q = 2. 
.
Choosing ǫ sufficiently small allows us to subtract the term involving ∆p 2
on the right hand side from the one on the left hand side and get a positive coefficient in front. Here, the choice of ǫ depends only on the constants c 0 , ρ, Ω, C H 2 ∩H 1 0 →L ∞ . It is also obvious that, if d < 3, in the second line of the above calculation, we can directly estimate as follow
Employing firstly Gronwall-Bellman inequality with initial data ∇p(0) = 0, then taking the integral on [0, T ], we obtain
with the constant C depending only on c 0 , ρ. This estimate is valid for all c ∈ B X ρ (c 0 ). Since the adjoint problem has the same form as the original problem, applying (77) in (72) we can relaxĉ, by means of without fixingĉ = c 0 but chossing it sufficiently close to c since L ∞ (Ω) = L p (Ω), |Ω| < ∞ to have Cĉǫ ≤ Cǫ arbitrarily small with constant C as in (77). Therefore the constraint on smallness of ρ can be omitted in these cases.
(R4) All-at-once tangential cone condition:
According to (36) , (A.108) with s = 0, t = 2, m = n = 2, this follows if
, and
with q = max
Then F defined by F(c) = u solving (4)- (6) satisfies the tangential cone condition (52) with a uniformly bounded operator F ′ (c) defined by (59), see also [16] for the static case.
Remark 7 This allows a full Hilbert space setting of X and Y by choosing p = q = 2 as long as d ≤ 3.
Identification of a diffusion coefficient
We pose this problem in the function spaces
so that X ֒→ L ∞ (Ω) and define the domain of F by
Now we examine the conditions (R1)-(R3).
, subject to the constraint
(R2) Well-definedness and boundedness of the parameter-to-state map:
A straightforward verification of (S1)-(S3) gives unique existence of the solution
Similarly to the c-problem, the fact that the semi-coercivity property of f holds
with the coefficient a being independent of a shows uniform boundedness of S.
(R3) Continuous dependence on data of the solution to the linearized problem with zero initial data:
We employ the result in [11, Section 7.1.3, Theorem 5] with noting that the actual smoothness condition needed for the coefficient is that, a is differentiable a.e on Ω and a ∈ W 1,∞ (Ω) rather than a ∈ C 1 (Ω). From the observation a ∈ D(F) = W 1, p (Ω), p > d is differentiable a.e and the fact that W 1,∞ (Ω) is dense in W 1, p (Ω), it enables us to imitate the contraction scenario and the dual argument as in the c-problem. Taking u, v solving (7)- (9), we see
is a contraction
where Cǫ < 1 if we assumeâ = a 0 ∈ W 1,∞ (Ω) and ρ is sufficiently small. If the index p is large enough, smallness of ρ can be omitted (discussed at the end of (R3)). Therefore, given φ ∈ L 2 (0, T ; L 2 (Ω)), the adjoint state p ∈ L 2 (0, T ; H 2 ∩ H 1 0 ) uniquely exists. We also have the estimate (49) 
where the last term on the right hand side can be estimated as in (69) of the c-problem with (∇a) 2 in place of c, ∇p in place of u and the assumption
Choosing ǫ 1 < ǫ, and ǫ 1 , ǫ sufficiently small such that we can move the term involving ∆p 2
from the right hand side to the left hand side of (83). Note that, this choice of ǫ 1 , ǫ is just subject to a 0 and ρ. Proceeding similarly to the c-problem, meaning applying Gronwall-Bellman inequality then taking the integral on [0, T ], we obtain
with a constant C depending only on a 0 , ρ.
Observing the similarity in the form of the adjoint problem and the original problem, invoking the uniform bound (85) w.r.t parameter a and the fact W 1,∞ (Ω) = W 1, p (Ω) one can eliminate the need of smallness of ρ.
According to (36), (A.110) with s = 0, t = 2, m = n = 2, we require
where q = max Remark 8 This yields the possibility of a full Hilbert space setting p = q = 2 of X and Y in case d = 1, see also [15] and, for the static case, [16] .
An inverse source problem with a quadratic first order nonlinearity
By the transformation U := e u , the initial-value problem (10)- (12) can be converted into an inverse potential problem as considered in Section 3.1
with U 0 = e u 0 . Thus, in principle it is covered by the analysis from the previous section, as long as additionally positivity of U can be established. So the purpose of this section is to investigate whether we can allow for different function spaces X, Y by directly considering (10)-(12) instead of (87)-(89).
We show that f verifies the hypothesis proposed for the tangential cone condition in the reduced setting on the function spaces
(R2) Well-definedness and boundedness of parameter-to-state map:
We argue unique existence of the solution to (10)-(12) via the transformed problem (87)-(89) for U = e u . To begin, by a similar argument to (72) with the elliptic operator 
Let U,Û respectively solve (87)-(89) associated with the coefficients θ ∈ X,θ ∈ L ∞ (Ω) with the same boundary and initial data, then v = U −Û solves
Owing to the regularity from [11, Section 7.1.3, Theorem 5] and estimating similarly to (72), we obtain
with positiveÛ sinceθ ∈ L ∞ (Ω) and the constant C depending only on θ 0 , ρ.
Here we assumeθ = θ 0 ∈ L ∞ (Ω) and ρ is sufficiently small such that the right hand side is sufficiently small. Then U ∈ L ∞ (0, T ;
is close toÛ and therefore positive as well. This assertion is valid if 0 < U 0 = e u 0 ∈ H 2 (Ω) ∩ H 1 0 (Ω), 0 < U| δΩ , which is chosen as U| δΩ = 1 in this case (such that log(U| δΩ ) = 0) and
This leads to unique existence of the solution u := log(U) to the problem (10)- (12), moreover 0
due to the estimates (75)-(77) in Section 3.1. Here the constant C depends only on θ 0 , ρ as claimed in (77). This and the fact L ∞ (Ω) = L p (Ω) allow us to chosê θ ∈ L ∞ (Ω) being sufficiently close to θ ∈ L p (Ω) to make the right hand side of (94) arbitrarily small without the need of smallness of ρ.
We have observed that, with the same positive boundary and initial data, the solution U = U(θ) to (87)-(89) is bounded away from zero for all θ ∈ B X ρ (θ 0 ). Besides, S : θ → U is a bounded operator as proven in (R2) of Section 3.1. Consequently, u = log(U) with ∆u = − |∇U | 2
operator on B X ρ (θ 0 ). Moreover, we can derive a uniform bound for U in H 1 (0, T ; H 2 (Ω)) with respect to θ. From
by taking the time derivative of both sides then test them with −∆( U − Û ) we have
, where ∆ Û L 2 (Ω) is attained by estimating with the same technique for (87)- (89) with the coefficientθ ∈ L ∞ (Ω). Since ǫ is arbitrarily small, if ρ is sufficiently small and the following condition holds
applying Gronwall's inequality then integrating on [0, T ] yields
) and its diameter can be controlled by ρ. In case d = 1, smallness of ρ can be omitted if one uses the estimate (94).
(R3) Continuity of the inverse of the linearized model:
Now we consider the linearized problem
whose adjoint problem after transforming t = T − τ is
Since u ∈ C 1 (0, T ; H 2 (Ω) ∩ H 1 0 (Ω)) as proven in (R2), this equation with the coefficients m := −2∇u ∈ C 1 (0, T ; H 1 (Ω)), n := −2∆u ∈ C 1 (0, T ; L 2 (Ω)) is feasible to attain the estimate (R3) by the contraction argument.
Indeed, let us take p solving (99)-(100), then
where
Above, we apply from [11, Section 7.1.3 , Theorem 5] the continuity of
with noting that, although the theorem is stated for time-independent coefficients, the proof reveals it is still applicable form =m(t, x),n =n(t, x) being bounded in time and space. The above constant Cθ , which depends onm
can be bounded by some constant C depending only on S(θ 0 ) and the diameter of S(B X ρ (θ 0 )) similarly to Sections 3.1 and 3.2 if choosingθ = θ 0 . In order to make Cǫ less than one, we require m − m L ∞ (0,T ;H 1 (Ω)) and n − n L ∞ (0,T ;L 2 (Ω)) to be sufficiently small. Those conditions turn out to be uniform boundedness of Û − U L ∞ (0,T ;H 2 (Ω)) (or the diameter of S(B X ρ (θ 0 )), which can be seen as smallness of ρ as in (96) since
with constant C depending only on some fixedm,n and the assumption on smallness of ρ. Here with the L 2 -norm on the right hand side, the maximum q is limited byq = 2. Observing that the problem (99)-(100) has the form of the a-problem written in (83), with a = 1, ∇a = −2∇u(t) ∈ L 6 (Ω) and the additional term in the last line of the right hand side, namely,
if the dimension d = 1. The solution u = S(θ) also lies in some ball in
, as in (R2) we have shown boundedness of the operator S. It allows us to evaluate analogously to (83)-(84) with taking into account the additional term (102) to eventually get
with the constant C depending only on θ 0 , ρ. Hence, if d = 1, ρ is not required to be small.
(R4) All-at-once tangential cone condition:
According to (36) , (A.124) 
1 ≤ R q * and q ≤q and 2 −
where the latter conditions come from the requirements
Corollary 3 Assume u 0 ∈ V and
with q = min (12) satisfies the tangential cone condition (52) with a uniformly bounded operator F ′ (θ) defined by (59).
Remark 9 To achieve a Hilbert space setting for X and Y , one can choose p = q = 2 if d ≤ 3, see also [36] .
An inverse source problem with a cubic zero order nonlinearity
In the following we examine the conditions required for deriving the tangential cone condition and boundedness of the derivative of the forward operator.
subject to the conditions
(R2) Well-definedness and boundedness of the parameter-to-state map:
shows that the problem (13)-(15) admits a unique solution in the space W(0, T ). Subsequently, [40, Theorem 8.16 ] strengthens the solution to belong to L ∞ (0, T ; V). To validate this regularity result, the following additional assumptions are made
the initial data u 0 ∈ V and the known source term 
where q = min
Then F defined by F(θ) = u solving ( where Dsv = |α | ≤s D α v.
We first consider the case of an affinely linear (or just vanishing) function Ψ, which still comprises, e.g., models with linear drift and diffusion, so that C Ψ ′′ can be set to zero. We can then estimate f (θ, u) − f (θ,ũ) − f Moreover, in order to guarantee continuity of the embedding W ֒→ L r q * r −q * (γ+κ) (Ω) and for the above Hölder estimate to make sense we impose (A.118) , and in both cases we addditionally need to impose (36) .
