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We consider the fate of Bose-Einstein condensation (BEC) with time-reversal symmetry and
inversion symmetry in a spin-orbit coupled bilayer system. When these two symmetry operators
commute, all the single particle bands are exactly two-fold degenerate in the momentum space. The
scattering in the two-fold degenerate rings can relax the spin-momentum locking effect resulting
from spin-orbit coupling, thus we can realize the spin polarized plane wave phase even when the
inter-particle interaction dominates. When these two operators anti-commute, the lowest two bands
may have the same minimal energy, which have totally different spin structures. As a result, the
competition between different condensates in these two energetically degenerate rings can give rise
to interesting stripe phases with atoms condensed at two or four colinear momenta. We find that
the crossover between these two cases is accompanied by the excited band condensation when the
interference energy can overcome the increased single particle energy in the excited band. This effect
is not based on strong interaction, thus can be realized even with moderate interaction strength.
PACS numbers: 66.35.+a, 03.75.Mn, 03.75.Lm, 67.85.Jk
The synthetic gauge potentials in ultracold atoms have
attracted much attention in recent years [1–7]. In the
Abelian gauge potential the neutral atoms can experi-
ence a light-induced commutative vector potential [8–
10], thus a lot of interesting phases in charged electrons
from Lorentz force can be simulated using the neutral
atoms [11–19], including the integer and fractional quan-
tum Hall effects [20–22]. The non-Abelian potential, such
as the spin-orbit coupling (SOC) effect, is more intrigu-
ing due to the spin-momentum locking effect. It not only
fundamentally changes the fate of Bose-Einstein conden-
sation (BEC) in Bose gases [23–30], but may also give
rise to topological phases in Fermi gases [31–35]. Thus
the synthetic gauge potentials in ultracold atoms have
opened a totally new avenue in exploring fundamental
physics [36–44]; and to this end at least nine experimental
groups have realized the SOC in different atoms [45–55].
The SOC can modify the topology of single particle
band from a minimal point at k = 0 to a degenerate
ring (or sphere) at |k| 6= 0 in two (or three) spatial di-
mensions (assuming the system has rotational symme-
try). In the later case the BEC is impossible to be devel-
oped due to the infinite degeneracy of the ground state
space. However, in the presence of interaction, the atoms
are forced to occupy only a few momenta. The ground
state phase is then determined by the minimized interac-
tion energy, which favors either spin balanced plane wave
(PW) phase when c12 < 1 or spin fully polarized PW
phase without SOC and standing wave (SW) phase with
SOC when c12 > 1, where c12 denotes the ratio between
inter-particle and intra-particle scattering strengths [24].
This general principle has been applied to understand
the exotic two-component BEC in various circumstances
[23–30], in which the PW phase is almost impossible to
be developed when inter-particle interaction dominates.
We find that it is possible to go beyond the above gen-
eral scenario by considering the BEC in two degenerate
rings in a spin-orbit coupled bilayer system. (I) When
all the bands are two-fold degenerate due to commutation
relation between time-reversal operator and inversion op-
erator, the scattering in the degenerate space can relax
the spin-momentum locking effect and spin polarized PW
phase can be realized even when c12 > 1. The spin po-
larization is controlled by the interlayer tunneling. (II)
When the two operators anti-commute, the condensates
in the lowest two energetically degenerate rings with dis-
tinct spin structures can give rise to different spin bal-
anced colinear stripe (ST) phases occupying two or four
momenta; (III) The crossover between the above two
cases is accompanied by the condensation in the excited
band due to the interference effect, which can be realized
even with moderate interaction strength.
Model and Hamiltonian. We consider a bilayer system
with Rashba SOC [55]. Along the perpendicular direc-
tion, the tunneling between the two layers are assumed
to be spin-dependent t↑ = −t↓ = t, which can be realized
by fast modulating the optical lattice [56–58]. The single
particle Hamiltonian reads as H0 =
∫
drψ†(r)H0ψ(r),
with H0 = k22m + λmσ0⊗k ·σ−σx⊗ t˜ and t˜ = diag{t↑, t↓},
under the basis ψ(r) = (ψ1↑(r), ψ1↓(r), ψ2↑(r), ψ2↓(r))
T .
Here λ is the SOC strength, k = (kx, ky), and σ =
(σx, σy) are Pauli matrices. Notice that the spin-
dependent tunneling introduces a relative π phase be-
tween the two spin components, which is equivalent to
introduce a minus sign to the SOC coefficients between
the two layers. Thus the above model can be mapped to
the following model by a unitary rotation,
H0 = k
2
2m
+
λ
m
σz ⊗ k · σ − tσx ⊗ σ0, (1)
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FIG. 1. (Color online) Phase diagram for BEC in two identical
degenerate rings. Here SW, PW and ZM are short for stand-
ing wave, plane wave and zero momentum wave, respectively.
In each phase the condensate is denoted by solid cycle(s) and
P = |〈σz〉| denotes the corresponding spin polarization.
for ψ(r) = (ψ1↑(r), ψ1↓(r), ψ2↑(r),−ψ2↓(r))T . We ne-
glect the interlayer interaction, thus the interacting
Hamiltonian can be written as [29, 30],
Vint = g
2
∑
i=1,2
∫
dr[n2i (r) + 2(c12 − 1)ni↑(r)ni↓(r)], (2)
where niσ(r) = ψ
†
iσ(r)ψiσ(r), ni(r) =
∑
σ niσ(r), and c12
defines the ratio between inter-particle and intra-particle
interaction strengths. In the following, Eq. 1 is used in
our simulation; and the total HamiltonianH = H0+Vint.
This model is intriguing due to the presence of time-
reversal symmetry T and inversion symmetry I between
the two layers defined as [59]
T = σ0 ⊗ iσyK, I = σx ⊗ σ0, (3)
where K is the complex conjugate operator. The combi-
nation of the above two operators enables the definition
of a new anti-unitary operator, T = I · T = σx ⊗ iσyK,
which satisfies,
TH0(k)T−1 = H0(k), T 2 = −1. (4)
The above result is based on the fact that I and T com-
mute, i.e., [I, T ] = 0. The Kramers’ theorem ensures
that all the bands at each k are exactly two-fold degener-
ate. In the single layer system [24], these two symmetry
operators anti-commute, thus the model does not have
the above feature. For the model in Eq. 1, we have
ǫ±(k) = t0[(
k
λ
)2 ± (4(k
λ
)2 + t′2)1/2], (5)
with t′ = t/t0 and t0 = λ
2/(2m). Hereafter t0 is used as
the basic energy scale throughout this work. The topol-
ogy of the ground state space is controlled by t′, and the
degenerate rings with radius k = λ
√
1− t′2/4 will shrink
to a point at k = 0 when t′ ≥ 2. When t′ > 2, the two
degenerate eigenvectors at k = 0 read as
φη1(r) = (1, η, 1, η)
T /2, η = ±, (6)
with single particle energy ǫ−min = −t′t0. When t′ < 2,
the wave functions at the degenerate rings are,
φη2k(r) = (γηe
−iθk , ηγη, γ−ηe
−iθk , ηγ−η)
T eik·r/2, (7)
with γη = (1 − η(1 − t′2/4)1/2)1/2, eiθk = (kx + iky)/k
and ǫ−min = −t0(1 + t′2/4). These wave functions are
normalized via
∫
dr|φη1(r)|2 =
∫
dr|φη2k(r)|2 = 1.
(a)
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FIG. 2. (Color online) Ground state densities in a trap for
(a) PW1 phase with (t′, c12)=(1.0,0.8), (b) SW phase with
(1.0, 1.2) and (c) PW2 phase with (1.8, 1.2). In imaginary
time-evolution simulation, λ = 2, g = 100, δ = −1, m = ~ =
1.
Phase Diagram. We combine the variational analy-
sis and imaginary time-evolution method (confined in a
weak trap) to determine the fate of BEC by minimiz-
ing the total energy per particle, Eg = E0 + Eint, where
E0 =
∫
drφ∗(r)H0φ(r) = ǫ−min denotes the single particle
energy [60]. The interaction is essential for the devel-
opment of BEC over a degenerate space via the order-
by-disorder mechanism, which singles out a ground state
from the degenerate space. We find that when more than
one momenta are occupied, all these momenta should be
collinear. These two methods yield the same phase dia-
gram as shown in Fig. 1 as a function of tunneling and
relative interaction strength.
Firstly we consider the case when all the atoms are
condensed at k = 0, in which the wave function should
be a superposition of the two orthogonal states in Eq.
6. We find (a) when c12 < 1, the ground state is a spin
balanced phase (denoted as ZM0) in Fig. 1,
ψZM0(r) = |α|φ+1 (r)± i|β|φ−1 (r), (8)
with EZM0 = −t + g(1 + c12)/8 for arbitrary α and β.
Therefore all components have the same weight, thus P =
|〈ψZM0|σz |ψZM0〉| = 0. By contrast in case (b) when
3c12 > 1, the ground state is fully spin polarized (denoted
as ZM1 in Fig. 1),
ψZM1(r) = [φ
+
1 (r) ± φ−1 (r)]/
√
2, (9)
in which P = |〈σz〉| = 1 and EZM1 = −t+ g/4. The tran-
sition between ZM0 and ZM1, EZM1 = EZM0, determines
the boundary at c12 = 1, across which it is a first-order
transition due to discontinuous of E with respect to c12.
Next we turn to the two-fold degenerate rings with
t′ < 2. When t′ → 0, we can recover the results in previ-
ous literatures where a first-order phase transition from
a PW phase (denoted as PW1) to SW phase (denoted
as SW) is expected at c12 = 1 (see Fig. 2a). Without
extra degeneracy, the spin-momentum locking effect pro-
hibits tuning of spin polarization for a given k, thus when
c12 > 1, SW phase should be favored to reduce the inter-
particle energy. This locking effect can be relaxed in the
degenerate rings due to the possible scattering between
the two states in Eq. 7 in the degenerate space, where
the spin polarization in the PW phase can still be tuned
in a wide range by superposition principle. For instance
when t′ → 2−, a spin polarized state (P = |〈σz〉| → 1)
can be realized by a basis rotation. Thus the PW phase
(denoted as PW2) is still allowed when c12 > 1.
The PW2 phase beyond the general scenario can be
understood by minimizing the total energy using the two
wave functions in Eq. 7. We find that when c12 < 1, the
wave function takes the form,
ψPW1(r) = [φ
+
2k(r)± iφ−2k(r)]/
√
2, (10)
with energy EPW1 = g(1 + c12)/8 − t0(1 + t′2)/4, and
P = 0, thus this phase is spin balanced. However when
c12 > 1, the wave function reads as
ψPW2(r) = [φ
+
2k(r)± φ−2k(r)]/
√
2, (11)
with EPW2 = g[(1+c12)+(1−c12)t′2/4]/8− t0(1+ t′2/4),
and spin polarization P = t′/2 (see the wave functions in
Fig. 2c from imaginary time-evolution simulation).
In the SW phase, the wave function should be super-
position of all the possible waves (Eq. 7) with momenta
k1 and k2. By direct numerical minimization we find,
ψSW(r) = [ψPW1(r) + e
iϑT ψPW1(r)]/
√
2, (12)
with ESW = g′[(1 + c12) + (1 − c12)/2]/8− t0(1 + t′2/4);
see Fig. 2b. The phase boundary between SW and PW2
phases is determined by ESW = EPW2, which yields t′ =√
2. Thus we have the full phase diagram in Fig. 1.
BEC in Two Energetically Degenerate Rings. We now
generalize this idea to another intriguing condition when
the two layers have slightly different SOC strengths, say
λ1 = λ and λ2/λ1 = δ. We still work in the rotated
picture in Eq. 1, thus δ = −1 corresponds to identical
rings discussed in Fig. 1. In this case the two identical
rings will be divided into two rings. We consider
H′0 =
(
(k+λ1σ)
2
2m −
λ2
1
2m −t
−t (k+λ2σ)22m − λ
2
2
2m
)
. (13)
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FIG. 3. (Color online) Phase diagram for BEC in two ener-
getically degenerate rings when λ2 = δ ·λ1 (δ < 0). Here SW,
PW, ST are short for standing wave, plane wave and stripe
wave, respectively. a1 = (1−δ)2/
√
6, a2 =
√−δ(1− δ)2, a3 =
(1− δ)2/2. In all phases, the spin polarization P = 0.
This model admits a different inversion symmetry, I ′ =
σ0⊗σz. With the method in Eq. 4, we can define another
anti-unitary operator T ′ = I ′ · T = σ0 ⊗ σxK, with
T ′H′0(k)T ′−1 = H′0(k), T ′2 = +1. (14)
Here, I ′ anti-commutes with T , i.e., {I ′, T } = 0, sim-
ilar to that in the single layer system. This symme-
try means that for any eigenvector, H′0φ = Eφ, T ′φ
should also be its eigenvector with the same eigenen-
ergy. The uniqueness of the solution requires T ′φ = φ
upon a global phase difference, which ensures that all
the wave functions should be fully spin balanced, i.e.,
P = |〈φ|σz |φ〉| = 0. By a proper unitary rotation we find
H′0 →
(
ǫ(k+ + δλσz)− tσx 0
0 ǫ(k− + δλσz)− tσx
)
,
(15)
where ǫ(k) = k2/(2m), k± = k + (λ1 + λ2)/2 and δλ =
(λ1 − λ2)/2. We find that the upper block and the lower
block are identical upon a momentum shift k→ k−(λ1+
λ2), thus they should be degenerate in their eigenvalues
upon the same momentum shift; The lowest two bands
are
ǫi(k) = t0[q
2
i + (1− δ)2/4−
√
(1− δ)2q2i + t′2], (16)
with i = 1, 2 and qi = k/λ + (−1)i(1 + δ)/2. The time-
reversal symmetry ensures that ǫi(k) = ǫi(−k) and the
momentum translation ensures ǫ1(k) = ǫ2(k− (λ1+λ2)),
thus the two rings should have the same minimal energy.
This new degeneracy leads to strong competition between
different possible condensates. The corresponding phase
diagram in this degenerate space is presented in Fig. 3.
The topology of the single particle bands is controlled
by the parameter χ = (1−δ)2−2t′, which have two ener-
getically degenerate rings when χ > 0; otherwise, it is a
single ring. (a) When χ > 0, the two rings have radiuses
4k± = [±(1+ δ)/2+(1− δ)(1− 4t′2/(1− δ)4)1/2/2]λ, with
the same single particle energy ǫmin(k) = ǫ
1
min(k1) =
ǫ2min(k2) = t0[−t′2/(1 − δ)2]. The corresponding wave
functions for these two rings are
ϕk1 = (x+(e
iθk1 ,−1), x−(eiθk1 ,−1))T eik1·r, (17)
ϕk2 = (x−(e
iθk2 , 1), x+(e
iθk2 , 1))T eik2·r. (18)
where x∓ = (1∓ (1− 4t′2/(1− δ)4)1/2)1/2/2. Obviously,
T ′ϕki = ϕki and P = 0. The fate of BEC depends
strongly on the scattering between and in the rings, and
the final condensates may occupy only one momentum,
two or four momenta in one ring or two rings. We calcu-
late the energies of all these possible phases and minimize
these energies to determine their boundaries. We find
three interesting cases. (1) For the PW phase (PW1),
ψPW1 = ϕk1 or ψPW1 = ϕk2 , (19)
the corresponding total energy is EPW1 = −t0t′2/(1 −
δ)2 + g(1 + c12)(1/4 − t′2/(2(1 − δ)4)). (2) For the
stripe (ST1) phase with two different collinear momenta
(k1//k2), the wave function can be written as,
ψST1 = (ϕk1 + exp(iϑ)ϕk2)/
√
2, (20)
where EST1 = −t0t′2/(1 − δ)2 + g[(1 + c12)/8 + (1 −
c12)t
′2/(4(1 − δ)4)]. (3) When both rings are occupied
by four momenta {k1,k2,−k1,−k2} for the ST2 phase,
the wave function can be written as
ψST2 = (ψST1 + e
iϑ′T ψST1)/
√
2, (21)
where EST2 = EST1+ g(1− c12)(1/4− 3t′2/(2(1− δ)4))/4.
The SW phase in Fig. 1 is absent here when χ > 0 due to
its slightly higher energy than these three cases. These
minimized energies are used to determine the phase di-
agram presented in Fig. 3 for χ < 0 (for t′ < a3).
The boundary between PW1 and ST2 is determined by
2(3+ 5c12)t
′2 = (1+ 3c12)(1− δ)4, and the boundary be-
tween ST1 and ST2 is determined by t′ = a1 and c12 = 1.
Notice that for t′ ∈ (a2, a3), the ground state may have
two different condensates with the same energy.
In case (b) when χ ≤ 0 the ground state is only made
by a single ring. The minimal energy is determined by
ǫ2min(k) = t0[(1 − δ)2/4− t′] at k = −(1 + δ)λ/2, and its
wave function is
ϕk = (e
iθk , 1, eiθk , 1)T eik·r/2. (22)
For the PW phase, the total energy is EPW = t0[(1 −
δ)2/4− t′] + g(1 + c12)/2, and for the SW phase,
ψSW = (ϕk + e
iθT ϕk)/
√
2, (23)
with ESW = EPW + g(1 − c12)/4. We find PW phase is
favored when c12 < 1 and otherwise SW phase, similar
to that reported in previous literatures [23–30].
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FIG. 4. (Color online) (a) The lowest two single particle bands
for δ = −1.16. The atoms can occupy either two rings or
the ground state and first excited band in a single ring. (b)
Ground state energies for these two different condensates. Pa-
rameters are: λ = 2, t′ = 1.2, g = 2, c12 = 0.5 and δc = −1.16.
These phases in two separate rings can be understood
from the result in degenerate rings in Fig. 1 by adiabati-
cally switching δ off from δ = −1, in which each conden-
sate in momentum k may split into two condensates with
different momenta k±. This explains excellently most the
phases in Fig. 1 to Fig. 3 except the ST2 phase and the
PW1 phase. In the PW1 phase, only one momentum k
is allowed due to the reason discussed in Fig. 1; while in
the ST2 phase the competition between different possible
condensates is more complicated. This regime has a spe-
cial physics consequence — excited band condensation,
which will be discussed below.
Excited Band Condensation from Interference Effect.
Notice that limδ→−1 a2,3 → 2, thus these two boundaries
can be adiabatically tuned to the phase boundary at t′ =
2 in Fig. 1. However we find, limδ→−1 a1 → 4/
√
6 6= √2,
thus the boundary controlled by a1 can not be tuned to
the phase boundary of SW and PW2 phases in Fig. 1.
This is attributed to the condensate in the excited band
from the interference effect, which can be realized even
for moderate interaction strength. To this end, let us
assume the wave function to be
ψ = αϕ′1q1 + βϕ
′
2q2 , (24)
where q1 and q2 are not necessary to be restricted to the
degenerate rings any more. We find that
E(q1,q2) = T +V +(1−c12)A((α∗β)2+h.c)δq1,q2 . (25)
where T = |α|2ǫ1(q1) + |β|2ǫ2(q2) represents the ki-
netic energy, A is a constant depending on the details
of the wave function, and V is the interacting energy
discussed before. The last term, arises from the interfer-
ence effect, is most relevant to our discussion here. When
q1 = q2, the interference between the particles can fur-
ther lower the total energy by letting α∗β ≃ i/2 when
c12 < 1, and α
∗β ≃ 1/2 when c12 > 1. This lowered en-
ergy may overcome the increased single particle energy,
|β|2(ǫ2(q2) − ǫ1(q1)), when condensed partially in the
excited band (see Fig. 4a). We find that the outer ring
always has energy lower than the inner ring, thus let
E(k1,k2) = E(k2,k2), (26)
5we are able to determine the critical boundary between
condensates in degenerate rings and excited band as
δc = −1 + (−B − (B2 − 2AB)1/2)/(2A), (27)
with A = [5(c12 − 1)gt′2 − 8(t′2 − 4)λ2]/128 and B =
(c12 − 1)gt′2/32. For the data in Fig. 4b, the predicted
boundary for crossover between the ground state con-
densate and excited band condensation is δc = −1.1615,
which is in excellent agreement with the numerical result
in Fig. 4b. When δ = −1, the excited band condensate
automatically evolves to the phase diagram in Fig. 1.
Note that in Fig. 4b, E(k1,k2), which does not include
the interference term, will not approach E(k2,k2) even
when δ = −1. This condensate effect is totally differ-
ent from the condensate in excited states, which requires
very strong repulsive interaction[61, 62]. The regime for
excited band condensation can be greatly enhanced by
increasing the scattering strength, thus in principle can
be observed in a wide range. We also notice that P = 0
when c12 < 1 and P 6= 0 when c12 > 1 from the results in
Fig. 1, which provides important basis for experimental
detection of the excited band condensation.
Discussion and Conclusion. Symmetries play an es-
sential role in condensed matter physics, including the
different topological phases classified by time-reversal,
particle-hole and chiral symmetries [63, 64]. We demon-
strate in this work that the time-reversal symmetry and
inversion symmetry can introduce some extra degener-
acy to the single particle band structure in an artificial
bilayer system, which can fundamentally change the fate
of BEC in the degenerate space. These results provide
a new route for the realization of exotic BEC using the
state-of-art techniques in ultracold atoms.
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