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Abstract
We study the reflection amplitudes of ane Toda eld theories with boundary, fol-
lowing the ideas developed by Fring and Koberle in [4],[5],[6] and focusing our attention
on the En series elements, because of their interesting structure of higher order poles.
We also investigate the corresponding minimal reflection matrices, nding, with
respect to the bulk case, a more complicated relation between the spectra of bound
states associated to the minimal and to the \dressed" amplitudes.
1 Introduction
A two-dimensional quantum eld theory with boundary can be basically dened in two ways
([1]). Let us consider the semi-innite euclidean plane, x 2 (−1; 0], y 2 (−1;1), where



















where a and b are local functions respectively of the bulk and boundary \fundamental elds"
’; ’B (’B(y) = ’(x; y)jx=0). In the \perturbed conformal eld theory" approach one writes
the symbolic action










where ACFT+CBC is the action of a conformal eld theory (CFT) on the semi-innite plane
with certain conformal boundary conditions (CBC), and ;B are specic bulk and bound-
ary relevant elds.
If a \bulk" theory is integrable, i.e. if it possesses an innite set of mutually commutative
integrals of motion, the scattering processes are purely elastic, and the S-matrix factorizes
into two-particle amplitudes. This can be generalized to the case with boundary dening, in
addition to the bulk S-matrix, an opportune boundary reflection matrix which will factorize
into single-particle amplitudes. In every integrable boundary eld theory we expect to nd
a certain number of dierent reflection matrices, corresponding to the various boundary
conditions compatible with integrability.
In the \perturbed conformal eld theory" approach the integrable boundary conditions
must be associated in the ultraviolet limit to some of the possible conformal ones. It was
demonstrated by Cardy ([2]) that conformal boundary conditions are in one-to-one corre-
spondence with the primary elds of the examined CFT. In fact, imposing the absence of







where the indices l and j label the primary operators of the theory (0 refers to the identity),
Slj is the modular matrix and the states jjii, called \Ishibashi states", are constructed from
the states in the Verma module j. A fundamental quantity related to a boundary state jAi
is the so-called ground state degeneracy g, dened as ([3])
gA = h0jAi; (1.4)
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where j0i is the ground state of the bulk Hamiltonian. If the state jAi is of the form (1.3),





In the bulk case, the two-particle scattering amplitudes can be exactly calculated (up to
the so-called \CDD ambiguity") as solutions of a number of constraints, which are expressed
by unitarity, crossing, Yang-Baxter and bootstrap equations. In the presence of a boundary,
the reflection amplitudes are constrained by analogous equations, which relate them to the
bulk S-matrix. In this way, starting from a theory whose bulk scattering matrix is known,
one can investigate which are the possible reflection amplitudes.
If the examined theory is a perturbed minimal model, we know explicitly from the primary
elds content of the corresponding CFT which are the conformal boundary conditions that
we have to recover in the UV limit.
On the contrary, the ane Toda eld theory related to an algebra G of rank r has in














where the j’s are r bosonic elds, m and  are real parameters, and i are the simple roots
of G, whose highest root is 0 = −∑ri=1 nii. We can now dene a boundary eld theory
with Lagrangian
LB = (−x)L − (x)B() (1.7)
and investigate which reflection amplitudes are compatible with the bulk S-matrix. Re-
strictions on the boundary interaction B() due to the integrability requirement have been
discussed in [8],[9]. Also this theory can be seen as a perturbation of a certain CFT, which
has however a spectrum of primary operators generally much richer than in minimal models.
2
2 Boundary Affine Toda Field Theories
In a two-dimensional integrable eld theory it is possible to parameterize the momentum of
a particle in terms of a single variable , called rapidity :
pa = ma (cosh a; sinh a) : (2.1)
Assuming that the eect of the boundary is to reverse the momentum and preserve the
energy of a particle which scatters o it, we dene the reflection amplitude K() as the
proportionality factor which relates a single-particle ‘out’ state to the ‘in’ state with reversed
momentum:
ja; iout = Ka () ja;−iin: (2.2)
With this denition we restrict our attention to theories with distinguishable particles, oth-
erwise the reflection factor Ka should be a matrix to allow for a mixing of states.
The main equations for the reflection amplitudes have been derived in [1] and discussed
in [4]-[7],[10]. The unitarity condition
Ka ()Ka (−) = 1 (2.3)
is a straightforward generalization of the bulk one, while the boundary crossing equation
Ka ()Ka¯ ( + i) = Saa (2) (2.4)








































































































Figure 1: The boundary crossing-unitarity relation
In the case of distinguishable particles the Yang-Baxter equations
Ka (a)Sab (b + a)Kb (b)Sab (b − a) = Sab (b − a)Kb (b)Sab (b + a)Ka (a) (2.5)
3
are trivially satised, while a strong constraint is given by the bootstrap equations
Kc () = Ka( − iubac)Sab(2 − iubac + iuabc)Kb( + iuabc): (2.6)



























(B() 2 [0; 2] is a coupling constant dependent parameter, and h is the Coxeter number of
the algebra G). Fring and Koberle ([5]) have demonstrated that in this case the boundary
















where the blocks Kx() are in one-to-one correspondence to the blocks fxg2 in Saa¯ up to a
shift of 2h in x. In order to determine which of the blocks are shifted by 2h and which are
not, one has to write a bootstrap equation (2.6) involving only one particular Ka(), nd its
most general solution, and then compute the other Kb() consistently.
Given a solution Ka() of the equations (2.3)-(2.6), a function of the form
Ka() a() (2.9)
is again a solution if  a satises the homogeneous equations
 a¯( + i

2
) a( − i
2
) = 1; (2.10)
 c() =  a( − iubac) b( + iuabc): (2.11)
Some possible choices of these functions (called CDD-factors and analyzed in [7]) are
1.  a() =
Ka(+i)
Ka()




Kx() satises eq. (2.10) and (2.11), so that the new
solution can be obtained from the rst one by shifting all the x’s by 2h.
2.  a() = (Sab())
1, 8b




What we expect is that these CDD-factors relate dierent sets of reflection amplitudes
corresponding to the various boundary conditions compatible with integrability.
For the theories in exam we will analyze the two solutions of the form (2.8) Ka() and
Ka( + i), related by the rst kind of CDD-ambiguity mentioned, calling \minimal" the
one with the minimum number of poles in the physical strip.
As noticed in [1], the boundary can exist in several stable states, and the presence of
poles in Ka() indicates the possibility for particle a to excite it. For reflection amplitudes,
the physical strip is the region 0  Im   
2





























Figure 2: Boundary excitation
If particle a and boundary type  have a reflection amplitude Ka with an odd-order
pole with positive residue in the physical strip at a = i

a, we have the following bootstrap
equation for the boundary bound states:









and the energies corresponding to the two states ji and ji are related by









i (mod 2i) and B =
B 1 + x + h
2h
i (mod 2i) (2.14)
and zeroes at
0 =
1 + x+ h
2h
i (mod 2i) and 0B =
1 B− x− h
2h
i (mod 2i): (2.15)
Only shifted blocks can give  poles and 0B zeroes in the physical strip. Contrary to
the case of the bulk S-matrix, the coupling constant dependent B poles of the unshifted
5
blocks can move inside the strip 0  Im   , but they are conned inside the interval

2
 Im    (they can reach the value i
2
only in the trivial cases B = 0; 2); the 0 zeroes
of unshifted blocks are also located in 
2
 Im   .
Fring and Koberle have demonstrated in [6] that every excited state reflection amplitude






K0a () ; (2.16)
where all the b’s are of the same colour with respect to the bicolouration of the Dynkin
diagram of G, and the corresponding energy levels are related by






2.1 E6-Affine Toda Field Theory
A complete analysis of the \minimal" solution was performed in [6]. The bootstrap closes
on eight boundary bound states, and there are six dierent energy levels, two of which are
degenerate.
The bulk S-matrix of this model has been found in [11]. We label the six particles




1 3 4 5 6
2
whose extension by the highest root 0 possesses a Z3 symmetry, being invariant under
the transformations
1 ! 6 ! 0; 2 ! 3 ! 5; 4 ! 4: (2.18)
Omitting the -dependence, the \minimal" set of reflection amplitudes is:
K1 = K5K35 (2.19)
K2 = K1K7K11K29 (2.20)
K3 = K3K5K7K11K29K33 (2.21)
K4 = K1K3K25K7K29K27K29K231K35 (2.22)
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with K6 = K1 and K5 = K3.
Fixing E0 = 0, the energy levels are:
E = 0:796m =
m2
2
E = 1:087m =
m3
2
Eγ = 1:884m =
m2+m3
2
E = 2:175m =
m3+m5
2
E" = 2:971m =
m2+m3+m5
2




m2. Levels  and γ are degenerate,
due to the equality m3 = m5; they correspond respectively to the states 1; 2 and γ1; γ2,
with




b () = Sb2()Sb5()K
0
b ()




b () = Sb2()Sb3()K
0
b ()
We list the \fusing angles" following the conventions of [6]:
a n  0  1 2 γ1 γ2  "
1 11 1γ251 3γ1 1 1"53









































6 12 1γ152 1 3γ2 1"53
Each entry in the table indicates a fusing angle as a multiple of i
12
; the left column refers
to the particle type which scatters o the boundary in the state indicated in the rst row.
The superscript refers to the state the boundary is changing into, and the subscript refers
to the order of the pole, if multiple. As in all the other cases we will examine, the residues
have always the same sign as B varies in [0; 2], they vanish at the extremes of the interval
and sometimes also in B = 1.
The second solution gives the same number of boundary bound states, with energies
E = 0:563m =
m1
2
E = 1:126m =
m1+m6
2
Eγ = 1:538m =
m4
2
E = 2:101m =
m1+m4
2




Levels  and  are degenerate, with




b () = Sb4()Sb1()K
0
b ()




b () = Sb4()Sb6()K
0
b ()
The \fusing angles" are:
a n  0 1 2  γ 1 2 "





2 1γ360 1261 1162 1"5γ36
 3"36
γ 61 62 6"








































The two solutions have dierent behaviours with respect to the Z3 symmetry of the
extended Dynkin diagram. In fact, the boundary bound states obtained from the \minimal"
solution also enjoy this symmetry, while the ones obtained from the second solution don’t.
This is an indication that the \minimal" solution should correspond to the free boundary
condition or to another boundary condition which preserves the Z3 symmetry, while in the
second case an operator which breaks this symmetry lives on the boundary.
2.2 E7-Affine Toda Field Theory
The bulk S-matrix has been found in [12]. Ordering the particles with increasing mass and








Fixing E0 = 0 and dening M the mass of the lightest particle, the corresponding energy
levels are:
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E = 1:266M =
m5
2
E" = 2.706 M =
m1+m3+m5
2
E = 1:440M =
m1+m3
2
E = 3:206M =
m1+m5+m6
2
Eγ = 1:940M =
m1+m6
2
E = 3:645M =
m3+m5+m6
2
E = 2:380M =
m3+m6
2
We list now the \fusing angles" as multiples of i
18
:
a n  0+ + − γ+ + "− + +
1− 8 26γ 4" 263















































































The signs refer to the Z2 symmetry of the extended Dynkin diagram, choosing the conven-
tion in which the boundary ground state is even. All the poles in the reflection amplitudes
are consistent with the change of parity induced in the boundary by the particles which
create the bound states, so that this solution corresponds to a boundary condition which
preserves parity.
Starting from the second solution, we obtain the same number of boundary bound states,
and energy levels:
E = 0:643M =
m2
2
E" = 2:494M =
m2+m7
2
E = 0:985M =
m4
2
E = 2:836M =
m4+m7
2
Eγ = 1:627M =
m2+m4
2
E = 3:478M =
m2+m4+m7
2
E = 1:851M =
m7
2
The \fusing angles" are:
a n  0   γ  "  




























































































































In this case the boundary bound states don’t have a denite parity, and this again signals
the presence on the boundary of an operator which breaks this symmetry.
2.3 E8-Affine Toda Field Theory
The bulk S-matrix has been found in [13]. Ordering the particles with increasing mass and









Fixing E0 = 0 and dening M the mass of the lightest particle, the corresponding energy
levels are:
E = 0:9945M =
m3
2
E = 3:1480M =
m4+m7
2
E = 1:2024M =
m4
2
E = 3:5547M =
m6+m7
2
Eγ = 1:6092M =
m6
2
E = 3:8061M =
m3+m4+m6
2
E = 1:9456M =
m7
2
E = 4:1425M =
m3+m4+m7
2
E" = 2:1969M =
m3+m4
2
E = 4:5493M =
m3+m6+m7
2
E = 2:6037M =
m3+m6
2
E! = 4:7572M =
m4+m6+m7
2
E = 2:8116M =
m4+m6
2
E = 5:7517M =
m3+m4+m6+m7
2
E = 2:9401M =
m3+m7
2




a n  0   γ 


















































































































































































































































































































































































































































Starting from the second solution, we obtain the same number of boundary bound states,
and energy levels:
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E = 0:5000M =
m1
2
E = 2:8917M =
m1+m8
2
E = 0:8090M =
m2
2
E = 3:2007M =
m2+m8
2
Eγ = 1:3090M =
m1+m2
2
E = 3:7007M =
m1+m2+m8
2
E = 1:4781M =
m5
2
E = 3:8698M =
m5+m8
2
E" = 1:9781M =
m1+m5
2
E = 4:3698M =
m1+m5+m8
2
E = 2:2872M =
m2+m5
2
E! = 4:6789M =
m2+m5+m8
2
E = 2:3917M =
m8
2
E = 5:1789M =
m1+m2+m5+m8
2
E = 2:7872M =
m1+m2+m5
2
The \fusing angles" are:
a n  0   γ
1 610150 26γ1215 810γ15 28"15γ
































































































































































































































































































































































































































































In the procedure of applying the bootstrap equation (2.12) we have considered all the odd
order poles with positive residue. This property, however, is necessary but not sucient
for the creation of a boundary bound state. In fact, Dorey, Tateo and Watts ([14]) have
proposed two kinds of mechanisms which can describe some of the poles without involving
new boundary bound states.
The rst one is a ‘u-channel’ mechanism, and it is invoked when an excited state reflection
factor Ka has a pole at the same place a = i

a as the pole in K
























































Figure 3: First mechanism
The pole in exam doesn’t excite the boundary to a new bound state, but simply cor-
responds to going back from  to . This rule, reasonable but non properly founded, has
a clear explanation in the case of a theory with defect ([15]), where not just reflection but
also transmission is allowed. In that case it is shown with an explicit example how a pole at
 = i with this property can be neglected, because, although it has positive residue in the
reflection amplitude, its residue in the transmission one is negative. At the same time, both
amplitudes have a positive residue pole at  = i( − ), which exactly corresponds to going
back to the original boundary state. Unfortunately, integrable defect theories seem to apply
only to quasi-free systems.
The other possibility is a boundary generalization of the Coleman-Thun mechanism: in
some cases a pole can be described by on-shell diagrams, dierent from the one in Figure 1,
which correspond to multiple rescattering processes. These methods have also been applied
in [16] and [17], with the hypothesis that, if an alternative diagram can be drawn, then the
pole in exam doesn’t correspond to the creation of a boundary bound state.
In general, the order of a certain diagram is given by P − 2L, where P and L are
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respectively the number of propagators and loops. When dealing with a boundary, however,
vertex factors can also be given by reflection amplitudes. If these amplitudes have poles (or
zeroes) at the rapidities dictated by the on-shell condition, then their eect will be to raise
(or lower) the order of the diagram.
As we have seen, the reflection amplitudes of the form (2.8) never have coupling-independent
zeroes in the physical strip, hence the order of a given diagram could only be raised by their



































































Figure 4: First order diagrams
If we call a the pole we are interested in, we can see that it is possible to draw Type




such that the corresponding reflection amplitude Kb() has an odd order pole with positive
residue at  = i
2








ab − ); the amplitude Kb() has to be evaluated at b = iuabc.





































Figure 5: Type 3 (second order)




creating the boundary bound state  or, if Im (c) >

2
, such that Kc has a pole at i− c
creating . The amplitude Kb has to be evaluated at b = iu
c
ab + a − i.

































































Figure 6: Type 4 (third order)
This diagram can be drawn if there are all the opportune bulk fusing angles, and one
has to evaluate the two amplitudes Kb and K

d at the rapidities dictated by the on-shell
condition.
We will now investigate if some of our poles can be described by these mechanisms.
In none of the examined reflection amplitudes ‘u-channel’ diagrams can explain any pole.
However, many generalized Coleman-Thun diagrams can be drawn, with interesting conse-
quences.
3.1 Analysis of the E7 pole structure
3.1.1 “Minimal” solution
We start considering the reflection matrix in the ground state. Type 1 diagram can never be
drawn (none of the seven particles couples to the boundary at  = i
2
). If a = 1; 2, neither




However, many poles of the remaining amplitudes can be explained by this diagram; we
list all the possible corresponding choices of b and c in the following table:
15
a 3 4 5 6 7
a 4
 1γ 2 4γ 2" 6 1 33 5

3
(b; c) (2; 1) (1; 1) (1; 3) (3; 1) (1; 5) (5; 1) (1; 6) (6; 1) (6; 3)
(4; 1) (2; 5) (3; 6)
(2; 3)
The two triple poles of K07 are described by this diagram because, in the case (b; c) =





, and in the other two cases the fusing angle
u736 corresponds to a triple pole of the S-matrix.
In this way, excluding the excitation diagrams, the only boundary bound state that we
can get from the ground state is . If we repeat the above procedure for the Kb amplitudes,
we can exclude the creation of other boundary bound states. Here we list which poles are
explained by the three kinds of diagram seen:
a 1 2 3 4 5 6 7
a 8










Type 1 1 2 2 3 2 2 2 3
(b; c) (4) (2) (2; 1) (1; 1) (4; 4) (1; 3) (3; 1) (5; 1) (7; 5)
All the type 3 diagrams mentioned have  as external boundary state, and the ground
state as intermediate one. Poles of high order can be described by many dierent diagrams,




admits also a description in terms of type 3 diagram with (b; c) = (7; 2). The order seven
for the pole at 7 = i
5
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corresponds to a fth-order pole of the S-matrix.
3.1.2 Second solution
As we will see, in this case the above mechanisms cannot explain a number of poles sucient
to exclude the existence of some boundary bound states.
Let’s start from the ground state. Type 1 diagram cannot be drawn, because there are
not the appropriate bulk fusing angles. If a = 1; 2, we already know that neither can type
2, but for the remaining particles it explains the following poles:
a 3 5 6 7
a 3






(b; c) (1; 2) (2; 2) (4; 2) (1; 4) (3; 2) (4; 4) (5; 4)
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In this way, from the ground state we get the excited stated , , . It is now easy to
see that in the corresponding amplitudes there are simple poles which cannot be explained
with alternative diagrams, and which excite the boundary to all the other bound states γ,











γ 1" 1 1
3.2 The same analysis for E6 and E8
In these cases, none of the four solutions admits a reduction of the boundary bound states
number by means of generalized Coleman-Thun diagrams.
In the E6 case, this can be easily seen if we notice that particles 1, 2 and 6, for which
Type 2 diagram is not allowed, have simple poles at rapidities which forbid also Type 1
diagram, and are able to generate the whole set of boundary bound states.
An analogous mechanism works in the E8 case, because Type 2 diagram, when applied
to light particles, describes a narrow range of possible poles.
4 Perturbed Minimal Models
It is now interesting to see if the results obtained for ane Toda eld theories can be extended
to minimal models perturbations.









correspond to the scattering amplitudes of certain perturbed conformal eld theories. The
E6, E7 and E8 Toda theories are related respectively to the thermal perturbation of the
tricritical 3-state Potts model, the thermal perturbation of the tricritical Ising model and
the magnetic perturbation of the Ising model.
In the bulk theory, \dressing" a minimal S-matrix with coupling constant-dependent
CDD-factors doesn’t induce any change in the bound states spectrum. These factors, in
fact, don’t introduce new poles in the physical strip, and don’t alter the sign of the existing
ones’ residues.
Starting from a Toda S-matrix of the form (2.7), where B is real and varies in [0; 2],
we can recover its minimal part performing the so-called \roaming limit", which consists in
taking B = 1 + iC and sending the real quantity C to innity.
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In general, the residue of a given pole is a real function of C which preserves the same
sign it had for real B; its limit as C tends to innity is the value dictated by the minimal
S-matrix.
Reflection matrices of the form (2.8) are manifestly factorized in a minimal part, which
satises equations (2.3)-(2.6) with the minimal S-matrix, and a set of coupling constant-
dependent factors, which admit a \roaming limit" of the same form as for the fxg blocks.
We already know from (2.14) that these factors don’t introduce new poles in the physical
strip 0  Im  
2
.
As we have seen in eq.(2.16), a general reflection amplitude is a product of the two kinds
of blocks fxg and Ky(). Let us assume that Ky() has a pole at 0 = ih; the CDD-factors






























( + x− 1 +B)
] : (4.2)


























which is always negative as B varies in [0; 2], and vanishes in B = 1. If we now parameterize
































which is a positive quantity for every C, and if  = x vanishes in C = 0. This means that,
in the presence of a block fg, the corresponding pole can have dierent signs whether we
are considering the minimal or the Toda reflection amplitude.
This phenomenon is not present in the bulk theory, because S-matrix poles are always
located at positions shifted by 1 with respect to the blocks parameters x.




 with  = 3h−y
2
. This, however, never happens for the En series elements, because
all the parameters y are odd, but the poles are always located at entire multiples of i
h
.




will have a residue with dierent sign in the minimal and in the Toda theory if this reflection
amplitude has an odd number of fg blocks.
If we think to the bulk situation this new possibility seems problematic. We have to
remember, however, that the two integrable eld theories dened by a Toda Lagrangian and
18
a minimal model perturbation correspond in the UV limit to completely dierent conformal
eld theories. Hence, although they share the minimal part of the S-matrix, they could be
governed by very dierent integrable boundary conditions, and this might become manifest
in distinct bound states structures of the corresponding reflection amplitudes.
We will now study this phenomenon in the three examined theories.
4.1 The Tricritical Ising Model
Analyzing the \minimal" solution, we nd many situations of the type described above,
always corresponding to poles with negative residue in the Toda theory, and positive in the
minimal one. We list the additional \fusing angles" with the usual conventions:
a n  0   γ  "  
1
2
3 3 3 3 3
4 4 4 4 4
5 1; 3; 5 3 3; 5 5 1; 5 1 1; 3
6 3 1 1 3 1; 3 1; 3
7 43 43 43 43







K0a () ; (4.5)
where the b’s can now have dierent colours with respect of the bicolouration of the Dynkin
diagram, and the corresponding energy levels are related by






If we analyze the reflection amplitudes on this new boundary states, we can see that their












with n = 1; 2; ::: .
This seems an indication that in this case the bootstrap doesn’t close on a nite number
of boundary states.
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For the states examined we have checked that the mentioned ‘u-channel’ mechanism
cannot be applied to any new pole. However, if we consider the generalized Coleman-Thun
diagrams we can explain all the new poles introduced on the eight Toda states by the
\roaming" limit. This seems an amazing coincidence, because we can always use Type 2
diagram, and exactly particles 1 and 2, for which this diagram can’t be drawn, don’t produce
any new pole. In this way we are also left with the two possibilities of a bootstrap closing
on two or eight boundary bound states.
Essentially the same situation arises with the second solution: the \roaming" limit intro-
duces many new positive residue poles in a similar way, and again Coleman-Thun diagrams
can describe all of them. This time also particles 1 and 2 generate new states, but we can
use both Type 1 and Type 2 diagrams.
4.2 The same analysis for E6 and E8
Also in the E8 case the \roaming" limit produces many additional positive residue poles,
which seem to indicate a non-closing bootstrap, but again we have an almost incredible co-
incidence between the new poles and the ones we can explain with Coleman-Thun diagrams,
so that for both solutions these mechanisms allow the bootstrap to close on sixteen states.
In the E6 case the situation is more delicate. As before, the \roaming" limit introduces
many new poles, and again the bootstrap presumably doesn’t close. The problem is that
now the Coleman-Thun diagrams can describe almost all these poles, but in both solutions
four of them remain unexplained. For the \minimal" solution these are simple poles located
at  = i 3
12
 in K2 with  = 1; 2; γ1; γ2, and they generate a cascade of states. In the
second solution case these poles, located at  = i 3
12
 in K4 with  = 1; 2; 1; 2, are triple,
so that it is more dicult to conclude that they don’t admit alternative diagrams. However,
we have tried to explain them with all kinds of diagram mentioned (including Type 4), but
we haven’t succeeded.
This seem to indicate that both the solutions analyzed don’t have a physical meaning for
the minimal model. At this point, in order to conrm the whole construction, we need to
nd at least one physical reflection matrix, using the CDD-ambiguity mentioned.
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5 CDD-Ambiguity: the E6 case
We start considering the \minimal" reflection matrix (2.19)-(2.22). The problem with the
poles  = i 3
12
 in K2 ( = 1; 2; γ1; γ2) is that they generate states characterized by a














= Sb3 ()Sb5 () : (5.1)
Their appearance is due to the fact that every minimal block fxg evaluated at  = ix
h
 is
a negative quantity, hence it changes the residue sign as it enters the reflection amplitude
expression at some excited state. This doesn’t happen in the Toda theory because another
compensating negative sign arises from the coupling-dependent factors. It is then clear that,
adding a S-matrix factor to the initial reflection amplitude, we will hardly overcome this
problem, because we will get a more complicated pole structure and presumably we will
recover most of the previous boundary bound states.
The best strategy seems then to divide the reflection amplitude by an opportune S-matrix
element. The Dynkin colour which characterize the boundary bootstrap for the \minimal"
solution is the one of particles 2, 3 and 5, and we will start with the simplest choice, i.e. the






The \fusing angles" are








where the brackets mean that the corresponding pole can be explained by Coleman-Thun
diagrams, of the type indicated by the external subscript. We have kept the same letters
for the boundary states, because the relation between the excited state reflection amplitudes
and the ground state ones is the same as in the case of the initial solution (2.19)-(2.22).
The poles at 11,2 in K01;6 deserve a separate discussion. They would create again states
on which the reflection amplitude of particle 2 has a change of sign from negative to positive
in the residue of the pole at i 3
12
, due to the appearance of the block f3g. We already know
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we know that if a scattering amplitude Sbc() has a pole at  = iu
a
bc, then the amplitude
Sb¯c() will have a corresponding \crossed-channel" pole at  = i( − uabc). In this way, we






































Figure 7: Crossed version of Type 2 diagram
We will indicate the \modied fusing angles" of this diagram by a tilde; these are related
to the direct-channel ones in the following way:













ab − ) = i(uabc + ucab − )
The boundary crossing equation (2.4) implies that the antiparticle reflection amplitude
to be evaluated at ~b = ~u
a
bc is




This diagram can eectively explain the two poles in exam, with (a; b; c) = (1; 6; 3) and
(a; b; c) = (6; 1; 5).
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The same idea can be applied to Type 3 diagram, when the version to be used is the one
with Im (c) >

2
, which again requires b and c such that uabc <

2
. The \modied fusing






































Figure 8: Crossed version of Type 3 diagram
Also this crossed diagram, although of second order, has an immediate application to the
two simple poles mentioned, because now the reflection amplitudes can have zeroes in the
physical strip, due to the S−1a2 term. If we choose (a; b; c) = (1; 5; 4) (and (a; b; c) = (6; 3; 4)),
 = 0 and  = , we can describe the poles at ~a = i
1
12
, because particle 4 couples to the
ground state at i − ~c = i 312 and S55(2)Kδ5 () =
S33(2)
Kδ3 ()




In this way, we have a bootstrap closing on the two states 0 and : the fact that we have
skipped states 1;2 and γ1;2 let us conclude that the same situation arises in the Toda theory
and in the minimal model.
6 Consequences of “crossed diagrams”
It is now interesting to see what happens if we extend the use of \crossed diagrams", fun-
damental in the last discussion, also to the other sets of reflection amplitudes examined.
First of all we summarize the various possibilities given by the application of the direct-
channel diagrams, listing in the following table the number of states on which the boundary














Toda Field Theory 8 8 8 8 16 16
Toda+Coleman-Thun 8 8 2 8 16 16
Minimal Model (MM) 1 1 1 1 1 1
MM+Coleman-Thun 1 1 2/8 8 16 16
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The rst column refers to the kind of theory: the voices \Toda Field Theory" and
\Minimal Model " discriminate between \dressed" and minimal scattering matrices, with
a bootstrap carried on all odd-order poles with positive residue, while with \+Coleman-
Thun" we mean the exclusion of boundary bound state creations if alternative diagrams can
be drawn. The rst row indicates the six solutions examined (two for each algebra), with
(1) and (2) referring respectively to the \minimal" solution and to the one shifted by i.
Obviously the new diagrams increase the number of explicable poles, most of all for light
particles, but the principal novelty is that their order can also be lowered, because in general
the \crossed" reflection amplitudes (5.3) can have zeroes in the physical strip, even if this
is impossible for the \direct-channel" ones. However, this is true only if we are on excited
states, because on the ground state (5.3) exactly corresponds to going from the \minimal"
solution to the shifted one or vice versa.
This implies that if a simple pole of K0b cannot be explained by Coleman-Thun (normal
or crossed) Type 1 or Type 2 diagrams, then we can conclude that it creates a boundary
bound state, but this argument is not valid on excited states. On these states, in fact, even
if we don’t nd an opportune diagram to describe a certain pole (simple or multiple), we
cannot conclude that this pole corresponds to a boundary excitation, because we cannot
check all possible order diagrams with the opportune zeroes insertions.
We will now describe the combined eect of \normal" and \crossed" diagrams on the
various amplitudes considered.
Let’s start with the E6 \minimal" solution. In the Toda case we are able to reduce the
number of boundary states from 8 to 4, getting a bootstrap which closes on 0; ; 1; 2. This





2 generate an innite cascade of boundary states; we couldn’t nd opportune crossed
diagrams to describe this simple poles, but as we have explained we could not investigate all
the possibilities.
As it regards the second solution, from the ground state we are sure to obtain states 
and γ, skipping 1;2, but we cannot exclude the subsequent creation of 1;2 and ". Hence for
the Toda theory we can conclude that the bootstrap closes on a number of states between 3
and 6, while we have not a denite answer for the minimal model.
For the other two algebras we already know that the use of standard Coleman-Thun
diagrams gives the same boundary states spectrum in the Toda theory and in the perturbed
minimal model.
The bootstrap generated by the E7 \minimal" solution remains unchanged on the two
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states 0 and . With the second solution we certainly have the  creation from the ground
state (without ,  and γ), but we cannot decide what happens with the following states ",
 and  ; the bootstrap will then close on a number of states between 2 and 5.
The E8 case, nally, is very similar. The \minimal" solution generates states ; ; γ; ; "
from the ground state, hence the bootstrap will close on a number of states between 6 and
all the 16. With the second solution, instead, we are sure to get states  and  avoiding ; 
and γ, so that the uncertainty is between 3 and 13 states.

















Toda 4 3-6 2 2 2-5 6-16 3-13
MM 4-1 3-1 2 2 2-5 6-16 3-13
Every entry of the form \n − m" means that we cannot decide on how many states
the bootstrap closes, but this number should lie between n and m. The additional solution
indicated by E
(3)
6 is the one with ground state amplitudes (5.2).
7 Discussion
We have performed a detailed analysis of the boundary states structures arising from the
reflection amplitudes found by Fring and Koberle, showing how generalized Coleman-Thun
mechanisms can have interesting consequences compared with a blind iteration of the boot-
strap on all odd-order poles with positive residue. However, these on-shell methods are not
sucient to outline a clear and denitive picture of the phenomenon. We are in fact left
with various kinds of problems.
The rst one is to understand if the possibility of drawing generalized Coleman-Thun
diagrams really excludes the creation of a boundary bound state. This seems reasonable
in cases where the bootstrap closes only under this assumption, as for perturbed minimal
models, but we have seen that, for the \minimal" solution in the E7 Toda theory, the alter-
native is between two closing bootstraps, one on eight states, and the other on two. Another
eventuality is that the same ground state reflection amplitudes correspond to distinct bound-
ary conditions, whose dierent physical properties become manifest in the interpretation of
certain poles. This phenomenon was recognized in [14] in the case of the scaling Lee-Yang
model, knowing independently the dierent spectra from a boundary generalization of the
truncated conformal space approach.
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The direct strategy to face this problem would be to calculate the residues of the various
diagrams and compare them with the actual residue of the corresponding pole in the reflection
amplitude, but it is not known how to treat this perturbative calculations in the presence of
a boundary.
Another delicate point is the use of crossed diagrams, which are so important in the E6
case; again it would be necessary to calculate their contribute to the residues. Furthermore,
the possibility of inserting in these diagrams crossed reflection amplitudes with zeroes in the
physical strip makes it very dicult to conclude something about many poles, and alternative
methods are essential to check the existence of the related boundary states.
Finally, in this context we have no way to understand which is the boundary condition
related to a certain reflection matrix, and the best we can do is just to notice whether an
eventual symmetry of the systems is preserved or not by the corresponding excited boundary
states structure. This is a particularly delicate problem, especially in the light of the dif-
ference between the bound states spectra displayed by the minimal and the Toda reflection
amplitudes. It could be, in fact, that the two basic solutions analyzed in the E6 case are
related to boundary conditions that in the UV limit correspond to primary operators which
belong to the conformal eld theory associated to the Toda Lagrangian but don’t belong to
the tricritical 3-state Potts model.
To solve these problems, we intend to proceed in the future work performing indirect
checks on certain properties of the theory, using TBA equations ([18],[19]) and analyzing
one-point function behaviours ([20]). The basic idea is to perform the UV limit in order to
calculate the g-function (1.4) related to a certain set of reflection amplitudes. The various
possible choices of excited boundary states should produce dierent values of g, which can
be compared to the ones given by the primary operators present in the CFT using eq.(1.5).
In this way it should be possible to identify the physical meaning of the reflection matrices,
associating them to specic boundary conditions, and to deduce which of the initial boundary
bound states are really involved in the bootstrap.
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