Abstract. In this paper we study when two finite Blaschke products commute. We complete previous results by Chalendar and Mortini (when they have a fixed point in the unit disk) and by Arteaga (when they do not have a fixed point in the unit disk).
Introduction
A finite Blaschke product f of degree n, with n a natural number, is a rational function given by
z − α k 1 − α k z where |λ| = 1 and |α k | < 1 for k = 1, ..., n. We say that f is non-trivial if n > 1. Any finite Blaschke product is an analytic self-map of the unit disk D and sends its boundary ∂D onto itself. The goal of this paper is to characterize when two finite Blaschke products commute. The characterization will be given in terms of the iterates of the functions. As is usual, we will write ϕ p for the p-th iterate of a self-map ϕ of D, defined inductively by ϕ 1 = ϕ and ϕ p+1 = ϕ • ϕ p , for all p ∈ N.
The problem of characterizing when two analytic functions commute has been studied by several authors. For example, Fatou [10] , Julia [12] , and Ritt [15] studied this problem for rational functions. In fact, Ritt proved that if f and g are commuting rational functions of degrees greater than one, then either there exist natural numbers p, q such that f p = g q or there exist a periodic meromorphic function h, and numbers a, b, c, and d, such that h(az + b) = f • h(z), and h(cz + d) = g • h(z).
Moreover, the study of commuting analytic self-maps of the unit disk has been a lively research area in the last 40 years. For some recent results about this topic we refer to the papers [4] , [9] and references therein.
In 2001, Chalendar and Mortini studied which finite Blaschke products f and g satisfy the condition f • g = g • f when f (and then g) has a fixed point in the open unit disk D. Namely, they proved the following result Theorem 1.1 ( [5] ). Let f and g be two finite Blaschke products with degrees m and n, where m ≥ n. Suppose that f has a fixed point ξ ∈ D. If f and g commute, then one of the following assumption is satisfied:
(1) there exist natural numbers p, q such that f p = g q ;
(2) there exist an automorphism of the unit disk φ and a positive integer m 0 such that
where h(z) = z n and k(z) = z mm 0 .
In general, it is not true that if there are natural numbers p, q such that f p = g q then f and g commute. Indeed, if we take f (z) = λz 2 and g(z) = z 2 where λ = e 2πi 3 , then f 2 = g 2 but f and g do not commute. Nevertheless, we have the following: Proposition 1.2. Let f and g be two finite Blaschke products with f having a fixed point ξ ∈ D where f 0 (ξ) 6 = 0. If there are natural numbers p, q such that f p = g q , then f and g commute.
This result can be seen in [1, Theorem B (b) ]. Notice that, in fact, he says that the above proposition is true even without assuming that f 0 (ξ) 6 = 0, a fact which is false as our above example shows but the proof assuming that f 0 (ξ) 6 = 0 is correct (see [1, p. 675 and 676]).
When the finite Blaschke products have no fixed point in D, the situation is much more complicated. In the same paper [1] , Arteaga gave a characterization when neither f nor g have a fixed point in D. Namely, Theorem 1.3. Let f and g be two non-trivial finite Blaschke products with no fixed point in the unit disk D. Then f and g commute if and only if f p = g q for some natural numbers p and q.
This theorem provides an improvement of above mentioned Ritt's Theorem to the case of finite Blaschke products in the sense of ensuring the equality of some iterates and also shows the converse implication is true in this context. It is worth pointing out that the thesis of the above theorem is not true for finite Blaschke products of degree 1. Namely, take f (z) = 3z+1 z+3 and g(z) = 2z+1 z+2 . The rational functions f and g commute, they have no
do not coincide when p and q are natural numbers.
Unfortunately, Arteaga's proof has a gap. The goal of this paper is to fill in it. To explain the gap we have to recall some terminology and some well-known facts from iteration theory.
It can be easily deduced from the Schwarz-Pick lemma that an analytic self-map ϕ of the unit disk, different from the identity, can have at most one fixed point in D. If such a unique fixed point in D exists, it is usually called the Denjoy-Wolff point of ϕ. The sequence of iterates (ϕ n ) converges to it uniformly on the compact subsets of D whenever ϕ is not a disk automorphism. If ϕ has no fixed points in D, the Denjoy-Wolff theorem (see, e. g., [16] ) guarantees the existence of a unique point τ on the unit circle ∂D which is an attractive fixed point, that is, the sequence of iterates (ϕ n ) converges to τ uniformly on the compact subsets of D. Such a point is again called the Denjoy-Wolff point of ϕ. When τ ∈ ∂D is the Denjoy-Wolff point of ϕ, the angular derivative ϕ 0 (τ ) is actually real-valued and, moreover, 0 < ϕ 0 (τ ) ≤ 1 (see [14] ). As it is often done in the literature, we classify the holomorphic self-maps ϕ of the disk into three categories according to their behavior near the Denjoy-Wolff point:
(a) elliptic: the ones with a fixed point inside the unit disk D; (b) hyperbolic: the ones with the Denjoy-Wolff point τ ∈ ∂D such that ϕ 0 (τ ) < 1; (c) parabolic: the ones with the Denjoy-Wolff point τ ∈ ∂D such that ϕ 0 (τ ) = 1.
Besides the above classification of self-maps of the unit disk, there are two quite different types of parabolic functions. To distinguish such functions, we have to recall the notion of hyperbolic step. Given a holomorphic self-map ϕ of D and a point z 0 in D, we define the forward orbit of z 0 under ϕ as the sequence z n = ϕ n (z 0 ). It is customary to say that ϕ is of zero hyperbolic step if for some point z 0 the orbit z n = ϕ n (z 0 ) satisfies the condition lim n→∞ ρ(z n , z n+1 ) = 0, where ρ denotes the hyperbolic distance in the unit disk. It is well-known that the word "some" here can be replaced by "all". In other words, the definition does not depend on the choice of the initial point of the orbit (see, for example, [7] ). By Schwarz-Pick Lemma, any analytic self-map of the unit disk is a contraction for the metric ρ. Then the sequence (ρ(z n , z n+1 )) is non-increasing. Therefore maps which are not of zero hyperbolic step are precisely those holomorphic self-maps ϕ of D for which lim n→∞ ρ(z n , z n+1 ) > 0 for some forward orbit (z n ) of ϕ, and hence for all such orbits. This is the reason why they are called maps of positive hyperbolic step. For a survey of these properties, the reader may consult [7] .
If ϕ is elliptic, with a fixed point τ ∈ D, and is not an automorphism, then any orbit (z n ) converges to τ and, therefore, it is of zero hyperbolic step. If ϕ is hyperbolic, then it is of positive hyperbolic step (see, for example, [13, page 440] ). For parabolic maps the situation is more complicated: there are parabolic functions of zero hyperbolic step and of positive hyperbolic step. For example, the following dichotomy holds for parabolic linear-fractional maps: every parabolic automorphism of D is of positive hyperbolic step, while all non-automorphic linear-fractional parabolic self-maps of D are of zero hyperbolic step.
In our framework, it is well-known that a non-trivial finite Blaschke product f is of zero hyperbolic step if and only if its Julia set is exactly ∂D and if and only if it is ergodic when f acts on the boundary of the unit disk, a fact that will be used later (see [7] , [11] ). Now, we are ready to go into Arteaga's proof. In both implications ("f and g commute" implies that "f p = g q for some natural numbers p and q" and the converse implication), he affirms that when τ is the Denjoy-Wolff point of a finite Blaschke product f , then f 0 (τ ) < 1, that is, using our terminology, he says that f is hyperbolic. But one can easily check that the function f (z) = 3z 2 + 1 z 2 + 3 is a parabolic finite Blaschke product of degree two. Then Arteaga's proof does not work for this function f. But if we go more deeply into Arteaga's proof, one can see that he uses that f 0 (τ ) < 1 just to obtain that the Julia set of f is different from ∂D. Therefore, Arteaga's proof works when at least one of the two functions f or g is of positive hyperbolic step. That is, if we want to complete the proof of Theorem 1.3, we have to prove it when both f and g are parabolic finite Blaschke products of zero hyperbolic step. Of course, there are plenty of such functions,
As a byproduct of our techniques and Arteaga's results [1, Theorem C], it follows that Corollary 1.4. Let f and g be two non-trivial finite Blaschke products with no fixed point in the unit disk D with the same degree n > 1. Then f and g commute if and only if f = g.
The plan of the next two sections is the following. In the next one, we present a direct proof showing that if f and g are commuting finite Blaschke products with no fixed point in the unit disk, then f p = g q for some natural numbers p and q. In the final section, we prove that when two parabolic functions of zero hyperbolic step (not necessarily finite Blaschke products) satisfy that f p = g q for some natural numbers p and q, then they commute, a fact that it is far from being true for arbitrary functions.
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From commutation towards equality of some iterates
In this section we will show that if we have two finite Blaschke products with no fixed point in the unit disk that commute then an iterate of the first one coincides with an iterate of the second one. The proof will be made using straightforward calculation, so that it will be more convenient to work in the upper half-plane H = {w ∈ C : Im w > 0}. In that case, given a non-elliptic finite Blaschke product f with Denjoy-Wolff point τ ∈ ∂D,
−1 the iteration map associated with f in H, where T τ is the usual Cayley map related to τ, that is
It is well-known that F ∈ Hol(H, H) and it has ∞ as Denjoy-Wolff point. Moreover, we recall that F can be written as
where A ∈ [1, +∞), C, γ 1 , . . . , γ n−1 ∈ R and α 1 , . . . , α n−1 ∈ (−∞, 0). Probably, this expression is well-known but for the sake of completeness, we present an outline of its proof. Although the argument we give here isn't the easiest one, perhaps it is the most direct one. Indeed, by [8, Proposition 1] rewritten in the context of the upper half-plane, there exist C ∈ C and H ∈ Hol(H, C) such that
where ∠ lim ω→∞ H(ω) = 0 and Im(C) ≥ 0. Obviously, H is a rational map since T τ , f and (T τ ) −1 are rational maps, and we can assume that H is a reduced fraction. It is well-known that every finite Blaschke product of degree n is a n to 1 map onto ∂D, so that there exist n different pre-images of ∞ by F namely ∞, γ 1 , . . . , γ n−1 ∈ R. In that case, the zeros of the denominator of H are the n − 1 finite pre-images of ∞ by F. The numerator degree is less than the denominator degree as ∠ lim ω→∞ H(ω) = 0, so we obtain the above decomposition. A straightforward computation shows that the elements α k can be obtained as
To check that they are negative numbers, we need to consider the elements
Moreover, since z k and f (z k ) = τ belong to ∂D, we obtain that λ k := τz k f 0 (z k ) ∈ (0, +∞) (see, for example, [14, Proposition 4.13] ). So that
Since γ 1 , . . . , γ n−1 ∈ R and α 1 , . . . , α n−1 ∈ (−∞, 0), we have that H maps R into R∪{∞}. Moreover F also sends R into R ∪ {∞}. Therefore, one can easily deduce that Im(C) = 0.
. Following standard notation, we call A the angular derivative of F at ∞ and we write A = F 0 (∞) [13] .
It is worth mentioning that, by [8,
as we have done above. When the degrees n and m are related in the way that one of them is a multiple of the other then it is possible to establish certain connection between the commuting finite Blaschke products F and G. Namely, we have the following. Lemma 2.1. Let F and G be two non-elliptic finite Blaschke products given by
, and C 1 , C 2 ∈ R. Assume that
If F and G commute and m = rn for some natural number r, then
Proof. First of all, we need to know how a Blaschke product works on R, the boundary of H. The following fact clarifies the behaviour of F on ∂H. Let δ 1 , δ 2 be two elements of ∂H such that δ 1 < δ 2 and let γ j,1 < . . . < γ j,n be the n pre-images of δ j by F for j = 1, 2. Then, these pre-images are situated in ∂H in the following way
Indeed, for each x ∈ I := RÂ © γ 1 , . . . , γ n−1 ª we have
Obviously, F | I is a rational function that verifies lim
is strictly positive on I, this function is strictly increasing in each one of the following subintervals
Therefore F : I k → R is a bijective function for k = 1, . . . , n. Now, given δ 1 < δ 2 two elements of ∂H and bearing in mind that F (γ j,k ) = δ j for k = 1, . . . , n and j = 1, 2, we have that γ 1,k , γ 2,k ∈ I k , and γ 1,k < γ 2,k for k = 1, . . . , n, and the proof of the expression (2.2) is completed.
It will be important for our purposes to know the set, namely S, formed by the nm pre-images of infinity by G • F. Obviously, S is made up of the n pre-images of infinity by F, that is, ∞, γ 1 , . . . , γ n−1 and, for each j = 1, . . . , m − 1, of the n pre-images of δ j by F, namely γ j,1 , . . . , γ j,n . Moreover, the expression (2.2) permits us to order the points of S in the following way
Analogously, the set, namely T, formed by the nm pre-images of infinity by F • G is made up of the m pre-images of infinity by G, that is, ∞, δ 1 , . . . , δ m−1 and, for each k = 1, . . . , n − 1, of the m pre-images of γ k by G, namely δ k,1 , . . . , δ k,m . The points of T can be ordered in the same way
As F and G commute the sets S and T coincide.
Suppose then that m = rn. In that case, for each k = 1, . . . , n − 1, we note that the element of the set S situated in the position km is γ k and the element of the set T situated in the position km = krn is δ kr . Since S and T coincide, we have γ k = δ kr .
Moreover, using (2.1), we deduce
and, analogously, lim
Since F and G commute, then A 2 α k = A 1 β kr , and the lemma is proved. ¤ Lemma 2.2. Let F and G be two commuting non-elliptic finite Blaschke products of the same degree. Then F = G.
Proof. We will use the notation introduced in the statement and proof of Lemma 2.1. Denote by n the degree of F and G. By Lemma 2.1, we know that A 2 α k = A 1 β k and
It remains to prove that A 1 = A 2 and C 1 = C 2 .
Looking at the proof of the above lemma, we find different real numbers δ 1,1 , ..., δ n−1,1 such that F (δ j,1 ) = G(δ j,1 ) = δ j , for j = 1, ..., n − 1. (A 1 = 1) , then G is also parabolic and we have that A 2 = A 1 = 1. The argument is a bit more complicated for the hyperbolic case. If n > 2, then
If F is parabolic
Since δ 2 − δ 1 6 = 0, we have H(δ 2,1 ) − H(δ 1,1 ) 6 = 0, and we conclude that A 1 = A 2 . Now, assume that n = 2. We cannot follow the above argument because we only have a real pre-image of ∞. Since F has degree 2 and F is hyperbolic, we know that there are two points ξ 1 , ξ 2 ∈ R such that F (ξ j ) = ξ j , j = 1, 2. Moreover the set of fixed points of F is globally invariant by G and G(ξ j ) 6 = ∞, for j = 1, 2 (because ξ j 6 = δ 1 ). Thus
Since ξ 1 − ξ 2 6 = 0, we have H(ξ 1 ) − H(ξ 2 ) 6 = 0, and we conclude that A 1 = −A 2 , but this is a contradiction since A 1 , A 2 ∈ [1, +∞). Therefore there is a j such that G(ξ j ) = ξ j . In this case
Since ξ j − δ 1 6 = 0, we have H(ξ j ) − H(δ 1,1 ) 6 = 0, and we conclude that
Summing up, we have that A 1 = A 2 in all posible cases. Now, bearing in mind that F (δ 1,1 ) = G(δ 1,1 ) = δ 1 , it is easy to check that
¤ Lemma 2.3. Let F and G be two commuting non-elliptic finite Blaschke products of degrees n and m, respectively, and with ∞ as their Denjoy-Wolff point. If F 0 (∞) ≤ G 0 (∞) and m = rn for some natural number r > 1, then there exists j ∈ N such that r j is a multiple of n.
Proof. We will use the notation introduced in the statement and proof of Lemma 2.1. Taking in account that δ j ∈ R and β j ∈ (−∞, 0), for all j, and Lemma 2.1, we obtain
for all ω ∈ R, ω 6 = δ 1 , . . . , δ m−1 .
As usual, k[n] denotes the number k modulo n, that is, if k = an + b with a and b non-negative integers and 0 ≤ b < n, then k[n] = b.
On the one hand and bearing in mind that m = rn, we recall the position of the elements of S and T, γ 1,1 <...< γ n−1,1 < γ n,1 < γ n+1,1 <... < γ 2n−1,1 < γ 2n,1 <... < γ m−1,1 < γ 1 <... δ 1,1 <...< δ n−1,1 < δ 1 < δ 1,2 <... < δ n−1,2 < δ 2 < δ 1,3 <... < δ n−1,r < δ r <...
Since S and T coincide, we deduce in particular that δ k,1 = γ k,1 , for k = 1, . . . , n − 1 and, in general, for each j = 1, . . . , r and for each k = (j − 1)n + 1, . . . , jn − 1 we have
On the other hand, bearing in mind that F (γ k,1 ) = δ k and G(δ k,j ) = γ k , we obtain
, and, analogously, lim
. Using again that F and G commute and Lemma 2.1, we deduce that
Consequently, by the inequalities (2.3), we have
Then, since the numbers β k are negative, we
Assume that r l [n] 6 = 0 for all l ∈ N. Then above inequality permits us to construct the following strictly decreasing sequence
which is not possible because the set of numbers β j is finite. ¤ Theorem 2.4. Let F and G be two non-trivial and non-elliptic finite Blaschke products in H. If F and G commute, then there exist p, q ∈ N such that F p = G q .
Proof. Denote by n the degree of F and by m the degree of G. We may assume that ∞ is the common Denjoy-Wolff point of F and G. If n = m, then we can apply Lemma 2.2, to obtain that F = G. So we can assume m 6 = n.
Firstly, we will see that n and m share the same prime factors. Indeed, by taking e G = G • F of degree e m = mn we have that F and e G commute, e G 0 (∞) = G 0 (∞)F 0 (∞) ≥ F 0 (∞) and, by Lemma 2.3, there exists j ∈ N such that m j is a multiple of n, so that all the prime factors of n are prime factors of m. A symmetric argument permits us to check that all the prime factors of m are prime factors of n.
Let m = p ∈ N.
It is clear that
. If l > 1, then, by Lemma 2.3, a power of l is a multiple of n rs . Hence p s would be a prime factor of l, getting a contradiction. Therefore l = 1. Now, by Lemma 2.2, we have that F r s = G t s . On the other hand, if F 0 (∞) rs > G 0 (∞) ts , we consider the maps G t 1 and F r 1 of degrees m t 1 and n r 1 , respectively. Then n r 1 = e lm t 1 , where e l = p
Moreover,
. If e l > 1, then, by Lemma 2.3, a power of e l is a multiple of m t 1 . Hence p 1 would be a prime factor of e l, getting a contradiction. Therefore e l = 1. Now, by Lemma 2.2, we have that
From equality of some iterates towards commutation
The main result of this section is based on some recent results about linear fractional models for parabolic functions. In 1979, Pommerenke [13] and Baker and Pommerenke [2] proved that if ϕ ∈ Hol(D, D) is a parabolic function, then there exists a holomorphic map σ : D → C such that
and σ(0) = 0. Equation (3.1) is known as the Abel equation. It is worth mentioning that the existence of the intertwining map σ given in [2] and [13] is based on two quite different iterative processes. Recently, in [6] , Díaz-Madrigal, Pommerenke and the second author of this paper have been able to present a unified iterative process to define an intertwining map (and therefore the corresponding model) for the two subcases in parabolic iteration.
To present such a result we recall that a subset V ⊂ D is said to be a fundamental set for some ϕ ∈ Hol(D, D) if V is a non-empty open, connected and simply connected set such that ϕ(V ) ⊂ V and, for every compact K ⊂ D, there exists a positive integer N such that ϕ N (K) ⊂ V. 
Then, (ψ n ) is a well-defined sequence of holomorphic maps in D converging in the compactopen topology to a certain holomorphic map σ : D −→ C such that σ(0) = 0 and
Moreover, there exists a fundamental subset V for ϕ on which ϕ and σ are univalent, and for which, for every r > 0, it is possible to find a natural number n 0 such that, for any natural number n ≥ n 0 , the hyperbolic disk centered at z n and radius r is completely contained in V.
In what follows, the function σ mentioned in the above theorem will be called the Koenigs intertwining map associated with ϕ.
We will also need that, in the zero hyperbolic step case, there is a unique solution (univalent around the Denjoy-Wolff point) of the Abel equation, just as for the elliptic and hyperbolic cases. Then, there exists a constant λ ∈ C such that κ = σ + λ if and only if there exist r > 0 and N ∈ N such that κ is univalent on every hyperbolic disk of center ϕ n (z 0 ) and radius r for all n > N.
With these two theorems, we can go on the paper. Firstly we show the next elementary consequence of this result about uniqueness. Proof. Denote by σ 1 and σ 2 the Koenigs intertwining functions of ϕ and ψ respectively.
By our hypothesis and the above lemma, we have 1 p σ 1 = 1 q σ 2 . Thus qσ 1 • ϕ • ψ = qσ 1 • ψ + q = pσ 2 • ψ + q = pσ 2 + p + q = qσ 1 + p + q and
Let V 1 and V 2 be the fundamental sets associated with ϕ and ψ, respectively given by Theorem 3.1.
Denote by K the closed disk centered at zero and of radius 1/2. There exists a natural number N such for all n ≥ N we have
Without loss of generality we may assume that p and q are greater than N and, therefore, that W := ϕ p (K) = ψ q (K) ⊂ V 1 ∩ V 2 .
Take w ∈ W . There is z ∈ K such that w = ϕ p (z) = ψ q (z). Then
Thus, ψ • ϕ(w) and ϕ • ψ(w) belong to V 1 . Since σ 1 is univalent in V 1 and σ 1 • ψ • ϕ(w) = σ 1 • ϕ • ψ(w), we obtain ψ • ϕ(w) = ϕ • ψ(w) for all w ∈ W. Finally, bearing in mind that the interior of W is not empty, we conclude ψ • ϕ = ϕ • ψ. ¤
