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Abstract: Breast cancer detection is a complex problem to solve, and it is a topic that is still being studied. Deep
learning-based models aid medical science by helping to classify benign and malignant cancers and saving lives. Breast
cancer histopathological image classification (BreakHis) and breast cancer histopathological annotation and diagnosis
(BreCaHAD) datasets are used in the proposed model. The study led to the resolution of four essential issues: 1)
Addresses the color divergence issue caused by strain normalization during image generation 2) Data augmentation uses
several factors like as flip, rotation, shift, resize, and gamma value in order to overcome overfitting concerns caused
by a lack of histopathology images. 3) Using the proposed stochastic dilated convolution (SDC) model, able to find
missing features and improve tiny and low-level features such as edge, contour, and color correctness. This model
effectively solves depth issues with stochastic pooling and max pooling by combining three proposed units: spatial
dilation convolution, channel dilation convolution, and dilated convolution to detect missing features and obtain more
information on images. Stochastic pooling may choose any value since it is classified as a heterogeneous approach that
can determine tiny and large values. When the max pooling and stochastic pooling are combined, a decent feature map
is produced, processed by the dilatation unit, detecting cancer cells without adding to the complexity. 4) To correctly
identify breast cancer and extract depth characteristics, the stochastic dilated residual ghost (SDRG) model uses the
proposed SDC model, a ghost unit, stochastic upsampling, and downsampling units. The proposed feature selection
unit employs linear transformations to produce feature maps to show information based on intrinsic characteristics to
eliminate redundant or similar features in convolutional neural networks. Convolution and identity mapping are used
to construct and retain intrinsic feature mappings in this skip unit while upsampling with stochastic pooling is used
to minimize feature dimensions. The proposed model’s performance was assessed with 150,271 augmented and original
histopathology images. The proposed method’s findings compare favorably to eight popular approaches. In addition, the
suggested model outperforms the competition in terms of accuracy, average precision score, precision, sensitivity, and f1
score. With an accuracy of 98.41% with BreakHis and 98.60% with the BreCaHAD dataset with enhanced images, the
proposed method exceeds numerous state-of-the-art methods.
Key words: deep learning, stochastic pooling, dilation convolution, stochastic dilated residual ghost model, stochastic
dilated convolution model, spatial dilated convolution unit, channel dilated convolution unit

1. Introduction
Breast cancer (BC) is the primary cause of death of women globally and is liable for millions of deaths every
year. BC cases are rising every day, patients are increasing every day, and health sciences are still struggling
for a better and accurate prognosis of cancer, through deep learning. Machine learning is trying to provide
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technical advancements. According to epidemiological reports, breast cancer is challenging to find at the initial
stage; if detected in the initial phase, the resilience rate increases. Some various methods and deep learning
involvement give rise to the prognosis and better detection [1]. The significant risk factors for breast cancer
are increasing age, family history, postmenopausal hormone therapy and beginning of period at a younger
generation, beginning menopause at an older age, having a first child at an older age, and having never been
pregnant. Breast cancer arises because the breast cell gets started growing unusually, cells split quickly than
the normal cells, frame a lump, and spread to other parts of the body [2]. Figure 1 shows breast cancer like
adenosis, fibroadenoma, phyllodes, cylindrical adenoma, mucinous, and carcinoma.

Figure 1. Image samples from the BreakHis dataset. First row: benign tumor (a) adenosis (A), (b) fibroadenoma (F),
(c) phyllodes tumor (P.T.), and (d) cylindrical adenoma (T.A.) and second-row: malignant tumor (a) carcinoma (D.C.),
(b) lobular carcinoma (L.C.), (c) mucinous carcinoma (MC) and (d) papillary carcinoma (P.C.) with the magnification
factor of 100x [3].

Worldwide there are 19.3 million new cancer cancers reported, 2 million women are affected every year
worldwide, and around 4 million women have breast cancer in the United States as of 2019 [4]. The American
Cancer Society and The National Cancer Institute predicted that 13% of women might have a possibility of
breast cancer, and early detection has shown to have decreased deaths that are due to breast cancer by 37.3%
between 1989–2018. In 2020, around 276,480 and 48,530 new invasive and noninvasive (in situ) breast cancer
cases were reported [5]. Breast cancer is leading with 11.7% of all cancer cases and the fifth cause of highest
morality. Deep learning-based models are overcoming the challenges of misinterpretation and error caused by
other techniques. They play a vital role in early detection of breast cancer. Early detection plays a pivotal
role in the diagnosis and the treatment options, and its head to 5-year survival rate [6]. Image classification
has shown improvements in performance using deep learning models [7]. The alexNet model has 6% better
results than traditional machine learning methods in malignant and benign cancer cell detection [8]. It was
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discovered that deep learning model with augmented histological images of breast cancer provided 83 percent
accuracy [9]. The pre-trained convolution neural network (CNN) model extracted DeCAF features from the
network achieved 90% [10], and the BiCNN model up to 97% accuracy [11] in recognition of breast cancer.
Many deep learning models are still giving good accuracy with a large volume of datasets. These deep learning
models show their presence in mitosis and metastasis detection [12,13]. Histological image classification is very
ambitious because invasive carcinoma and stroma have fragile boundaries, and the core element for detecting
cancer is the tissue structures [14,15]. The issues observed with deep learning models are stuck because of the
low contrast image quality of hematoxylin and eosin (H&E) stained histological images that exhibit a highly
variable appearance, even within the same malignancy level [16]. Due to limited number of images and dataset
availability, malignancy evaluation of tissue biopsies is diﬀicult due to poor image quality and rediance on
observer subjectivity only [17, 18]. To tackle the desegregation of cell images and not discover enough features
for additional assessment [19]. The VGG model used for breast cancer, Batik’s model [20] uses VGG16 and a
neural network to extract the features. The finetuned VGG16, VGG19, and ResNet50 use layered architecture
but do not perform well if the training data is less [21]; AlexNet sticks to large colored images and LeNet5 is
also used to reduce training time and outperformed [22]. The deep learning-based inception v3 model has been
used for lung cancer classification and shown as a reliable model [23]. The contribution of this research work is
to design a model for accurate detection of nuclei which is still challenging because H&E uses blue/purple color
to represent nuclei and pink color to show cytoplasm, which is very complicated [24]. The deep learning models
are still struggling because of the maximum number of nuclei present in the high-resolution images, noise, and
variations in the texture, intensity, and shape of nuclei [25,26].
The main contribution of our proposed model are summarized below: To solve the color divergence issue
with strain normalization to improve the image quality for breast cancer classification. Data augmentation ran
cutting-edge deep learning models and delivered promising outcomes by solving over-fitting issues. The proposed
SDC model extracts and enhances the small and low-level features like edge, contour, and color accuracy. The
dilated convolution detects the objects without increasing the complexity. To remove redundancy and reduce the
complexity of the model using the Ghost model. The model’s performance enhances with dilated convolution’s
receptive field without losing the image information with the proposed stochastic dilated residual ghost model.
The Ghost model to preserve intrinsic feature maps and upsampling with stochastic pooling reduces the feature
dimensions and boosts performance.
Some challenges are still open for future work as the augmented data set is still more miniature for the
deep learning model. The parallel feeding of the data in the model must improve the performance concerning
accuracy.
There are some significant challenges that the proposed model have been solved, which are are discussed
here. Challenge 1: CNN overfits due to the local training data and accomplishes the stacked CNNs, tends to
overfit due to limited training data, and performs poorly on the actual images [27]. Solution: The proposed
method combines two datasets, BreakHis and BreCaHAD [28], and performs augmentation with parameters
scaling, rotation, shifting, gamma value, flip, and resize. The proposed method with data augmentation runs
cutting-edge deep learning models and delivers promising outcomes. Challenge 2: Hematoxylin and eosin
histological images reveal volatile expression, even within the same malignancy level [29]. Solution: The
proposed multiscale stochastic and dilation unit takes strain normalized and augmented images then processes
and enhances the small and low-level features like edge, contour, and color accuracy. Challenge 3: To accurately
detect the small objects in the histological image for breast cancer prognosis [30]. Solution: The proposed
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dilated residual grooming kernel model uses the downsampling with the stochastic pooling block eﬀiciently,
extracting the in-depth features without increasing the complexity. Challenge 4: Removal of redundant and
similar features available in the traditional CNN [31], making the process complex and differentiated among
benign and malignant types in histopathological breast slides. Solution: The proposed feature selection unit
uses linear transformations to create feature maps to display information based on intrinsic features. This
unit uses convolution and identity mapping to build and preserve intrinsic feature maps, and upsampling with
stochastic pooling reduces the feature dimensions. The remainder of the paper is as follows: Section 2 comprises
background, Section 3 covers research material and the pre-processing, Sections 4 and 5 contains a summary of
the experimental results, and finally Section 6 concludes the paper.
2. Background
Medical science has become more advanced because of technology and pathology, for example, breast cancer
therapy can be highly effective. Many imaging methods, such as mammography, positron emission tomography,
biopsies, ultrasonography, and magnetic resonance imaging, can identify BC because of the intricate structure
of H&E images; pathologists evaluate these tissues and report whether they are benign or cancerous. CNN
enhances deep learning techniques that have been demonstrated to be particularly successful in the identification
and classification of breast cancer. A CNN model and its layered design detect cancer and aid medical research
in producing the best results [32]. The convolution layer gathers local information from an image, the pooling
layer decreases dimensionality, and the fully connected layer generates the output. Convolution’s excellent
performance uses brighter pixels to disclose image boundaries and emphasizes local image parts for processing.
The network’s foundation layers are convolutional, pooling, and fully connected; convolution applies a filter to
an image and creates the output. When image datasets are small, the traditional neural network may cause
overfitting; when image sizes are large, the conventional neural network may take up too much memory and
need complex calculations.
AlexNet uses ReLU nonlinearity to overcome the gradient dispersion problem. AlexNet also shows that
with saturating activation functions like Tanh or Sigmoid, deep CNNs can be trained much faster. Dropout,
which modifies the architecture of the neurons to minimize overfitting, and max-pooling, which removes blur
effects with feature improvement, are both used in fully linked layers. The VGG16 network comprises 16 layers,
is extremely simple to construct, and has a 7.7% error rate. In this network, the relu activation function
is employed, there is no local response normalization [33]. The kernel size is the most significant difference
between VGG and AlexNet; VGG utilizes 3x3 with stride 1, producing a better prediction, whereas AlexNet
uses 11x11 with stride 4. Residual network (ResNet) skips the input data and maintains the integrity of the
data throughout the process. The learning rate problem is handled by adding a performance-enhancing layer
to the network [34]. The depth and learning rate of the network affects the deep layers causing gradients
to be lost and the learning rate problem is fixed by adding a performance-enhancing layer to the network.
Deep learning models have been demonstrated to increase image categorization performance [35]. The AlexNet
model outperforms traditional machine learning approaches [36]. According to the current state of the art, deep
learning models achieved 83 percent accuracy [37], the pre-trained CNN model extracted DeCAF properties
from the network achieved 90% [38], and the BiCNN model achieved 97% accuracy [39]. Deep learning can still
identify mitosis and metastasis with a significant amount of data and indicates its existence in mitosis detection
[12,13]. It’s challenging to categorize histological images because invasive carcinoma and stroma have unstable
boundaries, and tissue features are essential in cancer diagnosis [14,15]. Even with the same malignant tissue
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samples, H&E images exhibit a wide range of appearances [16]. Other diﬀiculties with deep learning models
for breast cancer diagnosis include insuﬀicient datasets, which leads to overfitting [17,18]; it also leads to a
lack of feature assessment, which leads to cell imaging desegregation [19]. The VGG model uses VGG16 and a
neural network to extract properties [20]; the VGG16, VGG19, and ResNet50 models use a layered architecture
but struggle with smaller training datasets [21]. With extensive color images, LeNet5 has reduced training
time and outperformed AlexNet booths [22]. The Inception v3 model, based on deep learning, was used to
classify lung cancer and be a reliable model [23]. The purpose of this research is to create a model for detecting
nuclei with pinpoint accuracy, which is challenging since H&E images use a sophisticated color scheme that
employs blue/purple to identify nuclei and pink to show cytoplasm [24]. The presence of the maximum core
in high-resolution images and noise and variations in the texture, intensity, and shape is significant obstacles
[25,26]. ResNet variants’ significant difference is its number of deep layers and the network that uses these two
identities and convolution blocks. The residual blocks improve the performance drastically [40]. Table 1 shows
the details about these ResNet variants.
Table 1. Error percentage of ResNet networks on ImageNet

S.N.
1.
2.
3.
4.
5.
6.
7.
8.

Model
ResNeXt-101
ResNeXt-101
ResNeXt-101
ResNet-101
ResNet-200
ResNet-101
ResNeXt-50
ResNet-50

Structure
64x4d
2x64d
32x4d
1x100d
1x64d
1X64d
32x4d
1X64d

Top-1 error
20.4
20.7
21.2
21.3
21.7
22
24.4
27.1

Top-5 error
5.3
5.5
5.6
5.7
5.8
6
6.6
8.2

The ResNeXt-101 has the lowest top-1 and top-5 error rates when compared to ResNet-101, ResNet-200,
ResNeXt-50, and ResNet-50 (20.4% and 5.3%, respectively). 64x4d signifies 64 paths, each of which is four
inches wide. Training and testing errors and complexity are lower in the RestNeXt than in the RestNet.

3. Research materials and preprocessing
3.1. Datasets
The BreakHis and BreCaHAD databases were used in this study. BreakHis comprises 2480 benign and 5429
malignant images from 82 patients (40X, 100X, 200X, and 400X) magnification factors of 700X460 pixels. There
are 7909 images in all, with around 70% of the images being malignant. In contrast, the BreCaHAD dataset
contains 162 histopathological images of the breast as a three-channel RGB image with an 8-bit depth in each
channel. Annotations include mitosis, apoptosis, tumor nuclei, nontumor nuclei, tubule, and nontubule.

3.2. Pre-processing
Deep learning models accelerated with strain normalization and data augmentation, where normalization
improves the image’s quality and data augmentation increases the size of datasets.
2762

KASHYAP/Turk J Elec Eng & Comp Sci

3.2.1. Stain normalization
Color divergence remains a challenge with histopathology images prepared by numerous slide scanners, biopsy
material, and various staining methods. Figure 2 shows the results of the CLAHE method, which boosts contrast
and brightness without changing image information [41] after strain normalization. The goal of contrast limited
adaptive histogram equalization (CLAHE) method is to solve the histogram equalization technique’s noise
amplification problem by applying a cutoff to the output image intensities based on the slope of the function of
input image intensity values. For images with a lot of contrast, CLAHE could be a better choice to boost the
contrast of the images.

Figure 2. Strain normalization effects A: an original image B: an image after strain operation

3.2.2. Data augmentation
Data augmentation enhances the number of images in a training dataset, makes it more resilient, and reduces
the overfitting issues that constrained datasets to cause [42]. The proposed method combines two datasets,
BreakHisi and BreCaHAD, and applies operations like flipping, rotating, shifting, resizing, and gamma values.
Figure 3 shows the effects after augmentation.
Algorithm 1: Strain normalization and data augmentation
Input:
Image
Anorm =

A−Amin
Amax −Amin

where A is the pixel intensity, Amin and Amax are minimum and maximum intensity values of the input image
Output: Image
Procedure Data augmentation
Dataset ← Input strain normalized images
initialize i=1
for i=1 to 19
(1) AugDataset(i) ← Dataset + Scale 0.5
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(2) AugDataset(i) ← Dataset + Scale 0.8
(3) AugDataset(i) ← Dataset + Scale 1.2
(4) AugDataset(i) ← Dataset + Rotate 40 degree
(5) AugDataset(i) ← Dataset + Rotate 80 degree
(6) AugDataset(i) ← Dataset + Rotate 120 degree
(7) AugDataset(i) ← Dataset + Rotate 180 degree
(8) AugDataset(i) ← Dataset + Width shift 0.3
(9) AugDataset(i) ← Dataset + Height shift 0.3
(10) AugDataset(i) ← Dataset + Resize 32 pixels
(11) AugDataset(i) ← Dataset + Resize 64 pixels
(12) AugDataset(i) ← Dataset + Resize 112 pixels
(13) AugDataset(i) ← Dataset + Resize 224 pixels
(14) AugDataset(i) ← Dataset + Flip horizontal
(15) AugDataset(i) ← Dataset + Flip vertical
(16) AugDataset(i) ← Dataset + Gamma correction 0.3
(17) AugDataset(i) ← Dataset + Gamma correction 0.6
(18) AugDataset(i) ← Dataset + Gamma correction 0.9
(19) AugDataset(i) ← Dataset + Gamma correction 1.2
end for
End procedure

Figure 3. Results obtained by data augmentation a: Histological image, b: Image after the strain normalization, c:
Rotated image, d: Flipped image, e: Gamma value 0.3 f Gamma value 1.2.

Figure 3 depicts image augmentation techniques such as flipping, scaling, rotation, and gamma correction.
Images were rotated 40, 80, 120, and 180 degrees [43], then flipped using the horizontal and vertical reflections
of the image. The scaled pictures were created by applying scaling factors of 0.5, 0.8, and 1.2 to each image.
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Figures 3a-f shows the augmentation on histology images; the gamma correction uses a gamma value of 0.3 to
1.2. 150,271 samples after augmentation of 7909 with 19 magnification factor parameters (40x, 100x, 200x, and
400x).
4. Proposed model
This section introduces the SDC model and SDRG models, SDC is made up of three components: a proposed
spatial dilated convolution unit, a proposed channel dilated convolution unit, and a dilated convolution unit that
enhances small and low-level features, including edge, contour, and color [44]. The proposed SDRG model which
combines the proposed SDC model, proposed stochastic downsampling unit, proposed stochastic upsampling
unit for eﬀiciently extracting in-depth features without increasing complexity, and feature selection unit for
creating a valuable feature map.
4.1. Proposed stochastic dilated convolution model
The varying intensity levels of the pixels in the histopathology images impact the accuracy. The normalized
strain process improved images to detect microscopic cells better. Figure 4 shows a feature extraction model
that takes an image as input. After the convolution operation, it sends the convoluted images for max-pooling
and stochastic pooling parallelly. It contributes to detecting small cancer cells and thin boundary detection, the
most common sections of cancer cells are obtained using maximum pooling and stochastic pooling, which aids
in the discovery of small cancer cells with thin borders. The probability in stochastic pooling for the randomly
selection of image value are represented by:
Pn =

An
∑
Az

(7)

Moreover the stochastic pooling can be represented as:
SP = Am (8)
where m = P
SP is stochastic pooling which may choose any value and is classified as a heterogeneous method since
it can select tiny and large numbers. The dilatation unit identifies the cells without increasing the complexity
by combining max pooling and stochastic pooling, resulting in a suitable feature map [45]. The depth of the
network is increased as the size of the filters is increased using dilation methods. With numbers ranging from
1, 2, 3, 4, and so on, the depth may be computed using the formula (2d+1) x (2d+1). The receptive fields are
3x3, 5x5, 7x7, and 9x9, respectively. Dilation convolution performed by:
∑A ∑B
D(a, b) = i=1 j=1 I(a + Sai , b + Saj ) ∗ Fi,j (9)
Where D(a,b) is the dilated convolution, Fi,j filter, I(a,b) is the input, and s is the sparse kernel. When
s=1, the dilation and conventional convolution results are identical. Dilated features have a low computational
complexity [46]. Figure 4 depicts the proposed spatial dilated convolution unit, which employs distinct filters
for each channel before element-by-element convolution.
D(W, b) =
D(W, b) =

∑a

∑Y

i=1

∑A
m=1

j=1

W (i, j)BΘ(i + a, j + b) (10)

∑B
j=1

W (m)BΘ(i, j, m) (11)
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Figure 4. The proposed spatial dilated convolution unit

Depth-wise convolution performs the dilated convolutions with different dilation rates 1 to 8. Extracted
features after the relu operation [47] processed for batch normalization solve the gradient vanishing issue and
makes the network faster. The Hadamard product takes the convoluted image features, and the feature map
generated to get the spatial dilated features. The dilated spatial convolution treats all the channels equally
and shows the low-level features like edge, contour, and colors. Aggregated with the dilated features gives a
feature map that includes valuable cell information contributing to the cancer cell’s accurate diagnosis [48]. The
proposed spatial dilation convolution unit broadens the receptive field and feature map.
KiL = BiL +

∑A(L−1)
j=1

(L−1)

L
Fi,j
∗ Kj

(12)

HσD[CN (M P (CN (I))∥(SP (CN (I))] (13)
Where CN, MP are convolution, and max pooling. The proposed dilated convolution unit takes the input
image, conducts convolution, and then dilates the picture using the maximum pooling and stochastic pooling
concatenated output for the convolution. Due to the overlap of the pool layers, the network’s overfitting concerns are reduced, and accuracy is increased. Simultaneously, as a first step, the dilated channel convolution
unit provides channel dimension information. To facilitate the classification process demonstrated in Figure 5, it
employs max pooling and stochastic pooling, followed by a fully connected layer. The 1x1 convolution increases
the depth of the components, these features are concatenated, and dilation convolution occurs, emphasizing the
small cell’s border [49]. The feature map is created by combining these two descriptors using dilated convolution
and Hadamard product with the image.
H[D(F C(M P (I))∥F C(SP (I))] (14)
H, D, FC stands for Hadamard product, dilation and fully connected layers; respectively, Hadamard
product concatenates the dilated result produced by max-pooling and stochastic pooling, followed by fully connected layers.
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D(SP (CN (I))) (15)
The dilated convolution unit is shown in the Figure 6 along with its all layers.
Equations 13, 14, and 15 are added to provide the model’s output, which accurately depicts the missing
information in the pixels.
Kout = HσD[C[M P (C(I))∥SP (C(I)]]∥H[D(F C(M P (I))∥F C(SP (I))]∥D(M P (C(I))) (16)

Figure 5. The proposed channel dilated convolution unit

Figure 6. The dilated convolution unit
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C, M P, SP are convolution, stochastic pooling, and max pooling operations were I an input image. D and
H are dilated convolution and Hadamard product, respectively, and σ , ∥ and Kout are the relu, concatenation
and SDC features output. The significant depth issue that influences the proposed model identifies missing
features and more information by concatenation displayed in Figure 7.

Figure 7. The proposed stochastic dilated convolution model

4.2. Proposed stochastic dilated residual ghost (SDRG) model
Our objective is to detect cancer cells using extracted characteristics from the discriminative patches x1, x2,...,
xm. Based on the abnormal probability map P predicted by the localization network. The proposed classification
method classifies H&E images to discover discriminative cases. The proposed model aggregates the features into
the image-level prediction, which accurately detects the cancer cells. The proposed 14 layered SDRG Model
processes are depicted in Figure 8, including the proposed stochastic dilated convolution model, stochastic
downsampling, ghost module, and stochastic upsampling. Layers 1, 3, 10, and 13 perform convolution operation
followed by relu and max-pooling; the convolution operation takes input image to compress and extract features,
where max-pooling decreases dimensionality and improves features [50]. Layer 2 is the dilation layer that
extracts features and lowers the network’s complexity; layers 4, 7, and 9 are upsampling layers that upsamples
the features to increase dimension. Layer 6 is the ghost unit that generates many ghost features by conducting
a sequence of low-cost linear operations on each intrinsic feature using the function, the formula of ghost unit
is given below:
A(i,j) = (ϕ)( i, j), Ai ) (17)
Where ϕ( i, j) are the linear operations and Ai is the intrinsic feature map. Layer 10 is a two-layer dilated
convolution. The features in the 1x1 convolution are transformed quicker with a higher dilation rate, and the
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components are concatenated to create better features for the minor cell observation. Layers 8 and 11 are the
SDC model used to recognize tiny features in cells, layer 12 is downsamplings that reduces the dimensions shown
in Figure 9; it convolutes, batch normalized, and applies relu on the feature map to get the output of the first
convolution layer.
Ad1 = σ(W 1A) (18)

Figure 8. The stochastic dilated residual ghost (SDRG) model-14 layered structure

The first layer’s output connects to the input of the stochastic downsampling block as a cascade operation
shown in Figure 9. Thus the output Ad2 can be generated.
Ad2 = σ(W 2(Ad1) + A) (19)
Similarly, the outputs Ad1 and Ad2 and the downsampling block’s input are linked to generate a feature
map; then a 1×1 convolution is utilized for dimensionality reduction, of the eﬀiciency.
Ad3 = W 3(Ad1 + Ad2 + A) (20)
This Ad3 feature sends to stochastic pooling for the generation of any random value. Layers 4, 7, and
9 are the proposed stochastic upsampling unit. It takes the features from layer ten and after the transposed
convolution layer.
Au1 = σ(W 1T A) (21)
The output feature is convoluted; then the convoluted features are cascaded with the convoluted features
shown in Figure 10 with the equations 22–26.
Au2 = σ(W 1Au1 ) (22)
Au3 = [σ(W 1Au1 ) + Au2 ] (23)
Au4 = [σ(W 2Au3 ) + Au3 ] (24)
Au5 = [σ(W 3Au4 ) + Au4 + Au2 ] (25)
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Figure 9. The proposed stochastic downsampling unit

Figure 10. The proposed stochastic upsampling unit

Au6 = σ(W 4Au5 ) (26)
The proposed stochastic upsampling unit uses a skip layer that enhances the accuracy of the classification,
the proposed SDRG model working or process diagram is shown in Figure 11.
In the model 14th layer is a group of fully connected layers that turn 9216 neurons into 1000 neurons,
creating 1000 classification factors with softmax function distinguish between benign and malignant cancer cells.
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Figure 11. Process diagram of the proposed stochastic dilated residual ghost (SDRG)
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Algorithm 2: The proposed SDRG model
Input:
Training images
EPOCHS = 100
BATCH SIZE = 32
Initialize the kernel weights using a Gaussian distribution with mean 0, standard deviation of 0.01
Bias= 1
Output:
Vector of 1000 numbers
Begin
1. Reshape images into 224x224
2. Select training and testing data ratio (i, ii and iii)
(i) 70%–30%, (ii) 80%–20% and (iii) 90%–10%
3. Perform convolutions of input image with stride [4, 4] and padding [0 0 0 0]
Filters 96 Kernel Size 11x11 channel 3
cross channel normalization with 5 channels per element
Max pooling with 3x3 and stride to be (2, 2) and padding 0
4. Perform dilated convolution
∑A ∑B
D(a, b) = i=1 j=1 I(a + Sai , y + Saj ) ∗ Fi,j
5. Repeat step 3 with stride [1, 1], Filters 256 Kernel Size 5x5 and keep remaining parameters same
6. Up sampling to bring back the resolution to the resolution of previous layer
7. Repeat step 3 with stride [1, 1], Filters 384 Kernel Size 5x5 and keep remaining parameters same
8. Removal of redundant features using ghost unit
A(i,j) = (ϕ)( i, j), Ai )
Where ϕ( i, j) are the linear operations and Xi is the intrinsic feature map
9. repeat step 6
10. Process with proposed SDC model
Kout = HσD[C[M P (CN (I))∥SP (CN (I)]]∥H[D(F C(M P (I))∥F C(SP (I))]∥D(M P (CN (I)))
D and H are Dilated convolution and Hadamard product, respectively
11. Repeat step 6
12. Repeat step 3 with stride [1, 1], Filters 384 Kernel Size 5x5, and keep remaining parameters same
13. Repeat step 10
14. Down sampling to reduce the dimensions
15. Repeat step 3 with stride [1, 1], Filters 256 Kernel Size 5x5, and keep remaining parameters same
16. Flatten layer by input values to fully connected layers
(batch size, height, width, channels) → (batch size, channels)
1st-2nd fully connected layers parameters
Dense 4096, batch normalization and fropout(0.4)
3rd fully connected layer parameters
Dense 1000, batch normalization, dropout(0.4)
Apply drop out to get 1000 neurons
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Figure 12 represents the ROC curve of the proposed model with the dataset and it achieved remarkable
result.
ROC Curves

True Positive Rate

1.0
0.8
0.6
0.4

Fold 1-5 from Bottom to Top

0.2
0.0

0.2

0.6
0.4
False Positive Rate

0.8

1.0

Figure 12. Receiver operating characteristic (ROC) curve of the proposed model on the BreaKHis dataset with the
magnification factor 40X fold (1–5)

5. Experimental results
In this part, We tested the performance of the proposed model against that of other models.
5.1. Experimental setup
Processor Xeon 2.3GHz CPU setup, 12 G.B. of RAM, dual Nvidia GeForce GTX 2070 GPU capacity, and 16
M.B. of cache memory were used to generate the model using Python 3.6.9, TensorFlow 2.0, and Keras 2.2.4.
5.2. Results SDRG model
The proposed stochastic dilated residual ghost model predicts the categorization of benign and malignant cells
with high accuracy. In traditional convolution, the features map is created using average and maximum pooling.
The suggested stochastic dilated convolution model, stochastic dilated convolution model, mixes stochastic
downsampling and stochastic upsampling. The results of the proposed model’s evaluation are shown in Table 2,
it is showing 98.41%, 98.37%, and 98.60% of the accuracy for BreakHis augmented images with magnification
factor 40X, 100X and BreCaHAD images respectively.
Higher specificity, accuracy, precision, recall, and F1-score values yield better outcomes with the upgraded
result shown in Table 3. The SDRG model has an accuracy of 98.60% and 98.41% for BreCaHAD and BreakHis
enhanced photos with 100 magnification factors, respectively. Figure 13 shows that the proposed model with a
superior receiver operating characteristic.
Figure 13 shows the results of the proposed model performance with true positive and true negative
values which identify malignant cells and benign cells, respectively. The training and test data ratios were
90–10, 80–20, and 70–30, respectively, out of a total of 150,271 images in the experiments. Precision, recall, f1
score, accuracy, area under curve (AUC), and average precision score are shown in Table 3. Compared to the
VGG16, VGG19, ResNet50, ResNeXt-101, DenseNet, MobileNet V2, and Inception V3 models, the proposed
models perform better as shown in Table 3.
2773

KASHYAP/Turk J Elec Eng & Comp Sci

Table 2. Evalution metrics of the proposed model

Images
Magnification
Factor 40 X
Magnification
factor 100 X
Magnification
factor 200 X
Magnification
factor 400 X
BreCaHAD

Image type
Actual
Augmented
Actual
Augmented
Actual
Augmented
Actual
Augmented
Actual
Augmented

Specificity
98.50±0.14
96.88 ±0.07
91.90 ±0.09
94.42 ±0.10
86.13 ±0.12
96.73 ±0.07
89.87 ±0.12
92.63 ±0.09
97.40 ±0.07
96.98 ±0.10

Accuracy
93.13±4.36
98.41±1.00
93.99±5.13
98.37±1.52
91.97±8.01
96.26±2.30
92.94±5.15
97.38±2.18
95.23±4.38
98.60±0.99

Precision
99.07±0.04
98.17±0.05
95.60±0.05
95.88±0.07
92.26±0.14
98.24±0.03
92.60±0.08
94.84±0.06
98.07±0.04
99.17±0.05

Recall
92.59±0.04
94.19±0.04
93.18±0.04
97.74±0.05
98.90±0.05
99.71±0.03
96.55±0.04
96.94±0.06
97.39±0.06
98.99±0.05

F1-Score
97.49±0.04
97.94±0.04
96.20±0.05
96.58±0.05
94.57±0.10
99.45±0.04
95.34±0.04
96.75±0.04
98.49±0.04
99.94±0.04

Table 3. Performance analysis of model VGG16, VGG19, RestNet50, ResNeXt101, DenseNet, MobileNet V2, Inception
V3 and the proposed SDRG model

Model

VGG16

VGG19

ResNet50

ResNeXt-101

DenseNet

MobileNet V2

Inception V3

Proposed SDRG
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Training
and testing
data ratio
90%–10%
80%–20%
70%–30%
90%–10%
80%–20%
70%–30%
90%–10%
80%–20%
70%–30%
90%–10%
80%–20%
70%–30%
90%–10%
80%–20%
70%–30%
90%–10%
80%–20%
70%–30%
90%–10%
80%–20%
70%–30%
90%–10%
80%–20%
70%–30%

Precision

Sensitivity

F1 Score

Accuracy

AUC

APS

0.77
0.80
0.78
0.64
0.79
0.80
0.89
0.90
0.88
0.91
0.93
0.90
0.85
0.87
0.88
0.89
0.84
0.84
0.88
0.89
0.88
0.95
0.96
0.94

0.64
0.68
0.65
0.71
0.64
0.64
0.71
0.72
0.74
0.95
0.94
0.96
0.85
0.84
0.86
0.84
0.87
0.85
0.87
0.88
0.84
0.91
0.95
0.92

0.78
0.79
0.78
0.78
0.73
0.49
0.92
0.92
0.90
0.95
0.94
0.95
0.75
0.84
0.85
0.79
0.74
0.83
0.79
0.87
0.83
0.97
0.98
0.98

74.50
75.30
73.14
64.91
72.21
61.68
87.21
89.31
90.44
90.42
91.32
91.53
90.42
81.70
89.51
83.23
81.52
79.51
92.02
90.70
88.81
94.65
95.15
94.63

71.02
72.88
71.29
63.51
67.72
63.45
84.82
88.12
85.46
85.93
85.93
86.04
85.93
85.93
86.04
77.93
75.93
72.04
86.93
91.93
87.04
86.57
87.15
86.89

88.80
88.59
88.34
73.99
76.11
69.55
92.45
92.45
93.87
92.54
92.54
93.65
92.54
92.54
93.65
82.54
82.54
73.65
91.54
91.54
92.65
96.56
97.72
94.94
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Figure 14 compares test accuracy of the proposed SDRG model, Inception V3, and ResNet50 models and
gives 95%, 92% and80% test accuracy, respectively.
ROC Curves

0.8

40X Magnification

1.0
0.85
Test Accuracy

True Positive Rate

1.0

0.6
0.4
0.2
0.0

0.80
0.75

The Proposed SDRG Model
Inception V3 Model

0.70
0.2

0.6

0.4

0.8

1.0

ResNet50 Model

0.65

2000

4000
6000
8000
Number of Images in Thousands

False Positive Rate

Figure 13. Receiver operating characteristic curve of the
proposed model

10000

Figure 14. Proposed model test accuracy magnification
factor 40X

Figure 15 depicts testing and validation accuracy of above 90%. It demonstrates that the proposed
paradigm is viable. Figure 16 shows the accuracy of the predicted results by the proposed model, Figure

Testing and Validation Accuracy

15(a) shows benign images and predicted benign (b-c) malignant image and result predicted by the model is
malignant.
1.0
0.95
0.90
0.85
Validation Accuracy
0.80

Testing Accuracy

0.75
5

10

15

20 25
30
Images in Thousands

35

40

45

Figure 15. Proposed model testing and validation accuracy

Precision is a metric for determining how many correct positive predictions have been made. As a
consequence, precision calculates the minority class’s accuracy. It is calculated using the ratio of precisely
predicted positive cases divided by the total number of positive cases expected. The VGG16 model outperformed
VGG19 on the provided datasets, while ResNeXt101 beat ResNet50, as shown in Table 3. The proposed model
surpasses established models in terms of area under the curve, sensitivity, and accuracy.
6. Conclusion
The proposed model correctly detects breast cancer cells and is able to help the medical field. The method
uses strain normalization and data augmentation to solve the color divergence and overfitting issues. The
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Figure 16. Proposed model accurate cancer detection (a) Benign and benign detected (b-c) Malignant and malignant
detected

results have proved that it is better than the traditional models that can effectively extract and enhance the
small breast cancer cells that help cancer prognosis. The stochastic dilated residual ghost model combines
the dilated convolution model, stochastic dilated down-sampling unit, stochastic dilated up-sampling unit,
and ghost module. This model uses downsampling with the stochastic pooling block to detect small objects
eﬀiciently, extracting the in-depth features without increasing the complexity. The ghost module helps remove
redundant or similar features in convolution neural networks by the proposed feature selection unit uses linear
transformations to create feature maps to display information based on intrinsic features. The offered model
learning rate of 0.001 gives better performance, the area under the curve, average precision score, precision,
sensitivity, and f1 score. Experimental results show that the proposed method outperforms many state-of-theart ones with an accuracy of 95.15%. Some challenges are still open to future work as the augmented data set
is still too miniature for the deep learning model. The accuracy of the model was enhanced by feeding the data
in parallel to the model.
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