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Abstract. The Gross-Pitaevskii equation with white noise in time perturbations of the harmonic poten-
tial is considered. In this article we define a Crank-Nicolson scheme based on a spectral discretization
and we show the convergence of this scheme in the case of cubic non-linearity and when the exact solution
is uniquely defined and global in time. We prove that the strong order of convergence in probability is
at least one.
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1 Introduction
The Gross-Pitaevskii equation (GPe) with cubic nonlinearity and quadratic potential is used to model
the evolution of Bose-Einstein Condensate (BEC) macroscopic wave function in an all-optical far-off-
resonance laser trap. Fluctuations of laser intensity lead to consider white noise in time perturbations
of the harmonic potential ([1, 16]). More precisely, we will be interested in the following dimensionless
equation: {
idφ− λ |φ|2σ φdt− (−∆φ+ |x|2φ)dt = |x|2φ ◦ dWt,
φ(0) = φ0,
(1.1)
where the unknown φ is a random field taking complex values, on a probability space (Ω,F ,P), depending
on t ≥ 0 and x ∈ Rd. We take σ > 0 and λ = ±1. Here, (Wt)t≥0 is a Brownian motion taking real
values associated with the filtration (Ft)t≥0. ◦ denotes a Stratonovich product. Although the stochastic
integral associated with this product does not verify the martingale property as Itoˆ’s product does, this
choice of model is natural since the noise is actually a physical noise which in the real physical case is not
exactly white, but has small correlation length. A good way to understand this is to refer to [11] where
the authors explain that equation (1.1) can be seen in the subcritical case as a limit of equations where
the Stratonovich product is replaced by a random process with nonzero correlation length.
Existence and uniqueness of a solution for (1.1) has been proven in [10] by use of a compactness
method in the case d = 1, 2 with restrictions on σ. The proof has been then generalized in [11] to the
case d ≥ 3 thanks to a dispersive estimate for the linear equation.
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The use of a Crank-Nicolson scheme is natural since mid-point discretization of the noise is consistent
with the Stratonovich product. For example such a discretization has been used in [7, 9, 17]. Moreover,
as this discretization preserves the L2-norm, it has also been used to discretize the deterministic equation
(see [2, 5]) and nonlinear Schro¨dinger equations with additive noise (see [9]).
One of the main difficulties of this work is to prove stability for the naive Crank-Nicolson scheme
in the linear case. Lack of stability is also encountered in [9], but actually comes from the non-linearity
without truncation. Thus our case-study is more complicated. To estimate the growth of the solution
between two time-steps, one can express the norm (in which we expect stability) of the solution at a
given time-step with respect to the solution at the previous time-step. Such an equation is the discrete
analogous to the Itoˆ formula in the continuous case. However, this method yields some new terms that
we do not know how to estimate, as explained in Remark 3.1. The solution we chose is to replace the
unbounded operator |x|2 by a bounded approximation such that we can control its operator norm with
respect to δt−1/4. This approximation is built with the Hermite functions.
Another difficulty comes from the non-Lipschitz behavior of the nonlinearity. We cannot ensure
existence of a global solution for the discrete scheme by the classical use of a fixed point method. To
circumvent this difficulty we use a classical argument (already used in [3, 7, 9]) that consists in truncating
the nonlinearity to make it Lipschitz, and then making this truncation go to infinity. This argument
leads to a weaker sense of convergence for the untruncated equation compared to the truncated equation.
Indeed, we are only able to get an order of convergence in probability instead of mean-square. This kind
of result is classical for globally non-Lipschitz nonlinearities [7, 8, 19].
Besides, split-step methods have been used to approximate SPDEs and SDEs. One of the main
benefit is that they offer an easy and consistent way to approximate the Stratonovich integral. In [19]
the author proposes a splitting scheme to solve the deterministic nonlinear Schro¨dinger equation and the
stochastic nonlinear Schro¨dinger equation with multiplicative noise of Stratonovich type. In both cases the
nonlinearity is chosen to be non globally Lipschitz. For the deterministic scheme an order of convergence
is given for small enough integration time interval, and in the stochastic case an order of convergence in
probability is given on a random time interval. The proof uses a truncation on the nonlinearity. Moreover,
in [15], the authors propose a Lie time-splitting scheme for a nonlinear partial differential equation driven
by a random time-dependent dispersion coefficient. In this case the nonlinearity is supposed to be
Lipschitz, but the dispersion coefficient can approximate a fractional Brownian motion.
We introduce some notations. We define for k ∈ N and p ∈ N∗,
Σk,p(Rd) =
v ∈ Lp(Rd), ∑|α|+|β|≤k
∣∣xβ∂αv∣∣p
Lp
= |v|pΣk,p < +∞
 . (1.2)
We simply denote Σk instead of Σk,2, and Σ instead of Σ1. We denote by C(·) the constants, specifying
dependencies with ·. These constants can vary from one line to another. We denote by 〈·, ·〉 the usual
Hermitian inner product in L2, defined for all u, v ∈ L2(Rd) by 〈u, v〉 = ∫Rd u(x)v(x)dx. We denote
by A the operator −∆ + |x|2. In dimension d = 1, we recall that this operator has purely discrete
eigenvalues λk = 2k + 1, with k ∈ N. The corresponding eigenfunctions are the Hermite functions,
denoted by {ek, k ∈ N}, that form a complete orthonormal system in L2(R). In higher dimensions,
the tensorization of this basis also form a complete orthonormal system in L2(Rd). For example with
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d = 2, we get the basis {ek,j := (x, y) 7→ ek(x)ej(y), k, j ∈ N}, and for k, j ∈ N, the eigenvalue of
ek,j is 2(k + j) + d. Moreover the sesquilinear form defined on Σ
k(Rd) × Σk(Rd) by (u, v) 7→ 〈Aku, v〉
defines a Hermitian inner product on Σk, and the associated norm is equivalent with the the norm defined
in (1.2). For K ∈ N, we denote by ΣK(R) the finite dimensional vector space spanned by the K first
Hermite functions. In the multidimensional case we denote by ΣK(Rd) the finite dimensional subspace
of Σ(Rd), of dimension Kd, obtained by tensorisation of the space ΣK(R) (see [22]). We denote by PK
the orthogonal projection of L2(Rd) onto ΣK(Rd), and we set AK = APK .
We give now some notations about the the numerical scheme. Let T > 0 be the time horizon,
and N ∈ N∗ the number of time discretization steps. We denote by δt = T/N this step. We also set
tn := nδt for n ≤ N . We set for all n ∈ N, χn+1 = δt−1/2(W(n+1)δt − Wnδt). Thus (χn)n∈N∗ is a
sequence of independent standard normal deviates. We set (Fn)n∈N the filtration defined for all n ∈ N
by Fn = σ(Ws, s ≤ tn), so that for all n ∈ N∗ χn is Fn-measurable.
In section 2 we define the numerical scheme. We introduce a truncation of the Brownian motion
increments (that will enable us to control the growth of the solution of the scheme), and of the non-
linearity. We also introduce an approximation of the term |x|2, that will enable us to prove stability.
In section 3 we prove existence and uniqueness of a solution for the numerical scheme. We also prove
stability. The stability relies heavily on the spectral discretization. We prove then in section 4 the
convergence in probability of our scheme toward the GP equation, with a strong order at least one. We
present in section 5 numerical simulations for the numerical scheme, and some convergence comparisons
with various other schemes.
2 Definition of the numerical scheme and main result
This section is devoted to the construction of the numerical scheme and to the statement of the main
convergence result. The technical precisions are quite cumbersome and interfere with the comprehension
of the general idea. For the sake of clarity we first present a refined version of the main statements in
section 2.1, introducing the main ideas and the technical issues. We then give a rigorous definition of the
scheme that enables us to state the convergence result.
2.1 Objectives and formal result
As stated in introduction, equation (1.1) is known to be well-posed under some assumptions on λ, σ and
d (see [10, 11, 12]). We state a slightly stronger result in the specific case λ = 1, σ = 1 and d ≤ 3 for
arbitrarily regular initial condition. All the results of this article hold only in this specific case since we
require the following result,
Proposition 1. Assume λ = 1, σ = 1 and d ≤ 3. Then ∀j ∈ N∗, if φ0 ∈ Σj(Rd) then there exists a
unique global solution φ of (1.1) adapted to (Ft)t≥0, with φ(0) = φ0, almost surely in C(R+; Σj(Rd)).
The case j = 1 and σ < 2 if d = 3 or σ < +∞ if d = 2, has been initially partially treated in [10] and
generalized in [11]. Then, the case j = 2, d = 2 and σ ≥ 1/2 has been treated in [12]. The proof is given
in Appendix and is done recursively using the idea introduced in [12]. This extra regularity is needed
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in order to show an order of convergence of the numerical scheme (that will be introduced thereafter)
toward the solution of equation (1.1).
The naive Crank-Nicolson discretization of Equation (1.1) would be given by,
φn+1 − φn = −i
(
δtA+
√
δtχn+1 |x|2
)(φn+1 + φn
2
)
− iλδtg(φn+1, φn), (2.1)
where g is a classical approximation of the non-linearity [13] given by
g(φn+1, φn) =
1
σ + 1
(∣∣φn+1∣∣2σ+2 − |φn|2σ+2
|φn+1|2 − |φn|2
)(
φn+1 + φn
2
)
, (2.2)
which can be simplified (to get rid of the singularity) in our case σ = 1 by
g(φn+1, φn) =
1
2
(|φn|+ ∣∣φn+1∣∣)(φn+1 + φn
2
)
.
It can be formally written in the following form
φn+1 = Sδt,n+1φ
n − iλδtT−1δt,n+1g(φn+1, φn), (2.3)
where
Tδt,n+1 =
(
Id+ i
δt
2
A+ i
√
δt
2
χn+1 |x|2
)
,
Sδt,n+1 =
(
Id+ i
δt
2
A+ i
√
δt
2
χn+1 |x|2
)−1(
Id− i δt
2
A− i
√
δt
2
χn+1 |x|2
)
.
Let us suppose that this scheme is well-defined in the following sense,
Claim 1. There exists a unique discrete solution Fn-adapted φ = (φn)n=0,...,N satisfying (2.1) which
belongs a.s. to L∞(0, T ; Σj).
Then we want to establish a convergence result in probability for this discrete solution towards the
solution of equation (1.1):
Claim 2. For all k ∈ N∗, φ0 ∈ Σk+12 and α < 1, there exists C > 0 such that
lim
δt→0
sup
nδt≤T
P (|φn − φ(tn)|Σk > Cδtα) = 0,
where (φ(t))t∈[0,T ] denotes the solution of (1.1) given by Proposition 1.
The respective rigorous analogous of these claims are Proposition 2 and Theorem 1. If we aim to
show a convergence in probability, and not a stronger convergence, as mean-square for example, it is
because of the non-Lipschitz nonlinearity. To show this result, we actually prove an intermediary result
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of mean-square convergence when the nonlinearity is replaced by a Lipschitz truncation. We lose this
strong convergence by making the level of truncation go to infinity. Similar methods have been used in
[7, 8, 9].
We did not manage to prove these two claims for the scheme given by (2.3). The main issues are
linked to the invertibility of the operator Tδt,n+1, and to the stability of the linear equation. The goal
of the section 2.2 is to slightly modify operators Tδt,n+1 and Sδt,n+1 so that we are able to prove Claims
1 and 2. More precisely these modifications should take into account that for strictly positive values of
j, invertibility of operators Tδt,n+1 when χ
n+1δt is very negative is not clear. Thereafter we propose
to circumvent this difficulty by truncating the increments of the Brownian motion. Nevertheless this
modification is not sufficient to enable us to prove Claim 2. In order to be able to prove it, we introduce
thereafter an approximating sequence (BK)K∈N∗ of the operator |x|2, composed by bounded operators
in every Σl for l ∈ N. By replacing |x|2 by BK , we are then able to prove the stability. The next
subsection defines rigorously such modifications on operators Tδt,n+1 and Sδt,n+1 that enable us to show
a convergence in probability toward Equation (1.1).
2.2 Rigorous definition of the scheme
In all the following k ∈ N refers to the space Σk(Rd) in which convergence of the numerical scheme is
expected, and j ∈ N, refers to the space Σj(Rd) in which stability is expected. To be able to prove an
order of convergence, we require j to be greater than k. More precisely, our convergence theorem will
require k > d/2 and j = k + 12.
We first introduce some objects. For all K ∈ N∗, we set BK , a self-adjoint operator in L2 that we will
specify later. It is essentially an approximation of the operator |x|2 which is a bounded operator in every
Σj for j ∈ N. We furthermore suppose that for all K ∈ N∗, BK takes its values into ΣK , for making the
scheme implementable.
We set now θ and θj , regular truncations of the Heaviside function such that θ ∈ C∞(R+), θ ≥ 0,
Supp θ ⊂ [0, 2] and θ ≡ 1 on [0, 1]. And we set for all L ∈ N∗, for all x ∈ R+, θL(x) = θ(x/L). We
introduce fL and gL, two Lipschitz approximations of the non-linearity defined by,
∀φ ∈ Σk, gkL(φ1, φ2) = θL(|φ1|2Σk)θL(|φ2|2Σk)
1
2
(
|φ1|2 + |φ2|2
)(φ1 + φ2
2
)
, (2.4)
∀φ ∈ Σk, fkL(φ) = gkL(φ, φ). (2.5)
For all C0 > 0, we introduce the Fn-measurable stopping time τδt,C0 defined by,
τ(δt, C0) = min
({
n ∈ N, 1 ≤ n ≤ N, ∣∣Wtn −Wtn−1∣∣ ≥ C0} ∪ {N + 1}) . (2.6)
We introduce this stopping time for technical purposes. It prevents the most shaken up trajectories
of the Brownian motion to downgrade the regularity of the discrete solution. In the regime δt small,
τ(δt, C0) = N + 1 with high probability, as stated by the following Lemma. It shows that the case
τ(δt, C0) < N + 1 happens with small probability when δt vanishes and thus corresponds to pathological
cases.
Lemma 2.1. For all C0 > 0,
P (τ(δt, C0) < N(δt) + 1) = O(Ne−
C20N
2T2 ).
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Proof of Lemma 2.1. The domination comes from the fact that
P (τ(δt, C0) < N(δt) + 1) ≤
∑
1≤n≤N
P
(∣∣Wtn −Wtn−1 ∣∣ ≥ C0)
≤ NP
(
|G| ≥ C0
√
N√
T
)
,
where G denotes a standard normal deviate. The result comes from the fact that for all x > 0,
P (|G| ≥ x) ≤ 2e−x2/2.
We define the random operators T−1δt,K,n+1,C0 and Sδt,K,n+1,C0 on ΣK(R
d) for n ≤ N by,
T−1δt,K,n+1,C0 =

(
Id+ i
δt
2
AK + i
√
δt
2
χn+1BK
)−1
, if n+ 1 < τC0,δt
0, otherwise
(2.7)
Sδt,K,n+1,C0 =
T
−1
δt,K,n+1,C0
(
Id− i δt
2
AK − i
√
δt
2
χn+1BK
)
, if n+ 1 < τC0,δt,
Id, otherwise.
(2.8)
Invertibility of the operator
(
Id+ i δt2 AK + i
√
δt
2 χ
n+1BK
)
follows from the fact that it will be chosen
to be symmetric for the Hermitian inner product in L2 (see Assumption 1), and that ΣK(Rd) is finite-
dimensional.
We present now our Crank-Nicolson scheme, with a spectral discretisation in space. More precisely
our scheme is defined on the space spanned by the tensorisation of the K first Hermite functions. We
set the family of stochastic processes (φnK,L,δt), indexed by K ∈ N∗, L ∈ N∗ and all possible values of δt,
defined by, {
φn+1K,L,δt = Sδt,K,n+1,C0φ
n
K,L,δt − iδtλT−1δt,K,n+1,C0PKgkL(φnK,L,δt, φn+1K,L,δt),
φ0K,L,δt = PKφ0.
(2.9)
Existence and uniqueness of a solution for (2.9) is not obvious since this equation is non-linearly implicit.
We show in the next section that it is actually well-posed. The approximation of the non-linearity is
classical, see [7, 9, 13], and comes from the fact that it is conservative for the energy in the deterministic
case (without truncation).
We specify now how to choose the family of operators (BK)K∈N∗ . We require it to satisfy the following
assumptions where we denote by ||| · |||L(Σm,Σn) the operator norm for the linear applications from Σm
to Σn.
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Assumption 1. (BK)K∈N∗ is such that for all k ∈ N, there exists C(k) > 0 such that,
BK = B
∗
K , ∀K ∈ N∗, (2.10)
|||BK |||L(Σk+2,Σk) ≤ C(k), ∀K ∈ N∗, (2.11)
|||BK |||L(Σk,Σk) ≤ C(k)K, ∀K ∈ N∗, (2.12)
|||[Ak, BK ]|||L(Σ2k,L2) ≤ C(k), ∀K ∈ N∗, (2.13)
∀φ ∈ Σk, ∣∣<〈[Ak, BK ]φ,BKφ〉∣∣ ≤ C(k) |φ|2Σk , ∀K ∈ N∗. (2.14)
Assumption 2. We suppose that there exists C > 0 such that for all K ∈ N, for all k ∈ N, for all p ∈ N,
and for all φ ∈ Σk+p+2(Rd), ∣∣∣(|x|2 −BK)φ∣∣∣2
Σk
≤ CK−p |φ|2Σk+p+2 . (2.15)
Assumption 1 is required for proving the stability of the numerical scheme. Assumption 2 specifies the
convergence of the sequence BK toward the operator |x|2. Properties (2.10), (2.11), (2.13) and (2.14) are
satisfied by the operator |x|2, and are natural to impose to the sequence (BK), for technical purposes. The
essential difference between (BK) and |x|2 stated in (2.12) is that the BK are not unbounded operators
from Σk to Σk, contrary to |x|2. This is why we expect |||BK |||L(Σk,Σk) to tend to +∞ by requiring BK
to tend to |x|2 when K increases. Moreover (2.12) actually controls the speed at which this operator
norm diverges. This speed comes from the fact that there exists C > 0 such that for all k, p ∈ N and for
all φ ∈ Σk+p(Rd) and for K ∈ N∗,
|PKφ|2Σk+p ≤ CKp |φ|2Σk . (2.16)
Assumption 2 is natural since there exists C > 0, such that for all k, p ∈ N, for all K ∈ N and for all
φ ∈ Σk+p(Rd),
|(Id− PK)φ|2Σk ≤ CK−p |φ|2Σk+p , (2.17)
and for all φ ∈ Σk+p+2(Rd), ∣∣∣(Id− PK) |x|2 φ∣∣∣2
Σk
≤ CK−p |φ|2Σk+p+2 . (2.18)
Equations (2.17) and (2.18) follows from a direct computation based on the expansion of φ in eigenvectors
of A.
To satisfy hypotheses (2.12) and (2.15), one could think of choosing BK = PK |x|2 PK , but then
(2.14) would not hold anymore. To satisfy all of them, we can define BK as a smooth (actually Lipschitz)
spectral cutoff of |x|2, instead of a cutoff such as PK |x|2 PK . We give now an example of such a family of
operators. We begin with constructing it in dimension one, and we then generalize to higher dimensions.
We fix θ ∈]0, 1[, the parameter that specifies the smoothness of the cutoff, and we set,
∀m ∈ N, BKem = αKmem−2 + βKmem + γKmem+2, (2.19)
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with
∀m ∈ N,∀K ∈ N∗, αKm =

1
2
√
(m− 1)m = 〈|x|2 , em−2〉, if 2 ≤ m ≤ θK
αKbθKc
(
1−
(
m− bθKc
K − bθKc
))
, if θK < m ≤ K
0, otherwise
(2.20)
∀m ∈ N,∀K ∈ N∗, βKm =

1
2
(2m+ 1) = 〈|x|2 , em〉, if 0 ≤ m ≤ θK
βKbθKc
(
1−
(
m− bθKc
K − bθKc
))
, if θK < m ≤ K
0, otherwise K < m
(2.21)
∀m ∈ N,∀K ∈ N∗, γKm = αKm+2. (2.22)
We recall that in dimension one, the operator |x|2 verifies,
∀m ∈ N, |x|2 em = 1
2
(√
(m− 1)mem−2 + (2m+ 1)em +
√
(m+ 1)(m+ 2)em+2
)
,
which explains why we want (BK) to satisfy (2.19). Moreover, (2.22) implies that BK is symmetric. The
extension to the d-dimensional case, with d ≥ 2, is done by setting for i1, i2, . . . , id ≤ K,
BK
(
d⊗
k=1
eik
)
=
d∑
j=1
d⊗
k=1
(
1{j=k}BK + 1{j 6=k}Id
)
eik . (2.23)
We refer to [22] for basics about tensorisation. For example, with d = 2, BK(ei1 ⊗ ei2) = (BKei1)⊗ ei2 +
ei1 ⊗ (BKei2). This extension is natural since it holds for operator |x|2.
In this paper, stability is proved by an extensive use of the boundedness of the operators BK . Con-
vergence toward the solution of (1.1) will be achieved by making δt go to zero and K and L to infinity.
We will show that stability holds if K does not tend to infinity quicker than δt−1/4, We will show then
that convergence of order at least one in probability holds if K actually scales like δt−1/4.
3 Well-posedness of the numerical scheme
We begin with explaining how to choose C0 in the definition 2.6 of τ(δt, C0). We require in the following
the operator Sδt,K,n+1,C0 and T
−1
δt,K,n+1,C0
to be uniformly bounded in K. It is possible to choose C0 to
satisfy this requirement as stated by the following lemma,
Lemma 3.1. Under Assumption 1, for all j ∈ N, there exists C0(j) > 0 such that for all K ∈ N∗,
φ ∈ ΣK(Rd), δt ∈ (0, 1) and n ∈ N,∣∣Sδt,K,n+1,C0(j)φ∣∣2Σj ≤ 2 |φ|2Σj , a.s.∣∣∣T−1δt,K,n+1,C0(j)φ∣∣∣2Σj ≤ 2 |φ|2Σj , a.s.
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From now on, we suppose that C0(j) satisfies this lemma for a given j. We denote then Sδt,K,n+1,j
and T−1δt,K,n+1,j . This technical difficulty did not appear in [9] where the noise is multiplicative. The
difference comes from the fact that in our case the potential reduces the regularity of the noise term. One
can note that this truncation on the noise would have been also necessary in order to prove Claim 1 for
operators Tδt,n+1 and Sδt,n+1 as stated before.
Proof of Lemma 3.1. Let φ ∈ ΣK(Rd), n ∈ N and C0 > 0. Then, to simplify notations, we set ψ =
Sδt,K,n+1,C0φ. For almost every ω ∈ {τ(δt) ≤ n+ 1}, ψ = φ, where τ(δt) is defined by (2.6), and there is
nothing to prove. Then, we suppose that ω ∈ {τ(δt) > n+ 1}, which implies that √δt ∣∣χn+1∣∣ < C0. The
expression of Sδt,K,n+1,C0(j) enables to write,
ψ = φ− i
(
AKδt+BK
√
δtχ
)(φ+ ψ
2
)
. (3.1)
Then, by taking the L2 inner product of both sides of this equation with Aj(φ+ψ), one finds the following
implicit expression of the growth of the solution :
|ψ|2Σj − |φ|2Σj =<〈Aj(φ+ ψ), ψ − φ〉
=−
√
δt
2
χ=〈Aj(φ+ ψ), BK(φ+ ψ)〉.
Then, using first (2.10), and then (2.13),
|ψ|2Σj − |φ|2Σj =
√
δt
4
χ=〈[Aj , BK ](φ+ ψ), φ+ ψ〉 (3.2)
≤
√
δt |χ|C(j)
(
|ψ|2Σj + |φ|2Σj
)
. (3.3)
The last line exhibits the reason why we require the truncation on the Gaussian increment. Indeed, since
ω ∈ {τ(δt) > n+ 1}, we get that
|ψ|2Σj − |φ|2Σj ≤ C0C(j)
(
|ψ|2Σj + |φ|2Σj
)
, (3.4)
and thus by choosing C0(j) =
1
3C(j) , we get that
|ψ|2Σj ≤ 2 |φ|2Σj .
The estimate on T−1δt,K,n+1,C0(j) is proven in a similar way.
The next proposition states the well-posedness of the numerical scheme defined by (2.9). In this
proposition we consider K as a function of δt, so that K may tend to infinity when δt tends to zero.
Since the non-linearity is implicit, well-posedness is not immediate. It is classically shown by use of a
Banach fixed point theorem, which can be easily implemented. Moreover, this proof relies on the Lipschitz
truncation of the nonlinearity.
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Proposition 2. Under Assumption 1, for all k > d/2, j ≥ k, L ∈ N∗, T > 0 and K0 > 0, there exists
δt0(j, L,K0) > 0 and C(j, L,K0, T ) > 0 such that for all φ0 ∈ Σj(Rd), for all δt = T/N ≤ δt0(j, L,K0),
and K ≤ K0δt−1/4, there exists a unique discrete solution (Fn)-adapted φ = (φn)n=0,...,N satisfying (2.9),
almost surely in L2ωL
∞([0, T ]; Σj(Rd)), and such that
E
[
sup
n≤N
|φn|2Σj
]
≤ C(j, L,K0, T ) |φ0|2Σj .
It is important to notice that the norm in which we truncate the nonlinearity is not linked to the
space in which we prove existence and uniqueness, but to the space in which we will prove the convergence
of the numerical scheme. The fact that φ belongs a.s. in L∞(0, T ; Σj(Rd)) is understood supposing φ
constant on every interval [nδt, (n+ 1)δt[ for 0 ≤ n ≤ N − 1.
The most technical part in the proof of this proposition lies in showing the stability in Σj for the
linear part of the scheme, given by {
φn+1 = Sδt,K,n+1,C0φ
n,
φ0 = PKφ0.
(3.5)
Stability of the linear equation (3.5) is a main issue in this article. We recall that we were not able to
prove stability for the semi-discrete Crank-Nicolson scheme defined by (2.3). The proof we present uses
extensively the boundedness of operators BK , and the truncation of the noise. The next lemma states
the stability result for (3.5).
Lemma 3.2. For all j ∈ N, T > 0, K ∈ N∗ and N ∈ N∗ such that δt = T/N , there exists a constant
C(j, T,K4δt) > 0 such that for all φ0 ∈ Σj(Rd),
E
[
sup
n≤N
|φn|2Σj
]
≤ C(j, T,K4δt) ∣∣φ0∣∣2
Σj
, (3.6)
where (φn)n≤N denotes the solution of the linear scheme given by (3.5).
This Lemma enables to show stability for the linear equation on a fixed interval [0, T ], scaling K as
δt−1/4.
Remark 3.1. The proof of Lemma 3.2 relies on the discrete analogous of the Itoˆ lemma for the continuous
process (φt)t≥0 solution of the linear part of (1.1),
dφ = −iAφdt− i|x|2φ ◦ dWt,
Indeed, to show the stability of the numerical scheme, the idea is to compute the variation of the Σ(Rd)
norm of the solution of the numerical scheme between two time steps. The computation is done in the
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proof of Lemma 3.2 (see Equation (3.16)) and gives,∣∣φn+1∣∣2
Σj
= |φn|2Σj (3.7)
+
√
δtχ˜n+1=〈[Aj , |x|2]φn, φn〉 (3.8)
+
√
δt
2
χ˜n+1=〈[Aj , |x|2](φn+1 + φn), (φn+1 − φn)〉 (3.9)
−
√
δt
4
χ˜n+1=〈[Aj , |x|2](φn+1 − φn), (φn+1 − φn)〉. (3.10)
For the time continuous process, a similar computation using Itoˆ’s lemma gives,∣∣φtn+1∣∣2Σj = |φtn |2Σj + ∫ tn+1
tn
=〈[Aj , |x|2]φs, φs〉dWs+
∫ tn+1
tn
<〈[Aj , |x|2]φs, |x|2 φs〉ds. (3.11)
Then, the first term in the right-hand side of Equation (3.7) is an approximation of the stochastic integral
of Equation (3.11), the second term in the right hand-side is an approximation of the Itoˆ correction in
Equation (3.11). It is possible to estimate these two terms in the same way as it would be done to show at
most exponential growth for (3.11) (using Gronwall’s inequality). Yet, the main problem is the apparition
of the third term in the right-hand side of Equation (3.7). We do not know how to estimate it. It is the
reason why we make use of the spatial discretization and the approximation BK of the operator |x|2.
We prove now first Proposition 2 and then Lemma 3.2.
Proof of Proposition 2. First, we recall that the approximation of the nonlinearity is Lipschitz as
stated by the following lemma,
Lemma 3.3. Let k > d/2. Then for all L ∈ N∗, there exists C(L, k) > 0 such that,
∀u1, u2, v1, v2 ∈ Σk(Rd),
∣∣gkL(u1, v1)− gkL(u2, v2)∣∣Σk ≤ C(L, k)(|u1 − u2|Σk + |v1 − v2|Σk).
Moreover, for d = 1, 2, 3, for all j ≥ k, and for all L ∈ N∗, there exists C(j, L) > 0 such that,
∀u, v ∈ Σj(Rd), ∣∣gkL(u, v)∣∣Σj ≤ C(j, L) (|u|Σj + |v|Σj ) .
where gkL is defined by equation (2.4).
The proof of Lemma 3.3 is classical, and is omitted in this article. Let ∆ < T . We denote by X(j,∆)
the space of (Fn)-measurable processes that belong to L2ωL∞(0,∆; Σj(Rd)). To prove well-posedness of
Equation (2.9) in X(j,∆), we use a fixed-point method. It is clear that the solutions of (2.9) are the
fixed point of the application T defined for all φ ∈ X(j,∆) and for all n ≤ N by
T (φ)(tn) =
(
n∏
l=1
Sδt,K,l,j
)
φ0 − iλδt
n∑
m=1
(
n∏
l=m+1
Sδt,K,l,j
)
PKT
−1
δt,K,m,jg
k
L(φ(tm−1), φ(tm)). (3.12)
We can show using Lemma 3.2, that for all φ, ψ ∈ X(j,∆),
|T φ|2X(j,∆) ≤ 2eC(j,K0)∆ |φ0|2Σj + 4∆2C(j, L)eC(j,K0)∆ |φ|2X(j,∆) (3.13)
|T (φ− ψ)|2X(k,∆) ≤ 4∆2C(k, L)eC(k,K0)∆ |φ− ψ|2X(k,∆) . (3.14)
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The second estimate is established in X(k,∆) since we need gkL to be Lipschitz. Choosing ∆ such that
4∆2C(j, L)eC(j,K0)∆ ≤ 1/2 implies that T is a strict contraction in a ball BX(j,∆)M of X(j,∆) defined
by B
X(j,∆)
M := {φ ∈ X(j,∆), |φ|2X(j,∆) ≤ M} where we chose M := 4eC(j,K0)∆ |φ0|2X(j,∆). This allows to
show local existence and uniqueness in X(j, ·). The key point is that the choice of ∆ does not depend
on φ0. Thus, we can then iterate this process in [∆, 2∆] in the space L
2
ωL
∞(∆, 2∆; Σj(Rd)), and so on
to get existence and uniqueness of a solution X(j, T ). Moreover since at each iteration the radius M is
multiplied by 4eC(j,K0)∆, we eventually get after repeating this construction on T∆ intervals that,
E
[
sup
t≤T
|φ(t)|2Σj
]
≤ 4T/∆eC(j,K0)T |φ0|2Σj .
Proof of Lemma 3.2. To simplify the notations, we set φn+1 = Sδt,K,n+1,jφ
n. We set χ˜n+1 the random
variable, independent of Fn, defined by:
χ˜n+1 =
{
χ˜n+1 if
√
δt
∣∣χ˜n+1∣∣ ≤ C0(j),
0 otherwise.
Thanks to the symmetry of BK , one can write for almost every ω,
∣∣φn+1∣∣2
Σj
= |φn|2Σj +
√
δt
4
χ˜n+1=〈[Aj , BK ](φn+1 + φn), (φn+1 + φn)〉. (3.15)
We notice then,
√
δtχ˜n+1=〈[Aj , BK ](φn+1 + φn), (φn+1 + φn)〉 = In+1 + IIn+1 + IIIn+1, (3.16)
with
In+1 =−
√
δtχ˜n+1=〈[Aj , BK ](φn+1 − φn), (φn+1 − φn)〉,
IIn+1 =2
√
δtχ˜n+1=〈[Aj , BK ](φn+1 + φn), (φn+1 − φn)〉,
IIIn+1 =4
√
δtχ˜n+1=〈[Aj , BK ]φn, φn〉.
Therefore, by setting Sp+1 =
p∑
n=0
IIIn+1, Equation (3.15) can be rewritten
∣∣φp+1∣∣2
Σj
=
∣∣φ0∣∣2
Σj
+ Sp+1 +
p∑
n=0
(In+1 + IIn+1). (3.17)
We begin with giving some estimates on In, IIn and IIIn,
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Lemma 3.4. There exists C(j) > 0, depending only on j, such that
E
[
|In+1|2 + |IIn+1|2 |Fn
]1/2
≤ C(j)δt(1 +K2δt1/2) |φn|2Σj ,
E
[
|IIIn+1|2 |Fn
]
≤ C(j)δt |φn|4Σj ,
E [IIIn+1|Fn] = 0.
The proof of this technical Lemma is postponed to the end of this proof of Lemma 3.2.
We show now an estimation on E
[∣∣φn+1∣∣4
Σj
]
with respect to E
[
|φn|4Σj
]
. First, equation (3.15) gives
E
[∣∣φn+1∣∣4
Σj
]
=E
[
|φn|4Σj
]
+
1
16
E
[
(In+1 + IIn+1 + IIIn+1)
2
]
(3.18)
+
1
2
E
[
|φn|2Σj (In+1 + IIn+1 + IIIn+1)
]
. (3.19)
Then, by using Lemma 3.4, we obtain the following estimations for δt ≤ 1,
E
[
(In+1 + IIn+1 + IIIn+1)
2
]
≤ C(j)δt(1 +K2δt1/2)2E
[
|φn|4Σj
]
, (3.20)
E
[
|φn|2Σj (In+1 + IIn+1 + IIIn+1)
]
=E
[
|φn|2Σj (In+1 + IIn+1)
]
≤E
[
|φn|2Σj E
[
(In+1 + IIn+1)
2|Fn
]1/2]
≤C(j)δt(1 +K2δt1/2)E
[
|φn|4Σj
]
.
(3.21)
Collecting (3.18), (3.20) and (3.21), we obtain for δt ≤ 1,
E
[∣∣φn+1∣∣4
Σj
]
≤ C(j)δt(1 +K2δt1/2)2E
[
|φn|4Σj
]
.
Then by using Gronwall’s inequality, we can estimate E
[
|φn|4Σj
]
uniformly in n ≤ N and δt ≤ 1,
E
[
|φn|4Σj
]1/2
≤ eC(j)T (1+K2δt1/2)2 |φ0|2Σj . (3.22)
We now turn to the estimate of E
[
supp≤N |φp|2Σj
]
. We proceed by triangular inequality by bound-
ing first E
[
supp≤N Sp
]
and then E
[
supp≤N
∑p
n=0(IIn+1 + IIIn+1)
]
in Equation (3.17). Noticing that
(Sp)p∈N is a (Fp)-martingale in L2, and using Doob’s inequality,
E
[
sup
p≤N
Sp
]
≤ 2E [S2N]1/2 .
Since for all n ∈ N E [IIIn+1|Fn] = 0, using Lemma 3.4 and Equation (3.22),
E
[
S2N
]
=
N−1∑
n=0
E
[
III2n+1
]
≤ C(j)TeC(j)T (1+K2δt1/2)2 |φ0|4Σj .
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Then,
E
[
sup
p≤N
Sp
]
≤ C(j)TeC(j)T (1+K2δt1/2) |φ0|2Σj . (3.23)
The estimate of E
[
supp≤N
∑p
n=0(IIn+1 + IIIn+1)
]
is done using triangular inequality, Lemma 3.4
and Equation (3.22),
E
[
sup
p≤N
p∑
n=0
IIn+1 + IIIn+1
]2
≤ E
( sup
p≤N
p∑
n=0
IIn+1 + IIIn+1
)2
≤ NE
[
N∑
n=0
(IIn+1 + IIIn+1)
2
]
,
and using Lemma 3.4 and the uniform bound given by (3.22),
E
[
sup
p≤N
p∑
n=0
IIn+1 + IIIn+1
]2
≤ C(j)N2δt2(1 +K2δt1/2)2eC(j)T (1+K2δt1/2)2 |φ0|2Σj ,
that is to say,
E
[
sup
p≤N
p∑
n=0
IIn+1 + IIIn+1
]
≤ C(j, T,K4δt) |φ0|2Σj . (3.24)
Collecting Equations (3.17), (3.23) and (3.24), we obtain that for δt ≤ 1, there exists C(j, T,K4δt)
such that
E
[
sup
n≤N
|φn|2Σj
]
≤ C(j, T,K4δt) |φ0|2Σj .
We prove now the technical Lemma 3.4 introduced in the proof of the Lemma 3.2.
Proof of Lemma 3.4. We prove estimates on In+1 and IIn+1. Equation (2.13) enables us to estimate the
inner product that appears in In+1,
|In+1| =
∣∣∣√δtχ˜n+1=〈[Aj , BK ](φn+1 − φn), (φn+1 − φn)〉∣∣∣
≤C(j)
√
δt
∣∣χ˜n+1∣∣ ∣∣φn+1 − φn∣∣2
Σj
,
and using again the implicit relation (3.1), we obtain
|In+1| ≤ C(j)
√
δt
∣∣χ˜n+1∣∣ (∣∣∣δtAKφn+1/2∣∣∣2
Σj
+
∣∣∣√δtχ˜n+1BKφn+1/2∣∣∣2
Σj
)
.
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Then, equation (2.12), with the fact that
∣∣φn+1/2∣∣2
Σj
≤ √2 |φn|2Σj yields for δt ≤ 1
E
[
I2n+1|Fn
]1/2 ≤C(j)δt(1 +K2δt1/2) |φn|2Σj .
We prove now estimate on IIn+1. We recall,
IIn+1 =2
√
δtχ˜n+1=〈[Aj , BK ](φn+1 + φn), (φn+1 − φn)〉.
Again, we replace φn+1 − φn by the implicit formulation given by (3.1),
IIn+1 =δt
3/2χ˜n+1<〈[Aj , BK ](φn+1 + φn), AK(φn+1 + φn)〉
+ δt(χ˜n+1)2<〈[Aj , BK ](φn+1 + φn), BK(φn+1 + φn)〉
=i+ ii.
Then, by (2.13)
|i| ≤ C(j) ∣∣χ˜n+1∣∣ δt3/2 ∣∣∣φn+1/2∣∣∣
Σj
∣∣∣PKφn+1/2∣∣∣
Σj+2
.
Using (2.17) and Lemma 3.1, we get,∣∣∣φn+1/2∣∣∣
Σj
∣∣∣PKφn+1/2∣∣∣
Σj+2
≤ CK |φn|2Σj ,
which leads to,
|i| ≤ C(j)δt3/2K ∣∣χ˜n+1∣∣ |φn|2Σj ,
and it follows that,
E
[
|i|2 |Fn
]1/2
≤C(j)δt3/2K |φn|2Σj . (3.25)
The estimation of ii follows from (2.14) and Lemma 3.1,
E
[
|ii|2 |Fn
]1/2
≤ C(j)δt(χn+1)2 |φn|2Σj . (3.26)
(3.27)
Eventually, collecting (3.25) and (3.26) we get that
E
[
II2n+1|Fn
]1/2 ≤ C(j)δt(1 +K2δt1/2) |φn|2Σj .
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4 Convergence of the numerical scheme
The main objective of this section is to prove that the solution of equation (2.9) converges to the solution
of equation (1.1) in a probabilistic sense that we define later. Our numerical scheme (φnK,L,δt)n≤N (2.9) is
parametrized by the three variables K, L and δt. Morally, we expect φnK,L,δt to tend to φ(tn) as we make
δt tend to zero, and K and L to infinity. The goal is now to prove this limit. To do so, we specify the
divergence of K and L with respect to δt. We consider them as functions of the time step, and we denote
them by K(δt) and L(δt). We are able to specify explicitly the function K(δt), but not the function L(δt).
Indeed, we recall that on one hand, in order to prove stability, we had to impose a maximal growth on
K with respect to δt−1/4. Now, we actually require it to grow at this speed δt−1/4 (in other words we
suppose that there exists K0,K1 > 0 such that K1 ≤ K(δt)δt−1/4 ≤ K0 for all δt). This condition on
K(δt) is sufficient to prove the convergence. Nevertheless Theorem 1 only establishes the existence of
a choice of L(δt) for all δt that enables to prove the convergence. Since we do not track explicitly the
dependences on L in our computations, we are not able to define explicitly this function L(δt). This
function is chosen according to the following criteria. First, for δt small enough, L(δt) must be small
enough to ensure existence of a solution for the numerical scheme. This remark defines a maximal speed
of divergence on L(δt). Then, since we compute all the error bounds in mean-square up to a multiplicative
constant that depends on L, and increasing with L, in Proposition 3 and 4, then this parameter should
diverge slowly enough with respect to δt to still ensure the convergences stated by these propositions.
This last point is explained in detail in the proof of Theorem 1.
We can now state that our convergence result of (φnK(δt),L(δt),δt)n∈N toward (φ(tn))n∈N, when δt tends
to zero.
Theorem 1. We suppose Assumption 1 and 2 to be verified. For all T > 0, k ∈ N∗, φ0 ∈ Σk+12(Rd),
K0 > K1 > 0, C > 0, and all α < 1, there exists a choice of L(δt) such that
lim
δt→0
sup
nδt≤T
P
(∣∣∣φnK(δt),L(δt),δt − φ(tn)∣∣∣
Σk
≥ Cδtα
)
= 0. (4.1)
This theorem ensures that the numerical error is small for small δt on large sets of Ω. This kind of
convergence result has been studied in [8] for a numerical scheme for the stochastic cubic Schro¨dinger
equation with multiplicative noise of Stratonovich type.
In order to explain how this result is obtained, we introduce some notations. We consider the following
truncated and projected equation for a fixed L > 0.{
idφK(δt),L − λPK(δt)fkL(φK(δt),L)dt−AK(δt)φK(δt),Ldt = BK(δt)φK(δt),L ◦ dWt,
φK(δt),L(0) = PK(δt)φ0.
(4.2)
We denote by (φK(δt),L(t))t≤T , the solution of this equation.
We also set (φL(t))t≤T , the solution of the following truncated equation{
idφL − λfkL(φL)dt−AφLdt = |x|2φL ◦ dWt,
φL(0) = φ0.
(4.3)
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We set now, the Fn-measurable process (ψnK(δt),L,δt)n≤N which is essentially the stopped version of
(φK(δt),L(t))t≤T at stopping time τ(δt), defined by
ψnK(δt),L,δt =

PKφ0, if n = 0,
φK(δt),L(tn), if 0 < n < τ(δt),
ψn−1K(δt),L,δt, otherwise.
(4.4)
The convergence is obtained in several steps. We start by proving that (φnK(δt),L,δt) can be as close
as we want (for the L∞L2ωΣ
k norm) to (ψnK(δt),L,δt) by choosing δt small enough. This result is stated
in Proposition 3. Then we use the fact that (ψnK(δt),L,δt) is equal to (φK(δt),L(tn)) with high probability
when δt is small. We use then the fact that (φK(δt),L(tn)) converges to (φL(tn)) for the L
∞L2ωΣ
k norm at
order one in δt, provided that K(δt) grows at least at speed δt−1/4. This result is stated in Proposition
4. Eventually, we use the fact that (φL(tn)) is equal to (φ(tn)) with high probability when L is large.
Proposition 3. We suppose Assumption 1 to be verified. For all T > 0, for all k ∈ N∗, for all L ∈ N∗ and
for all K0 > 0, there exists N0(T, k, L) ∈ N∗ and C(T, k, L,K0) > 0, such that, for all N ≥ N0(T, k, L)
and δt = T/N , for all K ≤ K0δt−1/4, and for all φ0 ∈ Σk+12(Rd),
sup
n≤N
E
[∣∣∣φnK(δt),L,δt − ψnK(δt),L,δt∣∣∣2
Σk
]
≤ C(T, k, L,K0)δt2 |φ0|2Σk+12 , (4.5)
where (φnK(δt),L,δt)n≤N is defined by (2.9), and (ψ
n
K(δt),L,δt)n≤N is defined by (4.4).
Proposition 4. We suppose Assumption 1 and 2 to be verified. For all T > 0, for all k ∈ N∗, for
all L ∈ N∗ and for all K1 > 0, there exists C(T, k, L,K1) > 0, such that, for all δt = T/N , for all
K ≥ K1δt−1/4, and for all φ0 ∈ Σk+12(Rd),
sup
n≤N
E
[∣∣φK(δt),L(tn)− φL(tn)∣∣2Σk] ≤ C(T, k, L,K1)δt2 |φ0|2Σk+12 . (4.6)
The proof of Proposition 3 is quite technical. It is done by controlling the numerical error at one
step by the error at the previous step, in order to use Gronwall’s inequality to conclude. This proof uses
extensively the boundedness of operators BK as in Lemma 3.2. The proof of Proposition 4 relies on Itoˆ’s
lemma, Assumption 2 and the fact that K grows as speed δt−1/4.
We prove now first Theorem 1, and then Propositions 3 and 4. The proof of Theorem 1 relies on these
two propositions. We choose to show this proof first since the arguments are quite simple and follow on
from the convergence results of Propositions 3 and 4.
Proof of Theorem 1. Our goal is to show now that for all ε > 0 there exists a pair (δt1, L) such that
δt1 ≤ δt0(j, L,K0) and for all δt ≤ δt1,
P
(∣∣∣φnK(δt),L,δt − φ(tn)∣∣∣
Σk
≥ Cδtα
)
≤ ε.
Then, we can set L(δt1) to be such a L associated with δt1.
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For L > 0 and δt ≤ δt0(j, L,K0), we upper bound P
(∣∣∣φnK(δt),L,δt − φ(tn) ≥ Cδtα∣∣∣
Σk
)
in the following
way,
P
(∣∣∣φnK(δt),L,δt − φ(tn)∣∣∣
Σk
≥ Cδtα
)
≤P
(∣∣∣φnK(δt),L,δt − ψnK(δt),L,δt∣∣∣
Σk
≥ Cδtα/4
)
+ P
(∣∣∣ψnK(δt),L,δt − φK(δt),L(tn)∣∣∣
Σk
≥ Cδtα/4
)
+ P
(∣∣φK(δt),L(tn)− φL(tn)∣∣Σk ≥ Cδtα/4)
+ P (|φL(tn)− φ(tn)|Σk ≥ Cδtα/4)
≤i+ ii+ iii+ iv.
Choosing L large enough ensures that P
(
supn≤N |φ(tn)|Σk ≥ L
) ≤ ε/4 since (φ(t))t≥0 ∈ C(R+,Σk).
Then it comes iv ≤ ε/4.
At the cost of supposing δt even smaller, we can assume that P (τ(δt) ≤ N) ≤ ε/4, which leads to
ii ≤ ε/4. This follows from Lemma 2.1.
We now use Proposition 3 and 4 with Markov’s inequality to choose C such that i+ iii ≤ ε/2:
i+ iii ≤ 1
C2δt2α
(
E
[∣∣∣φnK(δt),L,δt − ψnK(δt),L,δt∣∣∣2
Σk
]
+ E
[∣∣φK(δt),L(tn)− φL(tn)∣∣2Σk])
≤δt
2(1−α)
C2
|φ0|2Σk+12 (C(T, k, L,K0) + C(T, k, L,K1)) .
Since δt2(1−α) tends to zero when δt tends to zero, then it is possible to take δt even smaller to ensure
that i+ iii ≤ ε/2.
It is clear that for all ε we can construct a pair (δt1, L(δt1)) with δt1 that tends to zero when ε tends
to zero, and such that
P
(∣∣∣φnK(δt1),L(δt1),δt1 − φ(tn)∣∣∣Σk ≥ Cδtα1) ≤ ε.
It implies the result,
lim
δt→0
P
(∣∣∣φnK(δt),L(δt),δt − φ(tn)∣∣∣
Σk
≥ Cδtα
)
= 0.
Proof of Proposition 3. To simplify notations, we get rid of the subscripts K(δt), L and δt in this step.
For example, we denote φnK(δt),L,δt by φ
n. We also use g and f instead of gkL and f
k
L defined by (2.4) and
(2.5). We set for all n ≤ N , en = φn − ψn.
Our goal is to show that there exists C(T, k, L,K0) > 0, such that,
E
[∣∣en+1∣∣2
Σk
]
≤ (1 + δtC(T, k, L,K0))E
[
|en|2Σk
]
+ δt3C(T, k, L,K0) |φ0|2Σk+12 . (4.7)
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This will enable us to conclude this proposition by using the discrete Gronwall’s Lemma. To show
Equation (4.7), we are going to show that,∣∣∣<E [〈en+1 − en, Aken+1/2〉]∣∣∣ ≤ C(T, k, L,K0)δt(E [|en|2Σk]+ δt2 |φ0|2Σk) . (4.8)
To prove these estimation, we begin with splitting en+1 − en as a sum of several terms, to make clear
how each of these terms are small.
Using Equations (4.4), (4.2) and (2.9), we get that
φn+1 = φn + 1{τ(δt)>n+1}
(
−iδtAKφn+1/2 − i
√
δtχn+1BKφ
n+1/2 − iδtPKg(pin+1, φn)
)
,
and
ψ(tn+1) = ψ(tn) + 1{τ(δt)>n+1}
(
−i
∫ tn+1
tn
AKφ(s)ds− i
∫ tn+1
tn
BKφ(s) ◦ dWs − i
∫ tn+1
tn
PKf(φ(s))ds
)
.
We split en+1 − en in the following way,
en+1 = en + 1{τ(δt)>n+1} (a1 + a2 + a3) , (4.9)
with
a1 = −iδtAKφn+1/2 + i
∫ tn+1
tn
AKφ(s)ds, (4.10)
a2 = −i
√
δtχn+1BKφ
n+1/2 + i
∫ tn+1
tn
BKφ(s) ◦ dWs, (4.11)
a3 = −iδtPKg(φn+1, φn) + i
∫ tn+1
tn
PKf(φ(s))ds. (4.12)
(4.13)
a1 comes from the term AKφLdt in (4.3), a2 comes from the term BKφL ◦ dWt, and a3 comes from the
nonlinear term. We now split these terms again to make clear how we are going to prove their smallness.
We set a1 = a1,1 + a1,2 + a1,3 with,
a1,1 = −iδtAKen+1/2,
a1,2 = − i
2
δtAK(φ(tn+1)− φ(tn)),
a1,3 = i
∫ tn+1
tn
AK(φ(s)− φ(tn))ds.
We define R(t, s) for t ≥ s by
R(t, s) =
∫ t
s
AKφ(r)dr +
1
2
∫ t
s
B2Kφ(r)dr +
∫ t
s
PKf(φ(r))dr. (4.14)
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a2 can be split in the following way.
a2 =− i
√
δtχn+1BKe
n+1/2 − i
√
δt
2
χn+1BK(φ(tn+1)− φ(tn)) + i
∫ tn+1
tn
BK(φ(s)− φ(tn)) ◦ dWs
=− i
√
δtχn+1BKe
n+1/2 +
1
2
∫ tn+1
tn
B2K(φ(s)− φ(tn))ds− i
√
δt
2
χn+1BK(φ(tn+1)− φ(tn))
+ i
∫ tn+1
tn
BK(φ(s)− φ(tn))dWs.
The last equality is just the Itoˆ form of the first one. We split again the two last terms in the right-hand
side of the second equality by using again Equation (4.2) to explicit φ(tn+1) − φ(tn) and φ(s) − φ(tn).
Then, we can split a2 by setting a2 = a2,1 + a2,2 + a2,3 + a2,4 with,
a2,1 = −i
√
δtχn+1BKe
n+1/2,
a2,2 = −
√
δt
2
χn+1BK
∫ tn+1
tn
BK(φ(s)− φ(tn))dWs +
∫ tn+1
tn
BK
∫ s
tn
BK(φ(r)− φ(tn))dWrdWs,
a2,3 =
1
2
∫ tn+1
tn
B2K(φ(s)− φ(tn))ds,
a2,4 = −
√
δt
2
χn+1BKR(tn+1, tn) +
∫ tn+1
tn
BKR(s, tn)dWs.
We set a3 = a3,1 + a3,2 + a3,3 with,
a3,1 = −iδtPK
(
g(φn+1, φn)− g(φ(tn+1), φ(tn))
)
,
a3,2 = −iδtPK (g(φ(tn+1), φ(tn))− f(φ(tn))) ,
a3,3 = i
∫ tn+1
tn
PK (f(φ(s))− f(φ(tn))) ds.
Terms a1,2, a1,3, a2,2, a2,3, a2,4, a3,2 and a3,3 have similar smallness properties. This is why we set
f defined by
f = a1,2 + a1,3 + a2,2 + a2,3 + a2,4 + a3,2 + a3,3.
Then, Equation (4.9) can be written as
en+1 − en = 1{τ(δt)>n+1} (a1,1 + a2,1 + a3,1 + f) . (4.15)
Plugging this expression of en+1 − en into Equation (4.8) and using the triangular inequality it becomes
clear that, in order to show the estimation (4.8), it is enough to show that for all 1 ≤ p ≤ 3,∣∣∣<E [1{τ(δt)>n+1}〈ap,1, Aken+1/2〉]∣∣∣ ≤ C(k, j, T )δt(E [|en|2Σk]+ δt2 |φ0|2Σk) , (4.16)
and ∣∣∣<E [1{τ(δt)>n+1}〈f,Aken+1/2〉]∣∣∣ ≤ C(k, j, T )δt(E [|en|2Σk]+ δt2 |φ0|2Σk) . (4.17)
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If we try instead to take the square of each side of equation (4.9), then we won’t be able to estimate
properly E
[
|a2|2Σk
]
.
Before starting to prove Equations (4.16) and (4.17), we explain why we chose to decompose en+1−en
as in Equation (4.15). As we said, it comes from the smallness properties of f , which is quantified by
the following Lemma,
Lemma 4.1. There exists C(L, j, T ) > 0 such that,
E
[
|f |4Σj
]1/2
≤ C(L, j, T )δt3 |φ0|2Σj+8 .
Proof of Lemma 4.1. The proof of this Lemma is a direct consequence of Lemmas 4.2 and 4.3.
Lemma 4.2. For all T > 0, L ∈ N∗, K(δt) ∈ N∗, j ∈ N if φ0 ∈ Σj(Rd), then φK(δt),L ∈ L∞(0, T ;L4ωΣj(Rd)),
where φK(δt),L is the solution of (4.2), and there exists C(T, L, j) > 0, independent of φ0, such that,
sup
t≤T
E
[∣∣φK(δt),L(t)∣∣4Σj]1/2 ≤ C(T, L, j) |φ0|2Σj .
Lemma 4.3. For all T > 0, L ∈ N∗, j ∈ N, K(δt) ∈ N∗ and for all φ0 ∈ Σj(Rd), there exists
C(T, L, j) > 0, independent of φ0, such that, for all s ≤ t
E
[∣∣φK(δt),L(t)− φK(δt),L(s)∣∣4Σj]1/2 ≤ C(L, j)(t− s) |φ0|2Σj+4 ,
and
E
[
|R(t, s)|4Σj
]1/2
≤ C(L, j)(t− s)2 |φ0|2Σj+4 ,
where φK(δt),L is the solution of (4.3). and R(t, s) is defined by (4.14).
Their proof is let to the reader and follows from Itoˆ’s Lemma.
Yet, in the following of the proof, we need another stronger result,
Lemma 4.4. f can be split in two terms f1 and f2, such that there exists C(L, j, T ) > 0 for which
E
[
|f1|4Σj
]1/2
≤ C(L, j, T )δt4 |φ0|2Σj+8 , (4.18)
E
[
|f2|4Σj
]1/2
≤ C(L, j, T )δt3 |φ0|2Σj+8 ,
and
E
[〈f2, Aken〉] = 0.
Proof of Lemma 4.4. The proof of Lemma 4.4 is quite computational, but not difficult. The idea is to
develop the terms φ(s)− φ(tn) that appear in the expressions of the ai,j using Equation (4.3) in the Itoˆ
form. Then one has to collect the terms with zero expectation when taking their L2 inner product with
Aken. These terms form f2. The remaining terms form f1 and their estimation (4.18) follows from a
direct application of Lemmas 4.2 and 4.3.
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We can state the following Lemma, that gives a naive estimation of en+1 − en,
Lemma 4.5. For all j ∈ N∗, L > 0 and K0 > 0, there exists C(L, j, T,K0) > 0 such that, for all
δt ≤ δt0(j + 2, L,K0) (where δt0(j + 2, L,K0) is given by Proposition 2)
E
[∣∣en+1 − en∣∣2
Σj
]
≤ C(L, j, T,K0)
(
δtE
[
|en|2Σj+2
]
+ δt3E
[
|f |2Σj+10
])
.
Proof of Lemma 4.5. The proof starts with the following triangular inequality,
E
[∣∣en+1 − en∣∣2
Σj
]
≤ 3
(
E
[
|a1,1|2Σj
]
+ E
[
|a2,1|2Σj
]
+ E
[
|a3,1|2Σj
]
+ E
[
|f |2Σj
])
. (4.19)
Then, it comes directly that,
E
[
|a1,1|2Σj
]
≤ δt2E
[∣∣∣en+1/2∣∣∣2
Σj+2
]
,
and using Lemma 4.6,
E
[
|a1,1|2Σj
]
≤ C(j, L)δt2
(
E
[
|en|2Σj+2
]
+ E
[
|f |2Σj+2
])
. (4.20)
Similarly,
E
[
|a2,1|2Σj
]
≤ δtE
[
(χn+1)2
∣∣∣en+1/2∣∣∣2
Σj+2
]
,
and using Lemma 4.6,
E
[
|a2,1|2Σj
]
≤ C(j, L)δt
(
E
[
|en|2Σj+2
]
+ E
[
|f |2Σj+2
])
. (4.21)
The third term is estimated from the fact that g is Lipschitz,
E
[
|a3,1|2Σj
]
≤ C(j, L)δt2
(
E
[∣∣en+1∣∣2
Σj
]
+ E
[∣∣en+1∣∣2
Σj
])
,
and using Lemma 4.6 yields,
E
[
|a3,1|2Σj
]
≤ C(j, L)δt2
(
E
[
|en|2Σj
]
+ E
[
|f |2Σj
])
. (4.22)
Eventually, collecting Equations (4.19), (4.20), (4.21) and (4.22), and using Lemma 4.1 yields,
E
[∣∣en+1 − en∣∣2
Σj
]
≤ C(L, j, T,K0)
(
δtE
[
|en|2Σj+2
]
+ δt3E
[
|f |2Σj+10
])
.
We need a last result that makes use of the truncation of the discretized Brownian motion at each
time step.
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Lemma 4.6. For all j ∈ N∗, L > 0 and K0 > 0, there exists δt1(j, L,K0) ≤ δt0(j, L,K0) (where
δt0(j, L,K0) is given by Proposition 2) and C(j, L) > 0 such that for all δt ≤ δt1(j, L), almost surely,∣∣en+1∣∣2
Σk
≤ C(j, L)
(
|en|2Σk + |f |2Σk
)
.
Proof of Lemma 4.6. If ω ∈ {τ(δt)(ω) <= n+ 1}, then there is nothing to prove. Otherwise, by definition√
δt
∣∣χn+1∣∣ ≤ C0 and we have by (4.9),
en+1 = en + (a1 + a2 + a3) ,
Then, ∣∣en+1∣∣2
Σk
− |en|2Σk = <〈Ak(en+1 + en), a1,1 + a2,1 + a3,1 + f〉.
Since a1,1 = −iδtAKen+1/2, it comes that
<〈Ak(en+1 + en), a1,1〉 = 0.
Since a2,1 = −i
√
δtχn+1BKe
n+1/2,
<〈Ak(en+1 + en), a2,1〉 = −2
√
δtχn+1=〈Aken+1/2, BKen+1/2〉
=
√
δtχn+1=〈[Ak, BK ]en+1/2, en+1/2〉.
Then, using (2.13), we get in the same way of Equation (3.2) and (3.4),
<〈Ak(en+1 + en), a2,1〉 ≤ C(j)
√
δt |χ|
∣∣∣en+1/2∣∣∣2
Σk
≤ C0C(j)
∣∣∣en+1/2∣∣∣2
Σk
≤ C0C(j)1
2
(∣∣en+1∣∣2
Σk
+ |en|2Σk
)
.
Note that the constant C(j) is the same here as in Equation (3.2). Then, following the proof of Lemma
3.1, we get that C0C(j) = 1/3.
Since a3,1 = −iδtPK
(
g(φn+1, φn)− g(φ(tn+1), φ(tn))
)
, and using Lemma 3.3,
<〈Ak(en+1 + en), a3,1〉 ≤ C(j, L)δt
(∣∣en+1∣∣2
Σk
+ |en|2Σk
)
.
And eventually, by the Cauchy-Schwarz and the Young inequalities, for all ε > 0,
<〈Ak(en+1 + en), f〉 ≤ ε ∣∣en+1∣∣2
Σk
+
4
ε
|f |2Σk .
To sum up, we obtain that,∣∣en+1∣∣2
Σk
(
1− C0C(j)
2
+ C(j, L)δt+ ε
)
≤ |en|2Σk
(
1 +
C0C(j)
2
+ C(j, L)δt
)
+
4
3
|f |2Σk .
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Then, by taking ε, small enough, and choosing δt small enough, one can ensure that(
1− C0C(j)
2
+ C(j, L)δt+ ε
)
> 0,
which proves that there exists C(j, L) > 0, such that,∣∣en+1∣∣2
Σk
≤ C(j, L)
(
|en|2Σk + |f |2Σk
)
. (4.23)
Thanks to these lemmas, we are now ready to prove Equation (4.16) for p ∈ {1, 2, 3}, and Equation
(4.17). We begin with Equation (4.16).
• Estimate of <E [1{τ(δt)>n+1}〈a1,1, Aken+1/2〉]. We recall that
a1,1 = −iδtAKen+1/2.
Then 〈a1,1, Aken+1/2〉 is purely imaginary, and it follows that
<E
[
1{τ(δt)>n+1}〈a1,1, Aken+1/2〉
]
= 0. (4.24)
• Estimate of <E [1{τ(δt)>n+1}〈a2,1, Aken+1/2〉]. We recall that
a2,1 = −i
√
δtχn+1BKe
n+1/2.
Then,
<〈Aken+1/2, a2,1〉 = −
√
δtχn+1=〈Aken+1/2, BKen+1/2〉
=
1
2
√
δtχn+1=〈[Ak, BK ]en+1/2, en+1/2〉.
We split this expression in the following way.
<〈a2,1, Aken+1/2〉 ≤1
4
√
δtχn+1=〈[Ak, BK ]en+1/2, en+1 − en〉
+
1
4
√
δtχn+1=〈[Ak, BK ]en, en+1 − en〉
+
1
2
√
δtχn+1=〈[Ak, BK ]en, en〉
=I + II + III.
Using the following triangular inequality,∣∣∣<E [1{τ(δt)>n+1}〈a2,1, Aken+1/2〉]∣∣∣ ≤ E [|I|] + E [|II|] + ∣∣E [1{τ(δt)>n+1}III]∣∣ , (4.25)
we estimate now each terms in the right-hand side of Equation (4.25).
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◦ Estimate of E [|I|]. We recall that
|I| =
∣∣∣∣14√δtχn+1=〈[Ak, BK ]en+1/2, en+1 − en〉
∣∣∣∣ .
Plugging the expression of en+1 − en given by (4.9) into this expression, and using the trian-
gular inequality gives,
|I| ≤
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en+1/2, a1,1〉
∣∣∣∣
+
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en+1/2, a2,1〉
∣∣∣∣
+
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en+1/2, a3,1〉
∣∣∣∣
+
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en+1/2, f〉
∣∣∣∣
=i+ ii+ iii+ iv.
By replacing a1,1, a2,1 and a3,1 by their definitions gives,
|I| ≤
∣∣∣∣14δt3/2χn+1<〈[Ak, BK ]en+1/2, AKen+1/2〉
∣∣∣∣
+
∣∣∣∣14δt(χn+1)2<〈[Ak, BK ]en+1/2, BKen+1/2〉
∣∣∣∣
+
∣∣∣∣14δt3/2χn+1<〈[Ak, BK ]en+1/2, f(φn)− f(φ(tn))〉
∣∣∣∣
+
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en+1/2, f〉
∣∣∣∣
=i+ ii+ iii+ iv.
By use of Assumption 1, we can easily get,
E [i] + E [ii] ≤ C(k, L)δtE
[
((χn+1)2 +
√
δtK
∣∣χn+1∣∣)] ∣∣∣en+1/2∣∣∣2
Σk
.
Since en+1/2 is not Fn-measurable, we now use the almost sure bound on
∣∣en+1/2∣∣2
Σk
given
by Lemma 4.6, followed by Cauchy-Schwarz inequality,
E [i] + E [ii] ≤C(k)δtE
[
((χn+1)2 +
√
δtK
∣∣χn+1∣∣)(|en|2Σk + |f |2Σk)]
≤C(k)δtE
[
(χn+1)2 +
√
δtK
∣∣χn+1∣∣]E [|en|2Σk]
+ C(k)δtE
[
((χn+1)2 +
√
δtK
∣∣χn+1∣∣)2]1/2 E [|f |4Σk]1/2 .
25
To estimate expression iii, we use the fact that f is Lipschitz, Cauchy-Schwarz and Young
inequality, to get,
E [iii] ≤C(k, L)δt3/2E
[∣∣χn+1∣∣ ∣∣∣en+1/2∣∣∣
Σk
|en|Σk
]
≤C(k, L)δt3/2E
[∣∣χn+1∣∣2]E [|en|2Σk]
+ C(k, L)δt3/2E
[∣∣∣en+1/2∣∣∣2
Σk
]
.
Eventually, the last term iv is estimated by Young inequality followed by Cauchy-Schwarz
inequality,
E [iv] ≤C(k)δtE
[∣∣∣en+1/2∣∣∣2
Σk
]
+ C(k)E
[
(χn+1)2
]1/2 E [|f |4Σk]1/2 .
By collecting the estimations on i, ii, iii and iv, and using Lemmas 4.1 and 4.6, it comes the
following estimation of |I|,
E [|I|] ≤ C(k,K2δt1/2, L, T )
(
δtE
[
|en|2Σk
]
+ δt3 |φ0|2Σk+8
)
. (4.26)
◦ Estimate of E [|II|]. We recall that
|II| =
∣∣∣∣14√δtχn+1=〈[Ak, BK ]en, en+1 − en〉
∣∣∣∣ .
Similarly to the estimation of E [|I|], we plug the expression of en+1 − en given by (4.9) into
this expression, and using the triangular inequality gives,
|II| ≤
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en, a1,1〉
∣∣∣∣
+
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en, a2,1〉
∣∣∣∣
+
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en, a3,1〉
∣∣∣∣
+
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en, f〉
∣∣∣∣
=i+ ii+ iii+ iv.
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By replacing a1,1, a2,1 and a3,1 by their definitions gives,
|II| ≤
∣∣∣∣14δt3/2χn+1<〈[Ak, BK ]en, AKen+1/2〉
∣∣∣∣
+
∣∣∣∣14δt(χn+1)2<〈[Ak, BK ]en, BKen+1/2〉
∣∣∣∣
+
∣∣∣∣14δt3/2χn+1<〈[Ak, BK ]en, f(φn)− f(φ(tn))〉
∣∣∣∣
+
∣∣∣∣14δt1/2χn+1=〈[Ak, BK ]en, f〉
∣∣∣∣
=i+ ii+ iii+ iv.
Terms i, iii and iv can be estimated with the same techniques we used to estimate expression
I, and we get,
E [i+ iii+ iv] ≤ C(k,K2δt1/2, L, T )
(
δtE
[
|en|2Σk
]
+ δt3 |φ0|2Σk+8
)
. (4.27)
To estimate expression ii we use the following technique. We split ii in the following way,
ii ≤
∣∣∣∣18δt(χn+1)2<〈[Ak, BK ]en, BK(en+1 − en)〉
∣∣∣∣
+
∣∣∣∣14δt(χn+1)2<〈[Ak, BK ]en, BKen〉
∣∣∣∣ .
The expectation of the second term in the RHS is easily estimated using Assumption 1 since
en is independent of χn+1, and gives,
E
[∣∣∣∣14δt(χn+1)2<〈[Ak, BK ]en, BKen〉
∣∣∣∣] ≤ C(k)δtE [|en|2Σk] .
To estimate the first term in the RHS, we substitute again en+1 − en by its expression given
by (4.9), and use the triangular inequality,∣∣∣∣18δt(χn+1)2=〈[Ak, BK ]en, BK(en+1 − en)〉
∣∣∣∣
≤
∣∣∣∣18δt2(χn+1)2=〈[Ak, BK ]en, BKAKen+1/2〉
∣∣∣∣
+
∣∣∣∣18δt3/2(χn+1)3=〈[Ak, BK ]en, B2Ken+1/2〉
∣∣∣∣
+
∣∣∣∣18δt2(χn+1)2=〈[Ak, BK ]en, BK(f(φn)− f(φ(tn)))〉
∣∣∣∣
+
∣∣∣∣18δt3/2(χn+1)3<〈[Ak, BK ]en, BKf〉
∣∣∣∣
= α+ β + γ + δ.
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The most difficult term to estimate is β. The estimation of α, γ and δ is left to the reader.
To estimate β, we use Cauchy-Schwarz inequality and Assumption 2.12,
E [β] ≤C(k)δt3/2E
[∣∣χn+1∣∣3 |en|Σk ∣∣∣B2Ken+1/2∣∣∣
Σk
]
≤C(k)δt(δt1/2K2)E
[∣∣χn+1∣∣3 |en|Σk ∣∣∣en+1/2∣∣∣
Σk
]
.
Now using Young’s inequality and Lemma 4.6, followed by Lemma 4.1,
E [β] ≤C(k)δt(δt1/2K2)
(
E
[∣∣χn+1∣∣6 |en|2Σk]+ E [|f |2Σk])
≤C(k)δt(δt1/2K2)
(
E
[∣∣χn+1∣∣6]E [|en|2Σk]+ C(L, k, T )δt3 |φ0|2Σk+8) .
This last estimation can be written as,
E [β] ≤C(k, δt1/2K2, L, T )
(
δtE
[
|en|2Σk
]
+ δt3 |φ0|2Σk+8
)
, (4.28)
and combining (4.27) and (4.28) leads to the following estimation for E [|II|],
E [|II|] ≤C(k, δt1/2K2, L, T )
(
δtE
[
|en|2Σk
]
+ δt3 |φ0|2Σk+8
)
. (4.29)
◦ Estimation of ∣∣E [1{τ(δt)>n+1}III]∣∣. It follows from the definition of τ(δt) (see (2.6)) that,
1{τ(δt)>n+1} = 1{τ(δt)>n}1{|χn+1|<C0δt−1/2}.
Using now the fact that χn+11{|χn+1|<C0δt−1/2} is independent of en and 1{τ(δt)>n}, it follows
E
[
1{τ(δt)>n+1}III
]
=E
[
χn+11{|χn+1|<C0δt−1/2}
]
× E
[
1{τ(δt)>n}
1
2
√
δt=〈[Ak, BK ]en, en〉
]
.
Since
E
[
χn+11{|χn+1|<C0δt−1/2}
]
= 0,
it follows that,
E
[
1{τ(δt)>n+1}III
]
= 0. (4.30)
Eventually, combining (4.26), (4.29) and (4.30) gives,∣∣∣<E [1{τ(δt)>n+1}〈a2,1, Aken+1/2〉]∣∣∣ ≤ C(k, δt1/2K2, L, T )(δtE [|en|2Σk]+ δt3 |φ0|2Σk+8) . (4.31)
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• Estimate of <E [1{τ(δt)>n+1}〈a3,1, Aken+1/2〉]. We recall that
a3,1 = −iδtPK
(
g(φn+1, φn)− g(φ(tn+1), φ(tn))
)
.
Using Cauchy-Schwarz inequality and the fact that g is Lipschitz for each variable in Σk(Rd), it
easily comes∣∣∣<E [1{τ(δt)>n+1}〈a3,1, Aken+1/2〉]∣∣∣ ≤ C(k, L)δt(E [|en|2Σk]+ E [∣∣en+1∣∣2Σk]) .
Using now Lemma 4.6, it comes,∣∣∣<E [1{τ(δt)>n+1}〈a3,1, Aken+1/2〉]∣∣∣ ≤ C(k, L)δt(E [|en|2Σk]+ E [|f |2Σk]) .
Eventually using Lemma 4.1, it follows that,∣∣∣<E [1{τ(δt)>n+1}〈a3,1, Aken+1/2〉]∣∣∣ ≤ C(k, L, T )(δtE [|en|2Σk]+ δt3 |φ0|2Σk+8) . (4.32)
We recall that, at this stage of the proof, Equations (4.24), (4.31) and (4.32) prove Equation (4.16)
for p ∈ {1, 2, 3}. It remains to prove Equation (4.17), which is done now:
• Estimate of <E [1{τ(δt)>n+1}〈f,Aken+1/2〉] This estimation uses extensively the Lemma 4.4. We
introduce f1 and f2, given this Lemma, and the triangular inequality to get,∣∣∣<E [1{τ(δt)>n+1}〈f,Aken+1/2〉]∣∣∣ ≤ ∣∣∣<E [1{τ(δt)>n+1}〈f1, Aken+1/2〉]∣∣∣
+
∣∣∣<E [1{τ(δt)>n+1}〈f2, Aken+1/2〉]∣∣∣
=(i) + (ii).
We estimate now (i) and (ii).
◦ Estimation of (i). By Cauchy-Schwarz and Young inequalities,
(i) ≤ C
(
δt
2
E
[∣∣∣en+1/2∣∣∣2
Σk
]
+
1
2δt
E
[
|f1|2Σk
])
,
and by Lemma 4.4,
(i) ≤ C(L, j, T )
(
δt
2
E
[∣∣∣en+1/2∣∣∣2
Σk
]
+ δt3 |φ0|2Σk+8
)
. (4.33)
◦ Estimation of (ii). By triangular inequality, we split (ii) in the following way,
(ii) ≤1
2
E
[∣∣〈A2f2, Ak−2(en+1 − en)〉∣∣]
+
∣∣∣E [〈f2, Aken+1/2〉]∣∣∣
+
∣∣∣E [1{τ(δt)≤n+1}〈f2, Aken+1/2〉]∣∣∣
≤(a) + (b) + (c).
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Thanks to Lemma 4.4 we get
(b) = 0, (4.34)
and using in addition Young’s inequality,
(a) ≤ C(L, j, T )
(
E
[
|en|2Σk
]
+ δt3 |φ0|2Σk+12
)
. (4.35)
We use Young’s and Cauchy-Schwarz inequalities to estimate (c) ,
(c) ≤ δtE
[∣∣en+1∣∣2
Σk
]
+
1
δt
E
[
1{τ(δt)≤n+1} |f2|2Σk
]
≤ δtE
[∣∣en+1∣∣2
Σk
]
+
1
δt
P (τ(δt) ≤ n+ 1)1/2 E
[
|f2|4Σk
]1/2
.
Using again Lemma 4.4 and the fact that there exists C(T ) > 0 such that
P (τ(δt) ≤ n+ 1)1/2 ≤ C(T )δt
holds uniformly in δt,
(c) ≤ δtE
[∣∣en+1∣∣2
Σk
]
+ C(L, k, T )δt3 |φ0|Σk+8 . (4.36)
Then, by collecting (4.33), (4.34), (4.35), and (4.36), we get that
<E
[
1{τ(δt)>n+1}〈f,Aken+1/2〉
]
≤ C(k, L, T )
(
δtE
[
|en|2Σk
]
+ δt3 |φ0|2Σk+8
)
, (4.37)
which proves Equation (4.17).
Since Equations (4.16) and (4.17) have been proved, it immediately follows Equation (4.7):
E
[∣∣en+1∣∣2
Σk
]
≤ (1 + δtC(T, k, L,K0))E
[
|en|2Σk
]
+ δt3C(T, k, L,K0) |φ0|2Σk+12 ,
and the discrete Gronwall’s Lemma gives that,
E
[∣∣en+1∣∣2
Σk
]
≤ eC(T,k,L,K0)nδtδt2C(T, k, L,K0) |φ0|2Σk+12 ,
and
sup
n≤N
E
[
|en|2Σk
]
≤ C(T, k, L,K0)δt2C(T, k, L,K0) |φ0|2Σk+12 .
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Proof of Proposition 4. We begin with recalling that since the nonlinearity is truncated to be Lipschitz
in Σk(Rd), it follows that for all L > 0 and T > 0, there exists C(k, L, T ) > 0 such that for all
φ0 ∈ Σk+12(Rd),
sup
t≤T
E
[
|φL(t)|2Σk+12
]
+ sup
t≤T
E
[∣∣φK(δt),L(t)∣∣2Σk+12] ≤ C(k, L, T ) |φ0|2Σk+12 , (4.38)
where φL is the solution of Equation (4.3) and φK(δt),L is the solution of Equation (4.2).
We define the Ft-measurable process ΦK(δt),L for all t ≥ 0 by ΦK(δt),L(t) := φL(t)−φK(δt),L(t). With
this notation, we aim to show that
sup
t≤T
E
[∣∣ΦK(δt),L(t)∣∣2Σk] ≤ C(T, k, L,K1)δt2. (4.39)
The proof is done by using Itoˆ’s lemma, followed by Gronwall’s inequality. More precisely, we apply Itoˆ’s
lemma to φL and φK(δt),L for the functional (φ1, φ2) 7→ <〈Ak(φ1 − φ2), (φ1 − φ2)〉 = |φ1 − φ2|2Σk . To
make clear how the computation is done, we begin with recalling Itoˆ’s formulations of (4.3) and (4.2)
where we denote K instead of K(δt) to simplify notations,
dφK,L = −iAKφK,Ldt− iBKφK,LdWt − 1
2
B2KφK,Ldt− iλPKfkL(φK,L)dt,
and
dφL =− iAφLdt− i |x|2 φLdWt − 1
2
|x|4 φLdt− iλfkL(φL)dt
=− iAKφLdt− iA(Id− PK)φLdt− i |x|2 φLdWt
− 1
2
B2KφLdt−
1
2
(|x|4 −B2K)φLdt− iλPKfkL(φL)dt− iλ(Id− PK)fkL(φL)dt.
31
Then, the multidimensional Itoˆ’s lemma gives,
|ΦK,L(t)|2Σk = |ΦK,L(0)|2Σk
+ 2
∫ t
0
<〈AkΦK,L(s),−iAKΦK,L(s)〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−iA(Id− PK)φL(s)〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−i(|x|2 φL(s)−BKφK,L(s))〉dWs
+ 2
∫ t
0
<〈AkΦK,L(s),−1
2
B2KΦK,L(s)〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−1
2
(|x|4 −B2K)φL(s)〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−iλPK(fkL(φL(s))− fkL(φK,L(s)))〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−iλ(Id− PK)fkL(φL(s))〉ds
+
∫ t
0
<〈Ak(−i |x|2 φL(s)),−i |x|2 φL(s)〉ds
+
∫ t
0
<〈Ak(−iBKφK,L(s)),−iBKφK,L(s)〉ds
− 2
∫ t
0
<〈Ak(−i |x|2 φL(s)),−iBKφK,L(s)〉ds.
(4.40)
The last three terms in the right-hand side are the Itoˆ correction. The last line takes into accounts the
cross derivatives of the functional. We write this correction in another way, that will enable us to use
Cauchy-Schwarz inequality, by noticing that,
<〈Ak |x|2 φL(s), |x|2 φL(s)〉+ <〈AkBKφK,L(s), BKφK,L(s)〉 − 2<〈Ak |x|2 φL(s), BKφK,L(s)〉
= <〈AkBKΦK,L(s), BKφK,L(s)〉+ <〈Ak(|x|2 −BK)φL(s), (|x|2 −BK)φL(s)〉
+ 2<〈AkBKΦK,L(s), (|x|2 −BK)φL(s)〉.
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Then, Equation (4.40) can be written as,
|ΦK,L(t)|2Σk = |ΦK,L(0)|2Σk
+ 2
∫ t
0
<〈AkΦK,L(s),−iAKΦK,L(s)〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−iA(Id− PK)φL(s)〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−i(|x|2 φL(s)−BKφK,L(s))〉dWs
+ 2
∫ t
0
<〈AkΦK,L(s),−1
2
B2KΦK,L(s)〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−1
2
(|x|4 −B2K)φL(s)〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−iλPK(fkL(φL(s))− fkL(φK,L(s)))〉ds
+ 2
∫ t
0
<〈AkΦK,L(s),−iλ(Id− PK)fkL(φL(s))〉ds
+
∫ t
0
<〈AkBKΦK,L(s), BKΦK,L(s)〉ds
+
∫ t
0
<〈Ak(|x|2 −BK)φL(s), (|x|2 −BK)φL(s)〉ds
+ 2
∫ t
0
<〈AkBKΦK,L(s), (|x|2 −BK)φL(s)〉ds.
(4.41)
We proceed now to estimate all the terms that appear in the right-hand side of Equation (4.41),
• the second term is equal to zero since <〈AkΦK,L(s),−iAKΦK,L(s)〉 = 0.
• Using Cauchy-Schwarz and Young inequalities, and Equation (2.17), it follows that the third term
can be bounded in the following way,
<〈AkΦK,L(s),−iA(Id− PK)φL(s)〉 ≤ C
(
|ΦK,L(s)|2Σk +K−8 |φL(s)|2Σk+10
)
.
• The expectation of the stochastic integral vanishes.
• Collecting the fifth and the ninth terms,
2<〈AkΦK,L(s),−1
2
B2KΦK,L(s)〉+ <〈AkBKΦK,L(s), BKΦK,L(s)〉
= <〈[Ak, BK ]ΦK,L(s), BKΦK,L(s)〉,
and by (2.14),
2<〈AkΦK,L(s),−1
2
B2KΦK,L(s)〉+ <〈AkBKΦK,L(s), BKΦK,L(s)〉
≤ C |ΦK,L(s)|2Σk .
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• Using the fact that |x|4 −B2K = |x|2 (|x|2 −BK) + (|x|2 −BK)BK , the sixth term can be bounded
by,
<〈AkΦK,L(s),−1
2
(|x|4 −B2K)φL(s)〉 ≤ C
(
|ΦK,L(s)|2Σk +K−8 |φL(s)|2Σk+12
)
,
similarly to the third term.
• The estimation of the seventh term uses the truncation of nonlinearity,
<〈AkΦK,L(s),−iλPK(fkL(φL(s))− fkL(φK,L(s)))〉 ≤ C(L, k) |ΦK,L(s)|2Σk .
The estimation of the eighth term uses in addition Cauchy-Schwarz and Young inequality, and
(2.17),
<〈AkΦK,L(s),−iλ(Id− PK)fkL(φL(s))〉 ≤ C(L, k)
(
|ΦK,L(s)|2Σk +K−8 |φL(s)|2Σk+8
)
.
• The tenth term is estimated by Assumption 2,
<〈Ak(|x|2 −BK)φL(s), (|x|2 −BK)φL(s)〉 ≤ CK−8 |φL(s)|2Σk+10 .
• The last term is estimated by replacing AkBK by BKAk + [Ak, BK ], and using the triangular
inequality and Assumption 2,
<〈AkBKΦK,L(s), (|x|2 −BK)φL(s) ≤ C
(
|ΦK,L(s)|2Σk +K−8 |φL(s)|2Σk+12
)
.
Collecting all these estimations, it follows that, for all t ≤ T
E
[∣∣ΦK(δt),L(t)∣∣2Σk] ≤ ∣∣ΦK(δt),L(0)∣∣2Σk + C(k, L)∫ t
0
E
[∣∣ΦK(δt),L(s)∣∣2Σk] ds
+ C(k, L)K−8
∫ t
0
E
[
|φL(s)|2Σk+12
]
ds.
Using now (4.38) and the fact that
∣∣ΦK(δt),L(0)∣∣2Σk ≤ CK−8 |φ0|2Σk+8 , it comes that for all t ≤ T ,
E
[∣∣ΦK(δt),L(t)∣∣2Σk] ≤ C(k, L, T )K−8 |φ0|2Σk+12 + C(k, L)∫ t
0
E
[∣∣ΦK(δt),L(s)∣∣2Σk] ds,
and the application of Gronwall’s inequality with the fact that we choose K−8 ≤ K−41 δt2 enables to
conclude the proof.
5 Numerical experimentations
This part is devoted to numerical experimentations in space dimension one with the scheme defined
above. We aim to show that we obtain good results using a spectral discretization based on Hermite
functions. We also compare the Crank-Nicolson time discretization against splitting methods. Four
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different schemes are compared in the following. We begin with explaining how to implement the scheme
defined by (2.9), and then we present the other schemes, which are some adaptations of classical schemes
for the deterministic Gross-Pitaevskii equation.
Two of them rely on the computation of a discrete Hermite transform at each time-step. This
transform decomposes a function f ∈ L2(R) on the basis of L2(R) composed by Hermite functions, which
are the eigenvectors of operator −∆ + |x|2. The discrete transform on the K first modes enables to
exactly compute the components of any function f ∈ ΣK(R) in this basis. It can be computed using the
Gauss–Hermite quadrature. Obviously, for general f ∈ L2(R), the discrete Hermite transform does not
exactly compute these projections. The error between the values of the components of f on the K first
Hermite functions, and the values given by the discrete transform can be estimated with respect to the
regularity of those functions (see [20]). A naive implementation (by a classical matrix-vector product)
of the discrete Hermite transform algorithm (in 1D) using the Gauss-Hermite quadrature on the K first
Hermite functions leads to a computational cost of order K2. Such an implementation can be generalized
to the d-dimensional case with computational costs of order Kd+1. Nevertheless, there exists efficient
implementations with computational costs of order Kd log2(K) (see [18, 21, 14]). In the following we will
say that a computation is almost exact when the only approximations come from the fact that we use
the discrete Hermite transform to compute the projections on the K first Hermite functions for a general
function f ∈ L2(Rd), which does not necessarily belong to ΣK(Rd). The same denomination will be used
for the Discrete Fourier Transform.
With the explicit example of operator BK we gave (with Equations (2.19), (2.20), (2.21) and (2.22)),
the solutions of Equation (2.9) can be computed almost exactly thanks to a fixed-point iterative algorithm.
The convergence of such an algorithm is ensured if δt is small enough with respect to L, the level of
truncation of the nonlinearity, as it is shown in the proof of Proposition 2. Nevertheless, the smooth
spectral cut-off of operator |x|2 doesn’t seem to have a significant impact in practical cases. Thus, in
practice one can simply take the symmetric operator PK |x|2 PK for BK .
Moreover, in practical cases, the truncations of the non-linearity and the normal deviates (χn)n∈N∗ do
not seem to be significant and can be omitted in the implementation. We denote by (φnK) the numerical
approximation in this case such that for all n ∈ N, φnK ∈ MK,1(R) (column vector of size K) and its
components are the components in the Hermite basis of L2(R). Then, Equation (2.9) is given by
D(δt, χn+1)φn+1K = C(δt, χ
n+1)φnK − iδtPKg(φn+1K , φnK), (5.1)
where C and D are the operators defined on ΣK(R) by
C(δt, χn+1) =
(
Id− i δt
2
A− i
√
δtχn+1
2
PK |x|2
)
, (5.2)
and,
D(δt, χn+1) =
(
Id+ i
δt
2
A+ i
√
δtχn+1
2
PK |x|2
)
. (5.3)
We recall that, by denoting (ek)k∈N the orthonormal basis of L2(R) composed by Hermite functions, we
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have the recursive relation,
∀x ∈ R, xek(x) =
√
k
2
ek−1(x) +
√
k + 1
2
ek+1(x).
Thus, in 1D the matrices of these two operators are pentadiagonal in the Hermite basis. The computation
of the Hermite modes of PKg(φ
n+1
K , φ
n
K) can be done almost exactly using the discrete Hermite transform.
Indeed, knowing φnK and φ
n+1
K one can compute g(φ
n+1
K , φ
n
K)(x) exactly for all x ∈ R. Thus one can use a
discrete Hermite transform to compute almost exactly the components of PKg(φ
n+1
K , φ
n
K) in the Hermite
basis.
We present now three other schemes that we use to compare with the one presented above.
Splitting scheme with spectral-Fourier discretization For this scheme, the time discretiza-
tion is based on a splitting method, and the space discretization is based on a spectral discretization on
the Fourier modes. In other words, we look for a solution defined on [−Lx, Lx], with periodic boundary
conditions, supported by the K first Fourier modes. A similar scheme has been proposed, for the de-
terministic case in [4, 6] for solving Equation (1.1) (without the Stratonovich noise). We generalize this
scheme to our stochastic setting. The idea is to solve the following equation,{
dφ = −i∆φdt,
φ(tn) = φ
n
K ,
(5.4)
and we set φ
n+1/2
K = φ(tn+1). Then we solve{
dψ = −i |x|2 ψdt− i |x|2 ψ ◦ dWt − ig |ψ|2 ψdt,
ψ(tn) = φ
n+1/2
K ,
(5.5)
and we set φn+1K = PKψ(tn+1). Here PK denotes the projection onto the K first Fourier modes. The
first step is computed exactly in the Fourier space. To compute the other one, we use a discrete Fourier
transform. An inverse discrete Fourier transform enables to compute the value of φ
n+1/2
K on a uniform
grid of [−Lx, Lx] of (K + 1) points. Then, the value of ψ(tn+1) on those points x is explicitly given by
ψ(tn+1)(x) = e
−i|x|2(δt+√δtχn+1)−ig
∣∣∣φn+1/2K ∣∣∣2δtφn+1/2K (x).
This computation relies on the fact that t 7→ |ψ(t)|2 is constant on [tn, tn+1]. Then, the computation of
the first Fourier modes of φn+1K is done almost exactly by a discrete Fourier transform.
Splitting scheme with spectral-Hermite discretization This scheme is similar to the previ-
ous one, but we chose this time a spectral discretization based on the first Hermite functions. Equations
(5.4) and (5.5) are replaced by {
dφ = −iAφdt,
φ(tn) = φ
n
K ,
(5.6)
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and {
dψ = −i |x|2 ψ ◦ dWt − ig |ψ|2 ψ ◦ dt,
ψ(tn) = φ
n+1/2
K ,
(5.7)
and PK denotes now the projection onto the first Hermite functions. Similarly, both equations (5.6) and
(5.7) are solved exactly, and the projection of ψ(tn+1) onto the K first Hermite functions is done by a
discrete Hermite Transform, and thus is not exact.
Crank-Nicolson scheme with finite differences discretization In this case, we suppose
that the solution almost vanishes outside the space interval [−Lx, Lx], such that we can set homogeneous
Dirichlet conditions on the boundaries of this domain. The space discretization of the Laplacian is
classical, and the nonlinearity can be truncated to ensure well-posedness of the scheme. We discretize
[−Lx, Lx] with a regular grid of 2K + 1 points. We set δx = Lx/K. We denote by φnk an approximation
of φ(nδt, kδx) for k ∈ {−K,−K+ 1, . . . ,K}, and by φn+1/2k by φn+1/2k = φ
n+1
k +φ
n
k
2 . We define the scheme
by induction for n ∈ N and k ∈ {−K + 1, . . . ,K − 1} by setting φ0k = φ(0, kδx) and
φn+1k = φ
n
k − i
δt
δx2
(φ
n+1/2
k+1 − 2φn+1/2k + φn+1/2k−1 )− i(δt+
√
δtχn+1) |kδx|2 φn+1/2k
− iδtg(φn+1k , φnk ).
(5.8)
In the following, we compare the convergence properties for these four schemes. We begin with
estimating the pathwise speed of convergence for the space discretization. To do that, we choose a fine
enough time-step to neglect the effect of the time discretization, and a geometrically increasing sequence
of degrees of freedom for the space discretization. Then we compare the error between the solutions
computed for two successive levels of space discretization, for one trajectory. More precisely, we choose
T = 10, δt = 10 · 2−20. For the Fourier and finite differences approximations, we solve the equation on
the domain [−10, 10] and we set respectively periodic boundary conditions and Dirichlet homogeneous.
Moreover, we use a coefficient α = 0.3 in front of the noise, to decrease its effects. It enables to reduce
significantly the error coming from the time discretization. The result is given in Figure 1 We can observe
first that the discretization by finite differences is less efficient than the spectral discretization for the same
number of degrees of freedom. We can also observe that for the two schemes using the spectral-Hermite
discretization behave similarly. This is expected since they essentially use the same space discretization
with different time approximations, and the time step is chosen small enough to neglect the errors coming
from the time approximations. We can also observe that the Fourier discretization converges around the
same speed of the Hermite one. In some case (especially for small T ), we observed that the convergence
can be even quicker. We guess that this can be explained by the fact that the nth eigenvalue of the
Laplacian (on a bounded domain) is of order n2, whereas it is of order n for the harmonic oscillator.
Nevertheless, the Fourier discretization converges to a biased solution because of the truncation of the
level.
To take into account the fact that the Fourier solution is biased, we compute the error between the
solutions of the Fourier scheme with the most precise solution computed with the Hermite discretization.
The result is plotted in Figure 2 for several domains [−L,L] (for the Fourier discretization).
We observe now that, provided that the domain of integration is large enough, the Fourier discretiza-
tion performs quite well. This remark is all the more interesting since the discrete Fourier transform
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Figure 1: Pathwise speed of convergence for each
discretization toward their respective limit.
Figure 2: Pathwise speed of convergence toward
the exact solution
can be implemented very efficiently. Nevertheless, since the spread of the solution is varying for each
realization of the solution of (1.1), the choice of the domain should be adapted to each realization. This
is the reason why the Hermite transform can be very interesting (despite its cost). Moreover, as we show
thereafter, the time discretization is actually the limiting approximation. For example, in Figure 2, it is
useless to plot the error for larger L since the error generated by the time discretization for both splitting
methods becomes greater than the error generated by the space discretization.
We look now at the convergence with respect to the time discretization in the case of a spectral
Hermite discretization. We compare the Crank-Nicolson discretization with the above time-splitting
discretization. We choose a geometrically decreasing sequence of time steps, and we plot the average over
100 samples of the square of the error in L2(R)-norm between the solutions computed with two successive
time steps. The parameters are the number of modes K ∈ {40, 80, 120, 160, 200}, and the coefficient that
we use in front of the Stratonovich integral (we call it α and choose α ∈ {0.2, 0.4, 0.6, 1}). We plot the
results in Figure 3 for T = 4. Each subplot corresponds to a value of α, and in each subplot we plot the
mean square error for all the values of K, and for the two kinds of discretization. First, we can observe
that the Splitting method is consistently doing better than the Crank-Nicolson discretization. Moreover,
the latter is performing badly for high values of α, contrary to the former which is much less sensible with
respect to this parameter. In addition, the error is increasing with the number of modes for the large α.
In order to highlight this phenomena, we plot in Figure 4 the mean-square difference in Σ norm between
the solution of the Crank-Nicolson and the splitting discretizations with respect to the number of modes,
for various time steps at time T = 5. We observe that this difference is increasing with the number of
modes for a given time step, and decreasing with respect to the time step for a given number of modes.
We recover here the sufficient condition used in the theoretical analysis that imposes to the number of
modes to increase slowly enough when the time step decreases. We believe that this numerical behaviour
comes from the fact that the matrices C(δt, χn+1) and D(δt, χn+1) respectively defined by (5.2) and (5.3)
have diagonal terms of order 1± i√δtK/2. For K = 200 and δt = 5 · 2−18 (which are the values used in
Figure 4), we obtain that
√
δtK/2 ≈ 0.44, which is not much smaller that one. Thus it is possible that
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Figure 3: Mean square convergence with respect to the time step for the Crank-Nicolson and
the splitting discretizations
the Crank-Nicolson approximation is not precise enough in this regime for the highest modes (that is to
say that K is too large with respect to δt). We recall that the theoretical analysis imposes that Kδt1/4
stays bounded. Practically, this assumption imposes that the matrices C(δt, χn+1) and D(δt, χn+1) tend
to be diagonal when the time step vanishes.
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Figure 4: Mean square difference in Σ norm between the solution of the Crank-Nicolson and
the splitting discretizations with respect to the number of modes, for various time steps at time
T = 5.
6 Appendix
Proof of Proposition 1. We begin with showing local existence and uniqueness in Σk(Rd), ∀k ∈ N∗,
k ≥ 2, assuming that φ0 ∈ Σk(Rd). Let T0 > 0. We use equation (1.1) with the following gauge
transformation φ(t, x) = e−iG(t,x)ψ(t, x) with G(t, x) = 12 |x|2 (t+ εW (t)). The equation becomes
i∂tψ = −(∇− ix(t+ εW (t)))2ψ + λ |ψ|2 ψ. (6.1)
We denote by Uω(t, s) the propagator for the linear equation,
i∂tψ = −(∇− ix(t+ εW (t)))2ψ. (6.2)
We introduce Tω, a positive random constant introduced in Proposition 4 [11], such that Propositions 6,
7 and Lemma 4.1 in [11] holds. In order to show the local existence and uniqueness in Σk(Rd), we use a
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classical fixed point argument based on application T ω defined by:
(T ωψ)(t) = Uω(t, 0)φ0 − iλ
∫ t
0
Uω(t, s) |ψ|2 ψ(s)ds.
To define the domains, we suppose that (r, 4) is an admissible pair, i.e. r = 8/d, and we set θ = d/4. We
define the following spaces for T ≤ T0 ∧ Tω where T0 is fixed.
XT = L
∞(I, L2) ∩ Lr(I, L4),
Y kT = {v ∈ XT / xα∂βv ∈ XT , |α|+ |β| ≤ k},
Y˜ kT = {v/ xα∂βv ∈ L1(I, L2) + Lr
′
(I, L
4
3 ), |α|+ |β| ≤ k},
where I = [0, T ], and where α and β are two multi-indices. We now show that there exist C1(T0, k, ω) > 0,
C2(T0, k, ω) > 0 and C3(T0, k, ω) > 0 so that for all ψ1, ψ2 ∈ Y kT :
|T ωψ1|Y kT ≤ C1 |φ0|Σk + C2T
1−θ |ψ1|3Y kT (6.3)
|T ωψ1 − T ωψ2|Lr(I;L4) ≤ C3T 1−θ(|ψ1|2Y kT + |ψ2|
2
Y kT
) |ψ1 − ψ2|Lr(I;L4) , (6.4)
To prove this, we use the following lemmas:
Lemma 6.1. Let k ∈ N∗, and assume d ≤ 3. Then there exists C(k) > 0 such that for all φ ∈
Σk,4(Rd) ∩ Σk,2(Rd), ∣∣∣|φ|2 φ∣∣∣
Σk,
4
3
≤ C(k) |φ|Σk,4 |φ|2Σk,2 , (6.5)
and for all φ ∈ Σk+1(Rd), ∣∣∣|φ|2 φ∣∣∣
Σk+1
≤ C(k) |φ|2Σk,4 |φ|Σk+1 . (6.6)
Lemma 6.2. Let k ∈ N∗. Then, for all φ0 ∈ Σk(Rd), t 7→ Uω(t, 0)φ0 ∈ C(I,Σk(Rd)) ∩ Y kT . Moreover,
|Uω(·, 0)φ0|Y kT ≤ C1(T0, k, ω) |φ0|Σk .
For all φ ∈ Y kT , |φ|2 φ ∈ Y˜ kT and∣∣∣Λω(·, 0) |φ|2 φ∣∣∣
Y kT
≤ C2(T0, k, ω)
∣∣∣|φ|2 φ∣∣∣
Y˜ kT
,
where Λω(·, 0) |φ|2 φ is defined for all t ∈ I by,
Λω(t, 0) =
∫ t
0
Uω(t, s) |φs|2 φsds.
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Proof of lemma 6.1. Equation (6.6) can be shown using Sobolev embedding theorems and Holder’s in-
equality. To show equation (6.5), we use the fact that there exists C(k) > 0 such that for all multi-indices
α and β such that |α|+ |β| ≤ k,∣∣∣xα∂β(|φ|2 φ)∣∣∣ ≤ C(k) ∑
|l|≤|β|,|j|≤k−1
∣∣xα∂lφ∣∣ ∣∣∂jφ∣∣2 ,
which leads, using Ho¨lder’s inequality and the Sobolev embedding Σk(Rd) ↪→ Hk(Rd) ↪→W k−1,4(Rd), to∣∣∣xα∂β(|φ|2 φ)∣∣∣
L4/3
≤ C(k) |φ|Σk,4 |φ|2Σk,2 .
Proof of lemma 6.2. By using k times the Proposition 6 of [11], we get that for all multi-index α, β such
that |α|+ |β| ≤ k, ∣∣xα∂βUω(·, 0)φ0∣∣XT ≤ C(k, T0) ∑
|γ|+|δ|≤k
∣∣Uω(·, 0)xγ∂δφ0∣∣XT ,
and using Proposition 7 [11] that relies on the fact that Uω in an isometry in L2(Rd) it comes,∣∣xα∂βUω(·, 0)φ0∣∣XT ≤ C(k, T0) ∑
|γ|+|δ|≤k
∣∣xγ∂δφ0∣∣L2 ,
which proves the first point. The second one can be shown in a similar way.
To show (6.3), Lemma 6.1 and Ho¨lder’s inequality give∣∣∣|φ|2 φ∣∣∣
Y˜ kT
≤ C(k)T 1−θ |φ|Lr(I;Σk,4) |φ|2L∞(I;Σk,2)∣∣∣|φ|2 φ∣∣∣
Y˜ kT
≤ C(k)T 1−θ |φ|3Y kT
To show (6.4), we use the fact that there exists C > 0 so that for all u, v ∈ C,∣∣∣|u|2 u− |v|2 v∣∣∣ ≤ C(|u|2 + |v|2) |u− v|
Using Strichartz estimates given in Proposition 7 [11] and Ho¨lder inequality,
|T ωψ − T ωφ|Lr(I;L4) ≤ C(ω, T0)
∣∣∣|ψ|2 ψ − |φ|2 φ∣∣∣
Lr′ (I;L4/3)
≤ C(ω, T0)(|ψ|2L∞(I;L4) + |φ|2L∞(I;L4)) |ψ − φ|Lr′ (I;L4)
≤ T 1−θC(ω, T0)(|ψ|2Y kT + |φ|
2
Y kT
) |ψ − φ|Lr(I;L4)
Then T can be chosen small enough so that T ω is a contraction in
BM :=
{
φ ∈ Y kT / |φ|Y kT ≤M
}
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with M = 2C(T0, k, ω) |φ0|Σk .
We can show now by induction that this local solution is actually global in time. Let m ∈ N such
that 2 ≤ m < k. Since we know that the solution is global in the case m = 2 (see Proposition 4 [12]), we
are going to show that if the solution is global in Σm, then it is global in Σm+1. To prove it, we begin
with showing that it is global in Σm,4(Rd). It can be shown by induction using proposition 6 [11] for
φ ∈ Y kT and all multi-index α, β so that |α|+ |β| ≤ m and ∀(s, t) ∈ [0, T ]2, s < t:∣∣xα∂βUω(t, s)φ(s)∣∣
L4
≤ C(ω, T0, k) ((t− s)m ∨ 1)
∑
|δ|+|γ|≤m
∣∣Uω(t, s)xδ∂γφ(s)∣∣
L4
Then, using lemma 4.1 [11],∣∣∣∣xα∂β ∫ t
0
Uω(t, s) |φ(s)|2 φ(s)ds
∣∣∣∣
L4
≤ C(ω, T0, k)
∫ t
0
((t− s)m ∨ 1)
∑
|δ|+|γ|≤m
|t− s|−d/4
∣∣∣xδ∂γ |φ(s)|2 φ(s)∣∣∣
L4/3
ds,
∣∣∣∣xα∂β ∫ t
0
Uω(t, s) |φ(s)|2 φ(s)ds
∣∣∣∣
L4
≤ C(ω, T0, k)
∫ t
0
((t− s)m ∨ 1) |t− s|−d/4
∣∣∣|φ(s)|2 φ(s)∣∣∣
Σm,4/3
ds.
(6.7)
We notice that |t− s|−d/4 is integrable in s since d ≤ 3. Lemma 6.1 and Gronwall’s inequality enables
us to conclude that the local solution is actually global in Σm,4(Rd).
We show now that the local solution is actually global in Σm+1(Rd) using again the mild formulation:
|ψ(t)|Σm+1 ≤ |Uω(t, 0)φ0|Σm+1 +
∣∣∣Λω(t, 0)(|ψ|2 ψ)∣∣∣
Σm+1
.
Using proposition 7 [11], and reasoning in a similar way than previously, we can show:
|ψ(t)|Σm+1 ≤ C(ω, T0, k) |φ0|Σm+1 + C(ω, T0, k)
∫ t
0
∣∣∣|ψ(s)|2 ψ(s)∣∣∣
Σm+1
ds.
We now use Lemma 6.1 and Gronwall’s inequality to conclude that the solution is global in Σm+1.
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