Abstract: Chaotic systems are complex systems which have very different behavior in different situation. When a chaotic system is fractional-order type, this complexity become more than past. Then prediction of these systems behavior is an important task which has many application in many research field. In this paper we propose a method based on artificial neural networks to prediction of this systems behavior in different conditions. Finally simulation examples show the performance of the proposed method.
Introduction
Chaotic systems and fractional calculation have an old history in many research fields. According to the wide application of fractional-order chaotic systems, analysis of these systems behavior becomes one of the important tasks in this area. Chaotic behavior of fractional-order systems was shown in many papers in this field [1] - [4] . In fractional order chaotic systems, in addition to the parameters of system, orders of systems play important role in chaotic behavior of these systems and fractional orders make these systems more complex than integer version of these systems.
Many process are described by time series nowadays. It means that these systems have dependence to previous sequence of systems and in general form it can be shown with y(t),t = 0,1,2,...
The application of prediction or forecasting of time series is largely presented in many studies [5] - [7] . Prediction of chaotic systems behavior is a kind of observer-based synchronization, which has many applications such as in secure communications [18] . One of the most important properties of fractional-order systems is dependence of these systems to past system structure are defined in this section. In Section 4, we simulate the proposed method to prediction of states of systems in Section 3. Finally in Section 5 we conclude this paper and show the effectiveness of the proposed method to this problem.
Problem Definition

Neural Network for Prediction
Neural network tools to prediction of time series are nonparametric and it is not necessary to know the specification of system. Recurrent Neural Networks (RNN) with sufficient number of neurons can be a realization of the nonlinear systems. [8] .
According to the Neural Networks(NN) approximation properties, NN based prediction has been developed more than past. Many researchers are worked on these issues using neural networks, for modeling and prediction. However, the proposed methods still don't have full performance and many limitations remain in their, then many researcher work on new neural networks models and learning techniques [8] - [12] . Wide range of data for training neural networks, make these systems with difficulties in modeling and it causes low accuracy in the response of systems. Also the researches show that the large number of training data dose not always help to improve the accuracy of prediction.
Prediction of time series is a kind of system identification techniques. The main purpose of this paper is creating system model which can approximate the nonlinear system which produce the complex time series. The model system is considered as an artificial RNN. The structure of RNN is contained a weighted feedback connection between layers of neurons also it can add more than one time as feedback delays. Therefore, it seems use of this architecture is a suitable choice for prediction of time series.
Structure
The base architecture of RNN for the proposed method to predict chaotic behavior of fractional-order systems is considered as a Nonlinear Autoregressive with eXogeneous inputs (NARX) neural networks, in this paper [10] .
It was shown that this type of neural networks is a powerful type of neural networks for modeling of nonlinear systems. Also in comparison with to the other types of neural networks, learning in NARX structure is more effective and in general, this type of learning algorithm converges faster than other types [10] , [13] .
In this structure each outputs of system at the discrete time instant t related to past outputs and other inputs with
where y and x are the inputs of the model and y(t) is the output of model at a discrete time step t. Also in this model, n y ≥ 1, n x ≥ 1 are the number of input memory and output memory delays and f is a nonlinear function, and this function is approximated by a multilayer perceptron (MLP). Overall , a NARX network consists of a MLP network inside it, and this MLP network has relation with independent inputs and past outputs to calculate output. In this type of network as shown in Fig.(1) , the feedback of system is defined using the system output and also independent input and there is not any feedback from outputs of hidden layer of network, nevertheless output of NARX networks more accurate than other types of recurrent neural networks [10] . Basic structure of this model is shown in Fig. (1) . Fig. 1 . Structure of NARX model.
Fractional Calculations
Definition of fractional operator
Describing of a fractional-order system needs to solve fractional-order differential equations. There are three more common definition of fractional-order operator: Grunwald-Letnikov¨ (GL) definition, Riemann-Liouville(RL) definition and Caputo definition [14] .
According to the discrete version of GL definition, we use this definition in this paper. The GL definition of fractional operator is:
Stability theorem of fractional-order system
In this subsection we study on stability conditions and regions of fractional-order system . For the following fractional differential equation: In this condition the states converges to 0 . For α = 1, the above condition is changed to the ordinary linear differential systems stability condition.
Suppose that α i s are not equal and also these numbers are rational numbers between 0 and 1 . Also we suppose Then system (4) is asymptotically stable.
In the follows, we can use the above stability theorem to ensure that fractional-order system is not asymptomatically stable and this is one of necessary conditions to chaotic behavior of a fractional-order system.
Numerical algorithm for fractional-order systems
According to the non-analytically solutions of fractional order differential equation, we must use an approximation method to solve this type of differential equations. There are some method to solve fractional-order differential equations. In this paper we use Adams-Bashforth-Moulton method to solve this type equations. To describe this method, consider the following differential equation:
This differential equation is equivalent to Volterra integral equation by [14] :
where ⌈ α⌉ shows first integer number bigger than α. Now, with h = T/N, t k = kh (n = 0,1,2,...,N) Then Eq. (5) can be discretized as follows:
where predicted value y h (t n+1 ) is determined by
The estimation error of this approximation is described as follows:
where p = min(2,1 + α).
System Description
Fractional Duffing System
Duffing system has been applied in many fields, for example, fluid flow induced vibration, large amplitude oscillation of centrifugal governor systems and mathematical modeling and so on [15] - [17] .
The Duffing system integer differential equation is described by
In this differential equation, m is the mass, c is the damping factor, k is the coefficient of linear rigidity, a is the coefficient of nonlinear stiffness, f is the amplitude of the excitation and ω is the frequency of the excitation.
Fractional version of Duffing system in state space representation can be shown as [13] .
  
Simulations
In this section we simulate the fractional-order Duffing system with mentioned orders and parameters in previous section. To predict the states of this system we use a NARX network with one hidden layer. Size of this layer is considered 10. In the each state, other states is considered as an independent input in relation (2) . Training data of NARX networks for two states is selected by discretized samples form 0 to 12 seconds. Used discretization method was described in section 2. Also Time step in discretization is considered 0.005 seconds. For increasing the performance of the proposed method, number of delayed feedback which has affect in each state output is selected 100 samples by trial and error. It means that each state has dependence to 100 previous samples f that and other states and this is the one of important point of the proposed method to get convergence as fast as possible. As shown in Fig. (3 & 4) , after training networks in first 12 seconds with above parameters, the convergence of prediction of system states are occurred in acceptable times. Also the errors in this prediction are illustrated in Fig. (5 & 6) . 
Conclusion
In this paper prediction of chaotic behavior of fractional order chaotic system is discussed. The proposed method is used for fractional-order Duffing system. The prediction method is defined using NARX neural networks. An example is simulated to show the performance of the proposed method. Although fractional-order chaotic systems have more complexity against ordinary chaotic systems but results show that by selecting a good parameters for NARX networks we can get accurate prediction of chaotic behavior of fractional order chaotic systems.
