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Abstract
In the area of Face Recognition (FR), the frequency domain approach is a widely used technique. The value of
peak-to-sidelobe ratio (PSR) of the correlation peak at the output plane is often used as a measure of recognition.
However, the use of such a hard threshold can make a FR system erroneous for recognition and classiﬁcation. As
an alternative to the conventional hard thresholding, three diﬀerent feature vectors of the correlation plane, e.g. the
peak intensity, total energy and PSR, are calculated. These three feature vectors are used to train a Generalized
Regression Neural Network (GRNN). The improved False Acceptance Rate (FAR) and consistent Recognition Rate
(RR) is reported when tested on the Yale face database.
Keywords: Face recognition, correlation ﬁlter, generalized regression neural network
1. Introduction
Facial image is one of the most important and distinctive types of biometric characteristics used for personal
identiﬁcation and hence the evolution of techniques of face recognition (FR) becomes an active ﬁeld of research in
recent years [1], [2]. In majority cases of face recognition techniques, the analysis and processing are carried out on
the spatial representation of the face image i.e., the intensity and / or colour values of the face image. However, there
are signiﬁcant results that support the use of frequency domain representation of face images. The use of the Fourier
transform allows to quickly and easily obtaining raw frequency data which are signiﬁcantly more discriminative, after
appropriate data manipulation, than the raw spatial data from which it was derived. Frequency domain transforms
having inherent invariant and feature extractions properties and therefore can be easily used to achieve signiﬁcant
improvement in performance with respect to some variant properties of face images compared to those of their spatial
domain counterparts. While proposing frequency domain operations on face image, one of the major approaches is
related to the use of correlation ﬁlters (CFs). Varied types of CFs oﬀer many attractive qualities particularly where
missing data and poor data quality are common problems. There are numerous contributions in the ﬁeld of frequency
domain face recognition using CFs [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Diﬀerent constrains on the face images such
as illumination variations, occlusion, pose variations yielded many types of correlation ﬁlters [4], [7]-[11]. In most
of cases, the value of peak-to-sidelobe ratio (PSR) of the correlation peak at the output plane is used as a measure
of recognition. However, the use of such a hard thresholding can make a FR system erroneous for recognition and
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classiﬁcation and many attempts are made to propose other performance measures. In this context, over and above
the PSR value, the peak intensity of correlation peak and total energy function are used as a measure of recognition
[14]. Since the use of three measures are dependent on the recognition tasks involved simultaneous use of three values
some times may becomes contradictory. Even the use of three matrices may not solve the problem of numbers of
ﬁlters to be used when the face has undergone in plane rotation and occlusion. As a solution to the problems, this
paper proposes a technique where a generalized regression neural network (GRNN) is trained by these values so as to
automatically adjust itself when a test face image is presented for recognition.
2. Frequency domain correlation ﬁltering technique for face recognition
Basically, correlation means matching of two signals or patterns. Fig. 1 illustrates the block diagram of correlation
technique for face recognition in frequency domain. Correlation ﬁlters are synthesized from Fourier transformed
training face images and multiplied with the conjugate of Fourier transformed test class images. Inverse Fourier
transform of the product gives the correlation peak at the correlation output plane. The composite correlation ﬁlters
are derived from several training images which are the representative of the class of person or object to be recognized.
Figure 1: Basic correlation technique for face recognition.
Fig. 1. shows that the correlation ﬁlter oﬀers a sharp peak in the correlation plane when the authentic person is
correlated with the trained ﬁlter. No such peaks are obtained in the response of imposter images. Mathematically the
above process can be described in a single equation as,
S corr = FFT
−1(I(u, v) × H∗(u, v)) (1)
where, I(u, v) and H(u, v) are the Fourier transformed version of the spatial image i(x, y) and correlation ﬁlter h(x, y)
respectively, while * denotes the complex conjugate and S corr is the correlation surface in space domain is obtained by
inverse FFT. FFT-based ﬁlters are shift invariant, but they are still sensitive to scale, rotation, perspective, and lighting
conditions. In addition, face images may also be partially occluded. In order to achieve the high level of assurance
that the faces are identiﬁed with minimal errors while the number of ﬁlters is reasonably small, all variations in face
images need to be carefully included systematically when generating ﬁlters. A ﬁlter bank is generated for the face
images in which every ﬁlter covers a small range of variations, and a set of ﬁlters covers the full expected range of
those variations. Therefore, the performance of the correlation ﬁlters depends on the number of training images used
to evolve a ﬁlter. Hence the selection of the training images is a very important step while designing a composite ﬁlter
[14]. The earlier composite ﬁlters were termed as synthetic discriminant function (SDF) ﬁlter, minimum variance
synthetic discrimination function (MVSDF) ﬁlter [15] and minimum average correlation energy (MACE) [16] ﬁlter.
These ﬁlters were used for object and face recognition tasks. MVSDF ﬁlter was developed to optimize the response
of the ﬁlter in presence of noise and clutter. On the other hand, the average correlation energy (ACE) of number of
training images were computed and formulated in frequency domain using Parsevals relation to obtain the optimum
solution of MACE ﬁlter. However, all ﬁlters are designed by imposing a hard constraint on the correlation peak at the
correlation plane in response to each training image. The usage of such hard constraints is found to be unsatisfactory
76 P.K. Banerjee et al. / Procedia Computer Science 2 (2010) 75–82
Pradipta et al. / Procedia Computer Science 00 (2010) 1–8 3
when robust and invariant operations are needed [17]. The evaluation of unconstrained minimum average correlation
(UMACE) and maximum average correlation height (MACH) ﬁlters make the recognition system more robust and
ﬂexible compared to other types of ﬁlters by giving high response to the training images and also sometimes by
reducing the consideration of hard constraints in training phase.
2.1. Formulation of optimal tradeoﬀ MACH (OTMACH) ﬁlter
It has been shown [17], [18] that MACH ﬁlter and its other variants, most notably OTMACH are very powerful
correlation ﬁlter algorithm. Easy detection of the correlation peak, better distortion tolerance and the ability to sup-
press the clutter noise are the three basic criteria those are fulﬁlled by using OTMACH. In practice, other performance
measures like average correlation energy (ACE), the output noise variance (ONV) are also considered to balance the
system performance for diﬀerent application scenario. Refregier [18] introduced the optimal tradeoﬀ approach to
achieve all these conﬂicting goals simultaneously by relating correlation plane metrics such as output noise variance
(ONV), average correlation energy (ACE), average similarity measure (ASM) and average correlation height (ACH).
If m = 1N
N∑
i=1
xi is the average of training images, C is the diagonal spectral density matrix of input additive noise,
D = 1N.d
N∑
i=1
X∗i .Xi, is the d × d diagonal matrix (where, ′d′ is the total number of pixel in an image) containing the
average power spectral density of an image along its diagonal, S is also a diagonal matrix called the scatter matrix,
represented by S = 1N.d
N∑
i=1
(Xi − M)(Xi − M)∗, then the performance the ﬁlter can be improved by minimizing the
energy function E(h) of the correlation ﬁlter h, given by,
E(h) = α(ONV) + β(ACE) + γ(AS M) − δ(ACH) (2)
= αh+Ch + βh+Dh + γh+S h − δ|m+h| (3)
where, α, β, γ, δ are non negative parameters selected for speciﬁc performance and application and M and Xi are also
diagonal matrices of size d × d with the elements of m and xi along its diagonal. These considerations lead to the
expression for OTMACH ﬁlter as
h =
m
αC + βD + γS
(4)
where, α, β, γ are the nonnegative optimal tradeoﬀ (OT) parameters. For a particular application, OT parameters can
be controlled to get the best performance of the ﬁlter. OT parameter α can be set to 0, if the eﬀect of noise is not
considered. For face recognition it is desired to get sharp correlation peak and simultaneously the ﬁlter must be a little
sensitive to the distortion. To achieve these two goals the OTMACH ﬁlter is designed by setting diﬀerent values of the
two OT parameters β and γ. As for example OT parameters are set to β = 0.4 and γ = 0.9 to get the best performance
from the designed ﬁlter in this study.
2.2. Problem of Performance Measures
While the correlation is used for face recognition applications, it becomes necessary to deﬁne a metric by which
the trained system can be distinguished between the authentic and the imposter face images. A simple and sometimes
eﬀective way to quantize a match is to take the largest value of correlation peak at the correlation plane and threshold it
to yield a match or no-match decision. This threshold value is known as peak to sidelobe ratio (PSR) of the correlation
peak. PSR is deﬁned as
PSR =
Smax − μcorr
δcorr
(5)
where, Smax is the maximum value of the correlation plane and, μcorr , δcorr are the mean and standard deviation of
a small area of the correlation plane around the peak but not including the peak. It has been heuristically accepted
that the FR system detects a face image as authentic, if the PSR value is greater than or equal to 10. However, by
simply calculating the peak value and heuristically imposing a threshold value does not solve the problem of face
recognition due to the occurrence of large variations of face images in a database. To establish the eﬃcacy of hard
thresholding for the face recognition tasks, result of correlation ﬁlter by using the PSR metric on Yale face database
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[19] is used. This database contains 165 frontal face images, with 11 images of 15 individuals and includes images
with major variations, such as changes in illumination, subjects wearing eyeglasses and of diﬀerent facial expressions.
The size of each image is 100 100 pixels with 256 gray levels. The OTMACH ﬁlter is synthesized with the ﬁrst 5
(a) ROC curves for 15 persons (b) ROC curves for two persons having best and worst equal error rate
(EER) among the 15 persons
Figure 2: ROC curves
(a) shows the misclassiﬁed persons, indicated by red block and correctly
classiﬁed persons indicated by green block while using the OTMACH
ﬁlter synthesized by the 2nd face image
(b) shows the spatial domain correlation planes along with the calcu-
lated PSR values.
Figure 3: Classiﬁcation Results
images of each individual. Such 15 OTMACH ﬁlters are formed for testing. In the recognition process the PSR value
is taken with hard threshold value of 10, below which a face image shall be designated as imposter. The receiver
operating characteristic (ROC) curves for 15 persons is shown in Fig. 2(a) Since, the lowest equal error rate (EER) is
a measure of system robustness of the FR system, the ERR performance is studied in Fig. 2(b). It is seen from the
Fig. 2(b). that EER = 0.09 is obtained for 11th person which indicates the robustness while the high EER = 0.38 is
found for the 2nd person. The high value of EER indicates the large false acceptance rate (FAR) of FR system. It is
found from Fig. 3(a)., when second OTMACH ﬁlter is correlated with the 165 subjects, 76 subjects are misclassiﬁed,
as the decision of authentication is based on the hard threshold, PSR ≥ 10 the FAR increases. This fact is veriﬁed
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and illustrated in Fig. 3(b). which shows the spatial domain correlation plane output of 15 face images. The average
percentage recognition rate % RR and average % FAR are calculated over the whole database and it is found 92.12
and 49.07 respectively. Subsequently, the hard threshold is chosen and the decision of authentication is made with
PSR ≥ 20. The average % FAR is reduced to 3.7 but the % RR is obtained as 73.9. As the % RR is drastically
reduced, the choice of this PSR value is therefore rejected. Further, at PSR ≥ 15 , the % RR and % FAR is obtained
as 89 and 20. A good recognition is obtained with a high FAR, which is not desired. Hence it can be concluded
that the proper choice of hard threshold makes the system conﬁdent in recognition while reducing false acceptance or
vice-versa.
3. Proposal for three performance metrics
The results presented in section 2.2 expose the need for metric selection other than hard threshold of PSR value.
The energy of the total correlation plane (Ec) excluding peak, PSR and the peak intensity (Pc) are considered as set
of features of the correlation plane. These three features, (a) PSR, (b) peak intensity and (c) total energy are extracted
from correlation planes from the knowledge of energy function Eh of the correlation ﬁlter and the feature parameters
are given by,
Eh =
1
d
{h+(u, v) × h(u, v)} (6)
Pc = max{FFT−1{
d∑
u=1
d∑
v=1
xi(u, v)h(u, v)}} (7)
Ec =
1
d
{
d∑
i=1
|gi|2} (8)
PSR has already been calculated as deﬁned in the previous section. Table: 1 shows the manually chosen three features
corresponding energy value of Eh. It is observed that the choice of the values of the three features according to the
Filter number Energy of ﬁlter PSR Total correlation Peak intensity
(normalized) plane energy (normalized)
1 444.89 ≥ 15 ≤ 2 ≥ 15
2 132.94 ≥ 20 ≤ 2 ≥ 25
13 100 ≥ 12 ≤ 1 ≥ 19
Table 1: Manually chosen feature values from correlation plane
value of is unpredictable to some extent as the mapping is highly nonlinear; hence it is not easy to set the values and
some form of training is needed to approximate the feature values and feed them to the original system to make the
system fast and automatic.
4. Training by generalized regression neural network (GRNN)
The generalized regression neural network (GRNN) is principally a normalized radial basis function (RBF) net-
work and was ﬁrst proposed in [20]. The concept of the GRNN is based on nonparametric estimation commonly used
in statistics. The essence of nonparametric estimation is nonlimiting to an assumedusually in an arbitrary waypara-
metric class of models. The main advantage is that GRNN is easy to use, requires less time for training and it can
approximate any input/output map. GRNN is especially advantageous due to its ability to converge to the underlying
function of the data with only few training samples available. The additional knowledge needed to get the ﬁt in a
satisfying way is relatively small and can be done without additional input by the user. This makes GRNN a very
useful tool to perform predictions and comparisons of system performance in practice such as in the paradigm of face
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recognition. GRNN consists of four layers of neurons Fig. 4. The ﬁrst layer is the input layer, which is fully connected
to the next layer and is just used to distribute the input vector to each node in the next layer. The second layer is the
pattern layer and may contain N nodes, where N is the number of samples within a training data set and each node
represents the input vector, Xj , associates with the jth sample (or observation) in training data. The signals of the
pattern neuron i, going into the third layer (summation layer), where the denominator neuron are weighted with the
corresponding values of the training samples. The weights on the signals going into the numerator neuron are one.
Each sample from the training data inﬂuences every point that is being predicted by GRNN. The mathematical back-
Figure 4: Typical GRNN model.
ground for GRNN is based on the statistical kernel smoothing techniques. Kernel smoothing provides a simple way of
ﬁnding structure in data set without the imposition of a parametric model (i.e models based on basic functions). Given
a unknown sample whose value of X variable is x, the estimate y of Y can be computed by the following equations,
where D is the distance between the training sample and the point of prediction
D2i = (x − Xi)T (x − Xi) (9)
pi = exp[
−D2i
2σ2
] (10)
is used as a measure of how well the each training sample can represent the position of prediction. Several methods of
choosing the standard deviation or the smoothness parameter σ are available and can be diﬀerent for each data point
Xi. In this work we have used a constant σ. The approximation for y given x will now be given by, y =
n∑
i=1
piYi/
n∑
i=1
pi
GRNN, implements the above theory in a neural network. The network acts by taking a weighted average between
target vectors whose design input vectors are closest to the new input vector. As spread gets larger more and more
neurons contribute to the average with the result that the network function becomes smoother. Therefore, GRNN acts
as a universal approximator for smooth functions, so it should be able to solve any smooth function approximation
problem provided adequate data given.
4.1. Use of GRNN with input from correlation plane
The input vector of GRNN is set to the three energy values of the ﬁrst, second and thirteenth correlation plane as
shown in Table 1. The corresponding feature values of each individual ﬁlter are set to the target vector of GRNN. Now
the feature values are automatically generated for the unknown face images and the decision is made accordingly. The
block diagram shown in Fig. 5. illustrates the proposed method of feature selection from the correlation plane and the
making of decision.
In the training phase the GRNN is trained with the energy values of the correlation planes Ekh ’s ((k = 1, 2, ...,N))
and also with the feature vectors [PSRk Pck Eck ]. The value of N is taken as 3 (i.e. 1, 2, and 13 correlation planes).
In the testing phase for each test face image (say subject01.happy) the correlation plane is obtained in response to a
speciﬁc correlation ﬁlter (say h2 ). Then E2h is fed to the trained GRNN to obtain the feature set [PSR Pc Ec]obtained. A
parallel process is also performed by directly calculating the feature set [PSR Pc Ec]calculated from the same correlation
plane. Now the decision is made for authentic face according to the checking section shown in the Fig. 5.
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Figure 5: Detailed block diagram.
Figure 6: (a) Shows the recognition rate comparison; (b) Shows the % FAR comparison; (c) Less misclassiﬁcation occurred comparing to Fig.3(a)
Comparison chart of time consumption of diﬀerent techniques.
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5. Simulation results
Synthesis of OTMACH ﬁlter is stated in section 2.2. One OTMACH ﬁlter is correlated with 165 images out of
which 11 are authentic, so the overlapping is considered. After the formation of OTMACH, GRNN is trained. Now
The RR and FAR are calculated over the whole database by correlating all 15 ﬁlters in the same way. Fig.6(a) shows
the comparative result of % RR, where the proposed technique is compared with eigenface [21], Fisherface [22],
discriminant wavelet-face [23], DLDA [24] and OTMACH with hard thresholds. Fig.6(b) shows the improvement in
% FAR comparing with the hard threshold. Fig.6(c) shows that, less number of misclassiﬁed images in contrast to
Fig (2c). Fig.6(d) shows the computational time cost by the proposed technique in comparison to the conventional
correlation ﬁltering technique with hard threshold. From the ﬁgures the advantages of the proposed method can easily
be established.
6. Conclusions
In this paper three features of the correlation planes are taken into consideration instead of a single hard threshold
metric for face recognition. Since these features values are sensitive to face database a GRNN is trained by three
features taken from few (here three) correlation planes. Promising result has been obtained by using these feature
metrics in the recognition stage. Using the new technique, the % RR is consistent while the % FAR is greatly reduced
which is an essential requirement for high security system. The use of GRNN is a judicial introduction in search of
feature values for the unknown face, as GRNN is a non-iterative neural network with parallel structure; this makes
GRNN feasible for real time application with less time cost.
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