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HIGHER RANK K-THEORETIC DONALDSON–THOMAS THEORY OF POINTS
NADIR FASOLA, SERGEJ MONAVARI, AND ANDREA T. RICOLFI
ABSTRACT. We exploit the critical structure on the Quot scheme QuotA3 (O
⊕r ,n ), in particular
the associated symmetric obstruction theory, in order to define rank r K-theoreticDonaldson–
Thomas invariants of the Calabi–Yau 3-fold A3. We compute the associated partition function
as a plethystic exponential, proving a conjecture proposed in string theory by Awata–Kanno
and Benini–Bonelli–Poggi–Tanzini. A crucial step in the proof is the fact that the invariants do
not depend on the equivariant parameters of the framing torus (C∗)r .
Reducing from K-theoretic to cohomological invariants, we compute the corresponding DT
invariants, proving a conjecture of Szabo. Reducing further to enumerative DT invariants, we
solve the higher rank DT theory of a pair (X ,F ), where F is an equivariant exceptional vector
bundle on a projective toric 3-fold X .
We give a mathematical definition of the chiral elliptic genus studied in physics by Benini–
Bonelli–Poggi–Tanzini. This allows us to define elliptic DT invariants of A3 in arbitrary rank,
and to study their first properties.
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1. INTRODUCTION
1.1. Overview. Classical Donaldson–Thomas (DT in short) invariants of a smooth complex
projective Calabi–Yau 3-fold Y , introduced in [60], are integers that virtually count stable tor-
sion free sheaves on Y , with fixed Chern character γ. However, the theory ismuch richer than
what the bare DT numbers
DT(Y ,γ) ∈ Z
can capture: there are extra symmetries subtly hidden in the local structure of the moduli
spaces of sheaves giving rise to the classical DT invariants. This idea has been present in the
physics literature for some time [27, 19].
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The existence of these hidden symmetries suggests that there should exist more refined in-
variants, ofwhich theDTnumbers are just a shadow. These branch out in twomain directions:
◦ motivic Donaldson–Thomas invariants, and
◦ K-theoretic Donaldson–Thomas invariants.
For the former, the papers by Kontsevich and Soibelman [33, 34] are a good starting point.
For the latter, see some recent developments after Nekrasov–Okounkov, e.g. [46, 49, 1, 62] and
[45, 47, 13] for a generalisation to Calabi–Yau 4-folds. In this paper we deal with K-theoretic
DT theory. The relationship betweenmotivic and K-theoretic, whichwe briefly sketch in § 6.3,
will be investigated in future work.
The subtle structure of the DTmoduli spaces is most evident in the local case, i.e. when the
theory is applied to the simplest Calabi–Yau3-fold of all, namely the affine spaceA3. See [6, 17]
for the rank 1motivic DT theory ofA3, and [56] for a higher rank version. This paper solves the
K-theoretic Donaldson–Thomas theory of points ofA3. Part of the mathematical background
needed to define the theory in rank r > 1 is contained in [4], where it is shown that the main
player, the Quot scheme
(1.1) QuotA3 (O
⊕r ,n )
of length n quotients of the free sheaf O ⊕r , is a global critical locus, i.e. it can be realised as
{d f = 0}, for f a regular function on a smooth scheme. This structural result, revealing in
bright light the symmetries wewere talking about, is used to define the higher rank K-theoretic
DT theory of points that is the central character in this paper. The case r = 1, corresponding to
Hilbn (A3), was already defined, and it was solved by Okounkov [49, § 3], proving a conjecture
by Nekrasov [43]. Our main result (Theorem A) can be seen as an upgrade of his calculation.
In physics, remarkably, the definition of the K-theoretic DT invariants studied here already
existed, and gave rise to a conjecture that our paper—again, TheoremA—provesmathemati-
cally. More precisely, our formula for the K-theoretic DT partition functionDTKr ofA
3 was first
conjectured by Nekrasov [43] for r = 1 and by Awata and Kanno [3] for arbitrary r . A formula
expressingDTKr as a product of r (suitably shifted) copies ofDT
K
1 was conjectured byNekrasov
and Piazzalunga [47, § 3] as a limit of the 4-fold theory; we believe it is closely related to the
product formula, displayed in (1.5), that we obtain in Theorem 6.9. The reader is referred to
§ 1.3 of this introduction for more background on the physics picture.
We also study higher rank cohomological DT invariants of A3. As we show in Corollary 7.1,
these can be obtained as a suitable limit of the K-theoretic invariants. Motivated by [3, 44], a
closed formula for their generating function DTcohr was conjectured by Szabo [59, Conj. 4.10]
as a generalisation of the r = 1 case covered by Maulik–Nekrasov–Okounkov–Pandharipande
[42, Thm1]. We prove this conjecture as our TheoremB. To get there, in § 5wedevelop ahigher
rank topological vertex formalismbased on the combinatorics of colored plane partitions, gen-
eralising the classical vertex formalism of [41, 42].
We pause for a second to explain a key step in this paper. The Quot scheme (1.1), which
gives rise to most of the invariants we study here, is acted on by an algebraic torus
T= (C∗)3× (C∗)r ,
and by their very definition, both the K-theoretic and the cohomological DT invariants de-
pend, a priori, on the sets t = (t1, t2, t3) and w = (w1, . . . ,wr ) of equivariant parameters of
T. The main technical result of this paper, which is proved as Theorem A.9 in the Appendix,
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states that
(1.2) The K-theoretic DT invariants do not depend on the framing parameters w .
This iswhat allowsus, for instance, to take arbitrary limits to evaluate our formulae. Adifferent
proof of Theorem A.9 is obtained by Arbesfeld–Kononov in [2].
1.2. Main results. We briefly outline here the main results obtained in this paper.
1.2.1. K-theoretic DT invariants. As we mentioned above, the Quot scheme (1.1) is a critical
locus, thus it carries a natural symmetric perfect obstruction theory in the sense of Behrend–
Fantechi [7, 8]. As we recall in § 4.1.1, there is also an induced twisted virtual structure sheafÒO vir ∈ K0(QuotA3 (O ⊕r ,n )), which is a twist by an orientation (i.e. a square root of the virtual
canonical bundle) of the ordinary virtual structure sheaf O vir. The rank r K-theoretic DT parti-
tion function of theQuot scheme of points ofA3, encodes the rank r K-theoretic DT invariants
of A3, and is defined as
DTKr (A
3,q , t ,w ) =
∑
n≥0
qnχ (QuotA3 (O
⊕r ,n ), ÒO vir) ∈Z((t , (t1t2t3) 12 ,w ))Jq K,
where the half power is caused by the twist by the chosen orientation (this choice does not
affect the invariants, cf. Remark 4.3).
Granting Theorem A.9, that we stated informally in (1.2), we shall write DTKr (A
3,q , t ) =
DTKr (A
3,q , t ,w ), ignoring the framing parameters w . In § 6.2 we determine a closed formula
for this series, proving the conjecture by Awata–Kanno [3]. This conjecture was checked for
low number of instantons in [3, § 4].
To state our first main result, we need to recall the definition of the plethystic exponential.
Given an arbitrary power series
f = f (u1, . . . ,uℓ) =
∑
n1,...,nℓ>0
an1,...,nℓu
n1
1 · · ·u
nℓ
ℓ ∈ ZJu1, . . . ,uℓK,
one sets
(1.3) Exp
 
f

= exp
∑
n>0
f (un1 , . . . ,u
n
ℓ )
n

=
∏
n1,...,nℓ>0
1
(1−un11 · · ·u
nℓ
ℓ )
an1,...,nℓ
.
Consider, for a formal variable x , the operator [x ] = x 1/2 − x−1/2. In § 6.1 we consider this
operator on K T0 (pt). See § 8.4 for its physical interpretation. We are now able to state our first
main result.
Theorem A (Theorem 6.3). The rank r K-theoretic DT partition function of A3 is given by
(1.4) DTKr (A
3, (−1)rq , t ) = Exp
 
Fr (q , t1, t2, t3)

,
where, setting t= t1t2t3, one defines
Fr (q , t1, t2, t3) =
[tr ]
[t][t
r
2 q ][t
r
2 q−1]
[t1t2][t1t3][t2t3]
[t1][t2][t3]
.
The case r = 1 of Theorem A was proved by Okounkov in [49]. The general case was pro-
posed conjecturally in [3, 9]. N. Arbesfeld and Ya. Kononov informed us during the writing of
this paper that they also obtained a proof of Theorem A [2].
It is interesting to notice that Formula (1.4) is equivalent to the product decomposition
(1.5) DTKr (A
3, (−1)rq , t ) =
r∏
i=1
DTK1 (A
3,−q t
−r−1
2 +i , t ),
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that we obtain in Theorem 6.9. This formula is likely related to the product formula [47, For-
mula (3.14)] appearing as a limit of the 4-fold theory developed by Nekrasov and Piazzalunga.
Formula (1.5) is also related to its motivic cousin: as we observe in § 6.3, the motivic parti-
tion function DTmotr of the Quot scheme of points of A
3 (see [4, Prop. 2.7] and the references
therein) satisfies the same product formula, after the transformation t1/2→−L1/2.
1.2.2. CohomologicalDT invariants. The generating function of cohomologicalDT invariants
is defined as
DTcohr (A
3,q , s ,v ) =
∑
n≥0
qn
∫
[QuotA3 (O ⊕r ,n )]vir
1
where s = (s1, s2, s3) and v = (v1, . . . ,vr ), with si = c
T
1 (ti ) and v j = c
T
1 (w j ) respectively, and the
integral is defined viaT-equivariant residues. It is a consequence of (1.2) thatDTcohr (A
3,q , s ,v )
doesnotdependon v , sowewill shorten it asDTcohr (A
3,q , s ). In § 7.1weexplainhow to recover
the cohomological invariants out of the K-theoretic ones. This is the limit formula (Corollary
7.1)
DTcohr (A
3,q , s ) = lim
b→0
DTKr (A
3,q ,e b s ),
essentially a formal consequence of our explicit expression for the K-theoretic higher rank
vertex (cf. § 5) attached to the Quot scheme QuotA3 (O
⊕r ,n ).
TheoremB (Theorem7.2). Thegenerating seriesof rank r cohomologicalDonaldson–Thomas
invariants of A3 is given by
DTcohr (A
3,q , s ) =M((−1)rq )−r
(s1+s2)(s1+s3)(s2+s3)
s1s2 s3 ,
whereM(t ) =
∏
m≥1(1− t
m )−m is the MacMahon function.
The case r = 1 of Theorem B was proved by Maulik–Nekrasov–Okounkov–Pandharipande
[42, Thm. 1]. Theorem B was conjectured in [44, 59] and confirmed for r ≤ 8 and n ≤ 8 in
[9]. The specialisationDTcohr (A
3,q , s )

s1+s2+s3=0
=M((−1)r q )r was already computed inphysics
[16].
1.2.3. Elliptic DT invariants. In § 8 we define the virtual chiral elliptic genus and we intro-
duce a refinement DTellr of the generating series DT
K
r , which can be seen as a mathematical
definition of the elliptic DT invariants studied in [9]. We propose a conjecture (Conjecture 8.9)
about the behaviour ofDTellr and, granting this conjecture, we prove a conjecture formulated
by Benini–Bonelli–Poggi–Tanzini (Theorem 8.11).
1.2.4. Global geometry. So farwehaveonlydiscussed results concerning local geometry. When
X is a projective toric 3-fold and F is an equivariant exceptional locally free sheaf, by [56,
Thm. A] there is a 0-dimensional torus equivariant (cf. Proposition 9.2) perfect obstruction
theory on QuotX (F,n ). Therefore the higher rank Donaldson–Thomas invariants
DTF,n =
∫
[QuotX (F,n )]vir
1 ∈ Z
can be computed via the Graber–Pandharipande virtual localisation formula [24]. The next
result confirms (in the toric case) a prediction [56, Conj. 3.5] for their generating function.
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Theorem C (Theorem 9.7). Let (X ,F ) be a pair consisting of a smooth projective toric 3-fold
X along with an exceptional equivariant locally free sheaf F of rank r . Then∑
n≥0
DTF,nq
n =M((−1)r q )r
∫
X
c3(TX ⊗KX ).
The corresponding formula in the Calabi–Yau case was proved in [56, § 3.2], whereas the
general rank 1 case was proved in [42, Thm. 2] and [36, Thm. 0.2].
1.3. Relation to string theory. An interpretation for Donaldson–Thomas invariants is avail-
able also in the context of supersymmetric string theories. In this framework, one is inter-
ested in countings of BPS-bound states on (Calabi–Yau) 3-folds. The interest in studying the
BPS sector of string theories lies in the fact the it consists of quantities which are usually pro-
tected from quantum corrections, and which can sometimes be studied non-perturbatively.
On the other hand, BPS countings have been shown in many occasions to have a precise
mathematical interpretation rooted in counting problems in enumerative geometry. In the
case of Donaldson–Thomas theory the interpretation is that of a type IIA theory compacti-
fied on X , so that the four dimensional effective theory has an N = 2 supersymmetry con-
tent. BPS states then preserve half of this supersymmetry and are indexed by a charge vec-
tor living on a lattice determined by the cohomology (with compact support) of the 3-fold
Γ ∼= H 0(X ,Z)⊕H 2(X ,Z)⊕H 4(X ,Z)⊕H 6(X ,Z). These lattices can also be interpreted as the
charge lattices of D-branes wrapping p -cycles on X , where
Dp ←→H 6−p (X ,Z) ∼= Hp (X ,Z),
for p = 0,2,4,6. The Witten index
IndX (γ) = TrH(γ)BPS
(−1)F
provides ameasure of the degeneracy of the BPS states, where the trace is over the fixed charge
sector of the single-particle Hilbert space HBPS =
⊕
γ∈Γ H
(γ)
BPS and F is a given one–particle
operator acting on the γ-component of the Hilbert space. The choice of a charge vector of the
form γ= (r, 0,−β ,n ) is then equivalent to a system of (D0-D4-D6)-branes, where r D6-branes
wrap thewhole 3-foldX . The index of the theory is thendefined via integrationover the virtual
class of the moduli space of BPS statesM(γ)BPS(X ),
IndX (γ) =
∫
[M
(γ)
BPS(X )]
vir
1.
The moduli space of BPS states on X = A3 with charge vector γ = (r, 0,0,n ) is then identified
with theQuot-scheme QuotA3 (O
⊕r ,n ), and the partition function of the theory reproduces the
generating function of degree 0 DT invariants on A3∑
n≥0
IndA3 (r, 0,0,n )q
n =DTcohr (A
3,q , s ).
An equivalent interpretation can be also given in type IIB theories, where the relevant systems
will be those of (D(-1)-D3-D5)-branes. The effective theory on the D(-1)-branes, which in this
case are 0-dimensional objects, is a quivermatrix model, which encodes the critical structure
of QuotA3 (O
⊕r ,n ). K-theoretic and elliptic versions of DT invariants can also be studied by
suitably generalising the D-branes construction. One can study for instance a D0-D6 brane
system with r branes on X ×S1, S1 being the worldvolume of the D0-branes. In this case the
D0-branes quantummechanics describe the K-theoretic generalisation of DT theory, so that
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the supersymmetric partition function computes the equivariant Euler characteristic of the
twisted virtual structure sheaf ÒO vir of Quot scheme identified with the moduli space of BPS
vacua of the theory. Analogously, the D1 string theory of a D1-D7 system on the product of
X by an elliptic curve, say X × T 2, provides the elliptic generalisation of higher rank DT in-
variants, [9], while the superconformal index realises the virtual elliptic genus of the moduli
space of BPS states. In this context, a plethystic formula for the generating function of the K-
theoretic DT invariants was conjectured in [44, 3] for rank 1 and r , respectively. The elliptic
generalisation of DT theory was studied in [9], where a plethystic formula for the virtual el-
liptic genus was conjectured in the Calabi–Yau specialisation t1t2t3 = 1 and its generalisation
(t1t2t3)
r = 1 (cf. Theorem 8.11).
1.4. Related works on virtual invariants of Quot schemes. The study of virtual invariants of
Quot schemes is an active research area in enumerative geometry. See for instance the semi-
nal work of Marian–Oprea [39], where a virtual fundamental class on the Quot scheme of the
trivial bundle on a smooth projective curve was constructed. More recently, there has been a
lot of activity on surfaces, partiallymotivated by Vafa–Witten: tautological integrals over Quot
schemes were computed by Oprea–Pandharipande in [50], where the case of 1-dimensional
quotients was also studied, in connection with Seiberg–Witten invariants. Rationality ques-
tions of various descendent series with insertions have been investigated by Johnson–Oprea–
Pandharipande in [30]. Very recently, Lim [38] studied virtual χ−y -genera of Quot schemes on
surfaces, presenting a universal formula in terms of Seiberg–Witten invariants. In connection
to physics, flags of framed torsion-free sheaves on P2, as a generalisation of Quot schemes of
points on A2, were studied in [11, 12]. Many of the results mentioned above use virtual local-
isation to study virtual invariants of Quot schemes: our paper exploits virtual localisation as
well, though in the K-theoretic setup. Another remarkable application of localisation of vir-
tual classes of Quot schemes (on K3 surfaces) is the work of Marian–Oprea–Pandharipande
[40], where a conjecture formulated byM. Lehn in 1999 is proved exploiting such techniques.
Generating functions of Euler characteristics of Quot schemes on 3-folds were computed
byGholampour–Kool in [22] for quotients of sheaves of homological dimension atmost 1. The
wall-crossing type formula obtained in loc. cit. was interpreted, in the Calabi–Yau case, as an
Euler characteristic shadow of a DT/PT Hall algebra identity by Beentjes and the third author
[4]. Quot schemes of reflexive sheaves (of rank 2) also appeared in the work of Gholampour–
Kool–Young [23], as fibres of “double dual maps”, exploited to compute generating functions
of Euler characteristics of more complicated moduli spaces of (stable, torsion free) sheaves.
Virtual invariants are also defined (again, in the rank 2 case) via localisation in [23]. In the rank
1 case, quotients of the ideal sheaf of a smooth curveC in a 3-fold Y form a closed subscheme
of the Hilbert scheme of curves in Y , the key player in rank 1 DT theory. The series of virtual
Euler characteristics of the associated Quot scheme was computed by the third author in [54],
and later upgraded to a C -local DT/PT wall-crossing formula [53]. The motivic refinement of
this DT/PT correspondence was established by Davison and the third author in [17].
Virtual classes of dimension 0 of Quot schemes (for locally free sheaves) on projective 3-
folds are constructed under certain assumptions in [56]. In this paper we work also with the
virtual class on QuotA3 (O
⊕r ,n ) coming from the critical obstruction theory found in [4].
1.5. Planof thepaper. In§ 2we recall thebasicsonperfectobstruction theories, virtual classes,
virtual structure sheaves andhow toproduce virtual invariants out of these data; we review the
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K-theoretic virtual localisation theorem in § 2.5. Sections 3 – 8 are devoted to the “local Quot
scheme” QuotA3 (O
⊕r ,n ). In § 3 we recall its critical structure and we define a T-action on it,
whose fixed locus is parametrised by the finitelymany r -colored plane partitions (Proposition
3.11); we study the equivariant critical obstruction theory on the Quot scheme and prove that
the induced virtual class on the T-fixed locus is trivial (Proposition 3.13). In § 4.3 we introduce
cohomological and K-theoretic DT invariants of QuotA3 (O
⊕r ,n ). In § 5 we develop a higher
rank vertex formalism which we exploit to write down a formula (Proposition 5.2) for the vir-
tual tangent space of a T-fixed point in the Quot scheme. In § 6 we prove Theorem A as well
as Formula (1.5). In § 7 we prove Theorem B and we show thatDTcohr does not depend on any
choice of possibly nontrivial (C∗)3-weights on O ⊕r . In § 8, we give a mathematically rigorous
definition of a “chiral” version of the virtual elliptic genus of [20] and use it in § 8.2 to define
elliptic DT invariants. In § 8.3 we also give closed formulas for elliptic DT invariants in some
limiting cases, based on the conjectural independence on the elliptic parameter—seeConjec-
ture 8.9 andRemark 8.12. In particular Theorem 8.11 proves a conjecture recently appeared in
the physical literature [9, Formula (3.20)]. In § 9weprove TheoremCby gluing vertex contribu-
tions from the toric charts of a projective toric 3-fold. This is made possible by a comparison
of global and local equivariant obstruction theories and virtual classes — see Proposition 9.3
and Corollary 9.6. Finally, Appendix A contains the proof of the slogan (1.2), exploiting a func-
tional representation ofDTKr in terms of Jeffrey–Kirwan residues — see Lemma A.5 — and an
explicit characterisation of the poles of the partition function.
Conventions. We work over C. A scheme is a separated scheme of finite type over C. If Y is a
scheme, we letD[a ,b ](Y ) denote the derived category of coherent sheaves on Y , whose objects
are complexeswith vanishing cohomology sheaves outside the interval [a ,b ]. We let K 0(Y ) be
the K-group of vector bundles on Y . When Y carries an action by an algebraic torus T, we let
K 0T (Y )be theK-group ofT-equivariant vector bundles on Y . Similarly, we letK0(Y )denote the
K-group of coherent sheaves on Y , andwe letK T0 (Y )be theK-group of (the abelian category of)
T-equivariant coherent sheaves on Y . When Y is smooth, the natural Z-linear map K 0(Y )→
K0(Y ), resp. K
0
T (pt)-linear map K
0
T (Y )→ K
T
0 (Y ), is an isomorphism. Chow groups A
∗(Y ) and
cohomology groups H ∗(Y ) are taken with rational coefficients.
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with us their progress on their paper [2], for reading a first draft of this paper and for send-
ing us very interesting comments. Thanks to Alberto Cazzaniga for suggesting the compari-
son between motivic and K-theoretic factorisations. We thank Barbara Fantechi and Richard
Thomas for enlightening discussions about equivariant obstruction theories. We are grateful
to Martijn Kool, Giulio Bonelli and Alessandro Tanzini for the many discussions, insightful
suggestions and for commenting on a first draft of this paper.
2. BACKGROUND MATERIAL
2.1. Obstruction theories and virtual classes. A perfect obstruction theory on a scheme X , as
defined in [37, 7], is the datum of a morphism
φ : E→LX
inD[−1,0](X ), where E is a perfect complex of perfect amplitude contained in [−1,0], such that
h0(φ) is an isomorphism and h−1(φ) is surjective. Here, LX = τ≥−1L
•
X is the cut-off at−1 of the
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full cotangent complex L•X ∈D
[−∞,0](X ) defined by Illusie [26]. A perfect obstruction theory is
called symmetric (see [8]) if there exists an isomorphism θ : E e→E∨[1] such that θ = θ ∨[1].
The virtual dimension of X with respect to (E,φ) is the integer vd= rkE. This is just rkE 0−
rkE −1 if one can write E= [E −1→ E 0].
Remark 2.1. A symmetric obstruction theory E→LX has virtual dimension 0, andmoreover
the obstruction sheaf, defined asOb= h1(E∨), is canonically isomorphic to the cotangent sheaf
ΩX . In particular, one has the K-theoretic identity
E= h0(E)−h−1(E) =ΩX −TX ∈ K
0(X ).
A perfect obstruction theory determines a cone
C ,→ E1 = (E
−1)∨.
Letting ι : X ,→ E1 be the zero section of the vector bundle E1, the induced virtual fundamental
class on X is the refined intersection
[X ]vir = ι![C] ∈ Avd(X ).
By a result of Siebert [58, Thm. 4.6], the virtual fundamental class dependsonly on theK-theory
class of E.
Definition 2.2 ([24, 8]). LetG be an algebraic group acting on a scheme X . A perfect obstruc-
tion theoryφ : E→LX isG -equivariant ifφ admits a lift to amorphism in the derived category
D[−1,0](CohGX ) ofG -equivariant coherent sheaves.
2.2. From obstruction theories to virtual invariants. On a proper scheme X with a perfect
obstruction theory, one can define virtual enumerative invariants by∫
[X ]vir
α ∈ Q,
where α ∈ Ai (X ). These intersection numbers are going to vanish if i 6= vd.
On theK-theoretic side, itwas observed in [7, § 5.4] that a perfect obstruction theoryE→LX
not only induces a virtual fundamental class, but also a virtual structure sheaf
O virX = [Lι
∗OC] ∈ K0(X ).
Its construction first appeared in [32, 15] in the context of dg-manifolds and in [7, 20] in the
language of perfect obstruction theories. More recently, Thomas gave a description of O virX in
terms of the K -theoretic Fulton class, showing that it only depends on the K-theory class of E
[61, Cor. 4.5]. If π: X → pt is proper, one can use O virX and K-theoretic pushfoward π∗ =χ (X ,−)
to define virtual invariants by
χvir(X ,V ) =χ (X ,V ⊗O virX ) ∈ K0(pt) =Z, V ∈ K
0(X ).
A virtual version [20, Cor. 3.6] of the Hirzebruch–Riemann–Roch theorem holds: one has
χvir(X ,V ) =
∫
[X ]vir
ch(V ) · td(T virX ),
where, setting Ei = (E
−i )∨, one defines the virtual tangent bundle of X by the formula
T virX =E
∨ = E0− E1 ∈ K
0(X ).
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2.3. Torus representations and their weights. Let T= (C∗)g be an algebraic torus, with char-
acter lattice bT=Hom(T,C∗)∼=Zg . LetK T0 (pt)be theK-groupof the categoryofT-representations.
Any finite dimensional T-representation V splits as a sum of 1-dimensional representations
called the weights of V . Each weight corresponds to a character µ ∈ bT, and in turn each char-
acter corresponds to a monomial t µ = t
µ1
1 · · · t
µg
g in the coordinates of T. The map
(2.1) tr: K T0 (pt)→Z

t µ |µ ∈ bT , V 7→ trV ,
sending the class of aT-module to its decomposition intoweight spaces is a ring isomorphism,
where tensor product on the left corresponds to the natural multiplication on the right. We
will therefore sometimes identify a (virtual) T-module with its character. Sometimes, to ease
notation, we shall write tr(V ) instead of trV .
Example 2.3. Let V =
∑
µ t
µ be a T-module. Define Λ•pV =
∑rkV
i=0 p
i
Λ
iV to be the total wedge
of V . We shall write Λ•V =Λ•−1V . As shown for instance in [49, Ex. 2.1.5], its trace satisfies
trΛ•−pV =
∏
µ
(1−p t µ).
2.4. Virtual normal bundle and virtual tangent space. Let T= (C∗)g be an algebraic torus. If
Y is a scheme carrying the trivial T-action, any coherent sheaf B ∈CohY admits a direct sum
decomposition B =
⊕
µB
µ into eigensheaves, where µ ∈ bT∼= Zg ranges over the characters of
T. The T-fixed part and the T-moving part of B are defined as
Bfix = B 0, Bmov =
⊕
µ 6=0
Bµ.
This definition extends to complexes of coherent sheaves.
If X is a scheme carrying a T-action and a T-equivariant perfect obstruction theoryE→LX ,
and Y ⊂ X T is a component of the fixed locus, then the virtual normal bundle of Y ⊂ X is the
complex
N virY /X = T
vir
X
mov
Y
=E∨
mov
Y
.
If p ∈ X T is a fixed point, the virtual tangent space of X at p is T virp =E
∨

p
∈ K T0 (pt).
2.5. Virtual localisation. A very useful tool to compute virtual K-theoretic invariants is the
virtual localisation theorem. Its first version was proven in equivariant Chow theory in [24],
and a K-theoretic version appeared in [20, § 7] and [51, § 3]. Suppose that X carries an action
of an algebraic torus T and a T-equivariant perfect obstruction theory. Then O virX is naturally
an element of K T0 (X ) and if X is proper one can define χ
vir(X ,−) = χ (X ,−⊗O virX ) by means
of the equivariant pushforward χ (X ,−): K T0 (X )→ K
T
0 (pt). The K-theoretic virtual localisation
formula states that, for an arbitrary elementV ∈ K 0T (X ) of the T-equivariant K-theory, one has
the identity
(2.2) χvir(X ,V ) =χvir

X T,
V |X T
Λ•N vir,∨

∈ K T0 (pt)

1
1− t µ
µ ∈ bT ,
where X T ⊂ X is the T-fixed locus,N vir ∈ K 0T (X
T) is K-theory class of the virtual normal bundle,
i.e. of the T-moving part of T virX =E
∨ restricted to X T.
More than just being a powerful theorem, the localisation formula allows one to define in-
variants for quasi-projective T-varieties, provided that they have proper T-fixed locus: if this is
the case, one defines χvir(X ,V ) to be the right hand side of (2.2). If X is proper, this definition
coincides with the usual one thanks to the localisation theorem.
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Remark2.4. We thankNoahArbesfeld for pointingout tous that for quasi-projective schemes,
in contrast to the case of equivariant cohomology, one can directly define the equivariant Euler
characteristic of a coherent sheaf via its character as a torus representation, without invoking
virtual localisation.
3. THE LOCAL QUOT SCHEME: CRITICAL AND EQUIVARIANT STRUCTURE
3.1. Overview. In this section we start working on the local Calabi–Yau 3-foldA3. Fix integers
r ≥ 1 and n ≥ 0. Our focus will be on the local Quot scheme
QuotA3 (O
⊕r ,n ),
whose points correspond to short exact sequences
0→ S →O ⊕r → T → 0
where T is a 0-dimensional OA3-module with χ (T ) = n .
We shall use the following notation throughout.
Notation 3.1. If F is a locally free sheaf on a variety X , and F ։ T is a surjection onto a 0-
dimensional sheaf of length n , with kernel S ⊂ F , we denote by
[S ] ∈QuotX (F,n )
the corresponding point in the Quot scheme.
In this section, we will:
◦ recall from [4] the description of the Quot scheme as a critical locus (§ 3.2),
◦ describe a T-action (for T= (C∗)3× (C∗)r a torus of dimension 3+ r ) on QuotA3 (O
⊕r ,n ),
with isolated fixed locus consisting of direct sums of monomial ideals (§ 3.3),
◦ reinterpret the fixed locus QuotA3 (O
⊕r ,n )T in terms of colored partitions (§ 3.4),
◦ prove that the critical perfect obstruction theory on QuotA3 (O
⊕r ,n ) is T-equivariant
(Lemma 3.12), and that the induced T-fixed obstruction theory on the fixed locus is
trivial (Proposition 3.13).
The content of this section is the starting point for the definition (see § 4.3) of virtual invariants
on QuotA3 (O
⊕r ,n ), as well as our construction (see § 5) of the higher rank vertex formalism.
3.2. The critical structure on the Quot scheme. Let V be an n-dimensional complex vector
space. Consider the space Rr,n = Rep(n ,1)(eL3) of r -framed (n , 1)-dimensional representations
of the 3-loop quiver L3, depicted in Figure 1. The notation “(n , 1)” means that the main vertex
(the one belonging to the 3-loop quiver, labelled “0” in the figure) carries a copy of V , whereas
the framing vertex (labelled “∞”) carries a copy of C.
∞ 0
A1
A2
A3
...
u1
ur
FIGURE 1. The r -framed 3-loop quiver eL3.
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We have that Rr,n is an affine space of dimension 3n
2 + r n , with an explicit description as
Rr,n =

(A1,A2,A3,u1, . . . ,ur )
 A j ∈ End(V ), ui ∈V 	
= End(V )⊕3⊕V ⊕r .
By [4, Prop. 2.4], there exists a stability parameter θ on the 3-loop quiver such that θ -stable
framed representations (A1,A2,A3,u1, . . . ,ur ) ∈ Rr,n are precisely those satisfying the condi-
tion:
the vectors u1, . . . ,ur ∈V jointly generate (A1,A2,A3) ∈ Repn (L3).
Imposing this stability condition on Rr,n we obtain an open subscheme
Ur,n ⊂Rr,n
on which GL(V ) acts freely by the rule
g · (A1,A2,A3,u1, . . . ,ur ) = (A
g
1 ,A
g
2 ,A
g
3 ,g u1, . . . ,g ur ),
where A
g
i = g Ai g
−1 denotes conjugation by g ∈GL(V ). The quotient
(3.1) Quotnr =Ur,n/GL(V )
is a smooth quasi-projective variety of dimension 2n2+r n . In [4] the schemeQuotnr is referred
to as thenon-commutativeQuot scheme, by analogywith thenon-commutativeHilbert scheme
[48], i.e. themoduli space of left ideals of codimension n inC〈x1, x2, x3〉 (which of course exists
for an arbitrary number of free variables).
On Rr,n one can define the function
hn : Rr,n →A
1, (A1,A2,A3,u1, . . . ,ur )→ TrA1[A2,A3],
induced by the superpotentialW= A1[A2,A3] on the 3-loop quiver. Note that this function
• is symmetric under cyclic permutations of A1, A2 and A3, and
• does not touch the vectors ui , which are only used to define its domain.
Moreover, hn |Ur,n is GL(V )-invariant, and thus descends to a regular function
(3.2) fn : Quot
n
r →A
1.
Proposition 3.2 ([4, Thm. 2.6]). There is an identity of closed subschemes
QuotA3 (O
⊕r ,n ) = crit( fn )⊂Quot
n
r .
In particular,QuotA3 (O
⊕r ,n ) carries a symmetric perfect obstruction theory.
We use the notation crit( f ) for the zero scheme {d f = 0}, for f a function on a smooth
scheme. The embedding of the Quot scheme inside a non-commutative quiver model had
appeared (conjecturally, and in a slightly different language) in the physics literature [16].
Every critical locus crit( f )has a canonical symmetric obstruction theory, determinedby the
Hessian complex attached to the function f . It will be referred to as the critical obstruction
theory. In the case of Q =QuotA3 (O
⊕r ,n ), this symmetric obstruction theory is the morphism
(3.3)
Ecrit =
LQ =

TQuotnr

Q ΩQuot
n
r

Q


I /I 2 ΩQuotnr

Q

←
→
φ
←
→
Hess( fn )
←
→(dfn )
∨|Q
←
→
d
←
→ id
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inD[−1,0](Q), where we represented the truncated cotangent complex bymeans of the exterior
derivative d constructed out of the ideal sheaf I ⊂OQuotnr of the inclusion Q ,→Quot
n
r .
3.3. Torus actions on the local Quot scheme. In this section we define a torus action on the
Quot scheme. Set
(3.4) T1 = (C
∗)3, T2 = (C
∗)r , T=T1×T2.
The torus T1 acts on A
3 by the standard action
(3.5) t · xi = ti xi ,
and this action lifts to an action on QuotA3 (O
⊕r ,n ). At the same time, the torus T2 = (C
∗)r acts
on the Quot scheme by scaling the fibres of O ⊕r . Thuswe obtain a T-action onQuotA3 (O
⊕r ,n ).
Remark 3.3. The fixed locus QuotA3 (O
⊕r ,n )T1 is proper. Indeed, a T1-invariant surjection
O ⊕r ։ T necessarily has the quotient T entirely supported at the origin 0∈A3. Hence
QuotA3 (O
⊕r ,n )T1 ,→QuotA3 (O
⊕r ,n )0
sits inside the punctual Quot scheme as a closed subscheme. But QuotA3 (O
⊕r ,n )0 is proper,
since it is a fibre of theQuot-to-ChowmorphismQuotA3 (O
⊕r ,n )→ Symn A3, which is a proper
morphism.
We recall, verbatim from [4], the description of the full T-fixed locus induced by the product
action on the local Quot scheme.
Lemma 3.4 ([4, Lemma 2.10]). There is an isomorphism of schemes
QuotA3 (O
⊕r ,n )T =
∐
n1+···+nr=n
r∏
i=1
Hilbni (A3)T1 .
In particular, the T-fixed locus is isolated and compact.
Proof. The main result proved by Bifet in [10] (in greater generality) implies that
(3.6) QuotA3 (O
⊕r ,n )T2 =
∐
n1+···+nr=n
r∏
i=1
Hilbni (A3).
The claimed isomorphism follows by taking T1-invariants. Since Hilb
k (A3)T1 is isolated (a dis-
joint union of reduced points, each corresponding to a monomial ideal of colength k ), the
result follows.
Remark 3.5. The T-action on QuotA3 (O
⊕r ,n ) just described can be seen as the restriction of
a T-action on the larger space Quotnr . Indeed, a torus element t= (t1, t2, t3,w1, . . . ,wr ) ∈ T acts
on (A1,A2,A3,u1, . . . ,ur ) ∈Quot
n
r by
(3.7) t ·P = (t1A1, t2A2, t3A3,w1u1, . . . ,wr ur ).
The critical locus crit( fn ) is T-invariant, and the induced action is precisely the one we de-
scribed earlier in this section.
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3.4. Combinatorial descriptionof theT-fixed locus. The T-fixed locusQuotA3 (O
⊕r ,n )T is de-
scribed purely in terms of r -colored plane partitions of size n , as we now explain.
Here is the general definition of a partition of arbitrary dimension.
Definition 3.6. Let d ≥ 1 and n ≥ 0 be integers. A (d − 1)-dimensional partition of n is a
collection of n pointsA= {a1, . . . ,an } ⊂Z
d
≥0 with the following property: if ai = (ai1, . . . ,aid ) ∈
A, then whenever a point y= (y1, . . . , yd ) ∈Z
d
≥0 satisfies 0≤ y j ≤ ai j for all j = 1, . . . ,d , one has
y ∈A. The integer n = |A| is called the size of the partition.
There is a bijective correspondence between the sets of
◦ (d −1)-dimensional partitions of size n ,
◦ (C∗)d -fixed points of Hilbn (Ad ), and
◦ monomial ideals I ⊂C[x1, . . . , xd ] of colength n .
We will be interested in the case d = 3, corresponding by definition to plane partitions.
These can be visualised (cf. Figure 2) as configurations of n boxes stacked in the corner of
a room (with gravity pointing in the (−1,−1,−1) direction).
FIGURE 2. A plane partition of size n = 16.
Example3.7. IfA is a (d−1)-dimensional partitionof sizen as inDefinition 3.6, the associated
monomial ideal is
IA =
¬
x
i1
1 · · · x
id
d
 (i1, . . . , id ) ∈Zd≥0 \A¶ ⊂ C[x1, . . . , xd ].
For instance, if d = 3, in the case of the plane partition pictured in Figure 2, the associated
monomial ideal of colength 16 is generated by the monomials shaping the staircase of the
partition, and is thus equal to

x 43 , x1x
2
3 , x
2
1 x3, x
5
1 , x
2
1 x2, x1x2x3, x2x
2
3 , x1x
3
2 , x
3
2 x3, x
4
2

⊂ C[x1, x2, x3].
Here is an alternative definition of plane partitions.
Definition3.8. A (finite) plane partition is a sequenceπ= {πi j | i , j ≥ 0} ⊂Z≥0 such thatπi j =
0 for i , j ≫ 0 and
πi j ≥πi+1, j , πi j ≥πi , j+1 for all i , j ≥ 0.
Definition3.9. An r -coloredplane partition1 is a tupleπ= (π1, . . . ,πr ), where eachπi is a plane
partition.
Denote by
|π|=
∑
i , j≥0
πi j
1We use the terminology colored partitions as used in the physics literature, differently from the pre–existing
one in combinatorics.
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the size of a plane partition (i.e. the number n in Definition 3.6) and by |π|=
∑r
i=1 |πi | the size
of an r -colored plane partition.
In the light of Definition 3.8, the monomial ideal associated to a plane partition π is
Iπ =
¬
x i1 x
j
2 x
πi j
3
 i , j ≥ 0¶ ⊂ C[x1, x2, x3].
It is clear that the colength of the ideal Iπ is |π|.
Remark3.10. Ageneral plane partitionmayhave infinite legs, each shapedby (i.e. asymptotic
to) a standard (1-dimensional) partition, orYoungdiagram. Wearenot concernedwith infinite
plane partitions here, since we only deal with quotients O ⊕r ։ T with finite support.
Proposition 3.11. There is a bijection between T-fixed points [S ] ∈ QuotA3 (O
⊕r ,n )T and r -
colored plane partitions π of size n .
Proof. For r = 1 this is well known: as we recalled above, monomial ideals I ⊂C[x1, x2, x3] are
in bijective correspondence with plane partitions. Similarly, to each r -colored plane partition
π = (π1, . . . ,πr ) there corresponds a subsheaf Sπ =
⊕r
i=1 Iπi ⊂ O
⊕r . But these are the T-fixed
points of the Quot scheme by Lemma 3.4.
3.4.1. Computing the trace of a monomial ideal. Recall the map (2.1) sending a torus repre-
sentation to its weight space decomposition. Consider the 3-dimensional torus T1 acting on
the coordinate ring R =C[x1, x2, x3] of A
3. Then we have
trR =
∑
❒ ∈Z3≥0
t ❒ =
∑
(i , j ,k )∈Z3≥0
t i1 t
j
2 t
k
3 =
1
(1− t1)(1− t2)(1− t3)
.
For a cyclic monomial idealmab c = x
a
1 x
b
2 x
c
3 ·R ⊂R , one has
trmab c =
∑
i≥a
∑
j≥b
∑
k≥c
t i1 t
j
2 t
k
3 =
t a1 t
b
2 t
c
3
(1− t1)(1− t2)(1− t3)
.
More generally, for a monomial ideal Iπ ⊂C[x1, x2, x3], one has
(3.8) trIπ =
∑
(i , j ,k ) /∈π
t i1 t
j
2 t
k
3 .
These are the building blocks needed to compute trS for an arbitrary sheaf S =
⊕r
i=1 Iπi corre-
sponding to a T-fixed point [S ] ∈QuotA3 (O
⊕r ,n )T.
3.5. TheT-fixedobstruction theory. Recall from [24, Prop. 1] that a torus equivariant obstruc-
tion theory on a scheme Y induces a canonical perfect obstruction theory, and hence a virtual
fundamental class, on each component of the torus fixed locus. In this subsection we show
that the reduced isolated locus
QuotA3 (O
⊕r ,n )T ,→QuotA3 (O
⊕r ,n )
carries the trivial T-fixed perfect obstruction theory, so the induced virtual fundamental class
agrees with the actual (0-dimensional) fundamental class.
We first need to check the equivariance (cf. Definition 2.2) of the critical obstruction theory
Ecrit obtained in Proposition 3.2.
Lemma 3.12. The critical obstruction theory on Q=QuotA3 (O
⊕r ,n ) is T-equivariant.
Proof. We start with two observations:
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(1) The potential fn = TrA1[A2,A3] recalled in (3.2) is homogeneous (of degree 3) in the
matrix coordinates of the non-commutative Quot scheme.
(2) The potential fn satisfies the relation
(3.9) fn (t ·P ) = t1t2t3 · fn (P )
for every t = (t1, t2, t3) ∈T1 and P ∈Quot
n
r .
Fix a point p ∈Q= crit( fn )⊂Quot
n
r . Then, settingN = 2n
2 + r n = dimQuotnr , let x1, . . . , xN be
local holomorphic coordinates of Quotnr around p . Let the torus T act on these coordinates
as prescribed by Equation (3.7), i.e. t1 (resp. t2 and t3) rescales each xk corresponding to the
entries of the first (resp. second and third)matrix, andwl rescales the coordinates of the vector
ul , for l = 1, . . . , r . Formally, for a matrix coordinate xk , we set
(t1, t2, t3,w1, . . . ,wr ) · xk = tℓ(k )xk
where ℓ(k ) ∈ {1,2,3} depends on whether xk comes from an entry of A1, A2 or A3. We also
have to prescribe an action on tangent vectors and 1-forms. For a matrix coordinate xk , we
set
(t1, t2, t3,w1, . . . ,wr ) ·
∂
∂ xk
=
t1t2t3
tℓ(k )
∂
∂ xk
(t1, t2, t3,w1, . . . ,wr ) ·dxk = tℓ(k )dxk .
(3.10)
If xk comes from a vector component of the l -th vector, we set
(t1, t2, t3,w1, . . . ,wr ) ·
∂
∂ xk
=w−1l
∂
∂ xk
(t1, t2, t3,w1, . . . ,wr ) ·dxk =wldxk .
(3.11)
However, the T2-action (3.11) will be invisible in the Hessian since the function fn does not
touch the vectors.
The Hessian can be seen as a section
Hess( fn ) ∈ Γ

Q,T ∗Quotnr

Q
⊗T ∗Quotnr

Q

.
In checking the equivariance relation
t ·Hess( fn )(ξ) =Hess( fn )(t ·ξ), t∈ T,
we may ignore local coordinates xk corresponding to vector entries, because the Hessian is
automatically equivariant in these coordinates (equivariance translates into the identity 0 =
0).
So, let us fix an xk coming from one of the matrices. The (i , j )-component of the Hessian
applied to ∂ /∂ xk is given by
Hessi j ( fn )

∂
∂ xk

=
∂ 2 fn
∂ xi ∂ x j
(x1, . . . , xN )dx j .
This will vanish unless k ∈ { i , j }. Without loss of generality we may assume k = i . In this case
we obtain, up to a sign convention,
(3.12) Hessi j ( fn )

t1t2t3
tℓ(k )
∂
∂ xk

=
t1t2t3
tℓ(k )
∂ 2 fn
∂ xk∂ x j
(x1, . . . , xN )dx j .
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On the other hand, we have
t ·Hessi j ( fn )

∂
∂ xk

= t ·

∂ 2 fn
∂ xk ∂ x j
(x1, . . . , xN )dx j

=
∂ 2 fn
(∂ tℓ(k )xk )(∂ tℓ( j )x j )
(tℓ(1)x1, . . . , tℓ(N )xN )tℓ( j )dx j
=
t1t2t3
tℓ(k )tℓ( j )
tℓ( j )
∂ 2 fn
∂ xk ∂ x j
(x1, . . . , xN )dx j
=
t1t2t3
tℓ(k )
∂ 2 fn
∂ xk∂ x j
(x1, . . . , xN )dx j ,
where we have combined the observations (1) and (2) with the second identity in (3.10) to
obtain the third equality. The latter expression agrees with the right hand side of Equation
(3.12). Thus we conclude that the Hessian complex is T-equivariant, as well as the morphism
(3.3) to the cotangent complex. This finishes the proof.
The property (3.9) of fn exhibits the differential d fn as a GL3-equivariant section
d fn ⊗ t
−1 : OQuotnr →ΩQuotnr ⊗ t
−1,
where t−1 = (t1t2t3)
−1 is the determinant representation of C3 =
⊕
1≤i≤3 t
−1
i · C. Therefore,
explicitly, the morphism inD[−1,0](CohTQ) lifting the critical obstruction theory (3.3) is
(3.13)

t⊗TQuotnr

Q ΩQuot
n
r

Q


I /I 2 ΩQuotnr

Q

←
→
Hess( fn )
←
→(dfn )
∨ |Q
←
→
d
←
→ id
so that, in particular, the equivariant K-theory class of the virtual tangent bundle attached to
the (equivariant) perfect obstruction theory (3.13) is
(3.14) T virQ = TQuotnr

Q
−ΩQuotnr

Q
⊗ t−1 ∈ K 0T (Q).
This fact will be recalled and used in Propositions 5.2 and 9.3.
Lemma 3.12 implies the existence of a “T-fixed” obstruction theory
(3.15) Ecrit
fix
QuotA3 (O ⊕r ,n )T
→LQuotA3 (O ⊕r ,n )T
on the fixed locus of the Quot scheme. We proved in Lemma 3.4 that this fixed locus is 0-
dimensional, isolated and reduced. The next result shows that the virtual fundamental class
induced by (3.15) on the fixed locus agrees with the actual fundamental class.
Proposition 3.13. There is an identity
QuotA3 (O
⊕r ,n )T
vir
=

QuotA3 (O
⊕r ,n )T

in the Chow group A0(QuotA3 (O
⊕r ,n )T).
Proof. The perfect obstruction theoryEcrit onQ=QuotA3 (O
⊕r ,n )made explicit in (3.3) is sym-
metric, induced by the critical structure. Its K-theory class is therefore (cf. Remark 2.1)
Ecrit =ΩQ −TQ ∈ K
0(Q).
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We know by Lemma 3.4 that the fixed locus is reduced and isolated, which means that
(3.16) TQ
fix
p
= 0
for all p ∈ QT. Every such fixed point inherits a perfect obstruction theory whose associated
virtual fundamental class is of dimension at most dim{p }= 0. Explicitly, the obstruction the-
ory is given by the complex
Ecrit
fix
p
,
whose K-theory class is
ΩQ
fix
p
−TQ
fix
p
=ΩQ
fix
p
thanks to the vanishing (3.16). For this to have rank at most 0, we must have
ΩQ
fix
p
= 0.
So there are neither fixed tangents nor fixed obstructions at p , which implies the obstruction
theory is trivial. The claim follows.
Corollary 3.14. Let [S ] ∈ QuotA3 (O
⊕r ,n )T be a torus fixed point. The tangent and cotangent
spaces ofQuotA3 (O
⊕r ,n ) at [S ] are entirely T-movable. In particular, the virtual tangent space
at [S ] can be written as
(3.17) T virS =E
∨
crit
mov
[S ]
= TQ

[S ]
−ΩQ

[S ]
⊗ t−1 ∈ K 0T (pt).
4. INVARIANTS ATTACHED TO THE LOCAL QUOT SCHEME
In this section we introduce cohomological and K-theoretic DT invariants of A3, the main
object of study of this paper, starting from the Quot scheme QuotA3 (O
⊕r ,n ) studied in the
previous section. We first need to introduce some notation and terminology.
4.1. Some notation. Recall the tori T1 = (C
∗)3 and T2 = (C
∗)r from (3.4). We let t1, t2, t3 and
w1, . . . ,wr be the generators of the representation rings K
0
T1
(pt) and K 0T2 (pt), respectively. Then
one can write the equivariant cohomology rings of T1 and T2 as
H ∗
T1
=Q[s1, s2, s3], H
∗
T2
=Q[v1, . . . ,vr ],
where si = c
T1
1 (ti ) and v j = c
T2
1 (w j ). For a virtual T-module V ∈ K
0
T (pt), we let
trV ∈Z((t1, t2, t3,w1, . . . ,wr ))
denote its character, i.e. its decomposition into weight spaces. We denote by ( · ) the involution
of Z((t1, t2, t3,w1, . . . ,wr )) defined by
P (t1, t2, t3,w1, . . . ,wr ) = P (t
−1
1 , t
−1
2 , t
−1
3 ,w
−1
1 , . . . ,w
−1
r ).
4.1.1. Twisted virtual structure sheaf. For any scheme X endowed with a perfect obstruction
theory E→LX , define as in [20, Def. 3.12], the virtual canonical bundle
KX ,vir = detE= det(T
vir
X )
∨.
This is just detE 0⊗(detE −1)∨ ifE= E 0−E −1 ∈ K 0(X ). Wewill simplywriteKvir when X is clear
from the context.
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Lemma 4.1. Let A be a smooth variety equipped with a regular function f : A → A1, and let
X = crit( f )⊂ A be the critical locus of f , with its critical (symmetric) perfect obstruction theory
Ecrit→LX . ThenKX ,vir ∈ Pic(X ) admits a square root, i.e. there exists a line bundle
K
1
2
X ,vir ∈ Pic(X )
whose second tensor power equals detEcrit.
Proof. The K-theory class of the critical perfect obstruction theory is
Ecrit =ΩA

X
−TA

X
,
and by definition one has
KX ,vir =
detΩA|X
detTA|X
=
detΩA |X
(detΩA|X )−1
= KA

X
⊗KA

X
.
Let X be a scheme endowed with a perfect obstruction theory, and let O virX ∈ K0(X ) be the
induced virtual structure sheaf. Assume the virtual canonical bundle admits a square root.
Following [46], we define the twisted (or symmetrised) virtual structure sheaf asÒO virX =O virX ⊗K 12X ,vir.
In case X carries a torus action, wewill see in Remark 4.2 that ÒO virX acquires a canonical weight.
4.2. Classicalenumerative invariants. Thenaive (topological) Euler characteristicof theQuot
scheme QuotA3 (O
⊕r ,n ) is computed via the Gholampour–Kool formula [22, Prop. 2.3]∑
n≥0
e (QuotA3 (O
⊕r ,n ))qn =M(q )r ,
where M(q ) =
∏
m≥1(1− q
m )−m is the MacMahon function, the generating function for the
numberofplanepartitionsofnon-negative integers. On theotherhand, theBehrendweighted
Euler characteristic of the Quot scheme can be computed via the formula
(4.1)
∑
n≥0
evir(QuotA3 (O
⊕r ,n ))qn =M((−1)r q )r ,
proved in [4, Cor. 2.8]. For a complex scheme Z of finite type over C, we have set evir(Z ) =
e (Z ,νZ ), where νZ is Behrend’s constructible function [5]. See [4, Thm. A] for a proof of the
analogueof (4.1) for an arbitrary pair (Y ,F ) consisting of a smooth 3-fold Y alongwith a locally
free sheaf F on it. It was shown by Toda [63] that, on a projective Calabi–Yau 3-fold Y , the
wall-crossing factor in the higher rankDT/PTcorrespondence is preciselyM((−1)r q )r e (Y ). The
relationship between Toda’s wall-crossing formula [63] and the Gholampour–Kool’s formula
for Euler characteristics of Quot schemes on 3-folds [22] was clarified in [4] via a Hall algebra
argument.
4.3. Virtual invariants of the Quot scheme. The scheme QuotA3 (O
⊕r ,n ) is not proper, but
carries a torus action with proper fixed locus. Thus we may define virtual invariants via equi-
variant residues, by setting∫
[QuotA3 (O ⊕r ,n )]vir
1 ..=
∑
[S ]∈QuotA3 (O ⊕r ,n )T
1
e T(T virS )
∈Q((s ,v )),
where s = (s1, s2, s3) and v = (v1, . . . ,vr ) are the equivariant parameters of the torus T and T
vir
S
is the virtual tangent space (3.17). The sum runs over all T-fixed points [S ], which are isolated,
reduced and with the trivial perfect obstruction theory induced from the critical obstruction
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theoryon theQuot scheme (cf. Proposition3.13). We refer to these invariants as cohomological
rank r DT invariants, as they take value in (an extension of) the fraction fieldQ(s ,v ) of the T-
equivariant cohomology ringH ∗T . We will study their generating function
(4.2) DTcohr (A
3,q , s ,v ) =
∑
n≥0
qn
∫
[QuotA3 (O ⊕r ,n )]vir
1∈Q((s ,v ))Jq K
in § 7. On the other hand, K-theoretic invariants arise as natural refinements of their cohomo-
logical counterpart. Naively, one would like to study the virtual holomorphic Euler character-
istic
χ (QuotA3 (O
⊕r ,n ),O vir) =
∑
[S ]∈QuotA3 (O ⊕r ,n )T
tr

1
Λ•T
vir,∨
S

∈Z((t ,w )),
where t = (t1, t2, t3), w = (w1, . . . ,wr ), and via the trace map tr we identify a (possibly infinite-
dimensional) virtual T-module with its decomposition into weight spaces. It turns out that
guessing a closed formula for these invariants is incredibly difficult and, after all, not what one
should look at. Instead, Nekrasov–Okounkov [46] teach us that we should focus our attention
on
(4.3) χ (QuotA3 (O
⊕r ,n ), ÒO vir) = ∑
[S ]∈QuotA3 (O ⊕r ,n )T
tr
 
K
1
2
vir
Λ•T vir,∨S
!
∈Z((t , (t1t2t3)
1
2 ,w )), 2
where the twisted virtual structure sheaf ÒO vir is defined in § 4.1.1— a square root of the virtual
canonical bundle exists by Lemma 4.1 and Proposition 3.2. The generating function of rank r
K-theoretic DT invariants
(4.4) DTKr (A
3,q , t ,w ) =
∑
n≥0
qnχ (QuotA3 (O
⊕r ,n ), ÒO vir) ∈Z((t , (t1t2t3) 12 ,w ))Jq K
will be studied in § 6.
Remark 4.2. To be precise, we should replace the torusTwith its double coverTt, theminimal
cover of Twhere the character t−1/2 is defined, as in [46, § 7.1.2]. ThenK1/2vir is a Tt-equivariant
sheaf with character t−(dimQuot
n
r )/2. To ease the notation, we keep denoting the torus acting as
T.
Remark 4.3. As remarked in [46, 1], choices of square roots of Kvir differ by a 2-torsion ele-
ment in the Picard group, which implies thatχ (QuotA3 (O
⊕r ,n ), ÒO vir) does not depend on such
choices of square roots. Thus there is no ambiguity in (4.4).
5. HIGHER RANK VERTEX ON THE LOCAL QUOT SCHEME
5.1. The virtual tangent space of the local Quot scheme. By Lemma 3.4, we can represent
the sheaf corresponding to a T-fixed point
[S ] ∈QuotA3 (O
⊕r ,n )T
as a direct sum of ideal sheaves
S =
r⊕
α=1
IZα ⊂ O
⊕r ,
2In theory all equivariant weights could appear with half powers. However, by Remark 4.2, (t1t2t3)
1
2 is the only
one that truly appears.
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with Zα ⊂ A
3 a finite subscheme of length nα supported at the origin, and satisfying n =∑
1≤α≤r nα. In this subsection we derive a formula for the character of
χ (O ⊕r ,O ⊕r )−χ (S ,S )∈ K 0T (pt),
where for F andG in K 0T (pt), we set
χ (F,G ) =RHom(F,G ) =
∑
i≥0
(−1)i Exti (F,G ).
Our method follows the approach of [41, § 4.7]. Moreover, we show in Proposition 5.2 that
such character agrees with the virtual tangent space T virS induced by the critical obstruction
theory.
LetQα be the T1-character of the α-summand of O
⊕r /S , i.e. (cf. Equation (3.8))
Qα = trOZα =
∑
(i , j ,k )∈πα
t i1 t
j
2 t
k
3 ,
whereπα ⊂Z
3
≥0 is theplanepartitioncorresponding to themonomial idealIZα ⊂R =C[x , y , z ].
LetPα(t1, t2, t3)be the Poincaré polynomial ofIZα . This can be computed via aT1-equivariant
free resolution
0→ Eα,s → ·· ·→ Eα,1→ Eα,0→IZα → 0.
Writing
Eα,i =
⊕
j
R (dα,i j ), dα,i j ∈Z
3,
one has, independently of the chosen resolution, the formula
Pα(t1, t2, t3) =
∑
i , j
(−1)i t dα,i j .
By [41, § 4.7]we know that there is an identity
(5.1) Qα =
1+Pα
(1− t1)(1− t2)(1− t3)
.
For each 1≤α,β ≤ r , we can compute
χ (IZα ,IZβ ) =
∑
i , j ,k ,l
(−1)i+k HomR (R (dα,i j ),R (dβ ,k l ))
=
∑
i , j ,k ,l
(−1)i+kR (dβ ,k l −dα,i j ),
which immediately yields the identity
trχ (IZα ,IZβ ) =
PβPα
(1− t1)(1− t2)(1− t3)
∈Z((t1, t2, t3)).
It follows that, as a T-representation, one has
χ (S ,S ) =χ
 ∑
α
wα⊗IZα ,
∑
β
wβ ⊗IZβ
!
=
∑
1≤α,β≤r
χ (wα⊗IZα ,wβ ⊗IZβ ),
which yields
(5.2) trχ (S ,S ) =
∑
1≤α,β≤r
w−1α wβ ·PβPα
(1− t1)(1− t2)(1− t3)
.
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On the other hand,
(5.3) trχ (O ⊕r ,O ⊕r ) =
∑
1≤α,β≤r
w−1α wβ
(1− t1)(1− t2)(1− t3)
.
Proposition 5.1. Let [S ]∈QuotA3 (O
⊕r ,n )T be a torus fixed point. There is an identity
(5.4) trχ (O ⊕r ,O ⊕r )−χ (S ,S ) =
∑
1≤α,β≤r
w−1α wβ

Qβ −
Qα
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
QβQα

in Z((t1, t2, t3,w1, . . . ,wr )).
Proof. We compute trχ (O ⊕r ,O ⊕r )− trχ (S ,S ) via Formulas (5.2) and (5.3). It is enough to observe
that
1−PβPα
(1− t1)(1− t2)(1− t3)
=
1−PβPα +Pβ −Pβ
(1− t1)(1− t2)(1− t3)
=Qβ +Pβ
(−1−Pα)
(1− t1)(1− t2)(1− t3)
=Qβ +Pβ
Qα
t1t2t3
=Qβ +
 
Qβ (1− t1)(1− t2)(1− t3)−1
 Qα
t1t2t3
.
We have used Formula (5.1) in the second and fourth equality.
For every T-fixed point [S ]we define associated vertex terms
(5.5) Vi j =w
−1
i w j

Q j −
Qi
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
Q jQi

for every i , j = 1, . . . , r . It is immediate to see that for r = 1 (forcing i = j ) we recover the vertex
formalism developed in [41].
Proposition 5.1 can then be restated as
trχ (O ⊕r ,O ⊕r )− trχ (S ,S ) =
∑
1≤i , j≤r
Vi j .
We now relate this to the virtual tangent space (cf. § 2.4) T virS of a point [S ] ∈QuotA3 (O
⊕r ,n )T.
Proposition 5.2. Let [S ] ∈QuotA3 (O
⊕r ,n )T be a T-fixed point. Let T virS = E
∨
crit

[S ]
be the virtual
tangent space induced by the T-equivariant critical obstruction theory. Then there are identi-
ties
T virS =χ (O
⊕r ,O ⊕r )−χ (S ,S ) =
∑
1≤i , j≤r
Vi j ∈ K
T
0 (pt).
Proof. Let Quotnr be the non-commutative Quot scheme defined in (3.1). The superpotential
fn : Quot
n
r →A
1 defined in (3.2) is equivariant with respect to the character (t1, t2, t3) 7→ t1t2t3,
so it gives rise to a GL3-equivariant section
(5.6) OQuotnr
dfn⊗t
−1
−−−−→ΩQuotnr ⊗ t
−1
where, starting from the representation C3 =
⊕
1≤i≤3 t
−1
i ·C ∈ K
0
T1
(pt), we have set
t
−1 = detC3 = (t1t2t3)
−1.
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Here, and throughout this proof, we are identifying a representation with its own character via
the isomorphism (2.1). The zero locus of the section (5.6) is our Quot scheme
Q=QuotA3 (O
⊕r ,n ),
endowedwith theT-actiondescribed in § 3.3. According toEquation (3.14), the virtual tangent
space computed with respect to the critical T-equivariant obstruction theory on Q is
(5.7) T virS =

TQuotnr −ΩQuot
n
r
⊗ t−1
 
[S ]
.
The tangent space to the smooth schemeQuotnr can be written, around a point S ,→O
⊕r ։ V ,
as
(5.8) TQuotnr

[S ]
= (C3−1)⊗ (V ⊗V ) +
r⊕
α=1
Hom(wαC,V ),
where
r⊕
α=1
Hom(wαC,V ) =
r⊕
α=1
w−1α ⊗V
represents the r framings on the 3-loop quiver. Let V be written as a direct sum of structure
sheaves
V =
r⊕
α=1
OZα ,
where the α-summand has T-character wαQα. Substituting
C3 −1= t −11 + t
−1
2 + t
−1
3 −1=
t1t2 + t1t3 + t2t3 − t1t2t3
t1t2t3
V =
r∑
α=1
wαQα
into Formula (5.8) yields
TQuotnr

[S ]
=
t1t2 + t1t3 + t2t3 − t1t2t3
t1t2t3
∑
1≤α,β≤r
w−1α wβQαQβ +
∑
1≤α,β≤r
w−1α wβQβ ,
and hence
ΩQuotnr
⊗ t−1
 
[S ]
=
t1 + t2+ t3 −1
t1t2t3
∑
1≤α,β≤r
w−1α wβQαQβ +
∑
1≤α,β≤r
w−1α wβ
Qα
t1t2t3
,
which by Formula (5.7) yields
T virS =
∑
1≤α,β≤r
w−1α wβ

Qβ −
Qα
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
QαQβ

.
The right hand side is shown to be equal to χ (O ⊕r ,O ⊕r )−χ (S ,S ) in Proposition 5.1.
5.2. A small variation of the vertex formalism. All locally free sheaves on A3 are trivial, but
this is not true equivariantly. For example, we have KA3 = OA3 ⊗ t1t2t3 ∈ K
0
T1
(A3), even though
the canonical bundle is trivial. Consider
(5.9) F =
r⊕
i=1
OA3 ⊗λi ∈ K
0
T1
(A3)
where λ = (λi )i are weights of the T1-action, i.e. monomials in the representation ring of T1.
Let [S ]∈QuotA3 (F,n )
T be a T-fixed point. It decomposes as S =
⊕r
i=1IZi ⊗λi ∈ K
0
T1
(A3), where
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the weights λi are naturally inherited from F . This generalises thematerial in § 5.1, which can
be recovered by setting all weights λi to be trivial. Just as in Proposition 5.2, we can compute
T virS ,λ =χ (F,F )−χ (S ,S )∈ K
0
T (pt).
We find
T virS ,λ =χ

r⊕
i=1
OA3 ⊗λiwi ,
r⊕
j=1
OA3 ⊗λ jw j

−χ

r⊕
j=1
IZi ⊗λiwi ,
r⊕
i=1
IZ j ⊗λ jw j

.
Thereforewederive the sameexpression for the vertex formalismasbefore, just substituting
wi withλiwi . This variation will be crucial in § 9.4 where we indentify the Quot scheme of the
local model with the restriction of QuotX (F,n ) to an open toric chart, with X a toric projective
3-fold and F a T1-equivariant exceptional locally free sheaf.
Define, for λ= (λ1, . . . ,λr ) as above and F as in (5.9), the equivariant integral
(5.10)
∫
[QuotA3 (F,n )]vir
1 ..=
∑
[S ]∈QuotA3 (O ⊕r ,n )T
1
e T(T vir
S ,λ)
∈Q((s ,v )),
and let
(5.11) DTcohr (A
3,q , s ,v )λ=
∑
n≥0
qn
∫
[QuotA3 (F,n )]vir
1
be the generating function of the invariants (5.10). We shall see (cf. Corollary 7.4) that this
expression does not depend on the equivariant weights λi .
6. THE HIGHER RANK K-THEORETIC DT PARTITION FUNCTION
6.1. Symmetrised exterior algebras and brackets. We recall some constructions is equivari-
antK-theorywhichwill beused toproveTheoremA.For a recent andmore complete reference,
the reader may consult [49, § 2].
Let T be a torus, V =
∑
µ t
µ a T-module. Assume that det(V ) is a square in K 0T (pt). Define
the symmetrised exterior algebra of V as
bΛ•V ..= Λ•V
det(V )
1
2
.
It satisfies the relation bΛ•V ∨ = (−1)rkV bΛ•V .
Define the operator [ · ] by
[t µ] = t
µ
2 − t −
µ
2 .
One can compute
tr(bΛ•V ∨) =∏
µ
1− t −µ
t −
µ
2
=
∏
µ
(t
µ
2 − t −
µ
2 ) =
∏
µ
[t µ],
Extending bΛ• and [ · ] by linearity to the whole of K 0T (pt), for any virtual T-representation V =∑
µ t
µ−
∑
ν t
ν we find
tr(bΛ•V ∨) =∏µ[t µ]∏
ν[t
ν]
.
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6.2. Proof of Theorem A. By the description of the T-fixed locus QuotA3 (O
⊕r ,n )T given in
§3.4, every colored plane partition π = (π1, . . . ,πr ) corresponds to a unique T-fixed point
S =
⊕r
i=1IZi , for which we defined in Equation (5.5) the vertex termsVi j by
Vi j =w
−1
i w j

Q j −
Qi
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
Q jQi

with notation as in § 5.1. The generating function (4.2) of higher rank cohomological DT in-
variants can be rewritten in a purely combinatorial fashion as
DTcohr (A
3,q , s ,v ) =
∑
π
q |π|
r∏
i , j=1
e T(−Vi j ).
Similarly, the generating function (4.4) of the K-theoretic invariants can be rewritten as
DTKr (A
3,q , t ,w ) =
∑
π
q |π|
r∏
i , j=1
[−Vi j ].
A closed formula forDTK1 (A
3,q , t ,w )was conjectured in [43] and has recently been proven
by Okounkov.
Theorem6.1 ([49, Thm. 3.3.6]). Thegenerating seriesof rank1K-theoreticDonaldson–Thomas
invariants of A3 is given by
DTK1 (A
3,−q , t ,w ) = Exp
 
F1(q , t1, t2, t3)

where, setting t= t1t2t3, one defines
F1(q , t1, t2, t3) =
1
[t
1
2q ][t
1
2q−1]
[t1t2][t1t3][t2t3]
[t1][t2][t3]
.
Remark 6.2. It is clear from the expression of the vertex in rank 1 that there is no dependence
onw1. As pointed out to us byN. Arbesfeld, this can in fact be seen as a shadow of the fact that
T2 =C
∗ acts trivially on Quotn1 and on d fn .
We devote the rest of this section is to prove a generalisation of Theorem 6.1 to higher rank.
Theorem6.3. The generating series of rank r K-theoretic Donaldson–Thomas invariants ofA3
is given by
DTKr (A
3, (−1)rq , t ,w ) = Exp
 
Fr (q , t1, t2, t3)

,
where, setting t= t1t2t3, one defines
Fr (q , t1, t2, t3) =
[tr ]
[t][t
r
2 q ][t
r
2 q−1]
[t1t2][t1t3][t2t3]
[t1][t2][t3]
.
Remark 6.4. This result was conjectured in [3] by Awata and Kanno, who also proved it mod
q 4, i.e. up to 3 instantons.
Remark 6.5. As we mentioned in the Introduction, N. Arbesfeld and Ya. Kononov also ob-
tained, simultaneously and independently, a different proof of Theorem 6.3 [2].
The proof of Theorem 6.3 will follow essentially by taking suitable limits of the weights wi .
To perform such limits, we grant for now the following result, anticipated in (1.2) in the Intro-
duction.
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Theorem6.6 (TheoremA.9). The generating functionDTKr (A
3,q , t ,w )does not dependon the
weights w1, . . . ,wr .
We devote Appendix A to the proof of this crucial fact. Granting for now the independence
of the generating series of the weights wi , we specialise them to arbitrary values and take ar-
bitrary limits. We set wi = L
i for i = 1, . . . , r and compute the limit for L→∞.
Lemma 6.7. Let i < j . Then we have
lim
L→∞
[−Vi j ][−V j i ]

wi=L i
= (−t
1
2 )|π j |−|πi |.
Proof. Notice that all monomials in Vi j are of the form w
−1
i w jλ for λ a monomial in t1, t2, t3.
Then
[w−1i w jλ]

wi=L i
= (L j−iλ)
1
2 (1− L i− jλ−1).
WriteQi =
∑
µ t
µ andQ j =
∑
ν t
ν. Taking limits, we obtain
lim
L→∞
[−Vi j ]

wi=L i
= lim
L→∞
[−w−1i w j (Q j −Qi t
−1+QiQ j t
−1(1− t1)(1− t2)(1− t3))]

wi=L i
= lim
L→∞
L
j−i
2 (|πi |−|π j |)
∏
µ(t
−
µ
2 t
− 12 )∏
ν t
ν
2
.
Similarly, we obtain
lim
L→∞
[−V j i ]

wi=L i
= (−1)rk(−V j i ) lim
L→∞
[−V j i ]

wi=L i
= (−1)|πi |−|π j | lim
L→∞
[−w−1i w j (Qi −Q j t−QiQ j (1− t1)(1− t2)(1− t3))]

wi=L i
= (−1)|πi |−|π j | lim
L→∞
L
j−i
2 (|π j |−|πi |)
∏
ν(t
ν
2 t
1
2 )∏
µ t
−
µ
2
.
We conclude, as required, that
lim
L→∞
[−Vi j ][−V j i ]

wi=L i
= (−t
1
2 )|π j |−|πi |.
Lemma 6.8. Let x be a variable and ci ∈Z, for i = 1, . . . , r . Then we have∏
1≤i< j≤r
x c j−ci =
r∏
i=1
x (−r−1+2i )ci .
Proof. The assertion holds for r = 1 as the productory on the left hand side is empty. Assume
it holds for r −1. Then we have:∏
1≤i< j≤r
x c j−ci =
∏
1≤i< j≤r−1
x c j−ci
r−1∏
i=1
x cr−ci
= x (r−1)cr
r−1∏
i=1
x (−r−1+2i )ci
=
r∏
i=1
x (−r−1+2i )ci .
Combining Lemma 6.7 with Lemma 6.8 we can express the rank r K-theoretic DT theory of
A3 as a product of r copies of the rank 1 K-theoretic DT theory.
26 NADIR FASOLA, SERGEJMONAVARI, AND ANDREA T. RICOLFI
Theorem 6.9. There is an identity
DTKr (A
3, (−1)rq , t ,w ) =
r∏
i=1
DTK1 (A
3,−q t
−r−1
2 +i , t ).
Proof. Set wi = L
i . The generating series DTKr (A
3,q , t ,w ) can be computed in the limit L →
∞:
lim
L→∞
DTKr (A
3,q , t ,w ) = lim
L→∞
∑
π
q |π|
r∏
i , j=1
[−Vi j ]
= lim
L→∞
∑
π
r∏
i=1
q |πi |[−Vi i ]
∏
1≤i< j≤r
[−Vi j ][−V j i ]
=
∑
π
r∏
i=1
q |πi |[−Vi j ]
∏
1≤i< j≤r
(−t
1
2 )|π j |−|πi |
=
∑
π
r∏
i=1
q |πi |[−Vi i ]
r∏
i=1
(−t
1
2 )(−r−1+2i )|πi |
=
∑
π
r∏
i=1
[−Vi i ]q
|πi |(−1)(r+1)|πi |t(
−r−1
2 +i )|πi |
=
∑
π
r∏
i=1
[−Vi i ]

(−1)(r+1)q t
−r−1
2 +i
|πi |
=
r∏
i=1
DTK1 (A
3, (−1)(r+1)q t
−r−1
2 +i , t ).
We can now prove Theorem 6.3 (i.e. Theorem A from the Introduction).
Proof of Theorem 6.3. Define
Gr,i (q , t1, t2, t3) = F1(q t
−r−1
2 +i , t1, t2, t3).
We have
DTK1 (A
3,−q t
−r−1
2 +i , t ) = exp
∑
n≥1
1
n
1
[t
n
2 qn tn (
−r−1
2 +i )][t
n
2 q−n tn (
r+1
2 −i )]
[t n1 t
n
2 ][t
n
1 t
n
3 ][t
n
2 t
n
3 ]
[t n1 ][t
n
2 ][t
n
3 ]

= Exp
 
Gr,i (q , t1, t2, t3)

.
By Theorem 6.9 and Theorem 6.1 it is enough to show that Fr =
∑r
i=1Gr,i , or equivalently
r∑
i=1
1
[t
1
2q t
−r−1
2 +i ][t
1
2q−1t
r+1
2 −i ]
=
[tr ]
[t][t
r
2 q ][t
r
2 q−1]
.
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It is easy to check this is true for r = 1,2. Let now r ≥ 3: we perform induction separately on
even and odd cases. Assume the claimed identity holds for r −2. In both cases we have
r∑
i=1
1
[t
1
2q t
−r−1
2 +i ][t
1
2q−1t
r+1
2 −i ]
=
r−2∑
i=1
1
[t
1
2q t
−(r−2)−1
2 +i ][t
1
2q−1t
(r−2)+1
2 −i ]
+
1
[q t−
r
2+1][q−1t
r
2 ]
+
1
[q t
r
2 ][q−1t−
r
2+1]
=
[tr−2]
[t][t
r−2
2 q ][t
r−2
2 q−1]
−
1
[t
r−2
2 q−1][t
r
2 q−1]
−
1
[t
r
2 q ][t
r−2
2 q ]
=
1
[t][t
r
2 q ][t
r
2 q−1]
·
[tr−2][t
r
2 q ][t
r
2 q−1]− [t][t
r
2 q ][t
r−2
2 q ]− [t][t
r
2 q−1][t
r−2
2 q−1]
[t
r−2
2 q ][t
r−2
2 q−1]
=
[tr ]
[t][t
r
2 q ][t
r
2 q−1]
by which we conclude the proof.
Remark 6.10. Even though the work of Arbesfeld–Kononov [2] has different motivations than
ours, theirproofofTheorem6.3 is alsoobtainedasa consequenceof the statementofTheorem
6.6, whose proof in loc. cit. differs from the one we present in §A.1.
6.3. ComparisonwithmotivicDTinvariants. Let f :U →A1 bea regular functionona smooth
schemeU , and let µˆbe the group of all roots of unity. The critical locusZ = crit( f )⊂U inherits
a canonical virtual motive [6], i.e. a µˆ-equivariant motivic class
[Z ]vir =−L
− dimU2

φ f

∈M
µˆ
C = K
µˆ
0 (VarC)

L−
1
2

such that e [Z ]vir = evir(Z ), where evir(−) is Behrend weighted Euler characteristic and the Eu-
ler number specialisation prescribes e (L−1/2) = −1. The motivic class [φ f ] is the (absolute)
motivic vanishing cycle class introduced by Denef and Loeser [18].
ThevirtualmotiveofQuotA3 (O
⊕r ,n ) = crit( fn ), with respect to the critical structureofPropo-
sition 3.2,was computed in [52, Prop. 2.3.6]. The result is as follows. LetDTmotr (A
3,q )∈MCJq K
be the generating function of the virtual motives [QuotA3 (O
⊕r ,n )]vir. Then one has
DTmotr (A
3,q ) =
∏
m≥1
rm−1∏
k=0

1−L2+k−
rm
2 qm
−1
.
The case r = 1 was computed in [6]. The general case is obtained in a similar fashion [52, 14].
Moreover, it is immediate to verify thatDTmotr satisfies a product formula analogous to the one
proved in Theorem 6.9 for the K-theoretic invariants: we have
(6.1) DTmotr (A
3,q ) =
r∏
i=1
DTmot1

A3,qL
−r−1
2 +i

.
In particular, up to the substitution t
1
2 → −L
1
2 , the factorisation (6.1) is equivalent to the K-
theoretic one (Theorem 6.9). As observed in [56, § 4], the (signed) motivic partition function
admits an expression in terms of the motivic exponential, namely
(6.2) DTmotr (A
3, (−1)rq ) = Exp

(−1)rqL
3
2 
1− (−1)r qL
r
2
 
1− (−1)r qL−
r
2
 L r2 −L− r2
L
1
2 −L−
1
2

.
Given their structural similarities, we believe it is an interesting problem to compare the
K-theoretic partition function with the motivic one.
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It is worth noticing that Formula (6.2) can be recovered from the factorisation (6.1), just
as we discovered in the K-theoretic case during the proof of Theorem 6.3. This fact follows
immediately by the properties of the plethystic exponential.
Remark 6.11. A virtual motive for QuotY (F,n ) was defined in [56, § 4] for every locally free
sheaf F on a 3-fold Y . Just as in the case of the naive motives of the Quot scheme [55], the
partition function only depends on the motivic class [Y ] ∈ K0(VarC) and on r = rkF .
7. THE HIGHER RANK COHOMOLOGICAL DT PARTITION FUNCTION
7.1. Cohomological reduction. One should think of K-theoretic invariants as refinements of
the cohomological ones, as by taking suitable limits one fully recovers DTcohr (A
3,q , s ) from
DTKr (A
3,q , t ). We make this precise in the remainder of this section.
Let T ∼= Cg be an algebraic torus and let t1, . . . , tg be its coordinates. Recall that the Chern
character gives anatural transformation from(equivariant)K-theory to the (equivariant)Chow
group with rational coefficients by sending ti 7→ e
si , where si = c
T
1 (ti ). We can formally extend
it to
Z[t ±11 , . . . , t
±1
g ] QJs1, . . . , sg K
Z[t ±b1 , . . . , t
±b
g |b ∈C] CJs1, . . . , sg K
←
→
ch
←→ ←→
←
→
ch
by sending t bi 7→ e
b si , where b ∈C.
In § 6.1 we defined the symmetrised transformation [t µ] = t
µ
2 − t −
µ
2 , which enjoys the fol-
lowing linearisation property:
[ch(t bµ)] = e
bµ·s
2 (1− e −bµ·s ) = b e T(t µ) +o (b 2).
Inotherwords, e T( · ) is thefirst-order approximationof [ · ] inT-equivariantChowgroups. For a
virtual representation V =
∑
µ t
µ−
∑
ν t
ν ∈ K T0 (pt), denote byV
b =
∑
µ t
bµ−
∑
ν t
bν the virtual
representation where we formally substitute each weight t µ with t bµ. We have the identity
[ch(V b )] =
∏
µ[ch(t
bµ)]∏
ν[ch(t bν)]
= b rkV
∏
µ(e
T(t µ) +o (b ))∏
ν(e
T(t ν) +o (b ))
.
If rkV = 0, by taking the limit for b → 0 we conclude
lim
b→0
[ch(V b )] = e T(V ).(7.1)
It is clear from the definition of ch( · ) and [ · ] that these two transformations commute with
each other. This proves the following relation between K-theoretic invariants and cohomolog-
ical invariants of the local model.
Corollary 7.1. There is an identity
DTcohr (A
3,q , s ,v ) = lim
b→0
DTKr (A
3,q ,e b s ,e b v ).
Proof. Follows from the description of the generating series of K-theoretic invariants as
DTKr (A
3,q , t ,w ) =
∑
n≥0
qn
∑
[S ]∈QuotA3 (O ⊕r ,n )T
[−T virS ]
and by noticing that rkT virS = 0.
HIGHER RANK K-THEORETIC DT THEORY OF POINTS 29
Thanks to the v -independence, we can now rename
DTcohr (A
3,q , s ) =DTcohr (A
3,q , s ,v ).
We are ready to prove Theorem B from the Introduction.
Theorem 7.2. The generating function of rank r cohomological Donaldson–Thomas invari-
ants of A3 is given by
DTcohr (A
3,q , s ) =M((−1)r q )−r
(s1+s2)(s1+s3)(s2+s3)
s1s2 s3 .
Proof. By Corollary 7.1 and Theorem 6.3, we just need to compute the limit
lim
b→0
DTKr
 
A3, (−1)rq ,e b s

= lim
b→0
Exp
 
Fr (q , t
b
1 , t
b
2 , t
b
3 )

.
Denote for ease of notation s= c T1 (t) = s1 + s2 + s3. By the definition of plethystic exponential,
recalled in (1.3), we have
lim
b→0
Exp
 
Fr (q , t
b
1 , t
b
2 , t
b
3 )

= exp
∑
k≥1
1
k

lim
b→0
[e bk r s]
[e bks][e
bk r
2 sq k ][e
bk r
2 sq−k ]
[e bk (s1+s2)][e bk (s1+s3)][e bk (s2+s3)]
[e bk s1 ][e bk s2 ][e bk s3 ]

.
We have
lim
b→0
[e bk (s1+s2)][e bk (s1+s3)][e bk (s2+s3)]
[e bk s1 ][e bk s2 ][e bk s3 ]
=
(s1+ s2)(s1 + s3)(s2+ s3)
s1s2s3
,
and
lim
b→0
[e bk r s]
[e bks][e
bk r
2 sq k ][e
bk r
2 sq−k ]
=
r
[q k ][q−k ]
=−r ·
q k
(1−q k )2
.
Recall the plethystic exponential form of the MacMahon function
M(q ) =
∏
n≥1
(1−qn )−n = Exp

q
(1−q )2

.
We conclude
lim
b→0
DTKr (A
3, (−1)rq ,e b s ) = exp

−r ·
(s1+ s2)(s1+ s3)(s2 + s3)
s1s2s3
∑
k≥1
1
k
q k
(1−q k )2

=M(q )
−r
(s1+s2)(s1+s3)(s2+s3)
s1s2s3 .
Thus we proved Szabo’s conjecture [59, Conj. 4.10].
Remark 7.3. The specialisation
DTcohr (A
3,q , s )

s1+s2+s3=0
=M((−1)r q )r ,
recovering Formula (4.1), was already known in physics, see e.g. [16].
We end this section with a small variation of Theorem B.
Corollary 7.4. Fix an r -tuple λ= (λ1, . . . ,λr ) of T1-equivariant line bundles onA3. Then there
is an identity
DTcohr (A
3,q , s ) =DTcohr (A
3,q , s ,v )λ,
where the right hand side was defined in (5.11).
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Proof. We have
T virS ,λ =
∑
i , j
λ−1i λ jVi j .
LetVi j =
∑
µw
−1
i w j t
µ be the decomposition into weight spaces. A monomial in T vir
S ,λ is of the
form λ−1i λ jw
−1
i w j t
µ and its Euler class is
e T(λ−1i λ jw
−1
i w j t
µ) =µ · s + v j + c
T
1 (λ j )− vi − c
T
1 (λi )
=µ · s + v j − v i
where we define v i = vi + c
T
1 (λi ). We conclude that
DTcohr (A
3,q , s ,v )λ=DT
coh
r (A
3,q , s ,v ),
which does not depend on v by Theorem A.9.
Example 7.5. Set r = 2, n = 1, so that the only T-fixed points in QuotA3 (O
⊕2, 1) are the direct
sums of ideal sheaves
S1 =Ipt⊕O ⊂O
⊕2, S2 =O ⊕Ipt ⊂O
⊕2,
where pt= (0,0,0)∈A3 is the origin. One computes
T virS1
= 1−
1
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
−w−11 w2
1
t1t2t3
+w−12 w1
T virS2
= 1−
1
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
−w−12 w1
1
t1t2t3
+w−11 w2.
Therefore, the cohomological DT invariant is∫
[QuotA3 (O ⊕2,1)]vir
1= e T(−T virS1 ) + e
T(−T virS2
).
The part that could possibly depend on the framing parameters v1 and v2 is, in fact, constant:
e T

w−11 w2
1
t1t2t3
−w−12 w1

+ e T

w−12 w1
1
t1t2t3
−w−11 w2

=
−v1+ v2− s
v1− v2
+
v1− v2− s
v2− v1
=−2.
Let λ1 and λ2 be two T1-equivariant line bundles. After the substitutions wi → wiλi , and
setting v i = vi + c1(λi ), the final sum of Euler classes depending on v becomes
2
v 2− v 1
v 1− v 2
=−2.
8. ELLIPTIC DONALDSON–THOMAS INVARIANTS
8.1. Chiral elliptic genus. In [9] an elliptic generalisation of the residue forms studied in Ap-
pendix A is given. In physics the invariants computed in loc. cit. are obtained as the supercon-
formal index of aD1-D7brane systemon a type IIBN = 1 supersymmetric background, where
r D7-branes wrap the product of a 3-fold by a torus, i.e. X3 ×T
2, while n D1-branes wrap T 2.
The connection with enumerative geometry is then given via BPS-bound states counting, as
brane systems often provide interesting constructions of relevant moduli spaces. In the case
at hand, when X3 = A
3, the D1-D7 brane system considered has a BPS moduli space which
can be naturally identified with the moduli space parametrising quotients of length n of O ⊕r
A3
.
The superconformal index is usually identified in the physics literature with the elliptic genus
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of such a moduli space. This however does not coincide with the usual notion of (virtual) el-
liptic genus, as the coupling to the D7-branes breaks half of the chiral supersymmetry, thus
leading to an effective 2d N = (0,2) GLSM on T 2 for the D1-brane dynamics, whose Witten
index generalises the K-theoretic DT invariants of A3 and provide a sort of chiral (or 1/2 BPS)
version of the elliptic genus of the Quot scheme. In this section we give amathematical defini-
tion of the elliptic invariants computed in [9], and show that our definition leads precisely to
the computation of the same quantities found in [9, § 3].
Let X be a scheme carrying a perfect obstruction theory E→LX of virtual dimension vd =
rkE.
Definition 8.1. If F is a rank r vector bundle on X we define
(8.1) E1/2(F ) =
⊗
n≥1
Sym•pn
 
F ⊕ F ∨

∈ 1+p ·K 0(X )JpK
where the total symmetric algebra Sym•p (F ) =
∑
i≥0p
i [S iF ] ∈ K 0(X )JpK satisfies Sym•p (F ) =
1/Λ•−p (F ). Note that E1/2 defines a homomorphism from the additive group K
0(X ) to the mul-
tiplicative group 1+p ·K 0(X )JpK. Set
(8.2) Eℓℓ1/2(F ;p ) = (−p
− 112 )rkF ch
 
E1/2(F )

· td(F ) ∈ A∗(X )JpK[p±
1
12 ],
so that Eℓℓ1/2(−;p ) extends to a group homomorphism from K
0(X ) to A∗(X )JpK[p±
1
12 ].
We can then define the virtual chiral elliptic genus as follows.
Definition 8.2. Let X be a proper scheme with a perfect obstruction theory and V ∈ K 0(X ).
The virtual chiral elliptic genus is defined as
Ellvir1/2(X ,V ;p ) = (−p
− 112 )vdχvir
 
X ,E1/2(T
vir
X )⊗V

∈ZJpK[p±
1
12 ].
By the virtual Riemann–Roch theorem of [20] we can also compute the virtual chiral elliptic
genus as
Ellvir1/2(X ,V ;p ) =
∫
[X ]vir
Eℓℓ1/2(T
vir
X ;p ) ·ch(V ).
Remark 8.3. One may give a more general definition by adding a “mass deformation” and
defining E
(y )
1/2(F ) for F ∈ K
0(X ) as
E
(y )
1/2(F ;p ) =
⊗
n≥1
Sym•y −1pn (F )⊗Sym
•
y pn
 
F ∨

∈ 1+p ·K 0(X )[y , y −1]JpK,
so we recover the standard definition of virtual elliptic genus by taking E (F ) = E (1)1/2(F ;p ) ⊗
E
(y )
1/2(−F ;p ), cf. [20, § 6].
Proposition 8.4. LetX be a proper schemewith a perfect obstruction and letV ∈ K 0(X ). Then
the virtual chiral elliptic genus Ellvir1/2(X ,V ;p ) is deformation invariant.
Proof. The statement follows directly from Definition 8.2 and [20, Theorem 3.15].
Let now V =
∑
µ t
µ be a T-module as in § 6.1. The trace of its symmetric algebra is given by
tr

Sym•p (V )

= tr

1
Λ
•
−p (V )

=
∏
µ
1
1−p t µ
.
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Let us now assume as in § 6.1 that detV is a square in K 0T (pt). We can then compute the trace
of the symmetric product in (8.1) as
tr
⊗
n≥1
Sym•pn
 
V ⊕V ∨

=
∏
µ
∏
n≥1
1
(1−pn t µ)(1−pn t −µ)
,
tr
⊗
n≥1Sym
•
pn (V ⊕V
∨)
Λ•V ∨

=
∏
µ
1
1− t −µ
∏
n≥1
1
(1−pn t µ)(1−pn t −µ)
=
 
−ip 1/8φ(p )
rkV ∏
µ
t µ/2
θ (p ; t µ)
,
where φ(p ) is the Euler function, i.e. φ(p ) =
∏
n (1−p
n ), and θ (p ; y ) denotes the Jacobi theta
function
θ (p ; y ) =−ip 1/8(y 1/2− y −1/2)
∞∏
n=1
(1−pn )(1− y pn )(1− y −1pn ).
Combining everything together we get the identity
(−p−
1
12 )rkV tr
⊗
n≥1Sym
•
pn (V ⊕V
∨)⊗det(V ∨)1/2
Λ•V ∨

= (−p−
1
12 )rkV
 
−ip 1/8φ(p )
rkV ∏
µ
1
θ (p ; t µ)
=
∏
µ
i
η(p )
θ (p ; t µ)
,
where η(p ) is the Dedekind eta function
η(p ) = p
1
24
∏
n≥1
(1−pn ).
We extend it by linearity to the case of a virtual T-representation V =
∑
µ t
µ −
∑
ν t
ν ∈ K 0T (pt),
with
(−p−
1
12 )rkV tr
⊗
n≥1Sym
•
pn (V ⊕V
∨)⊗det(V ∨)1/2
Λ•V ∨

= (i ·η(p ))rkV
∏
νθ (p ; t
ν)∏
µ θ (p ; t
µ)
.
For the remainder of the section we set p = e 2πiτ, with τ ∈ H = {τ ∈C: ℑ(τ)> 0}. Denoting
θ (τ|z ) = θ (e 2πiτ;e 2πi z ), θ enjoys the modular behaviour
θ (τ|z +a + bτ) = (−1)a+b e −2πi b z e −iπb
2τθ (τ|z ), a ,b ∈Z.
Analogously to the measure [ · ] for K-theoretic invariants, we define the elliptic measure
θ [V ] = (i ·η(p ))− rkV
∏
µθ (p ; t
µ)∏
νθ (p ; t ν)
,
which satisfies θ [V ] = (−1)rkV θ [V ]. Notice that, if rkV = 0, the elliptic measure refines both
[ · ] and e T( · )
θ [V ]
p→0
−−→ [V ]
b→0
−−→ e T(V )
where the second limit was dicussed in §7.1.
Remark 8.5. The definition we gave for virtual chiral elliptic genus is reminiscent of what is
commonly known in physics as the elliptic genus (or superconformal index) of a 2d N = (0,2)
sigma model. Our definition actually matches the one in [31] forN = (0,2) Landau–Ginzburg
models. Indeed, in this case we are given an n-dimensional (compact) Kähler manifold X
together with a holomorphic vector bundle E → X such that c1(E )− c1(TX ) = 0 mod 2. If we
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then consider the K-theory class [V ] = [TX ] − [E ], the superconformal index of [31] can be
written as
I(X ,E ;p ) = (−ip−
1
12 )rkV χ

X ,E1/2(V )⊗det(V
∨)
1
2

and in terms of the Chern roots vi , w j of TX and E , respectively, we also have (cf. [21])
I(X ,E ;p ) =
∫
X
r∏
i=1
θ (τ|
wi
2πi )
η(p )
n∏
j=1
v jη(p )
θ (τ|
−v j
2πi )
.
8.2. Elliptic DT invariants.
Definition 8.6. The generating series of elliptic DT invariants DTellr (A
3,q , t ,w ;p ) is defined
as
DTellr (A
3,q , t ,w ;p )=
∑
n≥0
qn Ellvir1/2(QuotA3 (O
⊕r ,n ),K
1
2
vir;p )∈Z((t , t
1
2 ,w ))Jp ,q K.
Being that QuotA3 (O
⊕r ,n ) is not projective, but nevertheless carries the action of an algebraic
torus Twith proper T-fixed locus, we define the invariants by means of virtual localisation, as
we explained in § 2.5.
At each T-fixed point [S ] ∈QuotA3 (O
⊕r ,n )T, the localised contribution is
tr
 ⊗
n≥1Sym
•
pn
 
T virS ⊕T
vir,∨
S

bΛ•T vir,∨S
!
from which we deduce that we can recover the K-theoretic invariants χ (QuotA3 (O
⊕r ,n ), ÒO vir)
in the limit p → 0. As for K-theoretic invariants, we have
DTellr (A
3,q , t ,w ;p ) =
∑
n≥0
qn
∑
[S ]∈QuotA3 (O ⊕r ,n )T
θ [−T virS ]
=
∑
π
q |π|
r∏
i , j=1
θ [−Vi j ],
where π runs over all r -colored plane partitions.
Contrary to the case of K-theoretic and cohomological invariants, there exists no conjec-
tural closed formula for elliptic DT invariants yet, even for the rank 1 case. Moreover, the gen-
erating series depends on the equivariant parameters of the framing torus, as shown in the
following example.
Example 8.7. ConsiderQ 31 =QuotA3 (O
⊕3, 1), whose only T-fixed points are
S1 =Ipt⊕O ⊕O ⊂O
⊕3, S2 =O ⊕Ipt⊕O ⊂O
⊕3, S3 =O ⊕O ⊕Ipt ⊂O
⊕3,
with pt= (0,0,0) ∈A3 as in Example 7.5. We have
T virS1
= 1−
1
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
−w−11 w2
1
t1t2t3
+w−12 w1 −w
−1
1 w3
1
t1t2t3
+w−13 w1
T virS2
= 1−
1
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
−w−12 w1
1
t1t2t3
+w−11 w2 −w
−1
2 w3
1
t1t2t3
+w−13 w2
T virS3 = 1−
1
t1t2t3
+
(1− t1)(1− t2)(1− t3)
t1t2t3
−w−13 w1
1
t1t2t3
+w−11 w3 −w
−1
3 w2
1
t1t2t3
+w−12 w3
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bywhichwemay compute the corresponding elliptic invariant. Setw j = e
2πi v j and tℓ = e
2πi sℓ ,
so that
Ellvir1/2(Q
3
1 ,K
1
2
vir, t ,w ;p ) =♦·

θ (τ|v2 − v1− s )θ (τ|v3 − v1− s )
θ (τ|v1 − v2)θ (τ|v1− v3)
+
θ (τ|v1− v2− s )θ (τ|v3 − v2− s )
θ (τ|v2 − v1)θ (τ|v2− v3)
+
θ (τ|v1 − v3− s )θ (τ|v2 − v3− s )
θ (τ|v3 − v1)θ (τ|v3 − v2)

,
where s = s1+ s2+ s3, with the overall factor
♦=
θ (τ|s1 + s2)θ (τ|s1 + s3)θ (τ|s2 + s3)
θ (τ|s1)θ (τ|s2)θ (τ|s3)
.
Moreover, by evaluating residues in vi − v j = 0 one can realise that Ell
vir
1/2(Q
3
1 ,K
1/2
vir , t ,w ;p ) has
no poles in vi . Indeed
Resv1−v2=0Ell
vir
1/2(Q
3
1 ,K
1
2
vir;p ) =♦·

θ (τ| − s )θ (τ|v3 − v2− s )
θ (τ|v2 − v3)
−
θ (τ| − s )θ (τ|v3 − v2− s )
θ (τ|v2− v3)

= 0,
and the same occurs for any other pole involving the vi ’s. However, this does not imply the
independence of the elliptic invariants from v , as we now suggest.
Set v i = vi + ai + biτ, with ai ,bi ∈ Z, for i = 1,2,3. Applying the quasi-periodicity of theta
functions, we get
Ellvir1/2(Q
3
1 ,K
1
2
vir, t ,w ;p ) =
♦
θ (τ|v 1− v 2)θ (τ|v 1 − v 3)θ (τ|v 2− v 3)
· (θ (τ|v 2− v 1− s )θ (τ|v 3− v 1− s )θ (τ|v 2− v 3)
−θ (τ|v 1− v 2 − s )θ (τ|v 3− v 2− s )θ (τ|v 1− v 3) +θ (τ|v 1− v 3− s )θ (τ|v 2− v 3− s )θ (τ|v 1− v 2))
=
♦
θ (τ|v1 − v2)θ (τ|v1 − v3)θ (τ|v2 − v3)
·
 
e 2πi s (b2+b3−2b1)θ (τ|v2 − v1− s )θ (τ|v3 − v1− s )θ (τ|v2 − v3)
−e 2πi s (b1+b3−2b2)θ (τ|v1 − v2− s )θ (τ|v3 − v2− s )θ (τ|v1 − v3)
+e 2πi s (b1+b2−2b3)θ (τ|v1 − v3− s )θ (τ|v2 − v3− s )θ (τ|v1 − v2)

.
Hence, notice that for general values of s the above expression is different from the series
Ellvir1/2(Q
3
1 ,K
1/2
vir , t ,w ;p ). However, if we specialise v1 + v2 + v3 = 0 and s ∈
1
3Z, we see that in
the previous example Ellvir1/2(Q
3
1 ,K
1/2
vir , t ,w ;p ) becomes constant with respect to v on the lat-
tice Z+ τZ and is holomorphic in v , from which we conclude that it is constant on v under
this specialisation. Therefore, by choosing w j = e
2πi j3 to be third roots of unity, one can show
Ellvir1/2(Q
3
1 ,K
1
2
vir, t ,w ;p )

t=e 2πi
k
3
=
(
(−1)m+13, if k = 3m , m ∈Z
0, if k /∈ 3Z.
8.3. Limits of elliptic DT invariants. Even if a closed formula for the higher rank generating
series of elliptic DT invariants is not available, we can still study its behaviour by looking at
some particular limits of the variables p , ti ,w j .
It is easy to see that, under the Calabi–Yau restriction t = 1, the generating series of elliptic
DT invariants does not carry any more refined information than the cohomological one; in
particular, we have no more dependence on the framing parameters w j and the elliptic pa-
rameter p . We generalise this phenomenon in the following setting. Denote by Tk ⊂ T1 the
subtorus where t
1
2 = e πi k/r , k ∈Z. Define by
DTellr,k (A
3,q , t ,w ;p ) = DTellr (A
3,q , t ,w ;p )

Tk
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the restriction of the generating series to the subtorus Tk ⊂ T1, which is well-defined as no
powers of the Calabi–Yau weight appear in the vertex terms (5.5) (cf. also [41, pag. 1279]).
Proposition 8.8. If k = rm ∈ rZ, then
DTellr,k (A
3,q , t ,w ;p ) =M((−1)r (m+1)q )r .
In particular, the dependence on ti ,w j and p drops.
Proof. LetS ∈QuotA3 (O
⊕r ,n )T. Denote T virS = T
nc
S −T
nc
S t
−1 as in Equation (3.14), whereT ncS is
the tangent space of Quotnr at S . Denote by T
nc
S ,l the sub-representation of T
nc
S corresponding
to tl , with l ∈ Z. As there are no powers of the Calabi–Yau weight in T virS , we have an identity
T nc
S ,l = T
nc
S ,−l−1t
−1. Set
W = T ncS −T
nc
S ,0 −T
nc
S ,−1.
We have that
T ncS −T
nc
S t
−1 =W −W t−1
and, in particular, neitherW norW t−1 contain constant terms. Using the quasi-periodicity of
the theta function θ (τ|z ), we have
θ [−T virS ] =
θ [W t−1]
θ [W ]
= (−1)m rkW
θ [W ]
θ [W ]
= (−1)rkW (m+1).
We conclude by noticing that
rkW = rkT ncS = r n mod 2.
Motivated by Example 8.7 and Proposition 8.8, we propose the following conjecture.
Conjecture 8.9. Under the restriction to the subtorus T2,0 = {
∏r
j=1w j = 1} ⊂ T2, the series
DTellr,k (A
3,q , t ,w ;p ) does not depend on the elliptic parameter p .
Remark 8.10. Assuming
∏r
j=1w j = 1, notice that the independence from the elliptic param-
eter p implies that we can reduce our invariants to the K-theoretic ones by setting p = 0, i.e.
DTellr,k (A
3,q , t ,w ;p ) =DTKr (A
3,q , t )

Tk
.
Assuming Conjecture 8.9, we derive a closed expression forDTellr,k (A
3,q , t ,w ;p ), which was
conjectured in [9, Equation (3.20)], motivated by string-theoretic phenomena.
Theorem 8.11. Assume Conjecture 8.9 holds and set
∏r
j=1w j = 1. Let k ∈Z. Then there is an
identity
DTellr,k (A
3,q , t ,w ;p ) =M

(−1)k r ((−1)rq )
r
gcd(k ,r )
gcd(k ,r )
.
Proof. AssumingConjecture 8.9, byRemark8.10we justhave toprove the result forK-theoretic
invariants. By Theorem 6.3,
DTKr (A
3, (−1)rq , t )
= exp
∑
n≥1
1
n
(1− t −n1 t
−n
2 )(1− t
−n
1 t
−n
3 )(1− t
−n
2 t
−n
3 )
(1− t −n1 )(1− t
−n
2 )(1− t
−n
3 )
1− t−r n
1− t−n
1
(1− t−
r n
2 q−n )(1− t−
r n
2 qn )
.
Assume now that t
1
2 = e πi
k
r , with k ∈Z; we have clearly that t−
r n
2 = (−1)kn . Moreover, we have
1− t−r n
1− t−n
=
(
r, if n ∈ rgcd(r,k )Z
0, if n /∈ rgcd(r,k )Z
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In particular, if n ∈ rgcd(r,k )Z, we have
(1− t −n1 t
−n
2 )(1− t
−n
1 t
−n
3 )(1− t
−n
2 t
−n
3 )
(1− t −n1 )(1− t
−n
2 )(1− t
−n
3 )
=−1
Setting n = rgcd(r,k )m , withm ∈Z, we have
DTKr (A
3, (−1)rq , t ) = exp
∑
m≥1
1
m
gcd(r,k ) ·
−1
(1−q−m )(1−qm )
where to ease notation we have set q = ((−1)kq )
r
gcd(r,k ) . We conclude by using the description
of the MacMahon function as a plethystic exponential
DTKr (A
3, (−1)rq , t ) =M

(−1)k rq
r
gcd(r,k )
gcd(r,k )
.
Remark 8.12. A key technical point in the proof of the conjecture proposed in [9, Equation
(3.20)] was the assumption of the independence of DTellr,k (A
3) on p , as in Conjecture 8.9. We
strongly believe it should be possible to prove this assumption by exploiting modular proper-
ties of the generating series of elliptic DT invariants. One should proceed, in the same spirit
of Appendix A.1, by considering the integral representation for the generating series, given in
[9, Equation (3.1)]. The analysis of the K–thoretic case, which we carried out in the proof of
Theorem 8.11, shows that no dependence whatsoever is present in the limit t1/2 = e πi k/r . As
elliptic DT invariants take the form of meromorphic Jacobi forms, given by quotients of theta
functions, poles in the equivariant parameters are only given by shifts along the lattice Z+τZ
of the poles found in K–theoretic DT invariants. Then DTellr,k (A
3), as a function of each of the
equivariant parameters vi , i = 1, . . . , r , and s j , j = 1,2,3, is holomorphic on the torusC/Z+τZ,
so it also carries no dependence on them. This observation may be not very surprising, if one
considers the striking resemblance of the chiral virtual elliptic genus to the usual level−N el-
liptic genus of almost complex manifolds, which is known to be often rigid. In our case, each
q -term in the elliptic generating series restricted toTk would be now invariant undermodular
transformations on τ, hence a constant in p = e 2πiτ.
8.4. Relation to string theory. The definition for the elliptic version of Donaldson–Thomas
invariants is motivated by an argument due to Witten [64], which goes as follows: let M be
a 2k -dimensional spin manifold, and take LM = C 0(S1,M ) to be the free loop space on M .
ThenLM always carries a naturalS1-action, givenby the rotationof loops, so that fixedpoints
under this action of S1 will only be constant maps S1 →M , and (LM )S
1 ∼=M ,→LM . One
can then study the Dirac operator onLM by formally computing its index using fixed point
formulæ. In particular, if D : Γ (S+)→ Γ (S−) is the Dirac operator onM then
Ind(D ) = dimkerD −dimcokerD ,
andwheneverM admits the actionof a compact Lie groupG one candefine theG -equivariant
index of D as the virtual character
IndG (D )(g ) = TrkerD g −TrcokerD g , g ∈G ,
which only depends on the conjugacy class of g in G . In the case of Dirac operators on loop
spaces over spin manifolds, a formal computation yields
IndS1 (D )(q ) = q
− d24 Aˆ(M ) ·ch
⊗
n≥1
Sym•qn TM

∩ [M ],
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where q denotes a topological generator of S1. The Aˆ-genus is the characteristic class which
computes the index of the Dirac complex on a spin manifold. In general, if E is any rank r
complex vector bundle onM , one can define Aˆ(E ) in terms of the Chern roots xi of E as
Aˆ(E ) =
r∏
i=1
xi /2
sinh xi /2
,
and Aˆ(M ) = Aˆ(TM ), which is completely analogous to the K–theoretic invariants we have
been studying so far. The previous formula can also be classically interpreted as the index of a
twisted Dirac operator over the spin structure ofM . It is worth noticing that the DT partition
functions coming from physics are indeed interpreted as being computing indices of twisted
Diracoperators, where the twistbya vectorbundleV →M makes senseonly ifw2(TM ) =w2(V )
so as to extendD to an operatorD : Γ (S+⊗V )→ Γ (S−⊗V ). In this same spirit onemight also jus-
tify the definition of the half-BPS elliptic genus in terms of computations of Euler characteris-
tics of loop spaces over (compact) almost complex manifolds. Let then X be a d -dimensional
almost complex manifold, with holomorphic tangent bundle TX , and whose corresponding
free loop space will be denoted byL X . As it was the case also in the previous situation,L X
is naturally equipped with an S1 action, whose fixed point will be (L X )S
1 ∼= X ,→L X . By for-
mally applying the virtual localisation formula to the computation of the Euler characteristic
ofL X one gets
χS1 (L X ) = q
− d12 td(X ) ·ch
⊗
n≥1
Sym•qn (TX ⊕ΩX )

∩ [X ],
which can also be seen as the index of a twisted Spinc -Dirac operator ∂ + ∂
∗
. Moreover, if
c1(TX ) = 0 mod 2, X is also spin, and it is possible to compute the index of the Dirac operator
onL X as before.
9. HIGHER RANK DT INVARIANTS OF COMPACT TORIC 3-FOLDS
Let X be a smooth projective toric 3-fold, along with an exceptional locally free sheaf F of
rank r . By [56, Thm. A], the Quot schemeQuotX (F,n ) has a 0-dimensional perfect obstruction
theory, so that the rank r Donaldson–Thomas invariant
DTF,n =
∫
[QuotX (F,n )]vir
1 ∈ Z
is well defined. In this section we confirm the formula∑
n≥0
DTF,nq
n =M((−1)r q )r
∫
X
c3(TX ⊗KX ),
suggested in [56, Conj. 3.5], in the casewhere F is equivariant. Thiswill prove TheoremC from
the Introduction. The next subsection is an interlude on how to induce a torus action on the
Quot scheme and on the associated universal short exact sequence starting from an equivari-
ant structure on F . More details are given in [57], including a proof that the obstruction theory
obtained in [56, Thm. A] is equivariant (but see Proposition 9.2 for a sketch).
9.1. Inducing a torus action on the Quot scheme. Let X be a quasi-projective toric variety
with torus T⊂ X . LetσX : T×X → X denote the action. If F is a T-equivariant coherent sheaf
on X , and Q=QuotX (F,n ), then σX has a canonical lift
σQ : T×Q→Q.
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This is proved in [35, Prop. 4.1], but we sketch here the argument for the sake of completeness.
We thankMartijnKool for guidingus through thedetails of this construction. Letp2 : T×X → X
be the second projection and let ϑ : p ∗2 F e→σ∗X F denote the chosenT-equivariant structure on
F . Let πX : X ×Q→Q and πQ : X ×Q→Q be the projections, and set FQ =π
∗
X F . Consider the
universal exact sequence
(9.1)
S ,→ FQ
u
։ T
X ×Q
X Q
←←
←
→
πX
←
→
πQ
and note that there is a commutative diagram
T×X ×Q X ×Q
T×X X
←
→p12
←
→
σX ×idQ
←
→ πX
←
→
σX
yielding an identity (σX × idQ)
∗FQ = p
∗
12σ
∗
X F . The induced surjection
(σX × idQ)
∗u ◦p ∗12ϑ : FT×Q e→p ∗12σ∗X F ։ (σX × idQ)∗T
defines a T×Q-valued point of Q, i.e. a morphism
σQ : T×Q→Q.
It is straightforward to verify thatσQ satisfies the axioms for a T-action.
Next, we explain how to make the universal exact sequence (9.1) T-equivariant. The uni-
versal property of the Quot scheme applied to σQ implies that there is an isomorphism of
surjections
(idX ×σQ)
∗u e→ (σX × idQ)∗u ◦p ∗12ϑ.
This means that there is a commutative diagram
(9.2)
(idX ×σQ)
∗FQ (idX ×σQ)
∗T
p ∗12p
∗
2 F p
∗
12σ
∗
X F (σX × idQ)
∗T
⇐⇐
←
։
(idX ×σQ)
∗u
←→ ∼
←
→
p ∗12ϑ ←
։
(σX ×idQ)
∗u
where we used the identity (σX × idQ)
∗FQ = p
∗
12σ
∗
X F in the bottom row.
Consider the morphism
ϕ : X ×Q×T→ X ×Q, (x , f , t ) 7→ (σX (t , x ),σQ(t
−1, f )).
We view this as a T-action on X ×Q. Note that πX ◦ϕ =σX ◦p12. The moduli map Q×T→Q
corresponding to the family of quotients
ϕ∗u ◦p ∗12ϑ : FQ×T = p
∗
12p
∗
2 F e→p ∗12σ∗X F =ϕ∗FQ ϕ∗T←։ϕ∗u
is easily seen to agreewith thefirst projection p1 : Q×T→Q. Indeed, ifT f denotes the quotient
of F corresponding to a point f = [F ։ T f ] ∈Q, it is immediate to see that
ϕ∗T

X× f ×t
= TσQ(σQ(t , f ),t −1) = TσQ(t t −1, f ) = T f
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for all t ∈T.
Let then q = idX ×p1 : X ×Q×T→ X ×Q be the projection. Since ϕ
∗u ◦ p ∗12ϑ corresponds
to the projection p1 : Q×T→Q, by the universal property of (Q,u )we obtain an isomorphism
of surjections q ∗u e→ϕ∗u that, after setting S = ker(u : FQ ։ T ), we can extend to an isomor-
phism of short exact sequences
q ∗S FQ×T q
∗T
ϕ∗S ϕ∗FQ ϕ
∗T
←- →
←→ ∼
←
։
q ∗u
←→ ∼ ←→ ∼
←- →
←
։
ϕ∗u
on X ×Q×T, where the middle vertical isomorphism is p ∗12ϑ and is a T-equivariant structure
on FQ because ϑ is. The diagram allows us to conclude that a T-equivariant structure on F
induces a canonical T-equivariant structure on the universal short exact sequence
0→S→ FQ→ T → 0.
9.2. The (equivariant) obstruction theory. Throughout this subsection, F denotes an excep-
tional locally free sheaf of rank r on a smooth projective toric 3-fold X . In other words, F is
simple, i.e. EndOX (F ) =C, and Ext
i (F,F ) = 0 for i > 0.
By [56, Thm. A], there is a 0-dimensional perfect obstruction theory
(9.3) E→LQuotX (F,n ),
governed by
Def

[S ]
= Ext1(S ,S ), Obs

[S ]
= Ext2(S ,S )
around a point [S ] ∈QuotX (F,n ). We set Q =QuotX (F,n ) for brevity, andwe denote by πQ and
πX the projections from X ×Q, as in (9.1). Note thatωπQ =π
∗
XωX .
As we recall during the (sketch of) proof of Proposition 9.2 below, we have
E=RπQ ∗(RH om(S ,S)0⊗ωπQ )[2]
where RH om(S ,S)0 is the shifted cone of the trace map tr: RH om(S ,S)→OX×Q.
Proposition 9.1. There is an identity
E∨ =RπQ ∗RH om(FQ,FQ)−RπQ ∗RH om (S ,S)∈ K0(QuotX (F,n )).
Proof. As in the proof of [56, Theorem 2.5]we have
E = (RπQ ∗RH om(S ,S)0)
∨[−1]
= (RπQ ∗RH om(S ,S))
∨[−1]− (RπQ ∗RH om(O ,O ))
∨[−1]
= (RπQ ∗RH om(S ,S))
∨[−1]− (RπQ ∗RH om(FQ,FQ))
∨[−1],
where the last identity uses that F is an exceptional sheaf.
The following result is proved in [57, Thm. B] in greater generality, but we sketch a proof
here for the reader’s convenience. Denote by T= (C∗)3 the torus of X .
Proposition9.2. Let (X ,F )be apair consisting of a smooth projective toric 3-fold X alongwith
an exceptional locally freeT-equivariant sheaf F . Then the perfect obstruction theory (9.3) on
QuotX (F,n ) is T-equivariant.
The definition of equivariant obstruction theory was recalled in Definition 2.2.
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Proof. Asweexplained in§ 9.1, byequivarianceof F theQuot schemeQ =QuotX (F,n ) inherits
a canonicalT-actionwith respect towhich theuniversal short exact sequenceS ,→ FQ։ T can
bemadeT-equivariant. On the other hand, the perfect obstruction theory (9.3) is obtained by
projecting the truncated Atiyah class
AtS ∈ Ext
1
X×Q(S ,S ⊗LX×Q)
onto the Ext group
Ext1X×Q(RH om(S ,S)0,π
∗
QLQ) = Ext
−2
X×Q(RH om(S ,S)0⊗ωπQ ,π
∗
QLQ ⊗ωπQ [3])
= Ext−2X×Q(RH om(S ,S)0⊗ωπQ ,π
!
QLQ)
∼= Ext−2Q (RπQ ∗(RH om(S ,S)0⊗ωπQ ),LQ).
(9.4)
The last isomorphism isGrothendieckduality along the smoothprojectivemorphismπQ . Now
we need three ingredients to finish the proof:
◦ The Atiyah class AtS is a T-invariant extension,
◦ Grothendieck duality preserves T-invariant extensions, and
◦ T-invariant extensions correspond to morphisms in the equivariant derived category.
These assertions are proved in [57].
We let∆(X ) denote the set of vertices in the Newton polytope of the toric 3-fold X . Then
X T =

pα
α ∈∆(X ) 	⊂ X
will denote the fixed locus of X . For a given vertex α, letUα ∼= A
3 be the canonical chart con-
taining the fixed point pα. The T-action on this chart can be taken to be the standard action
(3.5). For every α, there is a T-equivariant open immersion
ιn ,α : QuotUα(F |Uα ,n ) ,→Q=QuotX (F,n )
parametrising quotients whose support is contained inUα. We think of F |Uα as an equivariant
sheaf on A3, hence of the form described in (5.9). We denote by Ecritn ,α the critical obstruction
theory on QuotUα (F |Uα ,n ) from Proposition 3.2.
It is natural to askwhether the restriction of the global perfect obstruction theory (9.3) along
ιn ,α agrees with the critical symmetric perfect obstruction theory described in § 3.2 (see Con-
jecture 9.8). However, what we really need is the following weaker result.
Proposition9.3. LetE ∈ K 0(Q) be the class of the global perfect obstruction theory (9.3). Then
Ecritn ,α = ι
∗
n ,αE ∈ K
0(QuotUα(F |Uα ,n )).
Considering the two obstruction theories as T-equivariant, the same identity holds in equi-
variant K-theory:
Ecritn ,α = ι
∗
n ,αE ∈ K
0
T
(QuotUα(F |Uα ,n )).
Proof. The chartUα is Calabi–Yau, so by [56, Prop. 2.9] the induced perfect obstruction theory
ι∗n ,αE is symmetric. Since by Remark 2.1 all symmetric perfect obstruction theories share the
same class in K-theory, the first statement follows.
Toprove theK-theoretic equality, weneeda slightlymore refinedanalysis. Just for thisproof,
let us shorten
Ecr =E
crit
n ,α and E= ι
∗
n ,αE,
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to ease notation. We know by Diagram (3.13) that we can write
Ecr =

t⊗TQuotnr

Q
→ΩQuotnr

Q

=Ω− t⊗T ∈ K 0
T
(QuotUα (F |Uα ,n )),
(9.5)
where Ω (resp. T ) denotes the cotangent sheaf (resp. the tangent sheaf) of QuotUα (F |Uα ,n ),
equipped with its natural equivariant structure.
Letπ:Uα×QuotUα (F |Uα ,n )→QuotUα (F |Uα ,n )be the projection, letS be the universal kernel
living on the product and set tπ =π
∗
t
−1. By definition,
E=Rπ∗(RH om(S ,S )0⊗ωπ)[2].
The equivariant isomorphismωπ e→O ⊗ t−1π along with the projection formula yield
(9.6) t−1⊗E e→Rπ∗RH om(S ,S )0[2].
We next show the right hand side is canonically isomorphic to E∨[1]. We have
E∨[1] =RH om(Rπ∗(RH om(S ,S )0⊗ωπ),O )[−1] definition of (−)
∨
=Rπ∗RH om(RH om(S ,S )0⊗ωπ,ωπ[3])[−1] Grothendieck duality
=Rπ∗RH om(RH om(S ,S )0,O )[2] shift
=Rπ∗RH om(S ,S )
∨
0 [2] definition of (−)
∨
=Rπ∗RH om(S ,S )0[2] RH om(S ,S )0 is self-dual
in the derived category of T-equivariant coherent sheaves on QuotUα(F |Uα ,n ), which by (9.6)
proves that
t
−1⊗E∼=E∨[1].
We thus have
Ω∼= h
0(E)∼= t⊗h
0(E∨[1])∼= t⊗Ext2π(S ,S ),
where we use the standard notation Extiπ(−,−) for the i th derived functor of π∗ ◦H om(−,−).
We conclude
E= h0(E)−h−1(E)
=Ω−h1(E∨)∨
=Ω−h0(E∨[1])∨
=Ω−Ext2π(S ,S )
∨
=Ω− (t−1⊗Ω)∨
=Ω− t⊗T
=Ecr.
9.3. The fixed locus of the Quot scheme and its virtual class. In this subsection we describe
QuotX (F,n )
T and we compute its virtual fundamental class, obtained via Proposition 9.2.
Ifndenotes a generic tuple {nα |α ∈∆(X ) }of non-negative integers, we set |n|=
∑
α∈∆(X )nα.
Lemma 9.4. There is a scheme-theoretic identity
QuotX (F,n )
T =
∐
|n|=n
∏
α∈∆(X )
QuotUα(F |Uα ,nα)
T.
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Proof. Let B be a (connected) scheme over C. Let FB be the pullback of F along the first pro-
jection X ×B → X , and fix a B -flat family of quotients
ρ : FB ։ T
defining a B -valued point B → QuotX (F,n )
T. Then, by restriction, we obtain, for each α ∈
∆(X ), a B -flat family of quotients
(9.7) ρα : FB

Uα×B
։ Tα = T

Uα×B
,
andwe letnα be the lengthof thefibresofTα. Eachρα corresponds toaB -valuedpointgα : B →
QuotUα(F |Uα ,nα)
T, thus we obtain a B -valued point
(gα)α : B →
∏
α∈∆(X )
QuotUα (F |Uα ,nα)
T.
Note that the original family T is recovered as the direct sum ⊕αTα, in particular n =
∑
αnα.
Conversely, suppose given a tuple of B -families of T-fixed quotients  
F |Uα

B
։ Tα

α
.
We obtain B -valued points
B →QuotUα(F |Uα ,nα)
T ⊂QuotX (F,nα)
T.
Since the support of these families is disjoint, we can form the direct sum
T =
⊕
α
Tα
to obtain a new B -flat family, representing a B -valued point of QuotX (F,n )
T, as required.
Our next goal is to show that, under the identification of Lemma 9.4, the induced virtual
fundamental class of the n-th connected component of QuotX (F,n )
T is the box product of the
virtual fundamental classes of QuotUα(F |Uα ,nα)
T, whose perfect obstruction theory is the T-
fixedpart of the critical one, studied in § 3.2. For the rest of the sectionwe restrict our attention
to each connected component
(9.8) QuotX (F,n )
T
n =
∏
α∈∆(X )
QuotUα (F |Uα ,nα)
T ⊂QuotX (F,n )
T,
and we denote by
(9.9)
S ,→F։ T Sα ,→Fα։ Tα
X ×QuotX (F,n )
T
n Uα×QuotUα (F |Uα ,nα)
T
QuotX (F,n )
T
n QuotUα (F |Uα ,nα)
T
←← ←←
←→ π ←→ πα
←
→
pα
the various universal structures and projection maps between these moduli spaces. For in-
stance,Fα is the pullback of F |Uα along the projectionUα×QuotUα (F |Uα ,nα)
T→Uα. LetEn be
the restriction of E ∈D(QuotX (F,n )) to the closed subscheme QuotX (F,n )
T
n ⊂QuotX (F,n ).
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Proposition 9.5. There is an identity in K 0T (QuotX (F,n )
T
n)
E∨n =Rπ∗RH om(F ,F )−Rπ∗RH om(S ,S)
=
∑
α∈∆(X )
p ∗α (Rπα∗RH om(Fα,Fα)−Rπα∗RH om(Sα,Sα)) .
Proof. Exploiting the universal short exact sequence
0→S→F→ T → 0
on X ×QuotX (F,n )
T
n ⊂ X ×QuotX (F,n ), and Proposition 9.1, we may write
E∨n =E
∨

QuotX (F,n )
T
n
=Rπ∗RH om(F ,F )−Rπ∗RH om(S ,S)
=Rπ∗RH om(S ,T ) +Rπ∗RH om(T ,S) +Rπ∗RH om(T ,T ).
Similarly, we have
(9.10) Rπα∗RH om(Fα,Fα)−Rπα∗RH om(Sα,Sα)
=Rπα∗RH om(Sα,Tα) +Rπα∗RH om(Tα,Sα) +Rπα∗RH om(Tα,Tα).
In the following, we write (G1,G2) for any of the three pairs (S ,T ), (T ,S) or (T ,T ). Applying
the Grothendieck spectral sequence yields
Rπ∗RH om(G1,G2) =
∑
i , j
(−1)i+ jRiπ∗Ext
j (G1,G2)
=
∑
j
(−1) jπ∗Ext
j (G1,G2),
where we used cohomology and base change along with the fact that Riπ∗ of a 0-dimensional
sheaf vanishes for i > 0. The standard Cˇech cover {Uα}α∈∆(X ) of X pulls back to a Cˇech cover
{Vα}α∈∆(X ) of X ×QuotX (F,n )
T
n , where Vα = Uα ×QuotX (F,n )
T
n . For a finite family of indices
I ⊂N, set VI =
⋂
α∈I Vα and let jI : VI → X ×QuotX (F,n )
T
n be the natural open immersion. We
have a Cˇech resolution Ext j (G1,G2)→ C
•, whereC• is defined degree-wise (see e.g. [25, Lemma
III.4.2]) by
C
k =
⊕
|I |=k+1
jI ∗ j
∗
I Ext
j (G1,G2).
Notice that T vanishes on the restriction to any double intersectionUαβ×QuotX (F,n )
T
n , where
Uαβ =Uα∩Uβ . This implies that the only contribution of the Cˇech cover is given by C
0, thus
Rπ∗RH om(G1,G2) =
∑
j
(−1) jπ∗
∑
α∈∆(X )
jα∗ j
∗
αExt
j (G1,G2)
=
∑
α∈∆(X )
∑
j
(−1) j (π ◦ jα)∗ j
∗
αExt
j (G1,G2).
Consider the following cartesian diagram
Uα×QuotX (F,n )
T
n Uα×QuotUα(F |Uα ,nα)
T
X ×QuotX (F,n )
T
n X ×QuotUα(F |Uα ,nα)
T
QuotX (F,n )
T
n QuotUα (F |Uα ,nα)
T
←
-
→ jα
←
→
epα
←
-
→
←
→
πα
←→ π
←
→
←→
←
→
pα
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As it was already clear from the proof of Lemma 9.4, the universal short exact sequences in
Diagram (9.9) satisfy j ∗α(S ,→ F ։ T ) = ep ∗α(Sα ,→ Fα ։ Tα). If (G1α,G2α) denotes any of the
pairs belonging to the set { (Sα,Tα), (Tα,Sα), (Tα,Tα)}, we can write
j ∗αExt
j (G1,G2) = L j
∗
αExt
j (G1,G2)
= Ext j (L j ∗αG1,L j
∗
αG2)
= Ext j (ep ∗αG1,α, ep ∗αG2,α)
= ep ∗αExt j (G1α,G2α).
We deduce, by flat base change,
(π ◦ jα)∗ j
∗
αExt
j (G1,G2) = (π ◦ jα)∗ ep ∗α Ext j (G1α,G2α) = p ∗απα∗Ext j (G1α,G2α).
Combining again the Grothendieck spectral sequence, cohomology and base change and the
vanishing of higher derived pushforwards on 0-dimensional sheaves, we conclude that
Rπ∗RH om(G1,G2) =
∑
α∈∆(X )
p ∗α
∑
j
(−1) jπα∗ Ext
j (G1α,G2α)
=
∑
α∈∆(X )
p ∗αRπα∗RH om(G1α,G2α).
Now the result follows from Equation (9.10).
Corollary 9.6. The virtual fundamental class ofQuotX (F,n )
T
n is expressed as the product of the
virtual fundamental classes
QuotX (F,n )
T
n
vir
=
∏
α∈∆(X )
p ∗α

QuotUα(F |Uα ,nα)
T
vir
.
Before we prove the corollary, let us explain what virtual classes are involved. The left hand
side is the virtual class induced by the T-fixed obstruction theory
ET-fixn →LQuotX (F,n )Tn ,
whereas

QuotUα (F |Uα ,nα)
T
vir
is the virtual class induced by the obstruction theory
ι∗nα,αE→LQuotUα (F |Uα ,nα)
by restricting to theT-fixed locus and taking theT-fixed part. Note that by Proposition 9.3, the
perfect obstruction theory
Ecritnα,α
T-fix
QuotUα (F |Uα ,nα)
T →LQuotUα (F |Uα ,nα)T
induces the same virtual class. This follows from the general fact that the (equivariant) virtual
fundamental class depends only on the class in (equivariant) K-theory of the perfect obstruc-
tion theory— cf. [58, Theorem 4.6], where all the ingredients are naturally equivariant.
Proof. The statement follows by taking T-fixed parts in Proposition 9.5 and by Siebert’s result
[58, Theorem 4.6]mentioned above.
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9.4. Higher rank Donaldson–Thomas invariants of compact 3-folds. For a pair (X ,F ) con-
sisting of a smooth projective toric 3-fold X and an exceptional locally free sheaf F , the perfect
obstruction theory (9.3) gives rise to a 0-dimensional virtual fundamental class
[QuotX (F,n )]
vir ∈ A0(QuotX (F,n )),
allowing one to define higher rank Donaldson–Thomas invariants
DTF,n =
∫
[QuotX (F,n )]vir
1∈Z.
Define the generating function
DTF (q ) =
∑
n≥0
DTF,nq
n .
We next compute this series in the case of a T-equivariant exceptional locally free sheaf,
thus proving Theorem C from the Introduction.
Theorem 9.7. Let (X ,F ) be a pair consisting of a smooth projective toric 3-fold X along with
an exceptional locally free T-equivariant sheaf F . Then
DTF (q ) =M((−1)
r q )r
∫
X
c3(TX ⊗KX ).
Proof. Set Q = QuotX (F,n ) and Qα = QuotUα(F |Uα ,nα). Since by Proposition 9.2 the perfect
obstruction theory onQ is T-equivariant, we can apply the virtual localisation formula
DTF,n =
∫
[QT]vir
e T(−N virQT/Q ),
where N vir
QT/Q
is the virtual normal bundle on the T-fixed locus computed in Lemma 9.4. By
taking T-moving parts in Proposition 9.5, we obtain the K-theoretic identity
N virQT/Q =
∑
α∈∆(X )
p ∗αN
vir
QTα /Qα
of virtual normal bundles. Thus by Corollary 9.6 we have∫
[QT]vir
e T(−N virQT/Q ) =
∑
|n|=n
∏
α∈∆(X )
∫
[QuotUα (F |Uα ,nα)
T1 ]vir
e T(−N vir
QTα /Qα
).
In particular, the virtual fundamental class [QuotUα(F |Uα ,nα)
T]vir agrees with the one coming
from the critical structure. Moreover, by the virtual localisation formula applied with respect
to (C∗)r , we have ∫
[QuotUα (F |Uα ,nα)
T]vir
e T(−N vir
QTα /Qα
) =
∫
[QuotUα (F |Uα ,nα)]
vir
1,
where the right hand side is defined equivariantly in § 5.2. Finally, by Corollary 7.4, we have
an identity ∫
[QuotUα (F |Uα ,nα)]
vir
1=
∫
[QuotUα (O
⊕r
Uα
,nα)]vir
1
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of equivariant integrals, where in the right hand sidewe takeO ⊕rUα with the trivialT-equivariant
weights. Therefore we conclude
DTF (q ) =
∑
n≥0
qn
∑
|n|=n
∏
α∈∆(X )
∫
[QuotUα (O
⊕r
Uα
,nα)]vir
1
=
∏
α∈∆(X )
∑
nα≥0
qnα
∫
[QuotUα (O
⊕r
Uα
,nα)]vir
1
=
∏
α∈∆(X )
M((−1)r q )
−r
(sα1 +s
α
2 )(s
α
1 +s
α
3 )(s
α
2 +s
α
3 )
sα1 s
α
2 s
α
3 .
We have used Theorem 7.2 to obtain the last identity, in which we have denoted sα1 , s
α
2 , s
α
3 the
tangent weights at pα. We conclude taking logarithms:
logDTF (q ) =
∑
α∈∆(X )
−r
(sα1 + s
α
2 )(s
α
1 + s
α
3 )(s
α
2 + s
α
3 )
sα1 s
α
2 s
α
3
logM((−1)r q )
= r
∫
X
c3(TX ⊗KX ) · logM((−1)
r q )
where the prefactor is computed through ordinary Atiyah–Bott localisation.
We have thus proved Conjecture 3.5 in [56] in the toric case. The general case is still open
and will be investigated in future work.
9.5. Conjecture: two obstruction theories are the same. We close this subsectionwith a cou-
ple of conjectures relating the different obstruction theories appeared in the previous section.
Conjecture 9.8. Let E be the perfect obstruction theory (9.3). Then its restriction along the
open subscheme ιn ,α : QuotUα (F |Uα ,n ) ,→QuotX (F,n ) agrees, as a symmetric perfect obstruc-
tion theory, with the critical obstruction theory Ecrit of Proposition 3.2.
One can also askwhether ι∗n ,αE andEcrit areT-equivariantly isomorphic over the cotangent
complex of QuotUα(F |Uα ,n ). This is of course stronger than the statement of Proposition 9.3.
A similar conjecture (essentially the rank 1 specialisation of Conjecture 9.8) can be stated
for the moduli space Hilbn (A3) = QuotA3 (O ,n ), without reference to a compactification A
3 ⊂
X . The Hilbert scheme of points has two symmetric perfect obstruction theories: the critical
obstruction theory Ecrit (Proposition 3.2) and the one coming frommoduli of ideal sheaves: if
p: A3 ×Hilbn (A3)→Hilbn (A3) is the projection and I is the universal ideal sheaf, one has the
obstruction theory
Rp∗RH om(I,I)0[2]→LHilbn (A3)
obtained from the Atiyah class AtI the way we sketched in (9.4).
Conjecture 9.9. There is an isomorphism of perfect obstruction theories
Ecrit Rp∗RH om(I,I)0[2]
LHilbn (A3)
←
→
∼
←
→
←
→
on the Hilbert scheme of points Hilbn (A3).
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APPENDIX A. INDEPENDENCE OF THE FRAMING PARAMETERS
A.1. Functional representation of the generating series. In this appendix, we prove that the
generating series of K-theoretic DT invariant does not depend on the weights of the framing
torus T2 = (C
∗)r . The strategy is as follow. Given a T-fixed point [S ] ∈ QuotA3 (O
⊕r ,n ) corre-
sponding to an r -colored plane partitionπ, we identify the localised contribution [−T virS ]with
the Jeffrey–Kirwan (JK, in short) residue studied and computed in [9, Equation 3.10]. Then
we realiseDTKr (A
3,q , t ,w ) as a contour integral (over a suitable cycle) of ameromorphic func-
tion, whose only contributing residues are precisely the JK residues mentioned above. The
independence on the framing parameters follows from an analysis of this contour integral.
Let n ≥ 0 and denote by Pˆ ,Qˆ , Nˆ , Iˆ the following meromorphic functions
Pˆ (z ;v ) =
n∏
i=1
r∏
α=1
sinh

(zi − vα)
2

Qˆ (z ; s ) =
∏
1≤i 6= j≤n

 sinh (zi−z j )2 sinh (zi−z j+s12)2 sinh (zi−z j+s13)2 sinh (zi−z j+s23)2
sinh
(zi−z j−s1)
2 sinh
(zi−z j−s2)
2 sinh
(zi−z j−s3)
2 sinh
(zi−z j+s )
2


Nˆ (s ) =
1
n !

−
sinh s122 sinh
s13
2 sinh
s23
2
4πi sinh s12 sinh
s2
2 sinh
s3
2 sinh
s
2
n
Iˆ(z ; s ,v ) = (−1)r n
Pˆ (z1, . . . , zn ;v1− s , . . . ,vr − s )
Pˆ (z1, . . . , zn ;v1, . . . ,vr )
Qˆ (z1, . . . , zn ; s1, s2, s3)
with si j = si + s j and s = s1 + s2 + s3. These functions can be easily expressed in terms of
ti = e
si ,wi = e
vi and ui = e
zi via the operator [x ] = x 1/2− x−1/2 introduced in § 6.1, by means
of the identity
[e z ] = 2sinh
z
2
.
Consider the following Jeffrey–Kirwan integral
(A.1) Z K,(n )J K ,r (s ,v ) = Nˆ (s )
∫
J K

n∏
i=1
d zi

Iˆ(z ; s ,v ).
This integral is, by definition, the sum over the iterated residues of themeromorphic differen-
tial form Iˆ(z ; s ,v )d z1∧· · ·∧d zn computed in the poles satisfying the Jeffrey–Kirwan prescrip-
tion, as explained in [28, 29].
Remark A.1. Integral presentations of the kind (A.1) are very well known in physics, as they
compute partition functions for gauged linear sigma models in supersymmetric gauge theo-
ries by means of supersymmetric localisation. The same expression we are studying, though
with different conventions for the equivariant parameters, can be found in [9] (see e.g. equa-
tion (2.24) in loc. cit. for the case r = 1 and equation (3.1) for the higher rank generalisation to
the elliptic case).
Theclassificationof thepoles contributing to the computationof the Jeffrey–Kirwan residues
was carried out in [9].
Lemma A.2 ([9, § 2.1, Appendix D]). The poles contributing to the computation of (A.1) are
classified in terms of r -colored planepartitions or, equivalently, in terms of sumsofmonomial
ideals.
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Example A.3. Consider the r = 1 case. If n = 1 the only pole to be taken into account in the
computation of Z K,(1)J K ,1 is z1 = v1, whose residue is just 1. We represent the pole corresponding
to v1 by a single box.
z1 = v1↔
Ifn = 2, wehave three different configurations to take into account, namely z (i ) = (v1,v1+si ),
i = 1,2,3. As before we represent the pole for z1 = v1 by a single box, while the poles for z2 =
v1+si are denotedby attaching abox to theprevious one, along the corresponding si -direction.
z (1) = (v1,v1+ s1)↔ , z
(2) = (v1,v1+ s2)↔ , z
(3) = (v1,v1+ s3)↔
In the sameway one can see how for a generic n , a certain configuration of poles contribut-
ing to the residue formula can be represented by a plane partition of size n . For instance
z =

v1
v1+ s1
v1+ s2
v1+ s1 + s2
v1+2s2
v1+ s3
v1+ s2 + s3
v1+2s3

↔
Example A.4. When r > 1 poles originating from different vi ’s build up r -colored partitions.
For example, if n = 1, the pole z1 = vα corresponds to a single box in the α-th color
z1 = vα↔;⊕ ·· ·⊕ ;⊕ ⊕;⊕ · · ·⊕ ;.
Similarly, if n = 2 we have two classes zα and z α,β of contributing pole configurations. For
instance we can grow a single plane partition along vα or place two single boxes, one along vα,
the other one along vβ . As in the previous example we have three configurations within the
first class of poles, namely
z
(1)
α = (vα,vα+ s1)↔;⊕ . . .;⊕ ⊕;⊕ · · ·⊕ ;
z
(2)
α = (vα,vα+ s2)↔;⊕ . . .;⊕ ⊕;⊕ · · ·⊕ ;
z
(3)
α = (vα,vα+ s3)↔;⊕ . . .;⊕ ⊕;⊕ · · ·⊕ ;
while for the second one we just have a single choice, namely
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zα,β = (vα,vβ )↔;⊕ ·· ·⊕ ;⊕ ⊕;⊕ · · ·⊕ ;⊕ ⊕;⊕ · · ·⊕ ;.
For n > 1 we would get more classes of pole configurations, corresponding to the different
ways of building r -colored plane partition of size n , each plane partition labelled by one of
the r different colors.
Lemma A.5. There is an identity
(A.2)
∑
n≥0
Z
K,(n )
J K ,r (s ,v )q
n =DTKr (A
3,q , t ,w ),
by setting ti = e si and wα = e vα .
Proof. The left-hand-sidewascomputed in [9, Equation3.10]asa sumof JK residues, classified
by r -colored plane partitions. Such residues are equal to the localised contributions obtained
by applying localisation formula onDTKr (A
3,q , t ,w ), through the vertex formalismdeveloped
in Section 5.1, which are again classified by r -colored partitions. The statement follows by
comparing the coefficients of qn .
In the next lemma, we identify the JK integral as a contour integral, over a cycle encircling
all the poles contributing to the JK residues.
Lemma A.6. The JK-integration in (A.1) is equivalent to an iterated contour integration on a
product of infinite cylinders Cyln , with Cyl ∼=R× [−πi ,πi ] ⊂C, along an n-dimensional cycle
C encircling all the poles of the integrand lying in (H−)n ∩Cyln , where H− denotes the lower
half–plane inC:
(A.3)
∫
J K

n∏
i=1
d zi

Iˆ(z ; s ,v ) = lim
δ,ǫց0
∮
C

n∏
i=1
d zi

Iˆ(z ; s − iδ,v − iǫ),
with 0< ǫ <δ <π and the integration is to be intended as∮
C

n∏
i=1
d zi

=
∫
· · ·
∫
C
d zn · · ·d z1.
Proof. Proving the statement is equivalent to proving that the poles contributing to the right
hand side of (A.3) are the same as the ones selected by the JK-prescription. This fact can easily
be seen by listing zeros and poles of Iˆ(z ; sˆ , vˆ ) lying in the lower-half planeH−∩Cyl=Cyl− ⊂C,
where sˆi = si − iδ and vˆi = vi − iǫ. By the continuity of the sinh function and the fact that
sinh(x ) = 0 if and only if x ∈ 2πiZ, such poles and zeros are then displayed in Table 1 where
α= 1, . . . , r and i , j = 1, . . . ,n .
poles zeros
zi = vˆα zi = vˆα− sˆ
zi − z j = sˆ1 zi − z j =−sˆ12
zi − z j = sˆ2 zi − z j =−sˆ23
zi − z j = sˆ3 zi − z j =−sˆ13
zi − z j =−sˆ zi − z j = 0
TABLE 1. Poles and zeros of Iˆ(z ; sˆ , vˆ ).
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It is then immediate to see that the only poles with non-zero residues in (H−)n correspond
to plane partitions. Indeed, choose the pole for the first integration to be fixed at z1 = vα, then
the pole for z2 can’t be taken again at vα, otherwisewewould get zero residue. In the sameway,
we can’t pick z2 = z1 + s , so the only possibilities are to choose z2 = vβ , β 6= α, or z2 = z1 + si ,
i = 1,2,3. The construction then proceeds in the sameway, so poleswith non-zero residue can
only be organised in r -colored plane partitions. A more detailed analysis of the contributing
pole configurations is contained in [9, Appendix D.3].
Remark A.7. A good choice for C is C = CR × · · ·×CR , with CR the contour depicted in Figure 3,
taking R ∈R>0 sufficiently large.
Cyl∼=R× [−πi ,πi ]
ℑz = 0
ℑz =−π
ℜz = 0
+R
−R
FIGURE 3. Integration domain for the iterated residues in (A.6).
We then define
(A.4) Z K,(n )
C,r (s ,v ) = Nˆ (s ) limδ,ǫց0
∮
C

n∏
i=1
d zi

Iˆ(z ; s − iδ,v − iǫ),
Thanks to Lemma A.5, this integral computes the K-theoretic invariants we are interested in.
Remark A.8. The fact that the integration of suitable meromorphic forms over a given cycle
reproduces the results of equivariant localisation formulæ is not striking if one takes into ac-
count how they come to be. As we already pointed out in Remark A.1, formulæ of the form
of (A.1) naturally emerge in the context of supersymmetric gauge theories, whose partition
functions are known to compute indices of (usually twisted) Dirac operators. The similarity
is made even more manifest by the fact that integral formulæ of the kind (A.1), or the ones
found in [9] , are in fact obtained by exploiting the technique of supersymmetric localisation,
which can be roughly understood as an infinite dimensional analogue of standard equivari-
ant localisation. The usefulness of such a technique resides in its ability of often reducing the
problem of computing path integrals to the computation of ordinary integrals. Indeed it can
be shown that the path integration in a supersymmetric theory is reduced from the (infinite-
dimensional) space of field configurations to the BPS locus, which is to say the space of field
HIGHER RANK K-THEORETIC DT THEORY OF POINTS 51
configurations supersymmetric under the SUSY conserved charges. In the case at hand, one
starts from a D6-D0 brane system on a threefold X in a type IIb supersymmetric background,
such that the D6-branes wrap the threefold while theworldvolume of the D0-branes is a circle
S1. If X = A3 the D0 effective theory on S1 is a supersymmetric quantummechanical model
whose BPS locus is exactly the DTmoduli space, equipped with its critical structure.
TheoremA.9. Thegenerating functionDTKr (A
3,q , t ,w )doesnotdependon theweightsw1, . . . ,wr .
Proof. By Lemmas A.5 and A.6, it is enough to compute
∂
∂ vα
DTKr (A
3,q , t ,w ) =
∑
n≥0
∂
∂ vα
Z
K,(n )
C,r (s ,v )q
n
and show it vanishes. Assume for now that we can apply the dominated convergence theorem
and exchange the order of derivation and integration. The derivative with respect to vα of
Iˆ(z ; s ,v ) takes a very simple form:
(A.5)
∂
∂ vα
Iˆ(z ; s ,v ) =−

n∑
i=1
sinh s2
sinh (zi−vα)2 sinh
(zi−vα+s )
2

Iˆ(z ; s ,v ).
The integration is performed as a sum over the (ordered) iterated residues of the integrand
over the poles of zi , i = 1, . . . ,n in (H
−)n∩Cyln . As an application of the global residue theorem,
we reverse each contour integration and compute the iterated residues over the poles in the
regionoutsideofC ⊂Cyln . Moreover, for eachcontributingconfiguration, there is a j in 1, . . . ,n
such that the only poles of z j lie inH
−∩Cyln , and all the corresponding contributions are then
manifestly zero due to the particular form of (A.5).
To apply dominated convergence theorem, it is enough to choose a concrete representative
of C, say for instance CR as in Remark A.7. Notice that CR is compact, Iˆ(z ; s − iδ,v − iǫ) is
continuous on CR and Iˆ(z ; s − iδ,v − iǫ) is bounded in z . In fact, one can find an explicit
majorisation of |Iˆ(z ; s − iδ,v − iǫ)| on CR by an integrable function.
A different proof of Theorem A.9 is given in the work of Arbesfeld–Kononov [2].
Remark A.10. The function Z K,(n )J K ,r and its cohomological reduction are known in physics as
partition functions ofU (r ) instantonic objects constructed starting from low energy effective
theories of D0-D6 and D(-1)-D5 brane systems, respectively. In this context the action ofT2 =
(C∗)r is translated in a globalU (r ) symmetry of the theory, which on the SUSY fixed locus is
completely higgsed to aU (1)r symmetry. Similarly the action of T1 = (C
∗)3 is translated in a
global spacetimeU (3) symmetry, which is commonly known as Ω-background.
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