Abstract. We introduce the notion of essential support of a simple Gelfand-Tsetlin gl n -module as an attempt towards understanding the character formula of such module. This support detects the weights in the module having maximal possible Gelfand-Tsetlin multiplicities. Using combinatorial tools we describe the essential supports of the simple socles of the universal tableaux modules. We also prove that every simple Verma module appears as the socle of a universal tableaux module. As a consequence, we prove the Strong Futorny-Ovsienko Conjecture on the sharpness of the upper bounds of the Gelfand-Tsetlin multiplicities. We also give a very explicit description of the support and essential support of the simple singular Verma module M(−ρ).
Introduction
Gelfand-Tsetlin modules of the complex general linear Lie algebra gl(n, C) have been studied since the 1950's both by mathematicians and physicists. These modules admit a locally finite action of the Gelfand-Tsetlin subalgebra Γ, a maximal commutative subalgebra of the universal enveloping algebra U(gl(n)). The recent discovery of Gelfand-Tsetlin derivative tableaux in [FGR16] initiated the systematic study of singular Gelfand-Tsetlin modules. This theory attracted considerable attention in the last three years and many interesting and important results have been obtained in [EMV, FGR17, FGR17b , FGRZ18, FRZ19, Har17, MV, RZ18, Vis, Vis18, Zad17]. Singular Gelfand-Tsetlin modules turned out to be related to different but overlapping theories. For example, connections with Schubert calculus were discovered in [FGRZ18] and with tensor product categorifications and KLRW algebras in [KTW + 18]. With the aid of KLRW algebras, in [KTW + 18], the authors provide a bijection between the set of simple Gelfand-Tsetlin gl(n, C)-modules with a fixed character and the zero weight space of an sl(n, C)-crystal. Furthermore, the properties of the singular Gelfand-Tsetlin modules have been studied with combinatorial tools, [FGR16, FGRZ18, FRZ19, RZ18] , as well as with geometric methods, [EMV, MV, Vis18] .
A maximal ideal m of Γ defines a point v = v m in C µ = C 1 × C 2 × · · · × C n up to a permutation of coordinates. Given such v one constructs a "universal" tableaux Gelfand-Tsetlin module V(T(v)) which contains a simple Gelfand-Tsetlin subquotient M having m in its support, i.e. M[m] = 0 (see §3 .1 for precise definitions). It was shown in [EMV, RZ18] 
that V(T(v))
has a basis of derivative tableaux, and the action of gl(n, C) on this basis was described in [FGRZ18] in terms of BGG differential operators and Postnikov-Stanley polynomials. We conjecture that the module V(T(v)) is universal in the sense that every simple Gelfand-Tsetlin module having m in its support is a subquotient of V(T(v m )). This conjecture was proven for generic v in [FGR15] and for 1-singular v in [FGR16, FGR17b] .
In the present paper we make a significant step in the understanding of the structure of V(T(v)), in particular its socle. As a generating vector we choose a special vector v ∈ C µ , called a seed (see Definition 2.2), and show that the module V(T(v)) = V(T(v)) has a simple socle V soc whose structure can be described in terms of certain oriented graphs. The simple module V soc is also a Gelfand-Tsetlin module such that V soc = z V soc [v + z] where the sum is taken over a certain set of points of C µ with integral coordinates. The dimensions of the weight spaces V soc [v + z] (called GelfandTsetlin multiplicities) are finite and uniformly bounded as explained in more detail below.
Set S µ := S 1 × · · · × S n and consider the free abelian group Z µ 0 consisting of elements in C µ with integer coordinates the last n of which equal zero. Denote by GT the category of all Gelfand-Tsetlin gl(n, C)-modules, and for each equivalence class ζ ∈ C µ /(Z µ 0 #S µ ) denote by GT ζ the full subcategory of GT consisting of modules whose support is contained in ζ. We have a decomposition of GT into a direct sum of components
GT ζ in the sense that Ext i GT (M, N) = 0 for all i ≥ 0 and for any M and N in different components (see [FO14, Corollary 3.4 
]).
An upper bound for the Gelfand-Tsetlin multiplicities of any simple Gelfand-Tsetlin module was found in [FO14, Theorem 4.12(c)]. To write this bound, fix a seed v and consider the stabilizer S π(v) of v in S µ . Let z ∈ Z µ 0 be such that v + z is in normal form (see Definition 2.1) and let (S π(v) ) z be the stabilizer of z in S π (v) . Set ζ = ζ v = C µ /(Z µ 0 #S µ )v. Then, as shown in [FO14] , for any simple module M in GT ζ the upper bound on a Gelfand-Tsetlin multiplicity is given by
We will refer to (1) as the FO inequality. In [FO14, Remark 5.4] Futorny and Ovsienko conjectured that this inequality is sharp, and more precisely, that there is a simple module M for which equality holds in (1) for some z with trivial stabilizer. This conjecture follows from either [FGRZ18, Theorems 8.3, 8.5 ] or [EMV, Theorems 10,11] for z with any stabilizer. In fact, the results in [EMV] and [FGRZ18] imply that (1) holds for M = V(T(v)). In the special case where none of the differences between entries in consecutive rows of v are integers, V(T(v)) is simple.
In this paper we prove a stronger result, which we call the Strong FutornyOvsienko Conjecture. We show that the socle of V(T(v)) is simple, and that taking M to be this socle, the set of all z ∈ Z µ 0 such that equality holds in (1) (the essential support of M) is a union of rational polyhedral cones, at least one of which has dimension n(n − 1)/2. We also show that the subgroups (S π(v) ) z run over all parabolic subgroups of S π(v) . This shows that the FO inequality gives a sharp bound in each subcategory GT ζ .
In the following theorem we summarize the above discussed results. In Section 6 we apply the above results to study the Gelfand-Tsetlin structure of Verma modules. Theorems 6.4 and 6.6 describe the support and the essential support of the simple singular Verma module M(−ρ), respectively, whereρ = −(0, 1, . . . , n − 1); notice that as sl(n, C)-module, this is isomorphic to the Verma module associated to minus the half-sum of the positive roots. Our second main result is summarized below.
Theorem 1.2. (i) Every Verma module is a submodule of a certain universal tableaux module V(T(v)), and every simple Verma module appears as the socle of some V(T(v)). In particular, M(−ρ) is the socle of V(T(0)).
(
ii) The essential support of M(−ρ) is a rational cone. It contains weights with Gelfand-Tsetlin multiplicities
The paper ends with a counterexample to the "hope" that the simple subquotients of V(T(v)) have bases consisting of derivative tableaux. We show that this is not the case even for the simple Verma gl(4, C)-module M(−ρ).
Preliminaries on the combinatorics of Gelfand-Tsetlin tableaux
with b = 1, b ; also we denote by S k the symmetric group in k elements. Given π = (π 1 , . . . , π r ) ∈ N r with ∑ i π i = k we denote by S π the product S π 1 × S π 2 × · · · × S π r , which we see as a subgroup of S k .
Fix n ∈ N and let µ = (1, 2, . . . , n). Given σ ∈ S µ and k ∈ n we denote by σ (k) the projection of σ to S k . With a slight abuse of notation, we identify S k with the subgroup of S µ consisting of elements σ such that σ (i) is the identity for all i = k. Thus we can write
The group S µ is a Coxeter group with generating set
where (i i + 1) is the simple transposition interchanging i and i + 1. The usual notions of length, Bruhat order, parabolic subgroups, etc. will be considered with respect to this generating set. In particular, the length of
, where ℓ k stands for the usual length in S k . Also if τ ∈ S µ then σ < τ in the Bruhat order if and only if
Such a set will be called an interval of Σ, and given an interval I = a, b k we write a(I) = a, b(I) = b, k(I) = k. A partition of Σ is a family of nonempty subsets of Σ, which we call blocks, whose disjoint union is Σ. An interval partition is a partition I whose blocks are intervals. We write I[k] for the set of all intervals I ∈ I with k(I) = k.
Let
, and refer to the set {δ k,i | (k, i) ∈ Σ} as the canonical basis of C µ . The group S µ acts on C µ by linear operators whose action on the canonical basis is given by
Given an interval I = a, b k we will write
. Given an interval partition I of Σ we refer to the tuples v(I) with I ∈ I as the blocks of v. We associate to v a partition of Σ denoted by I(v), where the block of (n, i) is {(n, i)}, and for k < n the block of (k, i) is the set of
Notice that if v is in normal form then I(v) is an interval partition (but not the other way around). Clearly for each v ∈ C µ there exists at least one element in its S µ -orbit which is in normal form. Suppose v is in normal form and let
This is a parabolic subgroup of S µ .
The graph Ω(v).
We now associate to each element v ∈ C µ a graph, which will be a major combinatorial tool in this paper. Given v ∈ C µ the graph Ω(v) is defined as follows: the set of vertices of [l, j] Example 2.3. We will write elements of C µ as triangular arrays with k entries in the k-th row counting from the bottom. In this example we assume that the set {1, a, b, c, . . .} ⊂ C is linearly independent over Z.
The graph of the previous elements 2. 4 . The set D(v). Recall that we denote by Z µ 0 the set of all z ∈ C µ with z k,i ∈ Z for all (k, i) ∈ Σ and z n,i = 0 for all i ∈ n . For the rest of this section we fix a seed v and set
The stabilizer of z in S π is again a parabolic subgroup of S π , which we denote as usual by (S π ) z , so each coclass in S π /(S π ) z has a unique minimal length representative. We denote by S z π the set of these minimal length representatives, and refer to them as z-shuffles. Given σ ∈ S π we write σ z for the unique z-shuffle in σ(S π ) z .
We denote by I(v, z) the interval partition of Σ where (k, i) and (k, j) lie in the same block if and only if k < n and
Equivalently, an interval lies in I(v, z) if and only if it is an orbit of the action of (S π ) z on Σ. Let us say that σ ∈ S π is increasing, resp. decreasing,
A permutation σ is a z-shuffle if and only if it is increasing over every interval in I(v, z), so σ z is the unique permutation in S π which is increasing over all intervals in I(v, z) and such that σ z (z) = σ(z).
Given an interval I = a, b k we denote by ω(I) the permutation i → b + a − i. This is the longest element in the symmetric group of the interval I, seen as a subgroup of S µ . It follows that the longest element in (S π ) z is ∏ I∈I(v,z) ω(I). We also write
These two permutations play a central role in the sequel. Notice that these permutations are mutual inverses.
is increasing over every interval I ∈ I ′ , so it is a z-shuffle lying in the coclass ω 0 (S π ) z . This proves part (a). Part (b) follows from the definitions.
To prove part (c) we only have to show that σ = ω u 0 β(I) and τ = ω v 0 α(I) are z-shuffles. We verify this for σ, as the verification for τ is similar. Let
It is enough to check that the composition of the product in the parenthesis with ω(J)ω(I ′ )β(I) is decreasing over the intervals of I ′ . This is immediate for K = I, J ′ , so it remains to check that ω(J)ω(I ′ )β(I) is decreasing over I, J ′ . This follows immediately from the definitions
Background on universal tableaux Gelfand-Tsetlin modules
Throughout this section we will work with the Lie algebra gl(n, C). We denote by h the Cartan subalgebra of diagonal matrices. We identify the dual of h with C n in the usual way.
Generalities on Gelfand-Tsetlin modules.
For each k ∈ n we denote by U k the universal enveloping algebra of gl(k, C), and set U = U n . By top-left-corner inclusion of matrices we obtain a chain
which in turn induces a chain U 1 ⊂ U 2 ⊂ · · · ⊂ U n . Denote by Z k the center of U k and by Γ the subalgebra of U generated by n k=1 Z k . This is a maximal commutative subalgebra of U called the Gelfand-Tsetlin subalgebra. It is generated by the elements
By a result of Zhelobenko, there exists an isomorphism 
Let M be a Gelfand-Tsetlin module and let v ∈ C µ . We put We will usually say "weight" instead of "Gelfand-Tsetlin weight". To avoid confusion we will sometimes use the expression "Cartan weight" for elements in the dual of h. Since U(h) ⊂ Γ it follows that two elements with the same GelfandTsetlin weight have the same Cartan weight, but the converse does not hold.
It is easy to check that a finitely-generated module M is a GelfandTsetlin module if and only if for each x ∈ M the complex vector space Γx has finite dimension. The following lemma is an immediate consequence of that observation. 
Universal tableaux Gelfand-Tsetlin modules. Fix a seed v and set
) is associated to any seed v (a similar construction appears in [EMV] ). The module V(T(v)) was called the "big Gelfand-Tsetlin module at v" in [RZ18] , but here we refer to it as the universal tableaux module associated to v. It is a module with C-basis given by the set
π strictly smaller than σ in the induced Bruhat order (for details on the Bruhat order on shuffles see [BB05, Section 2.5]).
We review the details regarding the explicit action of U on V(T(v)), which were proved in [FGRZ18] . Given I = a, b k with k < n we set
Notice that if I ∈ I(v, z) then e I (v + z) and f I (v + z) are well defined. We also set
The following theorem is a direct consequence of [FGRZ18, Lemma 8.4]. 
Theorem 3.3. The action of the canonical generators of gl(n, C) on V(T(v)) is given by the formulas
) is a (Cartan) weight representation with infinite-dimensional weight spaces.
Remark 3.4. We record here for future reference that
is the evaluation at v, which allows to rewrite the formulas in a simplified form as In particular these dimensions are bounded by (n − 1)!(n − 2)! · · · 2!. As explained in the introduction, the conjecture can be proved using results from [FGRZ18] or [EMV] . We will refine this result in the following sections.
though we must keep in mind that in some cases D σα(I)
(v + z + δ k,a(I) ) and D σβ(I) (v + z − δ k,b(I) ) are zero. This happens when z k,a(I) + 1 = z k,a(I)−1 and z k,b(I) − 1 = z k,b(I)+1 respectively.
The following proposition shows that V(T(v)) is a Gelfand-Tsetlin module and describes the Gelfand-Tsetlin weight components of V(T(v)).
= ∑ σ a σ D σ (v + z). (a) If c ∈ Γ then cD σ (v + z) = γ c (v + z)D σ (v + z) + ∑ τ<σ D v+z τ,σ (γ c )D τ (v + z) = γ c (v + z)D σ (v + z) + D <σ (v + z).
Cyclic submodules of universal tableaux modules
Again, we fix a seed v and set π = π(v), 
We denote by 
Notice that Ω + (v + z) is an unoriented graph (though by its definition it is easy to recover the orientation of its edges in − → Ω (v + z)). Note also that the above definition can be considered as a refined version of the graph associated to a set of relations introduced in §4 of [FRZ19] . In the latter case, arrows between vertices on the k-th row are not allowed for k < n.
It follows from the definition that − → Ω (v + z) has no loops, so each of its connected components has at least one source (a vertex that is not the head of any edge) and at least one sink (a vertex that is not the tail of any edge). It also follows that Ω − (v) is the graph with vertex set Σ and no edges, while for every z ∈ D any edge of Ω + (v) is an edge of either
We next introduce a reduced version of the graph − → Ω from which it can be recovered. We say that a directed
Since
Example 4.2. Below we show a few examples of reduced graphs
Ω(v + z). v + z Ω(v + z) 0 0 0 0 0 0 0 0 0 0 3 2 1 0 2 1 0 1 0 0 a + 1 a 1 0 b a + 1 a b b − 1 c + 1 c c a a − 1 a + 1
Cyclic submodules. We now begin with our study of the internal structure of V(T(v)).
We use the notation Ω ± (x) ⊂ Ω ± (y) to indicate that the edge set of Ω ± (x) is contained in that of Ω ± (y). We also denote by ∅ the graph with vertex set Σ and no edges. The following lemma is a generalization of [FGR15, Theorem 6.8].
Lemma 4.3. Let y, z ∈ D. If Ω + (v + z) ⊂ Ω + (v + y), or equivalently if
Proof. We apply induction on |y − z| = ∑ (k,i)∈Σ |y k,i − z k,i |. That is, we will show that it is possible to choose (k, i) ∈ Σ and u = z ± δ k,i with the sign chosen so that |y − u| < |y − z| and the following hold:
Clearly the lemma follows from the existence of such u.
Denote by Ω < , respectively Ω > , the induced subgraph of − → Ω (v + y) with vertex set consisting of those [k, i] such that z k,i < y k,i , respectively z k,i > y k,i ; here induced means that there is a directed edge between two vertices of the subgraph if and only if there was a directed edge between these vertices in the original graph. Notice that no vertex of the form [n, i] is in either graph. If both Ω < and Ω > are empty then y = z and there is nothing to prove. Suppose Ω < is not empty. Then, since it is an oriented subgraph of − → Ω (v + y), it has no loops and hence has at least one source, say [k, i]. We claim that (1), (2), (3) and (4) hold with u = z + δ k,i . If Ω < is empty then we take [k, i] to be a sink in Ω > and set u = z − δ k,i . We now proceed with the proof assuming Ω < is not empty. The other case is similar and we discuss how to adapt the proof at each step.
Proof of (1). By Lemma 2.5(b), it is enough to show that if
If this edge is indeed present then since y ∈ D we know that y k,i−1 ≥ y k,i . On the other hand since [k, i] is a source of Ω < we must have z k,i−1 ≥ y k,i−1 and z k,i < y k,i , and these inequalities imply the one we are looking for.
Proof of (2). To show that
is an edge of Ω + (v + z) then it is also an edge of Ω + (v + u). The first case is obvious. For the second, the choice of (k, i) as a source of 
is an edge of Ω + (v + z), and by the hypothesis it is also and edge of Ω + (v + y). In the second case we have z k,i 
Proof of (3). Let I ∈ I(v, z) be the interval containing (k, i). It follows from the definitions that α(I) is a u-shuffle. Using the formulas for the action of U as given in Remark 3.4, we see that
where p v is the projection to the Gelfand-Tsetlin component V(T(v))[v]. By Lemma 3.2, this element lies in UD e (v + z).
If 
Proof of (4). Recall from Lemma 2.5(c) that there exists σ ∈ S z π such that
Again by the formulas in Remark 3.4 and by Lemma 3.2,
As we saw in the proof of the previous point, the leading coefficient is nonzero. By Proposition 3.5(b) this element generates the Gelfand-
For the second case we must take p v+u (E k,k+1 D τ (v + z)), with τ as in Lemma 2.5(c), and then the rest of the proof is similar.
The socle of V(T(v)
). An element z ∈ D is said to be fully critical if As mentioned in the proof of the Proposition, if
minimal among the submodules of V(T(v)). Corollary 4.5. The socle of V(T(v)) is simple and equal to UD e (v + z) for any z such that
Ω − (v + z) = ∅. In particular, soc V(T(v)) = UD e (v).
The essential support of the socle and a proof of the Strong Futorny-Ovsienko conjecture
As before, v is a fixed seed and
The essential support of the socle of V(T(v)).
We denote the socle of V(T(v)) by V soc . As mentioned above V soc is simple. 
In view of the fact that V soc is simple, its essential support is the set of those z ∈ D for which the dimension of V soc [v + z] is as large as the FutornyOvsienko bound allows.
Cones associated to the support.
Denote by R µ the set of points in C µ with real coordinates. Recall that a rational polyhedral cone is the intersection of finitely many half-spaces {x ∈ R µ | ϕ(x) ≥ q} where ϕ is a linear functional with rational coefficients in the canonical basis and q ∈ Q. The rank of a cone is the dimension of the smallest affine space that contains it.
These are finite sets, which we order by the relation of being a subgraph. For each Ω ⊂ Ω + (v) we set
, and the same holds if we replace supp(v) with ess(v). Denoting by S 0 and E 0 the set of minimal elements of S and E respectively we see that
Let w ∈ D and z ∈ Z µ 0 , and put
We have that z ∈ P (Ω + (v + w)) if and only if it satisfies the following conditions for all k < n:
Furthermore, z ∈ P(Ω + (v + w)) if and only if it satisfies conditions (a), (c) and (e) (this last condition guarantees that z ∈ D). It follows that both P (Ω + (v + w)) and P (Ω + (v + w)) are the set of integral points of a rational polyhedral cone. Since these sets are contained in Z µ 0 their rank is at most Proof. We have already shown that both supp V soc and essupp V soc can be written as a union of sets of the form P (Ω) for appropriate subgraphs of Ω(v), so the first part of the theorem is proved.
For the second part, we will show show that P (Ω + (v)) = P (Ω + (v)) is the set of integral points of a cone of rank v) ) is the monoid generated by the c k,i , and hence has the desired rank. Now we are ready to prove the Strong Futorny-Ovsienko Conjecture. For each standard parabolic subgroup G ⊂ S π there exists z in P (Ω(v) ) such that G = (S π ) z . Indeed, the orbits of G form an interval partition of Σ ′ , and the desired element is obtained by taking the inequalities (e) presented above as equalities whenever (k, i), (k, i + 1) lie in the same Gorbit, and as strict inequalities if they lie in different orbits. Thus we have the following result.
and the FO inequality is sharp for all parabolic subgroups of S π .
In the next section we will show that in the case were v = 0 this bound can be obtained when M a simple Verma module.
We conclude this section with the observation that Corollary 5.3 implies that if the essential support of a simple Gelfand-Tsetlin module intersects ess(v), then it must be isomorphic to soc V(T(v)). 
for all z ∈ ess(v). This implies the corollary.
Realization of Verma modules in universal tableaux modules
Let λ ∈ C n be a (Cartan) weight of gl(n, C). Recall that we can associate to λ a Verma module M(λ) by extending λ to a character of the Borel subalgebra of upper-triangular matrices and then inducing the resulting module to gl(n, C). The module M(λ) is a highest weight module with highest weight λ and any other such module is a quotient of M(λ).
6.1.
Restriction from gl(n, C) to sl(n, C). We fix h ′ ⊂ sl(n, C) to be the usual Cartan subalgebra of diagonal matrices of trace 0.
Given a representation V of gl(n, C) we denote by V ′ its restriction to sl(n, C), and given v ∈ V we denote by v ′ the corresponding vector in V ′ . Then v is a Cartan weight vector if and only if v ′ is a Cartan weight vector, and if λ = (λ 1 , . . . , λ n ) is the weight of v then the weight of v ′ is λ ′ = (λ 1 − λ 2 , . . . , λ n−1 − λ n ). Verma modules restrict to Verma modules, and M(λ) ′ = M(λ ′ ). In particular this implies that M(λ) is a free U − -module, where U − ⊂ U is the subalgebra generated by the elements E j,i with 1 ≤ i < j ≤ n. We will say that λ is dominant, resp. integral, resp. dominant integral, if the corresponding sl(n, C)-weight is dominant, resp. integral, resp. dominant integral.
The natural action of S n on C n induces an action of S n on C n /L, where L is the vector space generated by the vector (1, 1, . . . , 1) . If we identify C n /L with the dual of the Cartan subalgebra of sl(n, C) and the corresponding Weyl group with S n , then the induced action of S n and the action of the Weyl group coincide. In other words, for each σ ∈ S n and each gl(n, C)-
. Thenρ ′ is the half-sum of the positive roots of sl(n, C). The dot action of S n on C n is given by σ · λ = σ(λ +ρ) −ρ for all σ ∈ S n . This dot action induces the dot action of S n on sl(n, C)-weights,
Highest weight vectors of universal tableaux modules.
For each λ ∈ C n we setλ = λ +ρ.
Let λ ∈ C n be such thatλ is a dominant weight, and let σ ∈ S n . We denote by HW(λ, σ) an element of C µ in normal form whose k-th row is a permutation of (λ σ −1 (1) ,λ σ −1 (2) , . . . ,λ σ −1 (k) ) for each k; this element may not be unique, so we fix one for each choice of λ and σ. Ifλ is dominant integral then the top row of HW(λ, σ) is equal toλ.
Let τ ∈ S n . If σ(λ) − τ(λ) ∈ Z n then we can and will assume that HW(λ, σ) and HW(λ, τ) lie in the same (Z (HW(λ, σ) ) for each σ ∈ S n . As the following theorem shows, this map is injective and, therefore, any Verma module can be realized as a submodule of an adequate universal tableaux module. Since the Verma module M(−ρ) is simple, by Theorem 6.2 it is isomorphic to the socle of the corresponding universal tableaux module. This allows us to study both its Gelfand-Tsetlin support and its essential support. We begin our study of the support of M(−ρ) with the following lemma.
The formulas for the action of U on V(T(0)) given in Theorem 3.3 tell us that
The differential operator D τ,β has order ℓ(β) − ℓ(τ) ≤ ℓ(β) = |I|, and by definition f I has a zero of order |J| at z. 
Since this is the coefficient of 
We will prove that the support of M(−ρ) is equal to the set of integral points P (Ω + (v)). 
We conclude this paper with the observation that the simple Verma modules of gl(n, C) (n ≥ 4), considered as Gelfand-Tsetlin modules, do not have necessarily a basis of derivative tableaux. 
As mentioned above, the Gelfand-Tsetlin component of M(−ρ) of weight z has dimension at most 4. Hence the Verma module M(−ρ) does not have a basis formed by derivative tableaux. It is an interesting open question to find a basis of the Verma modules, even of M(−ρ), inside V(T(v)).

