Orthogonal moment functions based on Tchebichef polynomials have found several applications in the eld of image analysis because of their superior feature representation capabilities. Local features represented by such moments could also be used in the design of ecient texture descriptors. This chapter introduces a novel method of constructing feature vectors from orthonormal Tchebichef moments evaluated on 5 × 5 neighborhoods of pixels, and encoding the texture information as a Lehmer code that represents the relative strengths of the evaluated moments. The features will be referred to as Local Tchebichef Moments (LTMs). The encoding scheme provides a byte value for each pixel, and generates a gray-level LTM-image of the input image. The histogram of the LTM-image is then used as the texture descriptor for classication.
Introduction
Moment functions with discrete orthogonal kernels are designed primarily with the aim of deriving improved feature representation capability in pattern analysis applications.
When compared with geometric and other types of non-orthogonal moments, discrete orthogonal moments are generally less susceptible to noise and numerical instabilities.
While it is theoretically possible to construct moment functions using any class of discrete orthogonal polynomials, we often give importance to simplicity of algebraic structures and the availability of recurrence equations that can be easily implemented.
In this context, Tchebichef polynomials have the advantage of being orthogonal functions of unit weight over an integral domain, and having a simple recurrence formula for polynomial computation [6, 22] . Since their introduction in 2001, Tchebichef moments [16, 14] have found several applications in the eld of image analysis because of their straightforward denition that allows the computation of orthogonal moments directly in the image coordinate space. Further research in this eld has led to the development of more general classes of moments such as the Hahn moments [27] and Krawtchouk moments [26] . Discrete orthogonal moments have also been used in image watermarking [20] , face recognition [24] , and audio signal compression [8] .
Very recently, some research work towards the use of Tchebichef moments for texture classication has been reported [12] . In all these applications, moments are primarily used as global features for representing, recognizing or reconstructing shapes present in the image.
Textures form a special class of images where the shapes present in the images have a high degree of randomness or irregular structures. We cannot therefore use global features that are generally suitable for representing only well-dened and deterministic spatial attributes. For processing textures, we require quantitative measures derived from the spatial arrangement of intensities and any statistical properties they may have.
Local features that are obtained using neighborhood operations around each pixel are commonly employed to characterize these variations in the intensity distribution, and for classifying the overall shape features present in images in a statistical sense. The downside of pixel-level processing is that it generates a large amount of per-pixel data with several repetitions or similarities. Hence, the features are usually combined together using their statistical or fractal properties to get a much smaller number of feature descriptors that are both signicant and meaningful [13] . Such feature representation methods are commonly used for texture classication, segmentation, and identication of regions of interest [17, 28, 5] .
Texture analysis methods play a very important role in the eld of medical image analysis. Texture characteristics can be eectively used in discriminating between pathological and normal cases in tissue images and retinal images [9] . Studies have revealed that local intensity operations and related texture features can be used in the analysis of pulmonary emphysema and other disease patterns in lung images [23] . We review some of the commonly used texture analysis methods in the next section.
This chapter introduces Local Tchebichef Moments (LTM) and the associated methods for developing ecient texture feature descriptors. Moment computation is performed in 5 × 5 pixel neighborhoods, so that sucient information about the local intensity distribution could be captured in a small moment set. Pre-computed con- The shape features of non-uniform structures present in texture images can be captured through carefully designed quantitative measures which are then combined to form a descriptor using reduction techniques or transformations that retain the essential discriminating statistical features. Several approaches have been used in obtaining such descriptors; an excellent introduction to these methods can be found in [17, 28, 5, 13] . A very popular method is the energy approach developed by Laws [11] that uses nine 3 × 3 convolution masks, and the energy information obtained through the nine channels are combined to form a reduced descriptor for the texture classier.
Another approach for texture interpretation uses the statistical self-similarity properties in textures [4] . A texture image could also be viewed as a superposition of several fractal structures. Multifractal analysis methods decompose an image into a set of disjoint alfa-images where each image represents a collection of pixels whose local neighborhoods have similar variation of intensity measure, satisfying the same power law as the window size is increased. The rate at which an intensity measure scales with respect to window size is represented by the Holder exponent (α). The fractal dimensions of the α-images collectively form the multi-fractal spectrum and is used as the main descriptor for texture classication [15, 21] . Figure 6 .2 shows the main steps involved in the computation of the multi-fractal spectrum. Multifractal methods can be augmented with multi-scale techniques for improving the discriminating power of the extracted features [25] .
Another powerful texture descriptor that has been successfully applied in classication is called the Local Binary Pattern (LBP) [17, 19] . This feature is derived by comparing the intensity at each pixel with its eight neighbors and encoding the information in an 8-bit integer value. This encoding can be viewed as a transformation of the input image into an LBP image as shown in Fig.(6.3) . The histogram of the LBP image is used for texture classication. LBP methods have been successfully used in the analysis of disease patterns in HRCT lung images [23] .
The method based on local Tchebichef moments presented in this chapter is inspired by Laws' approach. It uses 5 × 5 convolution masks obtained using Tchebichef polynomials of degree 0 through 4, providing ve local Tchebichef moments (LTMs) 
Local Tchebichef Moments
We use orthonormal Tchebichef polynomials [16] for computing the elements of the convolution masks which give us the associated local moments. We denote orthonor-mal Tchebichef polynomials of degree n by t n (x). The polynomials satisfy the following recurrence relation [14] : 
The starting values for the above recurrence can be obtained from the following equations:
. We can now dene elements of 5 × 5 convolution masks M mn as :
M mn (x, y) = t m (x) t n (y) , m, n, x, y = 0, ..., 4. The convolution of a 5 × 5 neighborhood of a pixel at (x, y) with a mask M mn directly gives the corresponding local Tchebichef moment (LTM) at location (x, y):
where f (x, y) denotes the image intensity values. We will not compute all 25 dierent moment terms given by Eq.(6.5). We will select only a few of the LTMs to represent the local intensity variations and form a feature vector using them as detailed in the next section.
LTM Descriptor
We construct a feature vector consisting of ve elements Γ (x, y) = {L i (x, y) : i = 0, ..., 4}, where each L i is a local Tchebichef moment: or something like Γ (x, y) ={w 0 (T 00 (x, y) + T 01 (x, y)) , w 1 (T 21 (x, y) + T 12 (x, y)) ,
where w i s are positive weights chosen to give a nearly equal range of variation for all L i s. In the most general form, we can write (or energies) of the LTM features. Towards this end, we sort the values of L i in ascending order, giving a permutation of Γ (x, y). Since there are 5! = 120 permutations possible, we can assign an integer value between 0 and 119 to Γ (x, y) depending on the sequence in which L i s appear in the sorted order. This integer value is computed using Lehmer code, and is denoted by c (x, y). When applying 3 × 3 convolution masks, we typically remove the border pixels from the computation as they do not have proper 3 × 3 neighborhoods. In our case, we use 5 × 5 masks and therefore leave out points on a two-pixel wide border around the image. The eect of this will be seen as a black border of the LTM image and a spike at value 0 in its histogram. This problem also can be easily solved by using periodic boundaries (or circular convolution).
We further multiply the computed Lehmer code at each pixel by 2 to expand the range to [0, 238] , and store the number as a byte value corresponding to the location (x, y). The gray-level image thus obtained is the map of the input image under the LTM operator, and will be called the LTM image. Figure 6 .8 shows the mapping for a sample image using the feature vector and weights shown in Fig.(6.7) . The images produced by the Local Binary Pattern (LBP) algorithm [17, 19] and the multifractal analysis method along with their respective feature descriptors are also shown in Fig.(6.8) for comparison.
The histogram of the LTM image will serve as the main descriptor for our classica- tion. In the next section, we will look at the relevant properties or shape attributes of the histogram that can provide sucient inter-class separability needed for generating accurate results.
It should be noted that the shape of the histogram depends heavily on the choice of moment terms in the feature vector and the corresponding weights. For example, the concentration of points towards the right side of the histogram in Fig.(6.8) , shows that the low order moments still dominate the feature set (see Fig.(6.7) ). The moment term T 00 usually gives a much larger value compared to other terms and therefore was assigned a small weight. If we remove T 00 from the feature vector and give uniform weights for all moment terms, then we get a better spread of histogram values as shown in Fig.(6.9) . There is always a trade-o between the two choices; on one hand we can have more distinguishing features in the descriptor if the histogram has more values, but on the other hand less number of signicant points in the histogram often implies less redundant information in a compact set and therefore faster comparison.
Texture Classication
In this section, we consider the problem of texture classication using LTM descriptors.
We rst look at intra-class similarity and inter-class variance of the feature descriptors provided by the LTM histogram. The tissue image database shown in Fig.(6.1) will be used for our analysis. Three images from each class in Fig.(6.1) were randomly selected to form the training set. The feature vector and weights as given in Fig.(6.7) were used for obtaining the LTM images. The LTM histograms of the complete training set are shown in Fig.(6.10) .
The histograms given in Fig.(6.10) show excellent intra-class similarity. This is 
The standard Chi-square test [7, 10] is also found to yield good results in histogram comparison: Fig.(6.9) ). The classication results obtained using this method are given as a confusion matrix in Table 6 .1 below.
The above results compare well with the previously published classication errors for the same database using multifractal measures [15] . The approach taken in that paper used features extracted from the multifractal spectrum of the images as opposed to LTM histograms. For the purpose of comparison, the table given in Fig.(8b) of [15] that gave the best results, is reproduced below (Table 6. 2). Fig.(6.1) , and LTM image histograms as feature descriptors. Table 6 .2: The confusion matrix showing the results of the classication experiment using the tissue database in Fig.(6.1) , and features based on multifractal spectra [15] .
The results given in Table 6 .1 could be further improved by carefully selecting the LTMs in the feature vector using a rigorous analysis of the intensity moments for the given dataset (domain knowledge), and using robust similarity measures [2] for obtaining accurate histogram matching. Biomedical image classication algorithms often use more advanced classiers such as K-nearest neighbors and support vector machines [3] , that could also provide better results. The primary aim of this book chapter was to introduce the framework for local Tchebichef moments, and therefore detailed optimization aspects have been left out.
Summary
A feature set constructed using discrete orthogonal moments based on Tchebichef Future research work using LTM descriptors can take several directions. One could analyse the properties of the computed features in moment space to determine the optimal set and weights (Eq.(6.9)) that should be used as the feature vector for a given application. This research can be combined with an analysis of the primary features that should be selected from the LTM histogram for classication. Another aspect that needs to be considered, specially for texture recognition applications, is the invariance of the feature descriptor under both spatial and intensity transformations. The possibility of combining the LTM descriptor with global image moments for improving the classication accuracy could also be looked at. For example, images in Class-4 ( Fig.(6.1) ) have a global image shape that is distinctly dierent from other images. The use of global moments could reduce the classication error seen in Table   6 .1. Methods that combine local and global descriptors are increasingly being used in texture analysis. Papakostas et. al., [18] recently introduced moment-based LBP descriptor that combines the properties of locality, globality and invariance. Finally, the discrimination power of the proposed LTM descriptors could be further improved by selecting the free parameters using proper optimization methods such as the evolutionary algorithm.
