Introduction
This paper is a continuation of recent works by Zhang [21, 22] . We aim at giving the extremal values of eigenvalues of Sturm-Liouville operators with potentials in L 1 balls. with the Dirichlet boundary condition
has a sequence of eigenvalues
See [2, 18, 19] . We use q p := q L p [0, 1] to denote the L p norm for q ∈ L p . Given r ∈ [0, ∞). Let (1.5)
These extremal values L m,p (r) and M m,p (r) are well defined, finite for all (m, p, r) as in (1.4) . To see this, let us consider λ m (q) as a (nonlinear) functional from L p to R. It is well known that λ m : (L p , · p ) → R is continuously differentiable. See, for example, [6, 18] . A deep result proved by Zhang [21] very recently shows that eigenvalues have stronger dependence on potentials. Other kinds of eigenvalues of Sturm-Liouville operators possess the same continuity [21] . For some related continuity results of solutions and eigenvalues in weak topologies, see also [4, 10, 11, 15, 17] .
is sequentially compact for any r 0, an immediate consequence of Theorem 1.1 is that both L m,p (r) and M m,p (r) can be attained by some potentials in B p [r] and therefore are finite. However, when p = 1, the finiteness of L m,1 (r) and M m,1 (r) cannot be deduced from Theorem 1.1 directly because L 1 balls are no longer compact even in the weak topology w 1 . In order to obtain the finiteness of L m,1 (r), let us recall a deep result of Zhang [22] . We use λ N 0 (q) to denote the smallest or the zeroth Neumann eigenvalue of (1.1) for q ∈ L p . [22, Theorem 6.5] In order to see that M m,1 (r) is also well defined, let us recall some asymptotical distribution results of large eigenvalues like λ n (q) = (nπ ) 2 + O (1) as n → +∞.
Theorem 1.2. (Zhang
See, e.g., [8, 11] . In fact, this asymptotical result is uniform for potentials q in any bounded subset of (L p , · p ), including the L 1 case. For the L 2 case, such a uniformity can be found in [11] . For the Thus all extremal values of (1.3) are finite and are well defined. As noted in [22] , the most important extremal values of (1. 
(1.11)
(ii) Let p = 1. One has, for all r ∈ [0, ∞), The general program of proofs in this paper is like [22] where the extremal values of the smallest periodic eigenvalues and the smallest Neumann eigenvalues with potentials in L 1 balls are considered.
Roughly speaking, the proof of Theorem 1.4 consists of the following three steps.
• The structure of this paper is as follows.
In Section 2, we will give some basic properties on eigenvalues and extremal values, following Zhang [22] . Due to some topological fact on L p balls [22] , one has the limiting equality for L m,1 (r) [20] can distinguish this. For the construction of these important radii R m,p , see also Section 2.2. Using these critical equations, together with some limiting analysis, amplification relation (1.7) of Theorem 1.3 will be proved at the end of Section 3.
In Section 4 we will study lim p↓1 L 1,p (r) and complete the proof of Theorem 1.4. Though the basic idea is as in [22] for L N 0,p (r), some considerations for L 1,p (r) are more delicate, because the critical equations for L 1,p (r) have some nature different from that for L N 0,p (r). The proof of Theorem 1.4 will be given at the end of Section 4.2. In Section 4.3, the asymptotical formula for L m,p (r) with large r will be given. See Corollary 4.8.
In Section 5, we will derive the critical equations for the maximal values M m,p (r) with p ∈ (1, ∞).
The amplification (1.11) can be obtained from the corresponding critical equations. However, in studying lim p↓1 M 1,p (r), we will adopt an approach which is completely different from that in Section 4. This is caused by the facts that M m,1 (r) can be attained by some potentials in B 1 The detailed proof of Theorem 1.5 is given in Section 5.2.
Recall from [19] that there are some close relations between several kinds of eigenvalues of SturmLiouville operators, including the Dirichlet, the Neumann, periodic and anti-periodic eigenvalues. In Section 6, we will exploit these relations to show that some extremal problems of other eigenvalues 
Some extremal problems of higher-order periodic and anti-periodic eigenvalues of Hill's operators can also be reduced to L m,p (r) and M m,p (r). See Theorem 6.1 and Corollary 6.2.
Combining with the extremal values found in [22] for the smallest periodic eigenvalues and the smallest Neumann eigenvalues, we have given a fairly complete construction of extremal values for eigenvalues of Sturm-Liouville operators with potentials in L 1 balls. Some open problems on extremal values of periodic eigenvalues will be imposed in Section 6.
General results on eigenvalues and extremal values

Eigenvalues, eigen-functions and extremal values
Most of the results of this subsection are analogous to that for the smallest periodic eigenvalues of Hill's operators as in [22, Section 2] . We will give only the statements and necessary proofs. For details, one may refer to [22] .
Given q ∈ L p . The following characterization on the mth eigenvalue λ m (q) using nodes of eigenfunctions is a basic result in spectral theory [11, 18] . 
From these, one can obtain we know that the second equality of (2.2) holds.
Taking the limit as p ↓ 1, we get 
Taking the infimum over q ∈ B 1 [r], we get
Hence we have (2.2). 2 
is a decreasing homeomorphism, while
is an increasing homeomorphism. 
Sobolev inequalities and zeros of minimal functions
. These zeros R m,p have been found explicitly by Zhang [20] in the study of non-degeneracy of the p-Laplacian. See also [23] for their role in the stability of Hill's equations.
Consider the following Sobolev inequality
where the exponent γ ∈ [1, ∞]. The optimal Sobolev constant is denoted by K(γ ). Explicitly,
See, for example, [14] . Here (·) is the Gamma function of Euler. As a function of γ ∈ [1, ∞], K(γ ) is continuous and is strictly decreasing in γ .
In the terminology of the minimal values L m,p (r) of this paper, the results of [20] can be stated as follows. [20] .)
Lemma 2.8. (Zhang
(ii) The zeros R m,p are given by
The minimal value L 1,p (r) and its lower bound π
share the same zero, i.e., r = K(2p * ). The zeros R m,p of L m,p (r) are found using this and the node structure of Dirichlet eigenfunctions. After we find precise values of L 1,p (r) in this paper, a comparison to its lower bound π 2 (1− r/K(2p * )) can be given. Results (2.7) and (2.8) have been extended to the so-called p-Laplacian [20] .
Variational approach to minimal values L m,p (r)
In this section, we always assume that (m, p, r) is as in (2.4).
Critical equations
From (1.13) and (2.5), one has [6, 9, 18] , because λ m (q) is simple. See also [17] for a simpler treatment and its generalization to the p-Laplacian. Let E(t) = E(t; q) be an eigen-function associated with λ m (q). Then the differential of λ m (q) at q is given by
We write the constraint q ∈ S p [r] of (3.1) as the following equation
Suppose that q ∈ S p [r] is a minimizer of problem (3.1). By the Lagrangian multiplier method [13] , we obtain from (3.2) and (3.4) the following equality
where c 0 = 0 is the multiplier.
We are going to deduce from (3.5) the critical equation for q(t). As an eigen-function, E(t) satisfies
and boundary condition (1.2). Moreover, E(t) has exactly (m + 1) zeros in [0, 1], including 0 and 1. For definiteness, we always take E(t) so that E (0) > 0. As E(t) has only non-degenerate zeros and the minimizer q(t) is non-negative, one sees from (3.5) that c 0 > 0 and q(t) 0 for all t. Moreover, q(t) has the same zeros as E(t). By (3.5) and (3.6), both E(t) and q(t) are actually C ∞ functions.
Let us introduce, for the minimizer q ∈ S p [r], the following two objects
Then y(t) is also an eigen-function associated with μ = λ m (q)
As q(t) 0, equality (3.5) can be rewritten as
Substituting (3.9) into (3.8), y(t) satisfies the following nonlinear Schrödinger equation
is the function in defining the γ -Laplacian. Note from (3.7) that μ and y(t) are, respectively, the eigenvalue λ m (q) and an appropriate eigen-function for the minimal potential q(t). Such a reduction has been worked out for the smallest periodic and Neumann eigenvalues in [22] .
In the following, we consider μ ∈ (−∞, (mπ )
2 ) as a parameter. Let y(t) be any non-zero solution of (3. Lemma 3.1.
(ii) Suppose that y(t) is a solution of problem (3.10)-(1.2) with some parameter μ ∈ (−∞, (mπ )
2 ) so that y(t) has exactly (m + 1) zeros in [0, 1] and satisfies condition (3.11) . Then q(t) defined by (3.9) is a non-negative critical potential of problem (3.1) with the corresponding critical value λ m (q) = μ.
Proof. We need only to notice that conclusion (ii) follows from the characterization in Lemma 2.1 on Dirichlet eigenvalues by simply rewriting (3.10) as (3.8). 2
Note that the critical equation (3.10) is autonomous and is symmetric with respect to the transformation y → −y. Finding those y(t) as in Lemma 3.1(ii) can be transformed into periodic solutions of (3.10). (3.12) and y(t) is a periodic solution of (3.10) of the minimal period 2/m.
Lemma 3.2. Let y(t), t ∈ R, be a solution of (3.10) such that y(t) satisfies (1.2) and has exactly
Proof. Since y(0) = 0, the first integral of Eq. (3.10) is
From this, y(t) is well defined for t ∈ R. 
is also a solution of (3.10). As
the uniqueness of solutions of initial value problems of Eq. (3.10) implies
Hence the positive zeros of y(t) must be
Since y(t) has precisely m zeros in (0, 1] and t = 1 is the mth positive zero, we have t 1 = 1/m. Thus y(t) satisfies (3.12), which means that y(t) is anti-periodic of the minimal period 1/m. Consequently,
(3.14)
2 ). Suppose that y(t) is a periodic solution of (3.10) such that
Then the potential q(t) defined by (3.9) has the following properties q(t) has the minimal period 1/m,
Moreover, q(t) is a (non-negative) critical potential of problem (3.1) with the critical eigenvalue λ m (q) = μ.
Proof. Properties (3.16) for q(t) can be directly obtained from (3.15) , with the help of formulas (3.11) and (3.14).
In order that q(t) is a critical potential of problem (3.1), it suffices to have y(1) = 0. Since y(0) = 0 and y(t) has the minimal period 2/m, arguing as in the proof of Lemma 3.2, one can see that y(t) satisfies (3.12). In particular, we have from (3.12)
proving the lemma. 2 From these results, one sees that the minimal problems (3.1) can be completely determined by those parameters μ so that Eq. (3.10) has solutions which possess properties (3.15). As a dynamical system, Eq. (3.10) has quite different phase portraits for the case μ > 0 and μ < 0.
In order to use (3.10) and (3.15) to characterize minimal values L m,p (r), we need to distinguish two cases.
Minimal values with small radius
By a small radius r we mean that r ∈ (0, R m,p ). In this case, it follows from Lemma 2.8 that
2 ). As in [22] , let us scale Eq. (3.10) by
Then Eq. (3.10) is transformed into
The phase portrait of Eq. (3.18) is as in Fig. 1 . It consists of an equilibrium (0, 0) and a family of non-constant periodic solutions surrounding the equilibrium (0, 0). In order to study L m,p (r), we need only to consider non-constant periodic solutions z(t) of (3.18). Since Eq. (3.18) is autonomous and is symmetric with respect to the transformation z → −z, after a translation of times t, solutions of (3.18) can be parameterized as z(t; a) using a single parameter
Let us introduce a crucial parameter for z(t; a) as
Then we have from (3.19)
By the symmetry of solutions of (3.18) in the z-z plane, the minimal period of z(t; a) is • The period function T p (a) is strictly decreasing in a ∈ (0, ∞). Moreover,
By formula (3.22) , it is easy to see that T p (a) is decreasing in A ∈ (0, ∞) and therefore is decreasing in a ∈ (0, ∞). Note that the integrand of (3.22) is controlled by
When a ↓ 0, one has A = A p (a) ↓ 0 and
By the Lebesgue Dominated Convergence Theorem (LDCT), one has
When a ↑ ∞, one has A = A p (a) ↑ ∞ and
(3.26)
We have the second limit of (3.24).
Function U p (a) of (3.23) can be rewritten as
For any x ∈ [0, 1) fixed, we have
Hence the integrand of (3.23) is increasing in A. Now the monotonicity of U p (a) follows simply from (3.27). The first limit of (3.25) can be obtained from (3.23)
For the second limit of (3.25), by formula (3.27) for U p (a), we have
As a ↑ ∞, by the LDCT, the integral above has the positive limit
2 ). By the transformations (3.17), periodic solutions y(t) of (3.10) of the minimal period 2/m are transformed to periodic solutions z(t) of (3.18) of the minimal period 2ν/m ∈ (0, 2π ) where ν = √ μ.
2 ), where ν ∈ (0, mπ ) satisfies
for some a ∈ (0, ∞). 
(3.29)
Proof. Let y(t) be the eigen-function associated with the minimal potential q. Then y(t) can be transformed to a solution z(t) = z(t; a) of (3.18) for some a ∈ (0, ∞). Due to the requirement for minimal periods, one has T p (a) = 2ν/m. Thus
Moreover, by (3.17),
By formula (3.14), the requirement (3.11) is the same as 
Minimal values with large radius
By a large radius r we mean that r ∈ (R m,p , ∞). 
The phase portrait of Eq. (3.30) is as in Fig. 2 . We have met the normalized equation (3.30) in [22] in the study of the minimal values of smallest periodic eigenvalues of Hill's operators, where only positive periodic solutions of (3.30) are needed. However, in the present case, by Lemma 3.3, we need to consider sign-changing periodic solutions of (3.30), which can be parameterized as z(t; a) using max t z(t; a) = a. However, different from the preceding case, the parameter a takes values in
For the obtention of such a parameter b p , see [22] . From the basic limit lim x↓0 x x = 1, we have 
The minimal period of z(t; a) is noŵ
The following properties ofT p (a) andÛ p (a) of (3.32) and (3.33) can be verified as before.
Lemma 3.6.
• Proof. We need only to verify (3.34). Let a ↓ b p in (3.33). We have A = A p (a) ↓ 1. The limit is then given by (3.34). 2
Arguing as in the proof of Lemma 3.5, we can useT p (a) andÛ p (a) of (3.32) and (3.33) to charac-
. This is equivalent to the following equation for ν ∈ (0, ∞) In summary, let p ∈ (1, ∞) be given. By Lemmas 3.4 and 3.6, the inverse T −1 p (x) is well defined for x ∈ (0, 2π ), and the inverseT −1 p (x) is well defined for x ∈ (0, ∞). Now we can introduce a function
The function Z 1,p is well defined and is continuous, following from Lemmas 3.4 and 3.6. • The function • In particular, we have Proof. Using the function Z 1,p of (3.36), equality (3.29) for the case r ∈ (0, R m,p ) and equality (3.35) for the case r ∈ (R m,p , ∞) can be rewritten in the unified form 
Limiting approach to minimal values L 1,1 (r)
In this section, we will complete the proof of Theorem 1.4, using the limiting approach as in [22] . We need to distinguish two cases for different radius r.
Small radius
In this subsection we always assume that r ∈ (0, R 1,1 ) = (0, 4).
Since K(γ ) is strictly decreasing in γ ∈ [1, ∞], it follows from formula (2.8) that In the following, we consider a p and A p of (4.1) as functions of p ∈ (1, ∞). Some crucial observations are as follows. • We assert that
Lemma 4.1. There holds the following limit
Otherwise, there exists p n ↓ 1 such that lim n→∞ A p n = 0. In (3.22), we have
and, when n → ∞,
for all x ∈ [0, 1). Now the LDCT shows that
This is a contradiction, because (4.5) implies that 2ν p n → 2ν 1 < 2π .
• We assert that lim sup p↓1 A p < ∞.
Otherwise, there exists p n ↓ 1 such that lim n→∞ A p n = +∞. By (3.26), we have
Again, this is a contradiction with (4.5).
For any sequence p n so that p n ↓ 1, we know from the two assertions above that there exists some subsequence of {p n }, still denoted by {p n }, such that Let now p = p n and a = a p n in (3.22). Due to the limit (4.6), by applying the LDCT to (3.22), we obtain
Thus α 0 = cot 2 (ν 1 /2). As the limit α 0 of A p n is independent of the choice of sequences p n , the limit (4.3) does exist and is equal to cot
Next we can compute the limit of U p (a p ) as p ↓ 1.
Lemma 4.2. One has the following limit
Proof. In this case, U p (a) is given by (3.23). However, formula (3.23) is not convenient in finding the limit. As in [22] 
At this moment, we have the convergence results (4.3) and (4.4). Now we can apply the LDCT to obtain
This proves (4.7). 2 Proof. Based on limits (4.5) and (4.7), by letting p ↓ 1 in the second equality of (4.2), we get
This gives Eq. (4.8) for ν 1 . 2
Large radius
In this subsection we always assume that r > R 1,1 = 4. 
Lemma 4.4. One has the following limits
lim p↓1 A p = coth 2 (ν 1 /2) ∈ (1, ∞),(4.p (a p ) = 4 1 0 dx A p − 1 + x 2 − A p x 2p * > 4 1 0 dx A p − 1 + x 2 = 4 log 1 + A 1/2 p A p − 1 > 4 log 2 A p − 1 .
An elementary computation shows that
proving (4.12).
• We assert that lim sup Note that
We have
proving (4.13).
By (4.12) and (4.13), for any sequence p n ∈ (1, p r ] with p n ↓ 1, one can choose some subsequence, still denoted by p n , such that A p n has some limit α 0 ∈ (1, ∞). Applying the LDCT to
we can obtain
That is, α 0 = coth 2 (ν 1 /2), which is independent of {p n }. We have proved (4.10). Now (4.11) is a simple consequence of (4.10), like the observation in Lemma 4. Proof. As did in the proof of Lemma 4.2, we rewrite (3.33) in another form by exploiting Eq. (3.30)
where A = A p (a) > 1 is as in (3.20) . 
Asymptotical formulas of L m,p (r) in large radius
Note that the function Z 1 (x) of (1.8) has the asymptotical expression
By (1.7), one has, for m ∈ N, 
HereT p (a) andÛ p (a) are given by (3.32) and (3.33), respectively. The second equality implies that
As lim r↑∞ ν r = ∞, we know that
See Lemma 3.6. Now (3.34) implies
By letting r ↑ ∞ in (4.18), we can get In case p = ∞, (5.1) is an equality.
In the following we assume that (m, p, r) is as in (2.4). As in Section 3, μ := M m,p (r) can be characterized using variational method. In this case, as the maximizers q ∈ S p [r] are non-positive, see Lemma 2.5, the expression (3.9) for q using y should be replaced by ((mπ ) 2 + r, ∞).
The conditions for μ to be M m,p (r) are as follows. As y(t) is an eigen-function associated with the mth Dirichlet eigenvalue, we shall seek solutions y(t) of (5.2) so that y(t) has precisely (m + 1) zeros in [0, 1], including 0 and 1. Arguing as in Section 3, we need to consider sign-changing periodic solutions y(t) of (5.2) which have the minimal period 2/m and fulfill the requirement (3.11). Let us normalize Eq. (5.2) by
The phase portrait of Eq. (5.5) is as in Fig. 3 . Notice that Eq. (5.5) is a nonlinear autonomous Schrödinger equation, which has three equilibria: z = 0 which is elliptic, and z = ±1 which are hyperbolic. Eq. (5.5) has a family of sign-changing periodic solutions surrounding the equilibrium (0, 0).
Due to the autonomy and symmetry of Eq. (5.5), sign-changing periodic solutions can be parameterized as z(t; a) by max t z(t; a) = a. Here the parameter a takes value in (0, 1). Integrating (5.5), we know that z(t) = z(t; a) satisfies
The minimal period z(t; a) is given by
Let us introduceǓ
Formulas (5.6) and (5.8) show thatŤ p (a) andǓ p (a) can be considered as functions of B = B p (a) ∈ (0, 1) defined by (5.7). Note thatŤ p (a) is strictly increasing in a ∈ (0, 1). Moreover,
In order to study
we need to consider periodic solutions z(t; a) of (5.5) which have the minimal period 2ν p /m. Using the functionsŤ p (a) andǓ p (a), computation as in preceding sections can yield the following characterization on M m,p (r). 
(ii) The maximal value M m,p (r) is determined by
where the functionY 1,p (x) iš
We remark from (2.1) that (5.10) is also true for p = ∞ by settinǧ
The amplification relation (1.11) for M m,p (r) can be deduced simply from (5.10), including p = ∞ and p = 1, as did in the proof of Theorem 1.3.
Limiting approach to M 1,1 (r)
This subsection is devoted to the proof of Theorem 1.5. That is, we will use the limiting approach to obtain (1.10) and (1.12).
In the following, let m = 1, p ∈ (1, ∞) and r > 0. Let • We assert that
(5.14)
One has the following elementary inequalities 
See (5.11). Hence we have (5.14).
• We assert that α 0 = 1. Otherwise, let us assume that α 0 ∈ (0, 1). By (5.15), one has
Moreover, we have, for x ∈ [0, 1),
Applying the LDCT to the integral expression (5.6) ofŤ p (a p ), we get
However, (5.11) shows that this limit shall be 2ν 1 
The latter two are uniform in t ∈ I 0 . Let p = p n in (5.27) and n → ∞. We obtain the equality
This shows that y 1 ∈ C 1 (I 0 ) and satisfies the nonlinear ODE (5.25). 2
In the following we will use ODE (5.25) to find the limiting function y 1 (t), t ∈ I 0 . Note first from (5.25) that y 1 (t) is non-decreasing in t ∈ I 0 . Moreover, y 1 (t) satisfies the boundary conditions in (5.23). One crucial observation on ODE (5.25) is that it is singular at y 1 = ±1. That is, f (y 1 ) is not differentiable at y 1 = ±1. Hence the solutions of (5.25) satisfying y 1 (1/2) = 1 are not unique. In fact, besides the constant solution y(t) ≡ 1, problem
has also the following family of solutions For our limiting function y 1 (t), t ∈ I 0 , let us define
Then y 1 (t) ≡ ϕ α (t) for t ∈ I 0 , where ϕ α (t) is as in (5.28). Since y 1 (t) 0 for t ∈ I 0 , it is easy to see from ( That is, 
By letting p ↓ 1, we use the uniform convergence (5.32) to obtain the limiting equality
By formulas (5.30) and (5.31), we have
with the unique solution being 
That is, 
Extremal values of other eigenvalues
Given q ∈ L p . Problem (1.1) with the Neumann boundary condition x (0) = x (1) = 0 has also a sequence of eigenvalues
can be extended to R by 1-periodicity. In this sense one can identify L p as L p (S 1 , R), S 1 = R/Z. It is well known that problem (1.1) defines also a double-sequence λ m (q), Now the first equality of (6.4) follows from (6.5) and (6.6). The second equality of (6.4) can be obtained in a similar way. In summary, combined with the results of [22] , for eigenvalues of (1.1) with potentials in L 1 balls, we have obtained the following explicit, elementary extremal functions.
• L [21] . In fact, in [22] , we first use these approaches to solve the extremal problems for λ 0 (q) and then reduce λ N 0 (q) to problems of λ 0 (q) by a simple scaling technique. However, when m ∈ N, the pair of eigenvalues λ m (q) and λ m (q) may coexist, i.e., λ m (q) = λ m (q). (6.7) See [1, 3] . At those q so that coexistence (6.7) occurs, both λ m (q) and λ m (q) may not be continuously differentiable at q. See [6, 9, 18] . Though the minimizers for L m,p (r) and maximizers for M m,p (r) exist when p ∈ (1, ∞), the variational approach cannot be applied in a direct way because of the lack of continuous differentiability. Notice that the coexistence (6.7) is the most delicate problem for linear equations with periodic coefficients.
Finally, let us mention some extremal problems of weighted Dirichlet eigenvalues of
See [5, 7, 16] . In a classical paper [7] , Krein has completely solved the extremal values of the weighted Dirichlet eigenvalues with the assumption on densities ρ(t) 0 ρ(t) h < ∞ a.e. t, ρ 1 = r.
