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1 Introduction
Inverse problems arise from the need to interpret indirect measurements. For
example, the problem of reconstructing the inner structure of a patient from
her X-ray projection images is a classical example of an inverse problem.
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Another example is the task of reconstructing an unknown object from the
scattering pattern it produces for a certain input wave. In mathematical
terms, consider a model expressed as
Af = m, (1)
where A : X → Y is an operator between suitable model space X and
data space Y . We call the problem of inverting (1), i.e. “given m, ﬁnd f”,
an inverse problem provided that it violates at least one of the following
conditions:
(i) there exists a solution,
(ii) there exists at most one solution, and
(iii) the solution depends continuously on the data.
According to Jacques Hadamard, a well-posed problem satisﬁes all the con-
ditions (i)–(iii). Consequently, inverse problems, as considered in this work,
are ill-posed problems.
From the view point of numerical solution of inverse problems, it is usually
the violation of condition (iii), i.e. the lack of stability, that causes most
diﬃculties. This comes from the fact that an actual measurement (data)
mδ = m+ , ‖‖ ≤ δ,
is usually contaminated by errors  = 0. Hence, even in the case that the
inverse A−1 exists but is not continuous, the smallest errors in the data can
cause arbitrarily large errors in the solution. To overcome this problem,
some type of regularization method (or regularization strategy) is necessary
for stabilizing the inversion.
Theoretically a regularization strategy is deﬁned e.g. in [29] as a family
of bounded (linear) mappings Rα, α > 0, that approximate the inverse of A
in the sense that
lim
α→0
RαAf = f for all f in the domain of A.
Moreover, the choice of α = α(δ) should depend on the noise level δ > 0 such
that α(δ) → 0 and
Rα(δ)mδ → A−1m
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as δ → 0, i.e. the regularized solution should tend to the true solution as the
noise level tends to zero.
In a computational sense, one could say that an inverse problem is ill-
posed because the contaminated data and the model do not contain suﬃ-
cient information for solving the problem in a reasonable manner in practice.
Hence, the idea of a computational regularization method can be seen as
bringing some additional a priori information about the solution into the
inversion.
As an example, let us consider one of the most classical regularization
methods, Tikhonov regularization, which ﬁnds the solution of Af = mδ as
the minimizer
argmin
f
{‖Af −mδ‖2 + α‖f‖2}, α > 0.
Here the purpose of the ﬁrst term of the objective functional is to ensure that
the model Af = mδ is satisﬁed approximately, while the second term works
for the prior information that the norm of the solution is not too large. The
regularization parameter α is used to tune the balance between these two
requirements.
Given an inverse problem that is ill-posed due to the lack of information, it
is clear that reducing the data (indirect information about the unknown) will
make the inversion even more diﬃcult. Such limited-data cases are relevant
to many practical applications and they arise e.g. from the need to minimize
radiation dose in medical imaging or from the geometric restrictions in the
measurement setting. The goal of this thesis was to develop and study novel
computational inversion methods for such limited-data inverse problems in
three cases: sparse-data stationary X-ray tomography, dynamic X-ray tomog-
raphy with multiple ﬁxed source-detector pairs and limited-aperture acoustic
inverse obstacle scattering.
X-ray tomography problems are linear and (usually) only mildly ill-posed
[39]. In contrast, inverse scattering problems are nonlinear and highly ill-
posed [12]. Despite these facts, there is a surprising connection between the
two problems; namely, the X-ray tomography can be seen as the limiting case
k → ∞ of the inverse scattering by inhomogeneous medium from an incident
plane wave with frequency k, see [39].
The Introduction of this thesis is organized as follows. In Section 2 we
describe the mathematical model of X-ray tomography (CT) and consider its
limited-data applications: sparse-data (stationary) CT and dynamic multi-
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source CT, both of which lead to a CT problem with sparse angular resolu-
tion. Section 3 discusses the problem of acoustic inverse obstacle scattering
problem and its limited-aperture version. Section 4 reviews the basics of total
variation regularization and discusses some of the computational challenges
related to its numerical implementation. Section 5 explains the idea in level
set methods and their application to solving inverse problems. Section 6 dis-
cusses Ikehata’s enclosure method for inverse scattering problems. Finally,
in Section 7 we review the main results of Publications I–IV.
2 Dynamic and sparse data X-ray tomogra-
phy
X-rays revolutionized medical imaging soon after their discovery by Wilhelm
Ro¨ntgen in 1895. They were ﬁrst used by taking single X-ray projection im-
ages of a patient or target. A single projection image, however, gives only
partial information about the target since the structures in depth dimension
are lost/overlapped in the resulting projection image. The second revolu-
tion of X-ray imaging came in 1970s by the invention of X-ray tomography,
or X-ray computed tomography (CT), an imaging methodology capable of
producing a complete 2D or 3D reconstruction of the X-ray attenuation dis-
tribution inside the target. The pioneers of CT, Allan Cormack and Godfrey
Hounsﬁeld, won a 1979 Nobel prize for their work on CT.
Let us describe the linear mathematical model behind CT. Assume the
X-ray attenuation at each point of Ω ⊂ R2 or Ω ⊂ R3 is modeled by the
X-ray attenuation function f : Ω → R. Let an X-ray travel through Ω on a
straight line L ⊂ Ω and assume the initial and ﬁnal intensities of the X-ray
are I0(L) and I1(L), respectively. Then we have the following model based
on the physics of X-radiation:∫
L
f(x)dx = − log I1(L)
I0(L)
. (2)
The initial intensity I0(L) is known from the properties of the X-ray source
while the ﬁnal intensity I1(L) is measured using an X-ray detector. The
ideal inverse problem of X-ray tomography is the following: given the inten-
sities I1(L) of X-rays for all lines L through Ω, reconstruct the attenuation
coeﬃcient f . This is equivalent to solving f from
Rf = m,
5
where R is the Radon transform of f , deﬁned in 2D by
Rf(L) = Rf(θ, σ) =
∫
L
f(x)dx, x = (x, y),
with L = L(θ, σ) = {(x, y) ∈ R2 : x cos θ + y sin θ = σ, θ ∈ [0, π), σ ∈ R}
and m is known from the X-ray measurements as explained above. This is a
linear inverse problem and only mildly ill-posed, see [39].
In practice, of course, one has only a ﬁnite number of line integrals of
f (measurements). Moreover, they are (most often) given in the form of
projection images, either in parallel-beam, fan-beam or cone-beam geometry.
For example, in the case that we have N equiangularly sampled parallel-beam
projections, the model is of the form
Rf(θ, σ) = m, θ ∈ {0, π/N, 2π/N, . . . (N − 1)π/N}, σ ∈ R. (3)
Assuming N , i.e. the angular resolution, is rather high, the so-called ﬁltered-
backprojection reconstruction algorithm (FBP) is the standard choice for
computing the reconstruction, see [39, 27] for details.
In the following two subsections we consider the two CT problems studied
in this thesis. Both of these lead to a problem where the number of projection
images is highly limited.
2.1 Sparse-data X-ray tomography
As mentioned above, the standard choice for computing a CT reconstruction
from an extensive set of projection images is FBP. There are, however, many
applications where a tomographic reconstruction from angularly sparse CT
data would be valuable. In these cases FBP might not lead to an optimal
result. Examples of such applications include
• the need to minimize radiation dose to a patient in medical imaging,
and
• dynamic X-ray tomography with multiple sources.
The latter of these is discussed in detail in the following subsection.
Mathematically the sparse-data CT problem is equivalent to the inversion
of (3) with small N . An insight into the ill-posedness of this problem is given
by [45], where it was shown that one can stably reconstruct the singularities
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of f only in those directions θ for which the Radon transform is available.
In other words, the less projections available, the less features (singularities)
of f can be reconstructed in a well-posed manner without regularization.
(To be precise, the analysis in [45] was done for the so-called limited-angle
case assuming that Rf(θ, σ) is known for all θ in some open subset of S1,
but this can be “approximately” applied to the sparse-data case as well by
considering the Radon transform in (3) is known for small neighborhoods of
the directions θ.)
2.2 Dynamic X-ray tomography with multiple sources
Imaging of changing targets is diﬃcult with usual CT imaging systems con-
sisting of one rotating source-detector pair. Such modern CT machines used
widely in hospitals today are capable of taking a complete set of projection
images in about one second [28]. This one-second time is, however, too long
when considering for example the imaging of a beating heart: a heart might
go through a complete heartbeat during this time. To enable better temporal
resolution, several approaches with multiple sources and/or detectors have
been proposed, see for example [48, 52].
In this thesis a CT imaging setup with multiple ﬁxed source-detector
-pairs was considered, see Figures 1 and 2 for an illustration of possible
measurement setups in 3D and 2D, respectively. Each of the source-detector
-pairs take projection images simultaneously thus providing high temporal
resolution; modern oﬀ-the-shelf X-ray detectors are able to take 400 or more
frames per second. However, as is evident from the illustrations, the number
of the source-detector -pairs possible to be used in a geometrically reasonable
setup is rather limited. This means that the CT data available at a single
time instant is inevitably sparse, which leads to a same type of ill-posedness
issue as described in the previous subsection.
The mathematical model for such spatio-temporal CT imaging in 2+1
dimensions can simply be given by the Radon transform separately for each
time instant. More precisely, let us model the two-dimensional object of
interest at time t by a nonnegative X-ray attenuation function wt(x, y) =
w(x, y, t) = w(x). Here w : Ω ⊂ R3 → R+ and
Aw = m, (4)
where A is an operator consisting of a “stack” of standard 2D Radon trans-
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Figure 1: Example of a measurement setup with six x-ray sources and six
detectors in three spatial dimensions. The sources are denoted by dots and
the detectors by bold square-shaped frames.
forms R,
(Aw)(L, t) := (Rwt)(L) =
∫
L
wt(x, y)dxdy.
Here L = L(θ, σ) denotes a line in the (x, y) -plane and the measurements
m = m(L, t) at ﬁxed times are known from the X-ray measurements as
described above. Finally, for later use we denote by E the set of all lines in
the (x, y) -plane at diﬀerent time instants.
3 Limited-data inverse obstacle scattering
Inverse obstacle scattering aims to extract information about distant and
unknown targets using wave propagation. We consider the acoustic case
where the target (or scatterer) is an impenetrable sound-hard obstacle D ⊂
R
2 and the incident acoustic wave is a time-harmonic plane wave eikx·d, x ∈
R
2 \ D, with incident direction d ∈ S1 and wave number k > 0. Moreover,
we assume that D ⊂ R2 is a bounded open set with Lipschitz boundary such
that R2 \ D is connected, and we denote the unit outward normal to the
boundary ∂D by ν. Then the resulting total wave ﬁeld is the sum of the
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Figure 2: Example of a measurement setup with nine x-ray sources and nine
detectors in two spatial dimensions. The sources are denoted by dots and
the detectors by bold lines.
incident ﬁeld and the scattered ﬁeld w satisfying
Δw + k2w = 0 in R2 \D, (5)
∂w
∂ν
= − ∂
∂ν
eikx·d on ∂D, (6)
lim
r→∞
√
r
(
∂w
∂r
− ikw
)
= 0, r = |x|. (7)
It can be shown that this system has unique solution [17, 12]. Here the
last equation (7) is called the Sommerfeld radiation condition. The above
model arises for example as a cross-section of three-dimensional scattering
from long cylindrical objects. The scattered ﬁeld w can be shown to admit
the asymptotic expansion
w(rϕ) =
eikr√
r
F (ϕ; d, k) +O
(
1
r3/2
)
, r → ∞, (8)
where the leading term F (ϕ; d, k) ∈ C is called the far ﬁeld pattern of w.
The far ﬁeld pattern models scattering data measured far from the obstacle
in direction ϕ ∈ S1. The direct problem is to determine the far-ﬁeld pattern
for a given obstacle D.
For the inverse problem there are several possible cases that can be consid-
ered. For example, we might assume that F (ϕ; d, k) is known for all ϕ, d ∈ S1
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or e.g. just for one d ∈ S1. Moreover, we can aim to ﬁnd the exact shape of
the obstacle or just some partial information about it. The inverse problem
considered in this thesis is the following: given the far ﬁeld pattern F (ϕ; d, k)
for ϕ ∈ Γ ⊂ S1 and for a single incident direction d ∈ S1, ﬁnd the convex
hull of the obstacle. We refer to this problem as the limited-data or limited-
aperture problem, since the far ﬁeld pattern is known only for one d and only
on a subset Γ of S1.
The inverse scattering problem described above is nonlinear and highly
ill-posed [12].
4 Total variation regularization for X-ray to-
mography
Rudin, Osher and Fatemi [49] introduced the idea of using total variation
minimization for image denoising. They observed that minimizing the total
variation of the image, rather than some of the more classical L2 based penal-
ties, enables better restoration of images containing sharp features and/or
“blocky” textures. The same idea can be used for the regularization of an
ill-posed equation Af = m by ﬁnding its solution as the minimizer of the
functional
LTV(f) := ‖Af −m‖2L2 + αTV(f),
where TV(f) is the total variation of f and α > 0 is a regularization param-
eter. This is known as total variation (TV) regularization and it is analyzed
for example in [1]. In addition to noise removal, TV methods have been
applied to recovering blurred noisy images [7, 55, 9, 4, 13].
One of the most interesting applications for TV regularization is X-ray to-
mography, especially sparse-data X-ray tomography. The artifacts typical to
sparse-data tomographic reconstructions are known to be eﬀectively reduced
by TV regularization [33, 38, 41]. This suggests that the a priori information
about the sparsity of the derivative of the reconstruction compensates well
the sparsity of the CT data. Total variation regularization has been applied
to tomographic problems for instance in [14, 33, 34, 51, 23, 53, 26, 54].
The main computational challenge of TV regularization is the non-diﬀeren-
tiability of the objective functional. Another computational challenge, present
especially in large-scale applications such as 3D X-ray tomography, is the
computational cost of the minimization. One of the ﬁrst solutions for over-
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coming the ﬁrst challenge was to smooth out the nondiﬀerentiability of the
TV penalty term and then apply some derivative-based optimization algo-
rithm to the resulting discretized problem. If f is suﬃciently smooth, we can
write and approximate
TV(f) = ‖∇f‖L1 =
∫
|∇f | ≈
∫ √
|∇f |2 + β
where β > 0 is a small parameter making the objective functional diﬀer-
entiable. After discretizing this problem, some optimization algorithm suit-
able for large-scale minimization, e.g. conjugate-gradient method or Barzilai-
Borwein method, can be applied to obtain a numerical solution.
Several approaches not smoothing out the singularity of the TV func-
tional have been proposed. One of them replaces the TV by a anisotropic
approximation given by
TV(f) =
∫ √
(∂1f)2 + (∂2f)2 ≈
∫
|∂1f |+ |∂2f |,
after which the resulting minimization problem can be solved by standard
quadratic programming methods [36, 31, 38].
Other methods for solving TV minimization problems include domain
decomposition methods [21, 20], Bregman distance methods [42, 56, 22, 6, 57],
primal-dual methods [8, 10, 16, 40], ﬁnite element methods [18, 2].
5 Level set methods and X-ray tomography
The original idea of level set methods is to represent anN -dimensional object
by a level set of a real-valued implicit function (or level set function) of N+1
variables and to study e.g. the motion of the object using a PDE written
for the implicit function [43]. This approach provides many computational
advantages; for example, if the task is to model a moving surface whose
topology changes during the motion, a level set method can take the changes
easily into account without a need for reparametrizations. On the other hand,
implicit function representation employs an excessive variable (dimension)
which increases computational cost.
Level set methods can also be used for solving inverse problems such as
inverse obstacle scattering [15, 50, 5]. The ﬂexibility of the level set methods
is very useful in these applications as well. For example, using an iterative
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method for ﬁnding an obstacleD with explicit parametrization for the bound-
ary ∂D would be diﬃcult due to the possible topological changes during the
iterations. Also, other common assumptions like “the obstacle D is star-like”
might be necessary with conventional parametrized approaches. An iterative
procedure formulated as a level set method avoids these diﬃculties.
A novel variant of level set methods was introduced in [32] for solving
limited-data X-ray tomography problems. It was motivated by the idea that
one
• ﬁrst aims to ﬁnd an approximation Ω˜ for the support of the attenuation
function f , and
• then aims to ﬁnd an attenuation function that is supported in Ω˜ and
satisﬁes the CT model.
These two (mutually dependent) tasks were combined in a reconstruction pro-
cedure ﬁnding the minimizer as g(Φ(x, y)), where Φ(x, y) := lims→∞ φ(x, y, s)
is the solution of the nonlinear (artiﬁcial) evolution equation{
φs = −A∗(A(g(φ))−m) + αΔφ
(ν · ∇ − r)φ|∂Ω = 0 . (9)
with a suitable initial condition φ(x, y, 0) = φ0(x, y). Here A denotes the
Radon transform, A∗ is the transpose of A, r ≥ 0, α > 0 is a regularization
parameter and the function g : R → R is given by
g(τ) =
{
τ, if τ ≥ 0
0, if τ < 0
. (10)
The function φ(·, ·, s) can be seen as a level set function; however, compared
to classical level set methods, here g(φ) is used instead of H(φ) (H is the
Heaviside function), i.e. the attenuation inside the level set {φ = 0} is given
by the level set function itself, not by a constant. As explained in [32] and
also in Section 7.3 below, the evolution equation above is motivated by the
minimization of the functional
‖Ag(u)−m‖22 + α‖∇u‖22.
In other words, the reconstruction method makes use not only of the level
set motivated ideas explained above, but also of the a priori information that
the gradient of the attenuation function is not too large. We ﬁnally remark
here that using g instead of the Heaviside function H also makes the analysis
of the evolution equation (9) easier, see [32].
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6 Enclosure method for inverse scattering
Many diﬀerent solution methods for inverse (obstacle) scattering problems
have been proposed. Perhaps the simplest of those are based on a linear ap-
proximation of the originally nonlinear problem or on nonlinear optimization
methods, see [12]. The former of these has the disadvantage of neglecting
the nonlinear nature of the problem, for example multiple scattering. The
latter, on the other hand, requires information about the unknown that is in
general not available.
More advanced methods include the linear sampling method [11], the
factorization method [30] and the method of singular sources [46]. These
methods are often called “sampling methods” since each of them determines
if a point z belongs to the obstacle by studying certain property related to
the so-called far ﬁeld operator and a function depending on z. All these
methods require the knowledge of the far ﬁeld pattern for several incident
and several observation directions.
The limited-aperture inverse obstacle scattering problem described in Sec-
tion 3 makes use of only one incident direction. This rules out the sampling
methods described above. On the other hand, one could apply the nonlinear
optimization method. Other methods for such limited aperture problem in-
cludes the no response test [37], the range test [44] and the enclosure method
[25, 24].
The version of the enclosure method studied in Publication IV was pro-
posed in [24]. The term “enclosure method” comes from the fact that the
method aims to ﬁnd the convex hull of the obstacle D ⊂ R2, i.e. the goal is
to determine the function hD : S
1 → R,
hD(ω) := sup
x∈D
x · ω, (11)
whose knowledge gives us the convex hull ofD, see Figure 3 for an illustration.
A crucial assumption behind the theory of the method is that D is polygonal,
i.e. D consists of a ﬁnite collection of polygons Dj satisfying Dj∩Dj′ = ∅ for
j = j′ and that the directions ω ∈ S1, for which the value of hD is computed,
are regular, i.e. the set {x ∈ R2 : x · ω = hD(ω)} ∩ ∂D contains only one
point, see Figure 3. Then, identifying any point z = (z1, z2) ∈ R2 with the
complex number z1 + iz2 and deﬁning the density
gN(ϕ; τ, k, ω) :=
1
2π
∑
||≤N
(
ikϕ
(τ +
√
τ 2 + k2)ω
)
(12)
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Figure 3: A polygonal obstacle D, a regular direction ω1 with respect to D,
a non-regular direction ω2 with respect to D, and the value hD(ω2) of the
support function for direction ω2.
and the indicator function
Iω(τ) := log
∣∣∣∣
∫
S1
F (−ϕ; d, k)gN(ϕ; τ, k, ω)dσ
∣∣∣∣ ,
one can show ([24]) that with an appropriate choice of τ = τ(N) −−−→
N→∞
∞
1
τ
Iω(τ) → hD(ω), N → ∞. (13)
Moreover, in the case that the far ﬁeld pattern F (ϕ; d, k) is known only for
ϕ ∈ Γ ⊂ S1, where Γ is a proper open subset of S1, it was shown in [24] that
a formula similar to (13) holds for a limited-aperture density gN given by a
truncation of the formal solution of the integral equation∫
−Γ
eikx·ϕg(ϕ)dσ = ex·(ω+i
√
τ2+k2ω⊥), x ∈ R2, (14)
where ω⊥ = (ω1, ω2)⊥ = (ω2,−ω1). In Publication IV an explicit formula
for such a limited-aperture density gN was derived and a numerical algo-
rithm based on that density was introduced and studied numerically using
simulated far ﬁeld data.
7 Review of results in Publications I–IV
In this section we brieﬂy review the main ideas and results in Publications
I–IV.
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7.1 Publication I
As discussed in Section 2.1, sparse-data tomography problems, arising for
example from the need to minimize the radiation dose in medical applications,
call for advanced reconstruction algorithms. Total variation regularization
(TV) has turned out to be an interesting option for such problems, see e.g.
[33, 38]. Further regularization can be obtained by requiring the solution to
be non-negative, i.e. by making use of the fact that the intensity of the X-
rays cannot increase during their travel from the X-ray source to the detector.
A computational method for solving such TV problems with non-negativity
constraints, i.e.
min
f≥0
LTV (f) := ‖Af −m‖2L2 + αTV (f) (15)
with f , m and the Radon transform A = R as described in Section 2, is intro-
duced in Publication I. The new method is called discontinuity-based projected
subgradient descent (DB-PSGD). It employs a discretization scheme inspired
by discontinuous Galerkin methods and a subgradient descent algorithm for
minimization. This new computational method was tested numerically with
both simulated and real X-ray data. Moreover, another recent method known
as projected Barzilai-Borwein (PBB) for solving (15) approximately, was ap-
plied here to real X-ray data for the ﬁrst time.
7.1.1 Computational methods
Since the main work of the author in this paper was on the PBB method
and on the numerical computations with real X-ray data, we only brieﬂy
discuss the DB-PSGDmethod here. DB-PSGD is motivated by discontinuous
Galerkin methods. More precisely, it is based on dividing the TV term into
(i) the TV of the “continuous parts” and (ii) the jump part, i.e.
TV (f) =
∫
J
|f+ − f−|ds+
N∑
k=1
∫
Tk
|∇f |dx.
Here the domain Ω ⊂ R2 of f is discretized into pixels T1, . . . , TN , N = n ·n,
as shown in Figure 1 of Publication I, J denotes all the boundaries between
the pixels T1, . . . , Tk, and f
+ and f− denote, roughly speaking, the values
of f on the diﬀerent sides of the pixel boundary. We approximate f by the
vector f = [f1, . . . , fN ], where each component fj approximates the value of f
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in pixel Tj. The resulting minimization problem is solved by a subgradient
descent scheme leading to the iteration
fk+1 = P (fk − λkΔfk), k = 0, 1, 2, . . . , (16)
where fk = [(fk)1, (f
k)2, . . . , (f
k)N ] ∈ RN , P is a projection operator to the
feasible region f ≥ 0,
(
P (f)
)
j
:=
{
fj if fj ≥ 0
0 if fj < 0
, (17)
and Δf is given by
Δf = 2AT (Af−m)−α
(
DT1
D1f
|D1f | +D
T
2
D2f
|D2f |
)
+α
(
(D1+D2+D
T
1 +D
T
2 )f
)
,
(18)
with the matrix A ∈ RM×N approximating the operator A and the vector
m ∈ RM known from the X-ray measurements. The matricesD1, D2 ∈ RN×N
denote the ﬁnite diﬀerence matrices in horizontal and vertical directions,
respectively. The absolute values and divisions are taken element-wise, and
in the case that the ith element (Djf)i = 0, we deﬁne
(
DTj
Djf
|Djf |
)
i
= 0
(j = 1, 2).
As an additional interesting remark we note here that the last term in
(18) is a ﬁnite diﬀerence approximation of the Laplace operation Δf , i.e. one
can see (16) as a minimization scheme for ﬁnding the minimizer of
LTV (f) + α‖∇f‖2L2 .
Hence, DB-PSGD penalizes not only the total variation of the function but
also the 2-norm of its gradient.
The step size λk in (16) is determined by
λk = min
{
λmax, max
{
λmin,
{
λ ∈ FRλ : λ = λk−1
2j
, j ≥ −1
}}}
, (19)
where
FRλ :=
{
λ : L(fk+1) < L(fk), fk+1 = fk − λfk} ,
with L : RN → R the discretized version
L(f) := ‖Af −m‖22 + α‖D˜f‖1 (20)
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of the functional L. Here D˜ is the approximation of the Euclidean norm of
the gradient of f , the jth component given by
(D˜f)j =
√
(fj+n − fj)2 + (fj+1 − fj)2 (21)
with the zero Neumann boundary condition applied for the boundary pixels.
The PBB method on the other hand is a projected version of the gradient-
based Barzilai-Borwein (BB) optimization method [3] that assumes the ob-
jective functional to be diﬀerential. It was applied to a diﬀerentiable approx-
imation of L given by
Lβ(f) := ‖Af − g‖22 + α‖D˜f‖1,β,
where
‖f‖1,β :=
N∑
j=1
√
f 2j + β, f = (f1, . . . , fN) ∈ RN
and β > 0 is a small smoothing parameter. The resulting iteration is of the
form
fk+1 = P (fk − λk∇Lβ(fk))
where the step size is computed as
λk =
(fk − fk−1)T (fk − fk−1)
(fk − fk−1)T (∇Lβ(fk)−∇Lβ(fk−1)) . (22)
The advantages of the BB (or PBB) method are (i) low-cost matrix-free
operations, (ii) better convergence properties than in the classical steepest
descent method [19], and (iii) possibility to ensure convergence by employing
a simple globalization strategy [47].
7.1.2 X-ray data from a walnut
The two computational methods described in the previous subsection were
tested numerically with both simulated data and real X-ray data of a walnut.
An illustration of the measurement system is shown in Figure 4. The original
3D cone-beam measurement setup was reduced to 2D by taking the fan-beam
sinogram corresponding to the central cross-section of the walnut to serve as
the test data.
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Figure 4: Left: Experimental setup for collecting tomographic X-ray data
of a walnut. The detector plane is on the left and the X-ray source on the
right in the picture. The walnut is attached to a computer-controlled rotator
platform. Right: Two examples of the resulting projection images.
7.1.3 Numerical results
The numerical experiments aimed to compare the quality of the reconstruc-
tions and computation times of the two methods. As suggested by the com-
putational algorithms, a single iteration with PBB is faster to compute than
a single iteration with DB-PSGD. More precisely, an iteration with PBB is
approximately twice as fast as that with DB-PSGD. However, as indicated
by the example in Figure 5, it is not only the matter of the CPU time of a
single iteration but also the convergence speed. In this example it seems that
DB-PSGD converges to the correct solution much faster than PBB (with the
chosen metrics). Indeed, to obtain a relative L2 error of less than 50% takes
about 50 iterations with DB-PSGD while PBB requires 150-200 iterations.
Same type of conclusion may be drawn from the actual reconstructions shown
in Figure 2 of Publication I.
In terms of quality of the reconstruction, as evaluated by visual inspection,
the diﬀerence between the two methods is not so large, yet one could argue
that DB-PSGD seems to produce somewhat sharper reconstructions, see e.g.
Figure 6.
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Figure 5: Relative L2 errors of the PBB and DB-PSGD reconstructions as
function of iterations. Here the test data was simulated data for Shepp-Logan
phantom in resolution 512×512, 20 projecttion images and 2% noise level.
Figure 6: Reconstructions of a walnut from 30 fan-beam projections
19
7.2 Publication II
As discussed in Section 2.2, dynamic X-ray tomography with multiple ﬁxed-
position sources leads to sparse angular resolution at a single time step while
the attainable temporal resolution is high. In this work we developed a
computational method for such CT problems by generalizing the modiﬁed
level set method introduced in [32] to time-dependent setting by adding time
as an additional variable to the level set function. The new method was
tested numerically with simulated (2+1) -dimensional CT data.
7.2.1 Space-time level set method for dynamic CT
Because of the low angular and high temporal resolution in dynamic multi-
source CT, we aimed at developing an algorithm that
1. suppresses eﬀectively the artifacts produced by angular sparsity of the
CT data, and
2. makes use of the high temporal resolution by enforcing regularity (of
the reconstruction) in time.
As discussed in Section 5, numerical evidence suggests that the modiﬁed level
set method introduced and studied in [32] eﬀectively reduces the artifacts
natural to sparse data CT reconstructions. In this work we introduced the
idea of extending the method to the time-dependent setting by taking time
t as third variable to the level set function, see Figure 7. More precisely,
we ﬁnd the reconstruction in the form w(x, y, t) = g(Φ(x, y, t)), where g is
as deﬁned in (10) and Φ(x, y, t) := lims→∞ φ(x, y, t, s) is the steady state
solution of the evolution equation{
φs(x, y, t, s) = −A∗(A(g(φ(x, y, t, s)))−m) + αΔφ(x, y, t, s)
(ν · ∇ − r)φ(x, y, t, s)|∂Ω = 0 (23)
with a suitable initial condition φ(x, y, t, 0) = φ0(x, y, t). Here A is as deﬁned
in Section 2.2, A∗ denotes the transpose of A, α > 0 is a regularization
parameter, r ≥ 0, and the Laplace operator includes derivatives in t, that is
Δφ = φxx + φyy + φtt.
This approach can be seen as a generalization of level set methods (see
[32]) with the evolution equation based on minimizing the slightly modiﬁed
generalized Tikhonov functional,
argmin
u
{‖Ag(u)−m‖22 + α‖∇u‖22} . (24)
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Compared to classical level set methods, we use g instead of the Heaviside
function in (23) and in (24). This means that inside the level set we represent
the attenuation coeﬃcient by the level set function itself (not by a constant).
On the other hand, g is smoother than the Heaviside function, which makes
analysis of (23) easier, see [32].
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Figure 7: Illustration of the idea in 2+1 -dimensional spatio-temporal in-
terpretation. Left: six states vt = vt(x, y) of a dynamic 2-D object at
t = 1, . . . , 6. Right: the same dynamic object considered in three-dimensional
Euclidean (x, y, t) -space as v = v(x, y, t).
7.2.2 Numerical example
Let us then look at a numerical example in Figure 8. The measurement
setting in this example makes use of nine source-detector pairs as shown in
Figure 2. The“Generalized Tikhonov”refers to 2D reconstructions computed
separately for each 2D slice using Tikhonov regularization with the standard
regularization function ‖ · ‖ replaced by ‖∇(·)‖, i.e. penalizing the norm of
the gradient of the function instead of the norm of the function.
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Original
Proposed
method
Generalized
Tikhonov
47%
39%
42%
28%
27%
25%
Figure 8: Reconstructions of the Y-shaped object at three diﬀerent stages.
The relative L2 errors are shown in the upper right corners of the reconstruc-
tions. 5% added Gaussian random noise in the data.
The test phantom was a similar“Y-shaped”object in space-time as shown
in Figure 7 but with ﬁner in resolution; the overall (x, y, t) -resolution in the
demo is 100 × 100 × 100. The evolution equation (23) was solved using
Euler’s method with 50 steps, and the initial state φ0 ≡ 0. The computation
times of the two methods were practically the same. Compared to the rather
standard generalized Tikhonov regularization, the proposed method seems to
give reconstructions with smaller L2 errors and closer to the original object
as judged by visual inspection as well.
7.3 Publication III
The dynamic multi-source CT reconstruction method introduced and stud-
ied in this work is essentially a generalization of the method in Publication
II. More precisely, instead of regularizing only the ﬁrst derivative of the re-
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construction as in Publication II, here the L2 norms of up to n ∈ {1, 2, . . .}
derivatives are included in the regularization term. The main new contribu-
tions of this work are (i) a proof of a connection between the case n = 1 and
standard Tikhonov regularization, (ii) an existence result for the case n ≥ 2
and (iii) application of the new method with n = 2 to simulated and real
2+1 -dimensional X-ray data.
7.3.1 The new space-time level set method
As discussed above, the modiﬁed space-time level set method introduced in
Publication II is based on the minimization of the functional
F1(u) =
1
2
‖Ag(u)−m‖2L2(E) +
α
2
‖∇u‖2L2(Ω), (25)
where A,m,E and Ω are as explained in Section 2.2, g is deﬁned in (10)
and α > 0 is a regularization parameter. In this work we generalized the
approach by allowing more derivatives of u in the regularization part, i.e. we
essentially studied the minimization of the functional
Fn(u) =
1
2
‖Ag(u)−m‖2L2(E) +
α
2
∑
1≤|β|≤n
‖Dβu‖2L2(Ω), (26)
where n ∈ {1, 2, . . .} and β is a multi-index. In the level set terminology,
we call a minimizer v of Fn a level set function and consider g(v) as the
reconstruction. Note that the case n = 1 is equivalent to (25) and hence
equivalent to the method in Publication II.
We established two theoretical results concerning the minimization of
Fn. The ﬁrst one of these shows that the minimization of F1 is essentially
equivalent to the non-negativity constrained Tikhonov problem
argmin
u∈H1,u≥0
{
1
2
‖Au−m‖2L2(E) +
α
2
‖∇u‖2L2(Ω)
}
, (27)
which has a unique minimizer. This result gives new insight into the connec-
tion between level set methods and classical Tikhonov regularization. On the
other hand, it explains our numerical observations that the level set function
for n = 1 never attains very negative values.
The second result established the existence of a global minimizer of Fn
for n ≥ 2. Due to the nonlinearity caused by function g, the functional
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Fn is neither convex nor coercive. Thus we needed to employ rather non-
standard arguments for the existence proof. In particular, we made the
following assumptions regarding the signal-to-noise ratio and the size of the
regularization parameter α > 0. We assumed the signal-to-noise ratio in the
measurement is M > 2, i.e. the true model being m∗ = Au∗, the error  in
the measured data m = m∗ +  satisﬁes
‖‖L2(E) ≤ 1
M
‖m∗‖L2(E).
In addition, we assumed that the regularization parameter α ∈ (0, α0), where
α0 = α0(u
∗,m∗,M) satisﬁes
M − 2
M
‖m∗‖2L2(E) = α0(u∗,m∗,M)
∑
1≤|β|≤n
‖Dβu∗‖2L2(Ω).
Under these assumptions we were able to prove that Fn has a global mini-
mizer.
7.3.2 Numerical computations and data
Proposed level set reconstruction algorithm with n = 2. As the case
n = 1 leads to the well-known Tikhonov problem, it is convenient to compute
the reconstruction for n = 1 as the minimizer (27). For n = 2 no such result
exists, and thus we developed and studied a new numerical algorithm for
computing reconstructions with n = 2. For simplicity we dropped the mixed
derivatives from the functional F2 and proposed a computational algorithm
for minimizing
‖Ag(u)−m‖2L2(E) + α
(
‖∇u‖2L2(Ω) + ‖∂2xu‖2L2(Ω) + ‖∂2yu‖2L2(Ω) + ‖∂2t u‖2L2(Ω)
)
.
Since this functional is not diﬀerentiable due to the singularity of g at zero,
we replaced g by the following diﬀerentiable approximation
gδ(τ) =
{ √
τ 2 + δ2 − δ, if τ > 0,
0, if τ ≤ 0, , (28)
where δ > 0 is a small parameter. After this modiﬁcation, we applied the
gradient-based optimization method of Barzilai and Borwein for minimizing
the resulting discretized problem. Having found a minimizer, we projected it
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to the nonnegative quadrant of the Euclidean space to obtain the space-time
level set reconstruction.
Let us make a few additional remarks on the algorithm. The second
derivatives of u were approximated by central diﬀerence approximations with
unit spacing in spatial (x, y) directions and with spacing ht > 0 in temporal
direction. The spacing ht can be chosen rather freely but it may have a sig-
niﬁcant eﬀect on the reconstructions; larger ht means less regularization in
temporal direction while smaller ht means more regularization in temporal
direction. In the numerical examples of this work we chose ht to be ap-
proximately of the same magnitude as the spatial changes in the 2D target
between two consecutive time steps. On the boundary ∂Ω we employed the
condition u|∂Ω = −1, since ideally we would like to have the level set function
to be negative outside the level set {(x, y, t) : u(x, y, t) > 0}.
X-ray data. The proposed space-time level set method was tested with two
simulated test cases and one real X-ray data test case. Here we consider one
of the two simulated cases. The phantom is shown at the top of Figure 9.
Using a spatio-temporal (x, y, t) resolution of 100×100×100, seven fan-beam
projections were simulated at each time step and 5% Gaussian random noise
was added to demonstrate errors in the data.
A real 2+1 -dimensional CT data set was collected using the cone-beam
CT device shown in Figure 4 and a set of sugar cubes as follows. The sugar
cubes were positioned into 10 diﬀerent formations on a plate and each of these
formations was measured with the CT device by taking a set of 120 projec-
tion images with 3 degree angular step. From these data the 10 fan-beam
sinograms corresponding to the central slice of the sugar cubes were taken to
serve as the 2+1 -dimensional test data. Ten of those fan-beam projections
(36 degree angular step) were used for testing the proposed space-time level
set reconstruction algorithm; the full set of 120 fan-beam projections was
used only for computing ground truth reconstructions.
7.3.3 Reconstructions from X-ray data
Let us ﬁnally take a look at the reconstructions obtained by applying the pro-
posed space-time level set algorithm with n = 2 to the simulated and real X-
ray data described above. The reconstructions computed from the simulated
data are shown in Figure 9, while the real data sugar cube reconstructions
can be found in Figures 10 and 11; the ﬁrst ﬁve of the ten 2D reconstructions
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of the sugar cubes are shown in Figure 10 and the last ﬁve in Figure 11.
The spatial resolution in the reconstructions is 256× 256. The ground truth
reconstructions of the sugar cubes were computed from the larger sets of 120
projections while the actual reconstructions only made use of 10 projections
per time step. For comparison, we show also the corresponding space-time
level set reconstructions with n = 1 and the corresponding 2D total variation
reconstructions. The former of these were computed simply as the minimizer
(27). The total variation method applied no temporal smoothing but com-
puted each 2D reconstruction separately from the CT data measured at that
time.
In addition to the separate 2D reconstructions of the sugar cubes, an
isosurface image of the n = 2 level set reconstruction in space-time is shown
in Figure 12.
These results indicate that the proposed method with n = 2 yields recon-
structions that are superior to the standard Tikhonov (n = 1) and favorably
comparable to those of total variation regularization.
7.4 Publication IV
This work studied limited-aperture acoustic inverse obstacle scattering, where
one sends a single incident time-harmonic plane wave towards the area of in-
terest and measures the scattered ﬁeld in all or only in limited directions, see
Section 3 for details. A novel computational algorithm (a variant of the enclo-
sure method) for recovering the convex hull of the sound-hard obstacle from
noisy limited-aperture far-ﬁeld data was introduced and studied numerically
by simulated examples.
7.4.1 The enclosure method
The optimal solution to an inverse obstacle scattering problem would be the
complete shape of the obstacle. In this work we were interested in a variant
of the enclosure method whose aim is to only ﬁnd the convex hull of the
obstacle, as explained in Section 6. More precisely, we aim to determine
the support function hD deﬁned in (11) from the knowledge of the far ﬁeld
pattern F (ϕ; d, k) for ﬁxed k > 0 and d ∈ S1 and ϕ ∈ Γ ⊂ S1. We refer to Γ
as the aperture.
Our approach for solving the inverse problem is based on the behavior of
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Figure 9: Top: An isosurface image of the simulated, dynamic 2D phantom
in space-time. The attenuation is constant one inside the isosurface and zero
outside. Three lowest rows: Three diﬀerent states/reconstructions of the
dynamic 2D phantom. The relative errors of the reconstructions with respect
to the 2-norm are given in the upper right corners of the reconstructions.
Overall spatio-temporal resolution is 100 × 100 × 100. The number of fan-
beam projections at a single time step is seven (7).
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Proposed
method, n = 2 Total variation
Figure 10: First ﬁve reconstructions of the dynamic sugar cube phantom.
The number of projection images used in the reconstructions is ten (10) with
36 degree angular step. Spatial resolution 256× 256.
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method, n = 1
Proposed
method, n = 2 Total variation
Figure 11: Last ﬁve reconstructions of the dynamic sugar cube phantom.
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Figure 12: Isosurface image (in space-time) of the sugar cube reconstruction
computed by the proposed modiﬁed space-time level set method with n = 2.
the indicator function
Iω(τ) = log
∣∣∣∣
∫
Γ
F (ϕ; d, k)gN(−ϕ; τ, k, ω)dσ(ϕ)
∣∣∣∣ , τ > 0. (29)
Here, and throughout this section, we identify a point ϕ = (ϕ1, ϕ2) ∈ S1
with the complex number ϕ1 + iϕ2 and denote it by the same symbol. As
mentioned in Section 6, in the full-aperture case Γ = S1, the density gN
given by (12) and an appropriate choice of τ = τ(N) −−−→
N→∞
∞ gives the
asymptotic relation
1
τ
Iω(τ) → hD(ω), N → ∞, (30)
and in the limited-aperture case, i.e. Γ being a proper open subset of S1, the
corresponding limited-aperture density gN can be given as a truncation of
the formal solution of (14), see [24]. In Publication IV, the following explicit
formula for the limited-aperture density was derived:
gN(ϕ; τ, k, ω) =
N∑
m=0
βmϕ
m +
N∑
m=1
β−mϕm, ϕ ∈ −Γ, (31)
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where the set of coeﬃcients βm, |m| ≤ N , is the unique solution of the linear
system
GN [β−N , . . . , β−1, β0, β1, . . . , βN ]T = [λN , . . . , λ, 1, λ−1, . . . , λ−N ]T . (32)
The matrix GN is element-wise given by[
GN
]
m,j
=
∫
−Γ
ϕmϕjdσ(ϕ) = (ϕm, ϕ−j)L2(−Γ) (33)
with m = N, . . . ,−N and j = −N, . . . , N , and
λ =
(τ +
√
τ 2 + k2)ω
ik
. (34)
The proposed algorithm for solving the inverse problem for a ﬁnite collection
of directions ω ∈ S1 can now be formulated as follows.
1. Choose parameters N ≥ 1 and 0 ≤ τ1 < τ2 < τ3.
2. Compute Iω(τj) for j = 1, 2, 3 using (29) and (31).
3. Fit a line to the points (τj, Iω(τj)) in the sense of least squares. Denote
the slope of the line by h˜D(ω).
4. Approximate hD(ω) by h˜D(ω).
We remark here again, that the theoretical result behind this approach ([24])
used the assumption that D is polygonal and the directions ω are regular
with respect to D as explained in Section 6.
7.4.2 Numerical computations
Simulation of data. The synthetic data for numerical testing of the pro-
posed algorithm was simulated using layer-potential presentation and bound-
ary integral equations [12]. More precisely, the far ﬁeld pattern (FFP) was
computed as
F (ϕ; d, k) =
eiπ/4√
8πk
∫
∂D
e−ikϕ·yf(y)ds(y), (35)
where f was solved from the boundary integral equation
f(x)− 2
∫
∂D
∂Φ(x− y)
∂ν(x)
f(y)ds(y) = 2
∂
∂ν
eikx·d, x ∈ ∂D, (36)
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with Φ(x) = i
4
H
(1)
0 (k|x|). Here H(1)0 is the Hankel function of the ﬁrst kind
and order zero. To obtain accurate data despite the (integrable) singularity
of the kernel in the integral equation (36), a numerical quadrature similar
to that in [35] was used for solving f from the resulting linear system of
equations. Then simply a trapezoidal rule was applied for the evaluation
of the far ﬁeld pattern. Noisy data was simulated by adding 1% Gaussian
random noise
0.01√
2
(1 + i2)max
ϕ
|F (ϕ; d, k)|
to each value F (ϕ; d, k) of the far ﬁeld pattern. Here 1, 2 ∼ N (0, 1) are
normally distributed random numbers with mean zero and unit variance.
We remark that (36) may fail to be uniquely solvable for certain choices
of D and k, which can lead to numerical diﬃculties. These situations were
avoided in the numerical simulations by trial and error.
Computation of the support function. We follow the algorithm (steps
1–4) presented in the previous subsection (Sec. 7.4.1) with the following
notes. The integral in the quantity
Iω(τj) = log
∣∣∣∣
∫
Γ
F (ϕ; d, k)gN(−ϕ; τj, k, ω)dσ(ϕ)
∣∣∣∣ , j = 1, 2, 3,
was approximated by the sum
length(Γ)
p
p∑
=1
F (ϕ; d, k)gN(−ϕ; τj, k, ω)
with p uniformly distributed points ϕ on Γ. The values of the density gN
were computed using (31). For this, we ﬁrst formed the matrix GN and the
vector λ in equation (32) and solved for the coeﬃcients β. Since the matrix
GN becomes ill-conditioned for small apertures Γ, we used truncated singular
value decomposition with truncation level 10−6 to regularize the equation.
We remark that the proposed algorithm consists of numerical integration
quadratures, solution of a (small) system of linear equations and standard
least squares ﬁtting. Hence, the inversion method is inexpensive computa-
tionally.
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7.4.3 Numerical results
Let us then look at the numerical results in Figures 13 and 14. The original
obstacles are shown by black curves while the gray areas depict the recon-
structed convex hulls computed by the proposed algorithm. In Figure 13 the
apertures Γ are half of the full circle while in Figure 14 the apertures are 1/4
of the full circle. The directions ω were chosen to be 16 uniformly distributed
vectors on S1 and the wavenumber k = 1. For all the obstacles D the number
of discretization points on the boundary was 600, with more dense grid near
the possible corners of ∂D to enable better convergence.
The numerical results suggest that the proposed algorithm approximately
recovers the convex hulls of obstacles from noisy limited-aperture far ﬁeld
data.
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Figure 13: Polygonal sound-hard obstacle and limited-aperture data. First
column: the apertures Γ ⊂ S1 indicated by the bold parts of the circles,
and the incident direction d = (1, 0) shown inside the circles. Second and
third column: reconstructions for each aperture from ideal and noisy data,
respectively. Gray areas depict the computed convex hulls, and black curves
indicate the correct boundary of the obstacle. The number of discretization
points on Γ is 256. The values of the parameters are N = 4 and τ = 0, 0.5, 1.
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Figure 14: Smooth sound-hard obstacle and limited-aperture data. First
column: the apertures Γ ⊂ S1 indicated by the bold parts of the circles,
and the incident direction d = (1, 0) shown inside the circles. Second and
third column: reconstructions for each aperture from ideal and noisy data,
respectively. Gray areas depict the computed convex hulls, and black curves
indicate the correct boundary of the obstacle. The number of discretization
points on Γ is 128. The values of the parameters are N = 4 and τ = 0, 0.5, 1.
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