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We identify the dominant computational cost within the recently introduced stochastic and internally
contracted FCIQMC-NEVPT2 method for large active space sizes. This arises from the contribution to
the four-body intermediates arising from low-excitation level sampled determinant pairs. We develop
an effective way to mitigate this cost via an additional stochastic step within the sampling of the re-
quired NEVPT2 intermediates. We find this systematically improvable additional sampling can reduce
simulation time by 80% without introducing appreciable error. This saving is expected to increase for
larger active spaces. We combine this enhanced sampling scheme with full stochastic orbital optimization
for the first time, and apply it to find FCIQMC-NEVPT2 energies for spin states of an iron porphyrin
system within (24,24) active spaces with relatively meagre computational resources. This active space
size can now be considered as routine for NEVPT2 calculations of strongly correlated molecular systems
within this improved stochastic methodology.
I. INTRODUCTION
Full Configuration Interaction Quantum Monte
Carlo (FCIQMC) is a computational method for per-
forming efficient Full Configuration Interaction (FCI)
calculations in a stochastic framework. It has been
found particularly effective for the ab initio Hamilto-
nians of quantum chemistry in a basis of Hartree-Fock
(HF) or other Self-Consistent-Field (SCF) orbitals1–8.
Its fundamental operational assumption is that while
the FCI wavefunction has a combinatorially large ex-
pansion in terms of N-electron basis states (Slater de-
terminants), for real systems the FCI wavefunction is
generally extremely sparse, with many determinants of
extremely low wight9. FCIQMC realises the FCI wave-
function by stochastically applying a time-propagation
matrix (derived from the sparse Hamiltonian of the
system) onto a wavefunction that is sparsely repre-
sented by ‘walkers’ – automata that carry a signed
weight representing FCI expansion coefficients. An
efficient approximation designed to mitigate the sign
problem introduces a small systematic error called the
‘initiator error’ which can be rapidly reduced by in-
creasing the number of walkers, systematically improv-
ing the resolution of the individual probability ampli-
tudes of the states4,10.
In the pursuit of improved accuracy and application
to larger correlated systems of chemical interest, we
have recently formulated FCIQMC within a stochas-
tic and fully internally-contracted multireference per-
turbation theory framework11. In this approach, an
active space of strongly correlated orbitals is first cho-
sen, and subsequently sampled within the traditional
FCIQMC dynamic. After a steady-state convergence
of the active space walker population is achieved, ran-
dom sampling of effective higher-body operators inside
the active space is performed12. These sampled quanti-
ties allow for an efficient post-processing computation
a)Electronic mail: george.booth@kcl.ac.uk
of the perturbative contribution of the large number
of degrees of freedom in the external space, as well as
their coupling to the strongly correlated active space
wave function. This full internal contraction is essen-
tial to allow for the integrating out of the external
space in the FCIQMC dynamic, and therefore avoid-
ance of explicit sampling of excitations into this space,
and the large increase in walkers (and decrease in sam-
pling timestep) which this would incur13.
Our initial work applied this approach to both
2nd-order Complete Active Space Perturbation The-
ory (CASPT2) and 2nd-order N-Electron Valence
state Perturbation Theory (NEVPT2)11. How-
ever, it was shown that CASPT2 calculations based
on FCIQMC observables are prone to numerical
instability14. CASPT2 requires inverting the inher-
ently noisy matrices estimated within the FCIQMC
dynamic. This nonlinear operation amplifies any
stochastic error in these quantities, and therefore the
resulting CASPT2 correction is very sensitive to any
noise in the FCIQMC wavefunction. In contrast,
strongly-contracted NEVPT2 avoids many of these dif-
ficulties of inverting stochastically derived matrices, as
well as difficulties with intruder states15. Because of
this, we found NEVPT2 to be stable and performed
well, converging rapidly with number of walkers to the
deterministic results, and allowing straightforward ex-
tension to active space sizes beyond those traditionally
accessible. Despite this success, for larger active spaces
the sampling of high-rank tensors in the active space
in FCIQMC-NEVPT2 can still become a bottleneck of
the computation, and represents a significant fraction
of the time on top of the original active space FCIQMC
algorithm. It is this challenge which we tackle in
this work, developing and applying an improved sam-
pling scheme for the FCIQMC-NEVPT2 method us-
ing both a stochastic CASCI, and also coupled with a
self-consistent orbital optimisation obtained via a fully
stochastic FCIQMC-CASSCF optimisation16.
The efficiency of FCIQMC is derived from a dual
stochastisation of the problem – both the wave func-
tion amplitudes are stochastically sampled, as well as
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2the Hamiltonian (or propagator) governing the dynam-
ics. This is particularly efficient, as both quantities can
be considered ‘sparse’, and can be especially powerful
if this sparsity can be effectively predicted in advance.
In the previous work on FCIQMC-NEVPT2, the spar-
sity in the sampling of higher-body active space quan-
tities followed directly from the sparsity of the wave
function amplitudes in terms of walkers. However,
in this work, we show that the exact and full accu-
mulation of the higher-body quantity for any pair of
stochastically sampled configurations can still lead to
a significant and rapidly dominating overhead in com-
putational cost in the stochastic NEVPT2. We im-
prove the FCIQMC-NEVPT2 algorithm to show that
the introduction of an additional stochastic sampling
in the accumulation of higher-body terms can exploit
its sparsity and effectively reduce this cost, with mini-
mal and systematically improvable loss of accuracy in
the final results. Furthermore, this approach fits well
within the framework and motivation of the FCIQMC
dynamic in terms of stochastically sampling sparse,
high-dimensional quantities, especially where prior in-
formation can be used to enable this to be effective.
In Section III, we show that this stochastic ‘impor-
tance sampling’ on the accumulation of higher-body
terms for a test Cr2 system results in a significant
speedup even for a relatively small active space of 16
electrons and 16 orbitals, without significant loss of
accuracy in the NEVPT2 energy compared to deter-
ministic results. We identify parameter regimes for
this additional sampling that correspond to both low
and high-fidelity realisations, and in all cases we obtain
at least an order of magnitude speedup over an exact
calculation. Introducing more stringent thresholding
parameters, can achieve close to another order of mag-
nitude improvement, still with errors substantially less
than one millihartree.
However, the magnitude of these efficiency improve-
ments are expected to grow far larger as the active
space increases in size. To demonstrate this, in Sec. IV
we apply the same approach to an iron porphyrin sys-
tem, to investigate the performance for larger (24,24)
active spaces, and consider the FCIQMC-NEVPT2 en-
ergetics of the low-lying spin dynamics. This is cou-
pled with a stochastic self-consistent field optimisation
of the active space to improve the reference state on
which the NEVPT2 builds. We find rapid convergence
of the NEVPT2 contributions with respect to number
of walkers, with stochastic errors of order O[10−5] with
relatively small computational resources. We consider
this size of active space as relatively straightforward
within this enhanced sampling methodology for future
multireference quantum chemical studies.
II. COMPUTATIONAL CHALLENGES IN
FCIQMC-NEVPT2
In the stochastic NEVPT2 algorithm, higher-body
intermediate quantities are sampled within the walker
algorithm in addition to the standard dynamics11.
Pairs of determinant amplitudes which are either
three- or four-electron excitations of each other are
stochastically sampled in an efficient manner, via
spawnings between these determinants which sam-
ple, but do not change the wave function amplitudes.
However, in larger active space sizes, we find the
dominant cost in the stochastic NEVPT2 algorithm
arises from the contributions to high-body interme-
diates which are derived from pairs of determinants
which are low-body excitations of each other. In this
section, we start with a short review of FCIQMC, and
recap of the stochastic internally-contracted FCIQMC-
NEVPT2 algorithm detailed for the first time in Ref. 2.
We then identify the dominant computational bottle-
neck as arising from the ‘promotion’ of low level exci-
tation contributions to the four-body intermediates, as
this requires several nested loops over common electron
indices. Finally, a stochastic algorithm to effectively
mitigate this cost is described in Sec. II D.
A. Review of FCIQMC
Full configuration interaction quantum Monte Carlo
is an algorithm for generating sparse stochastic reali-
sations of the FCI wavefunction of a system described
by an electronic Hamiltonian, Hˆ. Accurate expecta-
tion values that go beyond common single-reference
approximations can then be obtained by averaging over
their stochastic estimates. We briefly summarise the
features of FCIQMC that are important to the reader’s
understanding of the methodological developments in
this work, and to define notation, with more complete
technical descriptions to be found in Ref. 17.
The FCI wavefunction is expressed in a basis of N -
electron Slater determinants, |Di〉, formed from a given
set of underlying (in this work SCF molecular) orbitals
(MOs), as
|Ψ〉 =
∑
i
Ci |Di〉 , (1)
where the determinant index i represents the specific
MO occupation vector defining the determinant. In
this basis of Slater determinants, the Hamiltonian be-
tween configurations, Hij, is sparse, derived from the
nature of the Hamiltonian as a two-body operator. We
write a discrete snapshot of the wave function am-
plitudes in terms of walkers at a given timestep, τ ,
as C(τ). Iteratively and stochastically applying the
linearised imaginary-time propagation converges C(τ)
to a discrete representation of the ground-state wave
function in FCIQMC, as
C(τ + ∆τ) = [1−∆τ(H− 1S)]C(τ), (2)
where ∆τ is a small discrete time-step, and S is a vari-
able energy ‘shift’, introduced to enable a population
control of the number of walkers. The key concept
of FCIQMC is that for many choices of system and
underlying MO basis, the vast majority of configura-
3tional amplitudes are very small, and thus treated as
Ci = 0 in the discrete snapshots at any single given
time. Therefore at each iteration, the walker popula-
tion only stores the (signed) non-zero amplitudes as a
sparse, yet dynamically evolving population, in an ef-
ficient and distributed memory fashion. This leads to
an efficient compression of the FCI state without an
explicit exponential memory footprint.
An important part of the algorithm for this work is
the ‘spawning’ step18, whereby ns excitations (j) are
stochastically generated from each occupied determi-
nant (i), and new walker weight is created on them
as
∆C
(spawn)
j = −Ci∆τ
Hij
nsPgen(i|j) . (3)
These newly-created walkers are then subject to anni-
hilation with walkers of opposite sign, and initiator cri-
teria which aims to limit the growth of sign-incoherent
amplitudes. The initiator criteria introduces a system-
atic error into the average wave function, which can be
systematically reduced via an increase in walker num-
ber. Ensuring convergence of properties calculated
from FCIQMC with respect to the number of walk-
ers is an important test of the method, and this rate
of convergence is key for the efficiency of the approach
for a given system.
Observables computable from the FCI wavefunction,
such as the energy, spin eigenvalues, and reduced den-
sity matrices can be extracted from the FCIQMC rep-
resentation by a statistical averaging process12,19. For
scalar observables the memory footprint of accumulat-
ing these statistics is of little consequence, however as
we shall see for the higher-order tensor observables re-
quired for perturbation theory, the efficient distributed
storage of these quantities requires consideration20.
B. Stochastic Reduced Density Matrix Accumulation
The normal-ordered reduced density matrix of rank
N (The N -RDM) of an arbitrary state |Ψ〉 is defined
as
Γ
(N)
i1i2...iN ,j1j2...jN
= 〈Ψ| aˆ†i1 aˆ†i2 . . . aˆ†iN aˆj1 aˆj2 . . . aˆjN |Ψ〉
(4)
Which in an orthogonal CI basis described by Eq. (1)
reduces to
Γ
(N)
i1i2...iN ,j1j2...jN
=
∑
ij
C∗i Cj 〈Di|aˆ†i1 aˆ†i2 . . . aˆ†iN aˆj1 aˆj2 . . . aˆjN |Dj〉
(5)
where the factor 〈Di| aˆ†i1 aˆ†i2 . . . aˆ†iN aˆj1 aˆj2 . . . aˆjN |Dj〉 is
equivalent to a sign depending on the parity of or-
dering of the Fermionic operators.We may therefore
calculate elements of the reduced density matrix us-
ing the stochastic CI coefficients {Ci } provided by
FCIQMC. In practice to eliminate bias from the bi-
linearity of the RDM with respect to the wavefunc-
tion coefficients, Ci and Cj are drawn from two dif-
ferent “replicas” of the FCIQMC wavefunction which
are specified by identical parameters, but which use
different seeds for random number generation, allow-
ing their evolution by the stochastic application of Eq.
(2) to generate statistically independent distributions
of determinant weights12,20.
In the FCIQMC propagation, occupied determi-
nants generate spawning events between connected de-
terminants. These connections may be leveraged to
also serve as choices of |Di〉 and |Dj〉 in Eq. (5). The
excitation rank of the connection is the number of indi-
vidual electron replacements required to transform the
occupation vector i into j, or equivalently, the number
of excitation operators Eˆij = aˆ
†
i aˆj with i 6= j that are
required to transform one determinant into the other.
It is easy to see from Eq. (5) that if |Di〉 and |Dj〉
are separated by an excitation rank greater than N ,
then their contribution to the N -RDM will vanish.
When the excitation rank is equal to N , the excita-
tion |Di〉 → |Dj〉 describes uniquely a single element
of the N -RDM. For example, considering the second-
rank RDM Γ(2), if |Dj〉 is a double excitation of |Di〉,
such that |Dj〉 = aˆ†i aˆ†j aˆkaˆl |Di〉, then this corresponds
to only the element Γ
(2)
ij,kl of the 2-RDM.
When the excitation is of rank less than N , the de-
terminant pair will appear in all elements of the N -
RDM containing the excitation indices, and any other
combination of repeated indices occupied in both |Di〉
and |Dj〉. If |Dj〉 is a single excitation of |Di〉, so
|Dj〉 = aˆ†i aˆj |Di〉, then this corresponds to the unique
element Γ
(1)
i,j of the 1-RDM, but also all elements of
the 2-RDM of the form Γ
(2)
ik,jk, where k is any of the
other occupied indices of |Di〉 or |Dj〉, which are nec-
essarily the same as they differ in only one index by
construction.
Therefore, for all generated connections |Di〉 →
|Dj〉, it is possible to ‘promote’ them to a set of off-
diagonal elements of higher-body RDMs. The number
of such elements grows combinatorially as the differ-
ence between the excitation rank and the RDM rank
increases (for example, to promote the single excita-
tion to a 3-RDM contribution requires constructing
all unique unordered pairs of shared indices). It is
this cost of promoting low excitation rank pairs of de-
terminants to high-rank quantities (RDMs and other
partially-transformed intermediates required for the
stochastic NEVPT2) which we focus on in this section.
C. Stochastic NEVPT2
Quantitative accuracy of quantum chemical calcu-
lations is routinely achieved by applying a Second-
order perturbation-theoretic (PT2) correction to self-
consistently obtained complete active space wave
functions14,21,22. Applying the second-order excita-
tion operators directly to this state gives rise to an
‘internally-contracted’ formalism, where the coupling
4of the active space to the external space is described
by high-order correlation functions (RDMs) in the ac-
tive space. The avoidance of explicitly computing ex-
citations from the active space into the external space
dramatically decreases the scaling of the approach
for large, chemically-relevant external spaces. Com-
plete Active Space Perturbation Theory (CASPT2) is
a popular choice in this spirit, as it is computationally
the cheapest approach14,23. However, N-electron Va-
lence State Perturbation Theory (NEVPT2) represents
an alternative to CASPT2 that, while strictly more
computationally expensive, is size-consistent and also
does not suffer from the adverse influence of ‘intruder
states’15. More importantly within our stochastic for-
mulation, it has been shown to be more stable and
tolerant of random errors, due to its avoidance of in-
version of stochastically-derived matrices, with almost
all of the energy contributions linear with respect to
these quantities24.
The perturbers of NEVPT2 are divided into dis-
joint classes according to the redistribution of electrons
they cause between the core, active, and virtual orbital
spaces22,25,26. The spaces are denoted S
(k)
l , where l is
a composite index signifying the external space indices
involved in the perturbation, and k is the net displace-
ment of electrons into the active space. The applica-
tion of the perturbation operators Vˆ
(k)
l to the corre-
lated active space wavefunction as a whole (as opposed
to the individual determinants in the CI expansion), is
key to the internal contraction.
The formulation of NEVPT2 is based on Dyall’s
Hamiltonian, defined by
HˆD = Hˆi + Hˆv (6)
Hˆi ≡
∑
i∈core
iEˆii +
∑
r∈virtual
rEˆrr + C (7)
Hˆv ≡
∑
ab∈CAS
heffabEˆab+
1
2
∑
abcd∈CAS
〈ab|cd〉
(
EˆacEˆbd − δbcEˆad
)
(8)
where i and r are the external orbital energies ob-
tained from the diagonalisation of the generalised Fock
matrix
Fpq = hpq +
∑
rs
Γrs
[
(pq|rs)− 1
2
(pr|qs)
]
(9)
where all indices extend over the entire orbital space,
and hence the external space orbital energies depend
on the correlated active space density matrix.
The energies associated with the second order per-
turbative correction due to each perturber are given
by
E(k)l = −N (k)l
(
〈Ψ(0)|Vˆ (k)l †[Hˆv, Vˆ (k)l ]|Ψ(0)〉
N
(k)
l
+ ∆
(k)
l
)−1
(10)
≡ −N (k)l
(
h
(k)
l
N
(k)
l
+ ∆
(k)
l
)−1
(11)
where N
(k)
l ≡ 〈Ψ(0)|Vˆ (k)l †Vˆ (k)l |Ψ(0)〉 are the perturber
normalisations, and ∆
(k)
l are the matrix elements
of the external part of Dyall’s Hamiltonian (which
amount to sums and differences of orbital energies).
By these expressions the sc-NEVPT2 energies can be
evaluated given the matrix elements of the Hamilto-
nian, and the active space density matrices up to rank
four.
A recent development by some of the authors has
allowed for the required active space expectation
value tensors to be stochastically computed within the
FCIQMC active space dynamics, allowing for large ac-
tive space sparse sampling within this framework11. In
this work, the stochastic RDM sampling capabilities
were adapted for the estimation of three-body RDMs.
Specifically, since the four-body RDM only appears in
the NEVPT2 equations contracted with other quanti-
ties, the FCIQMC algorithm need only estimate the
a contracted three-body active-space intermediate de-
rived from the sampling of the four-body RDM, given
by
G1a′b′c′,abc =
CAS∑
def
∑
µνστ
〈de|fa〉Γ(4)c′σb′τdµeν ,cνfνbτa′σ (12)
where the Latin subscripts refer to spatial orbitals and
the Greek subscripts denote spin indices11. It is there-
fore sufficient to contract the FCIQMC-estimated Γ(4)
elements on-the-fly and store only elements of the con-
tracted quantity G1, which obviates the explicit stor-
age of Γ(4).
This on-the-fly contraction for sampled four-body
excitations scales linearly with the size of the system,
through the explicit enumeration required over a, the
only orbital index in the definition of G1 which is not
determined by the excitation. However, the promo-
tion of (semi-)stochastic excitations of ranks one, two,
and three (by consideration of common occupied in-
dices in the pair of determinants) into Γ(4) elements
in Eq. 12 is the new dominant cost. This is because
it entails the enumeration of all combinations of oc-
cupied spin orbitals in common between the bra and
ket determinants. For instance, for a sampling of a
single electron excitation within the active space, an
O[N3] operation is required to compute all the contri-
butions to Γ(4), followed by another O[M ] operation
to perform the contraction on each, where N is the
number of active space electrons, and M is the num-
ber of active space orbitals. For double electron exci-
5tations, there are only O[N2] contributions, however,
this is offset against the larger overall number (and fre-
quency of sampling) of double excitations in the active
space. Finally, for three-electron active space excita-
tions, there are a linear number of ‘promoted’ con-
tributions required to consider. It is the cost of this
promotion which we aim to reduce via an additional
stochastic sampling strategy within the accumulation
of the NEVPT2 intermediate of Eq. 12.
D. Tackling the NEVPT2 Bottleneck
Calculating G1 based on the stochastic generation
scheme outlined in Section II B means that the cost
of promoting generated (especially low-body) excita-
tions to elements of the 4-RDM is dominant in com-
parison to any other stage of the calculation, and will
increase as the number of electrons in the active space
increases. The basic assumption of the adaptation we
present is that many of the sampled C∗i Cj products are
small in magnitude, and that it is therefore practical
and efficient to randomly select a subset of the corre-
sponding promotion combinations rather than explic-
itly enumerating all of them. The importance of each
contribution is determined by a monotonic function
of C∗i Cj, and this function is therefore used to deter-
mine the number of randomly selected promoted con-
tributions to the 4-RDM term in Eq. 12. This there-
fore efficiently exploits the sparsity in the sampling of
the promoted 4-RDM contributions to the stochastic
NEVPT2 energy in such a way that is systematically
improvable by increased sampling time, or modifying
the parameters defining the sampling function.
We define the function
χij =
C∗i Cj
|〈Ψ|Ψ〉| (13)
as an appropriately normalised measure of the impor-
tance of a given excitation to the 4-RDM. A represen-
tative plot of the distribution of χij for sampled de-
terminant pairs in the (16,16) CAS of the Chromium
dimer in a cc-pVTZ basis is shown in Fig. 1. This
illustrates that the magnitudes of the sampled contri-
butions to the RDMs vary over six orders of magni-
tude. Whilst most contributions are O[10−6], this is
substantially less than the largest contributions, and
therefore admitting only a sparse sampling of this dis-
tribution over this range seems reasonable27. Further-
more, determinant pairs differing by a single excitation
are amongst the smallest contributions in terms of indi-
vidual magnitude, however are required to contribute
to the high-rank Γ(4) O[N3] times per sampled pair. It
is clear that computational efficiency can be improved
by a sparse sampling of these promoted contributions
to high-rank objects, based on their magnitude of χij.
Two thresholds on this value are defined: χmin and
χmax. If χij < χmin then the promotion loops are
abandoned completely, and for χij > χmax, then every
possible element of the 4-RDM which the pair of de-
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FIG. 1: Histogram of magnitude of normalised C∗i Cj,
generated during an FCIQMC calculation for a
chromium dimer (Cr2) system at equilibrium
geometry for a CAS of 16 electrons in 16 active
orbitals, using a cc-pVTZ basis. The total number of
walkers present was 100,000. The contributions are
separated into the different excitation levels sampled
for each determinant connection i→ j. As can be
seen, the magnitudes of the connections are
concentrated between 10−8 and 10−3.
terminants contributes to depending on the excitation
level between them is computed explicitly and deter-
ministically. We refer to this total number of elements
by the binomial coefficient ncomb. For determinant
pairs with χij between χmin and χmax, there is de-
fined a “promotion probability” p(χ) that interpolates
between pmin = p(χmin) and pmax = p(χmax). It is in
this region that the stochastic promotion occurs.
In this case, instead of the true number of promotion
combinations to Γ(4), given by ncomb which depends on
the excitation rank, we instead choose a random sub-
set of size p(χ) × ncomb to promote. This additional
level of stochastisation is done by precomputing and
storing the ncomb possible index combinations in the
promotion for a given excitation level at initialisation.
During the RDM sampling for an active space excita-
tion, the promotion of the contribution is then found
via calculation of p(χ), and then repeatedly drawing
random elements from this enumeration, until a total
of p× ncomb have been drawn. The weighting of each
contribution to Γ(4) is then increased by a factor of
1
p(χ) to unbias for this stochastic selection, before con-
traction on-the-fly down to G1. It should be noted
that while the estimation of χij in a stochastic sim-
ulation may be slightly biased due to the non-linear
biases intrinsic to the sampling, the fact that this is
unbiased by the same factor ensures that no error is
introduced due to any potential discrepancy compared
to the exact value of χij.
In practice we found a probability distribution for
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FIG. 2: Illustrative example of the probability
function p(χ) used to perform stochastic promotion
events with a fidelity proportional to their normalised
contribution to a single RDM element, χ. Below
χmin, no promotion is performed, and above χmax, all
contributions are included deterministically. In
between, a fraction of the total number of
combinations, p(χ), is chosen that interpolates
between a minimum and maximum value, to reduce
the computational work in calculating these
contributions while retaining accuracy of the final
accumulation of the NEVPT2 intermediate.
p(χ) consisting of a “linear ramp” (illustrated in Fig. 2)
is effective and simple to interpret. This is described
by the equation
p(χ) =

0 , χ < χmin
1 , χ > χmax
pmin +
pmax−pmin
χmax−χmin (χ− χmin), otherwise
,
(14)
where p(χ) = 0 and p(χ) = 1 are respectively un-
derstood to mean that the promotion loops are ei-
ther aborted, or that the deterministic enumeration
is used instead. The deterministic enumeration is dis-
tinct from actually performing the stochastic enumer-
ation until ncomb combinations have been selected, as
in the stochastic promotion, it is possible to draw the
same combination more than once. By inclusion of a
lower limit for χmin, this form for the promotion prob-
ability also ensures that p(χmin) can be set to a non-
zero value. This is important to reduce noise from
infrequent stochastic contributions from very small
RDM contributions, as otherwise these would be renor-
malised against a vanishingly small probability, which
can introduce a large variance into the sampling. At
some larger promotion probability, the loss of sequen-
tial data access and the cost of drawing random num-
bers combine to render the stochastisation ineffective
due to its intrinsic overhead compared to explicit enu-
meration. Therefore p(χmax) can be set below unity
to avoid the introduction of additional computational
overhead in cases where the stochastic enumeration
would require a time investment comparable to sim-
ply calculating the contribution deterministically.
Also attempted was a logarithmic ramp, where p(χ)
is proportional to log10(χ). This was found to provide
very little timing improvement as it did not in fact as-
sign low probabilities to almost all of the terms in the
sum, and so was roughly equivalent to a step-function
form of p(χ) with a step at χmin. Other more sophis-
ticated forms of of p(χ) could be an avenue for im-
provement, possibly subject to some iterative optimi-
sation procedure. It should be noted that this scheme
is formally unbiased in its sampling of Γ(4) and G1 for
the FCIQMC sampled wave function, assuming that
all contributions where χij < χmin can be safely ne-
glected. This ensures that the deterministic promotion
result is converged to upon increased sampling itera-
tions. The replica scheme which is used in the sam-
pling of all RDMs is also used in the computation of
χij, determining the frequency of contributions to the
sampled intermediates. This ensures that all quanti-
ties depend linearly on stochastic variables. Finally, we
also note that while in this work, the stochastic pro-
motion scheme is only applied to the 4-RDM contribu-
tions of the G1 intermediate in Eq. 12, in principle, the
same scheme could be applied to lower-rank objects if
required, such as the 3-RDM. However, as we will see,
the 4-RDM promotion consists of the dominant con-
tribution to the computational effort of a calculation,
and therefore the added benefits from this would be
small.
E. Computational Procedure
Given a sufficient number of walkers to sample the
active space wave function, we are capable of resolving
G1 with improvable accuracy in the limit of a large
number of sampling iterations. Estimation of G1 is
the dominant cause of both computational expense
and statistical error, and so every effort is made to
ensure that all other relevant quantities are sampled
to high accuracy before such a costly process is ini-
tiated. The walker number is first grown to a target
population at which dynamic shift variation is acti-
vated. The population then continues to evolve under
initiator-FCIQMC dynamics until certain key metrics
(e.g. energy estimators) are seen to stabilise about
equilibrium values. Then, the determinants with the
highest walker occupation are chosen to make up the
‘deterministic space’ of the semi-stochastic adaptation,
which entails the exact propagation of Hamiltonian
connections both within and coupled to this chosen
space of highly occupied determinants7,28. This mea-
sure reduces fluctuations in the largest walker occu-
pations, and consequently lowers random error in ex-
pectation values. Soon after the initialisation of semi-
stochastic propagation, RDM estimation can begin.
The use of Dyall’s Hamiltonian in NEVPT2 requires
that the molecular orbitals are semi-canonical with re-
spect to the generalised Fock matrix defined in Eq.
79. A canonicalising transformation must therefore be
applied to the external orbital space prior to the eval-
uation of the NEVPT2 subspace energies—an opera-
tion highly sensitive to the accuracy of the one-body
RDM due to its non-linear dependence on the ran-
dom errors. As is clear from Eq.10, the subspace en-
ergies are also sensitive to error in the normalisation
of each perturber. The norms and all subspace ener-
gies with the exceptions of E(+1)i and E(−1)r are cal-
culable from Γ(3), thus it is important to prioritise
the accurate resolution of the lower-rank RDMs before
incurring the dominant computational expense of es-
timating the Γ(4)-dependent NEVPT2 intermediates.
Once both the walker population is equilibrated and
the cheaper RDMs are well resolved, the G1 estimate
is accumulated using the stochastic sampling scheme
detailed above. This is performed over multiple statis-
tically independent realisations to ensure that faithful
error estimates can be achieved, and until the errors in
E(+1)i and E(−1)r have been reduced within acceptable
bounds. All NEVPT2 computation from the sampled
intermediates, as well as the CASSCF iterations and
RHF calculations are performed via a modified version
of the PySCF code29, while the FCIQMC sampling is
developed for this purpose within the NECI code17.
III. BENCHMARKING THE APPROACH: THE
CHROMIUM DIMER
The impact of stochastic promotion on the efficacy
of FCIQMC-NEVPT2 can be rigorously benchmarked
by applying the method to an active space for a real
molecular system, where we do not exceed the limit
of deterministic FCI solvers to allow comparison to
exact, noiseless results. For this purpose, a 16 elec-
tron, 16 spatial orbital CAS was chosen from the RHF
solution for Cr2 in a cc-pVTZ basis at an equilib-
rium bond length of 1.6788A . Cr2 is known to be
highly multireference30,31 and is a system for which
FCIQMC has previously been shown to be effective17.
The FCIQMC-NEVPT2 calculations for Cr2 were per-
formed using stochastic promotion probability ramps
with χmin at 10
−9, 10−8 and 10−7, and χmax at each
integer order of magnitude between 10−9 and 10−3. In
each case, the minimum and maximum stochastic pro-
motion probabilities were left at their default values of
0 and 1 respectively. Each FCIQMC-NEVPT2 calcu-
lation was repeated with five different random number
generation seeds, to provide an estimate of the stan-
dard error on the NEVPT2 energies obtained. These
are compared against the result of an exact CASCI-
NEVPT2 calculation.
The effect of this stochastic promotion sampling in-
side the FCIQMC main loop on the final sampled
FCIQMC-NEVPT2 energy at the equilibrium geom-
etry can be seen in Fig. 3. It is clear that values of
χmin below 10
−7 do not introduce any additional sys-
tematic or stochastic errors into the final result, and
these contributions can be safely neglected. However,
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FIG. 3: FCIQMC-NEVPT2 energy error as a
function of stochastic promotion cutoffs, χmin (varied
between 10−9 − 10−7) and χmax (varied between χmin
and 10−3). The error is relatively independent on this
range of χmin, but exhibits a rapid increase for large
χmax. Errors are substantially below 1 mEh up to
χmax = 10
−5 for all series, which demonstrates small
errors are possible at a reduced computational cost.
Remaining systematic errors in the deterministic
promotion limit are due to the inadequate sampling
of the lower-rank RDMs which define the sc-NEVPT2
perturber normalisations, and would be further
reduced with additional sampling time or walker
number.
setting the value of χmax in the promotion sampling
to greater than 10−5 is found to rapidly increase the
systematic error in the final result. The fact that this
wider and coarser sampling manifests as a systematic
rather than random error is due to the non-linearities
in the NEVPT2 expressions involving Γ(4) in the E(−1)r
and E(+1)i subspaces, as given in Eq. 10. The fact that
the converged energies where χmax is less than 10
−5
still show a small systematic error of O[10−4]Eh is
indicative of the random errors in quantities due to
the original walker sampling of the FCIQMC, rather
than the promotion sampling, which are also non-
linearly transformed in the NEVPT2 expression (pri-
marily in the 1-RDM in the semi-canonicalisation of
the orbitals)24,32. This remaining systematic error is
able to be reduced via increased sampling time of the
appropriate intermediates, as well as increasing walker
number, all of which will decrease further the random
errors in the sampled RDMs, and hence the systematic
error in the NEVPT2 energies. Because of this, we
adjusted the simulation procedure to ensure that the
lower-rank RDMs are highly sampled to minimise this
residual error, before the more costly accumulation via
promotion sampling of Γ(4) is initiated, as detailed in
Sec. II E. However, it is clear that the promotion sam-
pling scheme does not affect the accuracy of the fi-
nal FCIQMC-NEVPT2 energy for χmax < 10
−5 and
χmin < 10
−7. To give an initial indication of the trans-
8ferability of these parameters to more strongly corre-
lated systems and to ensure that no further system-
atic error is introduced, they were also applied to the
chromium dimer at a stretched bond length of 2.4A,
where the system is significantly more multiconfigura-
tional. All parameters save for the number of walkers,
which must necessarily be increased for a more multi-
configurational system to ensure the initiator error is
controlled, were kept the same. This calculation also
resulted in systematic error to the deterministic calcu-
lation substantially below a millihartree (0.25(5)mEh
compared to exact results). We therefore assert that
the parameter set χmax < 10
−5 and χmin < 10−7 will
continue to be a reasonable choice for a range of further
systems.
The benefits of this stochastic promotion sampling
are evident in Fig. 4, where the reduction in computa-
tional time is shown for the same ranges of χmin and
χmax parameters. With the most restrictive parame-
ters of χmin = χmax = 10
−9, where essentially all but
the most insignificant promotion events are determin-
istically enumerated, it can be seen that approximately
90% of the calculation time is spent in enumerating the
promoted contributions to G1 via samples from Γ(4).
This is further broken down into the different excita-
tion levels of the determinant pairs, where the fraction
of time promoting single excitations is still significant,
despite their relatively small number of sampled con-
tributions compared to double and triple excitations.
As χmax is increased, the fraction of the total walltime
spent sampling these promotions substantially reduces.
Furthermore, this decrease is most substantial for the
lower-rank excitations, eventually leaving the sampled
contribution of the most numerous quadruple excita-
tions as the dominant expense. This improvement in
the fraction of time spent in the promotion step is re-
produced for all three plots, where χmin varies between
10−7 and 10−9.
Comparing the timing of the least restrictive param-
eters in Figure 4a (χmin = χmax = 10
−9) with the
χmin = 10
−7, χmax = 10−5 point in Figure 4c (the pa-
rameters that were shown in Figure 3 to comfortably
continue to give sub-millihartree errors), we can see
that the timing is improved by around a factor of four
without loss of accuracy. This factor is expected to in-
crease for larger active space sizes, where the number
of promotions increases binomially with the number of
active electrons. Having verified the approach and a
parameter set to use with it, we therefore turn to a
final application in a larger active space, where we also
include a full stochastic orbital optimisation.
IV. STOCHASTIC CASSCF-NEVPT2 APPLIED TO
THE SPIN STATES OF IRON PORPHYRIN
Neutral iron(II) porphyrin, denoted Fe(P) , where P
is (C20N4H12)
2−, is a biologically-important complex
from which haem is derived. As such a key molecule, it
is unsurprising that much other modern multireference
quantum chemistry has been applied to it, including
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FIG. 4: Time taken for contracted 4-body (G1)
accumulation in FCIQMC-NEVPT2 for various
promotion probability ramp parameters. Time is
measured proportional to the time for a χmin = χmax
calculation in each plot, where no stochastic
promotion is performed. a) χmin = 10
−9, b)
χmin = 10
−8, c) χmin = 10−7. Large proportions of
time are taken in promotion when there is little
stochastic promotion sampling (small χ parameters)
which is rapidly reduced as these parameters are
increased. Total times refer to the χmin = χmax
calculation in each plot (the longest calculation,
without stochastic promotion).
a DMRG-CASPT2 study by Phung et al.33, as well
as previous FCIQMC-CASSCF studies34–37 amongst
other theoretical approaches38–40. Part of the diffi-
culty of calculations involving this molecule (and the
origin of its biological importance) is the many closely-
separated low-energy spin states of the system. The-
oretical studies, especially those based on CASPT2,
often find an incorrect quintet ground state36,38 at-
tributed to a poor PT2 description of the semi-core
correlation33,36, while experimental and other higher-
accuracy computational approaches point to a triplet
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FIG. 5: FCIQMC-CASSCF energy convergence as
the (24,24) active space orbitals are optimised for the
1A1g state of Iron (II) Porphyrin. The quintet is not
shown but demonstrated similar convergence. Walker
numbers were varied during the course of the
convergence to minimise overall cost for the
calculation, where earlier iterations are performed
with a coarser active space description.
ground state36,39,41.
In this work, we focus on the lesser-studied excited
1A1g and
5A1g spin states, which we consider with
a stochastic FCIQMC-CASSCF orbital optimisation
and subsequent FCIQMC-NEVPT2 with the detailed
stochastic promotion. This is performed within a large
(24,24) active space including a double d-shell on the
iron and substantial semi-core correlation in the CAS,
beyond conventional means to solve. The basis is cho-
sen to be cc-pVTZ on the chemically important iron
atom, and cc-pVDZ on all other atoms, correlating
all electrons. This basis is likely too small for true
quantitative accuracy, as well as the neglect of any
relativistic effects, but will still represent a stern test
for the methodology. This large active space also re-
duces the sensitivity of the final results to the choice
of initial active space orbitals, as well as the reference
Hartree–Fock state, for which there are a number of
low-energy competing solutions. Geometries used for
this study were taken from Ref. 33 within a D4h sym-
metry, where they were optimised at the PBE0/def2-
TZVP level separately for each spin state.
A. FCIQMC-CASSCF Orbital Optimisation
The FCIQMC-CASSCF procedure is detailed in Ref.
16, and we largely follow this here. The CAS orbitals
for the iron porphyrin calculations are selected based
on an initial restricted Hartree-Fock calculation per-
formed with PySCF. The 24 orbitals for the CAS (12
occupied and 12 unoccupied) were selected via a meta-
Lo¨wdin orbital analysis of the RHF/ROHF molecu-
lar orbitals, ensuring that the orbitals with the largest
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FIG. 6: Convergence of the FCIQMC-NEVPT2
energy for the 1A1g state of iron(II) porphyrin in a
(24,24) active space of FCIQMC-CASSCF optimised
orbitals. Convergence is shown as the number of
active space walkers is increased. Stochastic errors
are estimated from five independent seeds.
weight on the N 2p and 3p, and Fe 3d and 4d atomic or-
bitals were selected to comprise the initial active space.
The active space for each spin state was optimised in-
dependently, where the FCIQMC dynamic in the ac-
tive space was used to sample the 2-RDM used for sub-
sequent orbital optimisation in a two-step procedure42.
Figure 5 shows the convergence of the FCIQMC-
CASSCF energy with respect to orbital optimisation
iterations for the 1A1g state, with the
5A1g state show-
ing similar convergence. This convergence is artificially
slow, since we start the optimisation with a small num-
ber of FCIQMC walkers at each iteration for a coarse
description of the CAS wave function. This leads
to a comparatively large error in the subsequent or-
bital optimisation, but these iterations are particularly
cheap to perform. As convergence slows, the number
of FCIQMC walkers is increased to improve the ac-
curacy of the final iterations, up to 3 million walkers,
at which point we find that the FCIQMC-CASSCF is
converged for this system. This is still a comparatively
small number of walkers for FCIQMC, and this full op-
timisation can be considered relatively routine. Plots
of the active space orbitals obtained from this proce-
dure are shown in the supporting information for this
article43,44.
B. FCIQMC-NEVPT2 Energies
The stochastic NEVPT2 was performed on top of
the optimised orbitals, with the simulation procedure
outlined in Sec. II E. The convergence of the stochas-
tic NEVPT2 energy with respect to number of walkers
sampling the active space is given in Fig. 6 for the
1A1g state. The initial phase of the calculation equi-
librated the walker population, and sampled the 1-,
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FIG. 7: Breakdown of RDM-dependent sc-NEVPT2
energy contributions by perturber subspace for iron
porphyrin 1A1g state. Not shown is the dominant
contribution which comes from the MP2-like
perturber type which captures two electron scattering
processes in the external space, and which does not
directly depend on the CAS density matrices. This
had a value of −2.399544(3) Eh. As can be seen from
the (scaled) error bars, the stochastic error is only at
most O[10−5] in each subspace, with the error in the
S
(−1)
r subspace dominating.
2-, and 3-body active space RDMs (12,000 iterations),
which require finer sampling than the G1 sampling.
This more expensive 4-body sampling is performed in
the second phase of the calculation (200 iterations),
where the stochastic promotion is used, with parame-
ters χmin = 10
−7, χmax = 10−4, p(χmin) = 0.05 and
p(χmax) = 0.95. The sampling of the higher-body exci-
tations was performed with a granularity of 5, meaning
that one 3- or 4-body excitation was sampled for every
five walkers, each iteration11. Finally, deterministic
core spaces of 10,000 determinants were used for the
exact walker propagation to reduce random errors7,28.
As can be seen in the figure, the convergence of the
FCIQMC-NEVPT2 energies is rapid, with convergence
from only 500,000 walkers required for O[10−4]Eh ac-
curacy in the energy. The 2 million walker calculation
took only 4.3 hours on 32 compute cores (one node)
for phase 1 of the simulation, with the G1 accumula-
tion in phase 2 with the stochastic promotion scheme
taking 5.1 hours for each seed. This time is reduced by
approximately 80% due to the stochastic promotion as
compared to the previous fully deterministic promo-
tion scheme. Similar convergence characteristics were
found for the 5A1g state. This relatively small com-
putational effort indicates the potential for scaling up
the size of these calculations to active spaces of larger
systems with many correlated centres.
The best estimate of the FCIQMC CASSCF-
NEVPT2 (24,24) energy of the 1A1g state is found
to be -2248.50696(9)Eh, with the stochastic NEVPT2
contribution to this energy being -3.73055(9)Eh. The
number in parentheses indicates the estimated stan-
dard error in the previous digit from five indepen-
dent calculations. This random error is wholly derived
from the stochastic NEVPT2, with the random er-
ror from the underlying FCIQMC-CASSCF reference
negligible in comparison. In comparison, the quin-
tet state NEVPT2 correlation contribution is smaller,
given by -3.6724(3)Eh, indicating a preferential stabil-
isation of the singlet state over the quintet from the
additional NEVPT2 treatment of correlation in the
external space. It is expected that an improved cor-
relation treatment will improve the lower spin states,
and demonstrates the importance of an accurate cor-
related treatment in the study of spin gaps. Never-
theless, given the incompleteness of the basis set and
neglect of even scalar relativistic effects, we do not con-
sider these results to be a quantitative result, which is
still forthcoming with this methodology.
As final insight into the approach, in Fig. 7 we
present a breakdown for the different contributions to
the final FCIQMC-NEVPT2 energy for the 1A1g state,
also denoting the effective maximum RDM rank which
contributes. The S
(+1)
i , and particularly the S
(−1)
r
subspaces are dominant contributors to the overall ran-
dom error in the FCIQMC-NEVPT2 results. This is to
be expected, since they are the ones which rely on the
G1 intermediate, and are sampled via the additional
stochastic step proposed. Furthermore, their contri-
butions are only sampled in the second, shorter phase
of the simulation, since their cost still represents the
largest of the calculation. However despite being sam-
pled for a shorter number of iterations, their relative
magnitude is not negligible, but nevertheless can still
be efficiently sampled within the approach.
V. CONCLUSIONS
We have detailed an improved algorithm for the
calculation of stochastic FCIQMC-NEVPT2 energies.
This algorithm introduces a nested stochastic step
within the promotion of low-body excitations to high-
rank intermediates required for the computation of
the most costly E(+1)i and E(−1)r subspace energies
in NEVPT2. Benchmarking this nested stochastic
scheme on the Cr2 system, we find a wide range of
parameters for this stochastic sampling which avoids
the introduction of any further error, but can reduce
simulation time by up to 80%. We outline an opti-
mised simulation procedure, which attempts to min-
imise errors in the cheaper subspaces before the more
expensive sampling of the E(+1)i and E(−1)r intermedi-
ates.
This enhanced sampling scheme is then applied to a
(24,24) active space of iron porphyrin, combined with
full stochastic orbital optimisation. Again, we find
significant speedups through this scheme, and reliable
convergence with respect to walker number. The 1A1g
spin state is found to be preferentially stabilised by
the stochastic NEVPT2 treatment, in broad agreement
11
with previous results, although quantitative accuracy
will require a more careful treatment of remaining basis
set incompleteness in this system. Overall simulation
times for this active space size are found to be achiev-
able within large workstation or small compute cluster
resources, demonstrating the feasibility of FCIQMC-
NEVPT2 with this adaptation for routine calculations
in this size of active space. Future work will apply the
approach to the consideration of larger active spaces,
where FCIQMC has shown to still be effective with
many millions of walkers used in a distribution fashion,
as well as the computation of excited state FCIQMC-
NEVPT2 in the same symmetry sector5,32,45.
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