With the rise in popularity of machine and deep learning models, there is an increased focus on their vulnerability to malicious inputs. These adversarial examples drift model predictions away from the original intent of the network and are a growing concern in practical security. In order to combat these attacks, neural networks can leverage traditional image processing approaches or state-of-the-art defensive models to reduce perturbations in the data. Defensive approaches that take a global approach to noise reduction are effective against adversarial attacks, however their lossy approach often distorts important data within the image. In this work, we propose a visual saliency based approach to cleaning data affected by an adversarial attack. Our model leverages the salient regions of an adversarial image in order to provide a targeted countermeasure while comparatively reducing loss within the cleaned images. We measure the accuracy of our model by evaluating the effectiveness of state-of-the-art saliency methods prior to attack, under attack, and after application of cleaning methods. We demonstrate the effectiveness of our proposed approach in comparison with related defenses and against established adversarial attack methods, across two saliency datasets. Our targeted approach shows significant improvements in a range of standard statistical and distance saliency metrics, in comparison with both traditional and state-of-the-art approaches.
Introduction
With increased adoption of machine and deep learning models into critical systems, adversarial attacks against these models have proportionally become a growing concern. Adversarial examples have been demonstrated in a growing range of applications, not only in classification tasks, but also in malware detection [9] and recognition of speech and audio [19] . In the physical world, models used in facial recognition systems [20] and autonomous vehicle interpretations of traffic signs, road pat-terns, and pedestrians [12] are also susceptible to these distorted inputs. Adversarial attacks, such as fast gradient sign method (FGSM) [8] , iterative FGSM (I-FGSM) [11] , Carlini-Wagner's L2 (CWL2) [3] and DeepFool [15] , take a broad range of approaches toward a similar goal: drifting a targeted model away its original intent through a series of malicious inputs [1] . Attacks can be categorized as targeted or non-targeted, describing their intention of misleading a model toward a specific desired outcome or generally causing it to incorrectly interpret the input. Additionally, attacks may be white-or black-box, if the adversary has prior knowledge of the underlying model, training information, or system. In this work, we focus on black-box non- Figure 1 . Comparison of CPD [24] on cleaning measures of ECSSD [21] data attacked with FGSM [8] . Top row: Original image, ground truth saliency map; Bottom row from left (defenses): bit-depth reduction, JPEG compression, SHIELD [4] , SAD. targeted attacks to images, in an attempt to provide defense for general machine learning models against a range of attacks. We leverage prevalent defense measures, identifying approaches that take a global approach to removing distortions as well as recent localized approaches. Ultimately, we propose a new defense strategy, SAD, which uses regions of interest to strategically reduce adversarial distortions. Figure 1 motivates the effectiveness of our proposed approach, comparing the saliency maps of an adversarial example image after application of bit-depth reduction, JPEG compression, SHIELD [4] , and our proposed SAD model. Some defense techniques, including bit-depth reduction and JPEG compression, use a globalized approach to clean the inputs, while other techniques, such as SHIELD [4] , use a more localized approach in reducing distortions. Both types of approach have demonstrated performance against adversarial attacks of image classification models, however it is difficult to ensure preservation of the data integrity.
While ROI region selection can be prohibitive on a perturbed image, some visual saliency models have been proven effective despite adversarial attack. [7] . In Figure  2 , an image from ECSSD [21] dataset is shown with a generated saliency map, prior to and after a FGSM [8] attack. Note the reduction in salient region identification in the upper leaves of the image, however the overall content remains correctly identified.
In this work, we propose a novel defense technique based on visual saliency. The proposed approach identifies a region of interest (ROI) and leverages a saliency map to apply targeted cleaning techniques. In demonstration of our proposed method, we evaluate the performance of state-of-theart saliency models on established saliency data under the following conditions: original data, attacked by FGSM and DeepFool, and finally cleaned by four methods. We discuss the impact of the choice of saliency estimation approaches in the effectiveness of our defense solution, and recommend augmentations for future improvement.
Related Work
Among all the different cleaning techniques, we divide them into two major categories: globalized techniques and localized techniques. Globalized techniques, including methods such as bit-depth reduction and JPEG compression, have proven to be successful in reducing the effectiveness of adversarial attacks through the use of relatively simplistic approaches. Bit-depth reduction limits the color in an image, which reduces distortions and therefore the effectiveness of the adversarial attacks. However, while bit-depth reduction impacts general perturbations, it can also damage core features used to identify salient information. JPEG Compression can also be used to reduce the effectiveness of malicious input by compressing the image. This causes malicious inputs to get smoothed out, but at the same time introduces unwanted artifacts. These unwanted artifacts can have unexpected consequences in saliency generation. While each technique has a unique way of approaching the problem, they all reduce overall number of features within the data. However, these globalized techniques are predictable and thus can be easily circumvented. Related to globalized approaches, distillation has also been demonstrated by Papernot et al as a viable means of defending against adversarial examples in deep neural networks [17] . Magnet [14] takes a cryptography-based approach to defending against adversarial examples. Built for gray-box attacks, this defense is randomly selected from a set of precomputed methods at runtime. Beyond globalized approaches, there are more localized approaches, such as image quilting [6] , watermarking and SHIELD [4] . Inherent randomness in these techniques makes them difficult for the adversarial attacks to circumvent.
We present a unique method that reduces the effectiveness of adversarial attacks while preserving original content, and demonstrate its viability by examining the saliency of the images prior to attacks, under attacks, and after defenses.
Saliency-based Adversarial Defense (SAD)
In response to the need for a targeted defense measure against diverse adversarial inputs, we propose a Saliencybased Adversarial Defense (SAD) approach outlined in Fig 
Model Description
In order to select the most relevant ROI, our proposed model leverages a model for visual saliency estimation. First, a saliency map is generated for the input image. Our implementation uses PiCANet [13] trained on the DUTS-TR dataset [23] . Once a map is generated, JPEG compression is applied at differing qualities based on the saliency predictions. In addition to the images to be processed, a list of compression level must be passed as a parameter to our model. This list will be denoted as Q, where Q(i) denotes the ith compression level. Much like SHIELD [4] , each image processed is segmented into 8×8 windows. W ij is used to denote the window at the ith row and jth column of the image. The saliency map, taken as a grey-scale image, is identically segmented into 8×8 windows. Each window in the saliency map is assigned a scalar value, from 0 to 255, based on the average saliency prediction of all pixels within the window. These scalar values, denoted as Sal ij , are then divided by a threshold and used as an index into Q. The compression level C for W ij can be expressed as the following equation.
The goal of this approach is to reduce the effectiveness of an adversarial attack while minimizing damage done to the ROI.
This technique is similar in nature to SHIELD [4] , with the primary difference being the replacement of a randomized compression algorithm with a saliency based compression algorithm. Figure 4 provides an example input, saliency prediction and output that demonstrates compressing the background significantly more than the salient parts of the image. In this example, the output has salient regions compressed at 90% while non-salient regions are compressed at 20%.
Experiments & Results
In this section, we first review the extensive setup of datasets, adversarial image generations, adversarial defenses, and evaluation metrics used in this work. We then specify the series of experiments performed, and demonstrate the performance of our proposed approach in the final section.
Setup
Two popular saliency datasets, ECSSD [21] and SALI-CON [10] , were chosen for experimental setup, due to their prominence recent saliency research and their degree of difficulty. The Extended Complex Scene Saliency Dataset (ECSSD) [21] is comprised of complex scenes, presenting textures and structures common to real-world images. ECSSD [21] contains 1,000 intricate images and respective ground-truth saliency maps, created as an average of the labeling of five human participants. The Salicency in Context (SALICON) [10] is a similarly complex dataset, chosen in this work to provide a broader range of scenes and a larger number of samples. SALICON [10] contains a training set of 10,000 images and their respective ground-truth saliency maps as well as a validation set of 5,000 images with their corresponding ground-truths and was designed to purpose of evaluating current saliency models with natural scene images. In addition to ground truth saliency maps, this dataset provides fixation maps for analysis. For our experiments, we selected only the training set of SALICON [10] to evaluate the saliency models, for a total of 10,000 images on this dataset.
Two adversarial attacks were chosen in this work, for their prominence as well as diversity in approach. We leveraged FGSM [8] and DeepFool [15] attacks to evaluate the efficacy of our proposed countermeasure. The Fast Gradient Sign Method (FGSM) [8] was chosen as it is a more traditional attack which has proven to be effective in creating input images which are significantly misleading to popular convolutional frameworks. The inclusion of FGSM [8] allows us to test the effectiveness of saliency models and cleaning algorithms against a well-known and common adversarial attack. DeepFool [15] was chosen as it is considered a state-of-the-art attack against image-based classification models, with a more robust attack surface. As each of these approaches requires an objective function to consider in their attack, we chose a common VGG16 [22] backbone and pretrained this model using the ImageNet [5] dataset.
In defense against the adversarial examples, we selected three countermeasures in comparison with our proposed SAD approach: bit-depth Reduction, JPEG-compression, and SHIELD. [4] . We chose these as a balance of global and localized defense techniques, for a robust comparison with our proposed approach. Both bit-depth reduction and JPEG-compression are established countermeasures to defend against adversarial attacks, effective in reducing the number of perturbations present within the images. For the purposes of our experiments, we used a 3-bit depth reduction and a compression level of 80 for JPEGcompression. The recent Secure Heterogeneous Image Ensemble with Localized Denoising (SHIELD) [4] uses a randomized compression levels to reduce the number of perturbations present within the images.
In order to evaluate the effectiveness of our defense, we put all images -original, adversarial, and "cleaned"through state-of-the-art saliency models, and evaluate the performance of each model. As these models have demonstrated top performance on these popular saliency datasets, we can establish how they are affected by the adversarial inputs. In this work, we selected three diverse models to generate saliency maps for the images: BASNet [18] , CPD [24] , and SalGAN [16] . The Boundary-Aware Salient Object Detection model (BASNet) [18] uniquely leverages edges and bounding boxes to help establish a saliency map for an image. The Cascaded Partial Decoder (CPD) [24] model incorporates a holistic attention mechanism into the traditional encoder-decoder framework. The Saliency GAN (SalGAN) [16] model is a generative adversarial network approach, providing discriminator and generator models in adversarial training. It is important to note that SalGAN [16] was mainly designed with to generate saliency maps based on eye-fixations rather than a basic saliency map.
Finally, we leverage saliency metrics in this work as an evaluation of the effectiveness of our proposed defense. The MIT Saliency Benchmark [2] provides established metrics for saliency estimation models, on both binary saliency maps and fixation maps. For the purposes of this work, in application to only ground truth maps, we selected Earth Mover's Distance (EMD), Pearson's Correlation Coefficient (CC), Normalized Scanpath Saliency (NSS), KL-Divergence (KLD) and similarity score (SIM).
Experiments
To establish a baseline, we generated the saliency maps for the ECSSD and SALICON datasets using the BASNet [18] , CPD [24] , and SalGAN [16] saliency models.
After establishing a baseline, we then took each dataset and performed separate FGSM and DeepFool attacks on the images. In uniform comparison, all attacks leveraged a VGG-16 common backbone. The same saliency models were used to generate saliency maps of each set of these attacked images.
Finally, all attacked images were cleaned using a series of adversarial attack defenses. We started by performing a bit-depth reduction on the attacked images, reducing the images to a 3-bit color representation. Next, we performed a JPEG compression on the attacked images, compressing the image quality by 80 percent. Once we finished the JPEG compression, we performed the state-ofthe-art defense SHIELD on the attacked images. SHIELD functions takes JPEG compression but instead applying a uniform image compression level, the compression is applied in patches, randomly determining the quality reduction of the image. We took the new images from all the current cleaning techniques and then fed them into all of the saliency models to get their respective saliency maps to use for the metrics. Once we had all of the saliency maps, we then ran all of our metrics on the cleaned images to show how the cleaning techniques affected the saliency maps.
Finally, using the same experimental guidelines, we performed SAD on the attacked datasets. Testing was performed with 2 lists of compression qualities (20, 50, 70, 70, 80, 90) and (50, 70, 90). The cleaned SAD images were then run through the same metrics in order to make a direct comparison of our technique and other modern cleaning techniques. Figure 5 provides a collection of images picked from ECSSD [21] . The first two rows of the figure contain the original image and its respective ground truth. The third row contains the saliency map generated by BASNet [18] from an FGSM [8] adversarial example. In this figure, FGSM [8] is shown to cause minor distortions to the saliency maps that were generated by BASNET [18] . The following rows contain the resulting saliency map from the bit-depth reduction, JPEG-Compression, SHIELD [4] and SAD respectively. These rows demonstrate the highlight the effects that each cleaning technique has on the saliency map generation. Table 1 shows the results of running the BASNet [18] visual saliency model [18] against the SALICON [10] dataset. Tables 2 and 3 show metric results of running BASNet [18] and CPD [24] respectively on the entire ECSSD [21] dataset. In each of these cases we conclude that SAD performs significantly better on global attacks, such as FGSM [8] , than localised attacks, such as DeepFool [15] . This is because more distortions are present in the nonsalient regions of global attacks, thus more distortions are removed overall. We posit that for localised attacks on ECSSD [21] , while SAD performed worse than standard JPEG compression, the difference in performance is comparatively small. Figures 6 and 7 are min-max normalised graphs presented to visualise these results. Table 4 shows metric results of running CPD [24] on the SALICON [10] dataset. In this case, because CPD [24] does not perform well on this fixation based dataset, the overall results do not vary much between the original, attacked, and cleaned examples.
Results
In general, DeepFool [15] has little to no effect on saliency prediction as is illustrated by Figure 8 . In this figure we see only slight difference between the original, attacked and cleaned saliency predictions. This result is further backed up by the metrics of DeepFool [15] across all tables.
Conclusion and Future Work
With adversarial attacks increasing in popularity and constantly evolving, new defenses are continuously being counteracted by new methods of attack. In this work, we presented a new method for defense against adversarial images which is based upon visual saliency estimation. In comparison with existing localized and global approaches, our method is a strategically applied defense. Our targeted approach demonstrates better reduction of adversarial distortions while preserving salient content of the original data. Our proposed SAD model outperforms existing countermeasures in a range of standard saliency metrics.
While SAD has been proven effective, there are still Figure 5 . Comparison of BASNet [18] on cleaning measures of ECSSD [21] data attacked with FGSM. From top: Original image, ground truth, Attacked, BitDepth, JPEG, SHIELD [4] , SAD many different areas to explore. In future work, we will look to optimize saliency thresholds as well as the backend saliency model, to further improve the results of SAD. Further analysis of the effectiveness of our model will be explored in comparison with a growing number of state-ofthe-art defenses on additional saliency datasets, and can be analyzed in terms of the classification of images across similar phases -before attack, during attack, and after cleaned. 
