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Abstract— As one of the most promising areas, mobile robots
draw much attention these years. Current work in this field
is often evaluated in a few manually designed scenarios, due
to the lack of a common experimental platform. Meanwhile,
with the recent development of deep learning techniques, some
researchers attempt to apply learning-based methods to mobile
robot tasks, which requires a substantial amount of data. To sat-
isfy the underlying demand, in this paper we build HouseExpo,
a large-scale indoor layout dataset containing 35, 357 2D floor
plans including 252, 550 rooms in total. Together we develop
Pseudo-SLAM, a lightweight and efficient simulation platform
to accelerate the data generation procedure, thereby speeding
up the training process. In our experiments, we build models
to tackle obstacle avoidance and autonomous exploration from
a learning perspective in simulation as well as real-world
experiments to verify the effectiveness of our simulator and
dataset. All the data and codes are available online and we
hope HouseExpo and Pseudo-SLAM can feed the need for data
and benefits the whole community.
I. INTRODUCTION
With the significant achievements in AI field [1], the
investigation of learning-based methods in robotics area has
received more and more attention in recent years. A number
of algorithms have been developed for mobile robots ranging
from autonomous exploration [2] to mapless navigation [3]
[4], which all achieve impressive results.
From these achievements, the authors see the huge poten-
tial in applying learning-based methods to mobile navigation
problems. However, for the learning-based methods, the issue
of data requirement must be addressed first. The size and
diversity of training data are crucial for the performance and
will influence the generalization ability of the methods. Since
the problems in robotics involve the interaction with environ-
ments, getting data from real-world situation is impractical
considering the resource and time cost. Therefore there is a
need for a large-scale dataset and a high-performance simu-
lator to speed up the training process. On the other hand, it is
still challenging for current datasets and simulators to meet
such demand. For the existing datasets of 2D environments,
the size as well as the variability is limited [5][6][7][8],
which will adversely affect the algorithm’s performance. As
for the simulators, the processing time to build the map
through Simultaneous Localization And Mapping (SLAM)
is time-costing, which is a bottleneck in training the neuron
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Fig. 1. Some house samples from HouseExpo dataset. Black pixels mean
obstacles and white pixels represent free space.
networks which routinely involve millions of trial-and-error
episodes. These issues motivate the authors to develop a
large-scale dataset, HouseExpo, and a fast simulation plat-
form, Pseudo-SLAM, to improve the training efficiency.
HouseExpo1 is a large-scale 2D floor plan dataset built on
SUNCG dataset [9], consisting of 35, 357 human-designed
2D house blueprints including 252, 550 rooms in total, rang-
ing from single-room studios to multi-room houses (some
map samples are displayed in Fig. 1). The details of the
dataset generation pipeline are presented in Section II.
Pseudo-SLAM is a lightweight simulation platform with
OpenAI Gym-compatible interface [10] which simulates
SLAM and the navigation process in an unknown 2D en-
vironment. It reads the data from HouseExpo, creates the
corresponding 2D environment and generates the mobile
robot to carry on different tasks in this environment. The
detailed introduction is given in Section III.
To demonstrate the effectiveness and the efficiency of
HouseExpo and simulator, we re-examine two tasks: object
avoidance and autonomous exploration, based on Deep Re-
inforcement Learning (DRL) in the experiment part. We also
implement a real-world experiment on a TurtleBot with the
policy trained in our simulator without additional fine-tuning.
The result shows that the knowledge learned in Pseudo-
SLAM can be transferred to the real world and the indoor
spatial structure can help guide the exploration process.
In summary, our work has the following contributions:
• A large-scale 2D indoor layout dataset is built, contain-
ing 35, 357 maps for problems like exploration.
• A high-speed simulation platform is developed to im-
prove the training efficiency of DRL network.
• The effectiveness of HouseExpo and Pseudo-SLAM is
verified via simulation and real-world experiments.
1The HouseExpo dataset and the simulation platform code are available
at https://github.com/TeaganLi/HouseExpo/
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II. HOUSEEXPO DATASET
In recent years, many researchers attempt to apply deep
learning techniques to mobile robots. However, one of the
main difficulties of training deep neural networks is the lack
of large datasets with diverse samples. On the one hand,
the sizes of the existing 2D floor plan datasets are limited.
As far as we know, the largest 2D floor plan datasets are
MIT campus dataset [7] and KTH campus dataset [8] with
the size of 775 and 165 floor plans, respectively. Apart
from their limited size, the lack of the diversity of their
samples is another concern. Both MIT and KTH datasets
are collected from campus buildings and thus the location
of rooms obeys some particular distribution which may not
exist in other more commonly applied environment like home
and office, e.g. rooms are orderly arranged along corridors,
which in turn constrains the variety of samples and restricts
their application scenarios. Furthermore, neither of these
two datasets considers the importance of the connectivity
between rooms. At the training stage, robots are routinely
initialized at a random location at the beginning of each
episode. If the dataset has a low connectivity level, i.e. it
contains many isolated rooms which cannot be accessed from
any other adjacent rooms, robots are likely to be initialized
at these rooms and therefore can barely learn anything.
Due to the lack of a large-scale 2D floor plan dataset,
current work is evaluated either in simple simulated environ-
ments [11][12], lacking realism in terms of spatial structure,
or in a limited number of similar scenes [4], deficient in
verifying generalization capacity. In view of this, we create
HouseExpo dataset consisting of 35, 357 environments with
a total of 252, 550 rooms to benefit the investigation of data-
driven approaches.
A. Dataset Generation
The HouseExpo dataset is built on SUNCG dataset [9],
which is one of the widely adopted 3D environment datasets
in computer vision community. The SUNCG dataset, con-
sisting of 45, 622 manually-designed 3D house models, is
originally created to facilitate semantic scene completion, a
task for simultaneously producing a 3D voxel representation
and semantic labels by using a single-view observation, and
thus it carries rich objects, textures, and layout information.
The various house models in SUNCG make it suitable as a
base for our application.
However, there are several issues if we directly utilize
the SUNCG dataset. First of all, similar to KTH and MIT
dataset, the SUNCG dataset does not guarantee the connec-
tivity among rooms which may cause redundant initialization
problem and influence the training process. In addition, some
mobile robot tasks can be treated as 2D problems [2][3][13].
Using 3D environments in SUNCG for 2D task algorithms is
inefficient or even inapplicable. Furthermore, as the SUNCG
dataset is originally designed for scene completion task, it
involves too much semantic information like textures, which
incurs additional computational costs.
To satisfy the demand for a large-scale 2D layout dataset,
we built HouseExpo dataset. An illustrative example of our
Fig. 2. The pipeline of generating HouseExpo. (a) A 3D model si from
SUNCG dataset. (b) The ground cross section Pg . (c) The door cross section
Pd. (d) Find the boundary of Pg and fill the outside as obstacles (denoted
as Pg′ ). (e) The location information of doors L is obtained via subtracting
Pd from Pg . (f) Remove the doors in Pg′ based on L. (g) Final result after
cell-filling, connectivity-checking, line refinement and image cropping.
pipeline to generate the dataset is shown in Fig. 2. First, we
extract a 3D structure model si from SUNCG dataset. Note
that the projection of the top view of si onto a 2D plane
cannot be regarded as the desired indoor map since it fails
in reflecting the connectivity relationship between rooms due
to the existence of the lintel. Then we obtain the ground
cross-section plane Pg and the door cross-section plane Pd
at the height of hg and hd, respectively. As a result, the
doors location set L can be easily determined by subtracting
Pd from Pg . In addition, considering that the rooms in Pg
are closed we can readily calculate the contour of the house
according to [14] and get the indoor layout Pg′ by filling in
the outside of the boundary as obstacles. Further, the doors
are removed from Pg′ with the knowledge of door location
set L.
Notice that the cross section of 3D models may contain
some closed cells, caused by cross sectioning particular
regions like chimneys and unused space between rooms,
Algorithm 1 2D Floor Plan Dataset Generation
Input: Number of SUNCG models k, ground plane height
hg , door plane height hd, number of cell-checking sam-
ples n, number of connectivity-checking samples m, area
threshold δa;
Output: The set of 2D floor plans M;
1: M = {}, i = 0, j = 0;
2: for i = 1 to k do
3: extract a 3D model si from SUNCG;
4: Pg = si(z = hg), Pd = si(z = hd);
5: L = {u ∈ R2 : Pg(u) 6= Pd(u)};
6: calculate the contour of Pg , fill in its outside as
obstacles and get Pg′ ;
7: Pg′(u) = free, for all u in L;
8: calculate all the contours C of Pg′ ;
9: fill in C if area(C)< δa, for all C in C;
10: {u1, ...um} =UniformRandom(E, m), where E =
{u ∈ R2 : Pg′(u) = free};
11: Mij=dist(ui,uj) for all i, j ∈ {0...m};
12: repeat
13: pick ui,uj that Mij = min(M);
14: repeat
15: plan a path ξ between ui and uj ;
16: if ξ = ∅ then
17: remove a cross segment between the wall and
the line(ui,uj);
18: end if
19: until ξ 6= ∅
20: until all point pairs are checked
21: refine the wall and crop the generated map Pg′ ;
22: M =M ∪ {Pg′};
23: end for
24: compute the similarity of M and remove duplicate ele-
ments;
25: return M
which are meaningless and must be removed. To remove
such cells, we calculate all the room contours using [14]
and then fill in the small cells as obstacles. Furthermore, to
tackle the connectivity issue, we recheck the connectivity in
every generated map: (1) first we uniformly sample m points
on Pg′ and compute the distance of each point pairs, denoted
by the distance matrix M ; (2) then we pick the two points
u and v with the shortest distance in M and plan a path
between them using A* algorithm [15]; (3) if step (2) fails,
indicating the two area is not connected yet and manually
establishing the connectivity is necessary, we will remove a
wall segment which intersects with the line between u and
v; (4) repeat step (2) until all point pairs are checked.
One remaining step is to refine the wall appearance to
maintain the consistent thickness along the same wall and
crop the image to center the house. Incidentally, notice that
there exist some duplicate samples in our generated dataset
due to the characteristic of SUNCG, where each scene is a
combination of house models and various objects. To reduce
such redundancy, we re-examine the similarity among maps
Fig. 3. Room number distribution and room category label distribution.
by calculating their difference and remove the ones with
similar appearance. The detailed introduction is given in
Algorithm 1, where k = 45622, hg = 0.01m, hd = 0.2m,
n = 500, m = 100 and δa = 2m2. Apart from SUNCG, our
pipeline can be applied to any 3D house model for extracting
its 2D floor plan.
Although much efforts are made to maintain the intel-
ligence of our algorithm, human involvement is still nec-
essary for some extreme cases: (1) for some houses with
French windows, the windows may be recognized as doors
and removed subsequently, resulting in a severe damage in
indoor structure. Manually specifying the door height hd is
necessary; (2) for some isolated rooms far from main areas
like garages, they are regarded as inaccessible and erased
from the map; (3) for some scenes where there are no layout
but only objects, we exclude them from our HouseExpo
dataset; (4) for some open/semi-open houses where there is
no wall as their boundaries, we design walls for them to
make sure every house has a distinct boundary; (5) for some
houses with unreasonable layout, we remove them from our
dataset.
B. The Statistics Information
All floor plans are stored as JSON files and the structure
information is represented as line segments with respect to
the house’s centroid coordinates. There are 35, 357 houses
with 252, 550 rooms, with mean of 7.14 and median of
7.0 rooms per house. Furthermore, the room category labels
are inherited from SUNCG dataset, aiming to provide the
semantic information. The distribution of rooms per house
and room category labels are displayed in Fig. 3.
III. SIMULATION PLATFORM
A. Motivation
Existing simulators, like Gazeobo [16] and Stage [17], can
receive robot motion commands and output sensory data,
e.g. LiDAR range measurements, then SLAM algorithms like
gMapping [18] or hector slam [19] are employed to build the
occupancy maps with the sensor data.
However, the computational complexity of SLAM algo-
rithms leads to a low run-time efficiency, especially when the
map increases to a large scale, as discussed in Section III-
F. Such complexity makes SLAM an extremely inefficient
algorithm for learning-based methods that usually require
a substantial amount of data at training stage. Although a
possible solution to reduce the mapping time is to reduce the
filter particle number and iteration times, this will sacrifice
the mapping accuracy, which is also undesirable. Therefore,
a simulator that can keep the mapping quality with a low
computation time is necessary.
In light of this, we develop a simulation platform to
simulate the SLAM process, namely Pseudo-SLAM. It can
achieve a competitive mapping result as SLAM but at a much
lower time cost, thus feeding the need for data of learning
methods and speeding up their training process.
B. Simulator Overview
The developed simulator can be regarded as a combination
of a traditional simulator and a built-in SLAM component,
thus the simulator is able to build the occupancy map directly.
As a result, low-level information processing is abstracted
away, and users can focus on performing high-level strategic
policy based on the built map. When developing the simula-
tion platform, we obey the following principles: (1) Time
efficiency and low computational cost; (2) Close to real-
world situations such that the model developed using the
simulator can be transferred to the real world.
Apart from simulating the SLAM process, the simulation
platform can generate obstacles. To the best of the authors’
knowledge, most of the 2D indoor environment datasets con-
tain only floor plans [7][8] without obstacles like furniture,
chairs, tables, etc. Instead of statically adding obstacles be-
fore simulation, our simulator can generate obstacles inside
the floor plan in a dynamic manner. This can help increase
the variance of training samples and narrow its gap with
the real-life scenarios. The details of obstacle generation are
introduced in Section III-E.
Besides, the simulator also has a flexible interface. Mul-
tiple parameters can be specified by users, including the
range and field of view of laser rangefinder, robot size,
range of obstacle number and size, sensor noise and SLAM
error variance, etc. Users can customize these configurations
according to their sensor and robot specification in the real
world. Furthermore, an OpenAI Gym compatible interface is
also implemented to help users easily integrate more existing
learning-based methods.
C. Pseudo-SLAM Pipeline
The Pseudo-SLAM aims to simulate SLAM algorithms
with the knowledge of the ground truth of the map. Its map
format is consistent with that of the SLAM algorithms in
ROS gMapping [18] and hector slam package [19]. It is
an occupancy grid map, consisting of three states, i.e. free,
obstacle and uncertain, represented by different pixel values.
The workflow of Pseudo-SLAM is shown in Fig. 4: (1) A
floor plan is loaded as the ground truth map G; (2) The robot
pose xt is updated according to its motion, and a sector St
centered at xt with a radius of the laser range and angle of
the filed of view is cropped; (3) Process St to hide the areas
behind obstacles. The obstacle locations in the sector are
identified first. Along the robot-obstacle line, pixels behind
Fig. 4. The pipeline of Pseudo-SLAM. (a) The ground truth map G. (b)
The cropped sector St centered at the robot xt at time t. (c) The processed
sector S′t. (d) The occupancy mapMt−1 at time t−1. (e) The occupancy
map Mt at time t.
the obstacle are set uncertain, and pixels between the robot
and obstacle are set free. The processed sector is denoted as
S ′t; (4) Merge S ′t into the occupancy map Mt−1 built at
t− 1 and obtain Mt; (5) At each point of robot’s trajectory,
the step (2) to (4) are repeated.
D. Noise and Uncertainty Model
Using the above pipeline, an ideal SLAM result will be
generated. However, this is seldom the case in real environ-
ments that are full of noise and uncertainty. Therefore, it is
necessary to add noise and uncertainty to the simulator for
minimizing the gap between simulation and the real world.
Here, we simulate the noise of laser range measurement and
the laser point matching and registration uncertainty [20][21].
Besides, we assume that the total reflection of the laser pulse
does not exist.
1) Laser Scan Noise: There always exists noise in the
measured phase, and the laser noise is proposed to be mod-
eled as the Gaussian distribution in the literature [20][21]. To
simulate the noise, each obstacle point is shifted by x pixel
along the robot-obstacle segment, where x is sampled from
the Gaussian distribution with a mean of 0 and a user-defined
standard deviation.
2) Matching & Registration Uncertainty: As for the
SLAM, there may be matching error when registering laser
Fig. 5. Process Time Comparison. The Pseudo-SLAM simulator and
gMapping are tested on a laptop with Intel Core i5-6500.
Fig. 6. Map accuracy comparison. Left top map, denoted as M1 is built
by gMapping in Stage and left bottom map denoted as M2 is the output
by our simulator. Right map is the overlapped result where walls from M1
are in black color and walls from M2 are in white color. The mismatched
areas are marked in red color.
points to the global map, causing a shift of the observation
sector in the map. To simulate this phenomenon, the pro-
cessed sector is rotated by θ and transformed by a linear
shift of (x, y) in each step, while θ and (x, y) is sampled
from the Gaussian distribution with mean of 0 and a user-
defined standard deviation.
E. Obstacle Generation
As mentioned in Section III-B, adding obstacles in the
simulator can help to increase the variance of training data,
i.e. improving diversity of floor plans. Apart from the training
perspective, this also narrows the gap between simulation and
real situations. In the real world, most houses are filled with
furniture, and adding obstacles in our simulator can help
make the model more adaptable to real world environments.
The furniture is generated in a dynamic manner: at the
beginning of each episode, n objects are placed onto the
ground truth map at random locations, without overlapping
with themselves or with the walls. The furniture is designed
in three shapes, i.e. rectangle, ellipse and circle. The range
of obstacle number n and obstacle size can be specified by
users.
F. Comparison
1) Speed Comparison: The processing time of map
building using gMapping, a popular SLAM algorithm, and
Pseudo-SLAM are shown in Fig. 5. It can be seen that the
process time of the developed simulator is much shorter and
the increment of map size also does not affect the mapping
speed.
2) Map Accuracy Comparison: One floor plan is picked
from HouseExpo and used to build the occupancy map using
gMapping in Stage and the developed simulator, respectively,
as shown in Fig. 6. The left top map is the result of gMapping
and the left bottom map is the result of Pseudo-SLAM. The
right map is the overlapped result where mismatched areas
are highlighted in red color. To compare their similarity,
we compute their Intersection over Union (IoU) where the
walls are regarded as the bounding box in terms of indoor
spaces. Our simulator can achieve 98.2% of IoU, indicating
the accuracy of Pseudo-SLAM.
IV. EXPERIMENTS
A. Experiment Setup
To verify the effectiveness of HouseExpo and Pseudo-
SLAM for data-driven approaches, we implement two
model-free algorithms to tackle obstacle avoidance and au-
tonomous exploration. For obstacle avoidance, we train a
model in our simulator, then transfer the learned policy to a
TurtleBot robot platform. The robot can navigate without col-
lision in the room full of obstacles, showing the knowledge
acquired from Pseudo-SLAM can be transferred to reality
without additional fine-tuning. For autonomous exploration,
we employ DRL to extract the spatial information from
HouseExpo and simulation results show such information is
helpful in accelerating exploration process.
Both problems are formulated as Markov decision-making
process, where at time t, the agent observes a state st,
based on which it makes an action at, and receives a reward
rt accordingly. In our model, st is l × l m2 rectangular
area centered at the robot’s position and its orientation is
the same as robot’s orientation, and {at} corresponds to
three directional movements {forward, left rotation, right
rotation}. The agent is equipped with a laser with a range
of ll meters and a horizontal field of view la degrees.
B. Obstacle Avoidance
In this part, we train a model in Pseudo-SLAM aiming to
navigate the robot without collision through obstacle-filled
environments and test the learned policy on a TurtleBot in the
real world. The real-world experiments are conducted in five
scenes and results show that the knowledge learned in our
simulator can be directly transferred to real robots without
any fine-tuning, verifying the capability of our simulator.
In our experiment, the goal of obstacle avoidance is to
prevent the agent from hitting objects or walls, meanwhile
cover as a long distance as possible. Therefore, the reward
function rt is defined as
rt =
{
−1.0, if a collision happens at t,
αsrs + αara, if no collision happens at t.
0 1000000 2000000 3000000 4000000 5000000 6000000
Training steps
14
16
18
20
22
24
26
28
R
e
w
a
rd
Fig. 7. The learning curve of learning-based obstacle avoidance at training
stage.
TABLE I
ACTION COMMANDS USED IN SIMULATION AND REALITY. ∆x, ∆θ, v,
ω REPRESENT LINEAR STEP LENGTH (METER), ANGULAR STEP
LENGTH (DEGREE), LINEAR VELOCITY (METER/SEC) AND ANGULAR
VELOCITY (DEGREE/SEC).
forward left rotation right rotation
train (∆x, ∆θ) (0.3, 0) (0,10) (0, -10)
test (v, ω) (0.2, 0) (0, 40) (0, -40)
If collision happens at time t, the agent receives a penalty
of −1.0. Otherwise, the reward is the weighted sum of state
reward rs and action reward ra. The state reward rs is the
newly discovered area at time t, encouraging the agent to
move towards unknown areas. The action reward is defined
as ra = 1forward(a), where 1 is an indicator function with
a value of 1 if at is forward and 0 otherwise, preventing the
cases where the agent keeps rotating in place. In our case,
αs = 0.9 and αa = 0.1.
The focus of our obstacle avoidance model is on recog-
nizing and avoiding obstacles, instead of reasoning about the
topology of the environment. Therefore, we train our agent in
one empty rectangular room instead of HouseExpo dataset.
At the beginning of each episode, our simulator randomly
generates n objects inside the room where n ∼ U(1, 5) and
each episode lasts 200 steps. The laser range ll is 5 m and the
state length l is 3 m. The neuron network has 3 convolutional
layers as the the configuration in [22], followed by a Long-
Short Term Memory (LSTM) with 128 units. Proximal Policy
Optimization (PPO) [23] is employed to train the network
and the learning curve is depicted in Fig. 7.
Then we deploy the learned policy to a TurtleBot. The
TABLE II
OBSTACLE AVOIDANCE PERFORMANCE IN REAL-WORLD
EXPERIMENTS.
Scene 1 Scene 2 Scene 3 Scene 4 Scene 5
#Objects 6 6 7 9 9
#Collisions 2 0 2 2 0
Mean(Distance) 18.41 17.98 18.08 14.67 15.62
Var(Distance) 0.70 4.31 2.01 15.25 21.78
Fig. 8. One test scene example. The room is 3.2× 5.5m2 and filled with
objects.
gMapping algorithm is employed to construct the grid map,
with the configuration consistent with that in the simulator
including observation size, laser range, map resolution, etc.
Furthermore, the actions in Pseudo-SLAM are discrete, so we
map the action commands to continuous space as displayed
in TABLE I. The codes run on a laptop with Intel Core i-5-
8300H and Nvidia Geforce 1050Ti, achieving a 10Hz control
rate. We evaluate our trained model in a room with size of
3.2 ×5.5m2 filled with objects. 5 different object layouts are
tested and in each scene, 10 episodes with random starting
points are evaluated. One example scene is showed in Fig.
8. The time limit of each episode is 2 minutes. In total, we
conduct 50 experiments for 100 minutes.
We quantitatively evaluate our model in real-world scenes
from two perspectives: number of collisions and distance
(trajectory length). Number of collisions is the summation of
the times that the robot hit walls or obstacles in one scene,
reflecting the basic ability to avoid obstacles. On the other
hand, there are cases where the robot always rotates in place
or just goes through a small region, which is unlikely to hit
anything but not consistent with the goal. Thus we measure
the distance that the robot traverse. The experimental results
are showed in TABLE II. As we can see, the performance of
the model is stable and only 2 collisions happen in 3 scenes.
Another observation is the mean of the distance decreases
with the number of objects, reflecting that the robot is more
careful in complicated environments and takes more action
in adjusting its pose.
Fig. 9 gives the trajectories of the 10 episodes in all 5
test scenes. As we can see, our policy is robust and can be
generalized to real-world scenarios. The robot can traverse
most of the areas while keeping a safe distance to the objects.
The robot can even reach some complex regions and move
out of them, for example, the dead end at the bottom right
corner in Scene 2. This experiment demonstrates that the
experience generated in Pseudo-SLAM can be applied to
real-world situation and make the training process more
efficient.
C. Autonomous Exploration
In this part, we demonstrate the effectiveness of topolog-
ical information through robot exploration task. As justified
Fig. 9. Trajectory demonstration in Scene 1 to Scene 5. Different trajectories are indicated with different colors.
Fig. 10. Global map and local observation example. Left figure shows a
global map where an agent is exploring a house. Right figure is the input to
the network. Uncertain areas, walls and free spaces are indicated in black,
white and gray color, respectively.
in [8], the spatial knowledge can be utilized to reason about
unknown spaces in indoor environments and we use such
knowledge to guide the exploration process.
Autonomous exploration refers to the process of search-
ing for unknown areas. In our experiment, the robot is
expected to discover as much area as possible to collect
more information within a fixed time limit. Thus the reward
function is defined as rt = αrs, where rs is the newly
discovered area at time t, encouraging the robot to move
towards the unknown areas. Since the main focus of this
experiment is on utilizing 2D layout information, all the
training and testing houses are empty without adding any
obstacles. To illustrate the influence of training set size, 3
models are separately trained on three training set, denoted
as {M10}, {M100}, {M1000} with 10, 100 and 1000 maps,
respectively, where {M10} ⊆ {M100} ⊆ {M1000}. Further-
more, random policy is compared under the same setting
where each action has an equal possibility of 13 to be selected.
All the models are then evaluated in 1000 new environments
in the simulator and in each map the robot is initialized at the
same location. The network structure is the same as Section
IV-B but the state length l is 7 m, enabling the agent to
have a larger horizon and obtain more layout information. An
example of occupancy map and local observation is showed
in Fig. 10. We record the explored area within 200 steps as
the measurement of exploration.
The simulation result is showed in Fig. 11. The four solid
curves represent smoothed results with window size 20. The
House ID (x-axis) is sorted in ascending order according
to their total areas. By comparing our model with random
Fig. 11. Explored area in 1000 testing houses. The data has been sorted
in ascending order of house areas.
policy, it is evident that data-driven models perform much
better with much higher traversed area in all 1000 houses,
indicating that the spatial structures can be learned and
transferred to new environments. By comparing the smoothed
curves of M10, M100 and M1000, we observe that the model
performance increases with the training set size, since the
curve of M1000 achieves a higher exploration area in most
of the testing houses compared with M10 and M100.
V. CONCLUSIONS
In this paper, we build HouseExpo, a large-scale indoor
layout dataset, and Pseudo-SLAM, an efficient simulation
platform to facilitate applying learning-based methods to
mobile robots. The effectiveness of our dataset and sim-
ulation platform is verified via simulation and real-world
experiments.
Apart from tasks mentioned in Section IV, we believe our
dataset can also contribute to a number of other tasks, such
as room segmentation, graph-bashed structure reasoning and
mapless navigation, and scale up the diversity for algorithm
evaluation.
At the same time, there is some future work to be done.
One concern is how to optimally use the topological infor-
mation. In our autonomous exploration experiment, only the
local observation (a local map around the robot) is utilized.
Since the sizes of houses vary a lot, it is impractical to
directly feed the whole global map into convolutional neuron
networks. It could be investigated how to represent the
topology information. Another direction is the combination
of learning-based methods and traditional methods. Take
autonomous exploration problem as an example, the data-
driven approach makes a long-term plan and designates a
goal based on its experience and a local planner then plans
a path and drives the robot to the goal.
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