Support vector regression has been proposed in a number of image processing tasks including blind image deconvolution, image denoising and single frame super-resolution. As for other machine learning methods, the training is slow. In this paper, we attempt to address this issue by reducing the feature dimensionality through Principal Component Analysis (PCA). Our single frame supper-resolution experiments show that PCA successfully reduces the feature dimensionality without degrading the performance of SVR when the training images and testing images share similarities (i.e. belong to the same category). In fact, in some cases the performance in terms of Peak Signal-to-Noise Ratio (PSNR), is even better.
Introduction
Super-resolution is an image resolution enhancement procedure to estimate or reconstruct a high resolution image from its low resolution versions. It is very useful in video surveillance, automatic target recognition, medical imaging, satellite imaging, and so on [1, 2] . In medical imaging, sometimes, it is not practical to get a high resolution image, either because of the hardware limitation or because it is not safe, e.g., increasing intensity will damage the patient's health. In this situation, super-resolution is a natural choice. For this and other reasons, super-resolution problem is a topic of high current interest in both academia and industry.
Essentially, the super-resolution problem is an ill-posed problem, where the number of constraints is far away less than the number of unknowns. A lower-resolution image can be viewed as a downsampling of a higher-resolution image. If the sampling frequency is less than the Nyquist frequency, then the image cannot be recovered completely. Super-resolution is used to reverse the anti-aliasing, down-sampling process.
Typically, in video surveillance, automatic target recognition, and some medical imaging, multiframe lower resolution images are available; thus, some redundant information can be extracted and used to recover the images. The common steps in multi-frame super-resolution are image registration and image reconstruction.
In this paper, our discussion is focusing on the single-frame image super-resolution problem. Unlike the multi-frames super-resolution problem, there is no collection of lower-resolution images; thus, there is no extra information. Conventional methods are interpolation algorithms which can fill the missing pixel intensty from a lower-resolution image by bilinear or bicubic interpolation, or B-spline kernels [3] . These interpolating kernels are smoothing filters which make the image appear blurry, especially in the edge and texture area. Therefore, many edge-enhancement approaches have been developed to improve the annoying blurry and blocky edges artifacts [4] .
Recently, training-based and learning-based approaches have attracted more and more attention. Since the super-resolution problem is ill-posed, the main idea is to get some additional information from the known training image set [5, 6, 7, 8, 9] . The training image set has a lower-resolution image and its ground truthed image (higher-resolution image). These training or learning algorithms model the relationships between lower and higher resolution images. Then, the relationship is applied to the lower-resolution image to get the super-resolution image. Patil, et. al. [10] used a neural network to establish the relationship. Freeman et. al. [6] proposed a Markov network model to relate these images. It is a faster approach, but boundary artifacts are commonly observed. Support vector regression(SVR), as a strong learning method, has been used in blind image deconvolution [11, 12] and image denoising [13] . Support vector regression (SVR) for image super-resolution is proposed in [14, 15] . SVR was used in all of these experiments; however, the way in which the input and output are formulated are different. In [14] , the lower-resolution patch without the central pixel is the input, and the magnified patch in higher-resolution image is the output. The magnified factor is the multiple value of the dimension ratios of higher-resolution to lower-resolution. Since the central pixel has the most weight in the patch in lower-resolution image, removing the central pixel highly impacts the image prediction accuracy. In [15] , the lower-resolution image is first interpolated to the same size as the higher-resolution image, and the input is the interpolated patches and the output is the central pixels. In [15] , even when using a random sample while creating the training set, all of the super-resolved images have a higher Peak Signal-to-Noise Ratio (PSNR) than interpolated images.
Though SVR is a strong algorithm for learning, its high computation complexity limits its usage in the large-scale application. For instance, in [15] , if the patch size is 7 × 7, the number of patches for a 256×256 pixels image is 62500 excluding those are boundaries. Each feature in SVR contains one patch and one label, and each patch has 49 elements. This large number results in slow SVR learning. As shown in [15] , the performance of super-resolution also depends on the similarities of the training image and testing images. In [15] , when using LENA as the training image, the DOC image had the lowest quality super-resolution results compared among the images. In this paper, all the images are the same as those in [15] , i.e., CAMERAMAN, LENA, HOUSE are taken from the USC-SIPI image database [16] , while the document image DOC is created by scanning.
Feature dimensionality reduction methods map the feature into a new space either by selecting a subset of the original features or/and by constructing new features. Since all pixels in the low resolution image have information about the pixels on the high resolution image, selecting subset is not preferable. Principle Components Analysis (PCA) has been widely accepted as a feature reducing tool. Independent Component Analysis (ICA) is one of the recent emerging fields of research from the areas of nonGaussian Signal Processing, Neural Networks. PCA is a 2nd order method, it has close form solution and is more robust than ICA, which does not have a close form solution. In this paper, we use PCA to reduce the features dimension and format the input for SVR. We will show that the performance is not degraded by such dimensionality reduction.
The remainder of this paper is organized as follows. In Section 2, we introduce SVR and PCA in brief, and discuss the way to format the input to an example-based approach. In Section 3, experiments are performed to validate the feature dimension reduction over SVR. Finally, Section 4 concludes this paper.
Support Vector Regression Feature Dimension Reduction by PCA
In this section, SVR is introduced, and then PCA. After that, we propose an enhanced algorithm to that proposed in [15] .
Support Vector Regression
The training data in SVR is made up of input/output pairs (X 1 ; y 1 ), . . . , (X l ; y l ) , where X i is input attribute vector from an interpolated low-resolution image and y i are corresponding output values in the ground-truth high-resolution image. Traditional linear regression defines a linear function W T X + b by minimizing the mean square error:
To address nonlinearly-distributed data, a mapping function φ(x) is introduced in the SVM to map the data into a higher-dimensionality space in which the data can be linearly separated by a hyperplane. In the high-dimensional space, over-fitting usually occurs. To limit over-fitting, a soft margin and a regularization term are introduced into the objective function. Support vector regression [17] has the following enhanced object function:
subject to
where ξ i is the upper training error (ξ * i is the lower training error) subject to the ǫ−insensitive tube |y − (W T φ(X) + b)| ≤ ǫ, where ǫ is a threshold.
C is the cost of error. The cost function does not use any training data that is within the threshold ǫ in developing the model. This soft margin method improves the robustness of SVR. In the above objective function, 1 2 W T W is a regularization term to smooth the function W T φ(X i ) + b in order to limit over-fitting. Effectively, within the ǫ−insensitive tube, the regularization term constrains the line to be as flat as possible. This flatness is measured by the norm W T W . Similar to support vector classification, the dual problem is solved since it is more efficient:
is the kernel function. The derivation of the dual problem is the same as in support vector classification. The primal-dual relation shows that
132 so that the approximate function is
Principle Components Analysis
Principle Components Analysis is a very useful linear algebra tool which is based on singular value decomposition (SVD). It has been successfully used in machine learning, for dimensionality reduction, clustering, recognition, and so on. The main idea is given a collection of sample images i.e. I 1 , ..., I n , try to find the mean image µ, and a collection of principle components (i.e. eigenvectors) B 1 , B 2 , ..., B k , such that each sample image I i can be approximated as:
where c j,i is the coefficient for jth component of sample image I i . The principle components define a PCA space. Any other image can be approximated in this PCA space. All the training images can be arrange as a row or column into an image matrix, then the mean image is calculated. Subtracting the mean image from the image matrix, we get the image difference matrix D. By singular value decomposition (SVD), the matrix can expressed as:
where U and V are orthogonal matrices, and S is a diagonal matrix. U S define the principle components (basis images), and V is the coefficient matrix whose column comprises the coefficients of each image. Thus given a new image W , its coefficients can be expressed as
where V w is the coefficient vector of the image W , (i.e., the coefficients of principle components).
SVR+PCA For Super-resolution
The single-frame super-resolution problem is an example-based algorithm. Given the training set, the performance of the reconstructed super-resolution image depends on how closely the test image match the training image. The more similar the test and training images, the better the superresolution accuracy. This similarity is local rather than global, as shown in [15] . When trained by the CAMERAMAN image, the LENA image achieved better results than did the DOC image. In [15] , the training degraded image is interpolated to the same size as the higher-resolution image, and the intensity of each pixel is normalized. All of the pixels in each patch are vectorized and this forms a feature vector. The high frequency part that is missing in the lower-resolution image is the label for each feature. In our proposed new algorithm, we have three steps as shown in Fig.1 . The first step is PCA training, in which we determine the mean patch and all PCA components of patches from the interpolated lower-resolution training image. In the next step (SVR training) , based on how many PCA components are used, all of the patches from the training image (lower-resolution) are processed by the PCA step to get the PCA coefficients. Those PCA coefficients are organized as a feature. All of the features are fed into the SVR training process to generate the model file. In the final step (SVR testing), the test image is processed in exactly the same way as in step 2, and then is used for the SVR prediction. The super-resolution image is then created. In Fig.1 , LR is used to represent the interpolated lower-resolution image, while HR is used to represent the higher-resolution image.
Experimental Results on Super-resolution
To simulate the degrading process, a high-resolution image is blurred and bicubic interpolation down-sampled to create a low-resolution image that has half the number of original pixels in each dimension. Then, bicubic interpolation is applied to the degraded image to generate a lower-resolution image with the same size as the high-resolution image. However, high-frequency details are missing. This process applies to both the training set and the test images. Before processing, all the pixel values are normalized.
Each patch is formed by taking a certain size neighborhood from the image g, and then it is realigned into a vector. By sliding this neighborhood over all of the positions on the interpolated image g(u, v) (non-overlap), we obtain the patch matrix for PCA. Based on the size of the patch, the mean patch and all the principle components are generated. By sliding this neighborhood over all positions on the interpolated image g(u, v)(overlap), we get all the patch matrices for both the train image and test image. After deciding how many principle components are used in the PCA process and in the SVR, we subtract the mean patch from each patch for both training and test sets to obtain the PCA coefficients for each patch. In the training set, all of the selected PCA coefficients are used as the attributes of the feature, and the high frequency details are used as labels (output) in SVR features. This high frequency is the difference in the intensity of the central pixel in the patch pair from lower-resolution image and higher-resolution image. The training feature sets are then fed into the SVR. For the test images, similar steps are used except for the high frequency values. Since we don't know the ground truth image of the lower-resolution image, the test feature set is predicted by SVR using the training model. After the prediction process, the output are the high-frequency components for the test image. After recovering the image, we get the super-resolved image. The image is super-resolved on a pixel-bypixel basis.
We use LibSVM [18] , an implementation of SVR, in our experiments. In general, the training set can have as many images as possible unless it reaches the computers computation limit. Though it is better to have a large number of different training images from different image classes, in these experiments we only use one image for training so that the training is faster. From this approach, we can also see the limitation of SVR, meaning that performance on images from different classes is worse. So, the LENA image is intentionally used in the experiments. In all our experiments, we use 7 × 7 as the size of the neighborhood window, the same as that in [15] . The selection of parameters for the SVR does influence on the performance.
Peak Signal Noise Ratio (PSNR) is an objective measure of the quality of the super-resolution images. For test image, in this experiment we know the ground truth image. PSNR is defined as:
wheref (i, j) is the super-resolution image, and f (i, j) is the original ground truth (high-resolution) image. The size of the images are M ×N . Thus, in our new algorithm, in total, we have 49 principle components.
In the following experiments, the test image are chosen from the USC image database. The neighborhood window is 7 × 7. First, based on the SVR method in [15] , all 62,500 patches of each image are used for the training and testing. The PSNR is shown in Table 1 . Then, in our new algorithm, we select 10, 20, 30, 40, and 49 components to test the the extent of feature dimension reduction we can achieve. All of the test ground truth images are compared to the original LENA by PSNR. The curves of PSNR versus principle component number are shown in Fig.2 , and all the results are shown in Table 1 . From these, we can see that when we use 30 principle components in our algorithm, the super-resolution image results are similar to the results of SVR in [15] . This is true when the training image is similar to the test image, as we can see from the last column in the Table1. In general, PCA is more useful for similar images, as the DOC image results are quite different from the others. Since the DOC image is the most different from the training image, the PCA space is not proper for this image and the reconstruction error is huge. This also is partially proved in [15] . The ground truth image of BABOON, the lower-resolution image, the super-resolution image from SVR in [15] , and the super-resolution image from 30 PCA + SVR, are shown in Fig.3 . This shows 40 percent feature dimension reduction. The more principle components included in the new algorithm, the better. In some cases, the new algorithm outperforms SVR without PCA. 
Conclusions
Though SVR is a strong algorithm in learning, its high computation complexity limits its usage in large-scale applications. When the patch size is 7 × 7, the number of patches for a 256 × 256 pixels image is 62,500, excluding those at edges. Each feature in SVR contains one patch, and each patch has 49 elements. This large number results in slow speed in SVR learning [15] , especially when the image size is large.
To speed up training/testing, feature dimension reduction by the principle components analysis (PCA) is introduced in this paper. With enough similarity to training image, we have shown that PCA successfully reduce the dimensionality without degrading the performance of SVR. Our experiments show that we can reduce dimensionality by 40%. Our experiments also confirms that test images need to be locally similar to training image in order to have good result.
