Real-time performance is of particular interest to the engineer. Unfortunately, no guarantee is provided that the results of EAs will be of sufficient quality for use online. This is because EAs are very computationally intensive, often requiring massively parallel implementations in order to produce results within an acceptable timeframe. In real-time applications there is also the matter of how individuals will be evaluated if no process model is available. Furthermore, EAs should be tested many times due to the algorithms' stochastic nature. Hence, on-line application to real-time control, especially applications for safety-critical processes is largely infeasible at present.
Evolutionary algorithms have been most widely and successfully applied to off-line design applications. In the field of control systems engineering, these applications include controller design, model identification, robust stability analysis, system reliability, and fault diagnosis.
The main benefit of the EA is that it can be applied to a wide range of problems without significant modification. However, it should be noted that EA has several implementations: Evolutionary Programming (EP), Evolutionary Strategy (ES), Genetic Algorithm (GA) and Genetic Programming (GP), and the selection of the proper technique and the tuning of the parameters of the selected technique require some knowledge about these techniques.
Hence, the aim of this chapter is to introduce the readers into the basic idea of EAs, present the most important implementations, and provide an overview about the typical applications in process engineering, especially in process control.
THE CONCEPT OF EA Fitness Function: Encoding the Engineering Problem
EAs work with a population of potential solutions to a problem, where each individual within the population represents a particular solution, generally represented in some form of genetic code. The fitness value of the individual expresses how good the solution is at solving the problem. Better solutions are assigned higher values of fitness than worse performing solutions. The key of EA is that the fitness also determines how successful the individual will be at propagating its genes (its code) to subsequent generations.
In practical system identification, process optimization or controller design it is often desirable to simultaneously handle several objectives and constraints. For the purposes of the EA, these must be combined to form a single fitness value. The weighted-sum approach has proved popular in the literature, since it is amenable to a solution by conventional EA methods, but Pareto-based multi-objective techniques are likely to surpass this in the future.
In some cases, the objectives and constraints of the problem are often noncommensurable and the objective functions are explicitly/mathematically not available. In these cases, Interactive Evolutionary Computation (IEC) should be used to allow subjective human evaluation, since IEC is an evolutionary algorithm whose fitness function is replaced by human users who directly evaluate the potential solutions.
Model of the Natural Selection
The population is evolved over generations to produce better solutions to the problem.
The evolution is performed using a set of stochastic genetic operators, which manipulate the genetic code used to represent the potential solutions. Most evolutionary algorithms include operators that select individuals for reproduction, produce new individuals based on those selected, and determine the composition of the population at the subsequent generation. In the selection step, the algorithm selects the parents of the next generation. The population is subjected to "environmental pressure", which means the selection of the fittest individuals. The most important automated selection methods are Stochastic Uniform Sampling, Tournament Selection, Fitness Ranking Selection and Fitness Proportional Selection.
• The Stochastic Uniform Sampling (SUS) is the simplest selection method in which every individual has the same chance to be selected without considering their fitness. This technique can be useful when the size of the population is small.
• The Tournament Selection method is similar to SUS, but the individuals which have higher fitness values have higher probabilities to be selected. The selection procedure is really simple, in every tournament two individuals are picked up randomly from the population, and the best which has the highest fitness value is selected.
• The Fitness Proportional Selection is the most often applied technique. In this selection strategy the probability of the selection of is proportional to the fitness of the individuals.
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• The Fitness Ranking Selection method uses a rank-based mechanism. The population is sorted by fitness, and a linear ranking function allocates a rank value for every individual. The probability of the selection is proportional to the normalized rank value of the individual.
After the selection of the individuals, the new individuals of the next generation (also called offspring) are created by recombination and mutation.
• The recombination (also called crossover) exchanges information between two selected individuals to create one or two new offspring.
• The mutation operator makes small, random changes to the genetic coding of the individual.
The final step of the evolutionary procedure is the replacement, when the new individuals are inserted into the new population. Once the new generation has been constructed, the processes that result in the subsequent generation of the population are begun once more.
GENETIC ALGORITHM
The GA, as originally defined by John Holland and his students in the 1960s 3 , uses bit-string representation of the individuals. Depending on the problem, the bit-strings (chromosomes) can represent numbers or symbols (e.g. see Figure 2 .10b).
Please, place Figure 2 .10b here.
Of course, this automatically raises the question as to what precision should be used, and what should be the mapping between bit strings and real values. Picking the right precision can be potentially important. Historically, genetic algorithms have typically been implemented using low precision, such as 10 bits per parameter.
The recombination means the swapping of strings fragments between two selected parents (see Figure 2 .10c), while the mutation means the flip of a few bits in these strings.
Please, place Figure 2 .10c here.
The recombination has much bigger probability than the mutation, so the recombination is often said to be "primary searching operator" 
GENETIC PROGRAMMING
GA is a powerful technique for numeric optimization, but because of the fixed length bit-string representation it is not really suitable to solve structural and symbolic optimization problems. Genetic Programming (GP), which has been developed by John Koza 4 , is based on tree representation. This representation is extremely flexible, since trees can represent computer programs, mathematical equations, or complete models of process systems. GP inherited the selection and replacement strategies from GA, but the mutation and crossover is adapted to the tree representation. The mutation exchanges a node in the tree, or deletes a subtree from the tree, or inserts a new subtree into the tree. Mutation can be implemented in two different ways:
• A random terminal or function is selected and replaced by another (at random selected) terminal or function.
• An at random selected sub-tree is replaced by an at random generated sub-tree.
The crossover generates new children trees by jointing parental subtrees. Crossover is determined by choosing two individuals based on fitness and generating for each tree the crossover point (node) at random. For example: consider the trees shown in Figure   2 .10d with crossover points 2 and 2. The sub-tree of the first solution (program)
starting from crossover point 2 will be swapped with the sub-tree of the second program at crossover point 2 resulting in two new individuals shown in Figure 2 .10d.
The size of tree can vary during mutation and crossover, which gives additional flexibility to GP. Hence, GP is rather used for structure optimization than parameter optimization. Koza 4 has shown that GP can be applied to a great diversity of problems. He especially illustrated the use of GP with regard to optimal control problems, robotic planning, and symbolic regressions. The key advantage of GP is the ability to incorporate domain-specific knowledge in a straightforward fashion. Also, the results can be readily understood and manipulated by the designer. However, GP structures can become complicated, and may involve redundant pathways.
Minimizing the complexity of a solution should normally be a specific objective; the topic of 'bloat' is a continuing area of study for GP researchers 5 . Furthermore, GP can be quite processor intensive, especially for structural identification where a parameter estimation procedure must be carried out for each individual structure at each generation. Due to the complexity of the structure, traditional (trusted and efficient)
parameter estimation methods are often impossible to apply. Because in the nature small changes occur frequently but large ones only rarely, as mutation operator normally distributed random numbers are added to the individuals:
EVOLUTIONARY STRATEGY AND PROGRAMMING

Contrary to GP, ES
Before the update of the object variables, the strategy variables are also mutated using a multiplicative normally distributed process. ( )
The selection is stochastic in the ES. First we chose the best µ individuals to be parents, and then we select the parent-pairs uniformly randomly from these One of the central problems in system identification is the choice of the input, output, and delay terms that are to contribute to the model. EAs provide a simple method for searching the structure space for terms that make the most significant contributions to process output. 10, 11 Multiobjective NARMAX (Nonlinear Autoregressive with Exogenous Input) polynomial model structure identification has been accomplished using a multiobjective genetic programming (MOGP) strategy. 12 Here, seven objectives were optimized simultaneously: the number of model terms, model degree, model lag, residual variance, long-term prediction error, the auto-correlation function of the residuals, and the cross-correlation between the input and the residuals.
Application of GP for Model Structure Identification
This example demonstrates how GP can be used for the identification of a dynamic input-output model of a process from input-output data. The studied system is the dynamic model of a continuous polymerization reactor 13 . The manipulated input variable of the process is the flowrate of the initiator which influences the 13 polymerization reaction; while the controlled output is the mean molecular weight of the produced polymer (product quality). The terminal set consisted of the delayed process input and output terms. The function set simply consisted of sum, product and square root. The first two functions are sufficient to construct any NARMAX polynomial model, while the square root function is used based on a priori knowledge about the reaction kinetic of process.
For the identification of the model input-output data were collected from the dynamic model of the process. Based on this process data input-output models were identified. Most of the resulted input-output models and the estimation obtained by Rhodes and Morari 14 have identical input and output order. Hence, this result shows that GP is a useful tool for the data-driven identification of the model orders of unknown processes. In addition, the equations obtained by GP frequently had square-root terms, which were also in the original differential equations of the state-space model of the process 13 . Hence, this example illustrates that the GP is not only good for the identification of input-output models with good prediction capabilities, but because of the transparent model structure, they are useful tools for the detection of useful knowledge about the process.
Identification of Complete Process Models
Gray et al 15 performed non-linear model structure identification using GP. They considered two representations: block diagrams (using Simulink) and equations (differential and integro-differential). A function library was constructed, which included basic linear and non-linear functions and also specific a priori knowledge.
The resulting scheme was applied to diverse systems of varying complexity, including simple transfer functions, a coupled water tank, and a helicopter rotor speed controller and engine.
In the paper of 
2.10(6)
The second term of this cost function is responsible for providing smooth control signal, and in some control algorithms, like model predictive control, stability.
The selection of the β weighting parameter, which balances the two objectives, is extremely difficult design problem. Beside the selection of this weighting parameter there are other freely selectable design parameters. E.g. the error can be weighted with the elapsed time after the set-point change. As can be seen, the design of an appropriate cost function is not a straightforward task. Furthermore, if the reader has already tried to obtain a controller with this optimization based approach, he/she already knows that the performance of the optimized controller does not always meet with the original expectations of the designer. The following example will show that the application of interactive evolutionary computation (IEC) 22 is a promising approach to handle this problem, since IEC is an evolutionary algorithm whose fitness function is replaced by human users who directly evaluate the potential solutions.
Application of IEC in Controller Tuning
The case-study used in this section is the control of a continuously stirred tank reactor (CSTR). The model of the controlled system is taken from Sistu and Bequette 23 . The dynamic behavior of this system is interesting: it has multiple steady states behavior between the cooling flowrate and reactor temperature and complex nonlinear dynamical behavior which presents a challenging control problem 23, 24 . For the temperature control of the process, it is advantageous to use cascade-control scheme, where the slave controller controls the jacket temperature, while the master controller controls the reactor temperature. According to the industrial practice, a PID controller in the master loop and a P controller in the slave loop have been applied. This cascade controller scheme is able to control the process excellently if the four parameters of the controllers are well-tuned.
In this example we present the IEC optimization method for tuning these controllers.
The applied IEC was based on the ES, hence the chromosomes consists of design parameters and the strategy variables: With the use of this tool, different controller parameter settings can be evaluated by the user to provide feedback to the evolutionary process. The IEC converged quickly to good solutions, after only ten generations it resulted in well-tuned controllers, the control performance is shown in Figure 2 .10h.
Please, place Figure 2.10h here.
For comparison the direct optimization of the controller parameters is considered. For this purpose, Sequential Quadratic Programming (SQP) was used. First, the cost function contained the squared controller error and the variance of manipulated variable (2.10(6) equation). We tried several β weighting parameters, but with this cost function the SQP-technique leaded to bad tuned controllers. So the squared errors were changed to absolute errors in the cost function. After that, the SQP resulted in better controllers and after a few irritating we found the good β weighting parameter.
Finally with the SQP method we obtained the same controller performance as with IEC, but it consumed more effort and time.
Control Structure Design
Many EA applications simply optimize the parameters of existing controller structures. In order to harvest the full potential of the EA, some researchers have experimented with the manipulation of controller structures. GP has been utilized for the automatic synthesis of the parameter values and the topology of controllers 25 . The system has reportedly duplicated existing patents (for PI and PID controllers) and rediscovered old ones (a controller making use of the second derivative of the error between the reference signal and the output signal). MOEAs have been utilized in the context of controller structure optimization. For example, MOGA has been used to select controller structure and suitable parameters for a multivariable control system for a gas turbine engine 26 .
On-line applications
On-line applications present a particular challenge to the EA. Successful applications in this field have been somewhat limited to date. It is important that an appropriate control signal is provided at each sample instant. The actions of the 'best' current individual of the EA may inflict severe consequences on the process. This is unacceptable in most applications, especially in the case of a safety-or missioncritical system.
Given that it may not be possible to apply the values represented by any individual in an EA population to the system, it is clear that evaluation of the complete, evolving,
population cannot be performed on the actual process. The population may be evaluated using a process model, assuming that such a model exists, or performance may be inferred from system response to actual input signals. Inference may also be used as a mechanism for reducing processing requirements by making a number of full evaluations and then computing estimates for the remainder of the population based on these results. In a real-time application there is a limited amount of time for which an optimizer can be executed between decision points. Given current computing power, it is unlikely that an EA will execute to convergence within the sampling time limit of a typical control application. Hence, only a certain number of generations may be evolved. For systems with long sample times, an acceptable level of convergence may well be achieved. In the case of a controller, an acceptable control signal must be provided at each control-point. If the EA has evolved for only a few generations then population performance may still be poor. A further complication is that the system, seen from the perspective of the optimizer, is changing over time. Thus, the evolved control signal at one instant can become totally inappropriate at the next.
EAs can cope with time varying landscapes to a certain extent, but a fresh run of the algorithm may be required. In this instance, the initial population can be seeded with previous 'good' solutions. Note that this does not guarantee fast convergence and may even lead to premature convergence.
There are three broad approaches to the use of EAs for on-line control 27 :
• Utilize a process model.
• Utilize the process directly.
• Permit restricted tuning of an existing controller.
The last approach can be used to ensure stability, when combined with some form of robust stability analysis, whilst permitting limited exploration.
SOFTWARE TOOLS
This section overviews the EA implementation environments based on the taxonomy of Filho 28 which utilizes three major classes: application-oriented systems, algorithmoriented systems and tool kits (see Table 2 .10i and Table 2 .10j).
Please, place Table 2 .10i here.
Please, place Table 2 .10j here.
Application-oriented systems
Many potential users of a novel computing technique, such as genetic algorithms, are only interested in the applications, rather than the details of the technique. By using an application-oriented programming environment, it is possible to configure a particular application without having to know the encoding technique nor the genetic operators involved.
Application-oriented systems follow many innovative strategies. Systems, such as PC/BEAGLE and XpertRule GenAsys, are expert systems using GAs to generate new 
Algorithm-oriented systems
Algorithm-oriented systems are programming systems which support specific genetic algorithm. They sub-divide into:
• Algorithm-specific systems -which contain a single EA; the classic example being GENESIS.
• Algorithm Libraries -where a variety of EAs and operators are grouped in library; as in Lawrence Davis'OOGA.
Algorithm-oriented systems are often supplied in source code and can be easily incorporated into user applications.
Algorithm-specific systems
Algorithm-specific environments embody a single powerful genetic algorithm. These systems have typically two groups of users: system developers requiring a generalpurpose GA for their applications, and researchers interested in the development and testing of a specific algorithm and genetic operators. Typically the code has been developed in universities and research centres, and are available free over world-wide computer research networks.
The most well known programming system in this category is the pioneering GENESIS which has been used to implement and test a variety of new genetic operators. In Europe, probably the earliest Algorithm-specific system was GAGA. For scheduling problems, GENITOR is another influential system that has been successfully used. GAUCSD allows parallel execution by distributing several copies of a GENESIS-based GA into UNIX machines in a network. Finally, ESCAPADE employs a somewhat different approach -being based on an Evolutionary Strategy.
Algorithm Libraries
These systems are modular, allowing the user to select a variety of algorithms, The two leading algorithm-libraries are EM and OOGA. Both systems provide a comprehensive library for genetic algorithms, and EM also supports evolution strategies simulation. In addition, OOGA can be easily tailored for specific problems.
It runs in Common Lisp and CLOS (Common Lisp Object System), an object oriented extension of the Common Lisp.
Tool Kits
Tool Kits are programming systems that provide many programming utilities, algorithms and genetic operators that can be used for a wide range of application domains. These programming systems sub-divide into:
• Educational systems -to help the novice user to obtain a hands-on introduction on GA concepts. Typically these systems support a small set of options for configuring an algorithm.
• General-purpose systems -to provide a comprehensive set of tools for programming any GA and application. These systems may even allow the expert user to customize any part of the software, as in Splicer.
Educational systems
Educational programming systems are designed for the novice user to obtain hands-on introduction to genetic algorithms concepts. They typically provide a rudimentary graphic interface and a simple configuration menu. Educational systems are typically implemented on PCs for portability and low cost reasons. For ease of use, they have a nice graphical interface and are fully menu-driven. GA Workbench is one of the best examples of this class of programming environments.
General-purpose programming systems
General-purpose systems are the ultimate in flexible GA programming systems. Not only do they allow the user to develop their own GA applications and algorithms, but also provide users with the opportunity to customize the system to suit their own purposes.
These programming systems provide a comprehensive tool kit, including:
• a sophisticated graphic interface,
• a parameterized algorithm library,
• a high level language for programming GAs,
• an open architecture.
Access to the system components is via a menu-driven graphic interface, and a graphic display/monitor. The algorithm library is normally "open", allowing the user to modify or enhance any module. A high level language -often object-orientedmay be provided which supports the programming of GA applications, algorithms and operators through specialized data structures and functions. Lastly, due to the growing importance of parallel GAs, systems provide translators to parallel machines and distributed systems, such as networks of workstations.
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The number of general-purpose systems is increasing, stimulated by growing interest in the application of GAs in many domains. Examples of systems in this category include Splicer, which presents interchangeable libraries for developing applications,
MicroGA that is an easy to use object oriented environment for PCs and Macintoshes, and parallel environments like EnGENEer, GAME and PeGAsusS. 
