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LONG-TIME BEHAVIOR FOR SUBCRITICAL MEASURE-VALUED
BRANCHING PROCESSES WITH IMMIGRATION
MARTIN FRIESEN
Abstract. In this work we study the long-time behavior for subcritical measure-
valued branching processes with immigration on the space of tempered measures.
Under some reasonable assumptions on the spatial motion, the branching and immi-
gration mechanisms, we prove the existence and uniqueness of an invariant measure for
the corresponding Markov transition semigroup. Moreover, we show that it converges
with exponential rate to the unique invariant measure in the Wasserstein distance as
well as in a distance defined in terms of Laplace transforms. Finally, we consider an
application of our results to super-Le´vy processes as well as branching particle systems
on the lattice with noncompact spins.
1. Introduction
Measures-valued branching processes have been first studied by Watanabe 1968 [38],
Silverstein 1969 [34] and Kawazu, Watanabe 1971 [20] where they have been derived
as scaling limits of Galton-Watson processes. For a detailed introduction on measure-
valued Markov processes (also called superprocesses) we refer to Dynkin [8], Etheridge
[10], Perkins [31], Le Gall [26] and Li [27]. A measure-valued branching process with
immigration is a Markov process whose Markov transition kernel Pt(µ, dν) has Laplace
transform ∫
M(E)
e−〈f,ν〉Pt(µ, dν) = exp
−〈Vtf, µ〉 − t∫
0
ψ(Vsf)ds
 , t ≥ 0,
where 〈f, ν〉 =
∫
E
f(x)ν(dx) and vt(x) := Vtf(x) is the unique nonegative mild solution
to
∂vt(x)
∂t
= Avt(x)− φ(x, vt), v0 = f ∈ D(A). (1.1)
Here E denotes the location space, (A,D(A)) the generator of a transition semigroup
describing the underlying spatial motion, M(E) the space of all finite Borel measures
on E, φ the branching and ψ the immigration mechanism.
One of the most prominent examples is the super-Brownian motion where E = Rd,
A = 12∆, ψ = 0 and φ(x, f) =
1
2f(x)
2, see, e.g., [24], [32] and [33] where it is shown that
in dimension d = 1 this process has a density field (Xt(x))x,∈R, t≥0 which is the unique
Date: March 14, 2019.
2010 Mathematics Subject Classification. Primary 60J68, 60J80; Secondary 60B10.
Key words and phrases. Dawson-Watanabe superprocess; measure-valued Markov process; branch-
ing; ergodicity; invariant measure; immigration.
1
2 MARTIN FRIESEN
weak solution to
∂Xt(x)
∂t
=
1
2
∆Xt(x) +
√
Xt(x)
.
W t(x), t > 0, x ∈ R, (1.2)
where
.
W t(x) is the derivative of a space-time Gaussian white noise. Note that pathwise
uniqueness for (1.2) remains an open problem. However, still in dimension d = 1,
pathwise uniqueness for the distribution function was recently obtained in [39]. The
latter result was extended in [15] to super-Le´vy processes with branching mechanism
φ(x, f) = bf(x) + cf(x)2 +
∞∫
0
(
e−zf(x) − 1 + zf(x)
)
m(dz), (1.3)
where b ∈ R, c ≥ 0 and m is a Borel measure on (0,∞) with
∫∞
0 u∧u
2m(du) <∞. Let
us also mention other interesting related results such as [5], [7] and [30]. It is worthwile
to mention that solutions to nonlinear Partial Differential Equations of the form (1.1)
can be simulated by a Monte Carlo algorithm based on the associated branching process,
see [16] and the references therein.
Another natural and interesting example studied in the literature corresponds to
branching particle systems where E is a countable discrete set and A the generator of a
Markov chain on E. Indeed, the particular case E = N with A = 0 was recently studied
by Kyprianou and Palau [25] where precise conditions for local and global extinction
have been obtained. The case E = Zd falls into the framework of interacting particle
systems on the lattice with noncompact spins as studied by Bezborodov, Kondratiev
and Kutoviy [2], see also the references therein. Note that in both cases we may identify
M(E) ∼=
{
(µ(x))x∈E ∈ R
E
+ |
∑
x∈E
µ(x) <∞
}
,
which reveals the underlying lattice structure.
In this work we study the long-time behavior of subcritical measure-valued branching
processes including the aforementioned cases of super-Le´vy processes as well as branch-
ing particle systems on the lattice with noncompact spins. We provide a sufficient con-
dition on the branching and immigration mechanisms such that the associated Markov
process admits a unique invariant measure π. Afterwards we establish Pt(µ, ·) −→ π for
t→∞ and study the corresponding rate of convergence in two different distances.
Let us briefly mention some known results from the literature. In the particular
case E = {0} one has M({0}) ∼= R+ and the most general branching mechanism is of
the form (1.3). It describes a one-dimensional continuous-state branching process with
immigration first introduced in the framework of diffusions by Feller 1951 [11] and then
for more general cases by Jiˇrina 1958 [19]. Its long-time behavior was studied in [21], [27,
Chapter 3], [28] and more recently in [12]. More generally, the case E = {1, . . . , d} with
A = 0 corresponds to multi-type continuous-state branching processes with immigration
for which the corresponding state space is identified by M({1, . . . , d}) ∼= Rd+, see [1].
In contrast to E = {0}, here the most general branching mechanism involves also the
coupling of different components in Rd+ which results in a nonlocal branching mechanism.
The first general result on invariant measures and ergodicity was recently obtained in
[18] and [13], see also [29] and [40] for some related results on this topic. For arbitrary
compact spaces E, Stannat has studied in [35] and [36] the case of an immigration
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mechanism ψ(f) = 〈f, β〉 and branching mechanism
φ(x, f) = c(x)f(x)2 + b(x)f(x) +
∞∫
0
(
e−f(x)z − 1 + f(x)z
)
m(x, dz), (1.4)
where β is a finite measure on E, c ≥ 0 and b are continuous and bounded whilem(x, dz)
is a kernel of positive measures satisfying supx∈E
∫∞
0 z ∧ z
2m(x, dz) < ∞. Note that
φ(x, f) given by (1.4) is local in f and describes at each point x ∈ E the branching
mechanism of a one-dimensional continuous-state branching process.
Contrary, in this work E is not supposed to be compact and φ, ψ are general (including
nonlocal) branching and immigration mechanisms in the sense of [27, Chapters 2, 6 and
9], see Section 2 here for details. In particular, our results also cover the case of super-
Le´vy processes with immigration as well as branching particle systems on the lattice as
studied in [25]. Contrary to the classical case of measure-valued branching processes
supported on the space of finite Borel measures M(E), the results obtained in this work
also cover branching Markov processes supported on the space of tempered measures
over E. The latter ones can be used to treat population models where the total number
of individuals is infinite. Tempered measures have been first introduced for the study of
critical branching Markov processes without immigration (ψ = 0) where the long-time
behavior of the Markov process started at the Lebesgue measure was investigated, see
Iscoe [17]. Further developments in this direction have been obtained in [3, 4, 6, 9, 22]
and [23].
Another motivation to study branching processes on the space of tempered measures
is related to possible immigration of mass (or particles). Namely, consider a branching
process on E = Rd and suppose that mass immigrates according to a Poisson point
process with intensity β(dx). If β is a finite measure (e.g. β(dx) = 1{|x|≤1}dx or
β(dx) = δ0(dx)), then only a finite amount of mass immigrates into the system in finite
time. However, applications modelled by translation invariant rates such as β(dx) = dx
share the common feature that that β is an infinite measure and hence an infinite
amount of mass enters the system in finite time. The temperedness of measures (see
Section 2) is used to prevent the system to accumulate an infinite amount of mass in
some compact set.
This work is organized as follows. In Section 2 we introduce the class of measure-
valued branching processes with immigration studied in this work. Our main reference
for this section is [27] where their construction and properties are studied. Although all
results stated in Section 2 should be well-known among experts, we provide, whenever
we were not able to find an adequate reference, some additional comments and sketches
of proofs. In this way we intend to make this work accessible to a wide audience.
Section 3 is devoted to the existence and uniqueness of invariant measures for the
processes introduced in Section 2 whereas an exponential rate of convergence towards
the unique invariant measure is investigated in Section 4. Finally the example of super-
Le´vy processes and measure-valued particle systems is considered in Section 5. Some
auxilliary results are collected in the appendix.
2. Measure-valued branching processes with immigration
2.1. Preliminaries. Let E be a Lusin topological space (e.g. a Polish space). Fix
a strictly positive, continuous function h on E. Let Bh(E) be the Banach space of
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real-valued Borel functions on E equipped with norm
‖f‖h := sup
x∈E
|f(x)|
h(x)
<∞.
Denote by Ch(E) its closed subspace of continuous functions satisfying ‖f‖h < ∞ and
let Bh(E)
+, Ch(E)
+ be the corresponding cones of nonnegative functions. Let Mh(E)
be the space of tempered measures over E, i.e.
Mh(E) =
µ Borel measure on E :
∫
E
h(x)µ(dx) <∞
 .
For f ∈ Bh(E) and µ ∈Mh(E) we set
〈f, µ〉 =
∫
E
f(x)µ(dx).
A topology on Mh(E) can be defined by the convention
µn −→ µ in Mh(E) ⇐⇒ 〈f, µn〉 −→ 〈µ, f〉, ∀f ∈ Ch(E). (2.1)
Denote by B(Mh(E)) the corresponding Borel-σ-algebra. Let 1 stand for the constant
function equal to 1. Then B
1
(E) is the space of bounded Borel functions while M
1
(E)
denotes the space of finite Borel measures over E. Using the homeomorphismsMh(E) ∋
µ 7−→ h(x)µ(dx) ∈ M
1
(E) and B
1
(E) ∋ f 7−→ hf ∈ Bh(E) combined with [27,
Corollary 1.12] one can show that
B(Mh(E)) = σ({µ 7−→ 〈f, µ〉 | f ∈ Bh(E)
+}). (2.2)
Write Mh(E)
◦ = Mh(E)\{0} where 0 denotes the zero measure. We endow Mh(E)
◦
with the restriction of the topology fromMh(E) and the corresponding Borel-σ-algebra.
Let P(Mh(E)) be the space of all Borel probability measures over Mh(E). For ρ ∈
P(Mh(E)) the Laplace transform of ρ is defined by
Lρ(f) =
∫
Mh(E)
e−〈f,ν〉ρ(dν), f ∈ Bh(E)
+.
We say that (fn)n≥1 ⊂ Bh(E) converges bounded pointwise to some f ∈ Bh(E), if
supn≥1 ‖fn‖h < ∞ and fn −→ f pointwise as n → ∞. In this work we will frequently
use the following classical properties of the Laplace transform.
Proposition 2.1. The following assertions hold:
(a) Given ρ, ρ˜ ∈ P(Mh(E)) such that Lρ(f) = Lρ˜(f) for all f ∈ Ch(E)
+, then ρ = ρ˜.
(b) Let (ρn)n≥1 ⊂ P(Mh(E)) and ρ ∈ P(Mh(E)). Then ρn −→ ρ weakly in P(Mh(E))
if and only if limn→∞Lρn(f) = Lρ(f) for all f ∈ Ch(E)
+.
(c) Let L be a functional on Bh(E)
+ continuous at f = 0 with respect to bounded point-
wise convergence. Suppose that there exists (ρn)n≥1 ⊂ P(Mh(E)) with limn→∞Lρn(f) =
L(f) for all f ∈ Bh(E)
+. Then there exists ρ ∈ P(Mh(E)) such that Lρ = L.
Proof. Using the homeomorphisms Mh(E) ∋ µ(dx) 7−→ h(x)µ(dx) ∈ M1(E) and
B
1
(E) ∋ f 7−→ hf ∈ Bh(E) the assertions are particular cases of the properties of
Laplace transforms on M
1
(E), see e.g. [27, Chapter 1].
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2.2. Construction. Below we describe the class of measure-valued branching processes
with immigration studied in this work. Let E be a Lusin topological space and h a
strictly positive continuous function on E. The spatial motion of is described by a
process satisfying the following condition:
(A1) Let pξt (x, dy) be the transition kernel of a conservative Borel right process ξ = (ξt)t≥0
on E. Suppose that there exists α ≥ 0 such that
lim
t→0
e−αt
∫
E
h(y)pξt (x, dy) = h(x) (2.3)
increasingly for each x ∈ E.
Note that each Feller process is a Borel right process. Property (2.3) states that h is
an α-excessive function for the transition semigroup. The following is a useful sufficient
condition for (2.3).
Remark 2.2. Let (A,D(A)) be the extended generator of ξ. If h ∈ D(A) and there
exists α ≥ 0 such that Ah ≤ αh, then (2.3) is satisfied.
For x ∈ E and f ∈ Bh(E)
+ introduce the branching mechanism
φ(x, f) = c(x)f(x)2 + b(x)f(x)−
∫
E
f(y)η(x, dy)
+
∫
Mh(E)◦
(
e−〈f,ν〉 − 1 + f(x)ν({x})
)
H1(x, dν)
and immigration mechanism
ψ(f) = 〈f, β〉+
∫
Mh(E)◦
(
1− e−〈f,ν〉
)
H2(dν). (2.4)
The corresponding parameters are supposed to satisfy the following conditions:
(A2) b ∈ B
1
(E), ch ∈ B
1
(E)+, η a σ-finite kernel on E and H1(x, dη) a σ-finite kernel
from E to Mh(E)
◦ satisfying, for each x ∈ E,∫
E
h(y)η(x, dy) +
∫
Mh(E)◦
(
〈h, ν〉 ∧ 〈h, ν〉2 + 〈h, νx〉
)
H1(x, dν) ≤ Ch(x),
for some constant C > 0, where νx denotes the restriction of ν(dy) to E\{x}.
(A3) β ∈Mh(E) and H2 is a Borel measure on Mh(E)
◦ satisfying∫
Mh(E)◦
1 ∧ 〈h, ν〉H2(dν) <∞. (2.5)
The next result provides the construction of the measure-valued branching processes
with immigration.
Theorem 2.3. Suppose that conditions (A1) – (A3) are satisfied. Then
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(a) For each f ∈ Bh(E)
+ there exists a unique nonnegative solution R+×E ∋ (t, x) 7−→
vt(x, f) to
vt(x, f) =
∫
E
f(y)pξt (x, dy) −
t∫
0
∫
E
φ(y, vs(·, f))p
ξ
t−s(x, dy)ds, (2.6)
so that t 7−→ ‖vt(·, f)‖h is bounded on each bounded interval [0, T ].
(b) Letting Vtf(x) = vt(x, f), we find that (Vt)t≥0 is a comulant semigroup in the sense
that VtVs = Vt+s for all t, s ≥ 0 and
Vtf(x) =
∫
E
f(y)λt(x, dy) +
∫
Mh(E)◦
(
1− e−〈f,ν〉
)
Lt(x, dν), (2.7)
where λt(x, dy) and Lt(x, dν) are transition kernels satisfying∫
E
h(y)λt(x, dy) +
∫
Mh(E)◦
1 ∧ 〈h, ν〉Lt(x, dν) ≤ Cth(x), x ∈ E, t ≥ 0,
for some constant Ct > 0.
(c) There exists a unique Markov kernel Pt(µ, dν) whose Laplace transform is, for t ≥ 0,
µ ∈Mh(E) and f ∈ Bh(E)
+, given by∫
Mh(E)
e−〈f,ν〉Pt(µ, dν) = exp
−〈Vtf, µ〉 − t∫
0
ψ(Vsf)ds
 . (2.8)
This result can be obtained from [27], details are postponed to the appendix.
Remark 2.4. Let (A,D(A)) be the extended generator of ξ. Then (2.6) is a mild
formulation of (1.1).
In this work we will always assume that conditions (A1) – (A3) are satisfied and
call the corresponding Markov process (ξ, φ, ψ)-superprocess. Under some additional
conditions one may also identify the generator of this process in terms of a martingale
problem. The latter one is for some class of functions F : Mh(E) −→ R formaly given
by
AF (µ) =
∫
E
µ(dx)
AF ′(µ;x)− b(x)F ′(µ;x) + ∫
E
F ′(µ; y)η(x, dy) + c(x)F ′′(µ;x)

+
∫
E
µ(dx)
∫
Mh(E)◦
(
F (µ+ ν)− F (µ)− F ′(µ;x)ν({x})
)
H1(x, dν)
+
∫
E
F ′(µ;x)β(dx) +
∫
Mh(E)◦
(F (µ + ν)− F (µ))H2(dν)
where the variational derivaties are defined by
F ′(µ;x) = lim
ε→0
F (µ+ εδx)− F (µ)
ε
, F ′′(µ;x) = lim
ε→0
F ′(µ + εδx;x)− F
′(µ;x)
ε
.
Since we will not make use of the corresponding martingale problem characterization,
we refer the reader to [27, Section 9] for additional details.
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2.3. Behavior of first moment. In order to study the first moment of Pt(µ, dν) it is
reasonable to rewrite the branching mechanism to
φ(x, f) = c(x)f(x)2 + b(x)f(x)−
∫
E
f(y)γ(x, dy)
+
∫
Mh(E)◦
(
e−〈f,ν〉 − 1 + 〈f, ν〉
)
H1(x, dν),
where γ(x, dy) is defined by
γ(x, dy) = η(x, dy) +
∫
Mh(E)◦
νx(dy)H1(x, dν).
In this way the contribution of the branching to the first moment is encoded in the
properties of the kernel γ and its associated transition operator
Γf(x) =
∫
E
f(y)γ(x, dy), f ∈ Bh(E).
Denote by (Rt)t≥0 the unique semigroup on Bh(E) obtained from
Rtf(x) = p
ξ
tf(x) +
t∫
0
∫
E
(ΓRt−sf(y)− b(y)Rt−sf(y)) p
ξ
s(x, dy)ds. (2.9)
Indeed, as Γ and the multiplication operator (−bf)(x) = −b(x)f(x) are both bounded on
Bh(E), existence of a solution can be classically obtained by iterating (2.9). Uniqueness
is a straightforward consequence of the Gronwall lemma. Let us stress that (Rt)t≥0 and
(pξt )t≥0 need not to be strongly continous neither on Bh(E) nor on Ch(E). Moreover,
(Rt)t≥0 does not need to be conservative, i.e. Rt1 6= 1 is allowed. We will need the
following simple properties of this semigroup.
Lemma 2.5. This semigroup satisfies for each t ≥ 0, x ∈ E and f ∈ Bh(E)
+
Rtf(x) =
∫
E
f(y)λt(x, dy) +
∫
Mh(E)◦
〈f, ν〉Lt(x, dν) (2.10)
and
1
ε
Vt(εf)(x)ր Rtf(x), εց 0.
The proof of this lemma is postponed to the appendix. Set
rt(x, dy) = λt(x, dy) +
∫
Mh(E)◦
ν(dy)Lt(x, dy).
Using (2.10) one can show that for each f ∈ Bh(E) and t ≥ 0
Rtf(x) =
∫
E
f(y)rt(x, dy), x ∈ E, (2.11)
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The adjoint action of (Rt)t≥0 on Mh(E) is then given by
R∗t ν(dy) =
∫
E
rt(x, dy)ν(dx), t ≥ 0.
This semigroups describe the evolution of the first moment for the (ξ, φ, ψ)-superprocess.
Proposition 2.6. Suppose that H2 satisfies∫
{ν∈Mh(E)◦ : 〈h,ν〉>1}
〈h, ν〉H2(dν) <∞. (2.12)
Then for each µ ∈Mh(E) one has∫
Mh(E)
ν(dx)Pt(µ, dν) = R
∗
tµ(dx) +
t∫
0
R∗sa(dx)ds,
where both integrals are understood in a weak sense in Mh(E), and
a(dx) = β(dx) +
∫
Mh(E)◦
ν(dx)H2(dν).
Proof. If h ≡ 1, then the assertion follows from [27, Proposition 9.11]. A similar result
can be also deduced in the case h 6= 1. Since we could not find a precise reference, for
convenience of the reader a proof is given in the appendix. 
This result suggests to relate the long-time behavior of (ξ, φ, ψ)-superprocesses with
the long-time behavior of the semigroup (Rt)t≥0.
Definition 2.7. The (ξ, ψ, φ)-superprocess is called subcritical, if there exists constants
C, δ > 0 such that ∫
E
h(y)rt(x, dy) ≤ Ch(x)e
−δt, t ≥ 0, x ∈ E. (2.13)
Remark 2.8. Property (2.13) implies that, for each f ∈ Bh(E)
+,
Rtf(x) ≤ ‖f‖h
∫
E
h(y)rt(x, dy) ≤ ‖f‖hCh(x)e
−δt, t ≥ 0, x ∈ E.
In the language of operator semigroups such a property states that (Rt)t≥0 is uniformly
exponentially stable. However, in contrast to the classical theory of operator semigroups
we do not require that (Rt)t≥0 is strongly continuous.
Such condition implies that mass located inside the system exponentially decreases
in time. However, as additional mass also immigrates into the system, it is reasonable
to expect the existence of at least one invariant measure. This is precisely the content
of Section 3. Let us first start with the analysis of the first moment.
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Corollary 2.9. Let Pt(µ, dν) be the Markov kernel of a subcritical (ξ, φ, ψ)-superprocess
satisfying (2.12). Then for each µ ∈Mh(E) one has
lim
t→∞
∫
Mh(E)
ν(dx)Pt(µ, dν) =
∞∫
0
R∗sa(dx)ds.
in the weak topology on Mh(E).
Proof. Take f ∈ Bh(E), then 〈f,Rtµ〉 = 〈Rtf, µ〉 ≤ C‖f‖he
−δt〈h, µ〉 and analogously
we obtain
〈f,R∗sa〉 ≤ C‖f‖h〈h, β〉e
−δs + C‖f‖he
−δs
∫
Mh(E)◦
〈h, ν〉H2(dν).
This readily implies the assertion. 
Let us close this section with a Lyapunov-type condition implying (2.13).
Proposition 2.10. Suppose that there exists δ > 0 such that
Ah(x) + Γh(x) ≤ b(x)h(x) − δh(x), x ∈ E, (2.14)
and assume that h satisfies
Rth(x) = h(x) +
t∫
0
Rs (Ah− bh+ Γh) (x)ds, x ∈ E, t ≥ 0,
where it is implicitly assumed that the integral on the right-hand side exists. Then (2.13)
holds with C = 1.
Proof. Using the product rule and then (2.14) we find that
eδtRth(x) = h(x) +
t∫
0
eδsRs (Ah− bh+ Γh+ δh) ds ≤ h(x),
where we have used that Rs is a positive operator. Hence Rth(x) ≤ e
−δth(x) which
proves the assertion. 
3. Invariant measure and stationarity
In this section we provide a sufficient condition for the existence and uniqueness of an
invariant measure for a subcritical (ξ, φ, ψ)-superprocess with Markov kernel Pt(µ, dν).
Recall that π ∈ P(Mh(E)) is an invariant measure, if∫
E
Pt(µ, dν)π(dµ) = π(dν), t ≥ 0. (3.1)
The following is our main result of this section.
Theorem 3.1. Suppose that the (ξ, φ, ψ)-superprocess is subcritical and∫
{ν∈Mh(E)◦ : 〈h,ν〉>1}
log(〈h, ν〉)H2(dν) <∞. (3.2)
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Then there exists a unique invariant measure π ∈ P(Mh(E)). Moreover, for each
µ ∈ P(Mh(E)), Pt(µ, ·) −→ π weakly as t→∞, and
Lπ(f) = exp
− ∞∫
0
ψ(Vsf)ds
 , f ∈ Bh(E)+. (3.3)
A similar formula to (3.3) was obtained by Stannat [36, 35] for the case of a compact
location space E with H2 = 0, φ given by (1.4) and h ≡ 1. Although the proof
of Theorem 3.1 does not look very difficult, the particular case E = {1, . . . , d} with
general (nonlocal) branching and immigration mechanism was only recently established
in [18] where affine processes on the canonical state space have been studied.
Without immigration (i.e. ψ ≡ 0) one has Lπ(f) ≡ 1 and hence π = δ0, where 0
denotes the zero measure. This is not surprising as we work with subcritical superpro-
cesses. Hence an introduction of immigration in not only possible, it is also necessary for
the existence of a nontrivial invariant measure. A similar effect was recently observed
in [14] for birth-and-death processes in the continuum.
The rest of this section is devoted to the proof of Theorem 3.1. Suppose that (3.2)
is satisfied. Here and below we let Vt be the unique solution to (2.6). Suppose that the
corresponding superprocess is subcritical and let δ > 0 be given by (2.13). We start
with a simple but crucial stability estimate for solutions to (2.6).
Proposition 3.2. There exists a constant C > 0 such that, for each f ∈ Bh(E)
+, one
has
Vtf(x) ≤ C‖f‖hh(x)e
−δt, t ≥ 0, x ∈ E. (3.4)
Proof. Let Qt(µ, dν) be the Markov kernel of a (ξ, φ, ψ = 0)-superprocess given by (2.8).
By Jensen inequality applied to the convex function t 7−→ e−t we obtain
exp (−〈Vtf, µ〉) =
∫
Mh(E)
e−〈f,ν〉Qt(µ, dν)
≥ exp
− ∫
Mh(E)
〈f, ν〉Qt(µ, dν)
 = exp (−〈Rtf, µ〉) ,
where the last equality follows from Lemma 2.6. From this we conclude that Vtf(x) ≤
Rtf(x) ≤ ‖f‖hCh(x)e
−δt which proves the assertion. 
Based on this stability estimate we prove the following.
Lemma 3.3. There exists a constant C > 0 such that, for each f ∈ Bh(E)
+, one has
ψ(Vsf) ≤ C‖f‖he
−δs, s ≥ 0 (3.5)
and hence
∫∞
0 ψ(Vsf)ds ≤ Cδ
−1‖f‖h <∞.
Proof. Let f ∈ Bh(E)
+, s ≥ 0 and ν ∈ Mh(E)
◦. Denote by C > 0 a generic constant
which may vary from line to line and is independent of s, ν, f . Then we obtain(
1− e−〈Vsf,ν〉
)
≤ min {1, 〈Vsf, ν〉}
≤ 1{〈h,ν〉≤1}〈Vsf, ν〉+ C1{〈h,ν〉>1} log(1 + 〈Vsf, ν〉)
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=: I1 + I2.
For the first term we obtain from (3.4)
I1 ≤ 1{〈h,ν〉≤1}C‖f‖∞e
−δs〈h, ν〉.
For the second term we obtain
I2 ≤ 1{〈h,ν〉>1} log(1 + C‖f‖∞e
−δs〈h, ν〉)
≤ 1{〈h,ν〉>1}C‖f‖∞e
−δs (1 + log(1 + 〈h, ν〉)) ,
where we have used, for x = C‖f‖∞e
−δs and y = 〈h, ν〉, the elementary estimate
log(1 + xy) ≤ C log(1 + x) log(1 + y) + Cmin{log(1 + x), log(1 + y)}
≤ Cx (1 + log(1 + y)) , (3.6)
see the appendix in [13] for a proof. Inserting this into the definition of ψ gives
ψ(Vsf) = 〈Vsf, β〉+
∫
Mh(E)◦
(
1− e−〈Vsf,ν〉
)
H2(dν)
≤ C‖f‖he
−δs〈h, β〉 + C‖f‖he
−δs
∫
{〈h,ν〉≤1}
〈h, ν〉H2(dν)
+ C‖f‖he
−δs
∫
{〈h,ν〉>1}
(1 + log(1 + 〈h, ν〉))H2(dν).
In view of (3.2) and (2.5) we find that the right-hand side is finite, i.e. (3.5) holds. This
proves the assertion. 
We are now prepared to complete the proof.
Proof of Theorem 3.1. Using (3.4) combined with Lemma 3.3 shows that, for each f ∈
Bh(E)
+, ∫
Mh(E)
e−〈f,ν〉Pt(µ, dν) −→ exp
− ∞∫
0
ψ(Vsf)ds
 , t→∞. (3.7)
Since
∫∞
0 ψ(Vsf)ds ≤ Cδ
−1‖f‖h, one finds that the right-hand side is continuous at
f = 0 and therefore the Laplace transform of a unique π ∈ P(Mh(E)), apply e.g.
Proposition 2.1. It remains to show that π is the unique invariant measure.
In order to show that π is invariant, we use a similar argument to [18]. Fix f ∈
Bh(E)
+ and t ≥ 0. Then using VsVt = Vs+t for s, t ≥ 0 yields∫
Mh(E)
e−〈f,ν〉
 ∫
Mh(E)
Pt(µ, dν)π(dµ)

=
∫
Mh(E)
exp
−〈Vtf, µ〉 − t∫
0
ψ(Vsf)ds
π(dµ)
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= exp
− t∫
0
ψ(Vsf)ds
 exp
− ∞∫
0
ψ(VsVtf)ds

= exp
− t∫
0
ψ(Vsf)ds
 exp
− ∞∫
t
ψ(Vsf)ds

= exp
− ∞∫
0
ψ(Vsf)ds
 = Lπ(f).
Hence by uniqueness of Laplace transforms (see Proposition 2.1) we conclude that π is
invariant.
Let us prove that π is the unique invariant measure. Let π′ be another invariant
measure. For each t ≥ 0 we obtain from (3.1)
Lπ′(f) =
∫
Mh(E)
 ∫
Mh(E)
e−〈f,ν〉Pt(µ, dν)
 π′(dµ).
Taking the limit t→∞ and using (3.7) gives
Lπ′(f) = exp
− ∞∫
0
ψ(Vsf)ds
 = Lπ(f).
Since f was arbitrary, we conclude that π = π′. 
4. Ergodicity and convergence rate
In this section we study the convergence rate for Pt(µ, ·) −→ π in two different
distances on P(Mh(E)). We define the Laplace distance on P(Mh(E)) by
dL(ρ, ρ˜) = sup
f∈Bh(E)+
|Lρ(f)− Lρ˜(f)|
‖f‖∞
, ρ, ρ˜ ∈ P(Mh(E)). (4.1)
It is not difficult to see that (P(Mh(E)), dL) is a complete metric space. Moreover,
convergence with respect to dL implies weak convergence. For ρ ∈ P(Mh(E)) we let
P ∗t ρ(dν) =
∫
Mh(E)
Pt(µ, dν)ρ(dµ), t ≥ 0. (4.2)
It describes the distribution of the (ξ, φ, ψ)-superprocess at time t ≥ 0 when its law at
initial time t = 0 is given by ρ. Clearly π ∈ P(Mh(E)) is an invariant measure if and
only if P ∗t π = π holds for all t ≥ 0. The following is our first main result of this section.
Theorem 4.1. Suppose that the (ξ, φ, ψ)-superprocess is subcritical and H2 satisfies
(3.2). Let π be the unique invariant measure given by Theorem 3.1. Then there exists
a constant C > 0 such that, for each ρ ∈ P(Mh(E)),
dL(P
∗
t ρ, π) ≤ Ce
−δt
1 + ∫
Mh(E)
log(1 + 〈h, µ〉)ρ(dµ)
 , t ≥ 0,
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where δ is given by (2.13).
Based on the construction of (ξ, φ, ψ)-superprocesses, it is natural to measure the
rate of convergence in the distance dL. Surprisingly enough, such metric was to our
knowledge not used in the literature so far.
Next we study the convergence rate with respect to the Wasserstein-1-distance intro-
duced below. Denote by ‖ · ‖TV,h the weighted total variation distance
‖µ− µ˜‖TV,h =
∫
E
h(x)|µ − µ˜|(dx)
where |µ−µ˜| = (µ−µ˜)++(µ−µ˜)− and (µ−µ˜)± denote the Hahn-Jordan decomposition
of the signed measure µ − µ˜. Using the homeomorphism Mh(E) ∋ µ 7−→ h(x)µ(dx) ∈
M
1
(E) combined with [27, Corollary 1.12] one can show that the Borel-σ-algebra gen-
erated by the weighted total variation distance coincides with (2.2). Hence P(Mh(E))
remains the same although the topologies generated by (2.1) and the weighted total
variation distance do not coincide.
Given ρ, ρ˜ ∈ P(Mh(E)), we call H a coupling of (ρ, ρ˜) if it is a Borel probability
measure on Mh(E)×Mh(E) whose marginals are given by ρ and ρ˜. Denote by H(ρ, ρ˜)
the collection of all couplings of (ρ, ρ˜), respectively. The Wasserstein-1-distance on
P1(Mh(E)) is defined by
W1(ρ, ρ˜) = inf

∫
Mh(E)×Mh(E)
‖µ− µ˜‖TV,hH(dµ, dµ˜) : H ∈ H(ρ, ρ˜)
 ,
where
P1(Mh(E)) =
ρ ∈ P(Mh(E)) :
∫
Mh(E)
〈h, µ〉ρ(dµ) <∞
 .
By classical results on Wasserstein distances, see [37], one finds that (P1(Mh(E)),W1) is
a complete metric space. Convergence with respect to W1 is strictly stronger then weak
convergence on P1(Mh(E)). The following is our second main result of this section.
Theorem 4.2. Suppose that the (ξ, φ, ψ)-superprocess is subcritical and H2 satisfies
(2.12). Then the unique invariant measure π belongs to P1(Mh(E)) and satisfies∫
Mh(E)
µ(dx)π(dµ) =
∞∫
0
R∗sa(dx)ds <∞. (4.3)
Moreover, there exists a constant C > 0 such that, for each ρ ∈ P1(Mh(E)),
W1(P
∗
t ρ, π) ≤
 ∫
Mh(E)
〈h, µ〉ρ(dµ) +
∞∫
0
〈Rsh, a〉ds
Ce−δt, t ≥ 0, (4.4)
where δ is given by (2.13).
In the particular case E = {1, . . . , d} based on the use of Stochastic Differential
Equations some similar (and essentially stronger) estimates have been recently obtained
in [13]. Unfortunately the techniques developed there do not directly apply in this
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case. Our proof is strongly based on the representation of the Laplace transforms (2.8)
combined with some properties of the Wasserstein-1-distance.
4.1. Proof of Theorem 4.1. Let C > 0 be a generic constant which may vary from
line to line. Take f ∈ Bh(E)
+, t ≥ 0 and µ ∈ P(Mh(E)). Then
|LPt(µ,·)(f)− Lπ(f)| =
∣∣∣∣∣∣exp
−〈Vtf, µ〉 − t∫
0
ψ(Vsf)ds
− exp
− ∞∫
0
ψ(Vsf)ds
∣∣∣∣∣∣
≤ exp
− t∫
0
ψ(Vsf)ds
∣∣∣e−〈Vtf,µ〉 − 1∣∣∣
+
∣∣∣∣∣∣exp
− t∫
0
ψ(Vsf)ds
− exp
− ∞∫
0
ψ(Vsf)ds
∣∣∣∣∣∣
= I1 + I2.
Using |e−a − e−b| ≤ 1 ∧ |a− b|, a, b ≥ 0, and then 1 ∧ a ≤ C log(1 + a), gives
I1 ≤ 1 ∧ 〈Vtf, µ〉 ≤ C log (1 + 〈Vtf, µ〉) ≤ C‖f‖he
−δt (1 + log(1 + 〈h, µ〉)) ,
where we have used (3.6). Similarly we obtain for the second term
I2 ≤
∞∫
t
ψ(Vsf)ds ≤ C‖f‖h
∞∫
t
e−δsds ≤ Cδ−1‖f‖he
−δt.
Combining both estimates gives
dL(Pt(µ, ·), π) ≤ Ce
−δt (1 + log(1 + 〈h, µ〉)) .
Let ρ ∈ P(Mh(E)) and let H be any coupling of (ρ, π). Using Lemma A.4 gives
dL(P
∗
t ρ, π) = dL(P
∗
t ρ, P
∗
t π)
≤
∫
Mh(E)×Mh(E)
dL(Pt(µ, ·), Pt(µ˜, ·))H(dµ, dµ˜)
≤
∫
Mh(E)×Mh(E)
Ce−δt (1 + log(1 + 〈h, µ〉))H(dµ, dµ˜)
= Ce−δt
1 + ∫
Mh(E)
log(1 + 〈h, µ〉)ρ(dµ)
 .
This completes the proof of Theorem 4.1.
4.2. Proof of Theorem 4.2. Using first Pt(µ, ·) −→ π weakly as t → ∞ combined
with the Lemma of Fatou gives∫
Mh(E)
〈f, ν〉π(dν) ≤ lim inf
t→∞
∫
Mh(E)
〈f, ν〉Pt(µ, dν)
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= lim inf
t→∞
〈Rtf, µ〉+ t∫
0
〈Rsf, a〉
 = ∞∫
0
〈Rsf, a〉ds <∞,
where we have used Lemma 2.6 combined with (3.4). This proves (4.3). Denote by
Q(µ, dν) the transition probabilities of the (ξ, φ, ψ = 0)-superprocess. From (2.8) we
obtain Pt(µ, ·) = Q(µ, ·) ∗ P (0, ·). Using first the convexity of the Wasserstein distance
(see [37, Theorem 4.8]) and then Lemma A.5 yields
W1(P
∗
t ρ, π) =W1(P
∗
t ρ, P
∗
t π)
≤
∫
Mh(E)×Mh(E)
W1(Pt(µ, ·), Pt(µ˜, ·))H(dµ, dµ˜)
≤
∫
Mh(E)×Mh(E)
W1(Qt(µ, ·), Qt(µ˜, ·))H(dµ, dµ˜).
Estimating the Wasserstein distance from above by the particular choice of coupling
Qt(µ, dν)Qt(µ˜, dν˜) and then using ‖ν − ν˜‖TV,h ≤ ‖ν‖TV,h + ‖ν˜‖TV,h = 〈h, ν〉 + 〈h, ν˜〉
yields
W1(Qt(µ, ·), Qt(µ˜, ·)) ≤
∫
Mh(E)×Mh(E)
‖ν − ν˜‖TV,hQt(µ, dν)Qt(µ˜, dν˜)
≤
∫
Mh(E)
〈h, ν〉Qt(µ, dν) +
∫
Mh(E)
〈h, ν〉Qt(µ˜, dν)
= 〈Rth, µ〉+ 〈Rth, µ˜〉
≤ Ce−δt (〈h, µ〉+ 〈h, µ˜〉) ,
where the last equality follows from Lemma 2.6 with f = h. Hence we obtain
W1(P
∗
t ρ, π) ≤ Ce
−δt
∫
Mh(E)×Mh(E)
(〈h, µ〉+ 〈h, µ˜〉)H(dµ, dµ˜)
=
 ∫
Mh(E)
〈h, µ〉ρ(dµ) +
∫
Mh(E)
〈h, µ〉π(dµ)
Ce−δt.
In view of (4.3), the assertion is proved.
5. Examples
5.1. Super-Le´vy processes. Let E = Rd and denote by C0(R
d) the Banach space
of continuous functions vanishing at infinity. Let ξ be a Le´vy process with generator
(A,D(A)) on C0(R
d) and transition semigroup
p
ξ
tf(x) = Ex[f(ξt)], f ∈ C0(R
d).
16 MARTIN FRIESEN
Let φ be the branching mechanism given by
φ(x, f) = bf(x) + cf(x)2 +
∞∫
0
(
e−zf(x) − 1 + f(x)z
)
m(x, dz),
where b ∈ R, c ≥ 0 and supx∈Rd
∫∞
0 z ∧ z
2n(x, dz) <∞. For vanishing immigration (i.e.
ψ ≡ 0) and in dimension d = 1 the corresponding branching process was constructed
in [15]. Below we introduce immigration of mass into the system. Let ρ be a Borel
probability measure on Rd and consider the immigration mechanism
ψ(f) =
∞∫
0
(
1− e−z〈f,ρ〉
)
G(dz),
where G is a Borel measure on (0,∞) such that
∫∞
0 zG(dz) <∞.
This model describes a system of particles as follows. New mass immigrates according
to a Poisson random measure with distribution ρ and intensity described by the measure
G. After mass is placed inside supp(ρ) ⊂ Rd, it evolves according to the prescribed Le´vy
process ξ performing randomly some branching described by the mechanism φ. Below
we briefly explain how the general results of this work can be applied to this case.
Suppose that there exists a strictly positive, continuous function h ∈ C0(R
d) which
belongs to the domain of the extended generator and satisfies Ah ≤ Kh for some
constant K > 0. Then conditions (A1) – (A3) are satisfied. Since φ is local, we have
γ(x, dy) = 0 and hence rt(x, dy) = e
−btp
ξ
t (x, dy) which yields∫
E
h(y)rt(x, dy) = e
−bt
∫
E
h(y)pξt (x, dy) ≤ e
(K−b)th(x).
This shows that the super-Le´vy process is subcritical provided that b > K. In particular,
under the suitable integrability condition
∞∫
1
log(z)G(dz) <∞,
such process has a unique invariant measure, see Section 3.
5.2. Infinite-type continuous-state branching processes with immigration. Let
E be a countable (finite or infinite) discrete set equipped with the discrete topology.
The reader may think about the particular cases E = Zd and E = N. Let h = (h(x))x∈E
be a strictly positive sequence of elements indexed by E. Define the weighted space of
summable sequences
ℓ1h =
{
µ = (µ(x))x∈E |
∑
x∈E
µ(x)h(x) <∞
}
and the weighted space of bounded sequences
ℓ∞h =
{
f = (f(x))x∈E | sup
x∈E
|f(x)|
h(x)
<∞
}
.
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The corresponding pairing is given by
〈f, µ〉 =
∑
x∈E
f(x)µ(x), f ∈ ℓ∞h , µ ∈ ℓ
1
h.
Below we consider a particle system with sites indexed by E and noncompact spins R+,
i.e. the state space is RE+. Such particle system is supposed to be described by the
following objects:
(i) Let ξ be a conservative Markov chain on E whose generator is given by
(Af)(x) =
∑
y∈E
(f(y)− f(x))q(x, y), f ∈ Bh(E),
where q(x, y) ≥ 0 is such that
sup
x∈E
∑
y∈E
q(x, y) <∞. (5.1)
Moreover there exists a constant C > 0 satisfying∑
y∈E
h(y)q(x, y) ≤ Ch(x) + h(x)
∑
y∈E
q(x, y), x ∈ E. (5.2)
(ii) (b(x))x∈E a bounded sequence.
(iii) (c(x))x∈E is a nonnegative sequence such that (h(x)c(x))x∈E is bounded.
(iv) (η(x, y))x,y∈E is an infinite matrix with nonnegative entries such that∑
y∈E
h(y)η(x, y) ≤ Ch(x), x ∈ E
for some constant C > 0.
(v) H1(x, dη) is a collection of σ-finite measures on ℓ
1
h\{0} indexed by E and satisfying∫
ℓ1
h
\{0}
(
〈h, ν〉 ∧ 〈h, ν〉2 + 〈h, νx〉
)
H1(x, dν) ≤ Ch(x), x ∈ E,
for some constant C > 0.
(vi) (β(x))x∈E ∈ ℓ
1
h is a nonnegative sequence.
(vii) H2 is a Borel measure on ℓ
1
h\{0} satisfying∫
ℓ1
h
\{0}
1 ∧ 〈h, ν〉H2(dν) <∞.
For x ∈ E and (f(x))x∈E ∈ ℓ
∞
h nonegative, we introduce the branching mechanism
φ(x, f) = c(x)f(x)2 + b(x)f(x)−
∑
y∈E
f(y)η(x, y)
+
∫
ℓ1
h
\{0}
(
e−〈f,ν〉 − 1 + f(x)ν(x)
)
H1(x, dν)
and immigration mechanism
ψ(f) =
∑
x∈E
f(x)β(x) +
∫
ℓ1
h
\{0}
(
1− e−〈f,ν〉
)
H2(dν). (5.3)
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Theorem 5.1. Suppose that conditions (i) – (vii) are satisfied. Then
(a) For each nonnegative sequence f ∈ ℓ∞h there exists a unique locally bounded solution
(vt(x))x∈E in ℓ
∞
h to
dvt(x)
dt
= Avt(x)− φ(x, vt), v0(x) = f(x), x ∈ E. (5.4)
(b) There exists a unique Markov kernel Pt(η, dµ) whose Laplace transform is given by∫
ℓ1
h
e−〈f,µ〉Pt(η, dµ) = exp
−〈Vtf, η〉 − t∫
0
ψ(Vsf)ds
 .
where f ∈ ℓ∞h is nonnegative and Vtf(x) = vt(x).
(c) Assume that there exists a constant δ > 0 satisfying
∑
y∈E
h(y) (q(x, y) + γ(x, y)) ≤
b(x) +∑
y∈E
q(x, y)
h(x) − δh(x), (5.5)
for each x ∈ E where
γ(x, y) = η(x, y) +
∫
ℓ1
h
\{0}
1{x 6=y}ν(y)H1(x, dν).
Then the corresponding superprocess is subcritical.
Proof. Note that Mh(E) may be identified by µ 7−→ (µ({x}))x∈E ≡ (µ(x))x∈E with ℓ
1
h.
Similarly we can identify Bh(E) by f 7−→ (f(x))x∈E with ℓ
∞
h . Condition (5.1) implies
that A is a bounded operator on B
1
(E) and by (5.2) it is also bounded on Bh(E). Hence
condition (A1) is satisfied. Conditions (A2) and (A3) are immediate consequences of
(ii) – (vii) so that assertions (a) and (b) follow from Theorem 3.1. Let us prove assertion
(c). Observe that the right-hand side in (5.4) satisfies
Avt(x)− φ(x, vt) = φ˜(x, vt),
where φ˜(x, f) is a new branching mechanism given by
φ˜(x, f) = b˜(x)f(x) + c(x)f(x)2 −
∑
y∈E
f(y)γ˜(x, y)
+
∫
ℓ1
h
\{0}
(
e−〈f,ν〉 − 1 + 〈f, ν〉
)
H2(x, dν)
with
b˜(x) = b(x) +
∑
y∈E
q(x, y), γ˜(x, y) = q(x, y) + γ(x, y).
Hence (vt)t≥0 given by (5.4) is also the unique solution to
dvt(x)
dt
= −φ˜(x, vt), v0(x) = f(x).
Using this new representation (which has no spatial motion) we first observe that it still
satisfies conditions (A1) – (A3) for the particular choice ξt = ξ0, t ≥ 0. We proceed
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to compute the semigroup (Rt)t≥0. Since ξt = ξ0, we have p
ξ
tf(x) = f(x) and hence in
view of (2.9) the semigroup (Rt)t≥0 is the unique solution to
Rth(x) = h(x) +
t∫
0
RsBh(x)ds,
i.e. Rt = e
tB , where B is a bounded linear operator on Bh(E) given by
Bf(x) =
∑
y∈E
f(y)γ˜(x, y)− b˜(x)f(x).
By (5.5) one has Bh(x) ≤ −δh(x) which shows that Rth(x) ≤ e
−δth(x). Since
Bf(x) = Af(x) +
∑
y∈E
f(y)γ(x, y)− b(x)f(x),
we conclude the assertion. 
Recently in [25] the authors have studied local and global extincition for the particular
choice E = N, h(x) ≡ 1 with branching mechanism
φ(x, f) = b(x)f(x) + c(x)f(x)2 +
∞∫
0
(
e−zf(x) − 1 + zf(x)
)
G0(x, dz) (5.6)
− g(x)
d(x)〈f, πx〉+ ∞∫
0
(
1− e−z〈f,πx〉
)
G1(x, dz)
 ,
immigration mechanism ψ ≡ 0 and trivial spatial motion, i.e. q(x, y) ≡ 0. Here
c(x), g(x), d(x) ≥ 0 and b(x) ∈ R are bounded sequences and (πx)x∈N is a family of
probability distributions on N with πx({x}) = 0 for all x ∈ N, and z ∧ z
2G0(x, dz) and
zG1(x, dz) are bounded kernels from N to (0,∞). Note that the first part in φ corre-
sponds to local branching while the second part is nonlocal branching which couples
different lattice points in a nontrivial way. Below we introduce immigration to this
model and show that it satisfies conditions (i) – (vii).
Corollary 5.2. Let E = N, h(x) ≡ 1, φ be given by (5.6) and ψ by (5.3). Then
conditions (i) – (vii) are satisfied. If there exists δ > 0 such that
g(x)
d(x) + ∞∫
0
zG1(x, dz)
 ≤ b(x)− δ, x ∈ E,
then (5.5) is satisfied and the corresponding superprocess is subcritical.
Proof. Let η(x, dy) = g(x)d(x)πx(dy) and set
H1(x, dν) =
∞∫
0
δzδx(dν)G0(x, dz) +
∞∫
0
δzπx(dν)g(x)G1(x, dz),
then it is easily seen that conditions (i) – (vii) are satisfied. The second assertion follows
by direct computation. 
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Appendix
A.1. Proof of Theorem 3.1.
Proof. Assertion (a) is a particular case of [27, Theorem 6.3]. For later use we sketch
the most important step in the proof. Define a new transition semigroup p˜ξt (x, dy) =
e−αt
h(y)
h(x)p
ξ
t (x, dy) and branching mechanism φ˜(x, f) = h(x)
−1φ(x, hf)− αf(x). Then it
was shown that there exists a unique locally bounded solution ut(x, f) to
ut(x, f) = p˜
ξ
tf(x)−
t∫
0
∫
E
φ˜(y, ut−s)p˜
ξ
s(x, dy)ds, f ∈ B1(E)
+.
This solution defines a comulant semigroup Utf(x) = ut(x, f), i.e.
Utf(x) =
∫
E
f(y)λ˜t(x, dy) +
∫
M(E)◦
(
1− e−〈f,ν〉
)
L˜t(x, dν), (A.7)
where λ˜t and L˜t are bounded kernels for each t ≥ 0. Finally it was shown that
Vtf(x) := h(x)Ut(h
−1f)(x), f ∈ Bh(E)
+ (A.8)
is the desired solution to (2.6), i.e. assertion (a) is proved. By uniqueness we find that
(Vt)t≥0 is a nonlinear semigroup. Invoking (A.7) and (A.8) we find that
λt(x, dy) =
h(x)
h(y)
λ˜t(x, dy), Lt(x, dν) = h(x)L˜(x, ·) ◦ I
−1(dν),
where I : M
1
(E)◦ −→ Mh(E)
◦, I(ν) = h−1ν. This proves assertion (b). Assertion (c)
can be obtained as follows. Define H
(n)
2 (dν) = 1{〈h,ν〉> 1
n
}H2(dν) and let ψn be given
by (2.4) with H2 replaced by H
(n)
2 . By [27, Proposition 9.17] there exists a unique
Markov kernel P
(n)
t (µ, dν) satisfying (2.8) with ψ replaced by ψn. Taking the limit
n → ∞ and using Proposition 2.1 proves the existence of Pt(µ, dν) satisfying (2.8).
Since Vs+t = VsVt, it is not difficult to see that Pt(µ, dν) is a Markov kernel. 
A.2. Proof of Lemma 2.5. Let (Ut)t≥0 be the comulant semigroup given by (A.7)
and let (R˜t)t≥0 be the semigroup on B1(E) obtained from
R˜tf(x) =
∫
E
f(y)p˜ξt (x, dy) +
t∫
0
∫
E
(
Γ˜R˜t−sf(y)− b˜(y)R˜t−sf(y)
)
p˜ξs(x, dy)ds,
where p˜ξt (x, dy) = e
−αt h(y)
h(x)p
ξ
t (x, dy), b˜(x) = b(x)− α and
Γ˜f(x) =
∫
E
f(y)γ˜(x, dy), γ˜(x, dy) =
h(y)
h(x)
γ(x, dy).
It was shown in [27, Proposition 2.18 and 2.24] that Utf ≤ R˜tf and
1
ε
Ut(εf)(x) ր
R˜tf(x) as εց 0 for each f ∈ B1(E)
+.
Observe that h(x)R˜t(h
−1f)(x) defines a semigroup of bounded linear operators on
Bh(E)
+ which satisfies (2.9). Since the operator Bf(x) = Γf(x)−b(x)f(x) is a bounded
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linear operator on Bh(E), it follows that (2.9) has a unique solution, i.e. we get Rtf(x) =
h(x)R˜t(h
−1f)(x). Using representation (2.7) we easily find that
1
ε
Vt(εf)(x) = h(x)
1
ε
Ut(εh
−1f)(x)ր h(x)R˜t(h
−1f)(x) = Rtf(x).
Hence using (A.8) and this limit one finds (2.10).
A.3. Proof of Proposition 2.6. Fix µ ∈ Mh(E) and let f ∈ Bh(E)
+. By linearity
and definition of the adjoint semigroup (R∗t )t≥0 it suffices to prove for each t ≥ 0∫
Mh(E)
〈f, ν〉Pt(µ, dν) = 〈Rtf, µ〉+
t∫
0
〈Rsf, β〉+ ∫
Mh(E)◦
〈Rsf, ν〉H2(dν)
 ds.
We start with one auxilliary result.
Lemma A.3. For each f ∈ Bh(E)
+ and t ≥ 0 one has
lim
εց0
1
ε
t∫
0
ψ(Vs(εf))ds =
t∫
0
〈Rsf, β〉+ ∫
Mh(E)◦
〈Rsf, ν〉H2(dν)
 ds.
Proof. Write
1
ε
t∫
0
ψ(Vs(εf))ds =
t∫
0
∫
E
Vs(εf)(x)
ε
β(dx)ds +
t∫
0
∫
Mh(E)◦
1− e−〈Vs(εf),ν〉
ε
H2(dν)ds.
Next using Vs(εf)
ε
ր Rtf pointwise and
lim
εց0
1− e−〈Vs(εf),ν〉
ε
= 〈Rtf, ν〉, ν ∈Mh(E)
◦
with
1− e−〈Vs(εf),ν〉
ε
≤
1
ε
〈Vs(εf), ν〉 ≤ 〈Rtf, ν〉
the assertion follows by dominated convergence. 
Based on this observation we complete the proof of Proposition 2.6.
Proof of Proposition 2.6. Fix f ∈ Bh(E)
+ and take ε > 0. Applying first monotone
convergence and then (2.8) gives∫
Mh(E)
〈f, ν〉Pt(µ, dν) = lim
εց0
∫
Mh(E)
1− e−〈εf,ν〉
ε
Pt(µ, dν)
= lim
εց0
1− exp
(
−〈Vt(εf), µ〉 −
t∫
0
ψ(Vs(εf))ds
)
ε
.
= lim
εց0
∫
E
Vt(εf)(x)
ε
µ(dx) +
1
ε
t∫
0
ψ(Vs(εf))ds

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= 〈Rtf, µ〉+
t∫
0
〈Rsf, β〉+ ∫
Mh(E)◦
〈Rsf, ν〉H2(dν)
 ds <∞.
This proves the assertion. 
A.4. Some results of distances on P(Mh(E)).
Lemma A.4. Let ρ, ρ˜ ∈ P(Mh(E)) and H ∈ H(ρ, ρ˜). Then
dL(P
∗
t ρ, P
∗
t ρ˜) ≤
∫
Mh(E)×Mh(E)
dL(Pt(µ, ·), Pt(µ˜, ·))H(dµ, dµ˜).
Proof. Take f ∈ Bh(E)
+. Using the definition of P ∗t and the fact that H is a coupling
of (ρ, ρ˜) gives
|LP ∗t ρ(f)− LP ∗t ρ˜(f)| =
∣∣∣∣∣∣∣
∫
Mh(E)
∫
Mh(E)×Mh(E)
e−〈f,ν〉 (Pt(µ, dν)− Pt(µ˜, dν))H(dµ, dµ˜)
∣∣∣∣∣∣∣
≤
∫
Mh(E)×Mh(E)
∣∣LPt(µ,·)(f)− LPt(µ˜,·)(f)∣∣H(dµ, dµ˜)
≤ ‖f‖h
∫
Mh(E)×Mh(E)
dL(Pt(µ, ·), Pt(µ˜, ·))H(dµ, dµ˜).
Since f was arbitrary, the assertion is proved. 
Lemma A.5. Let ρ, ρ˜, g ∈ P(Mh(E)). Then W1(ρ ∗ g, ρ˜ ∗ g) ≤W1(ρ, ρ˜).
Proof. For F :Mh(E) −→ R define ‖F‖Lip = supµ6=µ˜
|F (µ)−F (µ˜)|
‖µ−µ˜‖TV,h
. Using the Kantorovich-
Duality we obtain
W1(ρ ∗ g, ρ˜ ∗ g) = sup
‖F‖Lip≤1
∣∣∣∣∣∣∣
∫
Mh(E)
F (µ)(ρ ∗ g)(dµ) −
∫
Mh(E)
F (µ)(ρ˜ ∗ g)(dµ)
∣∣∣∣∣∣∣
= sup
‖F‖Lip≤1
∣∣∣∣∣∣∣
∫
Mh(E)
Fg(µ)ρ(dµ) −
∫
Mh(E)
Fg(x)ρ˜(dµ)
∣∣∣∣∣∣∣
≤ sup
‖F‖Lip≤1
∣∣∣∣∣∣∣
∫
Mh(E)
F (µ)ρ(dµ)−
∫
Mh(E)
F (µ)ρ˜(dµ)
∣∣∣∣∣∣∣ =W1(ρ, ρ˜),
where we used that Fg(µ) =
∫
Mh(E)
F (µ+ µ˜)g(dµ˜) satisfies ‖Fg‖Lip ≤ 1. 
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