Let V be the space of (r; r) Hermitian matrices and let be the cone of the positive de nite ones. We say that the random variable S; taking its values in ;
above, we say that for p 2 = f1;2;:::;r ? 1g (r ? 1; 1); and 2 , the complex Wishart distribution p; with shape parameter p and scale parameter is de ned by its Laplace transform (det(I r ? )) ?p : For p > r ? 1 its density is (1.3): For p in the singular part f1;2;:::;r ?1g of , it has the distribution of S as de ned in (1.1). The fact that the set of values of p such that (det(I r ? )) ?p is the Laplace transform of a positive measure is is known as Gyndikin's theorem (see Casalis and Letac (1994) for an accessible proof). Our de nition of p; as the complex Wishart distribution, slightly di ers from the traditional de nition given in Goodman (1963) because of the factor 1=2 in (1.1). The correspondence between the two de nitions is W r ( n 2 ; 2 ) = p; :
2 The moments and the inverse moments.
This paper has been written partly to give a complete answer to the question considered in Maiwald and Kraus (2000) , where the authors provide some exact and some approximate formulas for lower moments of the complex Wishart distribution. Our paper extends their results by providing exact formulas for moments of any order, and by trying to give insight into the mechanisms that give us the desired moments. In order to state our results, we need to introduce some notation for the symmetric group S k of permutations of f1;2;:::;kg:
We recall that a permutation of a set fa 1 ; : : : ; a l g of l objects is called a cycle if there exists a bijection ' from f1;2;:::;lg to f1;:::;lg such that for all j one has (a '(j) ) = a '(j+1) ; with the convention '(l + 1) = '(1): The permutation can also be denoted by ' : Note that ' is not unique. More speci cally, we say that the two bijections ' and ' 0 are equivalent if there exists an integer q such that ' 0 (j) = '(j +q) for all j, where j + q is taken modulo l: Clearly ' = ' 0 if and only if ' and ' 0 are equivalent. Note also that if the objects fa 1 ; : : :; a l g are (r; r) complex matrices, we use the well known property of commutativity for traces to see that trace (a '(1) a '(2) : : :a '(l) ) = trace (a ' 0 (1) a ' 0 (2) : : :a ' 0 (l) ) (2.4) when ' and ' 0 are equivalent. When = ' is a cycle, we denote the common value of (2.4) in a symbolic way by trace ( Y j2 a j ): (2.5) Now, it is a classical result of group theory that any element of S k can be written in a unique way as the product of cycles built on a set partition of f1;2;:::;kg: Denote by C( ) the set of these cycles, and denote by m( ) the size of C( ); i.e. the number of cycles. For 2 S k ; for 2 and for a sequence (h 1 ; : : :; h k ) of (r; r) complex matrices, we now de ne the quantity Let us illustrate this with an example. Suppose that k = 6 and that is given by (1) = 6; (2) = 5; (3) = 1, (4) = 4; (5) = 2 and (6) = 3: Then m( ) = 3 and with obvious notation, we write these three cycles as (1; 6; 3); (2; 5) and (4): More commonly, we write = (1; 6; 3)(2; 5)(4): The order on the set C( ) and the circular order inside the cycles are irrelevant and we can also write = (4)(2; 5)(6; 3; 1) for instance. For the particular example above, r ( )(h 1 ; : : :; h 6 ) = trace ( h 4 )trace ( h 2 h 5 )trace ( h 1 h 6 h 3 ):
The two main results of this paper are given in Theorem 2 and Theorem 4 below, which link arbitrary moments and inverse moments of the complex Wishart distribution, respectively, with the symmetric group S k : Theorem 1 is a particular case of Theorem 2, but is actually a crucial ingredient in its proof and deserves a separate treatment. Theorem 1. Let V be the space of (r; r) Hermitian matrices, let be in the cone of positive de nite elements of V and let p be in the Gyndikin set = f1;2;:::;r ? 1g (r ? Maiwald and Kraus (2000) . Indeed, for k = 1 and k = 2, (2.10) below gives the same results as their formulas (15)-(17). For k = 3, their formula (18) gives the coe cient of p 3 and p 2 in (2.10) for = (1; 2)(3): For k = 4, their formula (19) gives the coe cient of p 4 and p 3 in (2.10) for = (1; 2)(3; 4): 
(2.14)
Theorem 4. We keep the same asumptions and notations as in Theorem 3. 1) For m 2 M k we denote Maiwald and Kraus (2000) .
To conclude this section, we observe that, for k = 1 and k = 2, the previous theorems give results which have already appeared in the litterature in the more general context of Wishart distributions on Jordan algebras. Indeed the present space V of (r; r) Hermitian have already appeared in Letac and Massam (1998) , formula (6.1), and in Letac and Massam (2000) , formulas (5.1), (6.1) and (6.2). In Section 8, we will comment on some Jordan algebra aspects of the problems considered here. Proof of Lemma 5. Using (3.22) , the result is clear for k = 1. Let us now assume that it is true for k: Let us take the di erential of (3.24) with respect to in the direction h k+1 : Using (3.22) The induction argument is therefore completed and the lemma is proved.
Let us now prove Theorem 1. We will do so rst for (h 1 ; : : :; h k ) Hermitian. If S is p; distributed, taking the k-th di erential of (3.20) Lemma 5 and (3.25) gives the proof of (2.7) for Hermitian matrices h j :
Let us now prove (2.7) for matrices which are not necessarily Hermitian. Consider the Hermitian matrices a j (0) = 1 2 (h j +h j ) and a j (1) = 1 2i (h j ?h j ); so that h j = a j (0)+ ia j (1): Consider also all sequences = ( 1 ; : : :; k ) 2 f0;1g k : We write j j = 1 + + k :
Using (2.7) for Hermitian matrices and the linearity of traces we have
which proves (2.7) for arbitrary complex matrices.
4 Proof of Theorem 2.
We begin with a corollary to Theorem 1. We rst need to introduce some notation. We are now in position to state the corollary of Theorem 1. It extends the formulas given between the formulas (14) and (15) Proof. We introduce here the following notation which will also be useful later: for (a; b) 2 f1;2;:::;rg 2 , let h ab = (h ab ts ) 1 t;s r (4.27) be the (r; r) matrix with h ab ba = 1 and h ab ts = 0 if (t; s) 6 = (b; a): The matrix h ab is designed so that trace Sh ab = S ab :
We now apply Theorem 1 to h j = h a j b j ; where B = (a 1 ; b 1 ; a 2 ; b 2 ; : : : ; a k ; b k ): Since trace Sh ab = S ab , it is clear that the rst member of (2.7) is equal to IE(S(B)): To compute the second member of (2.7), we observe that if (A (1) ; : : :; A (n) ) is a sequence of (r; r) matrices, then it can easily be proved by induction on n that trace (A (1) A (2) : : : A (n) ) = X
We notice that the second member of (4.28) is F(l (B)) when is the cycle (1; 2; : : : ; k):
Applying this to each cycle of 2 S k and using the de nition of r given in (2.6) we obtain r (F)(h a 1 b 1 ; : : :; h a k b k ) = F(l (B)): (4.29)
Letting F = and summing both sides of (4.29) over all 2 S k ; yields (4.26) and the corollary is proved.
We are now in position to prove Theorem 2. For B = (a 1 ; b 1 ; a 2 ; b 2 ; : : :; a k ; b k ) in D k given, we will prove Theorem 2 rst for h j = h a j b j : For these h j , it follows immediately from (4.29) applied to F = S that the left hand side of (2.10) is IE(S(l (B))) while the right hand side of ( 2.10) Now, we use the fact that 7 ! l is an antihomomorphism. Applying (4.26) to B 0 = l (B) yields (2.10) for h j = h a j b j :
In order to obtain (2.10) for any sequence (h 1 ; : : :; h k ) of (r; r) complex matrices, we use linearity in a standard way and the proof of Theorem 2 is complete.
Proof of Theorem 3.
Similarly to what we did for Theorem 2, we rst prove Theorem 3 for = identity and for Hermitian matrices h j : The idea of the proof is to use Stokes formula, roughly in the following way: if a function f de ned on is zero on the boundary @ = n and is smooth enough, then R f 0 (s)(h) (ds) = 0: Actually, we use this principle for the k th di erential of f, obtaining Z f (k) (s)(h 1 ; : : : ; h k ) (ds) = 0: (5.30)
The formula is applied to s 7 ! f(s) = C(p; r)(det s) q exp(trace ( s)); where C(p; r) is the constant in (1.3) and = ? ?1 is in ? : Since f is the product of the two functions u(s) = (det s) q and v(s) = C(p; r) exp(trace ( s)); we rst apply Leibnitz formula: (uv) (k) (s)(h 1 ; : : :; h k ) = X T f1;:::;kg
with the following notations: T 0 = f1;:::;kg n T is the complementary set of T; h T is the set of variables (h j ) j2T and u (T ) (s) means the di erential whose order is the size of T: For the particular choices that we have made for u and v; these di erentials are easy to compute. 
More generally, from the last formula, we get that, for all non empty T 1 f1;:::;kg; and therefore (5.33) yields the desired formula (2.11) of Theorem 3 for = identity and Hermitian matrices h j :
The remainder of the proof of Theorem 3 follows the same lines as the proofs of the two previous theorems: that is, as in Theorem 1, in a rst step, we prove (2.11) for = identity and for arbitrary h j ; by a linearity argument. In a second step, keeping = identity and choosing h j to be h j = h a j b j ; as de ned in (4.27), (2.11) from the rst step becomes
where B = (a 1 ; b 1 ; : : :; a k ; b k ): In the third step, we apply the formula above to B 0 = l (B) in order to obtain (2.11) for the particular h j = h a j b j but for arbitrary . Finally a linearity argument leads us to the proof of (2.11) in Theorem 3.
6 The case k = 3 and the irreducible representations of S k :
The remainder of the paper is devoted to the computation of the IE(r (S ?1 )(h 1 ; : : :; h k )); i.e. to the inversion of the (k!; k!) matrix M(q) = ((?1) k (?q) m( 0?1 ) ) appearing in (2.11) and to the proof of Theorem 4. In this section, we use the case k = 3 to show that methods from group theory arise naturally in this problem.
Let us denote the elements of S 3 by 1 = (1)(2)(3); 2 = (1; 2; 3); 3 = (1; 3; 2); 4 = (1)(2; 3); 5 = (2)(1; 3); 6 = (3)(1; 2): Following the order given by the i , and denoting by i 3 and j 3 the identity (3,3) matrix and the matrix containing only ones, respectively, we can write the matrix M(q) by blocks as M(q) = It is also interesting to compute the eigenspaces and eigenvalues of M(q): We obtain the eigenvalue q 3 ?3q 2 +2q, associated with the eigenvector 1; 1; 1; 1; 1; 1]; the eigenvalue q 3 +3q 2 +2q associated with the eigenvector 1; 1; 1; ?1;?1;?1]; and nally q 3 ?q; with multiplicity 4, associated with the 4-dimensional space orthogonal to the two preceeding eigenvectors. Note that these eigenspaces do not depend on q: To compute IE(r (S ?1 )(h 1 ; : : : ; h k )) for higher values of k,we will have to use methods which are less elementary than before, and we will have to rely on classical results for nite groups, which we will apply later to the group G = S k :
Given a nite group G; its algebra A(G) is the complex linear space of functions from G to C. This space is endowed with a product operation called convolution and
One can easily verify that this product on A(G) is associative. Its unit is the indicator e of the neutral element e of G: We give A(G) a Hermitian structure by de ning the scalar product
On G; we say that x is equivalent to x 0 if and only if there exists y in G such that x 0 = yxy ?1 : The We now specialize these notions to the group S k ; of size o(S k ) = k!: For k = 3; there are three classes f 1 g; f 2 ; 3 g; and f 4 ; 5 ; 6 g; whose portraits are given by i( 1 ) = (3; 0; 0), i( 2 ) = (0; 0; 1) and i( 4 ) = (1; 1; 0); abbreviated as (3), (0,0,1) and (1,1) respectively.
The functions from S k to C given by 7 ! r ( )(h 1 ; h 2 ; : : : ; h k ) are examples of elements of A(S k ). Note here an important fact: when h 1 = : : : = h k = h the function 7 ! r ( )(h; The Schur functions are s (3) (z 1 ; z 2 ; z 3 ) = z 3 1 + z 3 2 + z 3 3 + (z 1 z 2 2 + 5 terms) + z 1 z 2 z 3 s (2;1) (z 1 ; z 2 ; z 3 ) = (z 1 z 2 2 + 5 terms) + 2z 1 z 2 z 3 s (1;1;1) (z 1 ; z 2 ; z 3 ) = z 1 z 2 z 3 Ways to compute these functions for lower values of k are given in Fulton (1996) . We can now explain the form of (M(q)) ?1 , as given in (6.34) at the beginning of this section, by applying the above theory to G = S 3 and to the element f of Z(S 3 ) de ned by f((3)) = q 3 ; f((1; 1)) = ?q 2 and f((0; 0; 1)) = q: Recall that (6.34) is the representative matrix of L(f) It is immediate to verify that, for t = ?q, (7.45) is equivalent to (2.16). To prove (7.45), it su ces to x r k and let z 1 = = z r = 1 and z r+1 = = z k = 0 in Frobenius formula (6.41). We are very grateful to William Fulton for giving us this idea. We thus obtain r i 1 +:::+i k (1) = X 
(r + i ? j)
In the above sequence of equalities, (1) comes from (6.41), (2) from (7.43) and (7.44), Thus (7.45) is true for t = r = 1; 2; : : : ; k: Furthermore, it is trivially true for t = 0: Since both members of (7.45) are polynomials of degree k; (7.45) is proved, as well as (2.16). For a given m in M k ; the polynomial in q equal to Q k j=1 Q m j i=1 (q + j ? i) is called the content polynomial. Many of its properties (but not (7.45)) appear in Macdonald (1995) , in particular on p. 15-16. 8 The role of the Jordan algebra.
In this section, Theorem 9 provides an alternative method for computing f (?1) ( ) appearing in the inverse formula (2.18). We consider the problem of the computation of moments within the framework of Jordan algebras. Though not essential to the problem of moments, Jordan algebras provide a convenient framework. The statement of Proposition 7 does not necessitate any knowledge of Jordan algebras but its proof does. For the properties of Jordan algebras used in this proof, we will refer to Faraut and Koranyi, hereafter abbreviated FK]. We thus temporarily depart from our e ort of self containment in this paper but as we can read it in Fulton (1997) Letac and Massam (2000) , (2.1). Proposition 7 below will show that actually the m 's are associated with the eigenvectors of T p and T p :
Recall that r is the size of the Hermitian matrices which form the linear space V:
We introduce the so called In this sequence of equalities, (1) and (5) comes from the de nition of spherical functions, (2) is clear, (3) comes from Fubini and (4) The proof of Proposition 7 is complete. Proposition 7, as used in the proof of Theorem 9, will allow us to shed light on how the coe cients in the right hand side of (2.19) are obtained.
It is useful to think that I k indexes the rows and that M k indexes the columns of the matrix C k of characters of the group S k considered in (6.39) and that C k is a linear map from IR M k to IR I k ; and that C ?1 k is a linear map from IR I k to IR M k :
Theorem 9: Let C k be the matrix ( by applying (2.13), the de nition of the spherical functions and (7.44) . Using the matrix of characters C k ; we derive from (8.50) (r i (S ?1 )(h)) i2I k = C k ( m (S ?1=2 hS ?1=2 )) m2M k ; (8.51) and also ( m ( ?1=2 h ?1=2 )) m2M k = C ?1 k (r i ( ?1 )(h)) i2I k : (8.52) We take now the expectation of both sides of (8.51), apply (8.49) and (8.52) and get (IE(r i ( In this formula, if we take = identity and h 1 = : : : = h k = h we obtain IE(r (k) (S ?1 )(h)) = X Now let us compare the line of (8.53) corresponding to i = (k) with (8.54). The family of polynomials in h de ned by (r i (e)(h)) i2I k is an independent family if the dimension r of V is k: it is su cient to express these polynomials in terms of the eigenvalues of h to verify this. Thus the result is proved for r k: However, as we have seen, f (?1) (i) does not depend on r and the proof is complete. At this point the reader might wonder why we do not explain the coe cients for our results in (2.18), when is an arbitrary permutation. Things are a bit more delicate then. It is clear that Q j trace (S ?1 h j ) is the symmetric k multilinear form which is the polarization of the homogeneous polynomial with degree k de ned by h 7 ! (trace (S ?1 h)) k :
However, the polarization of r i (S ?1 )(h) has a more complicated form.
9 Examples for 4 k 9:
While in Section 6 we simply rediscovered results which had been previously obtained by brute force in the case k = 3, in this section, we illustrate the usage of group theory to compute IE(r (S ?1 )(h 1 ; : : :; h k )) for 4 k 9: It involves square matrices of size 5, 7, 11, 15, 22, 30 , instead of 24, 120, ... and 9! respectively. We will use tables of characters which can be easily be found in the literature ( for k = 4 and 5, see for instance S] p. 83 and 86, James and Kerber (1981) = (q 4 ; ?q 3 ; q 2 ; ?q;q 2 ) 1 24 Diag(1; 6; 8; 6; 3)C 4 = ( 1 24 q(q ? 1)(q ? 2)(q ? 3); 1 24 q(q + 1)(q + 2)(q + 3); 1 8 q(q 2 ? 1)(q ? 2); 1 8 q(q 2 ? 1)(q + 2); 1 12 q 2 (q 2 ? 1))
From this we can compute f (?1) ; which gives the solution to our inversion problem by IE(r (S ?1 )) = (f (?1) r( ?1 )) : It is enough is to compute the column vector of the (f ?1 (i)) i2I 4 : By formula (6.38) we get (we use t to indicate transposition) (5) 1; 10; 20; 30; 24; 15; 20) For the cases k = 6; 7; 8; 9 treated below, we will simply give the results without any explanations. For convenience, f (?1) (i) will be written as a column vector. We adopt the same ordering of conjugacy classes of permutations in S k as James, Kerber]. The p(k) = ]I k sequences of portraits i = (i 1 ; : : :; i k ) of permutations are ordered using the increasing lexicographical order:
i < if i m < j m for m = maxfn j i n 6 = j n g
We denote P k (q) the lowest common multiple of polynomials f m given by formula (2.15) of Theorem 4.
In the cases k = 5; 6; 7; 8; 9 computations have been done using XMaple. For further computations, the tables of characters of the symmetric group S k up to k = 18 are available on the webpage of GAP99 (1999).
Case k = 6; p(k) = 11.
Ordering of classes(using the shortened notation of portraits): 
Ordering of classes: 
Ordering of classes: from a part of the linear space T r into itself, its di erential is an endomorphism of T r and it makes sense to compute its Jacobian. This Jacobian is given in the following lemma, which should be called Bartlett's lemma (see Goodman (1963) where the X; Y; Z are linear maps of no interest here. Because this block matrix is triangular, D r+1 = det A det B det C: Now by de nition det A = D r and one can see that det B = (det ) 2 : This comes from the rather subtle point that C r is considered here as a real linear space of dimension 2r: Indeed, if m = a + ib is a complex (r; r) We need one more lemma to complete the proof.
Lemma 12: Let a be a (r; r) complex matrix. Consider the endomorphism of V de ned by s 7 ! ' a (s) = a sa: Then jdet' a j = jdetaj 2r : Proof: Assume rst that a = d is a diagonal matrix with real diagonal elements ( 1 ; : : : r ): Then ' d (s) = ( j s jk k ) 1 j;k r : Thus any matrix with entries all equal to 0 except for the (j; j) entry is an eigenvector for the eigenvalue 2 j : The set of matrices with entries all equal to 0 except for the pair of entries (jk) and (kj) provides a two dimensional real linear space which is stable under ' d and the restriction of ' d to this space has determinant ( j k ) 2 : Thus det ' d = Q r j=1 ( j ) 2 Q 1 j<k r ( j k ) 2 = (det d) 2r : Assume now that a = u is a unitary matrix (thus uu = u u = I r ): It is useful to consider V as a Euclidean space with inner product de ned by trace (ss 1 ) = hs;s 1 i:
Then ' u is an orthogonal endomorphism of V; since h' u (s); ' u (s)i = trace (u suu su) = trace s 2 = hs;si:
This implies that det ' u = 1 (we do not need the stronger result det ' u = 1 which can be shown by a connexity argument for the unitary group).
Finally, for the general case, we use a polar decomposition of a by writing a = udv where u and v are unitary and d is diagonal, obtaining ' a = ' v ' d ' u and det(' a ) = det (' v With the help of the previous proposition and of the previous lemma we then obtain the result. We also introduce the (r; r) matrix u = (u ij ) 1 i;j r de ned by u i;r+1?i = 1 for all i = 1; : : : ; r and u ij = 0 otherwise. Thus usu = (s r+1?i;r+1?j ); trace ( ?1 usu) = trace ((u (2) and (7) are due to de nitions, equalities (3) and (8) are due to (11.60), equality (4) is obtained by the change of variables s 0 = usu and Lemma 12 to insure that (ds) = (ds 0 ), (5) is true by FK] VII.1.2 while equality (6) is due to (11.61). The proof of the lemma is thus complete.
