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Abstract
Multi-center functional MRI (fMRI) research studies are advantageous but unavoidably
introduce variations in the results due to differences in imager vendor, magnetic field
strength, imaging pulse sequences, and many other aspects. These variations make com-
bining data from different MRI centers risky. Even for a single MRI center, temporal
variations over the course of a study can make combining data problematic. Therefore,
it is necessary in both situations to perform quality assurance (QA) measurements on a
regular basis. Unfortunately, there are no dynamic standards or phantoms as they are
called in the MRI community, which can mimic the small, rapidly changing fMRI signal
at a relatively large field-of-view (FOV) and number of magnetic field strengths.
The goal of this research was to develop a dynamic phantom which mimiced the signal
change in fMRI and hence could be used for QA procedures related to fMRI. A phantom
was developed with a rapidly switchable MRI signal. This phantom consisted of a ge-
ometric grid, eight vials with solutions of known proton spin-spin relaxation time (T2)
values, and a cylindrical electrical cell filled with a polar liquid, all surrounded by water.
An electrical circuit was built to interface the phantom to an imager through the pulse
sensor and produce pulsed electric (E) fields during the imaging sequence. The results
of spin-echo, echo planar imaging (SE-EPI) imaging sequence showed that the signal
changed by approximately 8% with the application of a 11.8 kV/m electric field. This
change was found to be based on the residual dipolar couplings induced by the applied
E field, directly related to the size of the field, and switchable in 50 µs.
I
This dissertation focuses on the underling physics and measurements made to dis-
cover the relationship between an applied electric field and the MRI signal, as well as the
design and construction of a working, switchable signal phantom based on these findings.
The current working phantom has applications as a spin-spin relaxation time standard in
quantitative MRI. With higher electric fields, the phantom might also be used to test the
gradient-echo, echo planar imaging (GRE-EPI) imaging sequence used in fMRI.
Acknowledgements
I would like to express my gratitude to my advisor, Prof. Joseph Hornak. His book, The
Basics of NMR, recommended by my former advisor, introduced me to this exciting field.
Without his guidance, patience and persistent help, this dissertation would not have been
completed.
I would like to thank my committee chair, Prof. George Thurston, for editing my dis-
sertation word by word. I would like to thank my committee members, Prof. Edmund
Kwok and Prof. Maria Helguera. Prof. Edmund Kwok spent nights and weekends per-
forming MRI experiments with us. He also gave me valuable advice on explaining the
results. Prof. Maria Helguera always asked insightful questions, encouraging me to con-
sider the research project from a new angle of view.
My sincere thanks also goes to Prof. Stefi Baum for her financial support. I would like
to thank all the professors who taught me courses in the first and second year. I learned
plenty of imaging theories and techniques from them, which made me better understand
MR images. I would like to thank Susan Chan for providing me precious suggestions on
course scheduling.
I would like to thank my friends, Hongmei Yuan, Weihua Sun, Lin Chen, Lingfei
Meng, Ruoyin Cai, Bin Chen, Jiashu Zhang, Jiangqin Sun for their encouragement and
assistance both in study and in life.
Finally, I would like to thank my parents and brother for supporting me uncondition-







Table of Contents V
List of Figures IX
List of Tables XIII
List of Abbreviations XV
1 Introduction 1
1.1 The Need for a Phantom with a Switchable Signal . . . . . . . . . . . . . . . 1
1.2 Review of Literature on functional Magnetic Resonance Imaging Phantoms 3
1.3 The Idea behind the Phantom . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Major Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Background 5
2.1 Nuclear Magnetic Resonance . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Spins and Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
V
2.1.2 Zeeman Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Chemical Shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.4 Dipole-Dipole Coupling . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.4.1 Expectation Value in Isotropic Liquids . . . . . . . . . . . . 8
2.1.4.2 Expectation Value in Anisotropic Liquids . . . . . . . . . . 9
2.1.5 J Coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.6 Relaxation Times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.6.1 T1, T2, T∗2 and their Dependence on B0 . . . . . . . . . . . . 10
2.1.6.2 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.7 Spin Echo and Echo Modulation . . . . . . . . . . . . . . . . . . . . . 15
2.1.8 Nuclear Magnetic Resonance Spectrometer . . . . . . . . . . . . . . . 16
2.1.8.1 Bruker DRX-300 Specifics . . . . . . . . . . . . . . . . . . . . 18
2.2 Polar Liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Propylene Carbonate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Magnetic Resonance Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.1 Localization and Gradient . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Echo Planar Imaging (EPI) . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.2.1 Gradient-Echo Echo Planar Imaging (GRE-EPI) . . . . . . . 28
2.3.2.2 Spin-Echo Echo Planar Imaging (SE-EPI) . . . . . . . . . . . 29
2.3.3 Magnetic Resonance Imaging System . . . . . . . . . . . . . . . . . . 29
2.3.3.1 GE Signa 1.5 T Specifics . . . . . . . . . . . . . . . . . . . . . 31
2.4 Functional Magnetic Resonance Imaging . . . . . . . . . . . . . . . . . . . . 31
2.4.1 Blood Oxygen Level Dependent Effect, Paramagnetism and Dia-
magnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.2 Functional Magnetic Resonance Imaging Experimental Design . . . 33
2.4.3 Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 Materials and Methods 35
3.1 Nuclear Magnetic Resonance Cells and Related Experiments . . . . . . . . . 35
3.1.1 Pulse Sequence and Circuit Design to Measure the Speed Change of
T2’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Magnetic Resonance Imaging Phantom and Related Experiments . . . . . . 42
3.2.1 The Structure of the MRI Phantom . . . . . . . . . . . . . . . . . . . . 42
3.2.2 Experimental Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2.3 Circuit Design to Automatically Control the Electric Field . . . . . . 47
4 Results and Discussion 51
4.1 T1, T2 and T′2 Values with E = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 T1, T2 and T′2 Values at 300 MHz with E > 0 . . . . . . . . . . . . . . . . . . . 53
4.2.1 E⊥B0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2.2 E‖B0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.3 The Rate of T′2 Change . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3 Echo Modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 T′2 Values and Imaging at 64 MHz . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4.1 T′2 Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4.2 Spin Echo-Echo Planar Imaging Results . . . . . . . . . . . . . . . . . 63
4.4.3 Gradient-Echo Echo-Planar Imaging Results . . . . . . . . . . . . . . 79
5 Conclusions 83
5.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A Bruker Pulse Program Code 87
B T1 and T2 Measurements on Bruker NMR Spectrometer 95

List of Figures
2.1 Geometry of two protons Hj, Hk and θij . . . . . . . . . . . . . . . . . . . . . 8
2.2 Geometry for the dipole-dipole interaction . . . . . . . . . . . . . . . . . . . 8
2.3 Spectral density functions for three materials . . . . . . . . . . . . . . . . . . 11
2.4 Timing diagram of IR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 IR curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Timing diagram of SE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.7 T2 decay curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.8 Timing diagram of CPMG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.9 The evolution of the vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.10 Sketch of an NMR spectrometer. . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.11 Sketch of the key parts of the probe. . . . . . . . . . . . . . . . . . . . . . . . 18
2.12 The realignment of polar molecules according to the electric field. . . . . . . 19
2.13 Positive end and negative end of PC. . . . . . . . . . . . . . . . . . . . . . . . 20
2.14 Spectrum of PC and the structure formula. . . . . . . . . . . . . . . . . . . . 21
2.15 The orientation of PC molecules when E‖B0 and E⊥B0. . . . . . . . . . . . . 22
2.16 Definitions of geometry for E⊥B0. . . . . . . . . . . . . . . . . . . . . . . . . 23
2.17 The relationship between the slice planes and the direction of the slice se-
lect gradient GSS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.18 How the BW of the RF pulse and GSS affect the slice selection. . . . . . . . . 25
IX
2.19 K-space trajectory for GRE pulse sequence. . . . . . . . . . . . . . . . . . . . 27
2.20 Timing diagram of GRE pulse sequence. . . . . . . . . . . . . . . . . . . . . . 27
2.21 Timing diagram of GRE-EPI pulse sequence. . . . . . . . . . . . . . . . . . . 28
2.22 K-space trajectory of GRE-EPI pulse sequence. . . . . . . . . . . . . . . . . . 29
2.23 Timing diagram of SE-EPI pulse sequence. . . . . . . . . . . . . . . . . . . . 30
2.24 Sketch of an MRI Scanner. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1 Two NMR cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Photo of the tube holder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Timing diagram of the IR pulse sequence used to measure T1 . . . . . . . . . 38
3.4 Timing diagram of the CPMG pulse sequence to measure T2. . . . . . . . . . 40
3.5 SE pulse sequence with different TEs to measure T′2 . . . . . . . . . . . . . . 40
3.6 Timing diagram of the modified SE pulse sequence to measure T2’. . . . . . 41
3.7 Timing diagram of the circuit to automatically control the electric field. . . . 42
3.8 The electric circuit for the NMR experiments. . . . . . . . . . . . . . . . . . . 43
3.9 A line drawing of the MRI phantom. . . . . . . . . . . . . . . . . . . . . . . . 44
3.10 A picture of the MRI phantom. . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.11 Pulse triggered SE-EPI pulse sequence. . . . . . . . . . . . . . . . . . . . . . . 47
3.12 The electric schematic of the pulse controller for the MRI experiments. . . . 49
4.1 Spectra of PC at 300 MHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 CONTIN results for T1 Measurements . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Plots of the measured T2a and T2b for PC when E⊥B0. . . . . . . . . . . . . . 55
4.4 A plot of the measured T′2 of PC as a function of E when E⊥B0. . . . . . . . 56
4.5 Plots of the measured T2a and T2b for PC when E‖B0. . . . . . . . . . . . . . 57
4.6 A plot of the measured T′2 of PC when E‖B0. . . . . . . . . . . . . . . . . . . 58
4.7 Averaged T′2 for different d3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.8 Echo modulation in pure PC. . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.9 Echo modulation patterns for three different J’. . . . . . . . . . . . . . . . . . 61
4.10 MR image of the phantom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.11 T′2 curves for PC MRI signal as a function of TE with and without the E field. 62
4.12 Chosen regions for analysis in the MRI phantom. . . . . . . . . . . . . . . . . 63
4.13 Center E cell signal acquired from SE-EPI pulse sequence with TR = 1500
ms, TE = 40 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.14 Center E cell signal acquired from SE-EPI pulse sequence with TR = 1500
ms, TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.15 Center E cell signal acquired from SE-EPI pulse sequence with TR = 2500
ms, TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.16 Center E cell signal acquired from SE-EPI pulse sequence with TR = 500
ms, TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.17 The largest correlation coefficient of center E cell signal acquired from SE-
EPI pulse sequence with 20 different patterns. . . . . . . . . . . . . . . . . . 69
4.18 Standard signal acquired from SE-EPI pulse sequence with TR = 1500 ms,
TE = 40 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.19 Standard signal acquired from SE-EPI pulse sequence with TR = 1500 ms,
TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.20 Standard signal acquired from SE-EPI pulse sequence with TR = 2500 ms,
TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.21 Standard signal acquired from SE-EPI pulse sequence with TR = 500 ms,
TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.22 The largest correlation coefficient of the standard one signal acquired from
SE-EPI pulse sequence with 20 different patterns. . . . . . . . . . . . . . . . . 72
4.23 Water signal acquired from SE-EPI pulse sequence with TR = 1500 ms, TE
= 40 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.24 Water signal acquired from SE-EPI pulse sequence with TR = 1500 ms, TE
= 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.25 Water signal acquired from SE-EPI pulse sequence with TR = 2500 ms, TE
= 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.26 Water signal acquired from SE-EPI pulse sequence with TR = 500 ms, TE =
23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.27 The largest correlation coefficient of the water signal acquired from SE-EPI
pulse sequence with 20 different patterns. . . . . . . . . . . . . . . . . . . . . 75
4.28 Background signal acquired from SE-EPI pulse sequence with TR = 1500
ms, TE = 40 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.29 Background signal acquired from SE-EPI pulse sequence with TR = 1500
ms, TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.30 Background signal acquired from SE-EPI pulse sequence with TR = 2500
ms, TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.31 Background signal acquired from SE-EPI pulse sequence with TR = 500 ms,
TE = 23.3 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.32 The largest correlation coefficient of background signal acquired from SE-
EPI pulse sequence with 20 different patterns. . . . . . . . . . . . . . . . . . 78
4.33 Center E cell signal acquired from GRE-EPI pulse sequence with TR = 1500
ms, TE = 22.1 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.34 Standard signal acquired from GRE-EPI pulse sequence with TR = 1500 ms,
TE = 22.1 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.35 Background signal acquired from GRE-EPI pulse sequence with TR = 1500
ms, TE = 22.1 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.36 Water signal acquired from GRE-EPI pulse sequence with TR = 1500 ms,
TE = 22.1 ms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.37 The largest correlation coefficient of the signals of four regions acquired
from GRE-EPI pulse sequence with 20 different patterns. . . . . . . . . . . . 82
List of Tables
2.1 T1 and T2 for the pure PC according to the chemical shifts measured on 300
MHz NMR spectrometer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1 Bruker Avance programing language code for an IR sequence. . . . . . . . . 38
3.2 Variables and commands in the Bruker IR pulse program. . . . . . . . . . . . 39
3.3 Electric components for the circuit of Fig 3.8 . . . . . . . . . . . . . . . . . . . 44
3.4 Details of the reference vials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5 Electric components for the circuit of Fig 3.12 . . . . . . . . . . . . . . . . . . 49
4.1 Relaxation measurements for two NMR cells and the MRI phantom with-
out E Field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Measured T2 values of PC for different E when E⊥B0. . . . . . . . . . . . . . 54
4.3 Measured T′2 values of PC for different E when E⊥B0. . . . . . . . . . . . . . 55
4.4 Measured T2 values of PC for different E when E‖B0. . . . . . . . . . . . . . 56
4.5 Measured T′2 values of PC for different E when E‖B0. . . . . . . . . . . . . . 57
B.1 T1 Measurement Parameters (IR Pulse Sequence) . . . . . . . . . . . . . . . . 96
B.2 T2 Measurement Parameters (CPMG Pulse Sequence) . . . . . . . . . . . . . 96
XIII

List of Abbreviations and Symbols
α Angle between the dipole moment and y Axis
β Angle between the projection of the dipole moment to the zx
Plane and main magnetic induction field
χ Magnetic susceptibility constant
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1.1 The Need for a Phantom with a Switchable Signal
Functional MRI, as its name suggests, reflects how the brain works under normal or ab-
normal physiological conditions [1]. For example, now it is possible to determine whether
people tell the truth [2, 3], or to detect Alzheimer’s disease at an early stage via care-
fully designed fMRI experiments [4]. Current fMRI uses blood-oxygen-level-dependent
(BOLD) contrast, discovered by Ogawa in 1990 [5]. He found that the appearance of the
blood vessels was strongly affected by the content of the oxygen in the blood : dark lines
would appear with more oxygen [6]. This enhanced contrast is induced by the increased
concentration of paramagnetic deoxyhemoblobin, i.e. the magnetic susceptibility change
in the blood, which results in the increase of the T∗2 , a combination of the spin-spin relax-
ation time (T2) and the field inhomogeneity [7].
However, BOLD effect is very small, only a few percent. When buried in non-uniform
noise and various physiological fluctuations, these weak but valuable signals are quite
hard to detect via subtracting the average image of the control task from the average
image of the active task [8]. Therefore, the commonly employed method at present is to
get statistical maps from the fMRI data [9]. Statistical knowledge tells us that the larger
the sample size, the closer the result is to the real answer [10]. Unfortunately, the number
of subjects who are willing to undergo an fMRI experiment is always limited for every
research site. Sometimes even though the sample size is not a problem, misunderstanding




Dr. Vivian Lee advocated for more collaboration of research centers at the 20th interna-
tional society for magnetic resonance in medicine (ISMRM) annual conference [11]. The
most obvious advantage of multi-site studies is the opportunity to obtain large sample
numbers from different races to increase statistical significance. This is not only useful for
rare diseases, but also meaningful for some research on normal neural activities. Collab-
oration of scientists specializing in different fields will also engender more creative ideas.
Because of these reasons, a number of research centers are cooperating on brain imaging
studies. The Functional Biomedical Informatics Research Network (FBIRN) is such an or-
ganization [12, 13]. The researchers focus on studying regional brain dysfunction related
to the progression and treatment of schizophrenia [14–17].
Every coin has two sides. Research centers differ in numerous ways, which is a crucial
challenge for multi-site studies. Are all the data coming from different sites comparable?
Can all the data be analyzed by the same software? These questions are not easy to an-
swer. Now there are four major MRI whole-body manufacturers (GE, Siemens, Philips,
and Toshiba) in use. They have different magnetic field strengths (1.5T, 3T, 4T or higher),
are equipped with different head coils (transmitter/receiver or receiver only quadrature
coils), and employ different pulse sequence trajectories (EPI or Spiral) and reconstruc-
tion methods. Different scanners may also have different contrast to noise ratio. Even
for the same scanner, the long term stability is also crucial for the reproducibility of the
experiment. Casey et al. studied the reproducibility of fMRI results between different
centers [18]. They found some results to be similar but also differences between the sites.
A possible source of variability, smoothness method, was discussed by Friedman and
Glover [19]. The differences make combining data from different sites risky and necessi-
tate a rigorous QA program.
The usual QA method in MRI is to perform a phantom test. Instruments located in
different sites can use the same fMRI phantom to adjust relative software and hardware
parameters according to the quality of the image. Phantoms are normally filled with
materials which can produce MRI signals, such as CuSO4 solutions or organic doped gels.
There are four kinds of MRI phantoms: resolution, linearity, homogeneity and signal [20].
But fMRI involves a dynamic signal that these phantom are not suited to calibrate.
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1.2 Review of Literature on functional Magnetic Resonance
Imaging Phantoms
Some groups have designed special phantoms for fMRI quality control. Three types of dy-
namic phantom have been made. In the first type (Type I) [21], the phantom is filled with
some special material which has similar spin-lattice relaxation time (T1) and T2 to those of
the gray matter of the brain, and T2 variation is achieved using different concentrations of
the material. In the second type (Type II) [22, 23] and third type (Type III) [24, 25], signals
change as a result of changes in the main magnetic field (B0) or magnetic field induced
by RF coils (B1). These phantoms have their own advantages and disadvantages. More
details are given below.
In Type I phantom, Olsrud, et al., used a mechanical shuttled system to move two
different signal intensity material in and out of the field of view (FOV) [21]. An advan-
tage of this approach is that the contrast can be based on any property engineered into
the phantom solution. A disadvantage is the slow switching speed. In Type II phantom,
Renvall used a current carrying wire to create local distortions in the static magnetic field
(Bo), thus changing the signal [22]. This approach has the advantage of having faster
switching speeds. A few disadvantages of this approach are the spatial variation in sig-
nal around the current carrying wire and the possibility of long-term, irreversible signal
changes due to temperature changes around the wires. An improvement on this concept
placed the magnetic field distorting coils outside the imaging slice thus removing the
spatial variation in the signal and the irreversibility concerns [23]. In Type III phantom,
Cheng, et al., used quadrature radio frequency (RF) enhancement coils to alter the signal
near the coils [24]. Changing the impedance of the coils altered the signal enhancement.
This approach also has the advantage of a fast switching time and is reversible. However
the induced signal change decreased with distance from the enhancement coil and the
method imposed certain geometrical constraints on the system design and size.
1.3 The Idea behind the Phantom
The dynamic phantom presented in this dissertation is based on the fact that polar liq-
uids become anisotropic when an electric field is applied, which means the dipole-dipole
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couplings (D) do not average to zero in a very strong magnetic field. These interactions
and the spin-spin (J) couplings will modulate the signal by cos(π(D + J)t) if a spin echo
(SE) pulse sequence is used. D and J couplings then affect the apparent T2 (T2’) [26], a
modulated T2. Therefore, the signal change of a phantom filled with some polar liquid
when an electric field is applied, compared to that without the electric field, can be ob-
served using a spin-echo, echo planar imaging (SE-EPI) pulse sequence. These results
have been presented at the 20th ISMRM [27] and the 53th Experimental NMR Conference
(ENC) [28]. Based on the results of T2 measurements, similar changes might be detected
using a gradient-echo, echo planar imaging (GRE-EPI) pulse sequence in the near future.
1.4 Major Contributions
This research project has four major contributions. The first one is that two NMR cells
filled with propylene carbonate (PC) were built to observe the influence on the relaxation
times brought by the direction of the E field. The second one is that a circuit using a
gradient signal to control the E field was developed to measure how fast T′2 changed
in NMR experiments. The third one is that a circuit using two pulses produced by an
Arduino micro controller was developed to automatically switch between two states on
the clinical 64 MHz MRI system. The fourth one is that a dynamic MRI phantom was
designed and implemented.
1.5 Dissertation Outline
In this dissertation, the NMR theories used in the design of the phantom, including two
important internal spin interactions, echo modulation in an SE pulse sequence, and the
concept of relaxation times and how to measure them are described in Chapter 2. The two
instruments (NMR spectrometer and MRI scanner), the polar liquid used to fill the phan-
tom, some fundamentals of fMRI, such as the BOLD effect, experiment design patterns,
and data processing are also presented in Chapter 2. The structure of NMR cells and the
MRI phantom, circuit design, and related NMR and MRI experiments are introduced in
Chapter 3. The results of all the experiments and discussion are given in Chapter 4. In




2.1 Nuclear Magnetic Resonance
2.1.1 Spins and Hamiltonian
Spin is a basic property of subatomic particles such as protons, neutrons and electrons
[29]. This property is described by the spin quantum number I based on the quantum
mechanical theory. The quantity I is nonzero for the nuclei with odd mass number and/or
odd charge number [30]. The nuclei with nonzero spin quantum number are NMR active.
Quantum mechanics uses wave functions to describe systems and operators to extract
information from them [31]. The energy can be obtained by applying the Hamiltonian
operator (Ĥ ) to a wave function, and spin angular momentum can be obtained by ap-
plying the corresponding operator ( Î) to a wave function [32]. These two operators are
very special since the wave function is not transformed to a new one, but still the original
function multiplied by constants after the application of the operators. For example, in
the expression Ĥ ψ = Eψ, ψ is the wave function, or called the eigenfunction of Ĥ , and
the different E’s are energies, or called eigenvalues [31].
We take the hydrogen atom as an example because it has only one proton and has the
largest natural abundance in the world. There are four main interactions for hydrogen
nuclei in molecules when a very strong magnetic field (B0) is applied: Zeeman interaction,
chemical shift, dipole-dipole coupling and J coupling (indirect dipole-dipole coupling or
5
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indirect spin-spin coupling) [33]. Their Hamiltonian operators and coupling constants
are described in later sections.
2.1.2 Zeeman Interaction
If Îz denotes the z-component of the spin angular momentum operator, then the Hamil-
tonian for the Zeeman interaction is [31]
ĤH = −γB0 Îz (2.1)
where γ is the gyromagnetic ratio and B0 is the static magnetic field. The eigenfunction
(or eigenstate) depends on the spin angular momentum number I and the azimuthal
quantum number m, and can be written as |I, m〉 using Dirac notation. The relationship
between Îz and m is [31]
Îz |I, m〉 = mh̄ |I, m〉 (2.2)
I is 12 for the hydrogen nucleus. m takes the values −I, −I + 1, −I + 2,..., I. The total
number of spin states for a given value of I is 2I + 1. Therefore, for the hydrogen nucleus
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1




2 > are also eigenstates









Defining the Larmor frequency as f0 = −γB0/2π in Hz, ĤH can then be written as




Chemical shift refers to the shielding of the nucleus from the applied magnetic field due
to its local electronic environment [33]. In a single molecule, hydrogen atoms in different
locations experience different magnetic fields if the electronic environments are different.
The local magnetic field is expressed as [33]
Bloc = B0 + Bind (2.5)
and
Bind = σ · B0 (2.6)
where σ represents a 3× 3 matrix, called chemical shift tensor. The Hamiltonian of the
chemical shift can be simplified to a secular component because the interaction with the
B0 magnetic field is so strong that other small interactions can be neglected [33]. The
secular part is [33]
Ĥ CSH ≈ −γσ(θ)zzB0 Îz (2.7)
where θ denotes the molecular orientation.
2.1.4 Dipole-Dipole Coupling
Dipole-dipole coupling is the interaction between two close spins. One interacts with the
magnetic field generated by the other, so this interaction is mutual. In a high magnetic
field, the secular part of dipole-dipole coupling for two homonuclear spins j and k is [33]
Ĥ DDjk (θjk) = djk(3 Îjz Îkz − Îj Îk) (2.8)
where θ is the angle between the joining vector of j, k and B0, djk is the secular dipole-








(3 cos2 θjk − 1) (2.9)
where rjk is the distance between j and k, µ0 = 4π × 10−7Hm−1. Fig 2.1 shows two
protons Hj, Hk, and θij between rjk and B0. In liquids, molecules are moving, so the
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coupling constant only depends on the averaged value of 3 cos2 θjk − 1.in anisotropic liquids   0
Figure 2.1: Geometry of two protons Hj, Hk and θij. θij is the angle between the magnetic
field B0 and rjk which connects two protons.
2.1.4.1 Expectation Value in Isotropic Liquids
In isotropic liquids, θ can take any values from 0 to π. Let φ be the azimuth angle in the
spherical coordinate system shown in the left part of Fig 2.2. The probability to take some
Figure 2.2: Geometry for the dipole-dipole interaction of two spins j and k
angle θ can be calculated by using the concept of solid angle. Solid angle is ratio between
the projection of an area onto a sphere and the square of the radius of the sphere [34].
Suppose rjk is equal to one, i.e. a unit sphere, then the solid angle determined by dθ is
2π sin θdθ [35], and the solid angle of the unit sphere is 4π. The probability distribution










According to the statistical theory, the averaged 3 cos2 θjk − 1 is





sin θ(3 cos2 θjk − 1)dθ = 0 (2.11)
Therefore, the dipole-dipole couplings in isotropic liquids average to zero.
2.1.4.2 Expectation Value in Anisotropic Liquids
In anisotropic liquids, for example, polar liquids under the electric field, θ cannot take
any arbitrary values from 0 to π as the positive end of the molecule would always point
to the negative plate and the negative end to the positive plate [36]. Then φ might not
take any arbitrary values from 0 to 2π either. It is possible that 3 cos2 θjk − 1 is not equal
to zero now, which means dipole-dipole couplings exist in anisotropic liquids.
Some researchers performed NMR experiments when the electric field (E) was paral-
lel to the magnetic field (B0) [37, 38], while Buckingham and Lovering conducted experi-
ments when E was parallel or perpendicular to B0 [39]. They found that residual dipolar
couplings appeared when an electric field was applied to a polar liquid. The alignment
mechanism of residual dipolar couplings induced by the partial molecular orientation
in proteins has also been discussed [40]. The two mechanisms are the application of an
external magnetic field or an external electric field. In this dissertation, an external elec-
tric field was used. Experiments were conducted with two directions of E, relative to B0
(E‖B0, E⊥B0).
2.1.5 J Coupling
In NMR hydrogen spectroscopy, protons have different chemical shifts due to nuclear
shielding. In addition, they exhibit not only a single peak but doublets, triplets or more
complicated structures even in isotropic liquids, which cannot be understood by the fact
that dipole-dipole couplings average to zero which was just described in 2.1.4.1.
This surprising phenomenon is caused by indirect spin-spin coupling, or J coupling.
Here only homonuclear coupling of the hydrogen is considered. J coupling is observable
if the distance between two protons belonging to different peaks is less than or equal to
three bonds [20]. Since a proton has two directions in the magnetic field according to its
9
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magnetic quantum number m = ±1/2, it will produce two small fields with the same
magnitude but opposite directions around the adjacent protons. If two nonequivalent
protons interact with each other, both of them will have two peaks separated by J Hz on
the spectrum, where J is the coupling constant. The Hamiltonian operator of J coupling
(Ĥ Jjk) is [33]
Ĥ Jjk = 2π Îj · Jjk · Îk (2.12)
where Jjk is a the average of the diagonal elements of the J-coupling tensor.
2.1.6 Relaxation Times
2.1.6.1 T1, T2, T∗2 and their Dependence on B0
Although NMR is quantum mechanical in nature, it is still possible to be rationalized in
terms of classical mechanics if the concept of spin packet is introduced. A collection of
spins experiencing the same magnetic field is called a spin packet [20]. A single spin, car-
rying a positive charge and rotating around its own axis, creates a magnetic field around
it represented by a vector ~µ, called nuclear magnetic dipole moment or magnetic mo-






Suppose a magnetic field Bext is applied on the z axis, M0 is the macroscopic equilibrium
magnetization, ~Mz and ~Mxy are the longitudinal and transverse magnetization compo-
nent respectively, the Bloch equation is [41]
d ~M
dt







where T1 is the spin-lattice relaxation time which represents the time constant for spins
to return to the equilibrium state with the surrounding environment, i.e. lattice, and T2 is
the spin-spin relaxation time which represents the time constant for spins to return to the
equilibrium state with each other [7].
The lines in the spectrum are broader due to T2. For a spin 12 nucleus, the full width
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at half maximum (FWHM) ∆ 1
2
is approximately 1/(πT2) [7]. If the inhomogeneity ∆B0 of
the magnetic field is considered, the FWHM owing to this reason is [7]
∆1/2(inhom) = γ∆B0/(2π) (2.15)
Combining the two effects, the observed FWHM becomes
∆1/2(obsvd) = 1/(πT∗2 ) = 1/(πT2) + ∆1/2(inhom) (2.16)
Thus, T∗2 is composed of T2 and the magnetic field inhomogeneity [7]
1/T∗2 = 1/T2 + (γ∆B0/2) (2.17)
To understand how B0 affects relaxation times, two concepts, correlation time (τc) and
spectral density function (J( f )), are introduced [7]. Atoms and molecules are not station-
ary. They move at different speeds in random directions. τc represents the time that they
are in a specific state of motion before colliding with others. J( f ) shows the number of
atoms or molecules vibrating at each frequency [42]. Fig 2.3 gives J( f ) of three materials
with long, medium and short τc.
Figure 2.3: Spectral density functions for three materials [42]
Fig 2.3 shows that for a larger Larmor frequency f0, the number of nuclei at or near
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this frequency becomes smaller, which means fewer nuclei are able to transfer energy
with the environment. Since f0 is proportional to B0, T1 will be longer with higher B0. T2
is dependent on τc. The shorter the τc, the faster the nuclei change their states and the
faster energy exchanges between them. The net effect of this “motional averaging” [33] is
to produce a relatively homogenous local field, and T2 is longer with shorter τc.
2.1.6.2 Measurements
In a reference frame rotating at the Larmor frequency ( f0), ~M is aligned with ~B0 in the
longitudinal direction. Since B0 is much larger than M, ~M cannot easily be measured if it
has the same direction as ~B0. A radio frequency pulse tuned to f0 can be used to tip the
magnetization away from the longitudinal direction to enable the measurement. The RF
pulse is named by the angle through which it tips ~M. For example, a 90◦ pulse rotates
~M by 90◦ and a 180◦ pulse rotates ~M by 180◦. A set of these RF pulses is called a pulse
sequence. In MRI experiments, a pulse sequence also involves gradients having different
directions.
The most commonly used method to measure T1 is the inversion recovery (IR) pulse
sequence. The diagram of this sequence is shown in Fig 2.4. The first line shows RF
pulses and second line represents the acquired signal. The interval between the 180◦ and
Figure 2.4: Timing diagram of IR. The first line includes one 180◦ pulse and one 90◦ pulse.
The interval between these pulses is inversion time (TI). The second line is the acquired
signal. This pulse sequence is repeated several times with different TIs.
90◦ pulses is called inversion time (TI). In the rotating reference frame, if ~B0 is along the
z direction, the macroscopic magnetic moment ~M is also along the z axis. A 180◦ pulse
forces the moment to align with the negative z direction. After a time delay, i.e. TI, a
12
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90◦ pulse is applied to put the magnetization back to the transverse plane. This pulse se-
quence is repeated several times with different TI values, and negative or positive signals
are obtained. An exponential curve (Fig 2.5) is drawn for this situation, constructed from
the results which T1 can be determined.






























Figure 2.5: This IR curve shows the normalized signal as a function of TI. The points
labelled star represent signal points acquired from the IR pulse sequence plotted in Fig
2.4. The curve is the best exponential fit for the points.
The spin echo (SE) pulse sequence is the technique first used to measure T2, and the
corresponding diagram is shown in Fig 2.6. The advantage of this sequence is that the
Figure 2.6: Timing diagram of SE. The first line includes some 90◦ and 180◦ RF pulses.
The second line gives the echo signals, acquired after every 90◦ and 180◦ pulse pairs. The
interval between the 90◦ pulse and the echo is the echo time (TE). The interval between
two 90◦ pulses is the repetition time (TR).
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magnitude of the echo is not affected by the field inhomogeneity, unlike the case for free
induction decay (FID), since the 180◦ pulse helps the magnetic moment cancel the phase
dispersion [43]. The natural signal decay due to T2 then can be measured by changing TE
and a curve is obtained like Fig 2.7. However, this pulse sequence is seldom used in T2





























Figure 2.7: This T2 decay curve shows the normalized signal as a function of TE. The
points labelled star represent signal points acquired from the SE pulse sequence plotted
in Fig 2.6. The curve is the best exponential fit for the points.
measurements now, because of the confounding effect of molecular diffusion.
At present, the Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence [44] is typically
used to measure T2. It modifies SE and makes it more suitable for T2 measurements.
The first change is that several 180◦ pulses are applied. The second change is to shift
the phase of the alternate 180◦ pulses. Fig 2.8 shows the diagram of CPMG. x’ and y’ are
coordinates in the rotating reference frame. This sequence obtains multiple data points on
the T2 curve during every scan and saves a lot of measurement time. The diffusion effect
can also be reduced by using multiple 180◦ pulses with small time intervals in between.
The inaccuracy of the RF pulse caused by B1 inhomogeneity can be reduced by the phase
shifting of the 180◦ pulses [7]. The effect of imperfect 180◦ pulses can also be addressed
by only acquiring even echoes [42].
The situations discussed above involve mono-exponential fitting. In MRI research,
however, the relaxation time measurements can become more complicated. For example,
the T2 signal decay for the bone marrow is more suitably described as a bi-exponential
14
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Figure 2.8: Timing diagram of CPMG [20]. The first line includes one 90◦ pulse and
several 180◦ RF pulses with different phases from the 90◦ pulse. x’ and y’ are coordinates
in the rotating reference frame. The second line gives signals acquired after every 180◦
pulses. The signals decay according to the T2 curve shown in Fig 2.7.
process since the observed signal is a combination of water and lipid protons [45]. To
analyze multiple exponential decays, CONTIN [46, 47] can be used. It is a program writ-
ten in Fortran which can solve noisy linear algebraic and integral equations via inverse
Laplace transform. The observed results of the experiments yk can be represented as
yk = Okx + εk k = 1, ..., Ny (2.18)
where x is the ideal function to be estimated, Ok is an approximation of linear integral
operators and εk is the unknown noise. This is an ill-posed problem, which means, for
example, it does not have unique solutions. CONTIN can successfully estimate x (mono-
exponential or multi-exponential) from the above ill-posed equation.
2.1.7 Spin Echo and Echo Modulation
For an SE sequence, homonuclear J coupling modulates the amplitude of the echo [48].
Suppose A and X are two nonequivalent protons in a molecule and they couple to each
other. Assume that the detection system is selective only to nucleus A, then the magneti-
zation vectors will evolve as in Fig 2.9.
Freeman and Hill [48] explained that since both A and X are protons, the spin states
of X (α and β) would also reverse under the effect of the 180◦ pulse. This reversion causes
the interchange of the F and S of the A nucleus. Therefore, at time 2τ, the phase disper-
sion caused by the field inhomogeneity has disappeared, but the interchange of F and S
15
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Figure 2.9: The evolution of the magnetization vectors [48]. (a) All the vectors rotate from
the z axis to the y axis after a 90◦ RF pulse. (b) The vectors are separated into fast (F) and
slow (S) components caused by J coupling and they scatter out of phase because of field
inhomogeneity. (c) A 180◦ RF pulse forces the F and S components into the reflection in
the y-axis of the original direction of S and F components. (d) F and S components do not
refocus to one vector, which modulates the amplitude of the echo.
components is not recoverable. These two components will not refocus on the y axis, and
the magnitude of the echo is modulated by a factor cos(π JAXτ) [48]. Hinks and Henkel-
man [26] pointed out that the J coupling would therefore result in the decrease of T′2 due
to a nonrecoverable dephasing caused by the couplings. They also found that with longer
TE, the modulation became more apparent when using the CPMG sequence.
2.1.8 Nuclear Magnetic Resonance Spectrometer
The NMR spectrometer is composed of three major parts: a strong magnetic field (B0), a
probe to send RF pulses (B1) and detect signals, and some computer controlled compo-
nents such as a pulse programmer, a digitizer and an RF source [20]. Most NMR magnets
are superconducting, consisting of a coil of wire. In order to maintain the superconduct-
ing state, i.e., an almost zero resistance at a very low temperature, the wire is immersed in
the liquid helium (≤ 4.2K) [20]. A bath of liquid nitrogen (77K) is always used as a “heat
shield” surrounding the coil and the helium. The inner structure is illustrated in Fig 2.10.
When the current passes through the B0 wire, it lasts forever without any power lost in
an ideal situation. Besides the superconducting magnet, shim coils and “field-frequency
lock” are two other techniques to keep a continuously intense, stable and homogenous
field (B0), a prerequisite to acquire a high resolution spectrum . Every shim coil generates
a very small magnetic field in a direction with a particular spatial profile, which is capable
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of cancelling out the inhomogeneities in that direction [31]. “Field-frequency lock” em-
ploys another nuclei, deuterium, to monitor the drift of the field in real time. Usually the
sample is dissolved in a deuterated solvent, such as CDCl3. The frequency of the signals
received from the deuterium is precisely known for a specific strength of magnetic field.
Therefore, when the field varies, so does the frequency, and the receiver gives feedback to
the system, using which the drift is adjusted.
Figure 2.10: Sketch of an NMR spectrometer.
The probe contains an RF coil to excite and detect the NMR signal, a sample spinner
to rotate the sample around the axis, and a temperature controller. Sometimes it also
contains gradient coils to perform diffusion measurements or NMR microscopy [20]. Fig
2.11 shows the key parts of the probe. By adjusting the tuning capacitor, the probe is
made most sensitive at the Larmor frequency ( f0). The purpose of adjusting the match
capacitor is to minimize the power reflected back towards the amplifiers.
The “brain” of the spectrometer, the computer, not only controls the above operations
of the magnet and probe, but also sets the width and shape of the RF pulse by the pulse
programmer, and increases the RF power by the RF amplifier. If the probe contains gra-
dient coils, it sets the shape and the amplitude of the gradients as well [20].
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Figure 2.11: Sketch of the key parts of the probe.
2.1.8.1 Bruker DRX-300 Specifics
Proton NMR spectra were recorded at 23 ◦C in a Bruker 300 MHz (DRX-300, Bruker,
Billerica, MA) NMR spectrometer operating at 7 T. The probe is a quad nucleus probe
(QNP) which can detect four nucleus including 1H, 19F, 31P and 13C. An Acustar II 3×10
Gradient Amplifier (Bruker) is also used to measure how fast T2 changes between two
states: with and without E.
2.2 Polar Liquids
Polar liquids comprise polar molecules which have dipole moments. The dipole moment
describes the net separation of charges in the molecule and is in units of Debye (D, 1D =
3.34× 10−30C ·m) [36]. A very important feature of such liquids is that the polar molecules
can align to an electric field, which is involved in one method to measure their dipole
moments. Fig 2.12 illustrates this process. The positive end and negative end represent
a polar molecule with the dipole moment. The polar molecules are at first randomly
aligned. After the electric field is applied between the metal plates, they tend to align
themselves according to the direction of the electric field.
Several researchers were interested in whether T1 of the polar liquids would change
if they were under the electric field. Gary et al. [49] made a sample cell composed of
18
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Figure 2.12: The realignment of polar molecules according to the electric field [36].
a glass tube with two copper electrodes in it. The two electrodes were separated by a
Teflon rod by 5 mm. Then they tested two nonpolar liquids (cyclohexane, hexane) and
four polar liquids (dioxane, diethyl-ether, chlorobenzene and nitrobenzene). They found
that T1 did not change for these nonpolar liquids, but decreased with increasing electric
field for the polar liquids, and this effect was not dependent on the direction of the electric
field relative to the magnetic field. They explained the results using a term called quasi-










where Tq1 is for the quasi-crystalline state and T
l
1 is for the bulk state. α was composed
of two parts, α = αE + α0. αE was produced by the electric field and α0 was due to the
ionic electric fields. According to the formula αE = Cµ|E|/3kT, the above equation can















This model predicted that the change of T1 between the two states “with and without
electric field” would have a linear dependence on the magnitude of the electric field.
However, two years later, Plantenga et al. [50] did not find obvious changes in T1 for
a polar liquid - acetonitrile (3.40D). He also built a cell to perform the experiment. The
diameter of the electrodes was 12 mm and the distance between them was 4 or 5 mm.
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According to Gary’s paper, T1 would be predicted to drop from 10s to 6s in an electric
field of 106Vm−1, but this expected change did not happen in Plantenga’s experiments.
This inconsistency might be caused by the direction of the electric field. Plantega’s paper
only conducted the measurements when the electric field was parallel to the magnetic
field. It is quite possible that the change may have been detected with use of other relative
directions between ~E and ~B.
2.2.1 Propylene Carbonate
Propylene carbonate (PC) with the formula C4H6O3 has a relatively high dipole moment
(4.9 D), high relative dielectric constant (64) and low viscosity (2.4 cps). The structure is
presented in Fig 2.13. The positive end contains hydrogen atoms while the negative end
contains oxygen atoms. From the chemical perspective, the dipole moment is directed
from the positive to negative.
Figure 2.13: Positive end and negative end of PC. The arrow shows the direction of the
dipole moment.
The high resolution spectrum of pure propylene carbonate acquired from a 500 MHz
spectrometer is shown in Fig 2.14. There are six protons but not all of them have the
same chemical shift, which can be clearly seen from the spectrum. The splitting in every
peak indicates the J couplings between different protons. The three protons on −CH3
are the same type, called “proton d”. According to the definition, proton d only couples
with proton a, proton c with a and b, proton b with a and c, and proton a couples with
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coupling constants in Hz are also given in Fig 2.14. Table 2.1 lists T1 and T2 measurements
for the four protons on 300 MHz spectrometer.
Table 2.1: T1 and T2 for the pure PC according to the chemical shifts measured on 300
MHz NMR spectrometer. T2 values for four chemical shifts are bi-exponential, while T1
values are mono-exponential except for proton d.
H δ(ppm) T1(IR)(s) T2(CPMG)(s)
a 4.800 3.12 2.13 0.031
b 4.495 2.27 1.86 0.082
c 3.958 2.25 1.80 0.073
d 1.397 1.75 0.02 1.61 0.035
When PC is under an electric field (E), the positive ends of the molecules tend to point
to the cathode, and the negative ends to the anode. If an NMR experiment is also per-
formed on such partially aligned PC, the molecules will not have an isotropic distribu-
tion of alignments, and consequently residual dipolar couplings are not zero. Fig 2.15
shows the possible alignments when E‖B0 and E⊥B0. The figure also depicts the possible
rotational motions of the molecules while aligned. All the rotations and orientations are








Figure 2.15: The orientation of PC molecules when E‖B0 and E⊥B0. The negative end
containing oxygen atoms points to the anode while the positive end containing hydrogen
atoms points to the cathode. The oval arrow indicates possible rotations in the E field.
3 cos2 θjk − 1 may not average to zero in anisotropic liquids. Under the electric field,
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PC becomes anisotropic. When E is parallel to B0,





(3 cos2 θ − 1) sin θ f (θ)dθdφ (2.21)
where [0, 2π] is the range of φ, [0, π] is the range of θ, f (θ) is the probability distribution
function of θ.
When E is perpendicular to B0, θ depends on two angles α and β. The geometry is
shown in Fig 2.16.
θ ≈ α · cos(β− π) + π
2
(2.22)
Figure 2.16: Definitions of geometry for E⊥B0. θ is the angle between the dipole moment
and B0, α is the angle between the dipole moment and the y axis, and β is the angle
between the projection of the dipole moment to the zx plane and B0.
The integration then becomes





− α cos β)− 1) sin α f (α)dαdβ (2.23)
where f (α) is the probability distribution function of α. Since the secular dipole-dipole
coupling constant djk depends on 3 cos2 θjk − 1 in anisotropic liquids, it will be different
for the two situations, E‖B0 and E⊥B0. This is also plausible based on the above inte-
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gration formulas. The residual dipole couplings are also different, which might affect the
results of the echo modulation.
2.3 Magnetic Resonance Imaging
2.3.1 Localization and Gradient
In the pulse sequences described above, 1-D NMR spectra are acquired to provide chemi-
cal shift and J-coupling information, which help chemists and biochemists determine the
structure and properties of the molecules [51]. However, doctors not only need to know
what kind of protons in the body but also where these protons are located. Therefore,
three gradients (Gx, Gy, Gz) in different directions are employed to fulfil this task in MRI.
Gradient is a very small linearly varying magnetic field, for example [43]
Gz = ∂Bz/∂z (2.24)
Gz (mT/m) is a gradient linearly varying in the z direction. These three gradients are
assigned different names according to their functions: slice select (GSS), frequency encod-
ing (GFE) and phase encoding (GPE) [41]. Fig 2.17 shows the relationship between the
direction of GSS and anatomical images. GSS is perpendicular to the slice plane, i.e. a
coronal plane can be obtained using a gradient in the y direction. With a combination
of the gradients, even an oblique plane can be acquired without any mechanical moving
parts, which is an advantage over other imaging methods.
GSS is always accompanied by an RF pulse with a specific bandwidth (BW), which is
calculated by [52]:
BW = γ · GSS · THK (2.25)
where THK is the slice thickness. The slice selection procedure is shown in Fig 2.18. The
slice position is determined by the center frequency of the RF pulse and the THK is by
both the RF pulse and GSS. For a constant GSS, a thicker slice needs a wider BW of the
RF pulse; for an RF pulse with a specific BW, a weaker GSS generates a thicker slice. The
shape of the RF pulse is similar to a RECT function in the frequency domain. Hence it is
a SINC function in the time domain by the inverse Fourier transform. When drawing the
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Figure 2.17: The orientation of the slice planes is related to the direction of the slice select
gradient GSS. A sagittal slice is acquired by applying the GSS along the x direction. A
coronal slice is acquired by applying the GSS along the y direction. A transverse slice is
acquired by applying the GSS along the z direction.
diagram of an MRI pulse sequence, a SINC profile for the RF pulse is always used.
Figure 2.18: How the BW of the RF pulse and GSS affect the slice selection [53]. The
position of the slice is determined by the center frequency of the RF pulse. The THK is
determined by the width of the RF pulse and the strength of GSS.
For 2D MRI experiments, the data acquired from the selected slice is not an anatomic
image (ρ(x, y)), but the discrete Fourier transform of the image (s(kx, ky)), which is repre-
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and the phase encoded by GPE is
φ = ωτPE = γBτPE = γGPEyτPE, (2.28)
and the corresponding steps in k-space are [41]
∆kx = (γ/2π)GFE∆t ∆ky = (γ/2π)∆GPEτPE, (2.29)
where ∆t is the sampling time step along the frequency encoding direction (kx), τPE is the
duration of GPE, and ∆GPE is the sampling step along the phase encoding direction (ky).
The usual k-space trajectory is shown in Fig 2.19, which is related to the gradient echo
(GRE) pulse sequence illustrated in Fig 2.20.
The trajectory in the k space always begins from the zero point (kx = 0, ky = 0).
This data point proceeds along a diagonal path to a specific k value, for example (kFE,min,
kPE,min), under the combination of the phase encoding gradient and dephasing frequency
encoding gradient. The reversed frequency encoding lobe then changes the direction of
the data point, push it to advance along the kx axis. One line of signals is acquired at
intervals of ∆t during this advance. The whole data acquisition of the k-space is to repeat
this “move and advance” process until ky reaches its largest value kPE,max.
2.3.2 Echo Planar Imaging (EPI)
EPI is a special imaging method, different from conventional pulse sequences in two ma-
jor respects. One is that EPI produces multiple echoes using bipolar frequency encoding
gradients; the other is that EPI uses blip phase encoding gradients (Gp) to change the k
space trajectory from a zigzag shape to evenly-spaced lines [43]. These lines help ones
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Figure 2.19: K-space trajectory for GRE pulse sequence [41]. The trajectory of the k-space
always begins from the origin where both kx and ky are zero. The concurrent phase encod-
ing and negative dephasing frequency encoding gradients set the starting point of every
acquisition (long dashed arrows). During the application of the positive GFE, one line in
the k space is obtained (long bold arrows).
Figure 2.20: Timing diagram of GRE pulse sequence [41].
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avoid the complicated gridding process. Based on these features, EPI is very fast and
can collect the whole k space using only one RF excitation pulse called single shot EPI.
GRE-EPI and SE-EPI are two commonly used variants of EPI [54].
2.3.2.1 Gradient-Echo Echo Planar Imaging (GRE-EPI)
The timing diagram of GRE-EPI is presented in Fig 2.21. A typical GRE pulse sequence is
applied before the EPI encoding method. The blip phase encoding gradient and bipolar





where n is the echo index and S0 is the signal at time zero. The relationship with T∗2
makes GRE-EPI a suitable pulse sequence for fMRI experiments since BOLD contrast is
also due to the change of T∗2 [8]. Fig 2.22 gives the k space trajectory of GRE-EPI. After
Figure 2.21: Timing diagram of GRE-EPI pulse sequence.
the concurrent negative phase encoding lobe and the dephasing frequency encoding lobe
moves the data point to the smallest k value along a diagonal path, the bipolar frequency
gradients read all the signals “forward” and “backward”. The function of the blip phase
encoding gradients is to advance the trajectory to the next phase encoding direction.
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Figure 2.22: K-space trajectory of GRE-EPI pulse sequence [41].
2.3.2.2 Spin-Echo Echo Planar Imaging (SE-EPI)
Fig 2.23 shows the timing diagram of SE-EPI. The two RF pulses should have produced a
spin echo. However, the blip phase encoding and bipolar frequency encoding gradients
are applied during the generation of the spin echo. Therefore, instead of one spin echo,
several gradient echoes are generated. The envelope of the gradient echo train is under a
spin echo. The images acquired by the SE-EPI pulse sequence have fewer artifacts since it
is insensitive to field inhomogeneities [55]. However, its drawback is less BOLD contrast
in the images compared with those acquired by the GRE-EPI pulse sequence [56].
2.3.3 Magnetic Resonance Imaging System
An MRI scanner, similar to the NMR spectrometer, also has a strong magnetic field (B0)
and RF coils. The difference is that gradient coils here are essential, not optional, in order
to give the spatial information. A simple sketch of the MRI scanner is shown in Fig 2.24.
The top strong magnetic field is often generated by a superconducting magnet, while
some low field scanners still use permanent magnets or electromagnets. The gradient
coils are within the magnet, which are used to create linear variations in the x, y and z
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Figure 2.23: Timing diagram of SE-EPI pulse sequence.
directions. Within the gradient coils is the RF coil [20]. The RF coil tips the magnetization
from the longitudinal direction to the transverse plane by a 90◦ RF pulse or into other
directions by arbitrary pulses. The excited magnetization then induces a changing voltage
in the RF coil, which is regarded as the signal of MR imaging. The durations and shapes
of RF pulses and gradients are controlled by computer, not drawn in Fig 2.24.
Figure 2.24: Sketch of an MRI scanner.
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2.3.3.1 GE Signa 1.5 T Specifics
GE 1.5 T (HDxt 16.0, GE, Milwaukee, WI) was the MRI scanner employed here to conduct
the MR imaging. During the imaging, the phantom was put into the quadrature birdcage
head coil. The signals sent from a red and infrared (IR) light-emitting diodes(LED) served
as the inputs of the finger sensor to set the TR of the imaging pulse sequence.
2.4 Functional Magnetic Resonance Imaging
2.4.1 Blood Oxygen Level Dependent Effect, Paramagnetism and Dia-
magnetism
In 1990, Ogawa [6] found that the concentration of deoxyhemoglobin (dHb) would affect
the contrast of the image: there were more dark lines in the image when the content of
the oxygen was low. These dark lines were caused by the difference of the magnetic
susceptibility between the deoxygenated blood and the surrounding tissues. The BOLD
effect here was represented as a decreased signal due to the increase of the dHb.
For linear materials, the magnetization ( ~M) caused by the inner magnetic field due to
the electron spins is proportional to the field ~H [41],
~M = χ~H (2.31)
where χ is the magnetic susceptibility constant. The relationship between ~H and ~B is [41]
~B = µ~H (2.32)
where µ is the permeability constant. The relative permeability is defined as µr = µ/µ0
where µ = µ0 = 4π × 10−7 in vacuum. Thus, in vacuum ~H = µ0~B. The relationship





The susceptibility for paramagnetic and diamagnetic materials can be represented by µr
and χ. Paramagnetic dHb, with unpaired electrons, has a positive χ and a µr larger than
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one, while diamagnetic oxyhemoglobin (oHb), with no unpaired electrons, has a negative
χ and a µr less than one [57]. Rearrange Eqs 2.31 and 2.33, and substitute them into Eq





Eq 2.34 shows that the change in χ (∆χ) leads to the change of the local field. The differ-
ence of χ in oHb and dHb is the source of the BOLD contrast.
The above theory only reflects the biophysical side of the BOLD effect. There is another
physiological side. The vascular system is composed of three types of vessels: artery,
venous, and capillary [58]. When brain is at the rest state, most of the blood in veins and
capillaries is deoxygenated. If people perform a specific activity, more oxygenated blood
will flow into the vessels in some region. The major task of fMRI is to find this active
region. There are two parameters to consider: cerebral blood flow (CBF) and cerebral
metabolic rate of oxygen consumption (CMRO2) [8]. When the brain is activated, the
blood will rush to corresponding region and the oxygen will be consumed here, but the
oxygen metabolism does not increase as the same rate as the CBF. The imbalance is the
basis of presenting BOLD signal. All in all, the concentration of the dHb will decrease in
the capillary and venous blood. The T∗2 will increase and the MRI signal will increase too.




where T∗2 is proportional to the blood volume V and depends on the deoxyhemoglobin
concentration in blood ([dHb]β). For 1.5T MRI system, β is assumed to be 1.5, but is
assumed to be 1 for higher magnetic fields such as 4T and 7T [8]. Besides the blood
volume and [dHb], Buxon also considered CMRO2 and gave the following approximation










where Sa and Sr are the signal from the active and rest states, v, m and f are normalized
blood volume (vrest/vactive), CMRO2 and CBF, respectively. The normalized [dHb] is the
ratio of normalized CMRO2 and CBF. This formula shows that the signal change is related
to not only the blood flow but also the oxygen consumption.
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2.4.2 Functional Magnetic Resonance Imaging Experimental Design
There are two basic fMRI experiment design strategies, blocked and event-related. The
blocked method alternates two or more situations in every 10 to 30 s while the event-
related method regards stimuli as individual events lasting a very short time [57]. The
blocked method is quite simple and allows the hemodynamic response to fully recover
from the stimulated condition [59]. However, this design might not be appropriate for
some tasks, for instance, a sudden and quick stimulation. The event-related design simu-
lates some transient neural activities like a sting by a bee. The duration of the individual
events is about 2 to 20 s [60]. Unlike the alternating style in the blocked design, different
events usually appear in a random order. The advantage of this design pattern is that it
detects the changes during short times [61] and estimates the shape of the hemodynamic
response [62].
2.4.3 Data Processing
fMRI data are a series of 2D images sampled at different times. Before the statistical anal-
ysis, several preprocessing steps are performed to reduce unwanted variabilities. The
most annoying variability must be the head motion. The pixel size used in fMRI is usu-
ally about 3 mm×3 mm, so even very small movements would cause misregistration
among images. To address this problem, the first acquired image is always regarded as a
reference image to estimate the translation and rotation of other images. Then the other
images are aligned to the reference using the estimation. Besides this realignment, the
low resolution fMRI images also need to be coregisterd with the high resolution anatom-
ical image since this mapping can provide more details in the final statistical results. For
different people, a normalization in Talairach space [63] facilitates the data combination.
After these registrations and normalization, a filter is used to remove the noise including
the random thermal noise and physiological fluctuations [8].
General linear models (GLM) are widely employed in statistical analysis software for
fMRI data [64, 65]. It first predicts the hemodynamic response as a linear model, then fits
the data with this model. A t-test of statistical significance with a p-value less than 0.05







3.1 Nuclear Magnetic Resonance Cells and Related Exper-
iments
Two NMR electric field cells were built as presented in Fig 3.1. These cells were designed
to fit inside a standard 5 mm diameter NMR tube. Both cells were filled with Propylene
Carbonate (PC, Sigma-Aldrich, St. Louis, MO).
Figure 3.1: Pictures and diagrams of the two electric field cells for use with the NMR
spectrometer. The cell on the left produced E⊥B0 and the one on the right produced E‖B0
The cell on the left was constructed to produce an electric field perpendicular to the B0
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field. It consisted of a 5 mm outside diameter (OD) NMR tube, two approximately 2 mm
wide by 5 mm long platinum electrodes, and a Teflon® support to separate the electrodes
by 3 mm. The electrodes were connected by #32 (0.202 mm diameter) copper wire to the
top of the NMR tube.
The cell on the right produced an electric field parallel to the B0 field. This cell was
made inside a 4 mm OD, 3.1 mm inside diameter (ID) glass tube by two circular copper
foil electrodes separated by 2mm. The bottom electrode was held in place by epoxy, while
the top was secured by a removable Teflon® rod. The bottom electrode was connected by
#36 (0.127 mm diameter) copper wire which ran between the inside of the 5mm OD NMR
tube and the outside of the 4 mm glass tube to the top of the NMR cell. The wire from the
top electrode also passed out the top of the NMR tube.
Both NMR tubes were placed inside a sample holder similar in shape and size to an
NMR sample spinner. See Figure 3.2 for a photo of the tube holder. Wires from the elec-
trodes were attached to copper contacts on the sample holder. The sample holder was
attached to a 1.9 cm diameter, 88 cm long Plexiglas tube. The contacts on the sample
holder made an electrical contact with similar contacts inside the Plexiglas tube. These
contacts were connected via wires to banana plugs in a PVC plate at the top of the Plex-
iglas tube. This arrangement allowed the sample holder to be rapidly connected to and
disconnected from the Plexiglas tube, and also prevented sparking of the high voltages
applied to the electrodes.
An IR pulse sequence was used for measuring T1 of the two states E = 0 V/m and E
= 78 kV/m. A logarithmic distribution of 128 inversion time values between 25 µs < TI <
15 s was used, with the denser sampling at low TI values [66]. The IR pulse program is
presented in Table 3.1 and the variables and commands used to measure T1 are given in
Table 3.2. Additional pulse sequences are presented in the Appendix of this thesis.
The timing diagram of the IR pulse sequence is shown in Fig 3.3. The RF pulses and
acquired signal curve are on the same line. According to Fig 3.3 and Table 3.2, the pulse
sequence starts from a reset command (ze). After a delay of 10 s (d1) which is about five
times T1, a 180◦ RF pulse is applied. The length of the 180◦ pulse is denoted by p2. 128
TI values are stored in an array list “t1long128” which is labelled as vd in Fig 3.3. One
TI value is taken from the list and after a delay of this TI, a 90◦ RF pulse is applied. The
length of the 90◦ is denoted by p1. The inner loop labelled as “go loop NS” in Fig 3.3 from
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Platinum Electrodes Propylene Carbonate
Figure 3.2: Photo of the tube holder.
d1 delay to the data acquisition is repeated for NS (number of scans) times. During d11,
the data is transferred from the buffer to the file “ser”, and the pointer of “t1long128” is
moved to the next TI. The outer loop labelled as “loop td1” is repeated until all the values
in “t1long128” have been used. Here td1 is the number of TI values in the list.
IR curves were fit with both mono- and poly-exponential dependencies. Mono-exponential
fits utilized a least squares algorithm resident on the NMR spectrometer. Poly-exponential
fits utilized CONTIN as described in 2.1.6.2. Magnetization recovery and decay curves
were produced from the area of the spectrum between 0 < δ < 7 ppm. CONTIN was
constrained to positive output in 150 logarithmically distributed points between 10−4 and
102s−1. Exponential growth curves from the inversion recovery data were converted to
exponential decays with a 1% DC offset [67]. The choice of a 1% offset was intentional as
it converted the uncertainty in the equilibrium (long T1) signal [68] into an R1 (T1 relax-
ation rate, 1/T1) peak at 10−4 to 102s−1 in the CONTIN output. The location of this peak
is well below the T1 of ∼ 2s expected for PC.
For T2 calculation, the CPMG sequence shown in Fig 3.4 produced echoes between
2 ms < TE < 7 s with a Carr-Purcell spacing (τCP=d20) of 500 µs, and a 2 s repetition
delay (d1). The number of the acquired echo was stored in “vc”, which only contained
even numbers for the cancellation of 180◦-pulse errors. T2 values were computed from
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Table 3.1: Bruker Avance programing language code for an IR sequence.
# inc lude <Avance . i n c l >
" p2=p1 * 2 "
" d11=30m"







d11 wr #0 i f #0 ivd
lo to 1 times td1
e x i t
ph1=0 2
ph2=0 0 2 2 1 1 3 3
ph31=0 0 2 2 1 1 3 3
Figure 3.3: Timing diagram of the IR pulse sequence used to measure T1.
a logarithmic selective sampling of 32 echo-time values, with a denser sampling at short
echo time values. Exponential decay curves from the CPMG sequence spectra were fit
using bi-exponential functions and a linear least square algorithm in Microsoft Excel®
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Table 3.2: Variables and Commands in the Bruker IR pulse program.
Name Description
1, 2 The name of a label
ze Resets all
d1 Repetition delay
p2 The pulse width of a 180◦ flip angle
ph1
The phase cycling of the 180◦ RF pulse defined at the bottom of the
program. The phase will be set as 0×90◦ for the first scan and 2×90◦
for the second.
vd Generates a delay whose duration is taken from “vdlist” (t1long128)which contains 128 inversion time values
p1 The pulse width of a 90◦ flip angle
ph2 The phase cycling of the 90
◦ RF pulse defined at the bottom of the
program
go=2 Executes one data acquisition then loop to label 2 until NS (numberof scans) scans have been collected
ph31 The phase cycling of the receiver defined at the bottom of theprogram
d11 Delay for disk I/O, usually 30 msec
wr #0 Writes the accumulated data as file ser from the acquisition bufferinto the directory
if #0
Advances the disk file pointer for ser files by TD×NBL, where TD
(time domain size) is 16384, and the default NBL (number of
memory buffers) is 1.
ivd Moves the vdlist pointer to the next duration
lo to 1 times td1 Loops to label 1 for td1 (128, Nr of delays in vdlist) times.
exit Specifies the end of the program
and validated by curve fitting tools in Matlab ®.
A spin echo (SE) pulse sequence illustrated in Fig 3.5 with 16 different TE values from
15 ms to 120 ms stored in vd and a 1 s repetition delay (d1) time was used to measure the
apparent T2 (T′2). Exponential decay curves were fit using mono-exponential functions
and the same linear least square algorithm as before.
Echo modulation is more significant with longer TE. Therefore, a SE experiment with
64 different TE values from 15 ms to 1.02 s and a 1 s repetition delay time on the pure PC
was also conducted. From the integration of each peak for different TE, T′2 was calculated
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Figure 3.4: Timing diagram of the CPMG pulse sequence to measure T2. This sequence
has three loops. The first loop is to repeat “d20-p2-d20” n times where n is picked from
the list “vc”. The second and third loops are similar to those in Fig 3.3.
Figure 3.5: SE pulse sequence with different TEs to measure T′2. 16 different TE values are
stored in the list “vd”.
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using a fit of the product of a mono-exponential function and a cos function based on the
measured J coupling constants. The linear least square algorithm was used as well.
3.1.1 Pulse Sequence and Circuit Design to Measure the Speed Change
of T2’
The pulse sequence used to measure the speed at which T′2 changes after the application
of the electric field is based on the SE sequence given in Fig 3.5. An electric field is applied
before every 90◦ pulse and turned off after the data is acquired. Gz is a gradient in the
z direction. It is negative in the software, but actually positive in the hardware. This
gradient is used as a trigger. The time interval between the application of the electric
field and the 90◦ pulse is “d2+d3”, where d3 is set to different values from 0 to 200µs to
monitor how fast T′2 will change and d2 is the duration of the gradient. The diagram of
the pulse sequence is shown in Fig 3.6.
Figure 3.6: Timing diagram of the modified SE pulse sequence to measure T2’.
Since the gradient system is not needed for the NMR measurements, one gradient
signal is amplified and used as the input signal of a J-K flip flop to automatically turn on
and off the electric field. The timing diagram of this circuit is shown in Fig 3.7.
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Figure 3.7: Timing diagram of the circuit to automatically control the electric field.
The first line “IN” represents the gradients. A maximum of 235 V from a battery pack
containing 20 12 V batteries is used to create the electric field. The J-K flip flop is trigged
by the positive edge of the gradients. This timing diagram shows that the electric field is
turned on at the first gradient and off at the second one.
Fig 3.8 gives the circuit schematics. The lower left part shows the details of “SIGNAL
IN”. The gradient pulse signal is magnified here by two transistors (Q1 and Q2). The
lower right part is the electric source for the low field electrical components such as the
J-K flip flop (Texas Instruments, SN74HC109N), LEDs (D1 and D2), and relay (OMRON
G3 VM-2L). The top diagram is the central part of the circuit. The amplified gradient
pulse signal is the input of the clock pin (Pin 4) of the J-K flip flop. According to the
function table, since J and K̄ are all set to 1, the clock signal will toggle the output (Q) of
the J-K flip flop, i.e., if Q is 0 at first, it will be changed to 1 and vice visa. When Q is 1, this
signal is transmitted to drive the relay. The function of the relay is to control a high-power
circuit by a low-power signal. It is connected with the 235 V battery pack to set the on
and off state of the electric field. 2 LEDs are used to show the status of the system, D1
for the connection, D2 for the state of the 235 V electric field. The specifics of the electric
components in Fig 3.8 are listed in Table 3.3.
3.2 Magnetic Resonance Imaging Phantom and Related Ex-
periments
3.2.1 The Structure of the MRI Phantom
The MRI phantom consisted of a geometric grid, eight vials with solutions of varying T2
values that we measured, and a cylindrical electrical cell, all surrounded by water. See
Fig 3.9 for a drawing and Fig 3.10 for a picture of the phantom.
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Figure 3.8: The electric circuit for the NMR experiments.
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Table 3.3: Electric components for the circuit of Fig 3.8
RefDes Model Quantity Description
BT1 AA 3 Battery, 1.5 V each, 4.5 V in total
BT2 A23 20 Battery, 12 V each, 235 V in total
C1 - 1 Capacitor, 470 pf
K1 OMRON G3VM-2L 1 Relay
Q1, Q2 C945 2 Transistors
Q3 2030 1 Transistors
D1, D2 - 5 Red LED
R1, R4, R5 - 3 Resistor, 680 Ω
R2 - 1 Resistor, 3.3 kΩ
R3 - 1 Resistor, 5.6 kΩ
R6, R7 - 2 Resistor, 1 kΩ
R8, R9 - 2 Resistor, 6.8 kΩ
IC1 TI, SN74HC109N 1 J-K Flip Flop
S1 - 1 Switch, SPST
J1, J2, J3, J4 - 4 Socket
17.8 cm
16.5 cm
Figure 3.9: A line drawing of the MRI phantom.
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Figure 3.10: A picture of the MRI phantom.
The vials contained aqueous solutions of 2.4% gelatin (Knox Original Gelatin, unfla-
vored, Northfield, IL) with concentrations ranging from 10.2 to 22.4 mM CuSO4. CuSO4
is paramagnetic, similar to the deoxyhomoglobin. The resultant T2 range is from 23 ms
to 43 ms, very close to that of the electrical cell with and without the E field. The spe-
cific concentrations, together with the measured values of T1 and T2 for each of the eight
reference vials are shown in Table 3.4.
Table 3.4: Details of the reference vials
Concentration of CuSO4(mM) T1 (s) at 7 T T2 (s) at 7 T T2 (s) at 1.5 T
22.4 0.028 0.023 0.019
21 0.030 0.024 0.021
19.2 0.033 0.027 0.022
16.2 0.038 0.030 0.024
14.6 0.042 0.033 0.026
12.6 0.046 0.037 0.026
11.2 0.047 0.038 0.028
10.2 0.049 0.043 0.032
The Teflon® electrical cell had an ID of 2.2 cm and a 2 cm distance between two circular,
23 µm thick, copper electrodes. The cell was filled with PC. All the above components
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were located inside a 17.8 cm ID poly(methyl methacrylate) (PMMA) cylinder filled with
18 MΩ·cm water. One electrode was connected by a #26 copper wire to a plug located
outside the PMMA container. The other was connected to a plug located outside the
PMMA container with a smaller #36 wire as this wire needed to loop back through the
image plane through the electrical cell. These plugs were connected to the 235 V battery
pack or pulse circuit via a 3 meter pair of coaxial RG-58 cables.
3.2.2 Experimental Protocols
Three experiments were conducted on a GE Signa 1.5 T scanner using a quadrature head
coil. The purpose of these experiments was to find the effect of the electric field on the
T′2 of PC, and whether the signal change in SE-EPI and GRE-EPI could be compared with
the BOLD signal.
The first experiment (Ex1) was to measure T′2 with and without the electric field. T
′
2
values were determined from five, four-echo spin echo sequences (TR = 1 s, TE = 15∼140
ms, FOV = 20 cm, matrix = 256× 192, slice thickness = 1 cm, 17 images). Two directions
(E⊥B0 and E‖B0) were tested. The proton signal from the electrical cell was measured
within a region-of-interest (ROI). T2 values were calculated using the same linear, least-
squares algorithm.
The second experiment (Ex2) used a pulse triggered SE-EPI sequence(TR = 1.5 s, 2.5
s, 0.5 s; TE = 40 ms, 23.3 ms; FOV = 22 cm, matrix = 64 × 64, slice thickness = 1 cm,
202 dynamic measurements) to test whether the phantom was dynamic. A transverse
slice was acquired in every measurement. A circuit was designed to provide this pulse.
During the acquisition, the electric field was changed from 0 to 118 V/cm periodically for
every 10 measurements, simulating rest and active states (0 V/cm for 10 measurements,
180 V/cm for 10; 0 V/cm for 10, etc.). The averaged signals from the center electrical
cell, standards, background and water were plotted versus the number of images using
Matlab®.
The third experiment used a pulse triggered single-shot GRE-EPI sequence(TR = 1.5
s, TE = 22.1 ms, FOV = 22 cm, matrix =64 × 64, slice thickness = 1 cm, 202 dynamic
measurements). A transverse slice was acquired in every measurement as well. The
electric field was also switched between 0 and 118 V/cm for every 10 images. A signal
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analysis similar to that described for Ex2 was performed.
3.2.3 Circuit Design to Automatically Control the Electric Field
An automatically switched electric field is also necessary in the dynamic MR imaging,
just as it is in the NMR experiments. In MRI, the gradients cannot be used as the input
signal for the clock of the J-K flip flop because they are employed to localize the signal.
An alternative method of triggering was found. A micro-controller (Arduino Nano) gen-
erating two output pulses, one for the sequence control, the other for the control of the
electric field, was used to provide the necessary timing pulses. The timing diagram of the















Figure 3.11: Pulse triggered SE-EPI pulse sequence.
In Fig 3.11, the peripheral cardiac trigger pulse and the E-Field trigger pulse are pro-
duced by the controller. TED is the electric field delay after the cardiac trigger pulse. TTD
is the trigger delay after the cardiac trigger but before the start of SE-EPI. TEF is the dura-
tion of the electric field. TED, TEF and TR are set in the controller. TTD can be set on the
set up screen of the MR imager. n is the number of images acquired in one state. This
is a standard block pattern in fMRI experiments [57], n images with the electric field, n
images without the electric field.
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The circuit consisted of control, timing, and output sections. See Fig 3.12 for a diagram
of the circuit and Table 3.5 for a component list. Each section was shielded to minimize
the pickup of signal from the imager and the introduction of noise into the images. The
control section contained the pulse logic, 235 V battery pack, relay, and shielded output
cables.
The timing part of the circuit is based on the Arduino Nano micro-controller. One
digital output, D12, is amplified and sent to the clock pin of the J-K flip flop (IC1). The
other output, D11, is sent to Red LED D5 (λ = 660nm) and IR LED D6 (λ = 940nm) as
the input of the finger sensor for peripheral triggering. The lights of these wavelengths
are absorbed by the oxyhemoglobin and deoxyhemoglobin respectively. Usually the ab-
sorption rates are used to calculate the ratio of the oxyhemoglobin and deoxyhemoglobin.
Here the fluctuation of the signals from the two LEDs is regarded as the frequency of the
heartbeat. The LED D4 at the right side of Arduino is used to show the working status of
D5 and D6, while D3 at the left side of Arduino is used to show if Arduino is powered.
BT2 provides the electric source for Arduino.
The control circuit shows how the digital output D12 is transmitted, almost the same
as what is used in the NMR experiments except for the four RF chokes and the shielding.
The probe of the NMR spectrometer is a very small low power device and radiates very
little RF. The RF imaging coils used on the MRI scanner are comparatively larger, higher
power devices which radiate a great amount of RF into the scan room. Similarly, it was
thought that the MRI RF coil might be more sensitive to noise from the controller. There-
fore, the function of the RF chokes is twofold: first, to block RF signals from the RF pulses
and induced signals from the switching of the gradients from getting into the controller,
and second to block clock signals from the controller from getting into the imager. The
function of the shielding is to minimize the introduction of noise into the electronic timing
control box.
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Figure 3.12: The electric schematic of the pulse controller for the MRI experiments.
Table 3.5: Electric components for the circuit of Fig 3.12
RefDes Model Quantity Description
BT1 AA 3 Battery, 1.5 V each, 4.5 V in total
BT2 9V 1 Battery, 9 V
BT3 A23 20 Battery, 12 V each, 235 V in total
C1 - 1 Capacitor, 470 pf
K1 OMRON G3VM-2L 1 Relay
Q1, Q2 C945 2 Transistors
Q3 2030 1 Transistors
D1-5 - 5 Red LED
D6 - 1 IR LED
R1, 8-13 - 6 Resistor, 680 Ω
R2, 3 - 2 Resistor, 6.8 kΩ
R4 - 1 Resistor, 3.3 kΩ
R5, 6 - 2 Resistor, 1 kΩ
R7 - 1 Resistor, 5.6 kΩ
L1-4 - 4 RF Chokes, 100 mH
IC1 TI, SN74HC109N 1 J-K Flip Flop
S1,2 - 2 Switch, SPST
S3 - 1 Switch, Momentary
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4.1 T1, T2 and T′2 Values with E = 0
The high resolution, proton spectrum of PC measured from 300 MHz NMR spectrometer
shows the four chemical shifts and hyperfine splitting between the coupled hydrogens in
the molecule (see Fig 4.1(a)). The spectrum of PC in the E-field cell measured from the
same spectrometer (see Fig 4.1(b)) loses most of the details shown in the high resolution
spectrum. This is to be expected, since the sturctures in the E-field cell will make the
local magnetic field substantially more inhomogeneous. The hyperfine coupling is not
resolved. The chemical shift information for the δ = 1.397, 3.958, and 4.495 ppm hydrogens
is marginally resolved.
All the measurements of relaxation times of the two E-field cells and the MRI phantom
were performed on the 300 MHz NMR spectrometer and the 64 MHz MRI scanner. The
results are listed in Table 4.1.
For PC in the E⊥B0 NMR cell, T1 was measured to be about 2.38 s with a mono-
exponential fit of the IR data. The averaged T2 values obtained from CPMG data were fit
with a bi-exponential curve yielding short and long T2 values:
S = ρa exp(−TE/T2a) + ρb exp(−TE/T2b) (4.1)
where S is the signal, T2a is the long T2, and T2b is the short T2. The estimated proton
density for the larger T2a (ρa) is approximately twice as large as the the spin density for
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Figure 4.1: Spectra of PC a) diluted in deuterated chloroform at 300 MHz b) in the E⊥B0
cell with E=0 at 300 MHz. The hyperfine coupling structure in a) was not resolved in b).
In (b) spectrum is shifted by about 0.5 ppm to the right as it was recorded without a field
lock. It is broaden due to the field inhomogeneity caused by the electrodes.
Table 4.1: Relaxation measurements for two NMR cells and the MRI phantom, all without
E fields. T1 was measured by an IR pulse sequence, T2 by a CPMG pulse sequence and T′2
by a SE pulse sequence using 16 different TEs on the NMR spectrometer. A four-echo SE
pulse sequence was used to measure T′2 on the MRI scanner.
















(E=0)‖B0 – 1.30 0.65 0.05 0.35 0.04 0.05
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the smaller T2b (ρb). Therefore, T2a dominates the relaxation process. The presence of
two relaxation times is plausible as there are two classes of hydrogen atoms on the PC
molecule. One is a hydrogen on the PC ring and the other is a −CH3 type. The −CH3
hydrogens can rotate freely about the carbon-carbon bond giving the hydrogens a greater
range of molecular motions. The remaining hydrogens are restricted in their motions to
that of the entire PC molecule. Since T2 is related to molecular motions less than and equal
to f0, the two classes of hydrogens will have different T2 values. Signals from these two
classes of hydrogens are averaged together in the low resolution E-field cell, hence a bi-
exponential recovery is observed. The averaged apparent T2 (T′2) values acquired from SE
data are fit with a mono-exponential fit. This is not an accurate T2 measurement due to the
diffusion effect [7], which might be the reason why the SE data was not a bi-exponential
fit.
For PC in the E‖B0 NMR cell, T2 and T′2 were also measured by CPMG and SE pulse
sequences respectively. There are no significant differences in T2 and T′2 results for PC in
the E⊥B0 and E‖B0 cells.
The MRI phantom was put in the head coil vertically (E⊥B0) or horizontally (E‖B0)
for the clinical 64 MHz scanner. T′2 was measured to be about 0.046 s with a mono-
exponential fit of the four-echo spin echo data for both E⊥B0 and E‖B0 situations.
4.2 T1, T2 and T′2 Values at 300 MHz with E > 0
4.2.1 E⊥B0
With a 78 kV/m E field, T1 was measured to be 2.38 s with a mono-exponential fit of
the IR data, the same as was found without the E field. An inverse Laplace transform
implemented in CONTIN [47] of the IR data revealed that the T1 recovery for both E=0
and 78 kV/m was mono-modal. However, there was a slight change in the distribution
of 1/T1 values for PC with and without the E field. This change can be seen in Fig 4.2.
The distribution of the 1/T1 values became broader with E field. A possible cause of
this broadening is that under the electric field, the polar molecules are trying to align
themselves to the E field, which limits the motion of the molecules.
The averaged T2 values obtained from CPMG data were fit with a bi-exponential curve
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Figure 4.2: CONTIN results for 1/T1 measurements of two states: without E (solid curve)
and with E = 78 kV/m (dashed curve). The dotted curve is the difference between them.
for five different electric fields. The long T2 (T2a), short T2 (T2b), and the corresponding
estimated proton density ρa, ρb are given in Table 4.2.
Table 4.2: Measured T2 values of PC for different E when E⊥B0.




































T2a decreased by a factor of nearly 3 with the increasing E field, while T2b did not have
a significant change with the increasing E field. ρa is approximately twice as large as ρb.
Therefore, T2a dominates the relaxation process. Fig 4.3 presents the T2 data of Table 4.2
with error bars, and a best linear fit to the data. The coefficient of determination R2 for
T2a fit is 0.9049 and for T2b fit is only 0.1597. According to the statistics textbook [10],
if R2 equals 1, all the points are on the fit line. If R2 equals 0, no linear relationship
exists between the two variables. Hence T2a fits well. However, there is no obvious linear
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relationship between T2b and the E field.
1.6




























Figure 4.3: Plots of the measured T2a and T2b for PC when E⊥B0, obtained with a CPMG
pulse sequence and a bi-exponential fit. Error bars are ± one standard deviation and the
line is a linear-least-squares fit to the data. Some errors are smaller than the data points.
The averaged mono-exponential T′2 values acquired from SE data for four different
electric fields are presented in Table 4.3.
Table 4.3: Measured T′2 values of PC for different E when E⊥B0.










These data are plotted in Fig 4.4 with a best, linear-least-squares fit to the data. T′2
decreased with the increasing E field. Error bars are ± one standard deviation unit. R2
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is equal to 0.9264, which means the line is a good fit for the relationship between T′2 and
E field. The signal is modulated by apparent J couplings described in sec 2.1.7. T2 is also
affected by these couplings and is written as T′2, much smaller than T2a.
0 040












Figure 4.4: A plot of the measured T′2 of PC as a function of E when E⊥B0, obtained with
an SE pulse sequence and a mono-exponential fit. Error bars are± one standard deviation
and the line is a linear-least-squares fit to the data. Some errors are smaller than the data
points.
4.2.2 E‖B0
The averaged T2 values obtained from CPMG data were fit with a bi-exponential curve
for four different electric fields. The long T2 (T2a), short T2 (T2b), and the corresponding
estimated proton density ρa, ρb are given in Table 4.4. The larger T2 also dominates the
relaxation process but the change rate is only up to 1.5%.
Table 4.4: Measured T2 values of PC for different E when E‖B0.
Electric field (kv m−1) T2a (s) ρa T2b (s) ρb
0 1.30 0.65 0.05 0.35
18 1.29 0.66 0.04 0.34
36 1.28 0.65 0.04 0.35
76 1.30 0.65 0.05 0.35
Fig 4.5 presents the T2 data of Table 4.4 with a best linear fit to the data. Since R2 for T2a
fit is 0.0065 and for T2b fit is 0.0382, both T2a and T2b have no obvious linear relationship
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with E field. They neither increase nor decrease with the increasing E field.
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Electric Field (kV/m)  
Figure 4.5: Plots of the measured T2a and T2b for PC when E‖B0.
The mono-exponential T′2 values acquired from SE data for four different electric fields
are presented in Table 4.5. T′2 almost keeps the same value no matter how the E field
changes.
Table 4.5: Measured T′2 values of PC for different E when E‖B0.
Electric field (kv m−1) 0 18 36 76
T′2(s) 0.03 0.03 0.03 0.03
These data are plotted in Fig 4.6 with a best, linear-least-squares fit to the data. T′2 does
not change with the increasing E field. Again, T′2 is T2 affected by apparent J couplings,
much smaller than T2a.
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Figure 4.6: A plot of the measured T′2 of PC when E‖B0.
4.2.3 The Rate of T′2 Change
Several T′2 measurements were performed using a gradient controlled E field MESE pulse
sequence with the diagram shown in Fig 3.6. Fig 4.7 presents T′2 corresponding to different
d3, the time between the gradient pulse and 90◦ pulse. The duration of the gradient pulse
is d2. The electric field has been turned on at the start of d2. T′2 without the electric field
is about 0.03 s, and it decreases with the application of the electric field. Although there
is not a linear relationship between the duration of E field and T′2, T
′
2 changes very fast
since T′2 reduces from 0.03 s to 0.014 s even for d3 = 0 in Fig 4.7. With longer d3, T
′
2 does
not have a significant change.
4.3 Echo Modulation
Echo modulation of pure PC was observed using a SE pulse sequence with long TEs. Fig
4.8 shows the echo modulation pattern for the four protons of PC. In the region where
TE is less than 0.1 s, the modulation is not apparent. That is the reason why a mono-
exponential fitting model is still suitable in the T′2 measurements. However, the modula-
tion becomes more and more obvious as TE increases. For every proton, the modulation
pattern is affected by the J coupling constants. Since proton a is coupled with the other
three protons, its pattern is the most complicated. The pattern of proton d is the simplest
in that it is only coupled with proton a.
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Figure 4.7: Averaged T′2 measurements for different d3. Error bars are ± one standard
deviation. The solid curve is not obtained by fit results, but a line to guide the eye.
It has been derived in sec 2.2.1 that the residual dipolar couplings of PC would change
when the E field was applied. Therefore, the apparent J coupling constant (J’, the combi-
nation of J couplings and the residual dipolar couplings) would also change. To check the
influence of J’ on the T2’, suppose that there is a proton that only couples with another
proton. The echo modulation patterns of three different J’ are presented in Fig 4.9. When
TE is smaller than 0.1 s (gray region in Fig 4.9) in the T′2 measurements, sinusoidal wave
patterns are not observed. According to the usual fit model without regard to the echo
modulation:
S = ρ · exp(−TE/T′2) + a (4.2)
measured T2’ will be the largest for J’ equal to 5 Hz and the smallest for J’ equal to 7 Hz.
This simple simulation shows measured T2’ increases with decreasing J’ coupling. The PC
sample has four protons coupling with each other. Under the E field, their J’ couplings
change hence lead to the change of T′2.
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Jad = 6.28 Hz
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Figure 4.8: Echo modulation in pure PC. The dots are integration of each proton for every
TE. The solid fit curve is obtained from the equations Sa to Sd where ρs and T2’s are
calculated from the linear-least-squares method.
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J '= 6 Hz






J' = 7 Hz
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24
S
S = (!cos("J't))exp(#TE/T2')
Figure 4.9: Echo modulation patterns for three different J’. The solid, dotted and dashed
line are related to J’ = 6 Hz, 5 Hz, and 7 Hz respectively. The usual T2’ measurements
happen in the gray region where the sinusoidal modulation is not obvious.
4.4 T′2 Values and Imaging at 64 MHz
4.4.1 T′2 Values
Fig 4.10 presents a magnetic resonance image from a slice through the phantom. The
electric cell can be seen in the center of the image surrounded by eight reference vials with
T2 standards in a square pattern. The four dark squares in the grid pattern are supports
for the grid, standards, and cells. The high signal intensity in the entire phantom is from
water. An artifact from the wire electrode passing through the solution is also visible in
the upper left part of the image at the grid coordinate two right two up from the center.
When the main magnetic field was perpendicular to the electric field, the PC signal as
a function of TE, both with and without the applied electric field, is plotted in Fig 4.11.
The best fit to the data yields T′2 values of 46 ms without, and 38 ms with the E field of
11.8kV/cm. The fit equations given in the figure are corresponding to the Eq. 4.2. With
TE=30 ms, this change in T2 altered the signal by approximately 10%, a value comparable
to the 5-20% reported for the BOLD signal [69]. The signals of the eight reference vials
were also measured and all of them had less than 5% change with and without the E field
applied to the nearby cell.
When the main field was parallel to the electric field, T′2 did not change with the ap-
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E = 0 kV/m, T2' = 46ms



















Figure 4.11: T′2 curves for PC MRI signal as a function of TE with and without the E field.
Error bars are ± one standard deviation. Solid lines are the best exponential fit to the
data. S0 is for the signal without the E field, while SE is for the signal with the E field.
Both R2 values show that the curves fit the data quite well.
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plication of the E field. It was about 47 ms with or without the E field.
4.4.2 Spin Echo-Echo Planar Imaging Results
Since T′2 did not change when E‖B0, SE-EPI and GRE-EPI data acquisition were conducted
with E⊥B0. 200 images were read in DICOM format, then the average signal intensity
of several specific regions was calculated and the plot of the average versus the image
number were drawn. Five pixels was randomly taken to get the average in the center cell.
Three points from one of the standards and fourteen points from the water were taken to
calculate the average. For the background, a 8× 44 pixel rectangular region was selected.





Figure 4.12: Chosen regions for analysis in the MRI phantom. Several points were ran-
domly selected from the center cell, the standard and water regions pointed by the arrow.
For the background, a 8× 44 pixel rectangular region was selected.
Figs 4.13 - 4.16 are the plots of the averaged signal from the center E cell vs. the
number of the acquired images for the SE-EPI pulse sequence. The connected dot lines
are the averaged intensities. The rectangular patterns masking the data are calculated
from the five local maximums and five local minimums of the averaged intensities. There
are ten points in each peak and crest, simulating a 10 on and 10 off pattern. The numbers
above the peaks and below the crests are signal-to-fluctuation-noise ratio (SFNR), which
is defined as the average of the 10 data points divided by their standard deviation. Note
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that, consistent with data above (Fig 4.11), the signal goes down when the E field is turned
on. The pattern of the E field is represented as dash lines below the data in the figures.
The shift of the pattern is different in the four figures since the E field was turned on
and off automatically and the actual acquisition time could not be controlled during the
imaging. These figures show the 10 on and off pattern is a best fit for TR = 1500 ms, TE
= 23.3 ms situation. Here the signal change is about 8%, very close to the typical BOLD
signal. Fig 4.15 shows that when TR is increased to 2500 ms, the signal also increases.
The minimum intensities from image 100 to 200 becomes larger and larger, which might
be caused by some system variations. The signal decreases if TR is decreased and TE is
increased as shown in Fig 4.13 and Fig 4.16.
In order to further examine whether the 10 on and 10 off pattern was the best fit for the
signal of the center E cell, a cross correlation analysis for different patterns was conducted.
Cross correlation is a method to measure the similarity of two functions [70]. In Matlab®





n m ≥ 0
R̂∗yx(−m) m < 0
(4.3)
where x and y are vectors with length N, m is an index, and * means complex conjugate.
The result without normalization is
c(m) = R̂xy(m− N) m = 1, 2, ...2N − 1 (4.4)
The calculation of the correlation coefficient is based on the operation of normalization,
which “normalizes the sequence so the autocorrelations at zero lag are identically 1.0”
[71]. Therefore, the closer coefficients are to 1.0, the more similar x is to y. The coefficients
of 20 patterns, from “one on one off” to “twenty on twenty off”, were computed for
the center E cell, then the largest one was chosen and illustrated in Fig 4.17. Although
different TRs and TEs were used during the acquisition, the correlation coefficient for
every data series with the ten on and ten off pattern was the largest. The former results
show that this pattern is most matched with TR = 1500 ms, TE = 23.3 ms situation. That
finding is validated in Fig 4.17 as well, as it corresponds to the highest cross correlation
coefficient, 0.829.
Figs 4.18 - 4.21 are the plots of the averaged signal from the standard cell (labelled
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in Fig 4.12) vs. the number of the acquired images for the SE-EPI pulse sequence. No
periodic patterns are observed in the figures. A cross correlation analysis with twenty
patterns was also conducted and the results are shown in Fig 4.22. Unlike Fig 4.17, there
is not a significantly large coefficient for any pattern.
Similar results are obtained from the averaged signal from the water (Fig 4.23 - Fig
4.26) and the background (Fig 4.28 - Fig 4.31). No clear patterns are observed from the
plots. The coefficients for each pattern (Fig 4.27 and Fig 4.32) are also very small and less
than 0.3. All these results indicate that the change of the center cell does not come from
the fluctuation of the system but from the echo modulation of PC when the electric field
is applied. In Fig 4.26, the intensity of the signal is small in the beginning. This should
not occur. It might be attributed to some system variations, which is beyond the scope of
this dissertation.






















Center E Cell: TR = 1500 ms, TE = 40 ms
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Figure 4.13: Center E cell signal acquired from SE-EPI pulse sequence with TR = 1500 ms,
TE = 40 ms. The rectangular patterns superimposed on the data are calculated from the
five local maximums and five local minimums of the averaged intensities. The numbers
above the peaks and below the crests are SFNRs. The pattern of the E field is represented
as dash lines below the data. Images are spaced by 1.5 seconds.
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Center E Cell: TR = 1500 ms, TE = 23.3 ms
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Figure 4.14: Center E cell signal acquired from SE-EPI pulse sequence with TR = 1500 ms,
TE = 23.3 ms. The rectangular patterns superimposed on the data are calculated from the
five local maximums and five local minimums of the averaged intensities. The numbers
above the peaks and below the crests are SFNRs. The pattern of the E field is represented
as dash lines below the data. Images are spaced by 1.5 seconds.
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Center E Cell: TR = 2500 ms, TE = 23.3 ms
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Figure 4.15: Center E cell signal acquired from SE-EPI pulse sequence with TR = 2500 ms,
TE = 23.3 ms. The rectangular patterns superimposed on the data are calculated from the
five local maximums and five local minimums of the averaged intensities. The numbers
above the peaks and below the crests are SFNRs. The pattern of the E field is represented
as dash lines below the data. Images are spaced by 2.5 seconds.
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Center E Cell: TR = 500 ms, TE = 23.3 ms
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Figure 4.16: Center E cell signal acquired from SE-EPI pulse sequence with TR = 500 ms,
TE = 23.3 ms. The rectangular patterns superimposed the data are calculated from the
five local maximums and five local minimums of the averaged intensities. The numbers
above the peaks and below the crests are SFNRs. The pattern of the E field is represented
as dash lines below the data. Images are spaced by 0.5 seconds.
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Center E Cell: TR = 1500 ms, TE = 40 ms
























Center E Cell: TR = 1500 ms, TE = 23.3 ms
























Center E Cell: TR = 2500 ms, TE = 23.3 ms
























Center E Cell: TR = 500 ms, TE = 23.3 ms
Figure 4.17: The largest correlation coefficient of center E cell signal acquired from SE-
EPI pulse sequence with 20 different patterns. These patterns are from one on one off to
twenty on and twenty off. Different scanning parameters (TR, TE) were used during the
acquisition. The coefficient is the closest to 1 (> 0.5) for the ten on and ten off pattern, for
every data series.
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Standard: TR = 1500 ms, TE = 40 ms
Figure 4.18: Standard signal acquired from SE-EPI pulse sequence with TR = 1500 ms, TE
= 40 ms.



















Standard: TR = 1500 ms, TE = 23.3 ms
Figure 4.19: Standard signal acquired from SE-EPI pulse sequence with TR = 1500 ms, TE
= 23.3 ms.
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Standard: TR = 2500 ms, TE = 23.3 ms
Figure 4.20: Standard signal acquired from SE-EPI pulse sequence with TR = 2500 ms, TE
= 23.3 ms.




















Standard: TR = 500 ms, TE = 23.3 ms
Figure 4.21: Standard signal acquired from SE-EPI pulse sequence with TR = 500 ms, TE
= 23.3 ms.
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Standard: TR = 1500 ms, TE = 40 ms























Standard: TR = 1500 ms, TE = 23.3 ms























Standard: TR = 2500 ms, TE = 23.3 ms























Standard: TR = 500 ms, TE = 23.3 ms
Figure 4.22: The largest correlation coefficient of the standard one signal acquired from
SE-EPI pulse sequence with 20 different patterns. These patterns are from one on one off
to twenty on and twenty off. Different scanning parameters (TR, TE) were used during
the acquisition. The correlation coefficients of all the data series are less than 0.3 for every
pattern, indicating no significant correlation.
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Water: TR = 1500 ms, TE = 40 ms
Figure 4.23: Water signal acquired from SE-EPI pulse sequence with TR = 1500 ms, TE =
40 ms.




















Water: TR = 1500 ms, TE = 23.3 ms
Figure 4.24: Water signal acquired from SE-EPI pulse sequence with TR = 1500 ms, TE =
23.3 ms.
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Water: TR = 2500 ms, TE = 23.3 ms
Figure 4.25: Water signal acquired from SE-EPI pulse sequence with TR = 2500 ms, TE =
23.3 ms.
























Water: TR = 500 ms, TE = 23.3 ms
Figure 4.26: Water signal acquired from SE-EPI pulse sequence with TR = 500 ms, TE =
23.3 ms.
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Water: TR = 1500 ms, TE = 40 ms























Water: TR = 1500 ms, TE = 23.3 ms























Water: TR = 2500 ms, TE = 23.3 ms























Water: TR = 500 ms, TE = 23.3 ms
Figure 4.27: The largest correlation coefficient of the water signal acquired from SE-EPI
pulse sequence with 20 different patterns. These patterns are from one on one off to
twenty on and twenty off. Different scanning parameters (TR, TE) were used during the
acquisition. The coefficients of all the data series are less than 0.3 for every pattern.
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Background: TR = 1500 ms, TE = 40 ms
Figure 4.28: Background signal acquired from SE-EPI pulse sequence with TR = 1500 ms,
TE = 40 ms.
























Background: TR = 1500 ms, TE = 23.3 ms
Figure 4.29: Background signal acquired from SE-EPI pulse sequence with TR = 1500 ms,
TE = 23.3 ms.
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Background: TR = 2500 ms, TE = 23.3 ms
Figure 4.30: Background signal acquired from SE-EPI pulse sequence with TR = 2500 ms,
TE = 23.3 ms.





















Background: TR = 500 ms, TE = 23.3 ms
Figure 4.31: Background signal acquired from SE-EPI pulse sequence with TR = 500 ms,
TE = 23.3 ms.
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Background: TR = 1500 ms, TE = 40 ms






















Background: TR = 1500 ms, TE = 23.3 ms






















Background: TR = 2500 ms, TE = 23.3 ms






















Background: TR = 500 ms, TE = 23.3 ms
Figure 4.32: The largest correlation coefficient of the background one signal acquired from
SE-EPI pulse sequence with 20 different patterns. These patterns are from one on one off
to twenty on and twenty off. Different scanning parameters (TR, TE) were used during
the acquisition. The coefficients of all the data series are less than 0.3 for every pattern.
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4.4.3 Gradient-Echo Echo-Planar Imaging Results
Fig 4.33 - Fig 4.36 are plots of the averaged signal from PC in the center electrical cell,
standard cell, background and water versus the number of the acquired images for the
GRE-EPI pulse sequence with applied E⊥B0 field. The same points and region were se-
lected when doing the average. From this figure the 10 on and 10 off pattern is not visible
in the center cell. Neither is this pattern visible in the background, water, or any of the
standards.
Similar results are presented in Fig 4.37. For the center E cell, the coefficient for the ten
on and ten off pattern is the largest, but it is still smaller than 0.3. For other data series, no
extremely large coefficient is detected, which also indicates no regular pattern is buried
in the data.
The electric field here is only 11.8 kV/m due to the structure limitation, but the small-
est one used in the NMR experiments is 20 kV/m. The electric field might be too small
to trigger the change. Based on the T2 measurements in sec 4.2.1, the dominant T2a has a
linear relationship with the E field:
T2a = (−0.0105E + 1.23) s (4.5)
T2a equals 1.1061 s when substituting E = 11.8 kV/m into this linear equation. According
to the signal equation S = ρ exp(−TE/T2), when TE = 34ms, the signal only changes
about 0.56% with E = 11.8 kV/m compared that without the E field. If a 5% or larger
signal change has to be observed, then
T2 = −0.034/ ln(exp(−0.034/1.352)× 0.95) = 0.4448 s (4.6)
E must be at least 74.8 kV/m to get a 5% or larger signal change by substituting T2 =
0.4448 s into Eq 4.5 for 300 MHz magnetic field. Therefore, with a larger electric field, an
apparent 10 on and 10 off pattern might be able to be detected in the data acquired from
the GRE-EPI pulse sequence for 64 MHz magnetic field.
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Center E Cell: TR = 1500 ms, TE = 22.1 ms
Figure 4.33: Center E cell signal acquired from GRE-EPI pulse sequence with TR = 1500
ms, TE = 22.1 ms. The rectangular patterns masking the data are calculated from the five
local maximums and five local minimums of the averaged intensities. No 10 on and 10
off pattern is observed.























Standard One: TR = 1500 ms, TE = 22.1 ms
Figure 4.34: Standard signal acquired from GRE-EPI pulse sequence with TR = 1500 ms,
TE = 22.1 ms.
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Background: TR = 1500 ms, TE = 22.1 ms
Figure 4.35: Background signal acquired from GRE-EPI pulse sequence with TR = 1500
ms, TE = 22.1 ms.




















Water: TR = 1500 ms, TE = 22.1 ms
Figure 4.36: Water signal acquired from GRE-EPI pulse sequence with TR = 1500 ms, TE
= 22.1 ms.
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Center E Cell: TR = 1500 ms, TE = 22.1 ms






















Standard: TR = 1500 ms, TE = 22.1 ms






















Background: TR = 1500 ms, TE = 22.1 ms






















Water: TR = 1500 ms, TE = 22.1 ms
Figure 4.37: The largest correlation coefficient of the center E cell, the standard, the back-
ground, and the water signal acquired from GRE-EPI pulse sequence with 20 different
patterns. These patterns are from one on one off to twenty on and twenty off. The coeffi-




5.1 Summary of Contributions
In this dissertation work, a dynamic MRI phantom based on two different theories was
designed and implemented. The first theory is that in a strong magnetic field (B0), dif-
ferent protons of propylene carbonate (PC) interact with each other through the indi-
rect dipole-dipole couplings (J couplings), which lead to echo modulation hence the sig-
nal change when using SE-type pulse sequence (SE, SE-EPI). The second one is that the
molecules in the polar liquid PC realign themselves if an electric field is applied to them.
This anisotropic property results in residual dipolar couplings when a high magnetic field
(B0) is present. The major contributions resulting from this project are summarized below.
First of all, two NMR cells filled with PC in order to observe the influence on the re-
laxation times brought by the direction of the E field were built. One cell was constructed
to produce an electric field perpendicular to the B0 field. The other cell produced an elec-
tric field parallel to the B0 field. The spin-lattice relaxation time T1, spin-spin relaxation
time T2 and apparent T′2 for PC in the two cells were measured using IR, CPMG and SE
pulse sequences. When B0 is perpendicular to the E field, the results of T1 measurement
show that the T1 value did not change, although the distribution of 1/T1 became broader
with the E field. The results of T2 and T′2 measurements show that T2 and T
′
2 values have
a linear relationship with the E field. They decreased with increasing E field. When B0
is parallel to the E field, no significant change in T2 or T′2 was detected. The direction
of the E field will affect the orientations of the PC molecules, while the nuclear dipoles
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have possible discrete components along the B field. Thus, while we do not develop a
detailed theory here, nevertheless it is to be expected that residual dipolar couplings in
some molecules can be sensitive to changes in the relative directions of E and B.
Second, a circuit using the gradient signal to control the E field was developed to
measure how fast T′2 changed in NMR experiments. Since the gradient system was not
needed for the NMR measurements, a gradient pulse was employed which was amplified
and used as the input of the clock pin of the J-K flip flop. The function of the J-K flip
flop was to drive the relay, which was capable of controlling a high-power circuit by a
low-power signal. The whole circuit could automatically control the on - off status of the
electric field. Then the rate of T′2 change could be measured by adjusting a time parameter
D2 (Fig 3.6) to change the duration of the E-field. The result shows that T′2 of PC changes
very fast when the E field is applied, and occurs in a time less than or equal to 20 µs.
Third, a circuit using two pulses produced by an Arduino micro controller , one for
triggering the finger sensor, the other for triggering the E field was developed to auto-
matically switch between two states during data acquisition on the clinical 64 MHz MRI
system. Besides the Arduino micro-controller , the remaining electric components were
almost the same as those used in NMR experiments except for the four RF chokes. The
function of the RF chokes was to block RF signals from the RF pulses and induced signals
from the switching of the gradients getting into the controller, and block clock signals
from the controller from getting into the imager. Using this circuit, block pattern experi-
ments (ten on and ten off) used in fMRI research were successfully conducted.
Last but not the least, a dynamic MRI phantom was designed and implemented. This
phantom only had one center cell filled with PC in which the E field was applied. The
other eight reference vials were filled with solutions of known T2 values. Both the center
cell and the references were surround by water. The results of the pulse triggered SE-
EPI show that about an 8% change in the signal between the E field on and off states
is observed in the center cell while no significant signal changes are detected from the
references, water and the background. The results of the pulsed trigger GRE-EPI do not
show obvious changes even in the center cell. However, it is estimated that with a higher




A goal of the project is to make an fMRI phantom for multi-center research that tests the
GRE-EPI pulse sequence. Therefore the first task in the near future is to get a sufficient
T∗2 change using a GRE-EPI pulse sequence, which is comparable with that inducing the
BOLD signal. It was calculated in sec 4.4.3 that this could be potentially implemented by
using a higher electric field of 80 kV/m. This will require 1600 V (BT3 in Fig 3.12) in the 2
cm phantom cell. For such a high voltage, the relay (K1 in Fig 3.12) should be changed to
a 5500 series high voltage reed relay.
It may be possible to use other polar liquids with simpler structure, such as diethyl-
ether, to fill the center cell. The residual dipolar couplings have only been qualitatively
studied in this dissertation since there are four different protons in PC. It is not easy to
predict the possible rotation angles for each of them. This problem would be simplified
if there were only two different protons in the polar molecules. Then the residual dipolar
couplings might be studied quantitatively.
Once a significant change in T∗2 from the results of GRE-EPI experiments is observed,
this phantom then could be used in the quality assurance to compare the performance
of different MRI scanners, or the same scanner over a long period. The phantom could
also be used to provide the input to statistical software packages in order to compare the





Bruker Pulse Program Code
t1ir (IR Pulse Sequence Program Code), using two vdlist: t1long, t1long128
; t 1 i r
; avance−vers ion (07/04/03)







# include <Avance . i n c l >
" p2=p1 * 2 "
" d11=30m"







APPENDIX A. BRUKER PULSE PROGRAM CODE
go=2 ph31
d11 wr #0 i f #0 ivd
lo to 1 times td1
e x i t
ph1=0 2
ph2=0 0 2 2 1 1 3 3
ph31=0 0 2 2 1 1 3 3
; pl1 : f1 channel − power l e v e l f o r pulse ( d e f a u l t )
; p1 : f1 channel − 90 degree high power pulse
; p2 : f1 channel − 180 degree high power pulse
; d1 : r e l a x a t i o n delay ; 1−5 * T1
; d11 : delay f o r disk I /O [30 msec ]
; vd : v a r i a b l e delay , taken from vd− l i s t
;NS : 8 * n
; DS : 4
; td1 : number of experiments = number of delays in vd− l i s t
;FnMODE: undefined
; def ine VDLIST
; t h i s pulse program produces a ser−f i l e (PARMOD = 2D)
; $Id : t 1 i r , v 1 . 8 . 1 0 . 3 2007/04/11 1 3 : 1 6 : 5 6 ber Exp $
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cpmg (CPMG Pulse Sequence Program Code), vclist: t2list_short32
; cpmg
; avance−vers ion (00/02/07)







# include <Avance . i n c l >








lo to 3 times c
go=2 ph31
d11 wr #0 i f #0 ivc
lo to 1 times td1
e x i t
ph1=0 0 2 2 1 1 3 3
ph2=1 3 1 3 0 2 0 2
ph31=0 0 2 2 1 1 3 3
; pl1 : f1 channel − power l e v e l f o r pulse ( d e f a u l t )
; p1 : f1 channel − 90 degree high power pulse
; p2 : f1 channel − 180 degree high power pulse
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; d1 : r e l a x a t i o n delay ; 1−5 * T1
; d11 : delay f o r disk I /O [30 msec ]
; d20 : f i x e d echo time to allow e l i m i n a t i o n of d i f f u s i o n
; and J−mod. e f f e c t s
; vc : v a r i a b l e loop counter , taken from vc− l i s t
;NS : 8 * n
; DS : 16
; td1 : number of experiments = number of values in vc− l i s t
; def ine VCLIST
; t h i s pulse program produces a ser−f i l e (PARMOD = 2D)
; d20 : d20 should be << 1/ J , but > (50 * P2 )
; vc : vc should conta in even numbers to provide
; f o r c a n c e l l a t i o n of 180 degree pulse e r r o r s
; $Id : cpmg , v 1 . 8 . 1 0 . 1 2005/11/10 1 3 : 1 8 : 5 6 ber Exp $
90
APPENDIX A. BRUKER PULSE PROGRAM CODE
t2ir (MESE Pulse Sequence Program Code), using two vdlist: t2_ir, t2_longir
; t 2 i r
; Yu j ie (10/12/11)







# include <Avance . i n c l >
" p2=p1 * 2 "
" d11=30m"








d11 wr #0 i f #0 ivd
lo to 1 times td1
e x i t
ph1=0
ph2=0 1 2 3
ph31=0 2 0 2
; ph2=0 0 1 1 2 2 3 3
; ph31=0 0 2 2 0 0 2 2
; ph2=0 0 2 2 1 1 3 3
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; ph31=0 0 2 2 1 1 3 3
; pl1 : f1 channel − power l e v e l f o r pulse ( d e f a u l t )
; p1 : f1 channel − 90 degree high power pulse
; p2 : f1 channel − 180 degree high power pulse
; d1 : r e l a x a t i o n delay ; 1−5 * T1
; d11 : delay f o r disk I /O [30 msec ]
; vd : v a r i a b l e delay , taken from vd− l i s t
;NS : 8 * n
; DS : 4
; td1 : number of experiments = number of delays in vd− l i s t
;FnMODE: undefined
; def ine VDLIST
; t h i s pulse program produces a ser−f i l e (PARMOD = 2D)
; $Id : t 1 i r , v 1 . 8 . 1 0 . 3 2007/04/11 1 3 : 1 6 : 5 6 ber Exp $
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gradtest_ttl.yjq (Gradient Controlled E field MESE Pulse Sequence Program Code),
vdlist: t2_ir
; g r a d t e s t _ t t l . y jq
; Yu j ie Qiu , April , 2012
; gradient c o n t r o l l e d E f i e l d MESE
# include <Avance . i n c l >
# include <Grad . i n c l >




d3 g r o f f




ACQ_START( ph30 , ph31 )
aq DWELL_GEN: f1
d2 gron1
5u g r o f f
rcyc =2
d11 wr #0 i f #0 ivd
lo to 1 times td1
e x i t
ph1=0
ph2=0 1 2 3
ph30=0
ph31=0 2 0 2 0 2 0 2
; ph1=0 2 2 0 1 3 3 1
; ph2=0 2 2 0 1 3 3 1
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; ph31=0 2 2 0 1 3 3 1
; pl1 : f1 channel − power l e v e l f o r pulse ( d e f a u l t )
; p1 : f1 channel − 90 degree high power pulse
; p2 : f1 channel − 180 degree high power pulse
; d1 : r e l a x a t i o n delay ; 1−5 * T1
; d11 : delay f o r disk I /O [30 msec ]
; vd : v a r i a b l e delay , taken from vd− l i s t
;NS : 8 * n
; DS : 4
; td1 : number of experiments = number of delays in vd− l i s t
;FnMODE: undefined
; def ine VDLIST
; t h i s pulse program produces a ser−f i l e (PARMOD = 2D)
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T1 and T2 Measurements on Bruker NMR
Spectrometer
Bruker NMR spectrometer provides pulse sequences and analysis tools to facilitate the
measurements of T1 and T2. The basic steps are described below.
• Create a new data set based on one of the data sets in Yujie’s folder. Insert the NMR
tube in the magnet.
• Make sure that both Spin and Weep are off on the control panel. Enter wobb to do
the tuning and matching for the probe. Enter halt when the operation is finished.
• T1 and T2 are 2D experiments. Enter eda and set these acquisition parameters listed
in Table B.1 and Table B.2.
• Enter zg to acquire the data. When the acquisition is complete, enter rser1 to copy
the FID of the first row to the 1D data window. Enter e f and next apk to apply line
broadening and automatically correct the phase.
• Click in the menu bar to correct the phase manually. Press “0” and “1” to adjust
the phase. Save both the 1D and 2D spectra when this operation is done.
• Click in the menu bar to set the baseline. Press one of the five letters
to shift the baseline. Click to save and return.
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Table B.1: T1 measurement parameters (IR pulse sequence).
F2 (2D) Parameters
Parameter Value Comments
PULPROG t1ir name of the pulse sequence
VDLIST t1long128 vdlist with 128 TI values
NS 8 the number of scans must be multiple of 8
D1 10 repetition delay, usually larger than 5T1
L4 128 the number of TI values in vdlist
F1 (1D) Parameters
TD 128 same as L4
Table B.2: T2 measurement parameters (CPMG pulse sequence).
F2 (2D) Parameters
Parameter Value Comments
PULPROG cpmg name of the pulse sequence
VCLIST t2list_short32 vclist with 32 even numbers
NS 8 the number of scans must be multiple of 8
D1 2 s repetition delay
D20 500 µs τCP
L4 32 the length of vclist
F1 (1D) Parameters
TD 32 same as L4
• Click in the menu bar. Click in the submenu, then select some peaks around
the interested area. Click to save and return after the peaks are chosen.
• Click in the menu bar. Click , then move the cursor to define the integrated
region. Click to select this region. Press or to adjust the integral. When
these operations are done, click and choose ”Export Regions to Relaxation”.
• Return to the 2D data window, click “Analysis” in the top menu and choose “T1/T2
Relaxation”. Click , a window will pop up. Make sure that “List file name” is
“vdlist” for T1 measurement and “vclist” for T2 measurement. Press “Apply” then
“OK”.
• Change “Fitting type” from “Intensity” to “Area”. Click and . The window
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will pop up again. Press “Apply” then “OK”. Click to calculate T1. T1 will be
shown on the upperleft of the window. For T2 calculation, the integrals have to be
exported to Excel® or Matlab® to find the best fit.
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