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DEDUCTIVE SYNTHESIS OF 
SOLUTIONS FOR TECHNOLOGICAL TASKS 
V. J. MIKHAILOV AND N. K. ZAMOV 
D An approach to the synthesis of technological processes is proposed. 
Technological knowledge is presented in the form of a technological 
model. An algorithm for automatic search for the solution of technological 
tasks is proposed, which is implemented in the framework of propositional 
logic programming. The approach has been implemented and tested in 
various applications. a 
INTRODUCTION 
For many fields of applied science the following scheme is characteristic. The 
specialist-designer produces a conception of a good, the specialist-technologist 
works out a technological process for its realization, and the engineer realizes this 
process on some equipment and produces the needed good. 
By equipment we mean a wide range of means: from complex mechanisms and 
arrangements (tools, computers, chemical apparatus, and so on) to bare human 
hands. By goods we mean both particular products (parts, chemical preparations, 
computer programs, and so on) and (for example) knowledge obtained by students 
in the process of computer-aided education. 
In the above scheme the greatest success has been achieved in the last stage 
(manufacturing robots, tools with programmed management, and so on). The first 
stage of this activity (design) is a most creative one and its automation is very 
difficult. But it seems to us that the second stage, i.e., elaboration of the technolog- 
ical process, is a proper field for application of machine-oriented methods for 
automation of intellectual activity. 
In this paper we propose an approach to the solution of tasks of technological 
process design. In this approach the technologist’s knowledge is represented in the 
Address correspondence to V. J. Mikhailov, Department of Computational Mathematics and Cyber- 
netics, Kazan State University, Lenin Street 18, 420008, USSR. 
Received January 1989. 
THE JOURNAL OF LOGIC PROGRAMMING 
OElsevier Science Publishing Co., Inc., 1990 
655 Avenue of the Americas, New York, NY 10010 0743-1066/90/$3.50 
196 V. J. MIKHAILOV AND N. K. ZAMOV 
form of some technological model of an applied field (the exact definition of the 
technological model is given in Section 1). A technological model is a general 
scheme of a technological process. This general scheme is adapted to solving the 
particular task by specifying concrete equipment, goods, and tables describing the 
technological situation. The exact definition of a technological task and of its 
solutions is given in Section 2. 
The possibility of automating the synthesis of solutions for technological tasks is 
based on characteristic features of technological models. The first feature is the 
availability of knowledge which permits one to reduce the task to subtasks. The 
second is the static character of the search space (i.e. its stability during the search 
process) and its simple structure (it consists of a propositional Horn implication). 
The dimension of the search space depends on some characteristics of the 
technological model, which are described in Section 3. These characteristics permit 
one to estimate a ptioti the complexity of search algorithms. 
The search algorithm proposed in Section 4 is implemented in the framework of 
propositional logic programming. The input (original text) is translated into an 
inner representation in the form of Horn implications, which describe technologi- 
cal knowledge and properties of reduction operators reducing tasks to subtasks. 
The search for solutions of a technological task is done in two stages. At the 
first stage the existence of a solution is proved in the propositional calculus; then 
the solution is compiled from this proof. 
The approach described was implemented and tested on the solution of task in 
various applications. 
The problem of automation of the design of technological processes on the basis 
of some formalization for technological knowledge was considered earlier, in 
particular, by E. Tyugu in [l]. The formalization of technological knowledge in the 
form of,a theory from some decidable fragment of the first order predicate calculus 
was proposed in [2]. The definition of this fragment required complex syntactical 
restrictions. In this paper technological knowledge is represented in the form of a 
technological model, and not in form of the logical theory. The compilation into 
logical language is done by computer. 
1. THE TECHNOLOGICAL MODEL 
The model of the field of application in which the task is solved contains a formal 
representation of knowledge about this field. This knowledge can represent both 
well-known laws and principles, and subjective knowledge of a technologist who 
developed the technological model. 
The technological model consists of the following parts: 
the structure of the good, 
the equipment, of the structure and characteristics, 
the technological system, 
the technology, 
goals. 
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1.1. The Structure of the Good 
The structure of the good is So = CM,, . . . , Mm), where Mi, i = 1,. . . , m, are names 
of finite relations (with arities) which will represent connections between elements 
of the good essential from the technologist’s point of view. Note that the techno- 
logical structure of the good represents the result of technological analysis and in 
general is different from the structure of the good from the designer’s point of 
view. 
1.2. The Structure and Characteristics of the Equipment 
This part of a technological model is the result of a technological analysis of 
equipment and consists of: 
the equipment structure, 
the collection of operations which can be executed on the equipment and which 
are understandable to the engineer, 
the collection of dynamical characteristics of a technological process which can 
be measured during the operation of the equipment, 
the collection of connections between operations and dynamic characteristics 
(which of the operations can change dynamic characteristics and how). 
1.2.1. The Equipment Structure. The equipment structure is S, = (N,, . . . , NJ, 
where Ni, i= l,..., n, are names of finite relations (with arities) which will 
represent connections between elements of the equipment essential from the 
technologist’s point of view, 
1.2.2. Operations. The equipment is characterized by a set {Or,. . . ,O,} of 
operations which it can execute. Every operation will be a mapping Oi : Di + V;., 
where Oi is a name of the operation, Di is the domain of Oi, and K is the range 
of oi. 
We define the call of the operation Oi to be a pair (Oi, Xi), where Xi belongs 
to Di. Such a pair is denoted below by Oi<Xi>. The solution of the technological 
task will essentially be a sequence of calls of operations. The analysis of the 
equipment, traditions, and experience of the technologist enables him to choose 
some collection of actions which he treats as operations, and to describe the 
scheme of solution of the technological task in terms of these operations. 
At this stage the names of operations Or,. . . , O,, and dimensions of domains 
D 1, . . . , D, are given. 
1.2.3. Dynamic Characteristics of a Technological Process. The execution of 
operations by equipment can change various quantities which characterize the 
good, the equipment, external resources, and so on. These quantities can influence 
the course of the technological process. We will call them dynamic characteristics 
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and denote them by g,, . . . , g,. Dynamic characteristics are, for example: 
values of parameters of the good (usually increasing during the manufacturing 
process), 
expendable resources (usually decreasing, and limited), 
technological parameters (values which have to be kept in some interval; they 
can increase as well as decrease during the manufacturing process). 
Every dynamic characteristic will be a mapping g, : Gi + &::, where g, is a name of 
the dynamic characteristic, Gi is the domain of gi, and Ni (the range of gi) is a set 
of integers in an interval [O, nil. 
We can define various classes of technological models with restrictions on 
dynamic characteristics: 
simple models, having empty lists of resources and technological parameters, 
monotonic models, each dynamic characteristic of which is monotonically in- 
creasing (or decreasing), 
static models, having empty sets of dynamic characteristics, 
and so on. In this paper we will consider simple and monotonic technological 
models only. 
1.2.4. Connections between Operations and Dynamic Characteristics. In this part 
of the technological model a collection of rules is given. These rules have to be in 
the form: “The dynamic characteristic g(X,) increases [or decreases] after execu- 
tion of the operation O(X)“, or for short, AF(O(X), +g(X,)) [AF(O(X), -g(X,)) 
respectively]. Here X and X, are lists of variables, and each element of X1 
belongs to X. 
1.3. The Technological System 
In this part of the technological model relations between elements of the good and 
elements of the equipment are described. These relations can reflect existing 
traditions as well as the experience of the technologist. In the implementation the 
tables are constructed from relations M,, . . . , Mm and N,, . . . , IV, and from stan- 
dard technological reference tables by means of various operations on finite 
relations. One can use operations of relational algebra, operations of transitive 
closure for binary relations, and so on. Only tables obtained in this way are used in 
a technological model. 
By technological tables we mean below all finite relations used in a technologi- 
cal model. We denote them by T(X) or Ti(Xi), where X, Xi are lists of variables. 
1.4. The Technology 
By technology we mean some general scheme of the manufacturing process 
described in terms of actions (not only equipment operations) specific for the 
application. By elementary actions we mean equipment operations. 
SOLUTIONS FOR TECHNOLOGICAL TASKS 199 
Each nonelementary action (like each elementary action) is a mapping a : D + V. 
By a call of the action a we mean a pair (a, X), where X belongs to D; we 
denote it by a(X). 
The description of a technology consists of definitions of nonelementary actions 
in terms of other actions by A-expressions described below. These definitions may 
be recursive. 
In this part of the technological model, technological knowledge, in the form of 
definitions of all nonelementary actions and rules which define the sequence of 
execution for some actions (contexts), is given. 
1.4.1. Contexts. If d,, d, are actions, the BF(d,(X,), d,(X,)) is called a techno- 
logical rule. It is read: “It is necessary to execute the action d2(XJ before 
execution of the action d,(X,)“. Such a rule has to be observed for arbitrary values 
of parameters from lists X, and X,. 
The technological context is a set of technological rules. In general each action 
can be executed in different contexts; therefore a description of the technology can 
contain various technological contexts. 
1.4.2. A-Expressions. We will denote actions by a or ai, and lists of variables 
(parameters of actions) by X, Y, or Xi, assuming that: 
(1) all elements of X are different, 
(2) each element of Xi belongs to X, 
(3) no element of Y belongs to X, 
(4) (Xi, Y) denotes any list consisting of elements of Xi and Y only. 
Each A-definition has one of the following forms: 
(1) A join of actions: 
(la) A simple join, 
a(X) = A ai( 
i=l,...,n 
(lb) 
The action a is called the simple join of the actions a,,. . . , u,, if for 
arbitrary values of the parameters X the execution of the action a(X) 
consists of the execution of all actions ai (not necessarily in 
succession or in that order). 
A join by table, 
a(X) = A (T(X,>Y)G,(X,,Y)). 
The action a is called the join of the actions a, by the table T if for 
arbitrary values of the parameters X the execution of the action a(X) 
consists of the execution of actions a,(X,, Y) for all values of parame- 
ters Y such that the string (X,, Y) is present in the table T. 
(2) A choice of actions: 
(2a) A simple choice 
a(X) = v a,(X,). 
i=l ,...,a 
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The action a is called a simple choice from the actions a,, . . . , a, if for 
arbitrary values of the parameters X the execution of the action a(X) 
consists of the execution of one of actions a&X,). 
(2b) A choice by table, 
4x> = v (T(x,7y),a,(x,,y)). 
The action a is called a choice from the actions a, by the table T if for 
arbitrary values of the parameters X the execution of the action a(X) 
consists of the execution of the action a,(X,,Y) for one collection 
of values of parameters Y such that a string (X,,Y) is present in the 
table T. 
(3) The alternative: 
(3a) The alternative on a dynamical condition, 
a(X) = !(R(X,),a,(X,),a,(X*)). 
The action a is called the alternative between a, and a2 on the 
dynamical condition R if for arbitrary values of the parameters X the 
execution of a(X) consists of the execution of a,(X,) if R(X,) is valid 
and the execution of a,(X,) otherwise. R(X,) is a propositional 
combination of formulas of the form g(XJ > n, where g is one of the 
dynamic characteristics, X, consists of elements of X,, and 12 is any 
value from the interval of the characteristic g. 
(3b) The alternative by table, 
(4) The 
4X) = !(T(X,),a,(X,),a,(X,)). 
This action is defined similarly to the previous one, but T(X,) is tested 
instead of R(X,). [T(XJ is valid for some string of values X, iff this 
string is present in the table T.] 
concatenation, 
a(X) =(al(X1):kl,...,a,(Xn):k,). 
The action a is called a concatenation of actions a,, . . . , a,, in contexts 
k 1,. . . , k, respectively if the execution of the action a(X) in any context k 
consists of the successive execution of the actions a,(X,) in the context 
kuk,,..., a,(X,,> in the context k U k,. 
When we say that the action a(X) is executed in the context k, we mean that 
during the execution of the action a(X) all rules belonging to the context k are 
observed. Concatenation is the only operator which can change a context for the 
execution of any action: ai is executed in the united context of ki and k. 
1.5. Goals 
Each goal is a pair of the form (a(X,), T(X)), which is read “execute the action 
a(X,) for arbitrary X from the table T”, where a is an action, which is called the 
goal action, and T is a table, which is called the universum of a. 
Goals correspond to solving tasks on the model. 
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Example 1. The technological model for the problem “search of a path connect- 
ing given poles of any graph”. 
1. So = (poles(x,, x,), linkcx,, x2)). 
2. S, = ( ), operations = (take(x)). 
3. - 
4. path = V (poles(y,, y21, chain(y,, yz)), 
chain(x,, x2) = !(link(x,, x,1, take(x,), V(link(x,, y), chain(y, x2)). 
5. goal: (path, ). 
Example 2. Another technological model for the same problem: 
1. S, = (source(x), sink(x), linkcx,, x2)). 
2. S, = ( ), operations = (take(x), inaction}. 
3. - 
4. path = (V (sink(y), take(y)) : p), 
p = BF(take(x),!( source(x), inaction, V (link(y, XI, take(y)))). 
5. goal: (path, ). 
2. THE TASK ON A TECHNOLOGICAL MODEL 
To solve a particular task on the technological model S it is necessary to 
determine a particular technological system. Each technological system J on the 
technological model S is determined by 
(1) a concrete good, i.e. the content of tables M,, . . . , Mm; 
(2) concrete equipment, i.e. 
the content of tables N,, . . . , N,,, 
a realization of operations O,, . . . , O,, 
a realization of the measurement of dynamic characteristics g,, . . . , g,. 
If a is any action from S, A is a concrete list of values of parameters of the 
action a from technological tables of J, and k is any context from S, then 
(a, A, k) is called a technological tusk on (S, J). Its solution (to be precisely 
defined below) will consist in constructing the sequence of calls of elementary 
actions for realization of the call of the action u(A) in the context k. 
We impose some informal demands on the solution of the technological task: 
the solution must be clear to the engineer, and its steps must be explainable; 
resources must be used in a rational way during execution of the solution. 
For realization of the first demand we will insert into a solution some comments 
indicating the beginning and end of an execution for every action: b(u, A, k) for 
the beginning and ecu, A, k) for the end of the execution of an action u(A) in the 
context k. 
The notion “normal solution”, which we now define inductively, is intended to 
formalize the concept “solution of a technological task”. Let us denote by z and by 
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zi arbitrary sequences of calls of actions and comments which will be the beginning 
of some normal solution. Let X, X, be lists of variables such that each element of 
X, belongs to X. If A is a list of values of the parameters from X, then Ai 
denotes the list of values which correspond to Xi. We use the symbol * for the 
concatenation of sequences. 
The definition of a normal solution of the task (a, A, k) is as follows: 
(0) 
(1) 
(2) 
If a is an elementary action and the context k contains no rules of the kind 
BF(a(X), a,(X,)), then the normal solution will have the form 
b(a,A,k)*u(A)*e(u,A,k). 
If the context k contains rules pi (i = 1,. . . , n) of the form BF(a(X), a,(X,>>, 
then the normal solution of the task (a, A, k) will have the form 
z,*b(u,A,k)*zl*e(u,A,k) 
where zO is a normal solution of the task (A i=l,,,, nUi(Xi>, A, k), and z, is 
some sequence of calls of actions which depends’on the definition of the 
action u(X). 
Let us consider all cases occurring in a definition of an action. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
u(X) = A i= i,,..,,ui(X,). In this case the normal solution is any 
sequence of the form 
z*b(u,A,k)*zi,*...*zi,*e(u,A,k) 
where (ii,. . . , i,) is some permutation of (1,. . .,n> and for any j = 
1 > . . . 7 rz the sequence 
z*b(u,A,k)*zi,* . . . *zi 
I 
or its beginning is a normal solution of the task (a,., Ai , k). 
a(X) = A (T(X,, Y), a,(X,, Y>>. The normal solut/on is defined simi- 
larly to the previous case, but we replace the list Aj by (A,, Bj), where 
B 1,. . . , B, are all lists such that (A,, Bi) is present in a table T, 
j=l >*.., 
u(X) = “;: i,,, ,,,u&X,>. In this case the normal solution is any 
sequence of the form 
where z * b(u, A, k)* zj or its beginning is a normal solution of the 
task (ai, Aj, k) for some j (j = 1,. . . , n). 
a(X) = V(T(X,, Y), a,(X,, Y)). The normal solution is defined simi- 
larly to the previous case if we replace the list Aj by the list (A,, Bj), 
where B,, . . . , B, are all lists such that (A,, Bj) is present in the table 
T (j = 1,. . . , n). 
a(X) = !(R(X,), aI( u,(X,)>. In this case the normal solution is 
any sequence of the form 
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(2.6) 
(2.7) 
where z0 is a sequence of actions consisting of measurements of all 
dynamic characteristics contained in RCA,), and z * b(a, A, k)* zi or 
its beginning is a normal solution of the task ( aj, A,, k), where j = 1 if 
RCA,) is true and j = 2 otherwise. 
a(X) = !(T(X,), a,(X,), a,(X,)). In this case the normal solution is 
any sequence of the form 
z*b(a,A,k)*z,*e(a,A,k) 
where z * b(a, A, k)* yj or its beginning is a normal solution of the 
task (ai, A,, k); j = 1 rf the string A, is present in the table T, and 
j = 2 otherwise. 
a(X) = (ai(X,): k,, . . . , a,(X,> : k,). In this case the normal solution 
is any sequence of the form 
tr:b(a,A,k)*zl*...*z,*e(a,A,k) 
wherezj isanormalsolutionofthetask(uj,Aj,kukj), j=l,...,n. 
We require further that all relations between actions and dynamic characteris- 
tics imposed in the technological model S should be satisfied in the normal 
solution. This means that if the normal solution contains a segment 
where zi, z2 are arbitrary sequences, (g(A,) = n1 = l), (g(A,) = n2) are elemen- 
tary actions for measurements of a dynamic characteristic g(X,), and O(A) is the 
call of an elementary action, then n2 > n, [or IZ~ <nil if S contains the condition 
AF(O(X), +g,(X,>) [respectively, AF(O(X), -g&X,))]. 
We will describe below an algorithm designed to search for normal solutions for 
technological tasks. 
3. THE MAIN CHARACTERISTICS OF THE TECHNOLOGICAL MODEL 
Let S be any technological model. A search for the solution for a technological 
task on S is done in some search space, the size of which depends on the following 
characteristics of the technological model S (to be defined below): 
the complexity of recursive definitions of actions, 
the size of the set of values of action parameters occurring in a solution, 
the number of contexts for the execution of actions. 
Now we give precise definitions of these characteristics. 
3.1. Recursive Actions 
A route in S is any sequence of actions a,, . . . , a, Cm > 1) such that for every i 
(0 < i < ml the action ai+, occurs in the definition of the action ui. We shall write 
a,-+~,,, for the route a,,...,~,. 
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We assign to every action d from S two sets of actions V(d) and W(d): 
V(d) = (a~d+a}, 
W(d) = {up2 +d}, 
i.e., V(d) is the set of all routes beginning with d, and W(d) is the set of all routes 
ending in d. 
The action d is called recursive if d belongs to V(d) [or equivalently, belongs to 
W(d)]. 
A recursive action d is dynamic recursive if d(X) = !(R(X,), u,(X,), u&X,)) 
where R(X,) is a condition of the form g(X,) > n or g(X,) <n, and g is some 
dynamic characteristic of the model S, called below the dynamic characteristic of 
d. Recursive actions which are not dynamic recursive are called structural recursive. 
We will assume that: 
(1) 
(2) 
the termination condition for a dynamic recursive action is the reaching of 
some a prioti given value of its dynamic characteristic after a monotonic 
increase (or decrease); 
for structural recursive actions the termination condition consists in exhaus- 
tion of the set of values of parameters, i.e., it is assumed that the structural 
recursive action d(‘X,) is defined through the action d(X,), and the list of 
values of the parameters X, cannot be equal to the list of values of the 
parameters X2. 
The recursion class of an action d(X) is by definition the set 
RC(d) = V(d) n W(d). 
Proposition 3.1. The action d is recursive if and only if RC( d) is not empty. 
PROOF. If d is a recursive action, then d belongs to RC(d), i.e, RC(d) is not 
empty. Now let a belong to RC(d). Then there exist routes a --) d [because a 
belongs to W(d)] and d + a [because a belongs to V(d)]. The combination of these 
routes gives a route d + d. It follows that d belongs to V(d), i.e., d is recursive. 
Proposition 3.2. Let d, and d, be recursive actions. Then either RC(d,) = RC(d,) or 
RC(d,) n RC(d,) is empty. 
PROOF. Suppose there exist some actions a and b such that a belongs to RC(d,) 
and to RC(d,) and b belongs to RC(d,). Then there exist routes b ---, d,, d, + a, 
a --, d,. The combination of them gives b + d,, i.e., b belongs to W(d,); and the 
combination of routes d, + u, a --, d,, d, + b, which ends in b, belong to VCd,). It 
follows that b belongs to RC(d,), which was to be proved. 0 
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From Propositions 3.1 and 3.2 it follows that it is possible to partition the set of 
all actions in a technological model into disjoint recursion classes (note that all 
actions belonging to these classes are recursive). So some partial ordering 
exists on the set of all actions such that RC,, RC,, . . . , are recursive classes for the 
model S, D,,D,,... are sets of nonrecursive actions, and for every action d 
belonging to Di or RC, the set V(d) contains only actions from Dj or RC, for 
j < i + 1. This ordering is called the natural ordering. 
Let dyn(RC,) be the set of all dynamic recursive actions in a recursion class 
RCi. Define the quantity dyn(S) = max,ldyn(RC,)I, where lRC,l is the number of 
elements of RC,. It is obvious that a search space grows with dyn(S1, and the 
designer of the technological model must restrict this quantity by avoiding the use 
of recursive actions if possible. 
3.2. t- Bpressions 
We describe in this subsection a way of estimating the sets of values of parameters 
for all actions which can occur in a solution of a technological task on a given 
model. Note that this estimate is determined by the technological model only, not 
by the concrete contents of technological tables. We will describe the estimate in 
terms of expressions of a specific form (t-expressions). The complexity of t-expres- 
sions influences the size of the search space for deciding on tasks. 
Let us fix an alphabet consisting of table names from the technological system 
part of the technological model S, the operator symbols 
the symbols > , < , and the integers. We define the following notions: a t-expres- 
sion, its dimension (which will be some integer), and its mode (which will be some 
set of integers). We will denote t-expressions by r, rl, r2; the dimension of r by 
dim(r); and the mode of r by mod(r). 
Informally, each t-expression r will determine a way of constructing some set of 
columns (not obligatorily all) of some table T,, dim(r) will denote the number of 
columns in T,, and mod(r) will denote the set of numbers of columns which are not 
determined by r. 
(11 If r is a table name from S, then r is a t-expression, dim(r) is equal to the 
arity of r, and mod(r) is empty. 
(2) Let r be a t-expression, and h = (h,, . . . , h,), m > 0, be a list of integers 
from the interval [O, dim(r)]. Then r. h is a t-expression, dim(r - h) = m, and 
mod(r - h) = Z U M, where Z is the set of i such that hi = 0, and A4 is the 
set of i such that hj belongs to mod(r). 
(3) Let rl and r2 be any t-expressions such that dim(r,) = dim(r,) = m and 
(11,. . . , m) \ mod( f~ (11,. . . , m) \ mod(r,)) is empty. Then rl # r2 is a 
t-expression, dim(r, # r2) = m, and mod(r, # r2) = mod(r,) n mod(r,). 
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(4) Let rl and r2 be any f-expressions such that dim(r,) = dim(r,) = m and 
.mod(r,) = modk,). Then r1 +r, is a t-expression, dim(r, + r2) = m, and 
mod(r, + rJ = mod(r,) = mod(r,). 
Let J be a particular technological system on S. We define a value of the 
t-expression r in J and denote it by r[J]: 
(1) If r is a table name from S, then r[J] is the content of the table r from J 
(i.e. the set of strings belonging to that table). 
(2) Let r be a t-expression of the form rl . h where rl is a t-expression and 
h= (hl,..., h,) is a list of integers. Then r[J] is a table (a set of strings) 
obtained in the following way: if a string a,, . . . , a, belongs to r,[J], then 
ah,?. . . , ah, belongs to r[J], where a, = nil (undefined value). 
(3) If r is a t-expression of the form rl # r2, then r[J] is a table (a set of strings) 
obtained in the following way: for each pair of strings ul,. . . , a, from r,[J] 
and b l,...,b, from r,[J], the string a,#b,,...,a,#b, belongs to r[J] 
(here a#nil=nil#a=a#a=a). 
(4) If r is a t-expression of the form rI + r2, then r[J] contains all strings from 
r,[J] and r2[Jl. 
We intend that rI = r2 iff r,[J J = r,[J] for each technological system J. 
It is easy to convince oneself that the following equalities are true: 
r#r=r, r+r=r, 
rl #r2=r2#rl, r,+r,=r,+r,, 
(r#r,)#r,=r#(r,#r,), (r+rl) +r,=r+ (rl +r,), 
(r,+r2)#r=(rl#r)+(r2#r), 
(rl +r2) -h =r,-h +r,-h, 
(r,#r,) *h = (rl*h)#(r2*h), 
,(r-h)-s=r*(h-s), 
where h = (h,,. .., h,), s = (sl,.. .,sk), h es = (h, ,,.. .,hJ, and h, = 0, and 
r, #r,=r, if mod(r,) = {1,2 ,..., dim(r,)}. 
Using these equalities for each t-expression r, we can construct the t-expression 
rA = Cy= ,T;:, - hiI # . . . # qki. hiki such that r = rA . We will call rA the normal form 
of r and denote by comp(r* ) the quantity maxi ki. 
Let us fix some lexical ordering in which components of any normal form are 
presented. It is easy to prove the following: 
Proposition 3.3. For any t-expressions t and r, t = r iff t ^  is graphically identical 
with r” . 
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Let dl,..., d, be the list of all actions from the technological model S. We 
describe an algorithm for constructing the t-expressions r(d,), . . . , r(d,). 
Let x, = (xi ,...) XL), x,= (Xl’,...) xi) be any lists of variables. We will 
denote by h[X,; X,1 the list of integers (h,,.. .,hk) such that hi =j if j is a 
minimal number for which xf = xi and hi = 0 if for each j we have x; # x;. 
We introduce auxiliary variables s(di), t(di), i = 1,. . . , m, values of which will be 
t-expressions: 
1. If (d,(X,>, T(X)) is a goal on S, then t(di) := s(di) := T*h[X; X,1, and 
t(dJ s(d,) are empty expressions otherwise. 
2. For each action a from the list d 1,. . .,d, consider the following cases 
corresponding to the form of the A-expression for a: 
2.1. Suppose 
a(X) = A a,(Xi) or 
i=l,...,n 
a(X) = V ai or 
i=I,...,n 
a(X)=(a,(X,):k,,...,a,(X,):k,) or 
4X) = !(R(X,),a,(X,),a*(X*)). 
In this case, for each i = 1,. . . , II, 
S(Ui) := (S(Ui) +s(a) *h[X;Xi])^. 
2.2. Suppose 
4X) = A(T(X,,Y),a,(X,,Y)) or 
4X) = V(T(X,,Y),a,(X,,Y)). 
In this case 
4%) := (4%) + (s(a) .h[X;(X,,Y)\X,]) 
#(T.h[(X,,Y);(X,,Y)]))^, 
where (X1, Y)\X, is a list of variables obtained from (X,, Y) by 
replacing each variable occurring in X, with a new variable not 
occurring in (X,, Y ). 
2.3. Suppose 
4X) = !(T(X,),a,(X,),a,(X,)). 
In this case 
s(u*) := (s(uz) +s(u) Gz[X;X,])^, 
4%) := (0,) + (44 .h[X;X,\X,I)#(T.h[X;X,l))^, 
where X,\X, is a list of variables obtained from X, by replacing 
each variable occurring in X, with a new variable not occurring in X,. 
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3. For each rule of the form BF(a(X), a&X,)) in the model S do 
s(a,) := (s(a,) +s(a) *h[X;X,])Y 
4. If for every i (i = 1,. . . , ml t(di) = s(di), then put r(dJ = t(di) and stop. 
Otherwise do t(dJ := s(dJ and repeat steps 2 and 3. 
This algorithm finishes in a finite time, because for each action a the set of 
values of the variable s(a) is finite. In fact if s(a) = Cy==,q;., *h , #. . . # Tki - hiki, 
then each ki and the length of each hij are bounded by the arity of u, and the 
maximal element of the list hij is bounded by dim(qj), i = 1,. . . , it, j = 1,. . . , ki. 
The natural ordering of actions from S decreases the number of iterations of 
the algorithm. 
By induction on the number of steps of the algorithm one can prove 
Proposition 3.4. Zf a normal solution of a tusk (a, A, k ) occurs in a normal solution 
of a goal tusk, then A belongs to r(aX J] for any technological system J. 
We define for the model S the quantity 
t(S) = maxcomp(r( di)). 
i 
This quantity is a characteristic of the technological model, which influences the 
size of the search space. It is necessary to take account of this circumstance by 
reducing the t-expressions during the construction of the technological model, for 
example by introducing additional tables. 
We define the t-expression r(g) for every g from the set of dynamic characteris- 
tics of the model 5’. Suppose that d,, . . . , d, are all actions from S for which there 
exists a connection of the form AF(di(Xi), +g(X,,)) or AF(d,<XJ - g(X,,)>. Then 
r(g) = kr(d,)-h[X,;XIi]. 
i=l 
3.3. The Control Index 
We will define in this section the set of contexts for every action of the technologi- 
cal model S in which that action can be executed. It was defined above that a 
context is a set of technological rules k = {pl,. . . , p,}, m 2 0. We will assign to 
each action d from S some set of contexts, which we call the context index for this 
action and denote by k(d). 
Let us describe an algorithm for constructing indices k(d,), . . . , k(d,), where 
d 1,. . . , d, are all actions from S: 
1. For every j (j = 1,. . . , m) let k,(dj) be the set consisting of the empty 
context. 
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2. For every j (j = 1,. . . , m), for a = dj we will consider following cases: 
2.1. Suppose 
u(X) = A ai or 
i=l,...,n 
u(X)= v q(X,). 
i=l,...,ll 
In this case k,(u,) = /~,(a,) U k,(u) for each i (i = 1,. . . , n). 
2.2. Suppose 
a(X) = A(T(X,,Y),a,(X,,Y)) or 
u(X) = V(T(XJ),a,(X,J)). 
In this case k,(u,) = k,,(u,) U k,(u). 
2.3. Suppose 
a(X) = !(R(X,),a,(X,),a,(X,)) or 
u(X) = !(T(X,),a,(X,),a*(X*)). 
In this case k,(ui) = &(a,) u k,(u), i = 1,2. 
2.4. Suppose 
u(X) = (a,( Xi) : k,, . . . , a,( X,) : k,). 
We construct Ki by joining ki with each context from k,(u). For every i 
(i= l,..., n) put k&z,) = k&u,) u Ki. 
2.5. Suppose there exists a rule p of the form BF(u(X), ai( in S. Then 
we first construct k, from k,(u) by removing contexts containing no rule p. 
Put 
k,(a,) =&(a,) uk,. 
3. Ifforeveryi(i=l,..., m) we have k,(di) = k,(di), then put k(di) = k,(di) 
and stop. Otherwise repeat step 2 with k,(di) = k,(di). 
The number of iterations of this algorithm can decrease if one takes the natural 
ordering of actions. 
By induction on the number of steps of the algorithm one can prove 
Proposition 3.5. Zf a normal solution of a tusk (a, A, k) occurs in a normal solution 
of a goal task, then k belongs to k(u). 
Let us denote by k(S) the quantity maxilk( (i = 1,. . . , n). The quantity k(S) 
is an essential characteristic of the model S, which influences the size of the search 
space. 
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4. THE SEARCH FOR AND CONSTRUCTION OF THE SOLUTION FOR A 
TECHNOLOGICAL TASK 
Let S be any technological model, and J any particular technological system on 
this model. We introduce the following notation: 
We will denote by 0, a) the table which is the value of the t-expression r(a) in 
the technological system J; 
by t(S, J) the quantity max,lt(J, all; 
by t(G, J) the quantity max,lt(J, g)l, where a is an arbitrary action from S, g is 
an arbitrary dynamic characteristic from S, and ITI denotes the number of 
strings of the table T; 
by L(S) the number of actions in S; and 
by G(S) the number of dynamic characteristics in S. 
The algorithm constructing the normal solution of any task on this model 
consists of three stages, which are characteristic for a deductive approach to the 
synthesis of programs: 
constructing the logical calculus, axioms of which characterize logical connec- 
tions between actions, contexts, and dynamic characteristics; 
proving the existence of the normal solution for the task; 
synthesizing the normal solution using this proof. 
We describe these stages below. 
4. I. Constructing the Calculus C(S, J) 
Suppose that 
a is an arbitrary action from S, 
A is an arbitrary collection from t(J, a), 
k is an arbitrary context from k(a), 
g is an arbitrary dynamic characteristic, and 
B is an arbitrary collection from t(J, g>. 
We will assume below that all dynamic characteristics are monotonically in- 
creasing. The case where they are monotonically decreasing is considered similarly. 
Let us define the normal program to be some sequence of actions and com- 
ments which may be continued to a normal solution of any task. 
We introduce some notation for certain sentences: 
X(a, A, k) for “there exists a normal solution of the task (a, A, k)“, 
PX(u, A, k) for “there exists a normal program which contains solutions of all 
tasks for execution of actions which have to execute before u(A) according to 
rules from context k”, 
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GX(a, A, k, g, B) for “there exists a normal solution of the task (a, A, k) after 
execution of which the value of the dynamic characteristic g(B) is increased 
[i.e., the result of measuring g(B) after executing this solution is greater than 
the result of measuring it before execution]“, 
PGX(a, A, k, g, B) for “there exists a normal program which contains solutions 
of all tasks corresponding to actions which have to execute according to the 
context k and such that the value of the dynamic characteristic g(B) is 
increased after executing this program”. 
Suppose that a is a recursive action, RC is a recursive class containing a, 
dyn(RC) is a list of all dynamic recursive actions from RC, and NRC) = Clt(J, a)1 
over all a from dyn(RC). 
We introduce following notation: 
DX(u, A, k, i) for “there exists a normal program which is the beginning of the 
solution for (a, A, k), and some dynamic characteristics, which occur in 
some termination conditions, are increased i times after the execution of this 
program”, 
DGX(u, A, k, g, B, i) for “there exists a normal program which is the beginning 
of the solution for (a, A, k), and some dynamic characteristics [including the 
dynamic characteristic g(B)] are increased i times after the execution of this 
program”. 
Finally, 
IDX(u,uj,A,k,i) = 
i 
DX(uj,A,k,i) forujfromRC(u), 
X(aj, A,k) otherwise; 
IDGX(a,aj,A,k,g,B,i) = 
DGX(aj,A,k,g,B,i) for uj fromRC(a), 
GX(aj,A>k,g,B) otherwise. 
We describe the axioms of calculus in terms of these sentences. 
We will assume below that values of parameters and contexts occur in sets 
corresponding to values of t-expressions and control indices, and i is an arbitrary 
integer from the interval [0, N(RC)]. 
41.1. Znitiul Axioms. Sentences of the form 
PX(a,A,k), (I) 
where context k contains no rules for u(X), are axioms. 
The following formulas are axioms for every elementary action u(X): 
PX(a,A,k) +X(a,A,k), 
PGX(a,A,k,g,B) -)GX(a,A,k,g,B). 
(2) 
If there exists a connection of the form AF(a(x), g(X,)) between the action a 
and the dynamic characteristic g, then the following formulas are axioms: 
PX(a,A,k) +GX(a,A,k,g,B), (3) 
where A is obtained from X by substituting some values from t(J, a) for variables, 
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and B is obtained from X, by substituting some values from r(J, g) for variables 
from X, which occur in X. 
4.1.2. Auxiliary Axioms. Let 
GX(a,A,k,g,B) -‘Wa,A,k), 
PGX(a,A,k,g,B)-,PX(a,A,k), 
DGX(a,A,k,g,B,i)-+DX(a,A,k,i). 
(4) 
4.1.3. Reduction Axioms. We will consider cases corresponding to all ways to 
define the action a. 
4.1.3.1. a(X) = A ‘= , ,,,..,,aj(xj>. The following sentences are axioms: 
PX(a,A,k) A ( A X(ajyAjyk)) 
j=l,...,n 
+Wa,A,k), 
PGX(a,A,k,g,B) A ( A X(aj,Aivk)) 
j=l,...,n 
-+W~,A,k,g,~), 
PX(a,A,k) A GX( a,,A,,k,g,B) A ( A X(uj,Aj,k)) 
jts 
-)GX(a,A,k,g,@ (foreveiys=l,...,n), 
PX(a,A,k) A A 
I 
IDX(a,uj,Aj,k,i) 
j=l,...,n ) 
+DX(u,A,k,i), 
PGX(a,A,k,g,B) A 
( 
A IDX(a,aj,Aj,k,i) 
j=l,...,n ) 
+DGX(a,A,k,g,B,i), 
PX(u,A,k) r\IDGX(u,u,,A,,k,g,B,i) A A IDX(U,aj,Ai,k,i) 
( j#s ) 
-tDGX(u,A,k,g,B,i) (foreverys=l,...,n). (5) 
4.1.3.2. a(X) = A(T(X,,Y), u,(X,,Y)). Define for each A from t(J, a) the set 
IB ,, . . . , B,} such that (A,, Bj) is present in a table T for every j (j = 1,. . . , n). The 
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Aj with (A,, Bj): 
RX(a,A,k) ~X(ai,(Ai,Bj),k) +X(a,A,k), 
4.1.3.5. a(X) = !(R(X,), ai( a,<X,>>. The set of axioms is obtained simi- 
larly to the case described in Section 4.1.3.3. by replacing 
X(uj, Aj, k) with ( A X(aj,Aj,k)), 
j=1,2 
GX(uj, Aj, k, g, B) with (j~2GX(Uj.Aj,k.g.B))y 
IDX(u, uj, Aj, k, i) with A IDX(a,aj,Aj,k,i) 
j=1,2 
(9) 
IDGX(u,uj, Aj, k, g, B,i) with A IDGX(a,Uj,Aj,k,g,B,i) 
j=1,2 
If u(X) is a dynamic recursive action, a belongs to RC, and the relation RCA,) 
is equal to g(B) > II, then the following formulas are axioms: 
DX(a,A,k,o), 
PX(u,A,k) AX(u,,A,,k) r\IDGX(u,u,,A,,k,g,B,i) 
+DX(u,A,k,i+ l), 
PGX(u,A,k,g,B)r\X(u,,A,,k)ADX(u,,A,,k,i)-,DX(u,A,k,i+l), 
(10) 
and 
(11) 
4.1.3.6. a(X) = !(T(XJ, ai( u,(X,>). For every collection A from t(J, a> 
the axioms are the same formulas as in Section 4.1.3.3 for j = 1 if the table T(X,) 
contains the string line A,; otherwise the axioms are the same formulas for j = 2. 
4.1.3.7. u(X) = (u&X,) : k,, . . . , a,<X,>: k,). Denote by IDX*(u, d, A,c, k,i) 
and IDGX*(u, d, A, c, k, g, B, i) the sentences IDX(u, d, A, k, i) and 
IDGX(u, d, A, k, g, B, i> respectively if c is equal to k; otherwise these expressions 
denote the sentences X(d, A, k) and GX(d, A, k, g, B) respectively. Denote by Kj 
(j= l,..., n) the context k u kj. 
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following sentences are axioms: 
PX(u,A,k) A ( A X(u,,(A,,B,),k)) +X(u,A,k), 
j=l,...,n 
PWa,A,k,g,B) A ( A x(“l~(A19Bj)~k)) 
j=l ,...,n 
--+GX(a,A,k,g,B), 
PX(~,A,~)AGX(~,,(A,,B,),~,~,~)A( AX(a,,(A,,B,),k)) 
j#s 
+Wa,A,k,g,B) (for everys = l,...,Iz), 
PX(u,A,k) A 
( 
A IDXfu,u,,(A,,B,),k,i) 
j=l,...,n 1 
+DX(u,A,k,i), 
PGX(u,A,k,g,B) A 
( 
A IDX(u,u,,(A,,B,),k,i) 
j=l,...,ll 1 
+DGX(u,A,k,g,B,i), 
PX(u,A,k) A IDGX( a,a,,(A,,B,),k,g,B,i) 
A( A IDX(a,a,,(A,,B,).k,i)) 
j#s 
+DGX(u,A,k,g,B,i) (foreverys= l,...,n). (6) 
4.1.3.1. u(X) = v is1 ,,,,, n , a .<Xj>. The following sentences are axioms: 
Px(a,~,k)Ax(uj,~j,k)+x(u,~,k), 
PGX(u,A>k,g,B) AX(Uj,Aj,k)jGX(u,A,k,g,B), 
PX(u>A,k) AGX(uj,Aj,k,g,B) +GX(u,A,k,g,B), 
PX(a,A,k) AIDX(u,uj,~j,k,i)+DX(u,~,k,i), 
PGX(u,A,k,g,B) AIDX(u,uj,~j,k,i)+DGX(u,--$k,g,~,i), 
PX(u,A,k) AIDGX(u,uj,~j,k,g,~,i)+DGX(u,~,k,g,~,i) 
(for each j = 1,. . . , n). (7) 
4.1.3.4. u(X) = V(T(X,,Y),u,(X,,Y)). Define the set of parameter values 
{B 1,. . . , B,) and collections A, and A, similarly to Section 4.1.3.2. The axioms for 
this case are obtained from formulas of the form (7) by replacing uj with a, and 
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The following formulas are axioms: 
PX(a,A,k) A ( A X("j,~j,K,))jX(a,A,k). 
]=I,...,?2 
PGx(a,A,k,g,Bl~ ( A X(ajtAj~ Kj)) 
j=l ,...,?I 
-,GWwh~,gJ), 
PX(a,A,k) A ( A X(Uj,Aj,K,))AGX(U,,A,,FC,,g,‘) 
j=l,...,s-1 
A ( A XCaj, AjaKjl) 
j=s+l ,...,n 
-‘GX(a,A,k,g,B) (for each s= l,...,n), 
PX(u,A,k) A 
( 
/j IDX*(u,uj,Aj,k,Kj,i) 
j=l,....n 1 
-‘DX(u,A,k,i), 
PGX(a,A,k,g,B) A 
( 
A IDX*(u,uj,Aj,k,Kj,i) 
j=l,...,?l 1 
+DGX(a,A,k,g,B,i), 
PX(a,A,k) A ( A X(ajyAj, Kj)) AIDGX*(a,a,,A,,k,K,,g,B,i) 
j=l,...,s-1 
A 
( 
A JDX*(u,uj,Aj,k,Kj,i) 
j=s+l ,...,n ) 
+DGX(u,A,k,g,B,i) (foreverys=l,...,n). (12) 
4.1.4. Control Axioms. Suppose that a is an arbitrary action from S, k is an 
arbitrary context from k(u), and pi,. . . , p,, is the set of all rules of the form 
BF(u(X), u&X,)) occurring in k. Then the following formulas are axioms: 
( A X(UjTAj,k)) *PX(U,A,k), 
j=l,...,n 
GX(a,,A,,k,g,B) A A X(aj,Aj,k) +PGX(U,A,k,g,B) 
j+s ) 
(foreverys=l,...,n). (13) 
These are all the axioms of the calculus C(S, J). 
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Denote by PCS, J) the number of sentences in the calculus C(S,J). It is easy to 
show that 
P(S,J) rL(S)k(S)t(S,J) 
*[2+2G(S)t(G,J) +dyn(S)t(S,J) 
+G(S)t(G,J) dyn(S) t(s,J)] 
and that the number of axioms AU,./) is O(I(S,J)P(S, J)), where 1(&J) is the 
greatest of the following three quantities: the maximal number of strings in tables, 
the maximal number of actions used in any A-expression, and the maximal number 
of technological rules occurring in any context which corresponds to any action. 
The inference rule of the calculus C(S, J) is a rule MP: 
X1,...,Xn(Ai=l,...,,Xi) +Y 
, 
Y 
where xi (j = 1,. . . , n) and y are sentences and (A i=l ,,, n xi) -+y is one of the 
axioms. We will consider that the order of premises in the rule MP is hxed and will 
say that xi precedes xj of i <j. 
4.2. Proving the Existence of a Normal Solution 
The inference of the sentence y in the calculus C(S, J) is a finite sequence of 
sentences D(y) =y,, . . . , y, where y, =y and for every i, 1 I i s m, yi either is an 
axiom of C(S, J) or is obtained from previous sentences by the rule MP. 
The set of inferable variables of the calculus C(S, J) is denoted by D(S, J). It is 
obvious that D(S, J) may be constructed by the Divosky algorithm [3] with time 
complexity A(,!$ J), and the length of any inference of every sentence is no more 
than KS, J). 
A sequence x,, . . . , x, (n > 0) of sentences entering into any inference D, such 
that every sentence xi+i is one of the premises of the rule MP with a conclusion 
xi, is called a branch of the inference D. The branch is called complete if x, is an 
axiom. 
The branch I/=x1,..., xl precedes the branch W = y,, . . . , yn in an inference D 
if for some i (i = 1,. . . , n) one has x1 =y,, . . . , xi =yi, the sentences Yi+l and xi+i 
are different premises of the rule MP with conclusion xi, and xi+1 precedes Yi+ i. 
Proposition 4.1. Let D,, RC,, D,, RC,, . . . , D2n_2, RC,,_ 1, Din, be a natural order- 
ing of actions of the model S, x, be any inferable sentence of the calculus C(S, J> 
corresponding to an action a porn RC,, and V =x1,. . . , x, be any complete 
branch of the inference of this sentence. Then either V contains some sentence 
corresponding to an action from RC, or Dj, where j < i, or V contains some pair of 
sentences x,, = DX(a, A, k, i,> and x,,* = DX(a, A, k, i,) which are obtained from 
axioms of the form (lo), where 
lln,In,IJVI, N(RC) 2 i, > i, 2 0. 
In the second case there exists in D(x,) the branch x,, , . . , x,,, y,, + ,, . . . , yk, which 
precedes the branch V, and yk = GX(_, _, _’ g, B), where g(B) > n is the termina- 
tion condition for a(A). 
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PROOF. By induction on the length of D(x,), considering all cases corresponding 
to axioms of all forms. 
The pair of sentences x,, and x_ are called below the recursive pair of the 
branch V of the inference D(x,); x,, is the lower component of the pair, and xnz 
is the upper component. 
4.3. Constructing the Solution of the Technological Task. 
The search for the solution for any task consists of a series of steps, in each of 
which the solution of the so-called current task is sought. At first the current task is 
an initial task; the new current task is obtained after using the A-expression for 
concatenation (which, as was noted above, may change the context for execution of 
an action). 
Every action occurring in a normal solution has to be useful, i.e., its execution 
has to lead to some alteration: it has to change either the dynamic characteristics 
or the context. To avoid useless actions in constructing a normal solution for any 
task, it is necessary to remember which part of the solution of the current task is 
already constructed, and which actions have already occurred in a normal solution. 
Suppose we are given the technological task (a, A, k). Suppose that y is an 
arbitrary inferable sentence of the calculus C(S, J) corresponding to this task. Let 
us assign it the triplet of normal programs (p, z, t), where t is a normal solution of 
the task (a, A, k), p is a normal program which is constructed before beginning to 
construct the solution for this task, and z is a normal program which is the 
beginning of the solution of the current task which contains the task (a, A, k). 
We now describe the recursive algorithm for constructing the normal solution 
for any task (a, A, k). 
Algorithm A. The parameters of the algorithm are the sentence y and the normal 
programs p and z. The output of the algorithm is a triplet (p, z, t). The body 
of the algorithm contains considerations of all cases corresponding to axioms 
from which y is derived. 
1. Initial axioms. 
1.1. The sentence y is an axiom of the form (1). We assign to y the triplet 
(p, z, #), where # is the empty sequence. 
1.2. The sentence y is obtained from axioms of the form (2) or (3). In this 
case, if t contains the comment Ma, A, k), then assign to y the 
triplet (p, z, #). Otherwise, call Algorithm A with parameters y,, p, z, 
where y, is a premise of the rule MP whose conclusion is y; obtain 
the triplet (p, t, t,); and assign to y the triplet (p, z, t), where 
t = t, * b(a, A, k)* a(A)* ecu, A, k). 
2. Auxifaly axioms. In this case the sentence y is obtained from axioms of the 
form (4). Assign to the sentence from which y is obtained a triplet 
(p, z, tl), and assign to y a triplet (p, z, t), where t = t,. 
3. Reductive axioms. If z contains the comment b(a, A, k) and either y = 
X(a, A, k) or y = DX(a, A, k, i), then assign to y a triplet (p, z, #). 
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4. Control axioms. The sentence y has. the form PX(a, A, kl or 
PGX(a, A, k, g, B) in this case, and it is obtained from some axiom of the 
form (13). We assign the triplet (p, z, tl) to the first premise, the triplet 
(p * t,, z * t,, t2) to the second premise, . . . , the triplet 
(p*t,* a.. *tn_,,z*t* ... *tn_,, n t ) to the nth premise, and finally the 
triplet (p, 2, t, * t, * . . . * t,) to y. 
This finishes the consideration of all cases. 
Suppose that we try to assign the triplet (p, z, t) to some sentence y corre- 
sponding to a task (a, A, k) during the execution of Algorithm A on the inference 
of the sentence x. This step of Algorithm A is characterized by some cortege 
(m, r, p). Here m is any quantity such that a occurs in 0, or RC, by any fixed 
natural ordering of actions; p is the ordering number of the sentence y in the 
inference D(x); and r is an empty array of a occurs in D,, or 
r= [:::‘_..~~~...~~~~) ifaoccursinRC,, 
where nii is the value of the dynamic characteristic gi(Bi), g,, . . . , g, are all 
dynamic characteristics occurring in termination conditions of dynamic recursive 
actions from RC,, and {B,i,. . . , Bi,,l = t(J, gi> for every i (i = 1,. . . , k). 
Let Kp,=(m,,r,,p,),K,z=(m,,r,,p,).WewillsaythatK,,<K,Zifm,< 
m2 or m, = m2 but r, < r2 or if m, = m2 and rl = r2 but p1 <p2, where r, < r2 if 
nij(l> r nij(2) and for some i,j the strict inequality holds. It is easy to prove the 
following proposition, using Proposition 4.1 and induction on K,. 
Proposition 4.2. 
(1) Algorithm A halts. 
(2) If the triplet ( p, #, t) is assigned to a sentence y = X(a, A, k) during execution 
of the algorithm A, then t is a normal solution of the task (a, A, k ). 
(3) If the triplet (p, z, t) is assigned to a sentence y which has the form 
GX(a, A, k, g, B) or DGX(a, A, k, g, B, i) during execution of Algorithm A, 
and if n1 is the value of g(B) which is measured after executing of the sequence 
of actions p, and n2 is the value of g(B) which is measured after executing 
p * t, then n2 > n,. 
Algorithm A constructs a normal solution element by element, adding to the 
already constructed normal program either commentary or a call of an elementary 
action. 
At some stages of execution of the algorithm (see cases 1,2,3) the triplet 
(p, z, #) can be assigned to any sentence. This corresponds to avoiding useless 
actions in the normal solution. 
It is obvious that we can show which actions are useless if we have the normal 
solution of the current task z. They are actions which already occur in z. It is 
obvious also that any action reducing only to useless actions is itself useless. The 
algorithm can recognize these useless actions using the calculus C(S, J), giving as 
initial axioms the sentences X(a, A, k) for useless actions. 
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The objective measure of the work of Algorithm A is the time interval from any 
call of any elementary action till the next one. The following theorem shows the 
correctness of the calculus C(S, J) and estimates the value of this measure. 
Theorem 1. Let S be any simple monotonic model, J be any technological system, and 
(a, A, k) be an arbitrary task on (S, J). Zf the sentence X(a, A, k) is inferable, 
then there exists a normal solution of the task (a, A, k) of the form b, * * . * * b,,, 
which is constructed by Algorithm A, and the time interval from any elementary 
action till the next one is no greater than [PCS, J)I*. 
The proof follows from Proposition 4.2 and from analysis of the work of the 
algorithm. 
The following theorem shows the completeness of the calculus C(S, J) for static 
models. 
Theorem 2. Let S be any static model, and J be a technological system. Zf the task 
(a, A, k) on (S, J) has a normal solution, then the sentence X(a, A, k) is 
inferable in C(S, J). 
This can be proved by induction on the length of a normal solution. In the 
induction step of this proof it is necessary to consider all cases of the definition 
of a. 
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