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Medical Microwave Imaging (MMI) has been studied in the past years to develop techniques to 
detect breast cancer at the earliest stages of development. Particularly, ultra-wideband (UWB) micro-
wave radar imaging systems can detect and classify tumors as benign or malignant since this technique 
yields information about the size and shape of tumors. In this study we used this technology to classify 
tumors.  
The primary goal of this dissertation is two-folded. First, producing breast tumor numerical mod-
els and using them in 2D MMI simulations that recreate the conditions of a UWB microwave radar 
imaging system. The breast tumor numerical produced resemble real tumor morphologies since they are 
made from breast MRI exams segmentations. Second, the data of the backscattered UWB microwave 
signals produced by the MMI simulations was used to classify tumors according to their size and histol-
ogy, which is relevant to assess potential of UWB microwave radar imaging systems as a reliable alter-
native method for the classification of breast tumors in the field of Medical Microwave Imaging. The 
Classification Algorithms used in this work were Pseudo Linear Discriminant Analysis (Pseudo-LDA), 
Pseudo Quadratic Discriminant Analysis (pseudo-QDA), and k-Nearest Neighbors (KNN), alongside 
with a feature extraction algorithm – Principal Component Analysis (PCA). 
Keywords: Breast Cancer; Medical Microwave Imaging; UWB Microwave Radar Imaging Sys-









A Imagem Médica por Microondas (do inglês, MMI) tem sido estudada nos últimos anos de forma 
a desenvolver técnicas de deteção do cancro da mama nas primeiras fases de desenvolvimento. Em 
particular, os sistemas de imagem de radar por microondas em banda ultralarga (do inglês UWB) podem 
detetar e classificar os tumores como benignos ou malignos, uma vez que esta técnica produz informação 
sobre o tamanho e a forma dos tumores. Neste estudo, utilizámos esta tecnologia para classificar os 
tumores.  
A dissertação tem dois objetivos principais. Primeiro, produzir fantomas de tumores mamários e 
utilizá-los em simulações de MMI em 2D que recriam as condições de um sistema de imagem de radar 
por microondas UWB. Os fantomas numéricos de tumores mamários produzidos possuem morfologias 
semelhantes a tumores reais, uma vez que são feitos a partir de segmentações de exames de ressonância 
magnética da mama. Em segundo lugar, as reflexões dos sinais de microondas UWB produzidos pelas 
simulações de MMI foram utilizados para classificar tumores de acordo com o seu tamanho e histologia, 
o que é relevante para avaliar o potencial dos sistemas de imagem de radar por microondas UWB como 
um método alternativo e fiável para a classificação de tumores mamários no campo da MMI. Os Algo-
ritmos de Classificação utilizados neste trabalho foram a Pseudo Linear Discriminant Analysis (Pseudo-
LDA), Pseudo Quadratic Discriminant Analysis (pseudo-QDA), e a K-Nearest Neighbors (KNN), jun-
tamente com um algoritmo de extração de features - Análise de Componentes Principais (do inglês 
PCA). 
 
Palavras-chave: Cancro da mama; Imagem Médica por Microondas; Sistema de Imagem de Ra-
dar de Microondas UWB; Segmentação por Imagens de Ressonância Magnética; Fantoma Corporal 
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1.1 Motivation and Background 
Worldwide in 2018, there were approximately 18 million new cancer cases. Breast cancer ac-
counted for 12.26% of cases, only surpassed by lung cancer with 12.29% cases [1]. Among women, 
breast cancer is the most common malignant tumor. It is estimated that one in eight to ten females will 
develop the pathology. Even though the mortality rate is dropping in developed countries due to earlier 
detection and more effective therapeutics, the goal to improve the survival rate and give patients better 
life quality is relevant. Besides that, it is necessary to lower the cost of breast tumor diagnostic and 
therapeutic methods to help developing countries, where this type of tumor is the deadliest [2]. 
In Portugal, according to the last report of the International Agency for Research on Cancer, in 
2020 alone, breast tumor was the most incident type of cancer with 7041 new cases and 1864 deaths. 
Accounting for 11.6% of all new cancer cases and 6.2% of deaths from cancer. The mortality numbers 
place breast cancer in the fifth position overall, but among women, it is the deadliest [3]. 
One of the most critical keys to increase patients' quality of life and their survival rates is detecting 
breast tumors in its early stages of development. Hence tumor diagnostic techniques are fundamental. 
Over the last years, medical imaging techniques have been the primary source of breast tumor detection 
and classification. The most common imaging techniques in breast tumor are X-ray mammography, 
ultrasound imaging, and magnetic resonance imaging (MRI). 
X-ray mammography uses low doses of ionizing radiation to penetrate a compressed breast to 
obtain an image. It can detect breast cancer early. There is evidence that mammography screened pop-
ulations have lower mortality rates and higher quality of life since early staged cancer has less invasive 
treatments [4]. Another feature that incentives its worldwide use is the low-cost associated. However, it 
also has drawbacks, such as considerable high rates of false-positive and false-negative results, espe-
cially in dense breasts [5]. False-positive happens when a patient is diagnosed with breast cancer when 
it is not present, causing unnecessary new exams and possibly even treatments, leading to stress and 
lowering the quality of life of the patient [5]. False-negative is a false result of an absence tumor when 
it is present, leading to possible development of the cancer, which may lower the chances of curing it 
[4]. Besides that, since the exam uses ionizing radiation, there is rare probability to develop cancer [6], 
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this has a direct consequence disallowing pregnant women to take this type of exam. The procedure can 
also be painful and stressful due to the compression of the breast. 
There are also non-ionizing detection methods, such as ultrasound and MRI, to be used as com-
plementary exams with mammographies. In two situations, when needed to assess whether a detected 
tumor by mammography is malignant or not, and when the breasts are too dense, not allowing X-ray 
penetration [7]–[9]. 
Ultrasound is based on the transmission of high-frequency sound waves and the respective re-
cording of the backscattered signals. Since the reflections have different intensities depending on the 
acoustic properties of the tissues under test [10], it allows visualizing muscle, adipose tissues, tumors, 
etc. Ultrasound has been used as a complementary tool for mammography when an abnormal change is 
detected. Even though it has low resolution and cannot differentiate between benign and malignant small 
tumors in most situations, it can distinguish a cyst filled with fluid from a tumor [9]. Another situation 
to use ultrasound is when the patient has breast tissue so dense that the x-Rays of the mammography 
may not penetrate it. Ultrasound also has the benefits of being low-cost and not using ionizing radiation. 
The main limitation of this technique is that it cannot well-differentiate adipose tissue from a tumor, so 
it is mainly used after an MRI exam has located the abnormality in study [9]. 
MRI uses magnetic fields, computer systems, and radio waves to reconstruct 3D images. It is 
highly sensitive in detecting invasive and small lesions compared with mammography and ultrasound 
techniques. This technique allows the detection of some invasive and noninvasive breast tumors that 
could be invisible otherwise. MRI has low specificity meaning it has trouble differentiating benign and 
malignant tumors. Therefore, it is mostly used when a biopsy has previously confirmed a malignant 
tumor to provide more data about the cancer in study [8], [9]. It can also be used to complement breast 
screening with mammography or ultrasound. In cases where the patient is at high risk or has already 
been diagnosed with breast tumors, this technique can retrieve the size of the cancer and check the 
presence of other tumors within the affected breast or in the opposite breast. Besides low specificity, 
MRI has more limitations, such as high costs associated and the long time to take the exam [8], [9]. 
Due to the disadvantages of the current techniques above, Medical Microwave Imaging (MMI) 
appears as a promising alternative because of the potential benefits it may have. This method has a lower 
cost than the other mentioned techniques, is not invasive, and is more user-friendly, not requiring breast 
compression as in mammography. MMI is less harmful to the patient since it works in a non-ionizing 
spectrum, the microwaves [11].  
MMI is based on the dielectric contrast between tumor and healthy breast tissues at microwave 
frequencies, and its potential to detect breast tumors has been widely investigated. Several research 
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teams have developed breast microwave imaging systems and crossed breakthroughs both in the private 
and academic sectors. 
Some companies have developed breast cancer MMI detection systems. These include Micrima 
based in Bristol, United Kingdom, which developed its equipment called MARIA® [12], and MVG with 
Wavelia, in France [13]. In the academic sector, university groups are heading the MMI innovation, 
such as Dr. Elise Fear’s research team from the University of Calgary [14], [15] and the Breast Cancer 
Detection Research Group led by Milica Popovic at McGill University [16], [17]. 
Performing trials with microwave imaging systems on patients is required to assess the real po-
tential of the technology. However, they must face strict ethics approval and a large set of volunteers to 
participate. Despite the limitations, some companies, including Micrima [12], are already completing 
clinical trials. For now, another viable and cheaper way to test and improve breast MMI is using breast 
and tumor numerical models, without the high expenses of clinical trials. 
This dissertation continues the work described in the State-of-the-Art Chapter, addressing ultra-
wideband (UWB) microwave radar imaging. It might be a potentially useful imaging modality that al-
lows breast tumor diagnoses and data to classify tumors either as benign or malignant. Several studies 
[18]-[23] have shown that microwave backscattered signals change in the presence of tumors with dif-
ferent sizes and morphologies within the breasts. These studies presented evidence that classification 
algorithms can indeed reliably classify tumors using the backscattered signals. 
In this work, the main goal is to produce numerical tumor models from segmenting breast MRI 
exams and use them in 2D MMI simulations that recreate the conditions of a UWB microwave radar 
imaging prototype system. The data collected was processed and used by classification algorithms to 
attempt separating tumors in size and histology, specifically as either an invasive ductal carcinoma or 
not. Initially, the tumor models were meant to be 3D printed and tested with a pre-clinical UWB micro-
wave radar imaging prototype. The 2D MMI simulations were the most viable solution to continue this 
work considering the restrictions imposed by the covid-19 pandemic.  
 
1.2 Contributions 
This work was developed in Instituto de Biofísica e Engenharia Biomédica (IBEB), located in the 
Faculdade de Ciências da Universidade de Lisboa. Nowadays, the field of tumor detection and classifi-
cation using medical imaging is searching for alternative techniques to overcome the limitations of the 
currently available technology, whose primary goal is to diagnose a patient as soon as possible to max-
imize the probabilities of curing breast cancer. MMI appears as a promising technique, and this disser-
tation produced the following contributions to assess the potential of UWB microwave radar imaging: 
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• Creation of 3D and 2D numerical tumors dataset from segmenting MRI breast exams. The 3D 
numerical models are ready to be 3D printed and used in future studies, since they were saved as STLs. 
• Tumor size and histological classification using different classification algorithms, including 
pseudo-LDA, pseudo-QDA, and KNN, using the data collected from the 2D MMI simulations with the 
2D tumor numerical models. 
• Inferred the minimum number of principal components required to yield reliable classification 
results. 
• Assessed the minimum number of antennas required, in the 2D MMI simulations, to collect 
enough data to make reliable tumor classifications. 
• Since tumor location was known, the data collected from the 2D MMI simulations was win-
dowed to extract only the signal portion belonging to tumor response and assess whether using that 
portion alone in the classification systems improves the performance. 
• Finally, compared the results of tumor classification using data from MMI simulations with and 
without a skin layer on the modulated breast model to evaluate the impact of the skin presence. 
 
1.3 Dissertation Overview 
This work is divided into five different chapters. Chapter 1 corresponds to the Introduction. It 
details the motivation for the dissertation, giving a background about the impact of breast cancer on 
society and breast cancer imagiology techniques to explain MMI potential in this field. The chapter also 
includes the contributions that this work produced. 
In Chapter 2, the State of the Art shows the evolution of tumor modeling and tumor classification 
regarding UWB microwave radar imaging, which is vital to understand what lead to this work. 
Both Chapter 3 and Chapter 4 have independent results, discussions, and chapter conclusions. 
Chapter 3 gives the background to breast tumors and UWB microwave radar breast imaging. Explains 
how tumor models were made through segmenting MRI breast exams. This Chapter also shows how 2D 
MMI simulations recreate UWB microwave radar imaging prototypes. Meanwhile, Chapter 4 explains 
how the data from the MMI simulations, in Chapter 3, was used to classify the tumor models in size and 
histology. 
Finally, in Chapter 5, the conclusions of this work are presented, as well as the future work ex-




2 State of the Art 
MMI has potential to reliably detect the presence of a tumor due to the dielectric properties con-
trast between breast tumor and the remaining breast tissues. Recent studies about UWB microwave radar 
imaging have shown how the Radar Target Signature (RTS) present in the backscattered microwave 
signals may provide data about the shape and size of tumors. Since malignant and benign tumors have 
different morphologies, this technology can potentially be a reliable way to classify tumors in the future 
[18]–[23]. This Chapter presents the state of the artwork in this field. It starts by showing the evolution 
in breast tumor modeling, and then it presents studies about the classification of tumors using microwave 
imaging. 
 
2.1 Evolution of Tumor Models 
Initially, tumor classification studies in MMI began by using mathematical models of tumors that 
brought them closer to real tumor shapes, such as the Gaussian Random Spheres (GRS) method. This 
model allows creating 3D models of different sizes and shapes and recreating different types of surface 
texture. The GRS method follows an algorithm proposed by Muinonen [24]. Each GRS uses spherical 
coordinates and has a radius vector 𝑟 = 𝑟(𝜗, 𝜑). The radius vector is defined by the logarithmic radius 
𝑠 = 𝑠(𝜗, 𝜑), also using spherical coordinates, both presented in (2.1) and (2.2). 
 










(𝜗, 𝜑) (2.2) 
Where 𝛼 stands for the mean radius, 𝛽 is the standard deviation of the logarithmic radius, 𝑌𝑙𝑚 are 
the orthonormal spherical harmonics, 𝑠𝑙𝑚 are the spherical harmonics weight coefficients, in which l 
and m stand for the degree and the order of expansion, respectively [25]. 
As shown in Figure 2.1, the tumor model shapes using GRS can vary from smooth, macrolobu-
lated, microlobulated, and spiculated shapes. The first two correspond to benign tumors and the rest to 
malignant ones. GRS can model either malignant or benign tumors by varying the mean radius, 𝛼, and 




Figure 2.1 - Samples of different models created with the Gaussian Random Spheres method. Smooth benign 
tumors are represented in (a) and macrolobulated benign tumors in (b). Microlobulated malignant tumors are rep-
resented in (c) and spiked malignant tumors in (d) [18]. 
 
A Debye model can be used to attribute the dielectric properties of the corresponding biological 
tissues . After modeling the tumors, these can be modelled in a Finite-Difference Time-Domain (FDTD) 
model where Maxwell's equations are implemented to simulate the electromagnetic behavior of tissues 
in the presence of microwave radiation and simulate the radar target signature (RTS) of each tumor, and 
use that information to make tumor classifications, following [19] and [20].  
In [26], a different method to generate 3D numerical tumor models is proposed. This method 
extends the work by Chen et al. in 2008, which generated 2D accurate tumor models using polygonal 
approximation [27]. The polygonal approximation is based on the principle that the shape of a tumor 






 +  
𝑑2𝑐𝑜𝑠2𝜑
𝑐2
= 1 (2.3) 
Where d, 𝜗 and 𝜑 are the spherical coordinates that describe the ellipsoid. The variable d corre-
sponds to the distance of each vertex to the center of the ellipsoid, it is a function of the two angles 
𝜗 and 𝜑. The values a, b and c prespecify the lengths of each semi-axes. 
The extension of the method is applied by adding a new variable. For each vertex of the polygon, 
d (𝜗, 𝜑)is modified according to the new variable s, which is a parameter that manages the level of 
spiculation at the tumor face. 
 𝑑′(𝜗, 𝜑) = 𝑛 [𝑑(𝜗, 𝜑) (1 +  µ(𝜗, 𝜑))] (2.4) 
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Where µ ∈ U [-s, +s], 𝑑′corresponds to the new distance to the center after applying the described 
modification above, and U is the uniform distribution from which s is randomly chosen. The level of 
spiculation varies between 0 ≤ s ≤ 1, where s = 0 yields a perfectly smooth border and s = 1 yields the 
maximum level of spiculation. The parameter n defines the proportion of the surface of the tumor area 
covered with spicules. Figure 2.2 shows examples of different numerical tumor models using this 
method. 
 
Figure 2.2 - Tumor models generated with the proposed algorithm in [26] for varying sizes, shapes and degrees of 
spiculation (s). Mean radii for the models vary between 3 and 10 mm. Degrees of spiculation: (a), (b) s = 0.3; (c) 
s = 0.8; (d) s = 0.2 and s = 1.  
 
In [21], instead of making simulations, a UWB microwave radar imaging prototype was used. 
Physical tumor models were made with different sizes and shapes to resemble the tumor models using 
the mathematical GRS models previously mentioned. The tumor models were filled with a mixture of 
TX151 powder on a volume proportion of 6:1 of water to TX151 solidifying powder to mimic biological 
breast tumor dielectric properties. A total of 15 malignant and 20 benign tumor models were manually 
modelled to approximate the numerical GRS models in [20], as presented in Figures 2.3 and 2.4.  
 




Figure 2.4 - Subset 2 of the malignant (top) and benign (bottom) tumor models used in [21]. 
 
In [28], a different approach of making physical tumor models is presented. The tumor models 
were manually developed using polyurethane rubber with graphite and carbon-black powders, recreat-
ing the dielectric properties of tumors. These tumor phantoms were the first to incorporate a large num-
ber of different sizes, degrees of spiculation and shapes to mimic benign and malignant tumors. The 
tumor models produced are presented in Figure 2.5. 
 
 
Figure 2.5 – Top view of the tumor models produced in [28]. In the top row, the low spiculation models are shown, 
followed by the intermediate spiculation models in the middle row, and the high spiculation models in the bottom 
row. 
 
2.2 Classification of Tumors Using Microwave Imaging 
Some characteristics inherent to benign and malignant tumors have the potential to be useful to 
tumor classification. These characteristics include tumor shape, margins, surface texture, depth, loca-
tion, and density . These features influence the microwave backscatter, which contains the RTS of tu-




In [19] and [20], different tumor classification approaches are performed using the RTS obtained 
through 3D MMI simulations that record UWB microwave backscatter signals. These studies use the 
GRS method, mentioned before, to model the shape and size of benign and malignant tumor models. A 
Debye model was used to model the dielectric properties of biological breast tumors in the models, and 
the same for the homogeneous breast models used. The backscattered signals were first processed by 
applying a feature extraction algorithm – PCA - to extract the most relevant features (principal compo-
nents) used in the classifications. All three classifiers – Linear Discriminant Analysis (LDA), Quadratic 
Discriminant Analysis (QDA), and Support-vector machine (SVM) - were used to assess the size and 
shape of the 3D tumor models. A cross-validation method was used in each classification to infer each 
classifier performance using a testing set independent from the training set. This study analyzed the 
classifiers performances using a set of up to eight multi-stage different classification architectures, 
which categorize the data in different levels of granularity in size or shape. For example, classifying the 
tumors as benign or malignant and then sub-dividing malignant tumors into spiculated and microlobu-
lated tumors and benign tumors into macrolobulated and smooth tumors. In [19] overall, LDA and QDA 
have similar performances when using the same architecture. After comparing the previous LDA and 
QDA results with the SVM results in [20], the SVM outperforms both LDA and QDA considering all 
architectures used in the studies. 
In 2015, the effect of pre-processing signals on diagnostic performance was investigated by iso-
lating the reflected signal through a windowing function, extracting the tumor signature from the signal, 
while decreasing the influence of the background [22]. Tumor models of various sizes and shapes were 
placed in various positions inside clinical realistic breast models from the UWCEM research group 
repository [29]. The classification structure was based on PCA in combination with SVM. In conclusion, 
the classification performance increased when the windowing method was applied to the pre-processed 
signal in more complex and heterogeneous breast models. 
In 2018, Oliveira et al. [23], presented an analysis of machine learning classifying numerical 
breast tumor models, using backscattered signals recorded by 12 antennas in a multistatic system, where 
all signals were generated in MMI simulations. A comparison between applying and not applying a 
tumor windowing approach to extract only the signal tumor response elements of interest from the 
backscattered signal was performed, combined with feature extraction. The classification algorithm used 
was random forests [30] to distinguish benign and malignant tumors. Antenna grouping was also per-
formed. To better understand antenna grouping results, it is important to define how backscattered sig-
nals are used in the decision-making process. Each recorded signal per receiving antenna is classified 
independently. However, in a real scenario, a patient requires a final decision based on the full scan and 
not based on each signature collected. Therefore, all independent channel classifications must be com-
bined to make the final classification. The final classification corresponds to the classification of the 
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majority vote. Grouping the antennas predictions was important in disregarding incorrect classifications 
from lower quality recorded signals [23].  
Instead of making MMI simulations, in early 2020, Conceição et al. [21], experiments were per-
formed using a pre-clinical UWB microwave radar imaging prototype at the University of Manitoba 
with tumor and breast physical phantoms. A monostatic radar system was used, where a single antenna 
emitted a UWB microwave pulse and received the backscattered signal at different angles. These signals 
contain the RTS of the tumor, used to classify tumors as benign or malignant. 
As presented in Figure 2.6, the antenna of the prototype was immersed with canola oil to mimic 
the speed of microwave radiation in breasts. During the recordings, the breast phantom spins so that the 
single fixed antenna collects backscatters at different angles [21]. 
 
Figure 2.6 - Breast microwave radar prototype in University of Manitoba, Canada: (a) antenna location, (b) step 
motor fixed at the center of the tank, (c) tank filled with canola oil [21]. 
 
Both homogeneous and heterogeneous breast phantoms were modeled using a styrene-acryloni-
trile cylinder with a diameter and a height equal to 13 cm and 35 cm, respectively. The cylinder was 
filled with glycerin, mimicking biological breast tissue dielectric properties. The heterogeneous breast 
phantoms also have fibroglangular tissues modeled as a cylinder with a 1.5 cm diameter and 3 cm in 
height. The fibroglangular tissues were made of a mixture of TX151 dissolved in water, a volume pro-
portion of 4:1 of water to the solidifying powder, mimicking the milk ducts dielectric properties. Re-
garding the methodology of the tumor phantoms in this study, it was already mentioned in the tumor 
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model evolution section. All tumor models were individually tested inside the homogeneous and heter-
ogeneous breast models, as presented in Figure 2.7 [21].  
 
Figure 2.7 - Breast microwave radar prototype in the University of Manitoba (left), and corresponding schematic 
(right): view with antenna and heterogeneous breast phantom. Tank filled with canola oil in yellow (e), antenna 
on the left and the cylinder breast phantom (a) with two green masses: the tumor on the left (c), closer to the 
antenna (b), and a fibroglandular cluster (d) on the right [21]. 
 
Breast-tumor pairs were irradiated using the prototype, where a single antenna emitted a UWB 
microwave pulse and received the backscattered signal at different angles. Before classification, a fea-
ture extraction algorithm – PCA, was applied to extract the RTS of each tumor from the recorded 
backscattered signals [21].  
Classifications of tumors as benign or malignant were performed, based only on the RTS of the 
tumors inside the breast phantoms. Three machine learning classifiers were used – Naive Bayes (NB), 
Decision Trees (DT), and KNN, since they are fast to train and test when compared to SVM, for exam-
ple. An artificial skin response was added to the signals to assess the impact of skin artifacts on the 
classifiers performances while directly comparing the records without skin response added. The study 
concluded that KNN often outperformed DT and NB classifiers when using either homogeneous or 
heterogeneous breast phantoms without skin response. KNN does not require high computational per-
formance like SVM, yet it yields similar good results. Finally, considering an artificial skin response 
did not significantly affect the classifications performances since PCA efficiently extracts the tumor 








3 Breast Tumor Modelling and Simulations 
3.1 Introduction 
MMI has already been studied with patients [31], [32]. Regarding Micrima [32], the company has 
already trialed over 400 patients using their breast cancer detection system – MARIA. Since MMI is 
still in development it is relevant to acquire data not only in patients’ trials but also using tumor models 
to evaluate the potential and improve this modality. In this work, we proceeded to make 3D and 2D 
numerical tumor models as close to their original shape as possible from segmenting breast tumor from 
MRI exams and use MMI simulations to numerically recreate a UWB microwave radar imaging system 
operating on breast and tumor models, since it models the dielectric properties of breast, skin, and tumor 
tissues. The global pandemic caused by covid-19 imposed changes in this work. Initially, the 3D tumor 
models were to be 3D printed as a hollow volume to be filled with a mix of TX151 and water that would 
mimic the dielectric properties of biological tumors. The physical tumor models were to be tested in a 
medical UWB microwave radar imaging prototype at Instituto de Telecomunicações (IT), Instituto Su-
perior Técnico de Lisboa. At the time all 3D numerical tumor models were completed, access to the lab 
become limited. The solution to continue the work was to use 2D tumor slices in simulations of the 
UWB microwave radar imaging prototype with 2D FDTD modelling. The MATLAB scripts available, 
at the time, only allowed 2D FDTD modelling. Besides, making 3D FDTD modelling, using the 3D 
tumor models, would require more computational power than available. The contributions in this chapter 
are the following: 
- Background context to better understand the scope of this work, including breast and breast 
tumor anatomy, dielectric properties, UWB microwave radar imaging, radar target signature and FDTD 
method. 
- Provide a segmentation method that distinguishes breast tissues from existing tumors in MRI 
exams to achieve realistic tumor models. 
- Demonstrate how to smooth tumor model surfaces, which is vital in low resolution cases. 
- All tumor STLs created can be 3D printed and used in future studies with UWB microwave 
radar imaging prototypes. 
- Recording of backscattered signals from the MMI simulations.  
Chapter 2 presented the state of the art. This chapter addresses how it is possible to obtain breast 
tumor models from segmenting MRI exams and using them in simulations to recreate the functionality 





3.2.1 Breast Anatomy 
The shape and size of the breast and the heterogeneity that comes from its different constituent 
tissues considerably influence the design of the MMI system [18]. The female breast lies on the anterior 
thoracic wall with the base extended between the second and the sixth rib, as observed in Figure 3.1. 
The size, shape, and density of the breast vary considerably among women. It is worth noting that the 
breast density depends mostly on the ratio between adipose and fibroglandular tissue. Denser breasts 
have a larger amount of fibroglandular tissue relative to adipose tissue [33]. As of BI-RADS 5th edition 
[34], there are four categories for breast density on mammography: 
- A - breasts mostly with adipose tissue. 
- B - presence of scattered areas of fibroglandular density. 
- C - breasts heterogeneously dense, which may occult small lesions. 
- D - breasts extremely dense, which lowers the sensitivity of mammography. 
From a microwave imaging perspective, the shape of the breast anatomy can be simplified and 
described as follows [35]: 
- Skin, which covers all breast surface. 
- An adipose tissue under the skin, made of vesicular cells filled with fat. 
- The deepest breast tissue consists of 15 to 20 lobes (mammary glands that produce milk), further 
divided into smaller lobules. The lobes are arranged in a circular shape around the nipple and ducts, 
representing tubes that carry milk from the lobes to the nipple. 
- Behind the breast, there are the pectoralis major muscle and four ribs (second to sixth) [35]. 
 
Figure 3.1 - Breast anatomy from sagittal perspective [36]. 
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3.2.2 Breast Tumor 
Breast tumor development is different from person to person. However, it is characterized as a 
chaotic proliferation of the epithelial cells, which usually begins either in the lobules or the ducts. His-
tologically it is commonly classified as two different main types, invasive or in situ (also known as non-
invasive). Depending on the spread outside the place they first started. In situ tumors remain in their 
original site, usually either in the ducts or lobules of the breast. Conversely, invasive cancers spread into 
the surrounding healthy tissues [35], [37], [38]. 
Most breast tumors can be sub-classified from invasive and in situ into the following [35]: 
- Invasive ductal carcinoma is the most common breast cancer (70 to 80% of breast tumor cases) 
and occurs in the cells lining breast ducts.  
- Invasive lobular carcinoma represents about 10% of breast tumors and occurs in the lobules of 
the breasts. 
- Ductal carcinoma in situ is a type of tumor where cells are found within the ducts without mi-
gration to other tissues. 
- Lobular carcinoma in situ is not a kind of cancer; however, its presence increases cancer risk 
[35]. 
 
3.2.3 Dielectric Properties 
Mainly, two dielectric properties express the interaction between the breast tissues and the elec-
trical field applied during MMI: the relative permittivity and conductivity [39]. The membrane of tumor 
cells is different from healthy tissues, which leads to a different membrane permeability, affecting the 
regulatory process of osmosis. Higher membrane permeability makes the tumor tissues retain more fluid 
than normal cells. In the form of water, the extra fluid alters the tissues dielectric properties [35]. High 
water content tissues, such as tumors, have both higher relative permittivity and conductivity than low 
water content tissues, like, for example, breast fat [35]. 
Given that most of the breast tissues have low water content, this creates a dielectric contrast in 
the presence of higher water concentrated tissues like breast tumors. Additionally, the extra quantity of 
sodium ions within tumor tissues also contributes to higher dielectric properties compared to healthy 
breast tissues [35]. These properties affect the phase, attenuation, transmission, and reflection of UWB 
signals through the breast [40]. At the microwave spectrum range, higher conductivity means an in-
creased absorption and, consequently, attenuation of signals that travel through tissues with those prop-
erties. Considering the breast, microwave signals have significant penetration since breast tissues have 
low water content. In the presence of a tumor, the microwaves have more interactions with these high-
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water content tissues, leading to a more energy attenuation in that region and producing more reflections, 
which can be detected outside the breast [41]. 
 
3.2.4 UWB Microwave Radar Imaging  
Microwaves are part of the radiation spectrum in the range of frequencies between 300MHz and 
300GHz. Although, it is worth noting that the range of frequencies for biomedical imaging applications 
does not exceed 30 GHz, this range offers patient safety, and balances spatial resolution and penetration 
depth [42], [43]. 
MMI aims to detect tumors using microwaves and is based on the dielectric properties differences 
between healthy breast tissues and tumors in this spectrum of radiation, as previously described. There 
are different breast image approaches in MMI systems, including Radar-Based Microwave Imaging 
and Microwave Tomographic Imaging, as shown in [41]. The one used in this work is the UWB micro-
wave radar imaging. This technique requires illuminating the breast through a UWB microwave pulse 
and consequently recording the reflected signals. The bandwidth used in radar-based approaches tends 
to be between 1 and 10 GHz as healthy tissue conductivities increase with higher frequencies, hindering 
the pulse to reach deeper regions in the breast [41]. These backscattered signals are recorded to detect 
the presence and location of breast tumors. In the presence of a significant dielectric contrast, the re-
flected signals will indicate regions of high energy [35]. UWB microwave radar imaging corresponds 
to the illumination of the breast with a microwave pulse emitted by one or more transmitting antennas. 
The signals reflected by the tissues are then recorded by antennas, acting as receivers, as exemplified 
in Figure 3.2. This schematic represents a breast model surrounded by 16 equally distanced antennas 
and an object under test (i.e., tumor) in the center.  
 
Figure 3.2 - Schematic of a 2D assembly of a UWB Microwave Radar Imaging, which emits UWB microwave 
pulses from the transmitting antennas, represented as dashed arrows and collects the backscattered signals back to 
the receiving antennas that come from the object under test, represented as dot-dashed arrows [35]. 
17 
 
UWB microwave radar imaging data acquisition systems can be either monostatic or multistatic. 
• Monostatic imaging systems - each antenna positioned outside the breast transmits a micro-
wave pulse and receives only the reflected signal from that particular antenna [44]–[46]. A schematiza-
tion of this is represented in Figure 3.2 by S1 1, where antenna 1 emits a pulse and records its correspond-
ent reflection. The path from the transmitting antenna is represented by the dashed arrow. In contrast, 
the path from the tumor to the receiving antenna is shown in the dot-dash arrow. In this example, if all 
16 antennas acted as transmitters and receivers, there would be 16 different observations, S1 1, S2 2, …, 
S16 16.  
• Multistatic imaging systems - each transmitting antenna configuration illuminates the breast 
at a time, while the remaining antennas record the dispersion at different angles acting as receiving 
antennas [47]–[49]. One example is represented by S4 5, in Figure 3.2, where antenna 4 emits the pulse 
while antenna 5 receives the backscattered signal. In this case, if all 16 antennas acted as transmitters 
and receivers, there would be a total of 256 different observations, as represented in the matrix (3.1).  
[
𝑆1 1 … 𝑆1 16
… … …
𝑆16 1 … 𝑆16 16
]     (3.1) 
Monostatic signals travel through the same path (onwards and backwards), unlike multistatic sig-
nals, which have 16 different paths for each transmitting antenna, as demonstrated in the example above. 
Monostatic signals are more comparable among each other and lower the complexity of signal pro-
cessing. Hence, this work uses only monostatic signals in the MMI simulations. 
 
3.2.5 Radar Target Signature – RTS 
The backscattered signals vary according with the shape and size of tumors, and the RTS is the 
observation present in the reflected signals that correspond to tumor response. The RTS comprises in-
formation of the temporal and spatial information of the reflected signals from breast tumor tissues, 
which has the potential to reliably classify tumors as benign or malignant [20], [50], [51], [52]. The RTS 
of tumors is used to classify tumors since it contains meaningful information about the tumor morphol-
ogy, not just shape but also the surface texture. 
 Given that the morphology is usually different between benign and malignant breast tumors, as 
described in the Breast Tumor topic, RTS data may allow their classification. This work addresses 
whether the RTS of the 2D tumor segmentations has enough information to make a reliable classification 
in tumor size and histology. 
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 Figure 3.3 represents how a reflected signal differs depending on tumor size (a) and morphology 
(b), respectively. The results are from Conceição, Raquel [53]. A single receiving antenna shows that a 
larger tumor corresponds to a higher amplitude of the reflected signal and the backscatter of the signal 
starts earlier when the tumor is closer to the receiving antenna.  
 
Figure 3.3 - Sample of (a) backscattered signals for tumors of identical shape with different sizes and (b) backscat-
tered signals for tumors of different shapes with identical size [53]. 
 
A single antenna provides information on the location of the tumor surface according to that an-
tenna and how the shape may be. Therefore, using multiple antennas around the breast may produce 
enough data to obtain the position of the tumor, as well as the size, and shape. This work uses 4 to 16 
antennas. Less than four antennas do not provide information from all tumor surface perspectives. The 
maximum number of antennas is 16 since real antennas have at least 2 cm each, and it is impractical to 
put more than 16 around an average-sized breast in a single plane. 
 
3.2.6 FDTD Method 
The finite-difference time-domain (FDTD) method is useful to study ultrawideband microwave 
techniques via simulation [54]. This method can model and simulate, at different frequencies, the prop-
agation of electromagnetic waves in breast and tumor models. It can recreate the behavior of microwave 
pulses traveling the breast and tumor models since it mimics the dispersive relaxation properties of 
biological tissues. By dispersive, it is meant to say that the dielectric properties of tissues vary depending 
on the frequency. To account for this frequency dependency, the FDTD method incorporates relaxation 
dispersion models [55], [56].  
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In this dissertation, the model used in the simulations to recreate the frequency-dependent propa-
gation characteristics of the tissues was the Debye model. This model has low computational complexity 
but at the same time is reliable when recreating the dispersions due to dielectric properties contrast 
between breast and tumor breast [54]. 
The Debye model is given by the following expression (3.2), that represents the permittivity as 
an angular frequency function: 







Where 𝜀0 is the vacuum permittivity, 𝜀∞ is the permittivity at the angular frequency 𝜔 = ∞ and 
𝜀𝑠 is the permittivity at 𝜔 = 0, 𝜎𝑠 is the static ionic conductivity, 𝜏 represents the relaxation time con-
stant, and j is the imaginary number √−1 [57]. 
 
3.3 Materials 
This first part of the work uses the anatomical information from MRI images provided by IPO 
- Instituto Português de Oncologia de Lisboa Francisco Gentil, to build 3D and 2D numerical tumor 
models from them. All the numerical models produced came from a set of 30 MRI exams, whose sen-
sitive personal data was kept private. Each MRI exam has different sequences, including “T2/TSE/TRA 
SENSE”, “DWI b 1000 SENSE” and “THRIVE 7 din SENSE”. As it is visible in Table 3.1, the number 
of tumor models is smaller than the number of available MRI exams since 12 of them did not provide 
enough information to perform a reliable segmentation, i.e. low contrast between tumor and surrounding 
tissues. Table 3.1 summarizes the features of each MRI exam used in segmentation. The file format was 
DICOM, as it is the standard in medical imaging. A DICOM reader program, called DicomWorks, was 
used to visualize the MRIs, given the ease it provides to work. 
The manual segmentation of the tumors was achieved by using two medical imaging segmenta-
tion softwares, iSeg [58] and ITK Snap [59]. 
MATLAB was used to convert the files between iSeg and ITK Snap and convert the final 3D seg-
mentation to STL, the printable file type. Given that the STLs had low resolution, a smoothing surface 
tool was applied using the program Meshlab. Finally, before pursuing MMI simulations in MATLAB, 
the 3D smoothed STLs were converted to 3D numerical models and 2D slices were selected to obtain 




Table 3.1 - MRI exams - dataset features. 
MRI Histology Sex Age Plane Acquisition 
Resolution 
(mm) 
03 Invasive ductal carcinoma F 85 Axial 0.93 x 0.93 x 1 
05 Invasive ductal carcinoma F 75 Axial 0.93 x 0.93 x 1 
08 
Invasive ductal carcinoma, intraduc-
tal component 
F 51 Axial 0.93 x 0.93 x 1 
09 Invasive ductal carcinoma F 70 Axial 0.93 x 0.93 x 1 
12 
Invasive ductal carcinoma, intraduc-
tal component, necrosis 
F 66 Axial 0.93 x 0.93 x 1 
15 
Mix Invasive carcinoma (lobular and 
invasive) 
F 71 Axial 0.93 x 0.93 x 1 
16 Invasive ductal carcinoma F 67 Axial 0.93 x 0.93 x 1 
19 Invasive ductal carcinoma F 83 Axial 0.93 x 0.93 x 1 
21 Invasive lobular carcinoma F 90 Axial 0.93 x 0.93 x 1 
22 Invasive ductal carcinoma F 76 Axial 0.93 x 0.93 x 1 
23 Invasive ductal carcinoma F 71 Axial 0.93 x 0.93 x 1 
24 
Invasive ductal carcinoma, intraduc-
tal component, necrosis 
F 68 Axial 0.93 x 0.93 x 1 
25 Ductal carcinoma in situ F 77 Axial 0.93 x 0.93 x 1 
26 
Invasive ductal carcinoma, ductal 
carcinoma component in situ 
F 71 Axial 0.93 x 0.93 x 1 
27 
Papillary tumor with characteristics 
of intraductal papilloma 
F 66 Axial 0.93 x 0.93 x 1 
28 
Invasive ductal carcinoma, scarce in-
traductal component, necrosis 
F 77 Axial 0.93 x 0.93 x 1 
29 Ductal carcinoma in situ F 60 Axial 0.93 x 0.93 x 1 
30 Fibroadenoma F 56 Axial 0.93 x 0.93 x 1 
 
3.4 Methodology 
This work consists of making numerical 3D and 2D tumors from segmenting MRI exams. After 
that, the 2D numerical models produced are used in MMI simulations to recreate a UWB microwave 
radar imaging system. 
Step 1 of the methodology is to choose the sequence of images within each MRI exam that provide 
better contrast between the tumors and the surrounding tissues. 
Step 2 is about segmenting the tumors regions present in each image. The segmentation of an 
image plays a crucial role in the extraction of information from it. The primary purpose of segmentation 
is to allow the division of an image into several non-overlapping subregions. Specifically, it is a tech-
nique that allows isolating a region from the image under study. In medical imaging, the subregions of 
an image correspond to different types of tissue, organs, or pathological structures, such as tumors [60]. 
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This step involves using a semi-automatic clustering algorithm K-Means available in iSeg, which sepa-
rates each image into several clusters with identical pixel intensities. This algorithm facilitates the man-
ual segmentation in iSeg. ITK Snap software was used to manually correct tumor segmentations from 
iSeg. 
Step 3 shows how the 3D and 2D tumor numerical models are created in MATLAB and how it 
was possible to smooth the tumor surfaces at different levels using Meshlab.  
Finally, step 4 provides an overview of the MMI simulations performed using the 2D numerical 
models from the segmentations. 
 
Step 1 - Visualization and selection of MRI images using DicomWorks 
 
1.1 – DicomWorks is used to visualize all the different sequence of images in each MRI 
exam. The sequence that provided the best contrast between tumors and the surrounding tissues was 
“THRIVE 7 din SENSE”, which showed an axial view of the breasts, as shown in Figure 3.4. This 
sequence is called “THRIVE 7 din SENSE” since it is dynamic and is recorded at seven different time 
instances. The sequence presents individual 2D axial images (slices) of the patient that provide the 3D 
anatomical representation of the tissues present when added together. 
 
Figure 3.4 – Example of an axial plane MRI image using the THRIVE 7 din SENSE protocol from the repository 
provided by IPO. 
 
1.2 – After analyzing all seven different time samples from sequence “THRIVE 7 din SENSE” 
for each patient, the one presenting the best contrast among all was selected. Moreover, the 
slices that showed the tumor were saved as a new DICOM file, to be analyzed and segmented 






Step 2 - Tumor Segmentation 
 
2.1-  Segmentation using iSeg  
The iSeg software was used to segment the visible tumors in each MRI, from the rest of the tissues, 
given that pixels on tumor regions have different intensities compared to the surrounding pixels. 
 
2.1.1- The first step is loading the DICOM images saved in step 1. When importing, the best 
manner to visualize images within iSeg has to be considered so that contrast information between breast 
tissues and the tumor region is not lost. Hence, the selection of “CT weight”, “Bone,” and “crop”, shown 
in Figure 3.5, when loading the DICOM images in iSeg, is required to maximize tumor contrast as it is 
visible in Figure 3.6.  
 
Figure 3.5 - Pop up window after loading a DICOM image in iSeg. Selecting “CT weight”, “Bone,” and “crop”. 
 
Figure 3.6 - MRI visualization using iSeg after selecting “CT weight, “Bone”, and “crop”, where it is visible that 
the tumor region is brighter than the surrounding breast tissues. 
 
2.1.2- A K-Means threshold tool is applied to cluster different regions with well-defined in-
tensities interval. The “Thresh” button must be selected to use K-Means, where all parameters must be 
the same as in Figure 3.7, except for the number of “Tissues” which varies from image to image. The 
number of “Tissues” (a parameter of the used software) defines the number of different clusters obtained 
with the application of K-Means, where each cluster is assigned a number. To obtain a cluster delimiting 
the tumor region, the number of “Tissues” must be between 13 to 20, since the MRI has different breast 
tissues present, and each tissue has different pixel intensities. This step is performed to help segment the 




Figure 3.7 - iSeg interface when selecting the “Thresh” button, highlighted in red. 
 
 
Figure 3.8 - Example of clustering a tumor (right image) in 16 different regions after applying K-Means threshold 
tool using 16 “Tissues”. The image on the left provides the original image before K-Means is applied. 
 
2.1.3- After applying clustering to each image, the cluster containing the tumor region must 
be selected. This selection is made by assigning a virtual tissue to that region. When a region is selected, 
all pixels of that intensity range are assigned to one tissue type, as shown in Figure 3.9. Note that the 
assigned tissues that do not belong to the tumor region are also assigned simply because they all belong 
to the same cluster of pixel intensity. The tissue assignment is done by selecting "3D”, “Override”, and 
“++”, as presented in Figure 3.10, and then clicking on the tumor region using the mouse left button. 
This step is important to visually identify the tumor region and to make the tumor segmentation in step 
2.1.4.  
 
Figure 3.9 - Example of a tumor region assigned to a tissue colored in green on the left image, whereas the right 




Figure 3.10 - Printscren from the iSeg interface to show that “3D”, “Override”, and “++” must all be selected to 
assign a tissue.  
 
2.1.4- Tumor segmentation starts in this step, using the “growing” tool in iSeg, which seg-
ments the green selected region, exemplified in Figure 3.9, erasing the rest of the image, as shown in 
Figure 3.11. 
 
Figure 3.11 - Example of a tumor region assigned to a tissue colored in green on the left image, whereas the right 
image shows tumor segmentation after applying the growing tool. 
  
To segment the green area, the “growing” tool changes the pixel intensity of the selected area into 
“1” (represented as black in the right image of Figure 3.11) and the rest of the image as “0” (represented 
as white in the right image of Figure 3.11). Figure 3.12 shows, in red, where to click to apply the “grow-
ing tool”. Select “Growing” and click on “Execute”. The “growing” tool also allows to automatically 




Figure 3.12 - Printscreen from the iSeg interface to show how to apply the growing tool highlighted in red. 
 
2.1.5- This step aims to manually erase with the mouse cursor the non-tumor regions from the 
segmentation performed in the last step, to achieve the results as in Figure 3.13, which represents a 
corrected segmentation of the tumor region. 
 
Figure 3.13 - Example of a tumor region assigned to a tissue colored in green on the left image, whereas the right 
image presents a tumor segmentation after erasing the segments that did not belong to the tumor region. 
 
The erase is done using the mouse cursor by following these steps, which are represented in Figure 
3.14: 
2.1.5.1 - Clicking on the “OLC tab”, highlighted in red. 
2.1.5.2 - Select the radio button “Brush”, to activate the mouse cursor to either erase or draw 
regions of the segmentation. 
2.1.5.3 - Select the radio button “Erase” to erase the non-tumor regions, which means the selected 
regions with pixel intensity equal to one (black) are changed to zero (white). Alternatively, select 
“Draw” if there is a need to add pixels to the segmentation, it changes white pixels into black pixels. 
2.1.5.4 - Select “TargetPict” to apply these changes in the segmentation and not in the original 
image. 
2.1.5.5 - Click on the “Select Object”, highlighted in red in Figure 3.14, and start to manually 




Figure 3.14 - Printscreen from the iSeg interface after selecting “OLC”, highlighted in red. 
 
2.1.6- After segmenting all MRI images, the segmented images must be saved as Raw files. 
The file name needs to have the following format: “dimXA_dimYB_dimZC_pXa_pYb_pZc.raw”.  
Considering this name format, “a” and “b” represent the pixel sizes in the x and y direction, re-
spectively, in mm. Both values are available in “Image” -> “PixelSize”, as represented in Figure 3.15, 
and are named as “dx” and “dy”, respectively. The value “c” is the thickness of each MRI image, which 
is 1mm. “A” is the number of pixels of each image in the x direction, which corresponds to “lx”, the 
length in mm in that direction, divided by dx, which is the image resolution in mm in the x direction, as 
represented in Figure 3.15. “B” is the number of pixels of each image in the y direction, where “ly” and 
“dy” are analog with lx and dx, respectively, but in the y direction. Finally, “C” is the number of saved 
MRI images. 
 
Figure 3.15 - Printscreen from the iSeg interface to show how to visualize the values: dx, dy, lx, and ly. 
 
2.2- Importing raw images into MATLAB 
The raw images from the previous task are imported in MATLAB into numerical matrices using 
the scripts “segmentation.m”, “raw_read_volume.m”, and “raw_read_header.m”, as well as the figure 
“raw_read_header.fig”. While importing the raw images, information about the MRI sizes (values "A", 
"B", and "C" from step 2.1.6) as well as voxel sizes ("a", "b", and "c" from step 2.1.6) are imported to 
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make it possible to export and read the images without changes between iSeg and MATLAB. The initial 
raw images are saved as 3D matrices in MATLAB with two different values, zeros representing the 
background and ones representing the tumor segmentation. 
After being imported as matrices, these are rotated and flipped using the MATLAB functions “im-
rotate” and “flip”, respectively, and then saved as raw images. The matrices are rotated and flipped so 
that when the raw segmentations are open on ITK Snap they overlap with the original MRI images, as 
presented in Figure 3.16. 
 
2.3- Segmentation using ITK Snap 
This Software is used to improve the quality of the segmentations while looking for possible 
incorrect segmented pixels from iSeg. It allows overlapping the segmentation with the respective origi-
nal MRI image to directly visualize both, as shown in Figure 3.16. This software permits to manually 
segment tumor regions while visualizing both the segmentation and the overlapped MRI image, the 
following steps explain how this is possible. 
 
Figure 3.16 - Example of an axial plane MRI on the background and the segmentation from iSeg highlighted in 
shades of grey. 
 
2.3.1 - Open the subset of the original MRI images. Click on “File” and then on “Open Main 
Image”. 
2.3.2 - After that, open the Raw segmentation file. Click on “Segmentation” and select the Raw 
file generated from MATLAB on step 2.2.  
2.3.2.1 - The values of “A” “B” and “C” from the saving step 2.1.6 on iSeg must be inserted in 
the “X, Y and Z Image Dimensions”, as shown in Figure 3.17. This is done to ensure that the tumor 




Figure 3.17 - Interface of ITK Snap when opening the raw file segmentations. 
 
2.3.3 - To improve the segmentation by either erasing parts of the original segmentation from 
iSeg or adding new pixels, click on the “paintbrush” presented in Figure 3.18. In the “active label” 
choose “Label 255” to erase or “Clear Label” to add new pixels to the segmentation, and then click with 
the left mouse cursor in the regions of interest. 
 
Figure 3.18 - Printscreen from the ITK Snap interface after selecting the “paintbrush” icon highlighted in grey. 
 
2.3.4 - The segmentation must be saved with the format MetaImage, as this is the only available 





Step 3 - Tumor numerical models 
 
3.1 - 3D Numerical models 
The MetaImage files from ITK Snap must be imported into MATLAB using the script 
“mha_read_volume.m”. It converts these MetaImages into 3D numerical matrices with two different 
values, “0” representing the background and “1” representing the segmented tumor. 
 
3.2 - Making STLs 
STL is a file format used for 3D printing that describes the surface geometry of a 3D object in a 
three-dimensional Cartesian coordinate system containing the vertices of the object, which are inter-
connected, making sets of unstructured triangulated surfaces. 
To convert the 3D matrices into STL files containing the tumors, a script called “CON-
VERT_voxels_to_stl.m” was used. This script utilizes each 3D matrix and a 3D grid. This 3D grid is 
the cartesian coordinate system. It is needed to create the STL and ensure it has the true dimensions of 
the tumor since the x, y, and z sizes of the grid have the same lengths as the 3D numerical model matrices. 
Figure 3.19 shows an example of an STL of a tumor using Meshlab to visualize it. 
 
Figure 3.19 - STL of the segmented tumor from MRI 05 using Meshlab. 
 
3.3 - Smoothing the STLs using Meshlab 
Since the STLs do not have high resolution, as presented in Figure 3.19, an open-source system 
for processing and editing STLs called Meshlab was used. This software has a “Laplacian Smoothing” 
tool able to smooth the STLs surfaces since it averages each vertex position with weighted positions of 
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neighbor vertices [61]. This tool can smooth the surfaces to different levels by choosing different num-
bers of smoothing steps, as observed in Figures 3.20, 3.21 and 3.22, where one, two and three smoothing 
steps were made, respectively. More smoothing steps increase the level of smoothness. 
 
Figure 3.20 - STL of the segmented tumor from MRI 05 using one smoothing step in the Laplacian Smoothing 
tool in Meshlab. 
 
Figure 3.21 - STL of the segmented tumor from MRI 05 using two smoothing steps in the Laplacian Smoothing 
tool in Meshlab. 
 
Figure 3.22 - STL of the segmented tumor from MRI 05 using three smoothing steps in the Laplacian Smoothing 




3.4 - Import the STLs into MATLAB  
Only STLs smoothed with one smoothing step were considered, to prevent possible loss of the 
original tumor models shape. To convert the STLs back into numerical matrices in MATLAB, a toolbox 
called “Meshvoxelization” has to be installed, which can be found in this repository [62]. As it has a 
function named “Voxelize” that makes the voxelization – converts geometric objects from the STL 
representation into a set of voxels that best approximate the original STL shape, where each voxel rep-
resents a value in 3D matrices. The voxelize function, besides having the STL file as an input it also 
needs the number of voxels in the x, y, and z directions to produce a 3D matrix. Inherently, there was a 
resolution loss when converting the STLs back to MATLAB. An empirical study was made to evaluate 
the multiplying factor required to maintain the resolution, which was multiplying by 20 each size in x, 
y, and z-direction from all tumor STLs. The results can be assessed in MATLAB using the function 
“volumeViewer”, which allows the 3D visualization of the numerical matrices, as shown in Figure 3.23. 
 
Figure 3.23 - Numerical matrix made from a STL of a segmented tumor, visualized using volumeViewer in 
MATLAB. Note that the original tumor color is white on a black background, as observed in the XY, XZ, and YZ 
slices in the figure. The tumor presents a red color in a blue background to enhance visual contrast. 
 
3.5 - 2D Numerical Models 
Finally, the 3D numerical matrices were converted into 2D matrices. The first step is analyzing 
in "volumeViewer" the XY plane slice of the 3D numerical matrices that best represents the overall 
shape of each tumor in 2D, as in Figure 3.24. The slices were chosen according to the axial view of the 




Figure 3.24 - Numerical matrix viewed in the XY plane, after clicking in “Slice Planes”, highlighted in red. 
 
A function called “squeeze” in MATLAB is applied in the selected XY plane slice to convert the 
slice into a 2D matrix. Finally, a function called “imresize” on MATLAB was used to proportionally 
reduce the number of rows and columns on each matrix, to fit in the MMI simulation model, as presented 
in Figure 3.25. Given that the simulation grid has a resolution of 0.5 mm per pixel. 
 
Figure 3.25 - Final 2D tumor numerical model from MRI 05. 
 
Step 4 - MMI simulation  
 
Each of the eighteen 2D numerical tumor models created on step 3 was used in 2D MMI simula-
tions using four to sixteen antennas. These simulations were modeled using a 2D FDTD method, from 
a MATLAB script [63], able to simulate, at different frequencies, the propagation of electromagnetic 
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waves in breast and tumor models. The 2D MMI simulations recreate a UWB microwave radar mono-
static system since only the signals emitted and received by the same antenna were recorded. The UWB 
signal used for each simulation was a 150ps differentiated Gaussian pulse, with a center frequency of 
7.5 GHz and a -3dB bandwidth of 9 GHz. The backscatters were recorded in time domain, in 2500-time 
steps. 
The simulation space is 200 mm square sized, with a resolution of 0.5 mm per pixel. The MMI 
simulation model center is a circle representing the breast model with a radius of 60 mm, composed of 
adipose tissue, and a 2 mm skin layer surrounding it [64]. All antennas are arranged in a circular way 
placed on the surface of the breast model, being equally distanced between themselves. Finally, the 2D 
tumor numerical models are positioned in the center of the breast models, as exemplified in Figure 3.26. 
The Debye parameters mimicking the dielectric properties for skin, breast adipose tissue, and 
tumor were chosen according to [50] and [65]. 
 
Figure 3.26 - Representation of a MMI simulation using a monostatic system with four antennas (grey dots) equally 
distanced and placed on the circular breast model skin (light blue circumference). Below the skin is represented 
the circular breast model (dark blue circle). There is a 2D tumor numerical model (yellow shape) in the center of 
the breast. 
 
3.5 Results and Discussion 
 
The methodology section previously mentioned presented the steps taken to obtain all eighteen 
2D numerical tumor models, seventy-two STLs from eighteen different tumors, with and without dif-
ferent levels of surface smoothing. It also demonstrated how the backscattered signals were recorded in 
the MMI simulations.  
The segmentation steps intended to make each tumor model as close to the respective original 
shape as possible. While describing the methodology, some results were provided to give a better un-
derstanding of what was being described. Therefore, the following section presents the final results, 
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showing an example of a segmented tumor STL using different smoothing steps, a 2D tumor model, and 
a backscattered signal from one antenna in one of the MMI simulations, all represented in Figures 3.20-
3.22, 3.25 and 3.27, respectively. 
 
Figure 3.20 - STL of the segmented tumor from MRI 05 using one smoothing step in the Laplacian Smoothing 
tool in Meshlab. 
 
Figure 3.21 - STL of the segmented tumor from MRI 05 using two smoothing steps in the Laplacian Smoothing 
tool in Meshlab. 
 
Figure 3.22 - STL of the segmented tumor from MRI 05 using three smoothing steps in the Laplacian Smoothing 




As observed in Figures 3.20, 3.21 and 3.22, more smoothing steps mean increased smoothing on 
tumor surfaces. For this work, only the least smoothed tumors (one smoothing step) were saved as 2D 
numerical models since there was concern that too much smoothing would change each tumor original 
shape. 
 
Figure 3.25 - Final 2D tumor numerical model from MRI 05. 
 
A total of eighteen 2D numerical models, like the one exemplified in Figure 3.25, were created 
in this work. All these 2D numerical models are from the XY plane since this corresponds to the original 
axial plane of the MRI, which has the highest resolution. 
 
Figure 3.27 - Backscattered signal recorded from one antenna in a MMI simulation. 
 
From each MMI simulation, the recorded monostatic signals, like the one exemplified in Figure 
3.27, were saved as numerical vectors to be used in tumor classifications per size and per histology in 
the next chapter. 
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Lastly, this section presents a label table for each tumor, to allow subsequent classification, as 
represented in Table 3.2. 
Each major axis of the tumor is either its length or width, depending on which one is larger. It is 
calculated by analyzing the maximum number of either rows or columns of the 2D numerical model.  
To label a tumor as large or small, the median of the major axis was calculated for the whole 
tumors databased, which is 12.5 mm. Tumors with a major axis higher than 12.5 mm are labeled as “1”, 
which corresponds to a large tumor, whereas tumors with a major axis smaller than 12.5 mm are labeled 
as “0”, which corresponds to a small tumor. The median was the threshold chosen since it divides both 
size classes in two groups with the same number of tumors. 
Histological classification was provided for each MRI exam. Since most of the tumors are Inva-
sive Ductal Carcinomas (IDC), it was decided to label IDC as “1”, and the remaining tumors as “0”. 
 














03 15 1 Invasive ductal carcinoma 1 
05 11.5 0 Invasive ductal carcinoma 1 
08 23 1 
Invasive ductal carcinoma, intraductal 
component 
1 
09 10 0 Invasive ductal carcinoma 1 
12 12 0 
Invasive ductal carcinoma, intraductal 
component, necrosis 
1 
15 23 1 
Mix Invasive carcinoma (lobular and 
invasive) 
0 
16 32 1 Invasive ductal carcinoma 1 
19 13.5 1 Invasive ductal carcinoma 1 
21 9.5 0 Invasive lobular carcinoma 0 
22 9 0 Invasive ductal carcinoma 1 
23 9 0 Invasive ductal carcinoma 1 
24 12 0 
Invasive ductal carcinoma, intraductal 
component, necrosis 
1 
25 13 1 Ductal carcinoma in situ 0 
26 8 0 
Invasive ductal carcinoma, ductal car-
cinoma component in situ 
1 
27 9 0 
Papillary tumor with characteristics 
of intraductal papilloma 
0 
28 22.5 1 
Invasive ductal carcinoma, scarce in-
traductal component, necrosis 
1 
29 23 1 Ductal carcinoma in situ 0 





3.6 Chapter Conclusions 
This chapter aimed to create 3D and 2D realistic breast tumor numerical models from segmenting 
MRI exams, and further use the 2D numerical models in 2D MMI simulations that recreate a UWB 
microwave radar monostatic system. A protocol was developed to provide a standard procedure for 
segmenting tumors from MRI images using iSeg and ITK Snap. It was concluded that the image se-
quence “THRIVE 7 din SENSE” chosen on each MRI exam were viable options to make segmentation 
as the images have a visible contrast between tumor region and the surrounding tissues. 
The application of the K-means algorithm in iSeg allowed segmentation since tumor regions are 
discriminated in clusters according to their pixel intensity. Conversely, ITK Snap was crucial to correct 
possible mistakes after segmenting the tumors in iSeg. In the end, the process of tumor segmentation 
from MRI exams produced satisfactory segmentation results, considering it is a long process, which 
takes time and patience. Given each tumor is made of several MRI images and each image has to be 
segmented.  
The initial goal was to 3D print the numerical tumor models and use them in a UWB microwave 
radar imaging prototype available in Instituto de Telecomunicações (IT) of Instituto Superior Téc-
nico, Universidade de Lisboa. The prototype would use the 3D printed tumor phantoms inside 3D breast 
phantoms provided by the UWCEM research group's repository at the University of Wisconsin-Madison 
[66]. By the time all STLs were completed, the planned methodology had to change due to the re-
strictions imposed by the covid-19 pandemic. Hence, instead of using the MMI prototype, the alternative 
was to make 2D MMI simulations in MATLAB. This type of simulation only works using 2D tumor 
models, which lead to select the 2D tumor slices that best represented each STL. The backscattered 
recorded signals from the 2D MMI simulations were used as features for tumor classification, which is 
addressed in Chapter 4. A limitation of the simulations was the shape and composition of the modelled 








4 Breast tumor classification 
4.1 Introduction 
Several studies have investigated microwave techniques for breast tumor detection, by recon-
structing images using focusing algorithms in the recorded signals [67]–[69]. Besides detecting tumors 
there is also an interest in classifying them as benign or malignant and inferring tumor characteristics 
with a medical microwave imaging device. Essential characteristics include tumor size, shape, and tex-
ture since they provide a better understanding of tumor development. This study addresses the effec-
tiveness of classifying tumor size and histology. Size classification separates tumors as large or small 
whether their major axis is above or below the median. Histological classification uses shape and texture 
data to set a tumor as either an invasive ductal carcinoma or not, which includes invasive lobular carci-
noma, in situ ductal carcinoma, papillary tumor, and fibroadenoma.  
For that, the Radar Target Signature (RTS) data of the 2D tumor models mentioned in chapter 3 
was used to classify them. A feature extraction procedure and different classifiers were used to 
acknowledge which system yields the best performance on both size and histology. 
The contributions in this chapter are the following: 
- Perform size and histological classification in realistic breast tumor models.  
- Pseudo Linear Discriminant Analysis (pseudo-LDA), Pseudo Quadratic Discriminant Analysis 
(pseudo-QDA), and K-Nearest Neighbors (KNN) are compared as methods for classification. The im-
pact of grouping the antennas on the performance of these classifiers is also analyzed/studied. 
- Infer the optimal number of antennas and principal components necessary to perform classifi-
cation. 
- Check the effect of performing k-fold Cross-Validation (CV) when pseudo-LDA and pseudo-
QDA are applied. 
- Analyze if time-windowing the original signal improves the accuracy of the classification mod-
els. 
- Study the impact of removing the skin from the breast models on classification.  
Chapter 3 showed how tumor models were obtained as well as how MMI simulations were per-





4.2 Feature Extraction 
The microwave signals reflected from the tumors to the antennas are processed before any clas-
sification algorithm is applied. The number of features generated from the simulation corresponds to the 
time steps of the signals, which in this work is 2500 steps. To extract the features with the best discrim-
inatory information while discarding possible noise and redundancies, the original data must be pro-
cessed, and the most important features extracted [70].  
Feature extraction algorithms are used to obtain characteristics about patterns in a signal and are 
useful to reduce the dimension of the problem compared to the original data. These also have other 
benefits such as improving accuracy and speeding up the training of the classification [70], [71]. The 
feature extraction method used in this dissertation is the Principal Component Analysis (PCA). 
 
4.2.1 Principal Component Analysis 
Principal Component Analysis (PCA) changes the data by maximizing the variance among sig-
nals to reveal simpler structures, usually hidden in the original dataset. It can also help exclude less 
valuable information, such as noise or collinearity in signals, by applying linear transformations to the 
data [72]. PCA allows a new representation of the original data, where the maximum variance is repre-
sented by fewer components. The data can be potentially broken down in a more efficient way. After 
PCA is applied, the data is represented by principal components, and these components are ordered 
according to their degree of variance from the original data. The first component has the maximum 
variance from the original dataset, the second component, logically, is the component with second larg-
est variance, and so on. This order in variance among all components allows inferring the number of 
principal components needed to maximize the accuracy for each classifier system [72]. 
In this work, the number of principal components generated is smaller than the number of fea-
tures. This happens because PCA limits the number of principal components to the maximum number 
of observations, which is smaller than the number of features. 
The number of observations is given by (4.1) 
  𝑁 = 𝑛 ∗ 𝑚 (4.1) 
n is the number of antennas used in the simulation and m is the number of tumors in study. Since 
the maximum number of antennas is 16 and the number of tumors is 18, each database has a maximum 
number of 16*18=288 observations (the number is smaller when using cross-validation), which is 
smaller than the 2500 time-steps, i.e. 2500 features. Therefore, PCA reduces the original dataset besides 
extracting and ordering the most important components. 
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To better understand how PCA works, the PCA algorithm is explained in the following sub-sec-
tion. 
 
4.2.1.1 PCA Algorithm 
The observed data is represented in a 2D matrix, where rows represent data observations and 
columns represent features. PCA starts by normalizing the data, ensuring all features are normally dis-
tributed [73]. The mean becomes zero, and the standard deviation is fixed to one. To apply normalization 
to the dataset and achieve a standardized matrix, each data-value must be updated in the following way 
(4.2): 
 





Normalizing the data makes all values comparable disregarding their original scale. The next step 
is to multiply the transposed standardized matrix (Zᵀ) by the standardized matrix Z. This is performed 
to calculate the covariance matrix (4.3) [72], [74]. 
 Cov (𝑍)  =  𝑍 ᵀ 𝑍 (4.3) 
Then the eigenvectors and eigenvalues must be calculated. For that, the Z T  Z must be decomposed 
into PDP⁻¹, where P is the matrix of eigenvectors, and D is the diagonal matrix with eigenvalues.  
The eigenvalues (λ₁, λ₂, …, λn) must be sorted from largest to smallest by changing the order of 
the columns in the matrix D. The same column changes must be applied on the P matrix columns to 
obtain the matrix of eigenvectors P*. 
Finally, to calculate the principal components matrix, Z*, the standardized matrix Z is multiplied 
by the matrix of eigenvectors P*, as indicated in equation (4.4) [63], [65]. 
 Z* = ZP* (4.4) 
 
4.3 Classification 
Accurately classifying a tumor has considerable clinical relevance to achieve fewer false-negative 
and false-positive diagnostic occurrences [75]–[77], allowing more effective diagnosis to the patients, 
which ultimately may avoid unnecessary health costs . Many classification systems have been proposed 
since they can well-identify patterns and features on a signal that a person could not. These systems may 
have a vital role in classifying tumors from MMI. 
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Three different classification methods are used in this work: Pseudo Linear Discriminant Analysis 
(pseudo-LDA), Pseudo Quadratic Discriminant Analysis (pseudo-QDA), and K-Nearest Neighbors 
(KNN), which are described below. 
 
4.3.1 Linear Discriminant Analysis and Quadratic Discriminant Analysis  
Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) are statistical 
techniques that can be used to classify objects, discriminating them into predetermined groups (classes) 
based on the features that describe them. Independent variables, i.e., features, are used to determine each 
object dependent variables, i.e., the class [78]. 
Both classifiers assume each class can be modeled by a multivariate Gaussian distribution (i.e., 
the distribution of the variables can be characterized by its mean and covariance). LDA assumes differ-
ent classes have different means but equal covariance among the input variables. Conversely, QDA does 
not assume classes share the same covariance matrix, i.e., each class has its own covariance matrix [79].  
 LDA assumes groups are linearly separable, meaning a linear combination of features can sepa-
rate them. In the presence of only two features, the separation is a line. The separator becomes a plane 
if observations are represented by three features and a hyper-plane when there are more than three fea-
tures [79], [80]. 
QDA estimates a covariance matrix for each class of measurements [79] and creates a non-linear 
decision boundary, in this case, a quadratic one [70], [81]. 
Both LDA and QDA can be applied to the dataset with a cross-validation (CV) method, which in 
this study is k-fold CV [82]. 
 
4.3.1.1 Pseudo-LDA and Pseudo-QDA classification 
It is worth noting that this work used the “pseudo” versions of LDA and QDA. Discriminant 
analysis functions require sufficient data to fit a Gaussian model with invertible covariance matrices. 
Otherwise, the algorithm will not converge to a solution. In this case, when LDA and QDA were applied, 
the models would fail when using 30 or more principal components. Hence, these pseudo versions of 




4.3.2 K-Nearest Neighbors 
KNN is a simple and easy to implement method of machine learning. It does not make assump-
tions about the form of a decision boundary [70]. Hence, it is expected that this classifier outperforms 
LDA, for example, in cases where the decision boundary is non-linear. Comparing it to QDA, KNN is 
more flexible but has the downside of performing worse in the presence of a limited training dataset 
because it does not make assumptions about the form of a decision boundary [84]. 
The performance of KNN depends mostly on the k value and the distance calculation method. 
The k value is the number of neighbors used in the algorithm. In this classifier, normalizing the training 
data is vital to improve accuracy as this algorithm relies on the distances between observations to clas-
sify [85]. 
KNN can have different performances according to the distance measurements used. Different 
distance metrics are available, including Euclidean, Standardized Euclidean, Mahalanobis, City block, 
Minkowski, Chebychev, Cosine, Correlation, Hamming, Jaccard, and Spearman [86]. 
KNN makes classifications by using the distance between an unlabeled testing object and the 
labeled training objects in a multidimensional space, where each dimension is a feature (or principal 
component, when using PCA). It classifies the testing object with the class of the majority of its k closest 
training objects (neighbors). 
The following example, in Figure 4.1, encompasses the way KNN works. This situation illustrates 
how to classify a sweet potato as either fruit, grain, or vegetable from only two features (hence a repre-
sentation in a 2D plot): the sweetness and crunchiness. In this example, the testing set is only one sweet 
potato object, and the training set is made of thirteen objects, five fruits, three grains, and five vegetables. 
The k value is four, meaning the sweet potato features are directly compared to the four closest neighbors 
(apple, corn, green bean, and lettuce). The fact that the class vegetable has the most votes makes the 
sweet potato classified as a vegetable [84]. 
 




To better understand how the classification results presented in this chapter were achieved, the 
methodology is indicated below. Since pseudo-LDA and pseudo-QDA do not overfit, the models were 
trained and tested on the same samples. After that, grouping the signals recorded at each antenna is 
explained, the procedures of applying k-fold CV and KNN as well. 
Pseudo-LDA and pseudo-QDA classifications were executed using MATLAB. Two types of tu-
mor classification were pursued, per size (labeled as “0” for small and “1” for large) and per histology, 
whether the tumor is an invasive ductal carcinoma (labeled as 1) or not (labeled as 0), as it is presented 
in Table 3.2. These classifications were done using the recorded monostatic signals yielded by the 2D 
MMI simulations. 
The monostatic signals responses of the eighteen numerical tumors generated in the 2D MMI 
simulations using four to sixteen antennas are loaded in MATLAB. The following steps consider simu-
lations with the example of using only four antennas. The procedure using more than four antennas is 
analogous. The main goal of the following methodology is to obtain the number of principal components 
required to maximize tumor classification accuracy.  
1. Two matrices are generated: 
1.1 - TrueLabelBin_allDatabase is a 72x1 matrix with the correct label of all four antennas for 
each of the eighteen tumors. The first four rows of this matrix refer to the signals collected from the four 
antennas surrounding the first tumor. The following four rows correspond to the second tumor and so 
on until the 18th tumor, totaling 72 rows.  
 1.2 - ChannelMono is a 72x2500 matrix that has all features for each tumor object. The number 
of rows follows the same logic as described above. However, the number of columns is 2500, which 
corresponds to the number of time samples recorded at each antenna throughout the MMI simulation.  
2. PCA is applied to ChannelMono, using the function “pca” in MATLAB. PCA generates a 
matrix called Score, which is a 72x71 matrix. Instead of having 2500 features, PCA transforms the da-
taset into 71 principal components, which are used as classification features. Note that PCA generates a 
number of principal components equal to the number of objects minus one whenever the number of 
features is larger than the number of observations, hence there are 71 principal components for each 
observation.  
3. Pseudo-LDA and Psedo-QDA are created using a function in MATLAB called “fitcdiscr”, 
which allows to choose the type of discriminant analysis classifier. Each classifier receives the training 
group, which is made of matrices Score and TrueLabelBin_allDatabase, to be applied to the testing 
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group. To note that this step repeats using a different number of principal components, it starts using the 
first two principal components (first two columns in matrix score), then the first three principal compo-
nents, until all principal components are used. 
4. Each classifier receives the testing group, i.e., the principal components, which is the matrix 
Score. The output is a matrix called predLabelBin_allDatabase that has the predictions for each antenna 
of each tumor class. To note that this step also repeats using a different number of principal components, 
it starts using the first two principal components (first two columns in matrix score), then the first three 
principal components, until all principal components are used. 
5. Each prediction in matrix predLabelBin_allDatabase is compared with each true label ob-
ject of the matrix TrueLabelBin_allDatabase to make a confusion matrix. To note that this step also 
repeats using results with a different number of principal components.  
6. Finally, a plot is made showing the accuracy of the classification for each number of prin-
cipal components implemented.  
 
4.4.1 Antenna Grouping 
As observed in the previous steps about how the classifications are performed, it is noticeable that 
each antenna individually makes an independent classification. However, in a realistic scenario, a patient 
diagnosis is based on a full scan from a MMI and not from the classification of a single antenna. There-
fore, all independent channel predictions must be combined to make a final diagnosis, which is done by 
grouping the antennas results, as proposed by Conceição [53] . A majority vote is done to make a final 
classification according to which class has more votes. Grouping the results is vital since it can disregard 
wrong predictions from lower-quality channels when a majority of channels classify signals correctly. 
Grouping is done by modifying the prediction matrix in step 4. For example, in simulations with 
four antennas, the 72x1 prediction matrix, predLabelBin_allDatabase, is divided into 18 submatrices 
that are 4x1, each representing a different tumor with its corresponding classifications per antenna. For 
each sub-matrix, the number of “1” votes and “0” votes are counted. Suppose most of the antennas vote 
“1”, then all classifications per antenna are switched to “1”, as exemplified in Figure 4.2. The same logic 
is applied if the majority votes are “0”. In case there is a draw, i.e., two antennas voted “0”, and 2 voted 
“1”, then a function that randomly results “1” or “0” is applied to make the final decision. After each 




Figure 4.2 - A schematization of a sub-matrix after applying the grouping algorithm. 
 
4.4.2 Application of K-fold CV to Pseudo-LDA and Pseudo-QDA  
K-fold CV uses a testing group separate from the training group. The testing group corresponds 
to the recorded signals from one different tumor at the time. Using the 4-antenna case, k-fold CV starts 
by removing the first four rows of matrices: ChannelMono, which has the fea-
tures, and TrueLabelBin_allDatabase, which has the labels. This means putting aside the recorded mon-
ostatic signals of the first tumor to test and use the remaining objects for training. To note that in k-fold 
CV, PCA is applied the training group and is projected in the testing group, to avoid data leakage. Since 
the testing group has four rows, the classifier prediction logically results a 4x1 matrix with the predicted 
classifications for this tested tumor. The procedure repeats, this time using the following four rows (fifth 
to eighth) as testing, while the remaining objects are used for training. In the end, each tumor is tested 
individually, all 18 prediction 4x1 matrices are joined orderly to make the final 72x1 matrix with the 
predicted labels, which are then compared to the true values in matrix TrueLabelBin_allDatabase, to 
allow metrics (e.g. accuracy) calculation.  
 
4.4.3 Application of KNN 
 KNN is applied with the same k-fold CV as shown above, with an exception. The function that 
generates the predictive method is different. It is called "fitcknn". KNN has two hyperparameters that 







4.5 Results and Discussion 
 
4.5.1 Effect of the number of antennas on the classification accuracy 
MMI simulations were performed using a range from 4 to 16 antennas. The goal is to achieve the 
best classification accuracy while using the minimum resources, which means using the minimum num-
ber of principal components that maximize performance and using the minimum number of antennas 
needed to obtain an acceptable performance. 
For this part of the experiment, classifications per size and histology are performed using pseudo-
LDA and pseudo-QDA, with and without grouping the signals recorded by the antennas around each 
tumor. The graphs in Figures 4.3 and 4.4 plot the accuracy of pseudo-LDA (solid red line), pseudo-
QDA (solid blue line), grouped pseudo-LDA (dashed red line), and grouped pseudo-QDA (dashed blue 
line) against the number of principal components. Figure 4.3 presents the classification per histology, 









Figure 4.3 - Accuracy of pseudo-LDA (solid red line), pseudo-LDA grouped (dashed red line), pseudo-QDA (solid 
blue line), and pseudo-QDA grouped (dashed blue line) classifiers against the number of principal components 
used. The accuracies plotted correspond to histological classification performance when using 4 to 16 antennas, 
correspondingly a) to m).  
 
The results of classification per histology, in Figure 4.3, show that both pseudo-LDA and pseudo-
QDA are capable of accuracies above 80%. Considering the results in pseudo-LDA and pseudo-QDA, 
using less antennas yields higher performance for the same number of principal components used, e.g. 
in Figure 4.3.a) the number of principal components to achieve maximum performance in pseudo-LDA 
using 4 antennas is 23, while the results in Figure 4.3.m) show that more principal components are 
needed to yield maximum performance using 16 antennas. In Figure 4.3.a), the 4-antenna system yields 
the best compromise between computational resources (lower number of principal components needed) 
and good performance on both pseudo-LDA and pseudo-QDA. 
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By using an even number of antennas, the results tend to oscillate since an even number often 
yields “tied decisions”, e.g., the 4-antenna-system having two antennas classifying a tumor as large, and 
the other 2 antennas as small. In these situations, the final prediction is done by a random function, 
which has 50% probability to predict the tumor for both possibilities (large or small). Given that both 
pseudo-LDA and pseudo-QDA using the 4-antennas system have several tied decisions, the 5-antenna 
system, in Figure 4.3.b), is the chosen setup onwards while studying histological classification. Consid-
ering the set of odd numbers of antennas, the 5-antenna system yields better performance for the same 
number of principal components used. 
Considering the 5-antenna system, grouping the classification results per antennas around each 
tumor improves performance on both pseudo-LDA and pseudo-QDA. Grouping the antennas yields an 
accuracy either equal or higher than not grouping the antennas, which suggests that it discards classifi-
cations of antennas with less reliable data. In the range of 20 to 40 principal components used, pseudo-






Figure 4.4 - Accuracy of pseudo-LDA (solid red line), pseudo-LDA grouped (dashed red line), pseudo-QDA (solid 
blue line), and pseudo-QDA grouped (dashed blue line) classifiers against the number of principal components 
used. The accuracies plotted correspond to size classification performance when using 4 to 16 antennas, corre-
spondingly a) to m). 
 
The results of classification per size, in Figure 4.4, show that both pseudo-LDA and pseudo-QDA 
result in accuracies above 80% using fewer principal components than in classification per histology. 
Considering the results in pseudo-LDA and pseudo-QDA, using less antennas yields higher performance 
for the same number of principal components used, e.g. in Figure 4.4.a) the number of principal com-
ponents to achieve maximum performance in pseudo-LDA using 4 antennas is 22, while the results in 
Figure 3.m) show that more principal components are needed to yield maximum performance using 16 
antennas. In Figure 4.4.a), the 4-antenna system yields the best compromise between computational 
resources and good performance on both pseudo-LDA and pseudo-QDA. 
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In classification per size, both pseudo-LDA and pseudo-QDA using the 4-antennas system also 
have several tied decisions. Therefore, the 5-antenna system, in Figure 4.4.b), is the chosen setup on-
wards while studying size classification. Considering only the odd numbers of antennas, the 5-antenna 
system yields better performance for the same number of principal components used.  
Considering the 5-antenna system, grouping the classification results per antennas around each 
tumor also improves the performance, on both grouped pseudo-LDA and pseudo-QDA. This is demon-
strated since grouping the antennas always yields an equal or higher accuracy than not grouping the 
antennas. Pseudo-LDA yields more than 90% accuracy from using the first 5 principal components, and 
the performance consistently improves until reaching 100% accuracy using 30 principal components or 
more. Pseudo-QDA yields around 83% accuracy from using the first 5 principal components, and the 
performance consistently improves until reaching 100% accuracy using 58 principal components or 
more.  
 
4.5.2 K-fold Cross-Validation 
It is clinically important to observe how pseudo-LDA and pseudo-QDA would behave when test-
ing an unseen tumor, since these are the conditions before a patient is diagnosed. Therefore, the tested 
tumor will not be present in the training group. Besides that, using k-fold CV in both pseudo-LDA and 
pseudo-QDA allows a direct comparison between both classifiers and KNN, which will be addressed 
later in this dissertation. 
 Classifications using pseudo-LDA and pseudo-QDA with k-fold CV were completed, and the 
resulting plots are shown in Figure 4.5, with classification per histology, and in Figure 4.6, with classi-
fication per size. 
 
Figure 4.5 - Accuracy plot of k-fold CV pseudo-LDA (solid red line), k-fold CV pseudo-LDA grouped (dashed 
red line), k-fold CV pseudo-QDA (solid blue line), and k-fold CV pseudo-QDA grouped (dashed blue line) clas-
sifiers against the number of principal components used. The accuracies plotted correspond to histological classi-




Figure 4.6 - Accuracy plot of k-fold CV pseudo-LDA (solid red line), k-fold CV pseudo-LDA grouped (dashed 
red line), k-fold CV pseudo-QDA (solid blue line), and k-fold CV pseudo-QDA grouped (dashed blue line) clas-
sifiers against the number of principal components used. The accuracies plotted correspond to size classification 
using MMI simulations with five antennas. 
 
Regarding classification per histology, presented in Figure 4.5, both pseudo-LDA and pseudo-
QDA do not present satisfactory results as both yield accuracies oscillating around 50%. 
Conversely, classification per size showed promising results in pseudo-QDA and pseudo-LDA, 
both yielding around 75% accuracy, as presented in Figure 4.6. Although using 54 principal components 
yields 90% accuracy grouping the antennas results of pseudo-LDA, the range of using the first 3 to 30 
principal components presents the best performance overall. In this range, grouping the results does not 
appear to influence both classifications performances as they are almost identical. To note that using 
more than 30 principal components leads to decrease pseudo-QDA classifier accuracy. 
 
4.5.3 k-Nearest Neighbors 
In this part of the study, the KNN classifier was assessed for classification per size (plotted in 
Figure 4.7) and per histology tumor type (in Figure 4.8), using 5-antenna simulations data. The solid 
black line represents KNN accuracy, and the black dashed line the KNN accuracy of grouping the clas-
sification results per antennas, both against the number of principal components used. Different values 
of k number of neighbors were tested (1 to 6) to optimize this parameter to yield the best performance. 
The distance type used in this work is the Euclidean distance, after an empirical study where KNN 




Figure 4.7 - KNN classifier accuracy (solid black line) and KNN accuracy grouping the classification results per 
antennas (dashed black line), both against the number of principal components used. The accuracy plotted corre-
sponds to classification per size using 5-antenna systems data and k value ranging from 1 to 6 neighbors, corre-
spondingly a) to f). 
 
After analyzing the classifications per size results of KNN in Figure 4.7, the accuracy is higher 
using less than 10 principal components. Overall, using the 5-neighbors system, present in Figure 4.7.e), 
yields the best performance, having an accuracy above 80%. 
Grouping the classification results per number of antennas either improves or maintains the per-
formance. Here, the best performance results are also from using KNN with five neighbors, presenting 
an accuracy between 83% and 94% using more than 2 principal components.  
Since KNN using five neighbors has higher performance results, this setup is used in the follow-
ing studies considering KNN classification per size. 
Unlike the pseudo-LDA and pseudo-QDA classifications per size, present in Figure 4.6, that tend 
to perform better when using more principal components, KNN stabilizes after a certain number of 
principal components. Given that more principal components make the observations further away from 




Figure 4.8 - KNN classifier accuracy (solid black line) and KNN accuracy grouping the classification results per 
antennas (dashed black line), both against the number of principal components used. The accuracy plotted corre-
sponds to classification per histology using 5-antenna systems data and k value ranging from 1 to 6 neighbors, 
correspondingly a) to f). 
 
The results regarding classification per histology in Figure 4.8 suggest that neither KNN classifier 
nor KNN classifier grouping the classifications results per antennas can perform classifications satisfac-
torily as both performances do not exceed 70% accuracy. 
In Figure 4.9, a direct comparison of classification per size between k-fold CV pseudo-LDA and 
pseudo-QDA with KNN is presented, as well as the respective grouping of classifications results per 
number of antennas. 
 
Figure 4.9 - Accuracy of KNN (black line), grouped KNN (dashed black line), k-fold CV pseudo-LDA (red line), 
k-fold CV pseudo-LDA grouped (dashed red line), grouped k-fold CV pseudo-QDA (blue line), and grouped k-
fold CV pseudo-QDA (dashed blue line) classifiers against the number of principal components used. The accu-




After comparing the results of KNN, k-fold CV pseudo-LDA and k-fold CV pseudo-QDA in 
Figure 4.9, it can be observed that all classifiers have comparable performance, ranging between 70% 
and 80%. Note that the accuracy of pseudo-QDA declines when using more than 30 principal compo-
nents. 
Overall, grouping the classifications per antenna results in higher performance only with KNN. 




The windowing is a pre-processing method used to prepare the data ahead of classification, and 
it was completed in an attempt to improve the overall accuracy. Windowing means using only a portion 
of the time samples from the original signals. Only the time samples where tumor backscatter is expected 
will be used as features for further classifications, as exemplified in Figure 4.10, where that interval is 
highlighted in orange. This practice can only be applied when the exact location of the tumor is already 
known, as is in this work. 
 
Figure 4.10 - Sample of a backscattered signal in time domain, with tumor response highlighted in between the 
orange dashed lines. 
 
Since the observations are in the time domain, the distances from the tumor to the recording an-
tenna (represented as D1 and D2 in Figure 4.11) must be calculated using the propagation speed of the 
signals through each tissue to select the portion of interest of the original signal. This is required to 
obtain the interval of time samples corresponding to tumor reflection. Both distances D1 and D2 are 
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multiplied by two, considering that the pulse travels in two ways. Away from the antenna and back to 
the antenna, where the backscattered signal is recorded.  
 
Figure 4.11 - Scheme representing the distance between an antenna (grey circles) and the nearest tumor surface 
(yellow shape) as D1 (green arrow), the distance between an antenna and the furthest tumor surface (orange arrow). 
 






Where c means the velocity of light in vacuum and 𝜀𝑏 is the relative permittivity of the adipose 
breast tissue. To obtain the time samples, the time distances must be divided by the time it takes the 







Where dx is the grid resolution. Note that the distance chosen for all cases using windowing was 
the distance between the antennas and the largest tumor axes, the patient in MRI29. The windowing 
results in an interval ranging from time sample 84th to 158th, making a total of 75-time samples. Since 
all antennas are equally distanced from the center of the tumor, this interval ensures all signals have 
time to be reflected from the furthest surface of the tumor and be recorded by any antenna. 
To analyze the effect of windowing the signals, the following tumor size classifications, against 
the number of principal components used, were performed: pseudo-LDA and pseudo-QDA with k-fold 
CV and KNN using five neighbors, with and without grouping the results of the classifications per 




Figure 4.12 - Accuracy of 5 neighbors KNN (solid black line), 5 neighbors grouped KNN (dashed black line), k-
fold CV pseudo-LDA (solid red line), k-fold CV pseudo-LDA grouped (dashed red line), k-fold CV pseudo-QDA 
(solid blue line), and k-fold CV pseudo-QDA grouped (dashed blue line) classifiers against the number of principal 
components used. The accuracies plotted correspond to classification per size using MMI simulations with 5 an-
tennas windowing the original signals. 
 
The classification results per size while windowing the original signals have above 70% accuracy 
when considering KNN grouping the classifications per antennas, and pseudo-QDA results with and 
without grouping the classifications per antennas, both using the first 7 to 15 principal components. 
Comparing both with the corresponding non-windowed results in Figure 4.9, it is demonstrated 
that windowing worsens the accuracy, which might suggest that later reflections happening inside the 
breast and tumor models have valuable information in tumor classification per size. 
 
4.5.5 MMI simulations without simulating skin on the breast model 
This section intends to study the effect of not including the breast model skin layer in the MMI 
simulations and analyze its impact on the performance of classification per size using the new mono-
static signals.  
Pseudo-LDA and pseudo-QDA, both using k-fold CV, as well as KNN were compared in this 
study. All classifiers also grouped the classification results per antennas. To note that this experiment 




Figure 4.13 - Accuracy of 5 neighbors KNN (solid black line), 5 neighbors grouped KNN (dashed black line), k-
fold CV pseudo-LDA (solid red line), k-fold CV pseudo-LDA grouped (dashed red line), k-fold CV pseudo-QDA 
(solid blue line), and k-fold CV pseudo-QDA grouped (dashed blue line) classifiers against the number of principal 
components used. The accuracies plotted correspond to classification per size using the backscattered signals from 
MMI simulations with 5 antennas and a modulated breast model without skin layer. 
 
The results presented in Figure 4.13 show that all classifiers yield consistent and reliable accura-
cies. After comparing these results with the classifications using signals from the MMI simulations that 
considered a skin layer on breast models, presented in Figure 4.9, it is demonstrated that removing the 
skin does not substantially change the results. These results suggest that PCA is able to remove collin-
earities and noise of the signals from the presence of the skin, since the classifications performances are 
similar using signals from MMI simulations with and without a skin layer on the breast models. 
 
4.5.6 Metrics 
The metrics accuracy, sensitivity, and specificity are studied when testing classification per size 
results using k-fold CV pseudo-LDA, k-fold CV pseudo-QDA, and KNN, and grouping the classifica-
tion results per antennas. The data used on these classifications did not use windowing, and the modu-
lated breast models used in the MMI simulations did have a skin layer.  
The metrics are studied to assess what the ideal number of principal components among all clas-
sifiers is. For that, three tables were completed, each one using the number of principal components that 
yields the best accuracy for each of the three different classifiers. Table 4.1 refers to pseudo-LDA, Table 
4.2 to pseudo QDA, and Table 4.3 to KNN. The overall accuracies in all three tables are compared. 
They also show the sensitivity (representing the proportion of correct positive cases classified, i.e., large 
tumors among the true positive cases subset), and specificity (showing the proportion of correct negative 
cases classified, i.e., small tumors among the true negative cases subset). 
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Table 4.1 - Metrics table using 54 principal components, which yields the best performance when using Pseudo-
LDA (underlined). This table presents the accuracy, sensitivity, and specificity of Pseudo-LDA, Pseudo-QDA, 








Table 4.2 - Metrics table using 4 principal components, which yields the best performance when using Pseudo-
QDA (underlined). This table presents the accuracy, sensitivity, and specificity of Pseudo-LDA, Pseudo-QDA, 










Table 4.3 - Metrics table using 3 principal components, which yields the best performance when using KNN (un-
derlined). This table presents the accuracy, sensitivity, and specificity of Pseudo-LDA, Pseudo-QDA, and KNN. 












Ungrouped Grouped Ungrouped Grouped Ungrouped Grouped 
Accuracy 
(%) 
79 89 61 56 78 83 
Sensitivity 
(%) 
73 89 100 100 58 67 
Specificity 
(%) 











Ungrouped Grouped Ungrouped Grouped Ungrouped Grouped 
Accuracy 
(%) 
76 83 78 89 79 83 
Sensitivity 
(%) 
62 67 76 78 62 67 
Specificity 
(%) 











Ungrouped Grouped Ungrouped Grouped Ungrouped Grouped 
Accuracy 
(%) 
76 83 76 78 81 94 
Sensitivity 
(%) 
56 67 62 67 73 89 
Specificity 
(%) 
96 100 89 89 89 100 
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As presented in Table 4.1, pseudo-LDA yields the best accuracy, 79%, using 54 principal com-
ponents. Grouping classification results per antennas results in higher performance, yielding 89% accu-
racy. Overall using 54 principal components only yields performances above 75% with Pseudo-LDA 
and KNN. Regarding sensitivity, pseudo-LDA results are 89%, but amongst all three classifiers, pseudo-
QDA has the highest sensitivity yielding 100% with and without grouping the results per antennas. KNN 
has the highest specificity yielding 100% when grouping the results per antennas and 98% without 
grouping. 
Table 4.2 shows that pseudo-QDA yields the best accuracy using 4 principal components, yield-
ing 78%. Grouping classification results per antennas results in higher performance, yielding 89% ac-
curacy. Using 4 principal components yields overall a similar performance for all classifiers. Regarding 
sensitivity, pseudo-QDA results are 76%, and 78% grouping the results per antennas, which are the 
highest among all three classifiers. Pseudo-QDA has the highest specificity yielding 100% when group-
ing the results per antennas and 91% without grouping. 
Finally, Table 4.3 shows that KNN yields the best accuracy using 3 principal components yielding 
81%. Grouping classification results per antennas results in higher performance, yielding 94% accuracy. 
Using 3 principal components also yields a similar overall performance in all classifiers. Regarding 
sensitivity, KNN results are 73%, and 89% grouping the results per antennas, which are the highest 
among all three classifiers. Pseudo LDA has the highest specificity yielding 100% when grouping the 
results per antennas and 96% without grouping. To note that KNN also yields 100% specificity when 
grouping the results per antennas. 
 
4.6 Chapter Conclusions 
This chapter of the dissertation presents the experiments pursued to analyze the radar target sig-
nature of tumor models, classifying them per size and histology type, which in this last case meant as 
either an invasive ductal carcinoma or not. Classification per histology considers tumor shape, while 
classification per size considers a tumor as large if it has a major axis equal or larger than the median 
value among all tumors, or as a small tumor otherwise. The data yielded from the MMI simulations in 
chapter 3 was utilized to classify the 2D tumor models, using three classifiers: pseudo-LDA, pseudo-
QDA, and KNN. 
 The first experiment was two-fold. Assessing the number of antennas necessary to extract 
enough information for reliable classifications and assess the performance of pseudo-LDA and pseudo-
QDA as tumor classifiers. These classifications used the training group equal to the testing group since 
pseudo-LDA and pseudo-QDA do not overfit. 
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 After comparing the graphs in Figures 4.3 and 4.4, it was observed that using 4 antennas in 
MMI simulations yields the best compromise between computational resources and performance on 
both pseudo-LDA and pseudo-QDA classifications per size and histology. Both classifiers can yield 
accuracies higher than 80%, but pseudo-LDA has higher efficiency since it needs less principal compo-
nents to do so. 
Grouping the results per number of antennas of pseudo-LDA and pseudo-QDA classifiers was 
tested to infer whether it improves the performances, which proved to be true when the number of an-
tennas is odd. Hence, subsequent experiments used the MMI simulations data with 5 antennas, since 
amongst the simulations with odd number of antennas, it yields highest performance and efficiency.  
Performing k-fold CV was used to assess how pseudo-LDA and pseudo-QDA would behave 
when trying to classify a previously unknown tumor, which is the initial condition when a real patient 
goes through a diagnostic system. It also allows a direct comparison of these two classifiers with KNN 
as it is compulsory to use some form of validation when training a KNN model (to avoid overfitting). 
Even though the performances of pseudo-LDA and pseudo-QDA using k-fold CV were lower than not 
using it, the classifications per size using k-fold CV pseudo-LDA and k-fold CV pseudo-QDA had sat-
isfactory performance to make them useful in future studies. Meanwhile, classification per histology 
type using k-fold CV pseudo-LDA and pseudo-QDA were not satisfactory. 
 Regarding the KNN classifier, from analyzing and comparing classifications accuracy per size 
on six different KNN classification models, using k = 1 to 6 neighbors, the ideal number of neighbors 
among those tested is 5, which yields the best performance. Similarly to pseudo-LDA and pseudo-QDA 
with k-fold CV, KNN also failed to provide reliable classification results per histology, which might 
suggest that the surface and texture information in 2D tumor models is not enough to accurately classify 
invasive ductal carcinomas. Another reason might be the large variability of types of tumors that are not 
invasive ductal carcinomas. Therefore, only classification per size was investigated in subsequent ex-
periments. 
Considering classifications per size, both pseudo-LDA and pseudo-QDA with k-fold CV results 
and KNNs using 5 neighbors have similar performances. When considering grouping each classifier 
results per antennas, only KNN accuracy results are improved.  
The metrics of pseudo-LDA and pseudo-QDA with k-fold CV, and KNNs using 5 neighbors were 
analyzed in Tables 4.1, 4.2, and 4.3. They present the number of principal components needed to max-
imize performance for each classifier, showing the accuracy, sensitivity, and specificity. Overall, using 
3 to 4 principal components yields the best performance amongst all classifiers, having accuracies above 
75%. Regarding sensitivity and specificity, using 3 to 4 principal components, specificity results are 
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better than sensitivity, which indicates that classifying small tumors tends to be more accurate than 
classifying large tumors. 
Different approaches were followed to potentially improve classification using the MMI simu-
lated data. We attempted windowing the signals and infer the impact that the skin layer has on classify-
ing tumors. The windowing study shows that pseudo-QDA and KNN can classify tumors per size, but 
the performances are lower compared to the classifications where signals were not windowed. This 
might suggest that using the time-samples recorded after the reflections from the tumor helps improve 
classification performance. 
Finally, after studying classifications that used the backscattered signals from MMI simulations 
using breast tumors without a skin layer, it was concluded that the absence of skin did not impact any 
of the performances of the classifications. Proving that, in the conditions of this work, the dielectric 
contrast between the skin and breast model does not worsen tumor classification performance per size. 
This reinforces that real skin may not interfere with tumor classifications when using patients' MMI 
data, although more studies are needed to verify this. Particularly, studies considering breast models 
with different shapes and sizes. Given that in the conditions of this work, the breast model is the same 
in all simulations, which might ease PCA to discard collinearities and noise of the signals from the 











MMI is still being established as a reliable alternative in breast cancer diagnosis. This work has 
contributed with the validation of data from MMI simulations recreating a UWB microwave radar im-
aging system to classify breast tumors using classification algorithms. Some of the challenges that this 
work and other studies face regarding MMI systems include: 
- Difficulty in isolating the tumor response from the recorded backscattered signals. Since the 
skin produces artifacts, each woman has different breast anatomy, and the fact that tumors have 
unique shapes, sizes and can occur anywhere within the breast, leading to different tumor sig-
natures recorded by exterior antennas. 
- Individually, the receiving antennas have a unique view for each tumor, which means each one 
records a different tumor signature. Also, if the antennas are at different distances between them 
and the tumor, the recorded tumor signature will have different intensities. 
- Classification algorithms must be carefully used, so they do not overfit the data recorded by the 
antennas [23]. 
While addressing some of the challenges mentioned, the primary goal of this dissertation is to 
further validate that MMI is feasible in clinical scenarios. This work was divided into two objectives, 
first creating realistic tumor models from segmenting breast MRI exams, to fit them to 3D printing and 
using them in 2D MMI simulations, and secondly use the data acquired in the simulations to classify 
tumors in size and histology. 
 Regarding the first goal, breast tumors were successfully created through manually segmenting 
breast tumors from MRI exams, using iSeg and ITK Snap, and a protocol was developed so that future 
studies can have a standard procedure to do so. This work segmented seventy-two 3D and eighteen 2D 
tumor models from eighteen MRIs. Four different models were created for each tumor, either smoothed 
with three smoothing levels (to compensate for the low resolution from the MRIs) and without any 
smoothing. Each 2D tumor model was used in different 2D MMI simulations with 4 to 16 antennas, 
acquiring the data needed to make the classifications. Regarding the 3D tumor models, these can be 3D 
printed and used in future experimental studies. 
 This part of the work had some limitations, including the challenges from visually distinguish-
ing tumor and healthy breast tissues within the MRI exams. Most of the process was manual, which is 
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more prone to errors. Hence, in the future, dedicated tumor segmentation methodology could use ma-
chine learning techniques, which would require less breast anatomical knowledge from the user and less 
prone to human errors.  
 The second objective of this work was to attempt size and histological tumor classification using 
three classification algorithms, pseudo-LDA, pseudo-QDA, and KNN, and a feature extraction algo-
rithm – PCA. The data yielded from the 2D MMI simulations did not have enough information to his-
tologically classify the tumors as invasive ductal carcinomas or not, which indicates that the information 
in 2D tumor models is not enough to accurately classify invasive ductal carcinomas. Another reason 
might be the large variability of types of tumors that are not invasive ductal carcinomas, including in-
vasive lobular carcinoma, ductal carcinoma in situ, papillary tumor with characteristics of intraductal 
papilloma and fibroadenoma, as presented in Table 3.2. Conversely, size classification was well per-
formed using all classifiers. It was concluded that the MMI simulations using less antennas produced 
more relevant data to classify tumors, and so all experiments used the 5-antennas system. Pseudo-LDA 
and pseudo-QDA used k-fold CV to be tested in a scenario where the tested tumor is not labeled and to 
allow a direct comparison with the implementation of KNN.  
Using three to four principal components proved to yield the best performance amongst the 
classifiers, all with similar results yielding accuracies above 75%. Grouping the antennas results notice-
ably improved KNN performance, achieving an accuracy of 94% with three principal components.  
Regarding windowing the tumor signatures from the recorded signals, it was concluded that it 
did not improve the classification results.  
Lastly, 2D MMI simulations recreating a UWB microwave radar imaging system were repeated 
using a numerical breast model without a skin layer to assess the impact on tumor size classification 
accuracy. The results with skin were better than those without skin, indicating that skin did not impact 
tumor classification per size. 
The main limitation of this work was the fact that the MMI simulations had to be performed in 
2D instead of 3D making them less realistic. Future work could use the 3D numerical tumors produced 
in this dissertation, 3D print them, and alongside with breast phantoms, use them in a UWB microwave 
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