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Sommaire 
En tant que contribution pour l'amelioration du service clients aux detenteurs 
d'avions, ce modele de prediction et de classification des visites moteurs a ete inspire des 
machines a vecteur de support (SVM) afin d'unifier les methodes de prediction des visites en 
usines. Ainsi, un tout nouveau modele de classification de haut niveau pour la prediction des 
visites de maintenance des moteurs d'avion en atelier se presente, permettant egalement 
l'identification des types de maintenances effectuees. 
Les SVM classiques permettent de resoudre des problemes de classification binaire, 
mais comme le probleme aborde n'est pas de type binaire, certaines modifications sont 
necessaires sur les SVM afin de les rendre plus flexibles et efficaces pour resoudre des 
problemes de classes multiples. 
Les resultats de l'experimentation effectuee sur le modele de prediction et de 
classification des visites moteurs demontrent l'efficacite du modele, ainsi que sa performance, 
sur des modeles multi-classes. Ces derniers sont beaucoup plus appropries que d'autres 
resultats obtenus en utilisant les arbres de decision, ou encore l'algorithme des K plus proches 
voisins. 
L'un des plus grands avantages de cette methode, comparativement aux methodes 
traditionnelles de classification et de prediction, est qu'elle permet de soutirer les relations 
presentent dans la structure arborescente et d'ainsi deduire les relations entre les classes dans 
les noeuds de l'arbre. Ceci constitue une percee importante dans l'avancement des techniques 
d'apprentissage automatique qui utilisent un historique de donnees pour classer ou predire les 
valeurs futures qui risquent d'etre rencontrees. 
II s'agit egalement d'un point tournant dans le passage d'un travail laborieux effectue 
manuellement par des experts a un algorithme performant qui deduit lui-meme les regies 
intrinseques enfouies dans un entrepot de donnees. 
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Chapitre 1 - Introduction 
1.1 Pourquoi la classification et prediction de maintenances 
de moteurs? 
Une compagnie dans le domaine de l'aeronautique vend, repare et maintient 
des moteurs d'aeronefs dans les quatre coins du monde. D'un peu partout, 
surviennent des evenements qui sont rapportes a l'entreprise chaque fois qu'une 
communication a lieu avec un client. Lorsqu'un probleme survient et qu'une action 
doit etre entreprise sur un moteur, un rapport d'evenement est enregistre dans un 
systeme de gestion d'evenements. De plus, lorsque tout autre type d'interaction 
pouvant changer les donnees a propos des modeles de moteur en service, ou meme 
a propos de ceux qui seront mis en service, a lieu, un rapport d'evenement est 
egalement enregistre dans le systeme. Une quantite immense de donnees est 
accumulee et beaucoup d'efforts doivent etre deployes pour nettoyer, analyser et 
extraire des connaissances de cette mer d'information. 
Les connaissances enfouies dans ces donnees sont cruciales pour maintenir 
un service de qualite et accroitre le niveau de satisfaction des clients. Pour cette 
entreprise, les reponses a deux questions doivent etre connues afin de s'elever au 
rang de leader mondial: quand est-ce que les moteurs devront entrer en usine et 
pour quel type de bris ou maintenance le feront-ils? Sachant cela, la compagnie peut 
predire ce qui sera a accomplir dans les prochains mois et ainsi s'assurer d'avoir les 
1 
ressources necessaires et disponibles pour retourner les aeronefs en service a 
l'interieur d'un delai de vingt-quatre heures. Comme les donnees ne sont pas 
veritablement contenues dans un entrepot de donnees, mais dans plusieurs 
systemes, il n'est pas possible de forer d'entrepot afin d'obtenir les connaissances 
recherchees. De plus, tres peu de developpements sont effectues en ce sens et 
l'entreprise n'utilise pas de forage de donnees. 
Actuellement, pour effectuer la prediction des visites de moteurs en usine, 
les experts du domaine doivent s'en remettre a leur experience personnelle et a 
l'analyse des evenements survenus dans le passe pour tenter de deduire une 
tendance, des cycles ou encore des series qui se cachent dans les donnees 
accumulees sur les modele de moteurs. Chaque departement est en charge des 
predictions pour un modele en particulier, car tous les modeles n'ont pas les memes 
caracteristiques de fabrication et d'utilisation. II y a done beaucoup de travail 
manuel, d'analyses statistiques et meme parfois quelques fonctions de hasard qui 
sont utilisees pour creer des algorithmes de predictions sur un modele de moteur. 
Certains algorithmes performent mieux que d'autres et on constate ainsi une grande 
inegalite dans la fiabilite des predictions. 
Le principal objectif de ce travail est done de presenter une technique 
hybride, permettant de creer un modele de prediction unifie qui soit utilisable par 
tous les departements, tout en permettant d'ameliorer la facon de faire actuelle face 
aux problemes de grande taille, surtout lorsque nous observons la presence de 
plusieurs classes. Ainsi, un modele de prediction uniforme, applicable a tous les 
modeles de moteurs, s'avererait etre un outil indispensable a l'entreprise pour se 
hisser au rang du plus grand producteur de moteurs d'aeronefs mondial. 
Nous faisons face, ici, a un probleme a deux volets. Lorsque nous abordons 
la maintenance des moteurs d'aeronefs, nous devons considerer deux aspects afin 
de satisfaire les besoins de l'industrie. Pour repondre adequatement a la demande 
des clients, une compagnie en aeronautique qui construit des moteurs d'aeronefs 
doit prevoir quel type de maintenance elle devra faire sur ses moteurs et aussi quand 
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die devra le faire. Le type de maintenance attendu est important, mais de pouvoir 
savoir quand cette maintenance aura lieu est d'autant plus important. En sachant 
quand auront lieu les maintenances, il est possible de prevoir les pieces et l'espace 
necessaire dans l'atelier pour effectuer les maintenances, sans que le client ne 
souffre des delais de livraison des pieces, ou encore, des delais occasionnes lorsque 
la capacite maximale des ateliers est atteinte. II s'agit ici de Finformation cle 
contenue dans les donnees historiques pour atteindre la pleine satisfaction des 
clients. 
C'est dans cette optique que le projet a pris forme. Beaucoup de recherches 
ont ete faites pour comprendre le domaine d'application et beaucoup de discussions 
ont eu lieu avec les experts du domaine pour tenter de determiner quelles donnees 
utiliser, et surtout, quelles sont les donnees qui risquent d'avoir un impact pour 
classifier ou predire les futures visites en atelier. 
1.2 Les types de maintenance de moteurs d'aeronefs 
Afin de comprendre la notion de type de maintenance, nous devons nous 
referer a la nomenclature « WATOG », signifiant « World Airlines Technical 
Operations Glossary », qui se veut la reference internationale dans la description 
d'evenements relies au domaine de l'aeronautique. 
II existe plusieurs types de maintenances possibles sur un moteur d'aeronef, 
ainsi la norme « WATOG » classifie ces types a l'aide de 5 lettres. Chaque lettre se 
voit issue d'un ensemble contenant plusieurs choix. La premiere lettre represente la 
nature de l'evenement. S'agit-il d'un evenement de base (B) ou non (N)? La seconde 
lettre represente la planification de l'evenement. S'agit-il d'un evenement prevu (P) 
ou imprevu (U)? La troisieme lettre represente l'etat du moteur. A-t-on enleve le 
moteur (R) ou a-t-on defait le moteur en pieces (O)? Les deux dernieres lettres nous 
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indiquent si les rapports d'evenements on ete effectues et ils ne nous sont d'aucun 
interet dans notre analyse. 
On peut representer graphiquement, a l'aide d'un arbre, l'ensemble des 
combinaisons possibles qui ont ete considerees dans notre projet: 
Nonde 
Base 
Non Prevu Non Prevu 
O/H Enleve O/H Enleve 
Figure 1 - Les types de maintenances (« WATOGInt'lcoding ») 
Done, nous pouvons avoir un type de maintenance qui soit BPO. Cela 
signifie qu'il s'agit d'une maintenance de base, prevue, et que Ton doit defaire le 
moteur en pieces (O/H signifie « Overhaul»). 
Nous pouvons egalement avoir un type de maintenance qui soit NUR. Cela 
signifie qu'il s'agit d'une maintenance non de base, non prevue, et qu'on a du 
enlever le moteur de l'aeronef (« removal»). 
Evidemment, les maintenances de type non prevues sont beaucoup plus 
difficiles a prevoir et il est alors difficile d'avoir toutes les pieces en stock a temps 
pour faire la maintenance. II y a beaucoup d'autres codes possibles, mais ici, nous 
nous concentrons sur les suivants : BPR, BPO, NPR, NPO, BUR, BUO, NUR et 
NUO. II semble bien, jusqu'a maintenant, que ces cas soient lineairement 
separables. 
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Lorsque nous nous attardons a savoir quand aura lieu cette maintenance, 
alors la 9a se complique. II semble bien que ce cas ne soit pas lineairement 
separable. 
1.3 Les approches de classification et de prediction 
Comme nous l'avons vu, il existe plusieurs types de maintenances. Certaines 
sont a delais fixes (par exemple, a toutes les 3000 heures de vol, une piece connue 
doit etre remplacee, ou inspectee) et d'autres sont fortuites (comme par exemple, 
l'ingestion d'un oiseau dans le moteur pendant un vol). Le probleme consiste alors 
a classifier les types de maintenances selon leurs ressemblances et determiner des 
classes de maintenances dans lesquelles nous pouvons approximer le nombre 
d'heures de vol qui sera atteint lorsque l'aeronef devra entrer en usine. Comme la 
majorite des approches en classification et prediction fonctionnent sur des 
problemes d'ordre binaire (contenant 2 classes), alors il nous faut trouver une 
methode permettant la separation de plusieurs classes (multi-classes). 
II existe plusieurs approches pour resoudre ce type de problemes, chacune 
presentant des avantages et des inconvenients. L'approche d'un systeme expert peut 
s'averer tres efficace pour uniformiser les techniques de prediction utilisees par les 
nombreux departements de l'entreprise. Comme tous les experts ont ete rencontres, 
il est possible de deduire les regies communes rencontrees et ainsi implanter les 
composantes les plus communes et de proposer, par la suite, des options pour 
chaque type de moteur rencontre. Le principal avantage de cette approche est que le 
systeme est concu specifiquement pour les besoins actuels de prediction et repond 
exactement aux exigences cognitives recherchees. Cependant, puisque l'industrie ne 
cesse de progresser, plusieurs moteurs s'ajoutent a la liste d'annees en annees. Ainsi, 
le systeme se doit d'etre extensible et flexible pour permettre l'ajout de nouveau 
modeles, de nouvelles regies de decisions et il se peut bien que la maintenance d'un 
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tel systeme devienne rapidement un enorme casse-tete, affectant de la sorte la 
stabilite et la performance du systeme. 
Dans l'approche de la recherche operationnelle, plusieurs outils sont a notre 
disposition pour resoudre des problemes d'optimisation lineaires, des problemes 
mixtes, ou encore, ceux qui se presentent sous une forme quadratique. Cette 
approche necessite une fonction a minimiser ou maximiser. Nous pouvons alors 
minimiser les delais d'attente de maintenance en s'assurant d'effectuer une 
optimisation sujette a plusieurs contraintes (ici les differentes caracteristiques des 
nombreux moteurs), en limitant l'espace de solutions par des bornes inferieures et 
superieures. L'avantage de cette approche est quelle propose la meilleure solution 
(un optimum), cependant, toutes les contraintes et variables doivent etre modelisees, 
et cela permet difficilement l'ajout ulterieur de nouvelles contraintes sans les 
connaissances d'un expert ou celles d'un usager qui a participe au developpement 
ou a 1'implantation du systeme. 
Une autre approche [1] consiste a appliquer le forage de donnees. 
Generalement, nous pouvons utiliser cette approche pour la classification 
d'elements, l'association d'elements, la prediction de classification ou d'association, 
la planification de deplacements (ex: robotique), ou encore, la segmentation 
d'ensemble d'elements. Plusieurs travaux [2,3,4,5,6,7,8] abordent les problemes de 
classification et de prediction dans le forage de donnees. L'avantage de ces 
techniques est qu'elles peuvent etre effectuees sur l'ensemble des donnees et qu'elles 
ne necessitent pas beaucoup de modelisation. II faut, par contre, que les algorithmes 
presents permettent d'effectuer des classifications ou predictions sur plus de deux 
classes, ce qui est rarement le cas pour les algorithmes existants. 
De nos jours, les grands projets incluant le forage de donnees represented, 
pour les entreprises, un des leviers les plus performants et surtout les mieux adaptes 
pour la prise de decision. En effet, le forage de donnees represente de nos jours un 
outil operationnel tres important, qui permet d'extraire des connaissances a partir 
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d'une ou de plusieurs bases de donnees touchant pratiquement une multitude de 
domaines. La technique du forage de donnees [1] devient tres utile et applicable 
dans tous les domaines que ce soit dans l'industrie, le domaine de la medecine, de la 
bioinformatique... 
Dans le cadre de ce projet, nous avons opte pour l'approche du forage de 
donnees pour resoudre le probleme de prediction de la maintenance des moteurs 
d'aeronefs. 
Dans l'optique de predire des evenements futurs comme pour notre probleme 
de maintenance de moteurs d'aeronefs, le forage de donnees s'avere tres utile vu la 
quantite astronomique de donnees conservees sur chaque modele de moteur. Les 
travaux recents de classification et de prediction portent principalement sur la 
reduction des problemes de decisions. Les algorithmes d'arbres de decision [1] sont 
frequemment utilises dans la detection ou la prediction de fraude [9], on les utilise 
aussi dans la prediction des fonctions de genes [10]. H Willenbrock et al. [11] 
utilisent les KNN pour la prediction des reactions aux traitements de la leucemie. 
Dans plusieurs travaux de classification, les techniques du SVM [12,13,14] ont 
prouve leur performance et leur efficacite. Plusieurs approches ont tente de reduire 
le nombre de vecteurs de support (SV) a utiliser. 
Dans ce travail de recherche, qui est approprie pour un grand volume de 
donnees d'entrainement, nous proposons une approche qui consiste a approximer 
les problemes SVM de grande taille par la decomposition du probleme original en 
des sous problemes lineaires. Cette approche est particulierement operationnelle 
dans les cas ou le probleme a traiter se prete bien a une decomposition en sous 
problemes. Nous mettons en oeuvre aussi bien les methodes pour les sous-
problemes lineaires que les methodes pour les sous problemes non lineaires servant 
a decomposer le probleme original. 
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Etant donne que les classificateurs SVM sont binaires, nous proposons un 
modele hierarchique de classification SVM qui supporte les multi-classes. De plus, 
la structure d'arbre de la classification SVM permet d'identifier les relations qui 
existent entre les classes dans les noeuds de l'arbre. 
1.4 Cycle de vie adopte pour analyser les donnees 
Nous nous sommes bases sur la methodologie CRISP-DM [1], qui a ete 
utilisee tout au long des travaux sur notre modele de prediction et de classification des 
visites moteurs, afin d'effectuer les recherches dans un cadre structure et bien defini. 
Cette methodologie presente le cycle de vie pour un projet de forage de donnees et 
elle se divise en six etapes: 
1. La phase de comprehension metier: prendre connaissance avec le 
domaine d'application, se familiariser avec le vocabulaire et le sens donne aux 
termes utilises, afin de selectionner ou segmenter les donnees qui seront utilisees; 
2. La phase de comprehension des donnees: faire le menage des donnees 
recueillies, les completer, verifier qu'il n'y ait pas d'erreurs ou de redondances. On 
appelle aussi cette etape le « pretraitement »; 
3. La phase de preparation des donnees: preparer les donnees pour l'etude 
statistique. Souvent ici, on va normaliser les donnees. A l'aide de quelques calculs 
statistiques, on va souvent decouvrir sur quelles variables on fera le forage. On 
appelle aussi cette etape la «transformation »; 
4. La phase de modelisation: prendre les donnees normalisees et appliquer 
les algorithmes de forage. II existe plusieurs algorithmes et le choix de ralgorithme 
est tres important. Tout dependamment de la tache que Ton souhaite accomplir, 
mais aussi du domaine d'application de cette tache et des resultats attendus. II s'agit 
de l'etape de forage de donnees, proprement dite; 
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5. La phase devaluation: interpreter les resultats et valider l'etude, afin de 
decouvrir si les connaissances trouvees repondent a ce que Ton voulait savoir et si 
les resultats sont valables. Ainsi, on doit valider si les connaissances recueillies 
peuvent servir a la prise de decision ou non; 
6. La phase de deploiement: deployer le projet dans l'entreprise pour rendre 
les connaissances accessibles aux decideurs. 
Toutes les etapes ont ete realisees, de facon iterative, jusqu'a trouver un 
modele qui satisfasse les conditions initiales proposees, sauf la phase finale de 
deploiement. 
Les resultats se veulent convaincants, quoi qu'il reste encore beaucoup de 
travail a faire pour adapter ralgorithme aux nombreux domaines de la vie courante, 
mais il s'agit bien d'un pas dans une toute nouvelle direction, permettant maintenant 
de supporter les problemes multi-classes a l'aide des SVMs pour la prediction de la 
maintenance des moteurs d'aeronefs. 
Tout au long ce document, deux termes techniques reviendront assez 
souvent, a savoir : « Classification » et « Support Vector Machine », leur definition 
prealable permettra sans doute de mieux situer le sujet traite. Notre objectif consiste 
a les etudier en detail puisqu'ils sont des concepts fondamentaux et specifiques a 
notre champ d'etude. 
Nous commencons par presenter dans le chapitre 2, les bases du forage de 
donnees. Dans le chapitre 3, nous presentons les differents travaux connexes. 
Suivront les aspects theoriques du SVM, en demontrant les notions de base du SVM 
ainsi que le probleme d'optimisation et la construction de l'hyperplan. Dans le 
chapitre 4, nous presentons notre solution au probleme de maintenance de moteurs 
d'aeronefs. Dans la section 5, nous illustrons notre etude theorique par un cas 
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pratique sur un echantillon de nos donnees : un cas de classification binaire et un 
autre tertiaire. Nous concluons, dans la section 6, en discutant les grands axes a 
suivre pour une amelioration de 1'implantation de notre modele. 
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Chapitre 2 - Concepts fondamentaux du forage de 
donnees pour la classification et la prediction 
2.1 Qu'est-ce que le forage de donnees? 
Depuis que les couts d'entreposage de donnees ont diminues, les compagnies 
ont commence a accumuler des donnees. Ces compagnies utilisaient l'analyse 
statistique traditionnelle pour repondre aux besoins des decideurs, mais avec autant 
de donnees, la tache se complexifiait. Elles ont alors introduit de nouvelles 
methodes d'apprentissage machine, mais les besoins en capacite de traitement de 
rinformation ont era eux aussi. C'est ainsi qu'elles ont du faire appel au forage de 
donnees. 
Avec autant d'information, le probleme est maintenant de trouver quoi faire 
de cette information. II est bien connu que rinformation se situe au coeur meme des 
operations d'affaires et que les decideurs doivent y avoir acces rapidement lorsqu'il 
est question de prendre des decisions, de planifier des projets a l'avance ou tenter de 
denicher ce qui pourrait les amener au devant de leurs competiteurs. 
Le forage de donnees « Data Mining » [1] est un processus par lequel on 
tente d'extraire des connaissances, par des methodes statistiques, mathematiques et 
informatiques (surtout des algorithmes d'l.A.), sur de larges quantites 
d'informations. Habituellement, on tente d'extraire des connaissances intrinseques 
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aux donnees qui exprimeraient les relations existantes entre les elements presents 
dans la base de donnees. Un autre terme est egalement utilise: la decouverte de 
connaissances dans les bases de donnees (KDD; « Knowledge Discovery in 
Databases ») [15,16,17]. 
Dans les etapes du processus de forage de donnees [1,15], decrites 
dans le chapitre 1.4, le cycle de vie d'un projet de forage de donnees est 
generalement compose des etapes: 
1. La phase de comprehension metier; 
2. La phase de comprehension des donnees; 
3. La phase de preparation des donnees; 
4. La phase de modelisation; 
5. La phase devaluation. 
Selon les donnees qui seront traitees, il existe plusieurs types de DM [1]. Le 
« Data Mining » de base, qui s'execute soit sur: des bases de donnees, des entrepots 
de donnees (« Data Warehouse ») [15] ou encore des magasins de donnees (« Data 
Marts ») [18]. Le « Web Mining » [19,20,21], qui s'execute directement sur le web, 
sur les pages web, les sites, les engins de recherche. Finalement, le « Text Mining » 
[22], qui s'execute sur du texte (generalement non formalise) qui n'est pas organise. 
En d'autres mots, le forage de donnees (« Data Mining ») utilise des 
algorithmes d'intelligence artificielle ainsi que des outils statistiques pour effectuer 
des taches de segmentation, de prediction, de classification et d'associations afin 
d'aider l'industrie a prendre de meilleures decisions [23]. 
II n'y a pas de limites aux domaines ou le « Data Mining » peut s'appliquer. 
Du moment que nous avons une large quantite de donnees (historiques ou non), des 
releves de transactions, des formulaires remplis, etc. Par exemple, dans le domaine 
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commercial, on analyse principalement les habitudes de consommation des clients, 
dans le but de trouver des categories de clients, des associations de produits, des 
predictions d'achats ou de retention. Dans le domaine medical, on peut prevoir quel 
type de medicament dormer a un nouveau patient, repertorier les diagnostics et les 
classifier. Dans le domaine de l'astronomie, on tente de repertorier les nouvelles 
decouvertes, comme par exemple, tenter de classifier les nouvelles galaxies par 
rapport a celles connues et prevoir ou on pourrait en trouver des similaires dans 
l'univers, en considerant les caracteristiques de celles deja repertoriees. Meme 
jusqu'au domaine Musical, aidant dans la creation de compositeurs automatiques, 
d'association demotions aux extraits musicaux, pour classer egalement des ceuvres 
musicales ou meme suggerer des ceuvres sur une base d'oeuvres connues. II y a 
beaucoup d'autres domaines possibles... 
Parmi les techniques suggerees, celles se rapprochant le plus de notre 
domaine d'application, a savoir predire les visites des moteurs d'aeronefs en atelier, 
notons la classification et la prediction (prevision/estimation). 
2.1.1 La classification 
On definit la classification comme etant le regroupement d'enregistrements 
ou d'observations similaires. On peut employer les memes methodes (dites 
supervisees, ou ralgorithme doit apprendre par des exemples pre-classifies) que 
celles utilisees pour predire ou estimer. On peut egalement, utiliser des methodes 
dites non supervisees, telles que la classification hierarchique des k moyennes ou 
les reseaux de kohonen. Cette technique est surtout utilisee sur les donnees d'entree 
pour une autre methode (mixte), par exemple : les reseaux de neurones. La 
classification est differente de la segmentation, dans la mesure ou il n'y a pas de 
variable cible [1]. 
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2.1.2 La prediction 
Lorsque Ton effectue des predictions, les resultats portent sur le futur. Les 
memes methodes que pour la classification et l'estimation sont utilisees. II s'agit de 
methodes d'apprentissage dites supervisees [1]. 
2.2 Quelles sont les bases du forage de donnees? 
Le forage de donnees a ete cree par la conjoncture de quelques champs 
d'interets tels que l'apprentissage inductif, l'apprentissage machine et les 
statistiques. 
2.2.1 L'apprentissage inductif 
L'apprentissage inductif consiste a regrouper des objets similaires dans des 
classes et formuler des regies de classifications pour des nouveaux objets. II s'agit 
d'un modele d'apprentissage permettant de creer un processus qui analyse les 
donnees (par une vue sur une base de donnees) afin de trouver des « patterns ». II se 
divise en deux principales strategies: l'apprentissage supervise et l'apprentissage 
non-supervise. 
2.2.1.1 Apprentissage supervise 
Dans l'apprentissage supervise, l'algorithme apprend par des exemples pre-
classifies, ou toutes les regies sont defmies, afin de pouvoir classer de nouveaux 
exemples par la suite. L'algorithme doit trouver les proprietes distinctes d'une 
classe, lesquelles sont ensuite utilisees pour classer de nouveaux objets. L'analyse 
discriminante lineaire, la methode des K plus proches voisins ou les SVM sont des 
exemples typiques d'algorithmes d'apprentissage supervise. 
Considerant les hypotheses et formules de l'analyse discriminante lineaire 
[26]. Nous disposons d'un echantillon de n observations reparties dans K groupes 
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d'effectifs HK- Notons Fla variable a predire, elle prend ses valeurs dans {YI,...,YK}. 
Nous disposons de J variables predictives X = (X],...,Xj). Nous notons JUK les 
centres de gravite des nuages de points conditionnels, WK leurs matrice de variance-
covariance. En utilisant la regie bayesienne, l'objectif est de produire une regie 
d'affectation F : X => {YJ,...,YK} qui permet de predire, pour une observation co 
donnee, sa valeur associee de F a partir des valeurs prises par X. La regie 
bayesienne consiste en fait a produire une estimation de la probabilite a posteriori 
d'affectation. Toute la problematique de 1'analyse discriminante revient alors a 
proposer une estimation de la quantite P (X \Y = Y^. 
2.2.1.2 Apprentissage non-supervise 
Dans l'apprentissage non-supervise, ralgorithme doit lui-meme definir les 
classes en regroupant les objets similaires, mais aucune definition ne lui est donnee. 
II doit reconnaitre les « patterns » par observation et decouverte. L'algorithme doit 
done fournir une description des classes rencontrees dans l'environnement presente 
(l'ensemble des donnees d'apprentissage). Les reseaux de neurones, le « clustering » 
et les modeles de melanges de gaussiennes sont des algorithmes d'apprentissage non 
supervises. Le partitionnement de donnees (« data clustering » en anglais) est une 
methode statistique d'analyse des donnees qui a pour but de regrouper un ensemble 
de donnees en differents paquets homogenes. L'algorithme EM (esperance-
maximisation) en est un bon exemple. 
Considerons ralgorithme EM [27] et etant donne un echantillon X = 
(xjf-JCn) d'individus suivant une loi f(xi,9) parametree par 0, on cherche a 
determiner le parametre 0 maximisant la log-vraisemblance donnee par l'equation 
(1). 
n 
L(x;0) = ^ l o g / ( x i , 0 ) . (i) 
On peut done definir ralgorithme EM de la maniere suivante: 
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• Initialisation au hasard de 0 
• c=0 
• Tant 
• 
• 
• 
• Fin 
que l'algorithme n'a pas converge, faire 
Evaluation de l'esperance : 
Q(0;0^ = E •L( (X,Z) ;0 ) ) | 0< C >' 
Maximisation: 0 
c = c+l 
Figure 2 - Algorithme EM 
En pratique, pour s'affranchir du caractere local du maximum atteint, on fait 
tourner ralgorithme EM un grand nombre de fois a partir de valeurs initiales 
differentes de maniere a avoir de plus grandes chances d'atteindre le maximum 
global de vraisemblance. 
2.2.2 Les statistiques 
Les theories statistiques reposent sur de bonnes bases, mais elles peuvent 
rapidement devenir difficilement interpretables ou meme accablantes. Afin de 
resoudre notre probleme en utilisant les methodes statistiques, il nous faut faire 
l'estimation de la distribution de nos moteurs et ensuite estimer les futures 
distributions possibles pour les prochains moteurs. On peut consulter l'Annexe G, a 
la p. 173 pour approfondir les calculs d'estimation de distributions. 
Le forage de donnees, quant a lui, permet d'inclure les connaissances de 
l'expert du domaine ainsi que des techniques avancees pour reduire la complexity et 
augmenter la comprehension du probleme. II existe aussi certains systemes 
d'analyse statistique, dont SAS ou SPSS, qui peuvent s'averer utiles, mais ils creent, 
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pour la plupart, des modeles lineaires. On peut voir comment le groupe SAS 
solutionnerait le probleme en Annexe H, a la page 175. 
2.2.3 L'apprentissage machine 
L'apprentissage machine se veut une automatisation du processus 
d'apprentissage. II peut y avoir plusieurs types d'apprentissages: L'algorithme 
apprend par des exemples [30], de l'apprentissage renforce [18] ou encore avec 
supervision [1]. II tente de decouvrir les regies de generalisation et pouvoir ensuite 
les appliquer sur de nouveaux cas. Dans l'apprentissage machine, les donnees 
doivent etre les plus parfaites possibles et elles sont contenues dans un petit 
ensemble. En forage de donnees, par contre, on doit tres souvent travailler avec de 
grandes quantites de donnees reelles ou il peut y avoir des donnees bruitees, 
manquantes ou aberrantes. 
2.3 Les modeles de forage de donnees 
II existe, selon IBM [18], deux types de modeles ou modes pour effectuer du 
forage de donnees: Le modele de verification et le modele de decouverte. Le choix 
du modele appartient a l'utilisateur, dependamment de ce qu'il tente de decouvrir. 
2.3.1 Modele de verification 
Dans un modele de verification, l'utilisateur tente de valider une hypothese 
sur les donnees, afin de confirmer ou infirmer l'hypothese. Toute l'operation peut 
etre raffinee et reiteree, jusqu'a-ce que le jeu d'enregistrements retournes soit le plus 
representatif possible. 
17 
2.3.2 Modele de decouverte 
Dans un modele de decouverte, le systeme doit decouvrir automatiquement 
les tendances et les generalisations sans intervention ou guidance. Le systeme doit 
tenter de trouver le plus grand nombre de faits possibles en un temps restreint. 
2.4 Les entrepots de donnees 
Les entrepots de donnees [15] fournissent des donnees deja totalisees et pre-
analyses, contrairement aux bases de donnees relationnelles, qui elles, rencontrent 
les besoins transactionnels de la compagnie sans toutefois resumer 1'information 
quelles emmagasinent. Les entrepots de donnees integrent souvent des donnees qui 
proviennent de plusieurs bases de donnees, elles sont orientees par sujets et non par 
application. Ces entrepots conservent souvent d'anciennes donnees qui ne seront 
plus jamais modifiees et qui servent de base de comparaison a travers le temps. 
Aucune mise a jour n'est effectuee sur les donnees emmagasinees, mais on ajoute a 
periode fixe de nouvelles donnees recentes. 
On utilise des meta-donnes pour que l'utilisateur s'y retrouve. Ces meta-
donnes doivent contenir la structure des donnees, les algorithmes de totalisation et 
les associations de champs references. II faut s'assurer de retirer les duplicatas et de 
standardiser les formats provenant de differentes sources. 
II est possible d'utiliser un entrepot plus petit, comme un magasin de 
donnees, contenant des bases de donnees multidimensionnelles pouvant accelerer le 
temps de traitement des requetes les plus frequemment utilisees. Le Dr. Kamran 
Parasaye [24] propose une facon plus incremental: effectuer un pre-forage pour 
determiner les formats des donnees, creer un mini prototype d'entrepot de donnees, 
reviser la strategie si necessaire et implanter l'entrepot final a partir de l'experience 
precedente. 
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Les compagnies se sont tellement precipitees dans l'utilisation de logiciels 
de forage de donnees, qu'ils ont du faire face a plusieurs problemes de precision, de 
fiabilite et de disponibilite de systemes. Ainsi, C. Erickson [25] propose une liste de 
criteres pour eviter ce genre de problemes: 
- Mesurer la performance de chargement en centaines de millions de lignes 
par heure; 
- La procedure de chargement doit se faire en une etape, demandant la 
qualite de donnees la plus haute possible; 
- Les requetes doivent etre performantes pour les operations cles de 
l'entreprise et la performance des requetes ne doit pas etre liee a la taille de 
la base de donnees; 
- Le systeme doit etre utilisable par plus d'utilisateurs que l'elite seule, done 
il faut que le serveur inclue des outils d'extraction de donnees de diverses 
sources; 
- Le systeme doit permette une priorisation des requetes pour surveiller les 
surcharges et de plus, le support aux bases de donnees multidimensionnelles 
doit etre present et efficace; 
- Le systeme doit egalement inclure un jeu d'operations analytiques 
avancees. 
2.5 Les problemes du forage de donnees 
Certains problemes ont ete mentionnes precedemment, comme les donnees 
bruitees, manquantes ou aberrantes. Les donnees peuvent aussi etre inadequates ou 
non pertinentes pour resoudre le probleme. La quantite de donnees utilisees peut 
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egalement devenir un probleme, surtout lorsqu'on travaille avec de tres larges bases 
de donnees. 
De plus, il faut s'assurer que les attributs selectionnes sont des donnees 
essentielles a la comprehension du domaine, sinon il ne sera peut-etre pas possible 
de decouvrir de nouvelles connaissances. Les bases de donnees accumulees 
contiennent souvent plusieurs erreurs. Cette contamination risque de se transmettre 
dans le modele et de biaiser les resultats. 
II faut retirer les enregistrements problematiques, ignorer les champs 
manquants ou encore associer des valeurs reelles aux valeurs manquantes ou 
aberrantes. Tout cela, sans affecter la qualite ou la quantite de donnees necessaires 
au bon fonctionnement de l'algorithme. On peut egalement effectuer une analyse 
statistique pour decouvrir les valeurs extremes, nulles ou manquantes. 
2.6 Notions importantes surles SVM 
Dans la pratique, le SVM est l'une des methodes les plus performantes et les 
plus faciles a utiliser surtout pour le processus de classification, selon Hsu et al. 
[28]. Le SVM est concu pour effectuer une separation binaire, mais il est egalement 
possible de l'utiliser pour separer trois classes d'elements. 
La technique du SVM est basee sur deux principes. Le premier principe vise 
a minimiser l'erreur empirique de classification et le deuxieme vise a maximiser la 
marge entre les frontieres des deux classes separees. 
A l'aide de cette technique, nous tentons de trouver un hyperplan qui permet 
de regrouper les donnees similaires et de separer les donnees heterogenes. Cela 
nous conduit a determiner les fonctions discriminantes qui permettent de resoudre le 
probleme. 
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La figure 3 ci-dessous illustre bien le principe du SVM. 
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Figure 3 - Plusieurs hyperplans separent deux classes de donnees 
La figure 3 ci-dessus, montre qu'il existe une infinite de separateurs de 
classes, avec l'idee de choisir le meilleur hyperplan qui assure une bonne 
separation. Une bonne separation signifie la recherche d'un hyperplan qui maximise 
la marge entre les deux classes. 
Le SVM permet de resoudre des problemes lineaires et d'ordre binaires. Un 
probleme lineairement separable signifie qu'il existe un separateur lineaire capable 
de discriminer les donnees en deux ou plusieurs classes. La marge entre ces deux 
classes doit etre maximale. II s'agit done de trouver les parametres qui satisfassent 
cette condition. 
Lorsqu'on est en presence de problemes lineairement separables, il est facile 
de determiner la fonction de discrimination. Toutefois, une question importante doit 
etre adressee : comment la technique du SVM se comporte-t-elle devant un 
probleme non lineairement separable? C'est a ce niveau ou les fonctions de 
« Kernel » interviennent. On doit alors effectuer la technique de « mapping » sur un 
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autre plan. La technique de « mapping » rend la separation plus facile dans um 
espace de grande dimension. 
D°npp[r©©[h)@ ©toosiks 
2.8.1.1 Cas de trois classes 
La technique SVM ne se iimite pas seulement a la classification binaire. 
Elle traite egalement les cas de classification multi-classes. Dans cet exemple, nous 
allons aborder un cas ou le nombre des classes est egal a trois. L'ensemble de 
donnees utilise est IRIS [31]. Notre but est de classifier trois classes de fleurs 
(Setosa, Versicolor et Virginica). La separation se fait dans un espace a deux 
dimensions. Nous avons combine les variables deux a deux pour determiner les 
variables dominantes. On appelle variables dominantes celles qui sont le plus 
facilement separables dans les ensembles, celles qui seront au somment de la 
hierarchie des classes. Les resultats obtenus sont representes dans la table 1 ci-
dessous. 
Table 1 - classification d'un ensemble de donnees IRIS : Cas trois classes 
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On a obtenu trois classes separees. Dans la table 1 (f), les classes sont bien 
separees. Done les deux variables combinees influent d'une facon remarquable dans 
la separation des donnees. 
Le cas qui a ete decrit dans cette section est similaire a notre probleme de 
classification de moteurs d'aeronefs. Dans notre projet, nous souhaitons classifier 
les types de visites de maintenances des moteurs en atelier. En se basant sur 
l'historique de notre base de donnees, trois types de maintenance sont determines. 
Une maintenance planifiee, une maintenance non planifiee et une maintenance 
concurrente. Nous essayons ulterieurement de les classifier en appliquant la 
technique du SVM. 
L'un des problemes majeurs de la technique du SVM est bien la lenteur du 
temps d'apprentissage lors la resolution du probleme quadratique. Plusieurs 
recherches ont ete realisees par Hsu et al., puis Xiaoujuan et al. [28,29] dans le but 
de reduire le temps d'entrainement surtout dans les bases de donnees de grandes 
dimensions. Intuitivement, Le temps d'apprentissage augmente avec la complexite 
du probleme. Les recherches ont demontre que la complexite de 1'algorithme du 
SVM varie : 
n
2
 < Complexite < n3 
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Ou n represente le nombre d'entrees. 
Cela necessite un temps enorme pour parcourir tous les enregistrements. 
L'une des methodes utilisee pour resoudre ce probleme est basee sur la reduction 
des donnees d'apprentissage. L'idee de cette technique est de trouver une fonction 
de decision qui n'exploite qu'un sous ensemble de l'ensemble d'apprentissage au 
lieu de tout l'ensemble. 
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Chapitre 3 - Travaux connexes 
Dans ce chapitre, nous explorerons les approches disponibles pour resoudre 
les problemes de classification et de prediction en forage de donnees lorsque nous 
faisons face a un nombre eleve de donnees. Les techniques de forage de donnees 
ont ete retenues, au detriment des techniques de recherche operationnelle ou des 
systemes experts, qui se veulent beaucoup moins flexibles et maintenables. En 
forage de donnees, les problemes de classification et de prediction utilisent 
plusieurs methodes ou algorithmes pour resoudre les problemes confronted, nous 
avons retenus ceux qui s'apparentent le plus a notre description de probleme. Nous 
regarderons les solutions proposees a l'aide de la logique floue [32,36,37,38], des 
arbres de decision [1,39,40], de la methode des K plus proches voisins (KNN) 
[1,3,42,43,56,57], ainsi que les Machines a Vecteurs de Support (SVM) 
[3,5,6,7,12,13,14]. 
3.1 La logique floue 
La logique floue est Tune des techniques utilisees surtout en intelligence 
artificielle, dans les domaines de l'automatisme, de la robotique, comme la gestion 
des feux de circulation par exemple, du controle aerien, de la medecine, de la 
meteorologie [51], de la climatologie [52] et de la sismologie [53]. Elle a ete 
formalisee par Lofti Zadeh [50]. Elle se veut une generalisation de la logique 
25 
booleenne classique, amenant une toute nouvelle zone de valeurs d'amplitude tenant 
compte d'ensembles definis de facons imprecises. Elle s'appuie sur la theorie 
mathematique des ensembles flous, induite par Zadeh, qui a su montrer que sa 
theorie des sous-ensembles flous se reduisait effectivement a la theorie des sous-
ensembles classiques pour la prise en compte d'ensembles flous [32]. 
Idri et Abran [5] ont utilise la logique floue pour modifier les modeles 
d'estimation d'efforts, surtout le modele COCOMO'81, qui utilisait la logique 
traditionnelle. lis utilisent la logique floue pour qualifier des valeurs linguistiques 
telles que « trop cher », « cher », et ainsi de suite. lis definissent ainsi quatre classes 
contenant 15 facteurs devaluation similaires et utilisent COCOMO'81 pour 
resoudre l'equation. Les ensembles flous ont ete represented par des fonctions 
d'appartenance trapezoidales [54]. Finalement, en utilisant la logique floue sur le 
modele linguistique COCOMO'81, l'algorithme devient moins sensible aux 
variations dans les entrees et cette stabilite est tres appreciable dans ce type de 
problemes, puisque 1'algorithme originel ne tolere pas les variations. 
Dans un autre cadre, Barra et al. [37] proposent un algorithme de 
segmentation multi-spectrale d'images du Soleil acquises en extreme ultraviolet 
(EUV), utilisant un algorithme de classification flou spatialement contraint. 
L'utilisation de la logique floue permet de prendre en compte les imprecisions et les 
incertitudes inherentes a la definition des differentes regions d'interet dans l'image. 
Ainsi, la methode obtenue a l'aide de la logique floue permet de discriminer de 
maniere satisfaisante les differentes regions d'interet de l'atmosphere solaire, a 
partir d'images EUV. Les methodes issues de la reconnaissance des formes, 
appliquees a des donnees multidimensionnelles ou multi-spectrales, ont demontre 
leur potentiel en segmentation d'images. Dans l'algorithme presente et les 
contraintes redigees en logique floue, l'idee sous-jacente est la minimisation de la 
variance totale inter-classe. Les chercheurs en tirent des series temporelles qui 
correspondent aux observations telescopiques. La methode proposee ici peut alors 
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devenir un composant essentiel dans une methode de reconstruction du spectre 
solaire. 
Afin de gerer les reserves en eau, Faye et al. [38] se sont penches sur une 
approche globale de gestion a long terme pour le stockage, le transfert et la 
distribution d'eau. L'objectif principal est de minimiser l'ecart entre l'offre et la 
demande. lis proposent une approche contenant une procedure d'adaptation des 
ponderations du critere fondee sur la logique floue. II s'agit done d'un probleme 
d'optimisation, comme on voit dans l'approche de la recherche operationnelle. Leur 
technique aboutit a une solution pratique adaptative pour la modelisation du 
probleme d'optimisation, puisqu'elle tient compte des contraintes operationnelles du 
systeme et des objectifs en termes d'optimisation. L'approche a ete appliquee a un 
systeme de complexity moyenne, afin de verifier s'il pouvait constituer un outil 
d'aide a la decision efficace et aussi pour observer la lourdeur de la mise en oeuvre. 
3.2 Les arbres de decision 
Ce qui nourrit a la fois la Statistique et l'lnformatique en ce domaine, ce sont 
les methodes de classification hierarchique, ainsi que la personnalisation de la 
nomenclature binomiale. 
Ce qui nous interesse dans les methodes de classification hierarchique, e'est 
la capacite d'automatiser la repartition des elements d'un ensemble en groupes. 
Cette repartition en groupes doit se faire de sorte que les groupes soient le plus 
homogenes possibles. En bio-statistique, on represente la classification hierarchique 
sous la forme d'un arbre binaire appele le dendrogramme [55]. 
Hoare [39] tente de demontrer que CHAID (un des principaux algorithmes 
utilises par les arbres de decision) peut s'averer tres utile dans la resolution de 
problemes non-lineaires, ou de problemes comprenant des jeux de donnees 
27 
complexes, afin de decouvrir des « patterns » significatifs dans des donnees 
commerciales ou scientifiques. II a utilise CHAID sur des donnees financieres 
reelles de la Nouvelle-Zelande afin de decouvrir dans un bassin de clients lesquels 
pourraient etre classes comme de mauvais clients. Malheureusement, les donnees ne 
contenaient pas d'information pouvant servir a deduire les regies definissant les 
mauvais clients. Meme si les mesures du taux d'erreurs sont pertinentes, certaines 
donnees sur les banqueroutes viennent fausser les resultats. 
Chaffar et al. [40] ont tente de detecter la reaction emotionnelle d'un 
apprenant pour une situation donnee. II s'agit la d'un element essentiel dans les 
environnements d'apprentissage a distance. Des travaux existent dans ce domaine, 
presenter par Chaffar et al. [40], en utilisant une technique d'apprentissage machine, 
a savoir l'algorithme ID3. Le systeme « APRE » a ete mis en ligne et a ete evalue 
par cent trente-neuf participants. Les chercheurs definissent 1'APRE comme 1'Agent 
de Prediction de Reaction Emotionnelle. Cet agent est concu pour predire la 
reaction emotionnelle de l'apprenant suite a l'obtention de sa note dans un test 
devaluation en ligne. La reaction emotionnelle fournie par chacun des participants 
a la fin de revaluation a ete comparee a celle predite par notre systeme. Ici, ID3 a 
tres bien performe. 
Appre i id i i t 
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Figure 4- Arbre de decision concu avec ID3 
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3.3 Les KNN (Kppv: Kplus Proches Voisins) 
La technique des K plus proches voisins (« K-Nearest Neighbors »; KNN) 
[1,42,43,56,57] est une technique qui classifie chaque enregistrement d'un ensemble 
de donnees en se basant sur l'historique de classification des k-1 autres 
enregistrements. L'element sera classe dans la classe contenant le maximum 
d'enregistrements semblables. L'algorithme se base sur une fonction de distance 
euclidienne, ou encore une fonction cosinus afin de jumeler des paires 
d'observations. 
II faut d'abord examiner comment ralgorithme se comporte sur un jeu de 
donnees test (ou d'apprentissage), pour verifier que les futures donnees (inconnues) 
soient bien classees. On applique souvent ralgorithme sur un ensemble de 
validation, ou la variable cible est cachee temporairement au modele. Le modele est 
reconnu pour son efficacite quant aux classes multi-modales puisqu'il se base sur un 
voisinage restreint d'enregistrements. 
On utilise, par exemple, la methode des K plus proches voisins pour 
retrouver dans une banque d'images celles qui sont similaires. Quand une image 
requete Ri est presentee au systeme, l'algorithme suivant est applique : 
1- Calculer les p caracteristiques de bas niveau de l'image requete Ri, qui 
correspondent a l'espace de representation Rp; 
2- Calculer les distances entre le nouveau point et tous les points existants. 
3- Inserer le nouveau point dans le graphe topologique, en verifiant la 
condition suivante: d(a,fl) <Max(d(a,y), d(fl,y)), VyeG\y*a,p. 
Figure 5 - Algorithme pour le classement d'images 
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II est a noter qu'afin de comprendre l'equation de la troisieme etape dans la 
figure 5, presentee ci-haut, nous devons preciser les variables suivantes: soit un 
ensemble Q compose de n images. Chaque image est representee par un vecteur de 
caracteristiques de dimension p, qui est un point dans l'espace Rp, tel qu'exprime 
dans l'equation (2) ci-dessous: 
X(i) = (X,(i),..., X/i),..., Xp(i)) e R». (2) 
Les points a et fi sont relies par une arete s'ils verifient la condition 
proposee dans un graphe des voisins relatifs. La condition verifie si les deux points 
sont relies par une arete. L'algorithme performe assez bien, mais il est surpasse par 
l'algorithme du graphe topologique [41] utilise dans leur systeme appele 
« Topological Image Query (TIQ) ». 
Dans le domaine de la prediction de structure des proteines, Maupetit [42] 
presente les methodes de type plus proches voisins utilisees sur des structures de 
proteines disponibles pour inferer la structure secondaire par comparaison de 
fragments [57]. Dans le meme domaine, et plus recemment, de nouvelles methodes 
basees sur les SVM (« Support Vector Machine ») ont ete proposees par Hu et al. 
[58]. Leur etude comparative de plusieurs methodes de prediction vente bien les 
merite des methodes hybrides, car dans la prediction des structure de proteines ni le 
SVM, ni les Kppv ne sont utilises tels quels, mais les techniques hybrides 
presentees qui les utilisent fonctionnent bien. 
Boufadel et al. [43] ont mene des experiences sur 1027 dialogues Personne-
Machine [59] dans le domaine des agences de voyage. lis testent ces combinaisons 
avec trois algorithmes de classification : « Support Vector Machine » (SVM), kppv 
(kNN) et un arbre de decision (DT). lis effectuent la Detection des dialogues 
problematiques, suivant un pre-classement positif ou negatif de dialogues de 
l'historique d'appels. Les resultats pour le modele kppv sont sensiblement les 
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memes pour toutes les combinaisons d'attributs, alors qu'une petite amelioration est 
observee pour Parbre de decision (DT) et le SVM. Enfin, bien qu'ils n'aient pas 
ameliore le resultat de la classification obtenu avec les mesures d'efficacite, ils ont 
obtenu un meilleur taux de classification de 91,8% avec le modele kNN. 
3.4 Les SVM 
L'approche du SVM permet de resoudre des problemes lineaires et d'ordre 
binaire. Un probleme lineairement separable signifie qu'il existe un separateur 
lineaire capable de discriminer les donnees en deux ou plusieurs classes. La marge 
entre ces deux classes doit etre maximale. II s'agit done de trouver les parametres 
qui satisfassent cette condition. 
Vino et al. [44] utilisent des algorithmes de classification automatique pour 
detecter le contenu raciste sur l'lnternet. Chaque document W est represente par un 
vecteur [d] de Rn ou chaque coordonnee dw est calculee par rapport a la frequence 
Occ(w,d) du terme w dans dw selon l'equation (3) : 
dw = TFIDF(w,d) = log(l + Occ(w,d)) * l o g ( - ^ - ) (3) 
N(w) 
Ou N est le nombre de documents du corpus et N(w) est le nombre de 
documents dans lequel w apparait au moins une fois. Pour effectuer la normalisation 
dw, on divise chaque coordonnee dw par la norme euclidienne du vecteur, comme 
dans l'equation (4): 
d 
d = w (4) 
Ces valeurs sont ensuite traitees par les algorithmes de classification 
suivants : Rocchio [60], kppv [1,3,42,43,56,57] et SVM [3,5,6,7,12,13,14]. Dans 
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leurs travaux, ils ont compare l'algorithme des Kppv et le SVM. II semble que le 
SVM performe mieux dans la plupart des situations. 
En Chine, la classification des questions chinoises joue un role important 
pour des systemes servant a repondre aux questions dont les reponses sont enfouies 
dans des documents. Bo et al. [49] utilisent le SVM pour sa capacite superieure a 
reconnaitre les «patterns ». Plus specifiquement, ils utilisent la version du SVM 
appelee « One-against-All » [61]. Les resultats demontrent que ralgorithme 
performe de facon excellente, sur des problemes binaires. Ils precisent qu'il n'est 
plus necessaire de connaitre la forme de la distribution des exemples fournis et qu'il 
s'agit d'un bon algorithme pour resoudre ce type de problemes. Ce groupe de 
recherche ajoute qu'il est possible de transformer un probleme multi-classes en un 
probleme binaire. 
Shina et al. [45] ont tente de deduire, d'un large ensemble de donnees 
marketing, lesquels seraient les clients les plus susceptibles d'adherer a une offre 
d'achat de produit, en utilisant le SVM. L'idee est d'utiliser ralgorithme NPPS (« 
Nuclear Power Plants System ») [62], qui permet d'aller chercher seulement les 
«patterns » qui se situent autour de la frontiere de decision entre les classes, 
puisqu'ils sont susceptibles de contenir plus d'information. Ces derniers sont ensuite 
utilises pour entrainer un SVM. Ils ont quand meme tente l'experience avec la 
methode des K plus proches voisins, mais ralgorithme etait beaucoup trop lent a 
s'executer. 
Shina et al. [45] introduisent l'echantillonnage informatif ainsi que differents 
couts pour chaque classe et reussissent a resoudre le probleme avec de tres bons 
resultats. Deux de leurs algorithmes, qui sont des variations du SVM, s'affrontent 
au niveau de la performance: S-SVM [45] et R*SVM [45]. 
Afin d'effectuer de la classification spatiale, Lee et al. [46] ont utilise les 
SVM qu'ils ont modifies. Le SVM effectue des modeles explicites de correlations 
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entre les donnees multidimensionnelles, sous le principe que les donnees repondent 
au critere « iid » [66] i.e. Les donnees sont independantes et distributes 
identiquement. Lorsque Ton fait face a des exceptions sur cette regie (lorsqu'on a 
des donnees spatialement dependantes par exemple), alors l'algorithme reagit plutot 
mal et ne donne pas de resultats valables. L'algorithme developpe, le SVRF [46], est 
inspire de l'approche du SVM et du CRF (« Conditional Random Fields ») [46]. 
L'algorithme performe tres bien et depasse l'algorithme auquel ils le comparent (le 
DRF - « Discriminative Random Fields »). En fait, le CRF permet de trouver les 
voisins adjacents immediats, lorsqu'on etend ralgorithme avec le DRF, alors on 
ajoute une deuxieme dimension au voisinage. En combinaison avec le SVM, ceci 
permet de modeler les dependances spatiales non triviales bidimensionnelles. 
Pour Sibon et al. [47], la classification SVM semble dormer de meilleurs 
resultats encore une fois, comparativement aux arbres de decision. On s'attarde a la 
prediction de la capacite d'un systeme a repondre a une question factuelle. Ces 
predictions permettent de determiner si Ton doit initier un dialogue afin de preciser 
ou si Ton doit reformuler la question posee par l'utilisateur. En comparant les deux 
algorithmes sur des types de questions avec les classes correspondantes aux 
resultats ponderes, c'est ce qu'ils ont obtenus: 
« Feature •> 
toutes 
questions 
documents 
passages 
aucune 
SVM 
68,5% 
69% 
53,8% 
52,3% 
51, 
Arbres de Decision 
62,4% 
64,1% 
49,9% 
50,1% 
6% 
Table 2 - Resultats de la classification automatique, en pourcentage de bonne prediction 
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Comme peu de travaux presentes en classification et en prediction abordent 
les questions de maintenance de moteurs, les travaux rencontres presentent 
plusieurs autres techniques, comme celle du systeme expert. Jafar et al. [48] se sont 
penches sur le probleme de maintenance d'aeronefs utilises dans la marine 
americaine. lis ont utilise la theorie des contraintes (TOC) [63], le « Just-in-time » 
(JIT) [64] et le Six-Sigma (regies de Amelioration continue dans la gestion des 
operations liees aux maintenances d'aeronefs) [65]. Le resultat est un processus du 
nom de « AIRspeed », qui parvient a faire diminuer les couts d'operation et de 
maintenance. Le but etant de faire passer la duree du cycle de maintenance de 468 
heures a 233 heures. Beaucoup d'efforts furent deployees pour creer le processus, 
mais ici on ne s'en tient qu'a un seul type d'aeronefs, ceux utilises dans la marine 
americaine. II est done clair que l'approche du systeme expert s'averait une solution 
adequate, puisqu'ils ne comptaient pas plusieurs types de modeles d'aeronefs 
differents, contrairement a notre travail, qui lui, doit supporter plusieurs types de 
modeles ayant tous leur mission propre (Corporatif, militaire, regional, etc). 
Nous avons utilise la technique des arbres de decision dans la premiere 
iteration du cycle de vie de notre projet. Cependant, la technique a elle seule ne 
permettait pas une classification adequate des evenements passes pour pouvoir 
predire les evenements futurs. Ce fut la premiere avenue exploree, mais les resultats 
n'ont pas etes satisfaisants. 
Nous avons ensuite utilise la technique des K plus proches voisins dans la 
seconde iteration du cycle de vie de notre projet. Cependant, comme pour les arbres 
de decision, la technique a elle seule ne permettait pas une classification adequate 
des evenements passes pour pouvoir predire les evenements futurs. Ce fut la 
seconde avenue exploree, mais les resultats n'ont pas etes satisfaisants. 
Nous nous sommes done inspire de l'approche presentee pour la 
classification spatiale (presente ci-haut dans ce chapitre) afin tenter de resoudre 
notre probleme de maintenance de moteurs d'aeronefs. Etant donne que le SVM 
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semble obtenir beaucoup de succes, meme lorsqu'il est jumele a d'autres techniques 
afin de former une nouvelle technique hybride, c'est cette technique que nous avons 
priorisee. Notre orientation dans le projet, vu les travaux dans le domaine, et vu 
notre probleme a resoudre, s'est dirigee vers une approche mixte qui integrerait les 
arbres de decision et l'approche du SVM. Cette orientation provient du fait 
qu'aucune des techniques presentees, a elle seule, ne parvient a solutionner le 
probleme pose avec un taux d'erreurs qui soit inferieur a cinq pourcents. 
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Chapitre 4 - Approche de classification et de 
prediction de maintenance de moteurs 
Notre approche pour resoudre le probleme de prediction des visites de 
moteurs en atelier se decompose en differentes composantes fonctionnelles, qui sont 
au nombre de trois, chacune ayant sa responsabilite dans l'accomplissement du 
travail demande. Une premiere composante contient la liste des entrees necessaires 
a la resolution du probleme. On la nommera « Intrants ». Une seconde composante 
contient la liste des sorties attendues (le resultat), dormant ainsi une solution au 
probleme propose. On la nommera « Extrants ». Finalement, la tierce composante 
detient l'information sur la resolution du probleme: les traitements a effectuer, tels 
que les differents calculs et algorithmes utilises pour resoudre le probleme. On la 
nommera « Creation du modele de prediction ». 
Dans la Figure 6, nous presentons le processus exprimant l'interaction des 
trois composantes dans notre approche de resolution du probleme propose: 
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INTRANTS: 
Historique 
Bulletins de Sen. 
Manuel de Maint. 
Usage Mensuelle 
Fact. Macro-econ. 
Fact. Environn. 
Creation du 
modele de 
prediction 
EXTRANTS: 
Nb d'heure d'ici la visite" 
Type de Visites, ou 
classe de 
correspondance 
Figure 6 - Approche de classification et de prediction de maintenances de moteurs 
La figure 6 donne une vue globale du processus de prediction, nous 
permettant de comprendre comment le futur systeme fonctionnera. Bien entendu, il 
nous faudra ensuite bien definir chacun des elements qui figurent dans chacune des 
composantes. Ces composantes permettent la comprehension de la pertinence des 
elements sur la reponse finale. Considerons la serie d'etapes indues dans ce 
processus de prediction: 
1. Intrants 
a. Selection des sources de donnees pertinentes 
i. Voir ce qui se fait manuellement; 
ii. Les maintenances de base et les bulletins de service 
recommandes; 
iii. Inclure l'historique d'evenements passes; 
iv. Inclure les evenements fortuits (ce qu'il peut arriver); 
v. Inclure les facteurs macro-economiques et environnementaux 
influencant le modele de moteur. 
b. Conversion des valeurs categorielles; 
c. Normalisation des donnees 
2. Creation du modele de prediction 
a. Creation des jeux d'observation: Grouper les intrants des jeux 
d'entrainement, de validation et de test en sous-groupes de 3 classes 
distinctes; 
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b. Appliquer le SVM sur les jeux d'observation: Soumettre chacun des 
groupes au SVM et determiner la separability des classes; 
c. Creation de l'arbre de decision hierarchique, ayant pour noeuds les 
groupes soumis au SVM, jusqu'a l'obtention de classes distinctes. 
d. Repeter les points b et c sur le modele cree avec le jeu d'entrainement, 
mais en utilisant le jeu de validation. 
e. Utiliser le modele cree avec le jeu de validation pour predire les resultats 
dujeu detest. 
3. Extrants 
a. La classe d'evenement prevu (Type de maintenance et nombre d'heures 
de vol). 
Nous allons maintenant considerer comment cette approche est realisee. 
4.1 Intrants 
Les intrants sont en fait les donnees qui seront considerees par le systeme afin de 
resoudre le probleme propose. Chacune des sources de donnees a ete identified et 
un echantillon suffisant de donnees representatives a ete extrait de chacune d'elles. 
Comme il s'agit d'une entreprise, chaque source de donnees est administree et 
maintenue par un administrateur de systeme. Cet administrateur a dans son 
departement des personnes cles, qui connaissent a fond le systeme. II a fallu 
s'entretenir avec ces personnes, afin de comprendre les donnees et leur impact sur la 
prediction d'evenements (on considere une visite en usine comme un evenement). 
Neuf sources de donnees ont ete analysees pour savoir si elles contenaient de 
1'information pertinente. Une liste complete des sources est disponible en annexe A 
p.74. 
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4.1.1 Selection des donnees pertinentes 
L'application des etapes suivantes nous a permis de repondre a plusieurs 
questions concernant les intrants du systeme et ainsi pouvoir demystifier les 
elements ayant une importance dans la resolution du probleme. Pour voir comment 
nous avons repondu aux differentes questions de chacune des etapes presentees, il 
existe une version detaillee du plan en annexe B p.90. 
4.1.1.1 Voir ce qui se fait manuellement 
Tous les modeles de moteurs n'etant pas identiques, chaque famille de 
moteurs possede ses propres specifications. Certains modeles ont plus d'age que 
d'autres. Certains modeles viennent d'entrer en service. II faut considerer tous ces 
facteurs lors de l'analyse de chaque modele. Pour un modele plus age, les 
intervalles de maintenances sont plus stables, alors que pour un modele plus jeune, 
ces intervalles sont beaucoup moins stables. Ceci est considere dans les predictions 
manuelles qu'effectue l'entreprise. 
De plus, chaque operateur (qu'il soit un operateur prive, ou encore un 
operateur pour la flotte d'une compagnie aerienne) est responsable du suivit sur la 
maintenance. Certains respectent les exigences et recommandations de l'entreprise, 
alors que d'autres, considered comme des « delinquants », ne suivent pas ces 
dernieres recommandations. On dit qu'un operateur utilise la maintenance qualifiee 
de « Soft-Time » lorsqu'il adhere au programme de maintenance propose et « hard-
Time » lorsqu'il est considere delinquant. Ceci est egalement considere dans les 
predictions manuelles qu'effectue l'entreprise. 
Nous avons modelise ces deux dernieres contraintes, prealablement 
effectuees manuellement par les experts, an ajoutant l'age du moteur ainsi que son 
usage mensuel dans l'historique d'evenements. 
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4.1.1.2 Les maintenances de base et les bulletins de service 
recommandes 
Avec l'aide des experts du domaine, nous avons convenus que les 
informations sur les maintenances de base ainsi que les bulletins de services etaient 
intrinsequement indues dans l'historique d'evenements, puisqu'ils sont considerees 
et enregistrees comme les evenements fortuits. 
4.1.1.3 Inclure l'historique d'evenements passes 
Nous avons inclus l'historique d'evenements provenant de la source de donnees 
« Shop Visit Historical » dans les intrants. 
Nom: Shop Visit Historical Data (TRAC, TRS) 
Format: Base de donnees Oracle reliee a un systeme SAS 9 
Contenu: Enregistrements contenant les evenements passes 
(maintenances), ayant pour caracteristiques (champs) le type de 
maintenance, la description de la maintenance, le moteur implique et le 
nombre d'heures de vol (cycles de vol). 
4.1.1.4 Inclure les evenements fortuits (ce qu'il peut arriver) 
Ce type d'evenement est egalement inclus dans l'historique d'evenements. Mais, 
advenant une pietre qualite des donnees ou un volume insuffisant, certains intrants 
peuvent etre exclus ou ignores. D'ailleurs, certaines caracteristiques (champs) de ces 
intrants peuvent etre manquantes ou non-existantes. II est important de savoir que la 
qualite des donnees utilisees dans le cadre de ce projet ne depend pas seulement du 
« bon vouloir » de la compagnie, mais aussi de celui de tous les operateurs et de 
tous les Centres d' « Overhauls » Designes. 
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4.1.1.5 Inclure les facteurs macro-economiques et environnementaux 
influencant le modele de moteur 
Les facteurs macro-economiques et environnementaux ont ete ajoutes a l'historique 
pour tous les enregistrements. Ainsi on peut savoir dans quel type d'environnement 
ce moteur etait-il opere et quels etaient les valeurs des principaux indices 
economiques lors de l'evenement. 
Une fois toutes ces questions repondues, nous avons retenu un total de 31 
caracteristiques, pour chaque enregistrement de l'historique d'evenements. La 
caracteristique qui suit a ete retenue pour la classification de l'historique 
d'evenements utilise avec le SVM: 
Days between events 
Source: Champ calcule 
Utilite: Ce champ calcule le delai entre les evenements d'un meme 
moteur en nombre de jours. En classant les evenements en 
ordre croissant de dates, on peut identifier ce delai. II suffit, 
pour un meme numero de serie, de soustraire la date du 
dernier evenement de celle de l'evenement courant. 
Importance : Ce champ est l'un des 2 champs cibles. Nous souhaitons 
predire quand aura lieu le prochain evenement pour un 
moteur precis. 
II existe une description detaillee des caracteristiques retenues en entree en 
annexe C p. 126. On peut representer le processus de selection comme suit: 
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Sources de donnees (9) 
Figure 7 - Processus de selection des donnees 
4.1.2 Conversion des valeurs categorielles 
II nous a fallu par la suite effectuer une conversion des valeurs categorielles, 
parmi les donnees considerees pertinentes, en valeurs numeriques (le « ranking »). 
En voici un exemple sur le champ (la caracteristique) Event Classification 3 
Nom Event Classification 
Ranking 3 
Valeur originelle BUR 
Ceci est l'un des champs cles. II s'agit d'une partie de la prediction (Target) 
a fournir. II indique le type d'evenement qui s'est produit pour que le moteur ait 
besoin d'une visite en usine. La premiere lettre signifie s'il s'agit d'un evenement 
« B-Basic » ou « N-Non Basic ». Les evenements de base (basic) sont moins graves 
que les evenements qui ne sont pas de base (« Non Basic »). La deuxieme lettre 
signifie si Fevenement est prevu (« Planned ») ou non-prevu (« Unplanned »). 
Habituellement, les evenements non-prevus sont plus graves que les prevus. 
Finalement, la troisieme lettre nous renseigne sur ce qui a ete fait comme 
maintenance sur ce moteur en relation avec cet evenement. Par exemple, un « O » 
signifie un « overhaul» (on doit defaire le moteur en pieces), alors qu'un « R » 
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signifie « Removal» (on a du enlever le moteur). Voici les scores (« ranks ») 
obtenus, du moins critique au plus critique : 
BPR 4 
BPO 5 
NUR 6 
BUR 8 
BUO 9 
Pour une description detaillee de la conversion des valeurs, nous vous 
convions a consulter l'annexe D, p. 138. 
4.1.3 Normalisation des donnees 
Nous avons ensuite effectue une normalisation sur les donnees pertinentes 
selectionnees (converties ou non), afin de les ramener sur l'intervalle [0,1]. Dans un 
classeur Excel ou les donnees ont ete converties en nombres, nous effectuons 
ensuite une normalisation « min-max ». La formule utilisee est la suivante : 
1 Caracteristique de (Donnees historiques + moyennes d'utilisation 
mensuelle + Facteurs environnementaux + facteur Macro-economiques) - Valeur 
Minimum du champ 
(Valeur Maximale du champ - Valeur Minimale du champ) 
Ce qui en revient a faire pour chaque caracteristique de l'enregistrement: 
(Valeur du champ - Valeur Min pour ce champ) 
(5) 
(Valeur Max pour ce champ - Valeur Min pour ce champ) 
En appliquant la formule de l'equation (5), nous obtenons des valeurs 
contenues entre 0 et 1. En fait, la valeur la plus faible devient = 0 et la valeur 
maximale devient = 1. Aucun ratio n'est perdu. Cependant, s'il y a des valeurs 
manquantes, il se peut que la normalisation ne soit pas efficace et donne des valeurs 
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negatives. C'est ce qui s'est produit avec le numero de serie de l'aeronef une fois 
normalise. II y avait des valeurs de l'ordre de -27 dans les donnees normalisees. 
Aussi, cette caracteristique a du etre retire des jeux d'essais, bien avant de creer les 
jeux d'entrainements. 
Une fois toutes ces transformations realisees, nous obtenons une vision plus 
claire des intrants et des caracteristiques utiles dans la resolution du probleme. Nous 
pouvons maintenant selectionner l'approche de resolution du probleme de 
maintenance des moteurs d'aeronefs qui se veut la plus efficace pour l'obtention des 
resultats attendus. 
4.2 Creation du modele de prediction 
Parmi les differentes techniques proposees au chapitre precedent, nous 
avons retenu le SVM pour sa capacite a aborder des problemes complexes et de 
grande taille, mais aussi pour sa facilite d'implantation. Nous avons tente 
egalement, prealablement de resoudre le probleme a l'aide des KNN, des arbres de 
decision, sans atteindre les resultats escomptes. 
Notre approche, se veut une approche hybride, puisque nous avons utilise 
conjointement un modele d'arbre decisionnel jumele au SVM. Nous obtenons ainsi 
la flexibilite necessaire dans le traitement d'une grande quantite de donnees, tout en 
s'assurant que les resultats obtenus s'approchent indeniablement des resultats 
escomptes. 
Globalement, la realisation du modele de prediction se deroule comme suit: 
on separe 1'historique de donnees normalisees en trois groupes. Chaque groupe est 
exporte dans un fichier independant comprenant l'en-tete necessaire a l'execution du 
SVM et la valeur de la classe cible, sauf pour le jeu de test, qui lui ne contient pas la 
valeur de la classe cible. Chaque fichier est soumis au SVM. Avec le jeu 
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d'entrainement, on verifie la fonction « Kernel » a utiliser et on applique cette 
fonction sur le jeu de validation. Si l'algorithme reussi avec un taux d'erreurs 
satisfaisant (inferieur a cinq pourcents), alors on l'execute sur le jeu de test. La 
classe ay ant le taux d'erreurs de classification le plus faible se verra ajoutee comme 
premiere feuille de notre arbre decisionnel. Un noeud feuille est un noeud sur lequel 
on ne peut appliquer d'autres scissions. On re-execute ensuite la separation des 
classes restantes a l'aide du SVM et a chaque fois on ajoute le noeud dans l'arbre 
decisionnel, jusqu'a l'obtention de toutes les feuilles. 
4.2.1 Creation des jeux d'observation 
L'ensemble des donnees normalisees est divise en deux parties: 80% pour 
former un jeu d'entrainement et le 20% restant pour former un jeu de validation. II 
faut compter aussi sur un jeu de test ayant une taille similaire au jeu de validation, 
mais qui contient des enregistrements differents des deux precedents. Ces jeux 
doivent etre formates pour le SVM et sauvegardes en format texte. 
Le jeu d'entrainement est concu tel que nous le montre la Figure 8 ci-
dessous: 
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^parameters 
#training set 
^examples 
format xy 
0.245706274 0 
421661409 0 
127584998 0 
046267087 0 
049071153 0 
0.123729408 0 
0.1468629S1 0 
0.119873817 0 
0.156677182 
0.029092184 
0.406940063 
0.131976866 
0.127584998 
0.208201893 
0.18401S824 
0.037153873 
678486998 0.460146937 0.403735632 0 1 
,718676123 0,606251733 0.S2S3S919S 0 0 
678486998 0.3074S7721 0.269396552 0 1 
1489361? 0.166343222 0.193103448 0 1 0 
14893617 0.215137233 0.244396552 0 1 0 
14893617 0.432284447 0.429382184 0.96 
,14893617 0.482741891 0,3>1408O46 0.8 1 
.14893617 S.328597172 0.321551724 0 1 0 
14893617 0.415927363 0.431178161 0.8 1 
14893617 0.415927363 0.431178161 0.8 1 
678486998 0.S6972SS34 0.565014368 0.4 
0.223662323 0.241954023 0 0 0.8 1 0 0. 
0.267881896 0.414511494 0 0.666666667 
0.335597449 0.347557471 0 1 0.8 0.9347 
0.57256723 0.553591954 1 6 0.8 0.93472 
.378250591 0.092874965 0.165804598 0 0 
21737 2 
26 2 
4504 2 
34 2 
27 2 
9693028 2 
8371 2 
625 2 
5435S4 2 
"aracteristique Classe cible 
Figure 8 - Le jeu d'entrainement 
Le jeu de validation ne differe pas beaucoup du jeu d'entrainement. Son en-
tete est differente, mais les donnees sont similaires, il s'agit de d'autres cas non 
rencontres encore dans le jeu d'entrainement. La figure 9 nous expose un exemple 
de jeu de validation: 
t Validate 23 - Notepad 
Be gdtt F&mat Sfiew tjetp 
^parameters 
# svm example set 
©examples 
dimension 23 
number 381 
b -0.87225902092S7255 
format xya 
0.132141605 1 0.170640421 0.162643678 0.48 
0.09533824000000003 0.14893617 0.109301358 
0.126533474 1 0.3788466870000001 0.36034482 
0.031195233 1 0.3249930690000001 0.36400862 
0.412197687 0.14893617 0.160451899 0.149137 
0.116719243 1 0.3073191020000001 0.3533045S 
0.032597266 0.14893617 0.03250623799999999 
0.199088679 1 0.630232881 0.66954023000000C 
0.073957238 1 0.4049764350000001 0.44130747 
0.139852787 1 0.3121014690000001 0.3387931C 
Figure 9 - Le jeu de validation 
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Dans le jeu de test, l'en-tete ne differe pas du jeu de validation, mais les 
enregistrements n'ont pas de classe cible attribuee. La Figure 10 nous presente un 
exemple de jeu de test: 
# svm example set 
©examples 
dimension 23 
number 464 
b 0.5207927791719068 
format xya 
0.116719243 1 0.3073191020000001 0.3533 
0.03259726599999999 0.14893617 0.032506 
0.04696810400000001 0.678486998 0.16668 
0.161233789 0.14893617 0.37510396500000 
0.146161935 1 0.149154422 0.216882184 0 
0.199088679 1 0.630232881 0.66954023000 
Figure 10 - Le jeu de test 
4.2.2 Appliquer le SVM sur les jeux d'observation 
Nous avons done cree des jeux d'observation, afin de tenter de separer les 
enregistrements en des groupes uniformes, a l'aide du SVM. Un jeu d'observation 
est constitue de 3 sous-ensembles: un jeu d'apprentissage, un jeu de validation et un 
jeu de test (Prediction de nouvelles valeurs). Dans les jeux d'apprentissage et de 
validation, la valeur cible est connue, alors que dans le jeu de test, l'algorithme doit 
lui-meme determiner la classe d'appartenance. 
Nous avons utilise le SVM specialement pour representer nos donnees dans 
un espace de deux dimensions et pour demontrer l'utilite des fonctions de 
« Kernel» dans le choix de la meilleure fonction. Pour evaluer la performance du 
SVM, une mesure de l'exactitude a ete effectuee: la classe associee aux 
enregistrements du jeu de test doit etre predite avec une marge d'erreur de moins de 
cinq pourcents. 
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Les etapes de notre methode de prediction sont les suivantes : 
1- Definir 1'ensemble d'apprentissage ; 
2- Definir 1'ensemble de validation : fichier validation.txt; 
3- Affecter une classe « y » a chaque enregistrement dans les jeux 
d'entrainement et de validation: y = 1 ou bien y = -1 lorsque Ton a deux 
classes ou bieny={l,2,3...n) lorsque Ton a n classes; 
4- Appliquer le SVM sur l'ensemble de donnees d'apprentissage (les jeux 
d'entrainement et de validation); 
5- Choisir la bonne fonction « Kernel » (le bon separateur parmi les 
fonctions proposees par le SVM); 
6- Appliquer le SVM pour calculer 1'exactitude, sur le jeu de test, afin de 
voir s'il a pu predire avec un minimum de cinq pourcents d'erreurs. 
7- Reiterer sur les classes non pures pour scinder en sous groupes plus 
uniformes. 
Dans chacun des tests effectues, nous avons fait varier le nombre de 
caracteristiques (dimensions) pour determiner quel modele serait le plus efficace 
pour bien classifier les evenements sur les moteurs. Ceci nous a permis d'isoler les 
caracteristiques les plus pertinentes, reduisant le plus possible les erreurs de 
classification. 
Nous allons regarder le coeur de la methode avec notre troisieme jeu d'essai incluant 
certaines des caracteristiques choisies. Comme les resultats precedents etaient 
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satisfaisants, pour separer les evenements de type Prevus, comparativement aux 
types imprevus, nous avons tente d'effectuer une classification/prediction sur un 
plus grand ensemble de donnees. Nous avons utilise les memes caracteristiques et la 
meme configuration SVM que dans le deuxieme jeu d'essai: 
Chaque enregistrement contient les caracteristiques suivantes: 
Table 3 - Liste des caracteristiques selectionnees 
CARACTERIST1QUE 
Days between events 
Political Belonging Normalized 
Engine Time Since New 
Engine Cycles Since New 
Time Between Overhaul 
Opr clas normalized 
Event C 3 Rating 
Engine age in days 
Sand 
Salt 
Volcano 
Pollution 
Elevation 
DESCRIPTION 
Le nombre de jours ecoules depuis le 
dernier evenement 
Le pays d'appartenance normalise 
Le nombre d'heures de vol depuis la 
mise en service du moteur 
Le nombre de cycles depuis la mise en 
service du moteur. 1 cycles = 1 
decollage + 1 atterrissage. 
Le nombre d'heures de vol entre les O/H 
La classe de l'operateur normalised 
Le « ranking » de l'evenement (le type 
de maintenance) 
L'age du moteur en nombre jours 
Le taux de sable moyen des regions ou 
ce moteur est utilise 
Le taux de sel moyen des regions ou ce 
moteur est utilise 
Le taux de volcans moyen des regions 
ou ce moteur est utilise 
Le taux de pollution moyen des regions 
ou ce moteur est utilise 
L'elevation moyenne en metres des 
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CARACTERISTIQl E ' DESCRIPTION 
Crude Oil Price USD 
S&P500 
Corp Profits US 
Interest Rates US 
WGDP 
USDCAD=X 
Nb of Engines 
MRT 
TRT 
AMU 
Target 
regions ou ce moteur est utilise. 
Le prix du baril de petrole en dollars US 
au moment de l'evenement 
La valeur du S&P500 au moment de 
l'evenement 
La valeur des profits corporatifs aux 
Etats-Unis au moment de l'evenement 
La valeur des taux d'interets aux Etats-
Unis au moment de l'evenement 
La valeur de l'indice de croissance 
mondiale au moment de l'evenement 
La valeur tu taux de change americain 
en dollars canadiens au moment de 
l'evenement 
Le nombre de moteurs en service par cet 
operateur 
L'usage mensuel du moteur en nombre 
d'heures de vol 
L'usage total du moteur depuis sa mise 
en service en nombre d'heures 
L'utilisation moyenne mensuelle du 
moteur en nombre d'heures 
La classe cible: l=Planned 2=Basic 
Unplanned 3=Non-Basic Unplanned 
Considerons ci-dessous les parametres du SVM, en utilisant la fonction 
« Kernel » DOT standard, sur 100 iterations (« runs »): 
Jeu: # svm example set 
Validation/Test. @examples 
Nb de caracteristiqu.es: dimension 23 
Nb d'enregistrementsv. number 771 
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Valeur de beta: b-0.1664645680990583 
Afin de savoir quel calibrage effectuer, il faut executer le SVM sur le jeu 
d'entrainement. La fonction contenant le moins d'erreurs de classification sera en 
tete de liste lorsque Ton trie le fichier en ordre decroissant (le fichier cree par le 
SVM contient la mention « -opt » ajoute au nom original). La Figure 11 nous 
montre un fichier « -opt» trie en ordre decroissant: 
rosoft Excel - Train23-opt 
Jl FicHer - §d<ptan 'JpmlSaKThser&in Formal Qutib Donnees Ferptrg 
**> x
 *ft.!iH*tSigg 
-J°^z3 
I Anal 
A2 
10 j*Lj* / , , S I • • 3 §! \Jt 
% * : 613344000000000000000 
a i • •» 080 *3§ M j M Ifc ' r • 
.A- l 
123 
M5E jC 
6.13E+20i 1 .OOEnfOB 
epsilon 
1.28E+16_ 
T 2 I E + I 6 ! 
100000! 
100000! 
1.46E+13] 
1.38E+13! 
T28E+13i 
8^2E+12l 
''•75OE+11 \ 
7^7E+1l | 
a21E+10! 
IME+CF 
1.00E+06J 
TODE+DBT 
Oil]' 
if 
IOI0I0I 
"Z. 10! 
1.00E406F 
0.001 
1 00E-05 
<:m 
nu 
0.4 
Jkernel 
1 
0.4 
l" 
11 
" "T 
10000 0.1! 
lX6£J)£'l!l°.lU5i?S!^L3. 
type jolyrionidegree 3 
type neural^ 
type neural 
a 0.9 
a1 
b0.8 
bO.6 
type polynom degree 6 
type polynomdegree 6 
type anova 
[type polynomdecjree 5 
type anova 
type neura[^ 
gamma 0.3 [degree 2 
gamma 0.3 I degree 1 
al.3 Tbl "~ 
Figure 11 - Le choix de la fonction de « Kernel» 
II est important de noter ces valeurs avant d'executer le SVM sur le jeu de 
validation et de test. II faut considerer le taux d'erreurs minimum (le MSE le plus 
petit), et s'assurer de noter les valeurs pour le C, epsilon, nu, et bien sur la fonction 
« Kernel» choisie ainsi que les parametres a et b lorsqu'ils sont presents. 
Cette fois-ci, les resultats etaient tout aussi impressionnants, sur 129 
enregistrements a predire, seuls ceux de la classe 3 ont obtenu des erreurs, mais si 
on observe bien, le SVM leur a quand meme assigne a tous la meme classe (ici, la 
valeur 1.5, au lieu de 3). Les autres jeux d'essai vous sont presentes en annexe E, 
p. 144. A premiere vue, lorsque nous conservons toutes les caracteristiques, nous 
obtenons un taux d'erreur particulierement eleve. Cependant, plus nous retirons de 
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caracteristiques qui ne semblent pas fournir d'information pertinente, le taux 
d'erreur semble baisser dramatiquement. 
4.2.3 Creation de I'arbre de decision hierarchique 
Nous aurions, graphiquement, la situation suivante, ou Ton peut bien voir 
l'arborescence dans l'utilisation des SVM pour resoudre le probleme multi-classes: 
Figure 12 - Arbre de decision hierarchique 
4.2.4 Repeter les eta pes precedentes et raffiner le modele 
Afin de completer la classification, nous devrions reutiliser le SVM sur 
l'ensemble des 2 classes isolees dans le nceud de droite pour obtenir la derniere 
scission. Nous ajoutons ensuite un nouveau noeud a I'arbre de decision 
prealablement construit: 
52 
SVM1 
SVM2 
Figure 13 - Arbre de decision hierarchique 
Si nous regardons le premier exemple dans les jeux d'essais, nous avons 
utilise les 31 caracteristiques et les resultats n'etaient pas concluants. Tous les 
exemples dans lesquels nous avons laisse la totalite des caracteristiques n'ont pas 
donne de bons resultats. II est done clair que le choix des caracteristiques joue un 
role plus qu'important dans l'atteinte de resultats pertinents. Si Ton regarde le 
quatrieme jeu, encore une fois, avec presque toutes les caracteristiques, il a obtenu 
beaucoup d'erreurs de prediction avec la meme variable cible que les exemples 2, 3 
ou 8, qui eux, utilisent un jeu reduit de caracteristiques et pour lesquels les erreurs 
de prediction sont d'un ordre beaucoup plus faible. 
Dans le dixieme exemple, nous avons utilise 26 caracteristiques. Le taux 
d'erreur etait beaucoup plus faible que nos jeux d'essais ayant plus de 
caracteristiques. La meme chose semble se produire dans le neuvieme jeu d'essai, 
ou nous avons obtenus un taux d'erreur relativement bas, mais non satisfaisant avec 
25 caracteristiques. Dans les exemples 2, 3 et 8, nous utilisons un jeu reduit de 
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caracteristiques. En utilisant 23 caracteristiques, nous obtenons de bons resultats 
pour separer les evenements prevus de ceux qui sont imprevus. Dans les jeux 5, 6, 
7, 9 et 10, nous tentons de separer l'ensemble sur le nombre de jours entre les 
evenements. Bien que nous soupconnions ce cas d'etre non lineairement separable, 
nous avons tente l'experience quand meme. En retirant des caracteristiques, d'un jeu 
a l'autre, 1'erreur de prediction diminue. 
Ceci nous a permis de selectionner les caracteristiques les plus influentes 
pour l'atteinte des resultats attendus. Ainsi la classification se fait sans erreur et le 
modele est robuste pour l'association de classes pour de nouveaux enregistrements 
(surtout si Ton utilise les caracteristiques des jeux d'essais 2, 3 et 8). 
54 
4.2.5 Utiliser le modele cree avec le jeu de validation pour p red ire 
les res u I tats du jeu de test 
Nous utilisons le modele de prediction (l'arbre de decision hierarchique) 
cree a l'aide du jeu de validation pour predire la valeur de la classe associee a 
chaque enregistrement du jeu de test. En regardant l'arborescence, nous savons sur 
quelles classes effectuer la premiere scission: il faut separer la classe 1 (les BPRs 
ayant en moyenne 567 heures de vol depuis leur dernier evenement). Si le taux 
d'erreurs est satisfaisant (done, sous le minimum de cinq pourcents en comparant la 
valeur de la prediction donnee avec celle attendue), on re-execute le SVM sur les 
deux classes restantes pour separer les BURs ayant en moyenne 410 de vol depuis 
leur dernier evenement des BUOs ayant en moyenne 386 de vol depuis leur dernier 
evenement. Si l'algorithme obtient un taux d'erreurs inferieur a cinq pourcents pour 
separer toutes les classes, alors il peut etre utilise comme modele de prediction pour 
les futures visites en usines. II est possible de passer a la phase d'implantation. 
Evidemment, si les donnees concernant les moteurs changent dans les sources de 
donnees (un nouveau moteur s'ajoute, par exemple), alors il faut repartir des sources 
et creer un nouveau modele, sinon les previsions de l'ancien modele s'effectueront 
avec les anciennes donnees sur lesquelles le modele a ete cree. 
4.3 Extrants 
La reponse attendue du systeme se veut assez simple. L'entreprise a besoin 
de savoir, pour un moteur precis, dans combien de temps (en termes de nombre 
d'heures de vol) aura lieu la prochaine visite en usine et quelle sera la maintenance a 
effectuer (selon les types predefinis: BUR, NUR, etc). Le resultat peut par contre 
s'exprimer de plusieurs facons, en utilisant une technique hybride basee sur le SVM, 
alors nous obtiendrons une classe en sortie, regroupant tous les moteurs susceptibles 
de reagir de la meme maniere (done ayant sensiblement les memes maintenances 
aux memes nombres d'heures). 
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Chaque feuille (classe) de l'arbre decisionnel hierarchique contient deux 
informations: le type de maintenance et quand elle aura lieu. II s'agit de notre sortie 
finale. Le type est connu directement, puisqu'il est unique a tous les elements de la 
classe. Le nombre d'heures de vol moyen est ensuite calculable en utilisant les 
caracteristiques « Days between events » des membres de cette classe. Nous 
obtenons ainsi, par exemple, la prevision qu'un BPR risque de se produire 
(lorsqu'un enregistrement est classe dans la classe 1 de la figure 12 par exemple) et 
comme la moyenne du nombre de jours entre les evenements de ce type est de 567 
heures, cet evenement risque de se produire dans 567 heures. 
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Chapitre 5 - Etude experimentale 
5.1 Un exemple concret d'application 
Suivons un exemple depuis le debut, sur un modele specifique. Nous devons 
suivre les etapes definies dans les intrants et s'assurer de choisir les bonnes sources 
d'information. La definition de chacune des etapes avec les donnees reelles est 
presentee en annexe F, p. 161. 
Une fois toutes les donnees connues, il faut effectuer la conversion des 
valeurs categorielles en valeurs numeriques. Nous obtenons un tableau similaire a 
celui-ci: 
Numero Normalized SN Days between events Political Belt Engine Time Since New Engine TSN Recorded Date Engine Cycles Since New Time Between O Time Since Overhaul 
1 211 
2 211 
3 211 
4 208 
5 211 
6 210 
7 210 
346 
106 
147 
473 
430 
581 
224 
0.4380 
0.0780 
0.3020 
0.0780 
0.4380 
0.4380 
0.4380 
4434 
469 
2405 
5412 
2152 
9093 
5843 
25/04/04 
15/10/01 
15/05/03 
06/11/04 
19/12/02 
16/06/06 
12/11/04 
4918 
441 
3024 
5152 
3019 
9320 
6143 
12500 
6000 
6000 
6000 
6000 
6000 
0 
2184 
0 
0 
0 
Figure 14 - Donnees converties 
Ensuite, il faut normaliser les donnees, a l'aide de la normalisation min-max, 
afin d'obtenir un tableau dont les valeurs se situent dans l'intervalle [0,1], comme 
dans l'exemple suivant: 
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Numero 
0 
0.0012987 
0.00649351 
0.00779221 
0.00909091 
0.01038961 
0.01168831 
0.01428571 
0.01558442 
0.01818182 
Normalized SN 
0.823529412 
0.823529412 
0.819607843 
0.819607643 
0.819607843 
0.823529412 
0.819607843 
0.811764706 
0.811764706 
0.819607843 
Days betwee Polit ical Belc 
0.11671924 
0.03259727 
0.19908868 
0.07395724 
0.13985279 
0.06168945 
0.06694707 
0.15878023 
0.09533824 
0.13214161 
1 
0.14893617 
1 
1 
1 
1 
0.14893617 
0.14893617 
0.14893617 
1 
Engine Time 
0.3073191 
0.03250624 
0.63023288 
0.40497643 
0.31210147 
0.36027169 
0.06986415 
0.22373163 
0.10930136 
0.17064042 
Engine TSN I 
0.60606061 
0.28822314 
0.87534435 
0.67527548 
0.5981405 
0.6707989 
0.3219697 
0.51033058 
0.34986226 
0.45626722 
Engine Cycle Tim 
0.3533046 
0.03168103 
0.66954023 
0.44130747 
0.3387931 
0.4200431 
0.06666667 
0.23505747 
0.11436782 
0.16264368 
e Betwee Time 
1 
0 
0.48 
0.48 
0.48 
1 
0 
0.48 
0 
0.48 
Since C Cycles Since 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Mormalized I 
0.67256637 
0.59292035 
0.15044248 
0.05309735 
0.6460177 
0.46017699 
0.34513274 
0.76106195 
033628319 
0.62831858 
Figure 15 - Donnees normalisees 
On doit preparer ensuite 3 jeux d'essais: un jeu d'entrainement, un jeu de 
validation et un jeu de test. En commencant par le jeu d'entrainement, nous pouvons 
determiner quelle sera la fonction a utiliser. Habituellement, nous choisissons celle 
qui indique le plus bas taux d'erreur de classification. 
Regardons les resultats du SVM sur notre ensemble d'entrainement: 
. MSE 
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:type radial jammaJOOO; 
:type anova gamma 0.8 degree 4 
_ ....'!ffl§.i®c'^i ,9a.mm? QJi 
•type radial gamma 100 
type radial jamma 0.05 . 
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Figure 16 - Resultats du SVM pour le choix d'une fonction « Kernel» 
Ici, la fonction surlignee est celle ayant le taux d'erreur (MSE) le plus bas, 
soit de 6.66E-09. 
Nous prenons alors les donnees du jeu de validation en utilisant cette 
fonction (ici, le type defini est radial, avec un gamma de 100, epsilon de 10000 et 
nude 1-06). 
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Nous obtenons cette fois-ci, des resultats s'approchant des resultats attendus: 
Target # examples y: 
1.43638 
1.23852 
1.47603 
1.20871 
1.40547 
1.29924 
1.45679 
1.28952 
1.16778 
1.2245 
1.44361 
1.38229 
1.45683 
1.24336 
1.36421 
1.35827 
2.13903 
2.27066 
2.18892 
2.19415 
2.05686 
1.77689 
2.22334 
2.2026 
Figure 17 - Resultats du Jeu de Validation 
II ne nous reste ensuite qu'a repeter l'operation avec un jeu de test, qui soit 
compose de valeurs non utilisees pour 1'entrainement et la validation, pour 
lesquelles la valeur cible n'est pas connue. Nous obtenons des resultats similaires a 
ceux-ci: 
# examples ys 
1.11094 -* Classe 1 
0.988801 -» Classe 1 
1.04764-» Classe 1 
1.10384-» Classe 1 
1.97677-» Classe 2 
1.0524 -» Classe 1 
Lorsque nous utilisons 31 dimensions sur les donnees (31 des champs les 
plus influents), si nous abordons la resolution dans ces parametres: 
Table 4 - Parametres d'execution exemple 1 
MSE 
4.06E-08 
C 
10000 
epsilon 
1.00E-06 
nu 
1E-06 
kernel 
type radial gamma 100 
Jeu:" Validate AIINorm " 
Nous obtenons les resultats suivants: 
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Table 5 - Resultats de l'exemple 1 
Target 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
Results 
-306.243 
-182.517 
-96.0364 
-312.546 
-171.809 
-254.207 
-79.5682 
-83.879 
-39.0051 
-123.593 
44.5345 
-99.4542 
-37.5184 
-164.62 
577.53 
25.9151 
38.8458 
134.143 
235.345 
120.754 
-5.23915 
-79.7061 
39.2816 
24.1792 
delta 
307.243 
183.517 
97.0364 
313.546 
172.809 
255.207 
80.5682 
84.879 
40.0051 
124.593 
-43.5345 
100.4542 
39.5184 
166.62 
-575.53 
-23.9151 
-36.8458 
-132.143 
-233.345 
-117.754 
8.23915 
82.7061 
-36.2816 
-21.1792 
Par contre, avec les parametres suivant, la solution s'ameliore de beaucoup: 
Table 6 - Parametres d'execution exemple 2 
MSE 
4.35E-08 
C 
1000 
epsilon 
0.0001 
nu 
n/a 
kernel 
type radial gamma 10 
Jeu: "Validate Complete - Normalized" 
Puisque Ton peut ensuite remarquer une separation beaucoup plus evidente 
et claire: 
Table 7- Resultats de l'exemple 2 
Target 
1 
1 
1 
Results 
1.00004 
1.00014 
0.999718 
Delta 
0% 
0% 
0% 
Target 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
Results Delta 
1.00038 
0.999903 
0.999891 
0.999757 
0.999984 
0.99998 
0.999979 
1.00003 
0.99959 
1.00001 
0.999685 
0.999934 
1.00018 
2.00041 
2.00014 
1.99988 
2.00045 
2.00021 
1.99996 
2.00007 
2.00007 
1.9999 
1.99996 
1.50005 
1.49974 
1.50001 
1.49985 
1.5 
1.4997 
1.49998 
1.49996 
1.50005 
1.50066 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
Puisque le SVM effectue des scissions binaires, une approche « diviser pour 
regner » peut s'averer tres efficace pour scinder des groupes de plus de 2 classes, 
comme nous pouvons le constater dans le schema suivant, presente a la figure 18. 
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Figure 18 - Arbre hierarchique 
Les memes resultats peuvent etre constates avec seulement 23 dimensions, si 
nous utilisons les parametres suivants: 
Table 8 - Parametres d'execution exemple 3 
MSE 
4.35E-08 
C 
1000 
epsilon 
0.0001 
nu 
n/a 
kernel 
type radial gamma 2 
Jeii: "Validate Complete - Normalized" 
Et aussi avec 24 dimensions, sur le jeu suivant "Validate 24dim - Normalized", 
mais avec les parametres standards. Les deux nous offrent des resultats similaires: 
Table 9 - Resultats de I'exemple 3 
Target 
2 
2 
2 
Results 
1.00004 
1.00014 
0.999718 
1.00038 
0.999903 
0.999891 
2.00053 
2.00003 
2.00015 
Delta 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
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TargM 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
•to&&&k-'-:;'J 
2.00002 
2.00015 
1.99998 
1.99994 
2.00054 
1.49998 
1.49996 
1.50005 
1.50066 
1.49944 
1.49994 
1.49978 
rltefaK'; -•->-:-
0% 
0% 
0% 
0% 
0% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
Si Ton augmente drastiquement le nombre de classes, alors la l'algorithme 
n'y parvient plus, comme dans les resultats suivants: 
Table 10 - Resultats en augmentant le nombre de classes 
Target 
4 
8 
8 
2 
8 
2 
4 
4 
# examples 
ys 1 
1.24E+07 
4.93E+07 
1.29E+08 
5.91 E+07 
-8.42E+07 
1.98E+08 
2.92E+08 
-1.03E+08 
# examples 
ys2 
-6.34E+06 
7.28E+06 
6.76E+06 
-8.81 E+06 
7.71 E+06 
-2.76E+06 
-3.80E+06 
-6.25E+06 
5.2 Comparaisons 
Nous pouvons regarder les resultats obtenus avec d'autres algorithmes 
utilises pour resoudre le probleme propose, ou encore, d'autres resultats obtenus 
avec la methode du SVM. 
Plusieurs essais ont ete effectues a l'aide de la technique du « K-mean » (les 
K plus proches voisins). En utilisant le meme modele de moteur que celui utilise 
pour le dernier exemple avec le SVM, voici ce que nous avons obtenu: 
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Les tests ont ete effectues sur un intervalle de 30 classes, afin de determiner 
combien de classes l'algorithme detecte dans les donnees. Les resultats ne sont pas 
satisfaisants lorsqu'il s'agit d'un nombre de classes inferieur a l l classes. Aucune 
des classes n'est separee efficacement, avec un taux superieur a 95% de purete. 
Cependant, lorsque nous avons 11 classes, il parvient a detecter une des classes 
avec un niveau de purete de 100% (les evenements de type NUR). Le meme 
scenario se repete ainsi pour un nombre de classes inferieur a 15. Par la suite, il 
parvient a detecter une nouvelle classes avec un taux de 100% (les evenements de 
type BPR). Encore une fois, le scenario se repete si Ton augmente le nombre de 
classes, mais lorsque nous atteignons 19 classes, il detecte 2 classes similaires avec 
un taux de 100% (les evenements NUR, se separent en 2 classes, 1'algorithme 
detecte toujours les BPR aussi). Ce meme schema se repete ensuite, puis avec 22 
classes, il detecte 3 classes similaires pour les BPR maintenant. Le tout se 
complique plus on ajoute de nouvelles classes, si bien qu'avec 30 classes il detecte 
les groupes suivants (avec un taux de purete superieur ou egal a 95%): 
7 classes de BPR, 3 classes de BUR, 2 classes de NUR, mais aucune ne 
contenant que des BUO ou des BPO. 
Dans aucun des cas, le temps n'est respecte dans l'attribution des classes. 
Table 11 - Moyenne et Ecart-type des CSN 
* Cycles Since Overhaul 
* Moyenne = 731,402 
* Ecart-type = 791,595 
Avec un ecart-type superieur a la moyenne, les donnees sont tres dispersees. 
Ceci ne constitue pas un bon exemple de classement pouvant nous aider a 
solutionner le probleme initial. 
Des tests ont ete ensuite effectues avec tous les types de modeles, afin de 
verifier si la quantite de donnees historiques pouvait influencer la separation des 
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classes. Toujours en utilisant le « K-mean », et en utilisant les donnees sur les 
visites en usines passees, ainsi que les donnees environnementales, pour un nombre 
de classes egal a 10, il ne detecte que les BPR. 
Sur 5 classes, en substituant les donnees environnementales par les donnees 
macro-economiques, il parvient a detecter les BUR, mais le taux de purete des BPR 
baisse de 3.15%. Cependant, si nous elevons le nombre de classes a 10, avec les 
memes donnees, cette fois-ci nous obtenons 3 classes de BUR, 3 classes de BPR et 
2 classes de NUR. 
Meme en ne prenant que les evenements prevus, sur 5 classes, le « K-
mean », detecte 2 classes de BPO et 3 classes de BPR. Sans toutefois effectuer une 
bonne separation sur le temps. II en est de meme avec 10 classes. En utilisant 
seulement les evenements non prevus, sur 5 classes, le « K-mean » detecte 2 classes 
de BUR, 2 classes de NUR et une classe de BUO. II en est sensiblement de meme 
avec 10 classes. 
D'autres tests ont ete effectues a l'aide de ralgorithme de « clusterization » 
du logiciel SPSS. En considerant l'historique au complet, ralgorithme a de la 
difficulte a separer les « clusters »jusqu'au nombre de 8. A partir de ce nombre, il 
associe ensemble certains evenements au lieu de percevoir toutes les classes comme 
distinctes. II joint ensemble les BPO et les BPR, puis dans une autre classe il joint 
les BUO et les BUR ainsi que les NUO et les NUR. Si on augmente ensuite le 
nombre de classes, les resultats sont plutot similaires. L'algorithme ne parvient pas a 
effectuer une separation qui soit efficace pour ce que nous tentons de resoudre. 
Afin de verifier de nouveau ralgorithme du SPSS, nous avons utilise un 
ensemble reduit d'evenements. Sur un ensemble de 2 a 10 classes, il ne parvient pas 
a effectuer une separation qui soit efficace. Des tests ont egalement ete faits pour 
tenter de separer sur le temps entre les evenements (en nombre d'heures de vol qui 
soit Zero, « Low », « Std » et « High »). Sur un ensemble de 2 a 10 classes, encore 
une fois, rien n'est concluant en termes de separation efficace. Un second test relatif 
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au temps a ete effectue, en utilisant plus d'enregistrements, mais encore une fois, 
sans succes. Les resultats sont similaires a l'exemple precedent. 
Cinq autres tests ont ete effectues, en considerant les evenements et le 
temps. Aucun d'eux n'a revele de resultats satisfaisants. On peut voir le tableau des 
resultats en annexe E.l 1, pi57. 
En utilisant le SPSS pour les arbres de decision, alors nous observons une 
separation possible pour ce qui touche le nombre de jours entre les evenements (le 
temps). En considerant seulement 2 classes, nous percevons deja une separation 
apparente: 
Lorsque la distance est faible entre la moyenne et l'ecart-type, cela signifie que les 
donnees sont regroupees. Si, de plus, la moyenne est egale a 1'ecart-type, cela 
signifie que les donnees sont tres dispersees. Si jamais l'ecart-type est plus grand 
que la moyenne, alors la il y a beaucoup de donnees ayant une valeur faible pour 
une ou quelques autres donnees qui ont une valeur elevee. 
Nous avons observe ceci sur la premiere classe: 
Table 12 - Comparatif des moyennes et ecarts-types sur 5 caracteristiques (classe 1) 
401 Enregisirements Moyenne 
*AMU 
* Corp Profits US 
* Crude Oil Price USD 
* Cycles Since Overhaul 
* Days between events 
0.556 
0.533 
0.528 
0.002 
0.184 
Ecart-type 
0.154 
0.234 
0.239 
0.184 
0.136 
Diff. 
0.402 
0.299 
0.289 
-0.182 
0.048 
La caracteristique temps, est la seule pour laquelle la valeur de la moyenne 
est proche de la valeur de l'ecart-type. Done les donnees se ressemblent beaucoup 
selon la separation effectuee. La meme observation s'effectue sur la deuxieme 
classe: 
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Table 13 -Comparatif des moyennes et ecarts-types sur la caracteristique la plus influente 
(classe 2) 
401 Enregistrements 
* Days between events 
Moyenne . Ecart-type 
0 151 0 068 
Diff. 
0 083 
II s'agit encore de la difference la plus faible constatee. 
5.3 Analyses de performance 
Avec ralgorithme du « K-mean », pour les resultats discutes a la section 2, 
voici les informations relatives a la performance. 
Avec un total de 20 dimensions (Historique de visites en usine et facteurs 
environnementaux), pour separer l'ensemble en 10 classes, ralgorithme fait 9 
iterations. Pour separer l'ensemble en 5 classes (Historique de visites en usine et 
facteurs environnementaux), il effectue 6 iterations. 
Si nous utilisons seulement les 14 dimensions relatives a l'historique de 
visites en usines, afin de separer l'ensemble en 5 classes, alors ralgorithme effectue 
12 iterations. Si Ton augmente le nombre de classes a 10, pour les memes donnees, 
alors ralgorithme doit effectuer 14 iterations. 
En ajoutant les donnees macro-economiques a l'historique de visites en 
usine, alors le nombre d'iteration diminue a l l . Pour les memes donnees, sur 5 
classes plutot que 10, il doit effectuer 10 iterations, encore en 1 seconde. 
Advenant le cas ou nous diminuons le nombre de dimensions pour n'utiliser 
que les donnees relatives aux evenements imprevus, alors le nombre d'iterations 
grimpea 18. 
II est done assez difficile d'atteindre les limites de cet algorithme, le delai 
pour resoudre un probleme est assez court, mais d'un autre cote, les resultats 
obtenus ne concordaient pas necessairement avec ceux attendus. 
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Pour ce qui est du SVM, plusieurs tests ont ete effectues, au meme titre que 
ceux sur le « K-mean ». Les resultats relatifs a la performance varient aussi, selon le 
nombre de dimensions des donnees, le nombre d'iterations que devra traiter 
ralgorithme et le nombre d'enregistrements. 
Lorsque nous avons 380 enregistrements, ayant chacun 28 dimensions, 
ralgorithme effectue 10 iterations. C'est beaucoup plus qu'il n'en faut au « K-mean » 
pour resoudre un probleme similaire, cependant, le SVM arrive avec des resultats 
tres pres de ceux attendus. 
Revenons a 24 dimensions, si nous utilisons 648 enregistrements, 
l'algorithme s'effectue sur 2 minutes 40 secondes. De plus, ralgorithme donne de 
bons resultats tres pres de ce que Ton attend. 
Avec 580 enregistrements de 30 dimensions chacun, sur 1 iteration, alors il 
s'effectue sur 3 minutes 8 secondes. En ramenant le nombre de dimensions vraiment 
bas, de l'ordre de 4, alors il s'effectue sur 1 minute 55 secondes. Cependant, dans les 
deux cas, les resultats ne sont guere satisfaisants. De plus, si nous augmentons le 
nombre d'iterations a 6, le delai s'allonge et pour 10 iterations, l'algorithme ne 
termine pas correctement, il agit ainsi jusqu'a au moins 100 iterations. Nous n'avons 
pas pousse plus loin les essais. 
En utilisant de nouveau SPSS, afin d'utiliser l'algorithme de « clustering » 
hierarchique, voici les performances obtenues: 
II lui a fallu 5 minutes pour traiter 606 enregistrements non normalises, 
ayant chacun 74 dimensions. Evidemment, les resultats ne sont pas tres 
satisfaisants. II met une seule minute si le nombre de dimensions est de 30. Dans ce 
cas, les resultats sont encore plus difficilement interpretables. [DataSet2] 
"G:\PWC\Juin 2008\11 JUIN 2008 SPSSX06-06-08 - historique complet 
+DBE 2.sav" 
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On peut representer les parametres t (Temps), nb.ite (Nombre d'iterations 
« runs ») et dim (dimension) sur les derniers essais graphiquement aux figures 19 et 
20. 
580 Enr. 2 classes t en plus SVM 
nb.ite 
dim 
t 
Polynomial (dim) 
Polynomial (nb.ite) 
Figure 19 - Parametres trtes en nombre croissant de dimensions (nb de caracteristiques 
utilisees) 
580 Enr. 2 classes t en plus SVM 
i nb.ite 
idim 
t 
-Polynomial (dim) 
-Polynomial (nb.ite) 
Figure 20 - Parametres tries en nombre croissant d'iterations 
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Figure 21 - courbe de temps sur les essais SVM tries par nombre croissant d'enregistrements 
En termes de performances, il est clair que l'element cle demeure 
principalement le temps d'execution d'un algorithme, sur sensiblement les memes 
jeux de donnees. On remarque qu'avec la methode du SVM, deux elements 
influencent directement le temps d'execution. lis sont presentes graphiquement a la 
figure 21. II s'agit d'abord de la dimension des donnees; plus le nombre de 
dimensions est faible, plus il sera difficile de separer un ensemble en plusieurs 
groupes et ralgorithme aura besoin de beaucoup de temps pour s'effectuer. Ensuite, 
le nombre d'iteration; plus le nombre d'iteration a effectuer est eleve, plus il faudra 
du temps pour que ralgorithme s'execute. Si nous poussons ces deux derniers 
exemples a l'extreme, alors ralgorithme ne se termine pas normalement. Si Ton s'en 
tient au bon equilibre entre le nombre de dimensions suffisantes et un bon nombre 
d'iteration, ralgorithme donne des resultats satisfaisants. 
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Chapitre 6 - Conclusion 
6.1 Conclusion et travaux futurs 
Dans ce travail, nous avons, d'un cote, presente notre problematique liee a 
un domaine industriel tres important qu'est l'aeronautique et, d'un autre cote, 
integre la technique de classification basee sur l'approche du « Support Vector 
Machines » pour resoudre la partie essentielle de notre projet. Plusieurs 
implementations du SVM existent deja et sont disponibles sur le web. Une liste de 
realisations de SVM se trouve a : 
http://www.kernel-machines.org/software.html; 
http://svmlight.joachims.org/; 
http ://asi .insa-rouen. fr/enseignants/~arakotom/toolbox/index .html 
Nous avons developpe un logiciel sous l'environnement oracle avec 
l'integration du SVM, permettant d'effectuer les taches de classification et de 
prediction dans les bases de donnees de grande dimension. 
De tout ce qui precede et au complement de la tache de classification, le 
SVM est concu aussi pour accomplir les taches de « clustering » et de regression. 
La tache de regression est notre sujet d'etude dans laquelle nous integrons le SVM 
pour resoudre le probleme de prediction des visites des moteurs a l'atelier de 
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maintenance. C'est-a-dire la prediction d'une variable par rapport a plusieurs autres 
variables (regression simple et multi variee). Ceci constitue une nouvelle technique 
que nous avons appliquee sur la construction de notre modele, qui consiste en la 
combinaison du SVM et les arbres de decision pour etablir une classification et en 
meme temps extraire les regies de decision qui nous permettent la prediction des 
visites en fonction de ces variables. 
Afin de s'assurer des performances du modele, ainsi que de son efficacite a 
resoudre le probleme propose, nous avons effectue plusieurs tests impliquant 
chacun plusieurs jeux de donnees. Chaque jeu ayant des specifications bien 
differentes des autres, nous tentions de separer l'ensemble d'evenements selon 
plusieurs cibles egalement, afin de verifier les limites de ralgorithme. Bien entendu, 
avec un nombre de dimensions egal a 23, ou 28 [voir resultats chap.4, p.53], le 
SVM donne d'excellents resultats pour notre probleme de maintenance de moteurs 
d'aeronefs, mieux que ne le fait le « K-mean » et l'algorithme des Kppv, sur les 
memes jeux de donnees. Sur l'aspect type de maintenance a accomplir, maintenant, 
le SVM domine les arbres de decisions, qui nous donnaient des modeles 
compliques, toujours aux limites de notre comprehension vu le nombre de 
dimensions impliquees. Les classes resultantes n'affichaient pas necessairement les 
relations de ressemblances attendues entre les enregistrements d'une meme classe. 
La ou les arbres de decisions ont joue un role determinant, c'est dans leur capacite 
de resoudre la dimension liee au temps (on peut relire au chap. 4 p. 66). 
Ce modele s'avere etre le plus performant des algorithmes evalues pour 
trouver une solution au probleme propose. Bien sur, beaucoup de travail reste 
encore a faire pour bien « fonder » cette methode comme nouvelle technique 
hybride de classification/prediction en forage de donnees. Ainsi, un arbre de 
decision qui peut se construire de plusieurs facons, aura maintenant des machines a 
vecteur de support comme noeuds de scission, cela augmente de beaucoup son 
efficacite sur les problemes de grande taille. 
72 
Ce projet a dure deux ans et il faudrait encore quelques annees pour 
effectuer une comparaison qui soit juste et valable, sur un autre probleme similaire. 
Ceci reste une piste qui aura certes besoin de developpements avant d'atteindre la 
maturite. Imaginez le pouvoir de classification/prediction actuel quadruple, 
comment cette percee pourrait faire avancer d'autres domaines comme l'etude du 
genome humain, les classifications d'especes, de planetes et systemes solaires, 
d'oeuvres musicales... 
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Annexe A - Les differentes sources de donnees 
disponibles et la description du contenu de chacune 
d'elles. 
A.1 Service Bulletins 
Format: Documents PDF 
Contenu: Le concept modulaire, les intervalles d'entretiens suggeres (TBO, 
HSI), le temps de service des lames de turbines et de certains accessoires. 
^ ^ SERVICE BULLETIN 
P&WC a.B. No. 1BQ03 
TURBOPROP ENGINE 
OPERATING TIME BETWEEN OVERHAULS AND HOT SECTION INSPECTION FREQUENCY 
3. AceoflTpfiShment instructions fCont'd) 
TABLE 1, 
Mode! 
— " 6 8 
S8A 
Gas Generator Module 
P/N 3047000 
P/N 312B333 
Power Secfeon Module 
PVN 3047200 
PIN 3130334 
(3) Each module may be maintained at ils own hard time schedule. 
8 . Time Between Overhaul ( ISO) Recommendations: 
NOTE; 1. industry TBO is the Pratt & Whitney Canada Inc. recommended TBO per this 
service bulletin Which is applicable to all operators. 
NOTE: 2. Fleet TBO is the TBO level which individual operators have attained for 
engines of the same model in their possession only. 
(1) Rotor component fife limitations outlined m the latest revision of P&WC S.8. 
No. 18002 overrate TBO considerations, 
(2] For new operators of S8 and 88A engines with no prior PT6 engine 
experience, it ts reoor...,,„..jed that igine be sampled at 4500 hours. 
(3) For operators not on an approved modular program and for m&Jary operators, the 
currently recommended industry TBO for all PTRA-68 and PT6A-68A engines is 
4500 hours. 
(4) For operators on an approved modular program, the initiustry TBO for the two 
modules are: 
TABLE 2. 
Mode! 
— «e 
68A 
Gas Generator Module 
4500 
4500 
Power Section Module 
4S00 
4500 
(5) Basic engine accessories as defined in the applicable illustrated Parts Catalogs 
may be operated to the enginetoiodute TBO pfus 500 hours. Where accessories 
are removed for shop repair and subsequently reinstated, operating time since new 
or ovemaui must be recorded on the repair tag. 
C. Hot Section Inspection |HS!) Frequency Recommendations: 
(1 i All €8 engines shall be operated to a scheduled hot section inspection 
fre>, j not to exceed 2250 hours-
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3„ Accomplishment instructions (Cont'd) 
{2) Alternatively, the scheduled BSf interval may be based on Engine Condition Trend 
Monitoring in accordance with Engine Condition Trend f^onstofing Aratlyticaf Guide 
Manual P/N 3G43607. However, if the fa * i trend monitoring method is used, the hot 
section shall be inspected with a borescope at the nearest convenient feme (i.e. fui 
nozzle inspection) prior to 225G hows and at subsequent intervals not to exceed 
503 hours unSI a hot section inspection is accomplished. 
A.2 Maintenance Manuals 
Format: Documents PDF 
Contenu: Les cycles de vie des pieces, les intervalles d'entretiens suggeres 
(TBO, HSI) 
SCHEDULED MAINTENANCE CHECKS 
1. General 
This section gives more detafe of the inspection and maintenance tasks which are 
necessary at t i e times given fei Chapter 05-10-00 (Task 05-10-00490-802). It also: refers to 
the Ml procedure included in Ms Engine Manual. 
Table 1 gwes the maintenance checks for engines on a hard-time maintenance program. 
Table 2 gives the maintenance cheete for engines on an on-condifan maintenance program. 
The engine is removed from the aircraft: when one niodole/submodute is defective. Refer 
to Table 2 to get instructions for the defective ntodufafetlsrmxJuJe and for araljfsis of the 
serwceabSe rmriute/submodule. 
TABLE 1, Scheduled Maintenance Checks for Engine on Hard-Time 
AREA 
INSPECTION? 
TASK' REFERENCE 
Overhaul 
Engine 
Reduction Gearbox 
Heavy Maintenance 
Hot Section inspeden 
Specific Repair 
LimitecHife Parts 
Disassemble, clean and do a 
fu l inspection of the detail 
partes. Do the applicable 
repass and reassemble the 
Disassemble, clean and * a 
full inspection of the detail 
parts. Do the applicable 
repairs and reassemble the 
Disassemble the engine rear 
end up to the HP stubshaft. 
Do a M l inspection on a l 
parts and repair damaged 
parts. Reassemble the rear 
end of the enghe. 
Remove affected module, 
dteasserabte to get access to 
the detsH parts affected and 
do the applicable inspections 
and repairs. Reassemble 
and instsi the module. 
Disassemble the engine 
sufficiently to get access and 
replace the thie-expired* 
cofflponerfe. 
72-00-11 thru 724)0-53 to 
separate modules 
72-11-00 thru 72-53-00 to do 
the overhaul 
72-00-11 to remove gearbox 
72-11-00 to do the overhaul 
72-00-00 
irtspectton/ChecMM 
(Task 72-00-00-280-811) 
72-00-11 thru 72-00-53 for 
remowaWrsteJIafion of 
affected module 
72-11-00 thru 72-53-00 to 
disassemble affected parts, 
inspections, repairs and 
reassembly 
72-00-00 
inspecfian/ChecEc-OS 
(Task 72-00-00-280-830) 
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A.3 Shop Visit Historical Data (TRAC, TRS) 
Format: Base de donnees reliee a un systeme SAS 
Contenu: La liste des evenements passes, leur type, leur description et le 
nombre d'heure de vol. 
A.4 Warranty Data 
Format: Base de donnees reliee a un systeme UNIX (Oracle) 
Contenu: La liste des reclamations de garanties, leur type, leur description et 
le nombre d'heure de vol. 
A.5 Part Sales Data 
Format: Base de donnees reliee a un systeme UNIX (Oracle) 
Contenu: La liste des transactions de pieces, leur numero et leur description. 
A.6 Modeles de prevision de chaque departement 
Format: Fichiers MS Excel et MS Word. 
Contenu: La methode employee pour estimer le nombre d'evenements sur un 
modele ou une famille de modeles precis 
A.6.1 Exemple de modele de prediction actuel fait sur MS 
Excel (L'anglais est utilise dans I'industrie): 
« This current model has been created with MS Excel spreadsheets. Inside a 
workbook, there are 5 tabs involved in the creation of the model. Here is the 
description of each tab and their cells: 
Sheet "Crashed - 25": The list of crashed engines - Engines involved in 
crashes are no longer flying, so will not require any future repairs or overhauls. 
Involving these fields: 
Engine Serial Number, Engine Model, Operator Name, Engine Disposition, 
Removal Category, Removal Type, Flight Effect, Substantiation, State/Province, 
Symptom, Condition, Engine Comment, Engine Time Since New, Engine TSN 
Recorded Date, Time Since Overhaul, Extended Module Operation Hours, Engine 
Average Monthly Utilization, Extended time to 31 Dec 06. 
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Then Calculation of: Extended Module Operation Hours + (6*Engine 
Average Monthly Utilization) And Calculation of: Extended time to 31 Dec 06 > 
3500 then YES else NO 
New Not Installed - 37: List of the new engines, not installed yet - These 
engines are not mounted on an aircraft yet, so will not be accumulating any flying 
hours, so they will not be included in any future repairs or overhauls. Once 
mounted on an aircraft, they then become part of the fleet of other engines. 
Involving these fields: 
Engine Serial Number, Engine Model, Operator Name, Engine Disposition, 
Removal Category, Removal Type, Flight Effect, Substantiation, State/Province, 
Symptom, Condition, Engine Comment, Engine Time Since New, Engine TSN 
Recorded Date, Time Since Overhaul, Extended Module Operation Hours, Engine 
Average Monthly Utilization, Extended time to 31 Dec 06. 
Calculation of Extended time to 31 Dec 06 > 3500 then YES else NO 
Sheet 2: The forecasting model itself involving these fields, separated in 2 
tables: 
Year 2002 (thru 2011) Actual / Forecast Current # of engines, Feb 2004 
Original Projection of# ofEngs Flying, 16 Sep 05 Estimate of# of engines flying, 
Actual / Forecast Engine Deliveries. Calculation of the years before. Like in 2004: 
= Actual / Forecast Current # of engines 2004 + Actual / Forecast Current 
# of engines 2005 (Due to the increase in the number of engs per year, expect the 
fleet hours to increase accordingly. Note, the AMU used for the flying engines was 
used in this calculation) 
Percentage increase in engines per year: Calculation = (16-15)/I5 
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= 16 Sep 05 Estimate of# of engines flying precendent year -16 Sep 05 
Estimate of # of engines flying current year / current year Annual Actual / 
Forecast Fleet Hours. Calculation for current year 
=SOMME(N163:N168) *2.07 
=Sum of all times a factor of 2.07 
((<?> hours). Note: If the AMU from the Current Eng Population is used, 
the AMU is 24.7 hours.) 
Actual / Forecast Avg. AMU for Current Eng Pop 'n 
Avg AMU for Flying Pop'n, Target Reliability Rate, Last two year's average 
BPR Rate, Last two year's average BUR Rate, Last two year's average NUR Rate, 
Last two year's average NPR Rate, TSVRate 
Calculation of =SOMME(P7 :R7) 
= sum (Last two year's average BPR Rate, Last two year's average BUR 
Rate, Last two year's average NUR Rate) 
Table 14 - « calculations for the years presented in the workbook » 
2006 
2007 
2008 
2009 
2010 
20*1 
BPR 
=$L7/(1000/P7) 
=$L8/(1000/P8) 
=$L9/(1000/P9) 
=$L10/(1000/P10) 
=$L11/(1000/P11) 
=$L12/(1000/P12) 
Overhauls 
42 
11 
6 
7 
28 
47 
BUR 
=$L7/(1000/Q7) 
=$L8/(1000/Q8) 
=$L9/(1000/Q9) 
=$L10/(1000/(210) 
=$L11/(1000/Q11) 
=$L12/(1000/Q12) 
NUR 
=$L7/(1000/R7) 
=$L8/(1000/R8) 
=$L9/(1000/R9) 
=$L10/(1000/R10) 
=$L11/(1000/R11) 
=$L12/(1000/R12) 
NPR 
6 
6 
6 
6 
6 
6 
Total 
=SOMME(V7:Z7) 
=SOMME(V8:Z8) 
=SOMME(V9:Z9) 
=SOMME(V10:Z10) 
=SOMME(V11:Z11) 
=SOMME(V12:Z12) 
This table fits the years presented in the field Year Ex: 2002 (thru 2011). Still in 
this table, there are notes about the fields: 
BPR => BPRs are separate from O/Hs i.e. HSIs. There have only been 81 
BPRs that were not BPOs since 1995, so there are only about 7 per year. XX200 
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does not have scheduled HSIs; however, occasionally one is done and they are 
recorded as BPRs. Campaigns would also be categorized as BPRs. 
BPR is calculated here with Annual Actual / Forecast Fleet Hours * 
(1000/Last two year's average BPR Rate) 
Overhauls => See the separate worksheet onXX200 O/Hs herein 
BUR is calculated here with Annual Actual / Forecast Fleet Hours * (1000/ 
Last two year's average BUR Rate) 
NUR is calculated here with Annual Actual / Forecast Fleet Hours * (1000/ 
Last two year's average NUR Rate) 
NPR => Typically these involve rental removals, or convenience removals 
by the Operator i.e. One eng is removed in a twin eng a/c and the Operator decides 
to send the other one at the same time for some type of maintenance/repair 
TOTAL => Sum of BPR, Overhauls, BUR. NUR, NPR. 
At the end of that table comes a total row for all "rates" fields "Two year 
average used to calculate removals for OMM", involving the sum of each column. 
Sheet "2006 Overhauls": A list of the Overhauls for 2006 
Involving these fields: 
Engine Serial Number, Engine Model, Operator Name, Engine Disposition, 
Removal Category, Removal Type, Flight Effect, Substantiation, State/Province, 
Symptom, Condition, Engine Comment, Engine Time Since New, Engine TSN 
Recorded Date, REVISED Engine Time Since New, REVISED Engine TSN 
Recorded Date, Time Since Overhaul, 19 Jul 06 Extended Module Operation 
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Hours, Engine Average Monthly Utilization, REVISED Engine Average Monthly 
Utilization, Extended time to 31 Dec 06. Calculation of$R3+(6*$S3) 
= 19 Jul 06 Extended Module Operation Hours + (6 * Engine Average 
Monthly Utilization) Ext TSO eff. 31 Dec 06 
Calculation ofU3-3500 
= Extended time to 31 Dec 06 - 3500 2006 overhaul (y.n) 
Calculation ofSI(U3>3500, "Y", "N") 
=IF Extended time to 31 Dec 06 > 3500 THEN YELSE N REVISED 
Extended TSN as of Dec 31, 2006. Calculation of03 + (($Y$l-P3)/(365/12)*T3) 
= REVISED Engine Time Since New + ((31/12/2006 - REVISED Engine 
TSN Recorded Date) / (352/12) * REVISED Engine Average Monthly Utilization) 
REVISED 2006 Overhaul (y-n). Calculation ofSI(Y3>3500, "Y", "N") 
=IF REVISED Extended TSN as of Dec 31, 2006 > 3500 THEN Y ELSE N 
Considering also: 
Table 15 -« OH Completed by CSC Berlin in 2006 and Belgian Police listing » 
BB0008 
BB0006 
206040 
BA0020 
BA0024 
XX206B 
XX206B 
XX206A 
XX206A 
XX206A 
Belgian Police 
Aircraft 900-0034 
Last time at Maintenar 
Aircraft Hours 4399 hr 
LHE 4225 hrs 
RHE 2388 hrs 
~ T i h . : " •••:•• • - , ~ ' i t 
Air Lloyd Luftfahrt Technik GmbH 
ESP / Copterline OY 
ESP/Noordzee Helikopters Vlaanderen 
PHuSt Niedersachsen 
PHuSt Niedersachsen 
ice Facility March 2006 
5 
:• r . ' - t
 S J I - i •' -•• 
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A rcraft 900-0045 
Last time at Maintenance Facility June 2006 
A'rcraft Hours 4002 hrs 
LHE 999 hrs 
RHE 891 hrs 
Aircraft 900-0038 
Last time at Maintenance Facility July 2006 
ATcraft Hours 2800 hrs 
LHE 2674 hrs (this is probably the one I did the extension on) 
RHE 1643 hrs 
: ' . - L •• . ; r • <• •. . ; . . • . - . - . , ! - , : L . , . , . , , . 
Sheet "ModettOO Overhaul Master": 
Involving these fields: 
Engine Serial Number, Engine Model, Operator Name, Engine Time Since 
New, Engine TSN Recorded Date, Time Since Overhaul, REVISED Engine Time 
Since New. Calculation of RECHERCHEV (A99, 
ADACXX206 060601 !$C$2:$F$51, 4, FAUX) 
=VerticalSearch in sheet " ADACXX206 060601", searching with the 
Engine Serial Number, to get " TW" with the exact value only. 
REVISED Engine TSN Recorded Date, 19 Jul 06 Extended Module 
Operation Hours, Engine Average Monthly Utilization 
Extended time to 31 Dec 06: Calculation of$R99+(6*$S99) 
= 19 Jul 06 Extended Module Operation Hours + (6 * Engine Average 
Monthly Utilization) 
Ext TSO eff 31 Dec 06: Calculation ofT99-$099-M99 
= Extended time to 31 Dec 06 - Time Since Overhaul - Engine Time Since 
New 
2006 overhaul (y.n): Calculation ofSI(U99>3500, "Y", "N") 
=IFExt TSO eff. 31 Dec 06 > 3500 THEN Y ELSE N 
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Extended time to 31 Dec 07: Calculation of$S99*12+T99 
= Engine Average Monthly Utilization * 12 + Extended time to 31 Dec 06 
Ext TSO eff. 31 Dec 07: Calculation of$S99*12+U99 
= Engine Average Monthly Utilization * 12 + Ext TSO eff. 31 Dec 06 
2007 overhaul (y.n): Calculation ofSI(X99>3500, "Y", "N") 
=IFExt TSO eff. 31 Dec 07 > 3500 THEN YELSE N 
Extended time to 31 Dec 08: Calculation ofW99+12*$S99 
= Extended time to 31 Dec 07 + 12 * Engine Average Monthly Utilization 
Ext TSO eff. 31 Dec 08: Calculation of!2*$S99+X99 
=12 * Engine Average Monthly Utilization + Ext TSO eff 31 Dec 07 
2008 overhaul (y.n): Calculation ofSI(AA99>3500, "Y", "N") 
=IF Ext TSO eff. 31 Dec 08 > 3500 THEN Y ELSE N 
Extended time to 31 Dec 09: Calculation ofZ99+12*$S99 
= Extended time to 31 Dec 08 + 12 * Engine Average Monthly Utilization 
Ext TSO eff. 31 Dec 09: Calculation ofAA99+12*$S99 
= Ext TSO eff. 31 Dec 08 + 12 * Engine Average Monthly Utilization 
2009 overhaul (y.n): Calculation ofSI(AD99>3500, "Y", "N") 
Ext TSO eff. 31 Dec 09 > 3500 THEN Y ELSE N 
Extended time to 31 Dec 10: Calculation ofAC99+12*$S99 
= Extended time to 31 Dec 09 + 12 * Engine Average Monthly Utilization 
Ext TSO eff 31 Dec 10: Calculation ofAD99+12*$S99 
=Ext TSO eff. 31 Dec 09 + 12 * Engine Average Monthly Utilization 
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2010 overhaul (y.n): Calculation ofSI(AG99>3500, "Y", "N") 
=IFExt TSO eff 31 Dec 10 > 3500 THEN Y ELSE N 
Extended time to 31 Dec 11: Calculation ofAF99+12*$S99 
= Extended time to 31 Dec 10 + 12 * Engine Average Monthly Utilization 
Ext TSO eff. 31 Dec 11: Calculation ofAG99+12*$S99 
= Ext TSO eff. 31 Dec 10 + 12 * Engine Average Monthly Utilization 
2011 overhaul (y.n): Calculation ofSI(AJ99>3500, "Y", "N") 
=IF Extended time to 31 Dec 11 > 3500 THEN YELSEN 
Sheet "ADACXX206 060601" Involving these fields, in date of: 1st June 2006: 
Table 16 -ADACXX206 060601 zone 1 
TYPACSNR 
L1350007 
PARTNUMBER 
3117200-01 
SERIALNR 
XX0008 
TW 
1 
PARTNAME 
TRIEBWERKXX206B 
TT STD 
3217.42 
Table 17 - ADACXX206 060601 zone 2 
TT ICY 
10162.00 
TT GCY 
7231.00 
TT PCY 
3935.00 
SB28280 
incorporated 
Remarks 
Considering this model as an example of the current forecasting methods, 
there is a real need for improvement. Note: The expert has advised that the 
forecast for year 2006 was for 192 engine removals; there were 194, accuracy to 
within 1.1%. However, previous years forecasting efforts were off by as much as 
50%. Mike has stated that his methodology has evolved, which has allowed for 
better event forecasting. For example, the average monthly usage (AMU) 
information provided from TRS is reviewed for every engine, at the time, there were 
more than 1,400 engines to review. Discussion with Service Engineering personnel 
was done to see if the AMU was accurate or not. Service Engineering personnel 
have an intimate understanding of their engine model operators. Having the 
correct AMU is one of the most important elements to forecasting, since knowing 
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the number of hours an operator flies per year and knowing his maintenance 
interval, i.e. an overhaul is required every 3,500 hours for a XX200, is key to this 
task » 
A.6.2 Exemple de notes relatives aux rencontres avec les 
experts: 
« Meeting with Mike Parent. 03 May 2007. 9:00-9:30: Model 308/305. 
Every quarter they meet with Service engineering and Plant 5, to talk about 
shop visit, over 2012. Their data is to be considered from a parts point of view and 
HIS/ O/H/Campaigns are considered. 
Service engineering sends to JF Dest-osiers, who sends to the 300 group and 
is then sent to Anna Cerone (for regression). Warranty campaigns are to consider 
too, then we can build a sale's plan (input/output RPO). SB Compliance codes 
(most important) Range 1-10. Ranges 1-6 generate most activities (most prioritary) 
for the workscope in the shop. 
For stock requirements see in SAP (main MRP driver for parts). Plant 17 
got the spare engines, Based on the sales history / Consumption history (Usually go 
out 3 years, 26 000 parts for 308/305). 
An automatic forecast is done by the system for Bulk items, some parts have 
a consistent consumption (it's Automatic). Delay to react (1-2 mo.) goes out of 
balance. 
Also use: O/H manuals, Parts manuals, Maintenance manuals 
Key figure: Stock value (SAP). Review of the inventory for critical parts, 
such as fast movers (expensive parts) (X-parts). They are 20% of the parts, but 
generate 80% of the revenues. 
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Consumption curve shall look like this: 
It's never really aflat line or curve... like this one 
> 
t 
» 
A.7 Notes des administrateurs de systeme 
Format: Fichiers MS Word 
Contenu: Les notes, commentaires, recommandations des administrateurs 
sur l'utilisation et le sens des donnees 
Exemple de notes des administrateurs systemes: « Part Sales Meeting July-
17-2007, from 1:30 to 2:45 » 
Guy Malette, Louise, JF Dubois et Jean Heydra. 
Voici les questions que j'avais preparees: 
« A document with simulation/actual thing about part sales? » 
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« A part thru the complete process? » 
« What are the flat parts? Trend is flat. » 
« Parts that are selling fast / slow? » 
« Parts gradually sold less... sales slowing down? Why? » 
« Parts for which sales are increasing slowly? » 
« Do you look at service bulletins to understand what parts will be needed to 
increase engine design? » 
« Are parts available when they incorporate SBs? » 
« Is there a process for parts availability? » 
« TBO, TSN, TCN... •*• See Plant 5 or SBs (ex: model 900)? » 
lis ont des donnees Transactionnelles. 
Seulement des pieces neuves. Pas de reconditionnees, ni reparees. 
Approx. 25 000 items par annee. 
Je veux tenter d'obtenir a qui on vend ces pieces, en quelle quantite, a quel 
prix, pour quel moteur... NON. On n'a pas le « model name ». On a seulement le 
« model family group ». 
2 types d'information dans files. 22 000 P/N (Part Number) 
1 - Variations d' inventaires 
a. Chaque mois 
b. Chaque quart (quater) 
c. Selon la preference de livraison du client 
d. Selon l'usage du client (son assiduite) et sa region geographique 
2- Consommation 
En analysant les donnees, voici le genre de renseignement qu'il serait utile 
de connaitre: 
- les pieces se vendent, mais pas seulement par P&WC. Des fois un atelier 
va reparer 500 moteurs, mais il va acheter seulement 50 pieces pour ses 500 
moteurs. Pourquoi? Parce qu'il repare des pieces, il a peut-etre d'autres fournisseurs 
(« suppliers »). 
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- Quelles pieces P&WC est le seul a vendre? 
Done, voici les champs de donnees que je vais recevoir. Ca provient de 
UNIX. C'est Jean Heydra qui va me sortir l'information, par annees, de 2002 a Juin 
2007. 
P/N , Qty , Date , SoldTo , Cust Group , Keyword , IPC# , ELM 
Cust.Group = {DOF, OEM, PWC/SCN} 
ELM = {1=LRP, 2=HIS, 3=R, 4=0/H} ou LRP = LineReplacementPart, qui 
va «toffer »jusqu'au prochain O/H ou HSI, R = Repaired. C'est le plus permissif. 
Les pieces pour le O/H seront classees comme O/H. 
IPC = Config du moteur pour ensuite regardes dans les SBs. Par exemple, 
pour le 901, y'a un seul SB. 
P/N = il fait reference au « Part Number », mais il se peut que dans 
l'historique une piece cesse soudainement d'etre vendue. Pourquoi? Une autre piece 
la remplace, avec un autre numero. Dans ce cas, Jean va trouver le « reference-
tail # », qui sera le meme pour toutes les pieces. 
Done, si on recapitule, il y a un probleme possible ici: les pieces changent de 
no. de serie. 
PDC -> A des pieces reparables = n'apparaissent pas dans leur chiffres. 
L'idee (selon Jean Hydra): 
En regardant cette l'equation (6) sur un modele mature, ce serait un bon 
exemple: 
AMUT* 
(6) 
TBO 
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Par rapport a : « Fleet flown hours » & «fleet size ». 
* AMU cumulatif de l'appareil. 
A.8.1 Les facteurs macro-economiques 
Format: Presentation MS PowerPoint 
Contenu: US Corp. Profits, Oil price, S&P 500, World Real GDP, Nickel 
LIME cash price, Cobalt price, Titanium price, US PPI Metals & Metal 
product 
September 2007 
Profits leading Corp. AC deliveries by 2 to 3 
years. Strong growth in delivery foreseen. 
*, «„„ US Corporate Profits * 
s i ,buo
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'Global Insight 
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A.8.2 Les facteurs environnementaux 
Format: Classeur MS Excel 
Contenu: Les caracteristiques environnementales (en taux) des principales villes et 
aeroports du monde. 
Country 
Afghanistan 
Alaska 
Alaska 
Alaska 
Albania 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Algeria 
Angola 
Angola 
Angola 
Angola 
Environment assessment for: 
.05,tM.oy-07 
City or Airport Name 
Kabul 
Anchorage Intl 
Aniak 
Bethel 
Tirani 
Adrar 
Algiers Boumediene 
Bejaia 
Constant ne 
El Go lea 
ElOued 
Ghardaia 
In Amenas 
In Salah 
Oran Es Senia 
Rhourd Nouss 
Tebessa 
Touggourt 
Benguela 
Cabinda 
Luanda 
Soyo 
Zone 
2 
4 
3 
3 
4 
4 
2 
2 
3 
3 
2 
4 
2 
2 
2 
2 
2 
2 
3 
2 
2 
3 
Sand 
0 
0 
1 
0.25 
0 
0.25 
0 
0.25 
0.5 
0.5 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
Salt 
1 
1 
0 
0.25 
0.25 
1 
0 
1 
0 
1 
0 
0.5 
1 
0 
0 
0.1 
0 
1 
0 
0 
1 
0 
Volcano 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Pollution 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.75 
0 
0 
0 
0 
0 
0 
0 
Elevatic 
0 
20 
615 
18 
640 
205 
64 
20 
915 
88 
203 
184 
16 
1228 
0 
2301 
285 
232 
0 
24 
88 
82 
89 
Annexe B - Reponses aux questions posees dans la 
serie d" eta pes du plan de traitement des entrees. 
A l'aide du plan propose, nous avons du repondre a plusieurs questions 
concemant les intrants du systeme et ainsi nous avons pu demystifier les elements 
ayant une importance dans la resolution du probleme. Voyons comment nous avons 
repondu aux differentes questions de chacune des etapes presentees. 
Etape B.1 - Ce qui est fait (Ce qui existe deja) 
Quel(s) est (sont) L'(les)objectif(s) du modele? II existe 3 objectifs: 
1- La prevision de ventes de pieces (pour le «just in time delivery »). 
2- La prevision de capacite des centres de service (s'assurer que le nombre 
de moteurs que Ton attend ne surpassera pas la capacite physique et 
operationnelle des centres). 
3- Comme support pour les locations (Quand un moteur entre en centre de 
service, un moteur loue peut se retrouver sur l'avion. II faut avoir assez de 
moteurs de location disponibles. Ce nombre depend directement du nombre 
de moteurs que Ton attend dans les centres de service). 
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A quel niveau d'analyse considere-t-on les moteurs? Individuels, en 
groupes...? On doit considerer les moteurs comme individuels (pour effectuer la 
prevision d'evenements sur un nombre x d'annees), cependant plusieurs criteres 
affectant l'etat du moteur ne dependent pas du moteur lui-meme, mais plutot de 
contexte dans lequel ce moteur est opere. On doit done considerer egalement 
l'operateur (ainsi, ce moteur est intimement lie a tous les autres moteurs de cet 
operateur). Revoyons la structure hierarchique mise en place ci-dessous ou on 
utilise une fonction d'appartenance. Par exemple, 1 operateur detient de 1 a N 
aeronefs. Sur chaque aeronef est installe de 1 a 3 moteurs, et ainsi de suite. On peut 
voir la suite a la figure 22. 
OPERATEUR 
1 
1..N 
AERONEF 
1 
1..3 
MOTFITR 
1 
1..3 
Monm.F 
1 
1..N 
COMPOSANT 
1 
1..N 
PIECE 
Figure 22 - Hierarchie des elements lies au moteur 
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De plus, chaque operateur opere dans quelques regions et ces regions ont un 
impact sur la performance des moteurs. On parle de 4 regions types: les regions 
polluees (comme par exemple la Chine et la region de Beijing (la capitale mondiale 
de la pollution) ou encore les provinces de Shanxi au centre, Jiangxi et Zhejiang au 
Sud Est du pays (pres de Shanghai), une des regions les plus peuplees et polluees de 
Chine), les regions en haute altitude (comme par exemple Mexico, au Mexique. 
Cette ville est situee tres haut en altitude 2240M (7349'). II est done plus difficile 
d'y operer un moteur, puisqu'il se fatigue plus rapidement), les regions desertiques 
(comme par exemple le Nigeria, situe en Afrique du Nord sur la cote ouest. On y 
opere beaucoup de moteurs puisqu'il s'y fait de l'exploitation petroliere. II s'agit 
d'une region polluee et gravement affectee par le rechauffement climatique. On y 
voit une deterioration constante de l'environnement. Des que les moteurs sont 
operes pres de sources sablonneuses, la maintenance doit etre effectuee beaucoup 
plus tot. Les moteur deviennent plus fragiles et a haut risque d'evenements 
imprevus), et finalement, les regions salees, generalement en zones chaudes 
entourees des mers (comme les carai'bes par exemple. Ces regions sont souvent de 
tres fortes destinations vacances, done les moteurs que Ton y opere sont souvent 
soumis a la chaleur melangee au sel de la mer, ce qui augmente la possibility de 
corrosion). II nous faut done, avec ces informations, dresser un profil d'operateur. 
Ce profil doit contenir la mission de l'operateur, son utilisation mensuelle (MRT 
«Monthly Running Time »), les parametres du moteur (sa configuration: ses 
modules, ses SBs (« Service Bulletins »), ses MM (Manuels de Maintenance) et ses 
« Airworthiness Documents »). 
L'experience de l'analyste compte pour beaucoup. II connait sa flotte. Voici 
les commentaires quant aux types d'operateurs: 
On a 2 principaux types de maintenances. ST « Soft-Time » ou HT « Hard-
Time ». « Hard-Time », e'est facile. Les HIS et les O/H sont a des heures fixes. 
Pour les « Soft-Time », e'est plus complique: 
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Les moteur sont « On-Condition », Pour le HSI, les moteurs sont relies a un 
systeme de transmission automatique des donnees (WebECTM) et des analystes 
suivent de pres revolution des donnees sur la performance des moteurs. Nous 
devrons nous baser sur l'experience. Pour le O/Hs, le « Soft-Time » est de beaucoup 
plus economique. Les couts majeurs sont les LCFs (« Life-Limited Parts »). On doit 
avoir une liste des pieces qui deviennent « Time expired ». 
Comment est-elle generee la prevision? 
1. On regarde la population totale. Ici on a approximativement 262 
moteurs en fonction. 
a. Pour chaque moteur: 
i. Quelle est son historique? Les evenements vecus 
jusqu'a maintenant, depuis la mise en service, 
ii. Sa configuration? A-t-on incorpore certains SBs? 
iii. Quels sont les LCFs? Voir la liste dans le MM. 
iv. Quel est le type d'operateur? 
b. Exemple: pour un «forecast» sur 10 ans. Un moteur 
XX306B. Done, a partir d'aujourd'hui (19OCT2007) 
jusqu'a dans 10 ans (19OCT2017), on veut tous les 
evenements possibles dans ce temps. Une boucle qui 
s'arrete lorsque la date de la prevision est atteinte, ou que 
la prochaine prevision depasse la date limite. 
i. On commence avec le moteur 1 (le premier 
numero de serie). On regarde ses caracteristiques. 
Quel est la prochaine etape? Un HSI apres x 
heures, base sur usage mensuel (AMU: « average 
monthly usage ») = 1 Janvier 2008, on doit 
remplacer telles pieces. On met a jour la 
configuration pour la prochaine prevision, 
ii. Moteur 2, memes etapes que le moteur 1. 
iii. ... jusqu'au moteur N. 
2. Quel serait le cas parfait? Deux moteurs sur un nouvel avion. 
Les deux sont enleves en meme temps, disons a 4000 heures. On 
a un « Turn Around Time » TAT de 30 jours pour faire la 
maintenance sur le moteur. Ensuite on doit considerer de 10 a 15 
jours de transit et pour faire Installation sur l'avion. Le 
deuxieme evenement devra considerer ce temps, puisqu'il n'y a 
aucun usage pendant ce temps. 
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3. 
a. Prenons un exemple. Un moteur debarque le ler Janvier, il 
sort le 15 fevrier suivant et est installe le ler mars. II n'a 
accumule aucunes heures pendant ce temps. Cependant, 
des le ler mars, il recommence a accumuler des heures. 
On re-simule le prochain evenement, qui sera cette fois-ci 
un O/H dans 5000 heures, selon l'AMU. Nous devons 
toujours garder a l'esprit que la prevision reste toujours 
une probability, ce n'est jamais sur a 100%. Tout cela est 
en partie base sur l'experience des centres de service et 
celle des operateurs. 
On reprend la prevision encore, en recommencant un 3ieme cycle. 
On arrive a mi-2010, ou Ton doit remplacer les LCFs. 
Comparons les XX306B avec des moteurs plus recents (XX600), pour des 
evenements prevus: 
HSI O/H HIS HSI O/H HSI O/H 
(light) LCF(l) , , , LCI-C6) 
HRS 
3500 5000 
306B 
Operateur: Skyway HIS 
LCE (1) 
7000 10000 
BUR O/H 
LCE (8-10) 
HRS 
6000 
Operateur: Hanan HIS 
LCF (1) 
HIS 
LCE (1) 
12000 
O/H 
LCE (8-10) 
HRS 
4000 8000 12000 
Comment pre voir les BURs? Avec les taux que Ton retire du 
TRS (TRAC). BTJR rate =1).001 1000 heures. 
Sur ce inodele, on utilise mi "random". 
I 1 1 1 
2Q07 2d09 
Figure 23 - Previsions departementale, comparant le 306B au inodele le plus recent, le 600 
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Quelles sont done les avenues d'ameliorations possibles pour eviter que la 
prediction ne soit que le fruit du hasard? On pourrait, par exemple prendre la 
somme des heures d'un operateur et trouver les chances d'avoir un evenement non 
prevu. On peut trouver le TAT pour l'ensemble de la flotte en utilisant un tableau ou 
un graphique, comme dans les figures 24 et 25. 
Opj^ajeur X 
Moteur A 
Moteur C 
Moteiir C 
BPR 
BPR 
BPR 
BUR 
BUR 
BUR 
*t 
*t 
fc 
Figure 24 - Tableau de previsions 
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Figure 25 - Graphique de previsions 
Si on recapitule: on doit y aller moteur par moteur, on fait toutes les 
previsions et ensuite on passe au moteur suivant. Lorsque tous les moteurs ont ete 
faits, on ajoute les BURs sur toute la flotte entiere. 
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Lorsque la flotte est faite, on regarde les tables des LCFs. II y a trois types 
d'impact sur les LCFs. Type 1: 50/50 (pollue/non pollue). Type 2: 80/20 (80% 
propre et 20% de sable et sel). Type 3: « Very Harsh » (Dans le desert toujours). 
On doit regarder les numeros de serie pieces, l'original vendue avec le 
moteur n'a pas le meme numero de serie que les pieces d'extension (Celles qui 
allongent la vie du moteur). 
On peut trouver ces renseignements dans le « Airworthiness Documents », 
sur l'lntranet de l'entreprise. Voici la table des LCFs Utilisee pour la prevision: 
• • 
Part Description 
Hub-Fan 
Shaft-LP CsnmrestM 
HPC1 Hotor 
HPC1 Rotor 
HPC1 Rotor 
89 ia*M!3 
BulvQMm 
BslsuOJwn 
RmiRmm 
Rsisilimm 
HPC2 rotor 
HPC2 Rotor 
HPC3 Rotor 
Par t i tas. 
30B408D 
01 
3063897 
01 
30B4011 
D1 
30B3951 
01 
30B4811 
01 
30B4149 
01 
30B4539 
01 
30B4725 
01 
30B4728 
01 
30B4746 
01 
30B4652 
01 
30B6082 
01 
30B3933 
01 
' t n r i ' M i ^ 
UioiJ. 
Type 
Cycle 
Cyde 
Cycle 
Cyde 
Cyde 
Cycle 
Cycle 
Cycle 
Cycle 
Cycle 
Cycle 
Cyde 
Cycle 
AWL 
14000 
30000 
6000 
15000 
15000 
3000 
3000 
3000 
3000 
3000 
15000 
15000 
15000 
Type 2 IB 
Liroij 
14000 
30000 
6000 
15000 
15000 
3000 
3000 
3D00 
3000 
3000 
16000 
15000 
15000 
#.((19^80-20) Type KHaish50-50) SftnyHiMS 
Disposition 
3000 
3000 
3000 
mm 
3 K B 
3300 
30330 
3000 
3000 
3000 
3000 
3000 
„ « 
Limit 
14000 
30000 
6000 
15000 
15000 
3000 
3000 
3000 
3000 
3000 
15000 
15000 
15000 
Disposition 
3000 
3O0B 
3000 
3000 
30QQ 
3000 
awo 
31300 
3000 
3000 
3000 
3000 
3000 
Limit 
14000 
30000 
6000 
15000 
15000 
3000 
3000 
3000 
3000 
3000 
15000 
15000 
15000 
* Ea iMtMM 
Disposition 
3B0D 
3B0Q 
3300 
38033 
3000 
3000 
3000 
saw 
3000 
3000 
3T3QQ 
3000 
300D 
Type 
LCF 
LCF 
LCF 
LCF 
LCF 
LCF 
LCF 
LCF 
LCF 
LCF 
LCF 
LCF 
LCF 
PNPost 
Visit 
30B4080-
01 
30B3897-
01 
30B4811-01 
30B4811-
01 
30B4811-
01 
30B4746-01 
30B4746-01 
30B4746-01 
30B4746-01 
30B4746-01 
30B6 082-01 
30B6082-
01 
30B3933. 
01 
SB 
25032 
25135 
25046 
25064 
2506 
25069 
25082 
25177 
250S2 
Figure 26 - LCFs utilises dans la prediction 
II existe aussi une table des operateurs. Voir le transit time. Ca lui prend 
combien de temps a envoyer leurs moteurs, afin de monter une cedule d'entree pour 
les usines, illustrant bien les delais. Par exemple, les operateurs d'Europe prennent 
en moyenne 15 jours, alors que la Chine met 45 jours. 
Le temps (delais total) peut se calculer ainsi: « Transit from » + TAT + 
« Transit to » + « installation time ». Voici la table des operateurs utilisee: 
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mmmmm 
riliBiili I Customer 
328WW LLC 
CLUB328 
Delta Simulation 
AirKsJJss 
AMsis 
anus AMos 
CS Aviation 
FFU2 
SutMVMU 
Hainan 
Independence Ail 
RoUAUUm 
Johnson 
Leasee 
MjwrJtePaitnei 
S M t M M l Catiieis 
MSUllK Utilisation 
H O W 
200 
200 
100 
SO 
103 
83 
1 
100 
50 
50 
1 
35 
180 
200 
145 
1D0 
100 
100 
50 
Cycles 
200 
200 
100 
50 
103 
83 
1 
100 
50 
50 
1 
21 
170 
200 
172 
140 
100 
100 
50 
flWUlUUl! * Major 
RetehMnjSG! 
Uraft 
14000 
6000 
14000 
6000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
14000 
BJS° 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
2000 
3000 
2000 
2000 
2000 
2000 
2000 
2000 
Type 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Typel 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Type 2 
Location 
USA 
Germany 
ML 
USA 
USA 
Germany 
France 
Austria 
China 
USA 
tels 
USA 
Canada 
Germany 
H.S.I 
3000 
3000 
5000 
3000 
5000 
5000 
5000 
5000 
5000 
5000 
5000 
111 
5000 
5000 
5000 
5000 
5000 
Maintenance 
Type 
Hard Time 
CaDtunuuig 
Hard Time 
GMiOMSUIl 
SsnUousuoL 
tatUMSUISt 
feutoK) 
ESP 
FMP 
FMP 
ESP 
FMP 
JSSI 
FMP 
JSSI 
QUttOK! 
0923-01 
05-31 
04-1978 
0922-01 
1076-01 
03-21 
01-1434 
SMMS 
EwteA 
Bute* 
Eattwi 
Bate! 
Applicatio Hi! 
Zuasnto 
fiMBMSl* 
Gsum&B. 
SurioMi 
!Ij
 
ill 
Figure 27 - Liste des operateurs utilisee dans la prediction 
Y a-t-il d'autres connaissances liees? Afin de savoir, on peut regarder le 
« work scope ». (le TAT associe). lis defmissent un moteur par modules (voir la 
hierarchie). Le « WSName » nous dit quel module entre a l'atelier. Par exemple: 
HPT (LCF 1) + LPT = 45 jours. Le transit time, le TAT et le « transit to » sont tous 
des delais, sans AMU, des temps morts. Un exemple de « work scope » est presente 
a la figure 28. 
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ws# 
1 
2 
3 
3 
3 
11 
1 
1 
4 
5 
5 
6 
7 
8 
12 
13 
14 
14 
15 
15 
16 
19 
20 
21 
22 
23 
24 
Name 
BUR 
Hub Fan Only (OnWinq) 
Hub Fan t SjsssUBUSa 
Hub Fan &.C.BDJBJBS89J: 
Major Refurbishment/Overhaul (Fan Hub, Compressor, Impeller, LPT) 
Major Refurbishment/Overhaul (Fan Hub, Compressor, Impeller, HPT, LPT) 
Hub Fan, Compressor & Hiqh Turbine 
Hub Fan, Compressor, Hiqh Turbine, low turbine 
HubFan&lmBBllfi l 
HubFan.lmfieJJffl, HPT 
Major ReIg..tebmSI)t/Qy.er.b.9.Ml (Fan Hub, ImBSllgl, HPT, LPT) 
Fan Hub & HPT 
Fan Hub, HPT & LPT 
Fan Hub & Low Piejsui Turbine 
Ssmmasssu. 
Gamtucess&t & Impjfe 
Major Refurbishment/Overhaul (Compressor, Impeller, HPT) 
Major Refurbishment/Overhaul (Compressor, Impeller, HPT, LPT) 
Gammasai & Turbine 
Major Refurbishment/Overhaul (Compressor. HPT, LPT) 
Major Refurbishment/Overhaul (Compressor, LPT) 
Im&Bllffl: 
JmMllfif&HPT 
ImftBllfiC.HPT&LPT 
ImfiSJlK&LPT 
HPT 
HPT 8. LPT 
Hub 
Hub 
Hub 
Hub 
Hub 
Hub 
Hub 
Hub 
Hub 
Hub 
Hub 
Hub 
Hub 
HPC 
HPC 
HPC 
HPC 
HPC 
HPC 
HPC 
IMP 
IMP 
IMP 
IMP 
HPT 
HPT 
fiftfUiiJion 
HPC 
HPC 
HPC 
HPC 
HPC 
HPC 
IMP 
IMP 
IMP 
HPT 
H P T 
LPT 
LPT 
IMP 
IMP 
IMP 
HPT 
HPT 
LPT 
HPT 
HPT 
LPT 
LPT 
IMP 
IMP 
IMP 
HPT 
HPT 
HPT 
HPT 
HPT 
HPT 
LPT 
LPT 
LPT 
HPT 
LPT 
LPT 
LPT 
LPT 
TAT 
Je. 
30 
45 
45 
90 
90 
60 
SO 
45 
50 
90 
45 
45 
45 
Figure 28 - Un exemple de « work scope ». 
lis existent des « campaign reviews », dans lesquels on incorpore 
certains SBs. Voici un exemple de « campaign reviews »: 
Camjaif l t tName 
He. Shaft 
feteos! BOV 
Phase 4 
Anti Rotation 
Fuel FlowMjJej; 
EEC BsMwsmmia 
LSEALCiamjjma 
P3 Tube Modification 
Hunta 
A2000024 
A2002005 
A1Q004S6 
A2004010 
SB 
SB250B2 
SB25090 
SB25234 
SB25156 
SB25252 
SB25237 
SB25254 
SB25279 
C.P.SJ 
190,000 
TOTAL To Do ,C.o.m».!e.te.!t BtMnaln. .Co.mp.lS 
Figure 29 - Un exemple de « campaign reviews » 
Dans son exemple, la simulation nous dit combien de temps il reste pour les 
pieces, mettre des «1» aux pieces qu'on pourrait remplacer. Voici les resultats 
obtenus lorsque l'algorithme a roule: 
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Close Opeinroi M; i imi i l Induction 
MfeltefiSSB* Name 
taRSllSl & HPT 
Hub Fan Only (On Wing) 
Major Refurbishment/Overhaul (Compressor, Impeller, HPT, LPT) 
Major Refurbishment/Overhaul (Fan Hub, Compressor, Impeller, HPT, LPT) 
LPT 
HPT 
Major BBferJW»lsro«tfQ)!»!*«M.l (Fan Hub, \mPS»Mh HPT, LPT) 
HubFanfc£ojjjnj£gg9g 
Hub Fan, (njjjjsjjjj, HPT 
Major RefurbishmemVOverhaul (Compressor, Impeller, HPT) 
Fan Hub & HPT 
UHRSUM. HPT & LPT 
BUR 
taeslter. 
Figure 30- Resultats de I'algorithme sur MS Excel 
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Table 18 - Distribution des maintenances « Moteur Enleve » sur 5 ans, par MS Excel 
Esfe-
Jan-07 07 
Engine Received in Service Center 
Service Center 
capacity. 
Fefe-
Jan-07 07 
1 2 3 4 1 2 3 4 
Eiiaint sjiierosm 
Ena'aa &SsiR»!«nj 
Eaotas SbimmnJ 
Euaras SWBjnsjji 
Emms Shtonsni 
EoatoB SMP4!!S.nl 
Eaatas Stiierasm 
Eaaias SWBjnsnJ 
Enatoa SMemsm 
Rutins Sbjenimt 
Enatat 8sBMy*«l 
Ensias Bsmsx&l 
Enains BSJJSSYSJ! 
burins Bsnuaesjl 
EnsUis, Remssoui 
Ewfl'oa BenssyetJ 
Enains BsjJSfivsj! 
Enaius BemRX&sl 
EttSUlS B&SSSOtd 
Cnains torosyejj 
EnginaBftKftis««rtat 
aftsMsi 
EnalnsBessixaAaS 
aeataSsi 
EnauwRssseKAat 
Efape 8.2 - La base (Ce que I'on recommande) 
SB et MM 
Regrouper les evenements prevus aux moments similaires. 
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Mar-07 mi-
07 
May-07 
Mar-07 
1 2 3 
(SBI-
07 
4 1 2 
0005 
0006 
Miiy-07 
4 1 2 31 
Nous montre QTJAND 
les moteurs auront 
besoin de maintenance 
Tracer un cheminement commun pour tous les moteurs de ce 
modele. 
Relever les variables intemporelles (constantes) ou contraintes non 
horaires. 
« On condition » 
Ces elements ont ete considered comme faisant partie de rinformation 
intrinseque contenue dans l'historique de donnees. 
Etape B.3 - L'historique (Que s'est-ilpasse avant?) 
Combien d'evenements pour tous les moteurs 306B? 771 
En moyenne par moteur? 3.28 
Le max? 7 
Le Min? 1 
L'evenement le plus frequent? BPRNC (262). 
L'evenement le moins frequent? BPONS, BPRNU, BURCC, BURPC, 
NURAU, NUPvDC, NURIC, NURIS, NURNU (1). 
BPONC Count 
BPONSCount 
BPRN+ Count 
BPRNC Count 
BPRNS Count 
BPRNU Count 
BUONC Count 
BURAC Count 
BJURAS Count 
BURCC Count 
BURIC Count 
BURIS Count 
BURNC Count 
BURNS Count 
BURNU Count 
BURPC Count 
NURAC Count 
NURAS Count 
NURAUCount 
NllRDCCouiit 
NURIC Count 
NURIS Count 
NURNC Count 
NURNS Count 
NURNU Count 
Grand Count 
^
 5 
T 
~ 5 
_ _ 
T63 
T 
"Z'2 
....._.. 
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T" 
7" 
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""""56" 
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'" 5" 
3' 
r 
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T" 
"T" 
'" 30" 
IT 
"7"T" 
77l 
Figure 31 - Decompte des types d'evenements 
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Table 19 - Sommaire des evenements regroupes 
BPO 
BPR 
BUO 
BUR 
NUR 
6 
431 
2 
277 
55 
0.78% 
55.90% 
0.26% 
35.93% 
7.13% 
Basic Planned Overhauled No Fl. eff 
Basic Planned Repaired 
Basic Unplanned Overhauled 
Basic Unplanned Repaired 
Non Basic Unplanned Repaired 
Compare a toute la flotte de modeles 300: 
Table 20 - Sommaire des evenements pour toute la flotte des modeles 300 
Substantiation Event Classification 3 
Nombre BPO 
Nombre BPR 
Nombre BUO 
Nombre BUR 
Nombre NUO 
Nombre NUR 
Nbval 
6.1% 
51.7% 
0.3% 
22% 
0.5% 
19.5% 
146 
1241 
7 
529 
11 
467 
2401 
Basic Planned Overhauled 
No Fl. eff 
Basic Planned Repaired 
Basic Unplanned Overhauled 
Basic Unplanned Repaired 
Non Basic Unplanned 
Overhauled 
Non Basic Unplanned 
Repaired 
Graphiquement: 
2000 -| 
1800 -
1600 
1400 -
1200 -
| 1000 -
800 -
600 -
400 -I 
200 -I 
0 -P 
Nombre Nombre Nombre Nombre Nombre Nombre 
BPO BPR BUO BUR NUO NUR 
Type 
Figure 32 - Historique des evenements sur les modeles 300 
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Historique des evenements 
EZ3 300 
i m 306B 
Polynomial ( 
Polynomial ( 
300) 
306B) 
/ * • i 
Peut-on regrouper aux heures similaires? Oui. On peut voir la concentration 
si on regarde tous les modeles 300 en general pour un BPO: 
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Figure 33 - Les BPOs sur les modeles 300 
Lesquels sont des XX306B? 
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Engine time/cycle at BPO 306B 
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Date 
i § 1 
Figure 34 - Les BPOs sur les modeles 306B 
A noter que sur les prochains graphiques, « Seriel » signifie « Engine Time 
Since New » et « Serie2 » signifie « Engine Cycles Since New ». Voyons ce que 
nous avons pour les BPRs: 
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Figure 35 - Les BPRs sur les modeles 300 
Lesquels sont des XX306B? 
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/C
yc
le
 
Ti
m
e 
14000 -
12000 -
10000 -
8000 -
6000 -
4000 -
2000 i-
1. 
0 -r-
• ,T 
- - » * * » v 
V 
• Seriel 
• Serie2 
— Polynomial (Seriel) 
1900/01/00 1900/04/09 1900/07/18 1900/10/26 1901/02/03 1901/05/14 
Date 
Figure 36 - Les BPRs sur les modeles 306B 
Et les BUOs? II n'y en a aucun pour les XX306B, seulement sur les XX300: 
300 Engine Time at BUO 
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Figure 37 - Les BUOs sur les modeles 300 
Les BURs: 
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Figure 38 - Les BURs sur les modeles 300 
Ceux sur les XX306B: 
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Figure 39 - Les BURs sur les modeles 306B 
Les NUOs? II n'y en a aucun pour les XX306B, seulement les 300: 
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Figure 40 - Les NUOs sur les modeles 300 
Finalement, les NURs: 
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Figure 41 - Les NURs sur les modeles 300 
Pour le XX306B: 
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Figure 42 - Les NURs sur les modeles 306B 
Si on regarde chacun des moteurs separement, on peut regarder l'ensemble 
des evenements le concernant: 
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Figure 43 - Evenements sur le moteur 00001 des 306B 
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Figure 44 - Evenements sur le moteur 00002 des 306B 
Dans les figures 43 et 44, les deux moteurs sont montes sur le meme avion, 
voila pourquoi ils ont sensiblement les memes evenements Ces graphiques nous 
apprennent certaines choses: on y remarque les delais entre les evenements, et leur 
frequence. On peut aussi constater si l'operateur effectue des cycles inferieurs, 
semblables ou superieurs a 1 heure de vol. Dans les deux prochaines figures (45 et 
46), on peut clairement constater un changement dans la duree des cycles. 
Dans la figure 46, on constate que les cycles sont egaux avec les « Effective 
Flying Hours - EFH ». Ce moteur (000011) aura besoin de maintenance beaucoup 
moins rapidement que le 000008 de la figure 41. Plus il y a de cycles par heures, 
plus il y a de rallumages et cela demande le pouvoir maximum du moteur. 
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Figure 45 - Ie TSN compare aux CSN pour un modele 306B 
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Figure 46 - ie TSN compare aux CSN pour un autre modele 306B 
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Regardons un autre exemple. Dans la figure 47, la distance est encore tres 
grande entre les temps (EFH) et les cycles. Pourtant, cette fois-ci, le moteur se 
fatiguera encore moins que le 000011 de la figure 46 (considere comme etant lui-
meme moins fatigue que le 000008, notre premier exemple dans la figure 45). Le 
moteur 000012 aura besoin de maintenance beaucoup plus tardivement que les deux 
premiers. II sera d'ailleurs beaucoup moins susceptible de contracter un evenement 
imprevu. 
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Figure 47 - Distance marquee entre le TSN et les CSN d'un 306B 
Regardons encore un autre exemple avec un moteur « en forme ». Dans la 
figure 48, le moteur 000013 a des cycles plus courts que son nombre d'heure de vol. 
C'est un moteur qui n'aura pas besoin de maintenance tres souvent. Cependant, 
puisque les temps et les cycles sont quand meme rapproches (si on compare avec le 
moteur 000012 de la figure 47), il se fatiguera quand meme et aura probablement 
plus de visites en usines que le 000012, mais beaucoup moins que les deux 
precedents: 000008 et 000011. 
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Figure 48 - Distance entre le TSN et les CSN d'un 306B 
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Figure 49 - Distance entre le TSN et les CSN d'un autre 306B 
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Dans la figure 49, le moteur a des cycles plus courts que son nombre 
d'heures de vol, ce qui signifie qu'il effectue de longs vols. On peut egalement 
remarquer que le moteur n'a pas eu, jusqu'a present, besoin de maintenance. 
Malheureusement, le graphique ne remonte pas jusqu'a nos jours et tout porte a 
croire qu'il n'y ait pas encore eu d'evenement. Les figures 50 et 51 nous montrent 
deux extrapolations possibles ou les parametres suivant sont considered: 
L'evenement aurait du avoir lieu, mais il ne s'est pas manifeste. Le moteur 
peut « extensionner » ses visites puisqu'il fait des voyages plus longs. Ainsi, la 
majorite du temps, il flotte en fair et le moteur utilise tres peu sa puissance 
maximale. 
4500 
4000 -
3500 -
•g 3000 -
£ 2500 -
| 2000 
j | 1500 -
1000 -
500 -
0 -
c 
a 
N 
a 
a 
a 
-
-
_ _. 
~ 
1 19/04/2001 
0014-TSV forecast 
• 
•J 
• 
_ _ 
i i i 28/05/2005 
14/01/2004 
re 
01/09/2002 
-
— i 10/10/2006 
• 0014 TSN 
• 0014 CSN 
Figure 50 - Prevision d'evenement possible sur le moteur 000014 
Enfin, il serait surprenant d'avoir un evenement aussi prochainement. On 
devrait plutot assister a un prochain evenement comme le presente le graphique de 
la figure 51. 
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Figure 51 - Prevision d'evenement possible sur le moteur 000014 #2 
En effet, sur ce graphique, a la figure 51, si la prevision est exacte, la 
maintenance devrait avoir lieu beaucoup plus tard. Voila done pourquoi nous 
n'aurions pas deja enregistre d'evenements encore dans nos systemes. Si on compare 
le moteur 000014 a d'autres moteurs comme le 000001 et le 000002, ces derniers 
ont des temps et des cycles egaux, ils ont aussi visiblement plus d'evenements a 
leurs actifs. Peut-on deduire une tendance dans tout cela? 
On peut bien regarder tous les moteurs un a un, mais cette methode serait 
longue et fastidieuse. Nous nous sommes plutot penches sur le lien qu'il pouvait y 
avoir entre l'ecart de trois facteurs pour chaque evenement. Je parle ici des temps, 
des cycles et des jours. En calculant l'ecart entre chaque evenement, nous avons 
regarde si les ecarts de jours pouvaient etre correles avec les ecarts de temps et 
cycles. La distance entre les evenements peut s'afficher ainsi, si on regarde, a la 
figure 52, les temps par rapport aux cycles. La correlation est effectivement tres 
forte, juste a voir la forme de la distribution (R= 0.97). 
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Figure 52 - Les temps par rapport aux cycles 
A la figure 53, La distribution des temps et cycles est tout aussi correlee: 
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Figure 53 - Distribution des temps et cycles 
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Si on regarde l'ensemble des differences entre chaque evenement pour les 
facteurs de jours, de temps et de cycles, on obtient ceci: 
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Figure 54 - differences entre chaque evenement en nombre de jours et de temps/cycles 
La correlation passe de 0.97 a 0.81 des que Ton y ajout le facteur temps. 
Pourquoi cela? Parce que selon le temps et selon aussi quelques autres facteurs, 
dont l'environnement (qui n'est pas encore considered dans la correlation, mais qui 
en fait indirectement partie, radicalement liee avec les jours) et la macro-economie 
du moment (qui joue surtout sur l'usage et l'usure des moteurs), il existe plusieurs 
profils d'utilisation (souvent lie a la mission, dont, directement aux cycles).Voila 
aussi pourquoi il n'y a pas vraiment de correlation entre les differences des jours et 
les evenements. La figure 55 nous le demontre. 
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Figure 55 - Correlation entre les differences des jours et les evenements 
Cependant, si on pouvait reperer des patterns types pour des sequences dans 
le temps, alors la on aurait non plus une seule correlation, mais des sous-ensembles 
correles. Peut-on deduire un cycle dans tout cela? 
Comme si ce si beau casse-tete pouvait en fait se resumer a ces quelques 
variables, suffirait-il simplement de savoir ensuite comment les calibrer? En 
utilisant un algorithme de « Clustering », il est ainsi possible de calibrer les 
variables en fonction des jours et detecter des classes (ou groupes) de moteur 
appartenant a certains « cycles » dans le temps, selon l'utilisation que Ton fait de 
l'appareil. 
On peut egalement regarder les taux d'evenements imprevus au cours des 
derniers mois pour le modele XX306B, appareils militaires inclus, en date du ler 
octobre 2007: 
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Table 21 - Taux publies de BUR et IFSD sur un 306B 
Publication_Date 
1-Oct-05 
1-Oct-05 
1-Nov-05 
1-Nov-05 
1-Dec-05 
1-Dec-05 
1-Jan-06 
1-Jan-06 
1-Feb-06 
1-Feb-06 
1-Mar-06 
1-Mar-06 
1-Apr-06 
1-Apr-06 
1-May-06 
1-May-06 
1-May-06 
1-Jun-06 
1-Jun-06 
1-Jun-06 
1-Jul-06 
1-Jul-06 
l-Jul-06 
1-Aug-06 
1-Aug-06 
1-Aug-06 
1-Sep-06 
1-Sep-06 
1-Sep-06 
1-Oct-06 
1-Oct-06 
1-Oct-06 
1-Nov-06 
1-Nov-06 
1-Nov-06 
1-Dec-06 
1-Dec-06 
1-Dec-06 
1-Jan-07 
1-Jan-07 
1-Jan-07 
1-Feb-07 
1-Feb-07 
1-Feb-07 
1-Mar-07 
1-Mar-07 
Series 
Published BUR Rate 
Published Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Rate 
0.151 
0 
0.149 
0 
0.126 
0 
0.064 
0 
0.052 
0 
0.039 
0 
0.029 
0 
0.035 
0 
0 
0.044 
0 
0 
0.029 
0 
0 
0.036 
0 
0 
0.037 
0 
0 
0.044 
0.007 
0 
0.044 
0.007 
0 
0.059 
0.007 
0 
0.089 
0.015 
0 
0.086 
0.014 
0 
0.092 
0.014 
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Publication Date 
1-Mar-07 
1-Apr-07 
1-Apr-07 
1-Apr-07 
1-May-07 
1-May-07 
1-May-07 
1-Jun-07 
1-Jun-07 
1-Jun-07 
1-Jul-07 
1-Jul-07 
1-Jul-07 
1-Aug-07 
1-Aug-07 
1-Aug-07 
1-Sep-07 
1-Sep-07 
1-Sep-07 
1-Oct-07 
1-Oct-07 
1-Oct-07 
Series 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Published BUR Rate 
Published Basic IFSD Rate 
Published Non Basic IFSD Rate 
Rate 
0 
0.093 
0.021 
0 
0.078 
0.021 
0.007 
0.056 
0.014 
0.007 
0.028 
0.007 
0.007 
0.014 
0.007 
0.007 
0.007 
0.007 
0.007 
0.043 
0 
0.007 
Etape B.4 - Le possible (Que peut-il arriver?) 
Cette section figure parmi les informations contenues intrinsequement dans 
l'historique. Tous les types d'evenements rencontres au cours des annees dressent un 
portrait suffisamment complet des possibilites. 
Etape B.5- La Visio economique (Un lien Macro?) 
Nous allons regarder comment les facteurs economiques sont correles avec 
le nombre d'evenements survenus aux cours des dix dernieres annees. Prenons le 
prix du baril de petrole brut en dollars americains « Crude Oil Prices - COP » et Le 
nombre de mises en service de nouveaux moteurs. Est-ce que ce modele, a la figure 
56, presente une correlation? 
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Figure 56 -« Crude Oil» VS Nombre de moteurs mis en circulation 
Le nombre de mises en service ne semble pas diminuer lorsque le prix du 
petrole monte. II faudrait probablement une tres forte hausse prolongee pour que 
cela change. Regardons plutot le nombre d'heures de vol versus le COP, a la figure 
57. 
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Figure 57 -« Crude Oil» VS Usage mensuel en nombre d'heures de vol 
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En effet, lorsque le prix du petrole augmente, ce n'est pas le nombre de 
mises en services qui est affecte, mais plutot le nombre d'heures de vol. Si on 
regarde maintenant les profits corporatifs aux Etats-Unis (« US Corporate Profits 
» - USCP) par rapport au nombre de mises en services, cela s'ameliore. Lorsque les 
profits corporatifs augmentent, les ventes d'avions regionaux augmentent 
egalement. 
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Figure 58 - Le nombre de mises en service VS les USCP 
Dans la figure 59, le nombre d'heures de vol ne semble pas vraiment affecte 
par la hausse des USCP. On constate que de 2001 a 2002, bien que les profits 
corporatifs eurent diminues, le nombre d'heure de vol a continue de croitre. 
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Figure 59 - Usage mensuel en nombre d'heures de vol VS USCP 
Nous avons egalement evalue le produit brut mondial « World's Gross 
Domestic Product - WGDP » par rapport au nombre de moteurs mis en service, a la 
figure 60, puis par rapport a l'usage mensuelle en nombre d'heures de vol, a la 
figure 61. 
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Figure 60 - Le nombre de mises en service VS WGDP 
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Figure 61 - L'usage mensuel en nombre d'heures de vol VS WGDP 
Le nombre de mises en services semble reagir plus au WGDP que le nombre 
d'heures de vol, mais encore, les deux croissent, mais rien ne nous indique une tres 
forte correlation. 
Prenons maintenant l'lndice S&P500 (500 compagnies americaines indues 
dans l'indice maintenu par Standard & Poor's). Nous souhaitons voir si le nombre de 
mises en service est atteint par les fluctuations de l'lndice S&P500, a la figure 62, 
puis si le nombre d'heures de vol mensuel est atteint aussi par le S&P500, a la 
figure 63. 
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Figure 62 - Nombre de mises en service VS S&P500 
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Figure 63 - L'usage mensuel en nombre d'heures de vol VS S&P500 
Le nombre d'heures de vol et le S&P500 ont une forme similaire, beaucoup 
plus visible que le nombre de mises en services compare au S&P500. Finalement, 
qu'en est-il des taux d'interets aux Etats-Unis (USIR)? La variation des taux 
d'interets affecte-t-elle le nombre de mises en services ou le nombre d'heures de 
vol? Selon les graphiques des figures 64 et 65, il ne semble pas y avoir de 
correlation. 
124 
1 Rates / Nb of Engines 306B 
700 -
600 -
500 
400 -
300 
200 -
100 -
n • • • • » * » * • 
1998 Q4 1999 Q4 2001 Q4 2002 Q4 2004 Q4 2005 Q4 2006 Q4 2008 Q4 2009 Q4 
• I Rates 
• nb 
Figure 64 - le nombre de mises en services VS USIR 
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Figure 65 - L'usage mensuel en nombre d'heures de vol VS USIR 
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Annexe C - la description detail lee des nombreuses 
caracteristiques retenues en entree. 
Numero 
Source: TRAC Database (Entrepot de donnees historiques) 
Utilite: Attribuer un numero unique a l'evenement rencontre. Sert de cle 
primaire. II s'agit d'un numero sequentiel. Nombre entier 0<x<n, ou n correspond 
au nombre total d'evenements pour ce modele de moteur. 
Importance : Ce champ n'a aucune influence sur l'usure du moteur et la prediction 
de futures visites en usine. 
Engine Serial Number 
Source: TRAC Database 
Utilite: Chaque moteur possede un numero de serie unique, compose de 2 
lettres et 4 chiffres, prenant la forme suivante « XX0000 ». Les deux premieres 
lettres identifient le type de moteur. 
Importance : Ce champ nous permet de savoir a quel moteur l'evenement est relie. 
Un meme moteur peut avoir plusieurs evenements. 
Days between events 
Source: Champ calcule 
Utilite: Ce champ calcule le delai entre les evenements d'un meme moteur 
en nombre de jours. En classant les evenements en ordre croissant de dates, on peut 
identifier ce delai. II suffit, pour un meme numero de serie, de soustraire la date du 
dernier evenement de celle de l'evenement courant. 
Importance : Ce champ est l'un des 2 champs cibles. Nous souhaitons predire quand 
aura lieu le prochain evenement pour un moteur precis. 
Event Date 
Source: TRAC Database 
Utilite: Chaque evenement sur un moteur se produit a une date donnee, 
prenant la forme « JJ-MMM-AA ». 
Importance : Ce champ nous permet de savoir a quelle date un evenement a eu lieu. 
Ce champ sert a calculer le nombre de jours entre les evenements. Je ne crois pas 
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que ce champ soit necessaire comme entree pour predire les prochaines visites en 
usine. 
Political Belonging 
Source: TRAC Database 
Utilite: Chaque moteur appartient a une entite politique (Pays/Region). 
Importance : Ce champ nous permet de savoir a quelle region politique ce moteur 
appartient. Ce champ est important pour la prediction des visites en usines, puisque 
certaines regions se conforment plus aux exigences et delais de maintenance que 
d'autres. 
Pour les XX306B, nous avons les possibilites presentees a la table 22. 
Table 22 - Repartition des pays d'appartenance pour les 306B 
Austria Count 
Canada Count 
China Count 
French Polynesia Count 
Germany Count 
Italy Count 
Nigeria Count 
U.S.A. Count 
United Kingdom Count 
7 
3 
285 
4 
6 
41 
27 
397 
1 
Engine Time Since New 
Source: TRAC Database 
Utilite: Chaque moteur a un nombre d'heures de vol depuis sa mise en 
service. Ce champ contient le nombre total d'heures de vol depuis sa mise en 
service. 
Importance : Ce champ nous permet de savoir combien d'heures de vol le moteur a 
vole au total. II est important pour la prediction des visites en usine, puisqu'un 
moteur ayant moins d'heures de vol est moins susceptible d'avoir besoin d'une 
visite en usine. 
Engine TSN Recorded Date 
Source: TRAC Database 
Utilite: Chaque moteur a un nombre d'heures de vol depuis sa mise en 
service. Ce champ contient la date a laquelle le nombre total d'heures de vol depuis 
la mise en service du moteur a ete enregistree. 
Importance : Ce champ nous permet de savoir quand on a enregistre le nombre 
d'heures de vol depuis la mise en service du moteur. Je ne crois pas que ce champ 
soit necessaire comme entree pour predire les prochaines visites en usine. 
Engine Cycles Since New 
Source: TRAC Database 
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Utilite: Chaque moteur a un nombre de cycles depuis sa mise en service. Ce 
champ contient le nombre total de cycles depuis sa mise en service. Un cycle 
correspond a un intervalle <decollage, vol, atterrissage>. 
Importance : Ce champ nous permet de savoir combien de cycles le moteur a 
effectue au total. II est important pour la prediction des visites en usine, puisqu'un 
moteur ayant moins de cycles est moins susceptible d'avoir besoin d'une visite en 
usine. D'ailleurs, plus les cycles sont longs, moins le moteur sera fatigue et moins il 
aura besoin d'avoir de visites en usine. L'inverse est vrai aussi: plus les cycles sont 
frequents et courts, plus les chances augmentent de voir ce moteur entrer en usine. 
Engine CSN Recorded Date 
Source: TRAC Database 
Utilite: Chaque moteur a un nombre de cycles depuis sa mise en service. Ce 
champ contient la date a laquelle le nombre total de cycles depuis la mise en service 
du moteur a ete enregistree. 
Importance : Ce champ nous permet de savoir quand on a enregistre le nombre de 
cycles depuis la mise en service du moteur. Je ne crois pas que ce champ soit 
necessaire comme entree pour predire les prochaines visites en usine. 
Time Between Overhaul 
Source: TRAC Database 
Utilite: Chaque moteur a un delai fixe de maintenance prevu (Overhaul). Ce 
champ indique la duree de 1'intervalle de maintenance prevue sur les « Overhaul » 
(OH). II est possible d'obtenir une extension de ce delai si l'operateur est fidele aux 
delais presents. (Bonne conduite - aussi appele « Soft-Time »). Si, par contre, 
l'operateur n'est pas fidele aux delais presents, il ne pourra pas beneficier de delais 
supplementaires (habituellement par tranches de 500h), mais il peut se voir attribuer 
une reduction du delais (-500h, par exemple, pour mauvaise conduite - aussi appele 
« Hard-Time »). 
Importance : Ce champ nous permet de savoir quel est le delai de maintenance fixe 
pour les OH. Ceci est un des principaux indicateurs pour savoir quand le moteur 
entrera en usine pour une maintenance prevue. (Type=BPO). Ce champ est TRES 
important pour la prediction des visites en usines. 
Time Since Overhaul 
Source: TRAC Database 
Utilite: Chaque moteur a un delai depuis sa derniere maintenance prevue 
(BPO). Ce champ contient le nombre d'heures de vol depuis le dernier evenement 
OH prevu. 
Importance : Ce champ nous permet de savoir quand on a effectue la derniere 
maintenance (BPO) sur ce moteur, en termes de nombre d'heures depuis. Ce champ 
est tres important pour effectuer une prediction sur la prochaine visite possible. 
Cycles Since Overhaul 
Source: TRAC Database 
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Utilite: Chaque moteur a un delai depuis sa derniere maintenance prevue 
(BPO). Ce champ contient le nombre de cycles effectues depuis le dernier 
evenement OH prevu. 
Importance : Ce champ nous permet de savoir combien de cycles ont ete effectues 
depuis la derniere maintenance (BPO) sur ce moteur. Ce champ est tres important 
pour effectuer une prediction sur la prochaine visite possible. Encore une fois, plus 
le nombre de cycles sera eleve, plus le risque d'une visite en usine sera eleve et 
encore plus si la duree des cycles est de courte duree. 
Aircraft Serial Number 
Source: TRAC Database 
Utilite: Chaque moteur est utilise sur un aeronef (avion, helicoptere, ...). Un 
aeronef peut utiliser 1 ou plusieurs moteurs (maximum de 8). Un moteur est 
interchangeable, alors il peut changer de position sur 1'aeronef (position 1, 2, 3, 4, 
5, 6, LH, PvH, spare) et il peut egalement se retrouver sur un autre aeronef quelques 
semaines plus tard. Ce champ contient le numero de serie de l'aeronef sur lequel il 
etait installe lorsque 1'evenement a eu lieu. 
Importance : Ce champ nous permet de savoir sur quel aeronef le moteur etait 
installe lors de l'evenement. Ce champ peut etre important, dans la mesure ou le fait 
d'installer ce moteur sur un aeronef plutot qu'un autre peut reduire sa duree de vie, 
ou augmenter l'usure qu'il subira. 
Operator Class 
Source: TRAC Database 
Utilite: Chaque operateur d'aeronef, sur lequel figure un ou plusieurs 
moteurs appartient a une classe d'operateur predeterminee. Ce champ contient la 
classe de 1'operateur. 
Importance : Ce champ nous permet de savoir quelle est la classe de 1'operateur qui 
utilise ce moteur. Certaines classes sont plus susceptibles d'entrainer de la fatigue 
sur les moteurs. Ce champ est important pour la prediction, s'il peut apporter 
d'autres informations que celles en relation avec le nombre de cycles 
Table 23 - Repartition des classes d'operateurs pour les 306B 
A1RL1M- Count 
COMMUTKR Count 
CORPORATE/UTILITY Count 
EQUIPMENT MANUFACTURER Count 
77 
643 
47 
4 
Operator Name 
Source: TRAC Database 
Utilite: Chaque operateur d'aeronef, sur lequel figure un ou plusieurs 
moteurs appartient possede un nom. Ce champ contient le nom de T operateur. 
Importance : Ce champ nous permet de savoir quel est le nom de Toperateur qui 
opere l'aeronef sur lequel le moteur etait installe lors de l'evenement. Ce champ 
peut etre important, dans la mesure ou les operateurs n'ont pas tous le meme type 
d'utilisation, ou encore le meme type de rigueur pour la maintenance. 
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Table 24 - Repartition des noms d'operateurs pour le 306B 
AD AC LUF'l RETTUNG GMBH Count 
AERO-DIENST GMBH Count 
AIR VALLEE S.P.A. Count 
ALTRIA GROUP. INC. Count 
ATI .ANTIC COAST AIRLINES Count 
AVCRAFT AVIATION LLC Count 
BRISTOW HELICOPTERS GROUP LTD. Count 
CHANG AN AIRLINES CO., LTD Count 
CIRRUS AIRLINES Count 
TAIRCHILD DORMER GMBII Count 
GANDALF AIRLINES Count 
GREAT PLAINS AIRLINES Count 
1IAINAN AIRLINES CO LTD Count 
ITALI AIRLINES SRL Count 
JOHNSON CONTROLS INC. Count 
OZARK MANAGEMENT INC. Count 
PRATT & WHITNEY CANADA LEASING INC. Count 
SHELL PETROLEUM DEVELOPMENT CO. NIGERIA Count 
SKYWAY AIRLINES Count 
1 YROL AIR AMBULANCE Count 
TYROLEAN AIRWAYS GMBH Count 
TYROLEAN JET SERVICE GMBH Count 
ULTIMATE JET CHARTER Count 
UNION PLANTERS NATIONAL BANK Count 
UNKNOWN Count 
WANAIR Count 
2 
1 
10 
255 
1 
8 
212 
1 
1 
27 
14 
74 
- > 
4 
2 
j 
20 
111 
1 
3 
5 
4 
2 
Operator Short Name 
Source: TRAC Database 
Utilite: Ce champ contient une version reduite du nom de Toperateur. 
Importance : Ce champ nous permet de savoir quel est le nom de Toperateur qui 
opere Taeronef sur lequel le moteur etait installe lors de Tevenement. Ce champ 
peut etre important, dans la mesure ou les operateurs n'ont pas tous le meme type 
d'utilisation, ou encore le meme type de rigueur pour la maintenance. Ce champ est 
egalement la repetition du champ « Operator Name ». Seulement un des deux devra 
etre considere. Reste a trouver lequel ? 
Owner Name 
Source: TRAC Database 
Utilite: Ce champ contient le nom du detenteur. Ce n'est pas necessairement 
celui qui l'opere. 
VALEURS MANQUANTES: 372 valeurs sur 771. 
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Importance : Ce champ nous permet de savoir a qui appartient l'aeronef sur lequel 
est installe le moteur. Cependant, il y a beaucoup de valeurs manquantes. Ce champ 
ne sera pas considere (contient 48% de valeurs manquantes). 
Table 25 - Repartition des noms courts des detenteurs pour le 306B 
AERO-D1ENST GMBH Count 
AIR VALLEE S.P.A. Count 
ASTRAL SKYWAY Count 
ATLANTIC COAST A1RLINKS Count 
ATI,ANTIC COAST AIRLINES HOLDINGS INC Count 
ATLANTIC COAST A1RLINKS HOLDINGS. INC Count 
AVCRAJT AEROSPACE Count 
AVCRAFT AVIATION LLC Count 
A VIA CONSULT FLUGTRIEBSWERK - GMB11 Count 
BRISTOW HELICOPTERS GROUP LTD. Count 
CM IANG AN AIRLINES CO.. LTD Count 
DORNIER Count 
DORNIER LUFTFAHRTGMBH Count 
GANDALFA/L Count 
GANDALF AIRLINES Count 
GREAT PLAINS AIRLINES Count 
HAINAN Count 
HAINAN AIRLINES Count 
HAINAN AIRLINES CO LTD Count 
ITAL1 AIRLINES SRL Count 
JOHNSON CONTROLS INC. Count 
OZARK AIRLINES Count 
PRATT & WHITNEY CANADA LEASING INC. Count 
PRATT & WHITNEY ENGINE SERVICES. INC. Count 
PRA'IT AND WHITNEY CANADA LEASING INC. Count 
PWCL(CSSP) Count 
SHELL PETROLEUM DEVELOPMENT CO. NIGERIA Count 
SKYWAY AIRLINES Count 
TYROLEAN JET SERVICE GMBI1 Count 
ULTIMATE; JET CI 1ARTER Count 
UNION PLANTERS NATIONAL BANK Count 
WELCOME AIR LUFTFAHRT GMBH & CO KG Count 
Grand Count 
2 
5 
9 
29 
2~ 
2 
1 
..... .. 
1 
6 
2 
1 
3 
1 
7 
1 
1 
88 
47 
2 
4 
100 
1 
5 
1 
5 " 
61 
2 
~y 
3 
- > 
399 
Country 
Source: TRAC Database 
Utilite: Ce champ contient le nom du pays ou l'evenement a eu lieu. 
Importance : Ce champ nous permet de savoir ou exactement l'evenement a eu lieu. 
II est possible que ce champ ait de Tinfluence sur les visites en usine, mais je crois 
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que les facteurs environnementaux auront un plus grand impact sur la prediction des 
visites en usine que ce champ. 
Table 26 - Repartition des pays d'evenements pour le 306B 
Austria Count 
Canada Count 
China Count 
French. Polynesia Count 
Germany Count 
llalv Count 
Nigeria Count 
U.S.A. Count 
United Kingdom Count 
7 
3 
285 
4 
6 
41 
27 
397 
1 
State/Province 
Source: TRAC Database 
Utilite: Ce champ contient le nom de l'etat ou de la province ou l'evenement 
a eu lieu. 
Importance : Ce champ nous permet de savoir ou exactement l'evenement a eu lieu, 
et encore plus precisement que seulement le nom du pays. II est possible que ce 
champ ait de l'influence sur les visites en usine, mais je crois que les facteurs 
environnementaux auront un plus grand impact sur la prediction des visites en usine 
que ce champ. 
VALEURS MANQUANTES: 68 « UNKNOWN » sur 771. 
Table 27 - Repartition des etats/provinces d'evenements pour le 306B 
Bavaria Count 
Bergamo Count 
England Count 
Hainan Dao Count 
Illinois Count 
Kentucky Count 
Lagos Count 
Massachusetts Count 
Michigan Count 
Missouri Count 
New York Count 
North Carolina Count 
()hio Count 
Oklahoma Count 
Pescara Count 
Quebec Count 
Saarland Count 
Shaanxi Count 
J 
8 
1 
73 
1 
1 
3 
4 
4 
7 
1 
1 
5 
8 
o 
CN 
1 
209 
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South Carolina Count 
Tahiti Archipelago Count 
Tennessee Count 
Tirol Count 
UNKNOWN Count 
Virginia Count 
Wisconsin Count 
19 
4 
3 
3 
68 
230 
110 
Event Classification 3 
Source: TRAC Database 
Utilite: Ce champ contient le type de l'evenement. 
Importance : Ce champ nous permet de savoir quel est le type de l'evenement qui a 
eu lieu. II s'agit du deuxieme champ cible. II est tres important. 
Table 28 - Repartition des evenements du 306B 
BPC) Count 
BPR Count 
BUO Count 
BUR Count 
NL-R Count 
6 
431 
2 
277 
55 
« (Less WORSE) Basic Planned Overhaul » 
« Basic Planned Removal» 
« Basic Unplanned Overhaul » 
« Basic Unplanned Removal» 
« (WORSE) Non-basic Unplanned Removal» 
Engine age in days 
Source: TRAC Database 
Utilite: Ce champ contient l'age du moteur en nombre de jours. 
Importance : Ce champ nous permet de savoir quel est l'age du moteur. Je crois 
qu'il est important pour la prediction, puisque plus un moteur est age, plus il est 
susceptible de necessiter une visite en usine. On represente la fonction de retraite 
comme un graphique presente a la figure 66.: 
Table 29 - Statistiques sur l'age des 306B 
MIN 
MAX 
AVERAGE 
1742.2425 
3141.15 
2521.802539 
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Figure 66 - Fonction de retraite des moteurs 
Engine Age 
Source: TRAC Database 
Utilite: Ce champ contient Page du moteur en nombre d'annees. 
Importance : Ce champ nous permet de savoir quel est l'age du moteur. Je crois 
qu'il est important pour la prediction, puisque plus un moteur est age, plus il est 
susceptible de necessiter une visite en usine. Cependant, ce champ duplique 
P information contenue dans « Engine age in days ». 
Module Age 
Source: TRAC Database 
Utilite: Ce champ contient la date d'entree en service (EIS) du moteur. 
Importance : Ce champ nous permet de savoir quel est l'age du moteur. Je crois 
qu'il est important pour la prediction, puisque plus un moteur est age, plus il est 
susceptible de necessiter une visite en usine. Cependant, ce champ duplique 
rinformation contenue dans « Engine age in days » et dans « Engine Age ». 
Number Of Events 
Source: TRAC Database 
Utilite: Ce champ contient une valeur unique definissant s'il s'agit de 
l'evenement le plus recent. Malheureusement, il n'a pas ete utilise a bon escient. 
Importance : Ce champ est inutilisable. 
Engine Target BUR 
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Source: TRAC Database 
Utilite: Ce champ contient une valeur unique definissant le taux de BUR a 
atteindre pour ce modele de moteur. 
Importance : Ce champ est inutilisable. 
Engine Target IFSD 
Source: TRAC Database 
Utilite: Ce champ contient une valeur unique definissant le taux de In Flight 
Shut-Down (IFSD) a atteindre pour ce modele de moteur. 
Importance : Ce champ est inutilisable. 
Installation Type 
Source: TRAC Database 
Utilite: Ce champ contient une valeur unique definissant sur quel type 
d'aeronef le moteur est installe. 
Importance : Ce champ est inutilisable. 
Sand 
Source: Modele des couts de maintenance - Recherche environnementale. 
Utilite: Ce champ contient le taux moyen de sable present a l'aeroport/la 
region ou est opere l'aeronef. Cette valeur est obtenue du modele de couts de 
maintenance (DMC). 
Importance : Ce champ important. II a un impact direct sur l'usure prematuree du 
moteur. 
Salt 
Source: Modele des couts de maintenance - Recherche environnementale. 
Utilite: Ce champ contient le taux moyen de sel present a l'aeroport/la 
region ou est opere l'aeronef. Cette valeur est obtenue du modele de couts de 
maintenance (DMC). 
Importance : Ce champ important. II a un impact direct sur l'usure prematuree du 
moteur. 
Volcano 
Source: Modele des couts de maintenance - Recherche environnementale. 
Utilite: Ce champ contient le taux moyen d'eruptions volcaniques presentes 
a l'aeroport/la region ou est opere l'aeronef. Cette valeur est obtenue du modele de 
couts de maintenance (DMC). 
Importance : Ce champ important. II a un impact direct sur l'usure prematuree du 
moteur. 
Pollution 
Source: Modele des couts de maintenance - Recherche environnementale. 
Utilite: Ce champ contient le taux moyen de pollution present a l'aeroport/la 
region ou est opere l'aeronef. Cette valeur est obtenue du modele de couts de 
maintenance (DMC). 
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Importance : Ce champ important. II a un impact direct sur l'usure prematuree du 
moteur. 
Elevation 
Source: Modele des couts de maintenance - Recherche environnementale. 
Utilite: Ce champ contient le taux moyen d'elevation present a l'aeroport/la 
region ou est opere l'aeronef. Cette valeur est obtenue du modele de couts de 
maintenance (DMC). 
Importance : Ce champ important. II a un impact direct sur l'usure prematuree du 
moteur. 
Crude Oil Price 
Source: Global Insight - Web reference on Macro-economics factors. 
Utilite: Ce champ contient le prix du petrole brut au moment ou l'evenement 
a eu lieu. 
Importance : Ce champ important. II a un impact direct sur Putilisation du moteur. 
USD 
Source: Global Insight - Web reference on Macro-economics factors. 
Utilite: Ce champ contient le prix du dollar americain au moment ou 
l'evenement a eu lieu. 
Importance : Ce champ important. II a un impact direct sur la mise en marche de 
nouveaux moteurs corporatifs. 
S&P500 
Source: Global Insight - Web reference on Macro-economics factors. 
Utilite: Ce champ contient la cote boursiere du S&P500 au moment de 
l'evenement. 
Importance : Ce champ important. II a un impact direct sur l'utilisation du moteur. 
Corp Profits US 
Source: Global Insight - Web reference on Macro-economics factors. 
Utilite: Ce champ contient la valeur des profits corporatifs aux US a la date 
de l'evenement. 
Importance : Ce champ important. II a un impact direct sur la mise en marche de 
nouveaux moteurs corporatifs. 
Interest Rates US 
Source: Global Insight - Web reference on Macro-economics factors. 
Utilite: Ce champ contient la valeur des taux d'interets aux US a la date de 
l'evenement. 
Importance : Ce champ important. II a un impact direct sur la mise en 
marche/l'utilisation de nouveaux moteurs corporatifs. 
WGDP 
Source: Global Insight - Web reference on Macro-economics factors. 
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Utilite: Ce champ contient la croissance mondiale a la date de l'evenement. 
Importance : Ce champ important. II a un impact direct sur la mise en marche de 
nouveaux moteurs corporatifs. 
USDCAD=X 
Source: Global Insight - Web reference on Macro-economics factors. 
Utilite: Ce champ contient la valeur du dollar US par rapport au dollar 
Canadien a la date de l'evenement. 
Importance : Ce champ important. II a un impact direct sur la mise en marche de 
nouveaux moteurs corporatifs. 
Nb of Engines 
Source: TRAC Database. 
Utilite: Ce champ contient le nombre de moteurs en service pour 1'ensemble 
de la famille de moteurs a la date de l'evenement. 
Importance : Ce champ permet de diviser le total des heures volees par le nombre 
de moteurs en service et avoir une moyenne d'utilisation par moteur. 
MRT 
Source: TRAC Database. 
Utilite: Ce champ contient le nombre d'heures de vol mensuel (Monthly 
Running Time) pour l'ensemble de la famille de moteurs a la date de l'evenement. 
Importance : Ce champ permet de diviser le total des heures volees par le nombre 
de moteurs en service et avoir une moyenne d'utilisation par moteur. 
TRT 
Source: TRAC Database. 
Utilite: Ce champ contient le nombre d'heures de vol total (Total Running 
Time) pour le moteur en service. 
Importance : Ce champ permet de diviser le total des heures volees par le moteur. 
AMU 
Source: TRAC Database. 
Utilite: Ce champ contient le nombre moyen d'heures de vol mensuelles 
pour tous les moteurs de la famille a la date de l'evenement. 
Importance : Ce champ permet de diviser le total des heures volees par le nombre 
de moteurs en service et avoir une moyenne mensuelle d'utilisation par moteur. 
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Annexe D - la conversion des valeurs categorielle en 
valeurs numeriques (« ranking »). 
Parmi les caracteristiques proposees, plusieurs sont categorielles. Nous 
faisons references aux valeurs de couleur JAUNE dans les exemples precedents 
(Annexe C, p. 126). Afin de rendre ces variables numeriques, il faut effectuer un 
score pour chaque possibilite (chaque classe) de la caracteristique. 
Pour chacun de ces champs, voyons ensemble la methode utilisee pour 
numeriser la valeur de la caracteristique. 
Table 30 - Conversion du numero de serie 
Engine Serial Number 
XX0205 ^0205 
Dans ce premier cas, a la table 30, le numero de serie sert uniquement a 
savoir de quel moteur nous parlons. A l'aide de ces numeros de serie, nous avons pu 
trouver (en triant les donnees par ordre croissant de numeros) le delai entre les 
evenements. A noter que ce champ a ete nomme « Days Between Events ». 
Les 2 premiers caracteres ont ete retires et le numero alphanumerique a ainsi 
ete converti en une valeur strictement numerique, sans perte d'information 
intrinseque, puisque chaque modele de moteur a ses propres caracteres 
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d'identification. Dans la meme famille, tous les moteurs ont les memes lettres. (XX 
dans le cas du moteur XX306B). 
Table 31 - Conversion du Pays d'appartenance 
-» 0.4380 
Political Belonging 
U S A 
Afin de rendre numerique ce champ, le score a ete obtenu en classant les 
pays par ordre de richesse, sous entendant ainsi que les pays les plus riches 
sauraient davantage comment maintenir un moteur en bon etat de vol. Ainsi, les 
moteurs detenus par la Chine, par exemple, obtiennent un score plus faible et ceci 
reflete la realite puisque les operateurs chinois ont plus tendance a etre delinquants 
comparativement aux operateurs americains. Les scores obtenus sont presentes dans 
la table 32. 
Table 32 - Resultats de la conversion des pays d'appartenance 
Nigeria 
China 
French 
Polynesia 
Italy 
United Kingdom 
Germany 
Austria 
Canada 
U.S.A. 
0.0150 
0.0780 
0.1750 
0.3020 
0.3180 
0.3190 
0.3470 
0.3570 
0.4380 
Table 33 - Conversion du numero de serie de l'aeronef 
Aircraft Serial Number 
DOR#### 
Dans ce cas, le numero de serie sert uniquement a savoir de quel aeronef 
nous parlons. Les 3 premiers caracteres ont ete retires et le numero alphanumerique 
a ainsi ete converti en une valeur strictement numerique, avec possible perte 
d'information intrinseque, puisque chaque modele d'aeronef a ses propres 
caracteres d'identification, mais il se peut que les nombres reviennent d'un aeronef 
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a l'autre. Ceci risque de causer de la confusion, alors il risque de ne pas etre 
considere dans le modele. 
Table 34 - Conversion de la classe de l'operateur 
Operator Class 
COMMUTER 
Cette caracteristique est importante (table 34), puisqu'elle peut nous eclairer 
sur le type de mission de l'operateur, elle nous aide a estimer le genre de vols que 
l'operateur risque d'effectuer. Habituellement, les lignes aeriennes sont celles qui 
effectuent les vols les plus long (done, il y a moins d'usure sur le moteur, puisque la 
puissance maximale est utilisee seulement lors du decollage et e'est ce qui 
endommage le plus le moteur). En revanche, les commutateurs (commuter) sont 
ceux dont les vols risquent d'etre les plus courts, alors il y a beaucoup plus de 
chances d'endommager le moteur, puisque la demande maximale de puissance est 
requise beaucoup plus frequemment qu'une ligne aerienne pourrait le faire. Les 
scores obtenus sont presenter a la table 35. 
Table 35 - Resultats de la conversion des classes d'operateurs 
AIRLINE 
EQUIPMENT 
MANUFACTURER 
CORPORATE/UTILITY 
COMMUTER 
0.3 
0.5 
0.7 
0.9 
Operator Name 
ATLANTIC COAST AIRLINES 
Operator Short Name 
ATLANTIC COAST " 
Owner Name 
Ces trois sont considered comme un ensemble 
Ces trois derniers champs sont difficiles a categoriser. lis ont done ete 
regroupes dans un quatrieme champ appele « Max proba owner and operator 
name ». Nous avons tente de trouver la possibilite que l'operateur et le detenteur 
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soient dans des pays riches et ne soient pas delinquants. Les scores obtenus sont 
presentes a la table 36. Plus le score est eleve, plus le pays est delinquant et plus les 
moteurs sont uses lorsqu'ils entrent en atelier pour la maintenance: 
Table 36 - Scores des pays riches et non delinquants 
ATLANTIC COAST AIRLINES 
BRISTOW HELICOPTERS GROUP 
LTD. 
AIR VALLEE S.P.A. 
ALTRIA GROUP, INC. 
AERO-DIENST GMBH 
HAINAN AIRLINES CO LTD 
UNKNOWN 
CHANG AN AIRLINES CO., LTD 
SKYWAY AIRLINES 
CHANG AN AIRLINES CO., LTD 
CANADA LEASING INC. 
TYROL AIR AMBULANCE 
SHELL PETROLEUM 
DEVELOPMENT CO. NIGERIA 
ULTIMATE JET CHARTER 
GANDALF AIRLINES 
ATLANTIC COAST AIRLINES 
BRISTOW HELICOPTERS GROUP 
LTD. 
AVCRAFT AVIATION LLC 
AIR VALLEE S.P.A. 
CHANG AN AIRLINES CO., LTD 
CHANG AN AIRLINES CO.. LTD 
BRISTOW HELICOPTERS GROUP 
LTD. 
ATLANTIC COAST AIRLINES 
CHANG AN AIRLINES CO., LTD 
ATLANTIC COAST 
BRISTOW HELI 
AIR VALLEE 
ALTRIA GROUP 
AERO-DIENST 
HAINAN AIRLINES 
UNKNOWN 
CHANGAN A/L 
SKYWAY A/L 
CHANGAN A/L 
P&WC LEASING IN 
SHELL 
PETROLEUM 
AVCRAFT JET CHA 
GANDALF 
ATLANTIC COAST 
BRISTOW HELI 
AVCRAFT AVI A. 
AIR VALLEE 
CHANGAN A/L 
CHANGAN A/L 
BRISTOW HELI 
ATLANTIC COAST 
CHANGAN A/L 
CANADA 
LEASING INC. 
CANADA 
LEASING INC. 
CANADA 
LEASING INC. 
CANADA 
LEASING INC. 
WELCOME AIR 
LUFTFAHRT 
GMBH & CO KG 
CANADA 
LEASING INC. 
ULTIMATE JET 
CHARTER 
CANADA 
LEASING INC. 
CANADA 
LEASING INC. 
AVCRAFT 
AVIATION LLC 
AIR VALLEE 
SPA. 
HAINAN 
CHANG AN 
AIRLINES CO., 
LTD 
SHELL 
PETROLEUM 
DEVELOPMENT 
CO. NIGERIA 
DORNIER 
LUFTFAHRT 
GMBH 
HAINAN 
AIRLINES 
0 
0 
0 
0 
0 
0.5 
0.5 
0.5 
0.5 
0.5 
0.5 
0.5 
0.5 
0.5 
0.5 
4 
4 
4 
6 
6 
6 
12 
60 
161 
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Table 37 - Pays 
Country 
U.S.A. 
Ce champ (table 37) peut etre ignore, a moins que l'evenement n'ait pas lieu 
dans la meme region que celle ou il appartient (« Political Belogning »). Dans ce 
dernier cas, ce champ peut nous aider a retrouver les valeurs environnementales 
pour la region ou l'evenement a eu lieu, plutot que de viser la region 
d'appartenance. 
Table 38 - Etat/Province 
State/Province 
Virginia 
La province (Table 38) est surtout utilisee pour effectuer la recherche 
verticale afin trouver les facteurs environnementaux, lorsque le pays est trop vaste 
pour avoir une seule valeur unique, alors nous utilisons la province (comme par 
exemple dans les Etats-Unis, chaque province a ses taux environnementaux). 
Table 39 - Classification (l'evenement sur 3 caracteres 
Event Classification 3 
BUR " 
Ceci est l'un des champs cles (table 39). II s'agit d'une partie de la 
prediction (« Target ») a fournir. II indique le type d'evenement qui s'est produit 
pour que le moteur ait besoin d'une visite en usine. La premiere lettre signifie s'il 
s'agit d'un evenement « B-Basic » ou « N-Non Basic ». Les evenements de base 
(« basic ») sont moins graves que les evenements qui ne sont pas de base (« Non 
Basic »). La deuxieme lettre signifie si l'evenement est prevu (« Planned ») ou non-
prevu (« Unplanned »). Habituellement, les evenements non-prevus sont plus graves 
que les prevus. Finalement, la troisieme lettre nous renseigne sur ce qui a ete fait 
comme maintenance sur ce moteur en relation avec cet evenement. Par exemple, un 
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« O » signifie un « overhaul» (on doit defaire le moteur en morceaux), alors qu'un 
« R » signifie « Removal » (on a du enlever le moteur). Les scores obtenus sont 
listes dans la table 40.: 
Table 40 - Scores des types d'evenements 
BPR 
BPO 
NUR 
BUR 
BUO 
4 
5 
6 
8 
9 
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Annexe E - Jeux d'observation sur le SVM. 
E.1 Premier jeu d'essai incluant TOUTES les 
caracteristiques 
Nous avons utilise les caracteristiques suivantes : 
Numero, Normalized SN, Days between events, Political Belonging 
Normalized, Engine Time Since New, Engine TSN Recorded Date, Engine Cycles 
Since New, Time Between Overhaul, Time Since Overhaul, Cycles Since Overhaul, 
Normalized A/c SN, Opr clas normalized, Max proba owner and operator name, 
Event C 3 Rating, Engine age in days, Engine Age, Sand, Salt, Volcano, Pollution, 
Elevation, Crude Oil Price USD, S&P500, Corp Profits US, Interest Rates US, W 
GDP, USDCAD=X, Nb of Engines, MRT, TRT, AMU, Target(La classe cible: 
l=Planned 2=BasicUnplanned 3=Non-BasicUnplanned). On peut consulter les 
parametres du SVM apres le jeu d'entrainement a la table 41. 
Table 41 - Parametres du SVM 
MSE 
4.06E-08 
C 
10000 
epsilon 
1.00E-06 
nu kernel 
type radial gamma 10 
Avec 100 
« runs ». 
Pour le jeu de validation, nous avons utilise l'en-tete suivant: 
# svm example set 
144 
@examples 
dimension 31 (nombre de caracteristiques) 
number 617 (nombre d'exemples, d'enregistrements) 
b-1.051360415765215 
Les resultats obtenus n'etaient pas satisfaisants (pour predire les 154 
enregistrements): 
# examples ys 
-306.243 
-182.517 
-96.0364 
-312.546 
-171.809 
-37.5184 [...] 
Tellement que l'erreur moyenne etait de 37.6841485. 
E.2 Deuxieme jeu d'essai incluant CERTAINES des 
caracteristiques choisies 
Nous avons utilise les caracteristiques suivantes : 
Days between events, Political Belonging Normalized, Engine Time Since 
New, Engine Cycles Since New, Time Between Overhaul, Opr clas normalized, 
Event C 3 Rating, Engine age in days, Sand, Salt, Volcano, Pollution, Elevation, 
Crude Oil Price USD, S&P500, Corp Profits US, Interest Rates US, W GDP, 
USDCAD=X, Nb of Engines, MRT, TRT, AMU, Target(La classe cible: l=Planned 
2=BasicUnplanned 3 =Non-BasicUnplanned). 
Nous avons utilise les parametres « DOT standard » du SVM, sur cent 
executions (« runs »). Pour le jeu de validation, nous avons utilise l'en-tete suivant: 
# svm example set 
@examples 
dimension 23 (nombre de caracteristiques) 
number 100 (nombre d'exemples, d'enregistrements) 
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b-0.1671717133712994 
Les resultats obtenus (table 42) sont beaucoup plus satisfaisants (pour 
predire les 25 enregistrements). 
Table 42 - Resultats obtenus sur le 2,eme jeu d'essai 
Target 
2 
2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
wiifilf ;^':, 
1.00054 
0.999512 
0.999606 
1.00017 
1.00025 
1.00174 
1.00015 
1.00061 
1.00029 
0.999846 
1.00002 
1.00029 
1.00048 
1.00014 
2.00006 
2.00217 
1.99986 
2.0012 
1.99949 
1.99978 
1.99974 
1.5005 
1.50133 
1.49991 
1.49995 
J&fc^ V.'' 
-0.00054 
0.000488 
0.000394 
-0.00017 
-0.00025 
-0.00174 
-0.00015 
-0.00061 
-0.00029 
0.000154 
-2E-05 
-0.00029 
-0.00048 
-0.00014 
-6E-05 
-0.00217 
0.00014 
-0.0012 
0.00051 
0.00022 
0.00026 
1.4995 
1.49867 
1.50009 
1.50005 
Ici, l'erreur moyenne etait de 0.23969464, mais en considerant la 3ieme 
classe. Si nous ne calculons que les deux premieres classes (separabilite binaire), 
alors le resultat est encore meilleur : -0.000283. 
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E.3 Troisieme jeu d'essai incluant CERTAINES des 
caracteristiques choisies 
Comme les resultats precedents etaient satisfaisants, pour separer les 
evenements de type Prevus, comparativement aux types imprevus, nous avons tente 
d'effectuer une classification/prediction sur un plus grand ensemble de donnees. 
Nous avons utilises les memes caracteristiques et la meme configuration 
SVM, avec l'en-tete suivante: 
# svm example set 
@examples 
dimension 23 
number 771 
b-0.1664645680990583 
Cette fois-ci, les resultats (table 43) etaient tout aussi impressionnants, sur 
129 enregistrements apredire, voici les resultats : 
Table 43 - Resultats obtenus sur le 3,eme jeu d'essai 
Target 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
..RMWtfttkv. 
1.00004 
1.00014 
0.999718 
1.00038 
0.999903 
0.999891 
0.999757 
0.999984 
0.99998 
0.999979 
1.00003 
0.99959 
1.00001 
0.999685 
0.999934 
1.00018 
1.00006 
1.00001 
1.0001 
Delta .. 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0.999981 0% 
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Target 
2 
Results 
1.00018 
0.999986 
1.00011 
0.99984 
1.00011 
1.00003 
1 
0.999948 
0.999747 
1.00045 
1.00025 
1.00046 
0.999935 
0.999799 
1.00007 
0.999911 
1.00015 
0.99988 
0.999973 
0.999882 
1.00001 
0.999969 
1_ 
1.00017 
1.00002 
1.0002 
0.999708 
0.99985 
0.999822 
0.999873 
1.00002 
0.999587 
1.00003 
1.00005 
0.999952 
0.999932 
0.999972 
1.00045 
0.999906 
1.00043 
1.00008 
0.999992 
1.00007 
1.00001 
0.999799 
2.00053 
De l ^ 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
g% 
0% 
0% 
2 2.00003 0% 
Target 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
Results 
2.00015 
2.00002 
2.00015 
1.99998 
1.99994 
2.00054 
2.00042 
1.99995 
1.99981 
2.00003 
1.9999 
2.00006 
2.00049 
1.99967 
2.00008 
2.00004 
2.0005 
2.00004 
2.00026 
1.9999 
2.00024 
2.00013 
1.99991 
2.00052 
2.00009 
2.00001 
2.00018 
2.00001 
1.99998 
2.00056 
2.00013 
1.99987 
1.99993 
2.00006 
2.00003 
1.99986 
2.00002 
2.00041 
2.00014 
1.99988 
2.00045 
2.00021 
1.99996 
2.00007 
2.00007 
1.9999 
1.99996 
Delta 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
Target 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
Results 
1.99988 
2.00003 
1.50005 
1.49974 
1.50001 
1.49985 
1.5 
1.4997 
1.49998 
1.49996 
1.50005 
1.50066 
1.49944 
1.49994 
1.49978 
Delta 
0% 
0% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
150% 
Seuls ceux de la classe 3 ont obtenus des erreurs, mais si on observe bien, le 
SVM leur a quand meme assigne a tous la meme classe (ici, la valeur 1.5, au lieu de 
3). 
E.4 Quatrieme jeu d'essai incluant LA PLUPART des 
caracteristiques choisies 
Un nouveau jeu a ete cree, cette fois-ci, avec toutes les caracteristiques, pour 
tenter de separer les evenements prevus, des evenements non-prevus de base ou non 
de base, Ces caracteristiques ont ete utilisees: 
Numero, Normalized SN, Days between events, Political Belonging 
Normalized, Engine Time Since New, Engine TSN Recorded Date, Engine Cycles 
Since New, Time Between Overhaul, Time Since Overhaul, Cycles Since Overhaul, 
Normalized A/c SN, Opr clas normalized, Max proba owner and operator name, 
Event C 3 Rating, Engine age in days, Engine Age, Sand, Salt, Volcano, Pollution, 
Elevation, Crude Oil Price USD, S&P500, Corp Profits US, Interest Rates US, W 
GDP, USDCAD=X, Nb of Engines, MRT, TRT, AMU, Target(La classe cible: 
l=Planned 2=BasicUnplanned 3=Non-BasicUnplanned). 
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Nous avons utilise les parametres « DOT standard » du SVM, sur cent 
executions (« runs »). Pour le jeu de validation, nous avons utilise l'en-tete suivant: 
# svm example set 
@examples 
dimension 31 (nombre de caracteristiques) 
number 617 (nombre d'exemples, d'enregistrements) 
b-1.051360415765215 
Les resultats obtenus (table 44) ne sont pas vraiment satisfaisants (pour 
predire les 154 enregistrements): 
Table 44 - Resultats obtenus sur le 4ieme jeu d'essai 
Target 
2 
1 
2 
3 
2 
1 
3 
2 
1 
2 
2 
1 
[•••] 
Results 
577.53 
522.577 
501.703 
408.068 
369.588 
336.833 
325.688 
317.089 
287.737 
258.047 
235.345 
228.459 
cbfta 
-575.53 
-521.577 
-499.703 
-405.068 
-367.588 
-335.833 
-322.688 
-315.089 
-286.737 
-256.047 
-233.345 
-227.459 
E.5 Cinquieme jeu d'essai incluant CERTAINES des 
caracteristiques choisies 
Cette fois-ci, en utilisant encore les memes 31 caracteristiques, pour tenter 
de separer le nombre de jours avant le prochain evenement: 1 si le nombre de jours 
est inferieur a 365 et 2 s'il est superieur. Nous avons utilise les parametres « DOT 
standard » du SVM, sur cent executions (« runs »). Pour le jeu de validation, nous 
avons utilise l'en-tete suivant: 
# svm example set 
@examples 
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dimension 31 
number 514 
b-0.03091074823736911 
Tous les enregistrements obtiennent le meme score de 1.49416. L'exemple 
n'est done pas concluant. 
E.6 Sixiemejeu d'essai incluant CERTAINES des 
caracteristiques choisies 
Toujours dans la meme direction, en reduisant le nombre de caracteristiques, 
en tentant de predire le nombre de jours superieurs a 365 (classe 2) ou inferieurs 
(classe 1). Le meme en-tete de validation que l'essai 5 est conserve. En utilisant ces 
caracteristiques: 
Days between events, Political Belonging Normalized, Engine Time Since 
New, Engine Cycles Since New, Time Between Overhaul, Time Since Overhaul, 
Cycles Since Overhaul, Opr clas normalized, Max proba owner and operator name, 
Event C 3 Rating, Engine age in days, Sand, Salt, Volcano, Pollution, Elevation, 
Crude Oil Price USD, S&P500, Corp Profits US, Interest Rates US, W GDP, 
USDCAD=X, Nb of Engines, MRT, TRT, AMU, Target. 
Les resultats contiennent encore beaucoup d'erreurs: 
-26.5895 
-179.956 
-52.8884 
-39.6383 
-38.0967 
E.7 Septiemejeu d'essai incluant CERTAIN ES des 
caracteristiques choisies 
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Un autre jeu, se concentrant cette fois-ci seulement sur les types 
d'evenements BUR et tenter de les separer classe 1= x < 365 ou classe 2 x > 365. Le 
meme en-tete de validation que l'essai 5 est conserve. En utilisant ces 
caracteristiques: 
Days between events, Political Belonging Normalized, Engine Time Since 
New, Engine TSN Recorded Date, Engine Cycles Since New, Time Between 
Overhaul, Time Since Overhaul, Cycles Since Overhaul, Opr clas normalized, Max 
proba owner and operator name, Engine age in days, Sand, Salt, Volcano, Pollution, 
Elevation, Crude Oil Price USD, S&P500, Corp Profits US, Interest Rates US, W 
GDP, USDCAD=X, Nb of Engines, MRT, TRT, AMU, Target. 
La table 45 nous montre que les erreurs diminuent comparativement au 6ieme 
jeu d'essai: 
Table 45 - Result a ts obtenus sur le 7ieme jeu d'essai 
Target 
2 
Results 
1.92 
1.90 
1.90 
1.89 
1.89 
1.88 
1.88 
1.87 
1.86 
1.85 
1.85 
1.81 
1.79 
1.77 
1.72 
1.66 
1.65 
1.54 
1.47 
1.42 
1.35 
2.19 
delta 
-92% 
-90% 
-90% 
-89% 
-89% 
-88% 
-88% 
-87% 
-86% 
-85% 
-85% 
-81% 
-79% 
-77% 
-72% 
-66% 
-65% 
-54% 
-47% 
-42% 
-35% 
-19% 
153 
Target 
2 
2 
2 
2 
1 
1 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
Results 
2.15 
2.13 
2.13 
2.08 
1.08 
1.07 
2.05 
2.04 
2.02 
1.89 
1.88 
1.88 
1.87 
1.83 
1.73 
1.72 
1.69 
1.68 
1.66 
1.66 
1.66 
1.63 
1.61 
1.61 
1.56 
1.55 
1.54 
1.53 
1.51 
1.48 
1.47 
1.39 
1.31 
1.20 
1.13 
delta 
-15% 
-13% 
-13% 
-8% 
-8% 
-7% 
-5% 
-4% 
-2% 
11% 
12% 
12% 
13% 
17% 
27% 
28% 
31% 
32% 
34% 
34% 
34% 
37% 
39% 
39% 
44% 
45% 
46% 
47% 
49% 
52% 
53% 
61% 
69% 
80% 
87% 
E.8 Huitiemejeu d'essai incluant CERTAINES des 
caracteristiques choisies 
Comme les jeux precedents n'etaient pas concluants, d'autres tests sont 
effectues pour tenter de determiner quelles sont les caracteristiques aidant a separer 
les types d'evenements. Nous avons utilise les caracteristiques suivantes : 
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Days between events, Political Belonging Normalized, Engine Time Since 
New, Engine Cycles Since New, Time Between Overhaul, Opr clas normalized, 
Event C 3 Rating, Engine age in days, Sand, Salt, Pollution, Elevation, Crude Oil 
Price USD, S&P500, Corp Profits US, Interest Rates US, W GDP, USDCAD=X, 
Nb of Engines, MRT, TRT, AMU, Target(La classe cible: l=Planned 
2=BasicUnplanned3=Non-BasicUnplanned). 
Nous avons utilise les parametres « DOT standard » du SVM, sur cent 
executions (« runs »). Pour le jeu de validation, nous avons utilise l'en-tete suivant: 
# svm example set 
@examples 
dimension 23 
number 100 
b-0.1671717133712994 
Nous obtenons sensiblement les memes resultats que l'essai 2. 
E.9 Neuviemejeu d'essai incluant CERTAINES des 
caracteristiques choisies 
Encore un nouvel essai pour le nombre de jours. Voici les caracteristiques 
utilisees : 
Days between events, Political Belonging Normalized, Engine Time Since 
New, Engine TSN Recorded Date, Engine Cycles Since New, Time Between 
Overhaul, Opr clas normalized, Max proba owner and operator name, Event C 3 
Rating, Engine age in days, Sand, Salt, Volcano, Pollution, Elevation, Crude Oil 
Price USD, S&P500, Corp Profits US, Interest Rates US, W GDP, USDCAD=X, 
Nb of Engines, MRT, TRT, AMU, Target (1= moins de 1 an, 2=plus d'un an). 
Nous avons utilise les parametres « DOT standard » du SVM, sur cent 
executions (« runs »). Pour le jeu de validation, nous avons utilise l'en-tete suivant: 
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# svm example set 
@examples 
dimension 25 
number 513 
b -1.229252783600563e-016 
Les resultats ne sont pas satisfaisants. Toutes les valeurs se voient attribuer 
la meme valeur : 1.69786. 
E.10 Dixiemejeu d'essai incluant CERTAINES des 
caracteristiques choisies 
Un dernier jeu d'essai pour trouver le nombre de jours. Voici les 
caracteristiques utilisees : 
Days between events, Political Belonging Normalized, Engine Time Since 
New, Engine Cycles Since New, Time Between Overhaul, Time Since Overhaul, 
Cycles Since Overhaul, Opr clas normalized, Max proba owner and operator name, 
Event C 3 Rating, Engine age in days, Sand, Salt, Volcano, Pollution, Elevation, 
Crude Oil Price USD, S&P500, Corp Profits US, Interest Rates US, W GDP, 
USDCAD=X, Nb of Engines, MRT, TRT, AMU, Target(l=moins d'un mois, 
2=plus d'un mois). 
Nous avons utilise les parametres « DOT standard » du SVM, sur cent 
executions (« runs »). Pour le jeu de validation, nous avons utilise l'en-tete suivant: 
# svm example set 
@examples 
dimension 26 
number 615 
b 1.567236681050511 
Encore une fois, les resultats ne sont pas concluants: tous les 
enregistrements se voient attribuer la valeur 1.48164. 
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E.11 Les exemples relatifs au temps sur SPSS 14.0 
Table 46 -« 
Case 
1:BP0S 
2:BUOH 
3:BU0Z 
4:NURL 
5:BPOH 
6:BPOL 
7:BP0Z 
8:BPRH 
9:BPRL 
10:BPRS 
11-BPRZ 
12:BU0L 
13:BUOS 
14:BURH 
15:BURL 
16: BURS 
17:BURZ 
18:NUOH 
19:NU0L 
20:NUOS 
21;NU0Z 
22:NURH 
23.NURL 
24:NURS 
Cluster Membership » Exemple 1 relatif au temps 
20 
Clusters 
1 
2 
3 
4 
5 
6 
1 
7 
8 
9 
10 
11 
12 
13 
14 
15 
2 
16 
17 
18 
19 
2 
6 
20 
16 
Clusters 
1 
2 
2 
3 
1 
4 
1 
5 
3 
6 
7 
8 
9 
10 
11 
12 
2 
4 
13 
14 
15 
2 
4 
16 
12 
Clusters 
1 
2 
2 
3 
1 
1 
1 
4 
3 
2 
5 
6 
7 
5 
8 
4 
2 
1 
9 
10 
11 
2 
1 
12 
8 
Clusters 
2 
2 
3 
4 
2 
5 
2 
1 
1 
6 
4 
7 
1 
1 
8 
4 Clusters 
2 
3 
2 
3 
1 
1 
4 
3 Clusters 
2 
2 
3 
2 Clusters 
2 
2 
2 
Considerant les groupes « temps » Z, L, S, H (respectivement: Zero, 
« Low », « SW », « High »). 
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Table 47 - « Cluster Membership » Exemple 2 relatif au temps 
Case 
1:BP0S 
2:BUOH 
3:BUOZ 
4:NURL 
5:BP0H 
6:BPOL 
7:BP0Z 
8:BPRH 
9:BPRL 
10:BPRS 
11SPRZ 
12:BU0L 
13:BU0S 
14:BURH 
15.BURL 
16.BURS 
17.BURZ 
18:NU0H 
19:NUQL 
20:NUOS 
21:NU0Z 
22:NURH 
23:NURL 
24:NURS 
2 Clusters 
2 
2 
2 
Table 48 - « Cluster Membership » Exemple 3 relatif au temps 
Case 
1-BPOS 
2.BU0H 
3:BU0Z 
4:NURL 
5:BP0H 
6:BP0Z 
7:BPRH 
8:BPRL 
9-BPRS 
10:BPRZ 
11:BU0L 
12.BU0S 
13:BURH 
14:BURS 
15:NU0H 
16.NU0L 
17:NUOS 
20 Clusters 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
Case 
18:NUOZ 
19:NURH 
20:NURL 
21.NURS 
20 Clusters 
18 
2 
19 
20 
Table 49 - « Cluster Membership » Exemple 4 relatif au temps 
Case 
1:BPOS 
2:BUOH 
3:BUOZ 
4:NURL 
5.BPOH 
6:BPOL 
7:BPOZ 
8:BPRH 
9:BPRL 
10:BPRS 
11:BPRZ 
12:BUOL 
13:BUOS 
14:BURH 
15: BURL 
16:BURS 
17:BURZ 
18:NUOH 
19:NUOL 
20:NUOS 
21;NUOZ 
22:NURH 
23:NURL 
24:NURS 
23 
Clusters 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
17 
22 
23 
Table 50 - « 
Case 
1:BPOZ 
2:BPOZ 
3:BPOZ 
4:BPOZ 
5:BPOZ 
19:BUOZ 
20:BUOZ 
21:BUOZ 
22:BUOZ 
23:BURS 
Cluster Membership » Exemple 5 relatif au temps 
24 
Clusters 
1 
2 
2 
3 
3 
4 
4 
5 
4 
1 
20 r 
Clusters 
1 
2 
2 
1 
1 
3 
3 
4 
3 
1 
16 
Clusters 
2 
2 
3 
2 
1 
12 
Clusters 
2 
2 
2 
2 
1 
8 Clusters 
2 
2 
2 
2 
1 
4 Clusters 3 Clusters 2 Clusters 
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Case 
24.BUOS 
92:NURS 
93:BURS 
94:NUOS 
95:NURS 
96:BURS 
97:NURH 
98:BPOH 
99:BPOH 
100:BURH 
101:BUOH 
102:BPRH 
103:NUOH 
104:BPOH 
112:BPRH 
113:BP0H 
114:BUOH 
115:BPRH 
116:BPRH 
24 
Clusters 
4 
17 
18 
16 
19 
14 
16 
20 
20 
21 
5 
22 
21 
20 
24 
20 
24 
22 
22 
20 
Clusters 
3 
14 
15 
13 
16 
11 
13 
17 
17 
18 
4 
19 
18 
17 
20 
17 
20 
19 
19 
16 
Clusters 
2 
9 
13 
12 
14 
10 
12 
15 
15 
11 
3 
16 
11 
15 
16 
15 
16 
16 
16 
12 
Clusters 
2 
8 
10 
9 
11 
3 
9 
12 
12 
2 
2 
10 
2 
12 
10 
12 
10 
10 
10 
8 Clusters 
2 
5 
7 
6 
8 
3 
6 
6 
6 
2 
2 
7 
2 
6 
7 
6 
7 
7 
7 
4 Clusters 
1 
1 
3 
1 
4 
2 
1 
1 
1 
1 
1 
3 
1 
1 
3 
1 
3 
3 
3 
3 Clusters 
3 
2 
2 Clusters 
2 
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Annexe F - Un exemple sur un modele specifique. 
Intrants du modele XX300Y (305, 306, 307 & 308): 
F.1. Service Bulletins 
Utilisation: Intervalles de Maintenance 
Donnees pertinentes: les intervalles des O/H (« Overhauls ») et des HSI (« Hot 
Section Inspection ») 
Voir en annexe A.l, p. 74, un exemple de Bulletin. 
II n'y a pas de Service Bulletin pour ce modele specifique, sauf, bien entendu, 
les definitions des intervalles de maintenances, communes a tous les modeles. 
N° AREA SubArea Inspection-Task Reference 
1 Overhaul Engine Dissassemble, clean and do a full inspection of the 
detail parts. Do the applicable repairs and reassemble the engine. 72-00-11 
thru 72-00-53 to separate modules 72-11-00 thru 72-53-00 to do the overhaul 
2 Overhaul Reduction Gearbox Dissassemble, clean and do a full inspection of the 
detail parts. Do the applicable repairs and reassemble the engine. 72-00-11 
to remove gearbox 72-11-00 to do the overhaul 
3 Heavy Maintenance Hot Section Inspection 
Dissassemble the engine rear end up to the HP stubshaft. Do a full inspection on all parts 
and repair damaged parts. Reassemble the rear end of the engine. 72-00-00 
Inspection/Check-04 (Task 72-00-00-280-811) 
4 Heavy Maintenance Specific Repair Remove 
affected module, dissassemble to get access to the detail parts affected and do the applicable 
inspections and repairs. Reassemble and install the module. 72-00-11 
thru 72-00-53 for removal/installation of affected parts, inspections, repairs and reassembly 
5 Limited-life Parts Limited-life Parts Dissassemble the engine sufficiently to get access 
and replace the time-expired components. 72-00-00 Inspection/Check-06 (Task 72-00-00-
280-830) 
6 Reduction Gearbox If module time since refurbishment is > soft-time 
Refurbish module 72-00-11 to remove module 72-11-00 to refurbish module. 
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7 Reduction Gearbox If module time since refurbishment is < soft-time 
Return to service. But, if the module is defective, partially dissassemble module to get 
access to damaged parts and repair affected parts. 72-00-11 
to remove module 72-11-00 to dissassemble and repair affected parts. 
8 Turbomachinery Accessory Gearbox (FIC, RIC) If module 
time since refurbishment is more than soft-time, refurbish module. If module time since 
refurbishment is less then soft-time, return to service. But, if the module is defective, partially 
dissassemble it to get access to damaged parts and repair 72-00-
21/72-00-22 to remove front/rear inlet case 72-21-00 or 72-22-00 to refurbish module or to 
dissassemble and repair affected parts. 
9 Turbomachinery LP and HP Compressors (if MTSR > S-t) Refurbish 
module. But if the module is defective, partially dissassemble module to get access to damaged 
parts and repair. If limited-life parts need replacement, partially dissassemble module to get 
access, and replace parts that don't have enough life. 72-00-31 
to remove module 72-31-00 or 72-41-00 to refurbish module or to dissassemble and repair 
affected parts or to replace limited-life parts. 
10 Turbomachinery LP and HP Compressors (if MTSR < S-t) Return to 
service. But if the module is defective, partially dissassemble module to get access to damaged 
parts and repair. If limited-life parts need replacement, partially dissassemble module to get 
access, and replace parts that don't have enough life. 72-00-31 
to remove module 72-31-00 or 72-41-00 to refurbish module or to dissassemble and repair 
affected parts or to replace limited-life parts. 
11 Turbomachinery Hot Section (if MTSR > S-t: Refurbish, RTS) But if the 
module is defective, partially dissassemble module to get access to damaged parts and repair. 
If limited-life parts need replacement, partially dissassemble module to get access, and replace 
parts that don't have enough remaining life. 72-00-41/72-00-51/72-00-52 to revome 
combustion section/HP tub/LP turb 72-41-00/72-51-00/72-52-00 for CS/HP/LP repairs 
12 Turbomachinery Power Turbine (if MTSR > S-t: Refurbish, RTS) But if the 
module is defective, partially dissassemble module to get access to damaged parts and repair. 
If limited-life parts need replacement, partially dissassemble module to get access, and replace 
parts that don't have enough remaining life. 72-00-53 to remove/install PT Shaft and turbines 
72-53-00 to refurbish module or to dissassemble and repair affected parts or to replace limited 
life parts. 
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Ici, le modele 306B est dans la categorie des Turbo Fans (famille: XX300). 
La table 51 nous renseigne sur la situation de cette famille par rapport aux autres 
families. 
Table 51 - Families de moteurs 
. > • • * . ^ - * 
IS = £ 
ti. -jr. ^ 
XX6 88 133 
XXlOf) 30 
\X200 10 
XXISI) 13 
\ \30 l ) 9 
XX500 5 
XXI" 3 
XX60D 2 
TOTAL 160 
15 
6 
16 
6 
3 
2 
2 
183 
"S — •*- ***" 
^ : — — /w 
^
w
 — _* *"* 
-. < 7 ^ c — ~: ^ 
73 . 3 — 
••'• • y . 
i 
058U , 1530" 
358 
305 
1787 
457 
571 
40 
n/a 
10098 
2206 
647 
2805 
773 
922 
609 
n/a 
23329 
3C • 
43438 
5773 
1797 
6535 
2033 
2242 
1147 
98 
63063 
•y. 
32594u2~4 
105124714 
2033064 
38554824 
5481296 
4069974 
20157931 
n/a 
501362077 
F.2. Maintenance Manuals 
Utilisation: Cycles de vie des pieces 
Donnees pertinentes: le nombre d'heure limite de chaque piece 
Voir en annexe A.2, p. 75, un exemple de Manuel 
Table 52 - Manuel de maintenance avec chacune des caracteristiques du 306B 
N° 
Engine 
RTBO 
RHSI 
Low Utilization 
IBI 
SBI 
1st ST 
1st ST BIOP1 Pre-SB 
1st ST B S OPIPre-SB 
1st ST B I OP2 Pre-SB 
1 
XX306B 
6000 
3000 
Inspection at lOyrs after EIS, 
l lyrs after manufacture 
2400 
1200 
2000 
1000 CSN HIS or OH 
200 
1600 CSN HIS or OH 
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1st ST B S 0P2 Prc-SB 
1st ST TB post SB I 
1st ST TB post SB S 
2nd ST TB post SB I 
HP TB & Vanes I 
HP TB & Vanes S 
HP TL Seal I POST SB 
HP TL Seal I PRE SB 
'HPTL Seal I PRE SB HARD TIME 
HP TL Seal S 
LP Turbines BII 
LP Turbines BST 
Exhaust Mixer Initial 
Exhaust Mixer Subsequent 
Fuel Tilter Discard FH I&S 
External fuel tubes & fuel system cpnts FH I&S 
Emergency FSOV linkage mechanism FH T&S 
Emergency FSOV linkage mechanism FH I&S Hard Time 
Drain Mast FH l&S 
Pr'mary Fuel Nozzles FH I&S 
Igniters FH 
Operational check for cont ignition 
Check PI Air tube l&S 
Check P3 Air tube I&S Pre-SB 
Check P3 Air tube I&S Post-SB 
Bleed valves p25 & p28 
Bleed valves p25 & p28 Hard Time 
BOV Solenoids interval PRE SB 
Starting BOV S Post SB 
Handling BOV 5 Post SB 
BOV S Valve Cartridge screen Post SV Opl 
BOV S Valve Cartridge screen Post SV Op2 
Check P l /T l Sensors, N l , N2 speed sensors, T45 probes 
& vibratio 
ITT/T45 system Func check 
Fuel oil heat exchanger Pre 5B Visual check 
No3 Brg Scavenage oil tube visual check 
Chip detector opr check 
AGB Overpressure pop-up ind 
Oil consumption monitoring and oil level check 
Oil filter 
External oil tubes ind no4 brg tubes, AGB cover and seals 
400 
1600 CSN HIS or OH 
400 
8500 
2400 FHSN HIS or OH 
1200 
1200 FH/CSN HIS or OH 
1200 FH/CSN HIS or OH 
300 
300FH/CSN 
2400FHSN HIS or OH 
1200 
2000FHSN HIS or OH 
2000 
1200 
2000 
4000 
3000 
2000 
3000 
1200 
400 
400 
60 
400 
5000FH or HIS 
3000FH or HIS 
400-600 
1400-1600 
1000 
1200 
4000 
800 
1200 
60 
1200 
2000 
40 
40 
1200 
800 
F.3. Shop Visit Historical Data (TRAC, TRS) 
Utilisation: evenements de type NUR, BPR, NPR (frequence d'apparition) 
Donnees pertinentes: [sur 6 mois] le nombre d'evenements d'un type et le total 
des moyennes mensuelles d'utilisation (AMU). 
Voici les donnees a obtenir de cette source : 
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Sur un total de 2410 evenements pour la famille des XX300, 771 se rapportent 
au XX306B. (32%). L'allure des donnees est presentee a la table 53. : 
Table 53 - Historique d'un moteur de type 306B 
Module 
I ^ V C I I l U 9 L C 
Political Belonging 
Engine Time Since New 
Engine TSN Recorded 
Date 
Engine Cycles Since New 
Engine CSN Recorded 
Date 
Time Between Overhaul 
Time Since Overhaul 
Cycles Since Overhaul 
Engine Type 
Engine Model 
Aircraft Serial Number 
Engine Baseline TBO 
Engine Baseline HSI 
Operator Name 
Continent 
Subcontinent 
ENGINE 
1-Jul-99 
[Austria = 7, Canada = 3, China = 285, French Polynesia = 4, 
Germany = 6, Italy = 41, Nigeria = 27, USA = 397, UK = 1] 
0 
l-Jul-99 
0 
1-Jul-99 
0 
0 
0 
Turbo Fan 
XX306B 
DOR#### 
9999 
9999 
[ADAC LUFTRETTUNG GMBH 
AERO-DIENSTGMBH 
AIRVALLEES.P.A. 
ALTRIA GROUP, INC. 
ATLANTIC COAST AIRLINES 
AVCRAFT AVIATION LLC 
BRISTOW HELICOPTERS GROUP LTD. 
CHANG AN AIRLINES CO., LTD 
CIRRUS AIRLINES 
FAIRCHILD DORNIER GMBH 
GANDALF AIRLINES 
GREAT PLAINS AIRLINES 
HAINAN AIRLINES CO LTD 
ITALI AIRLINES SRL 
JOHNSON CONTROLS INC. 
OZARK MANAGEMENT INC. 
CANADA LEASING INC. 
SHELL PETROLEUM DEVELOPMENT CO. NIGERIA 
SKYWAY AIRLINES 
TYROL AIR AMBULANCE 
TYROLEAN AIRWAYS GMBH 
TYROLEAN JET SERVICE GMBH 
ULTIMATE JET CHARTER 
UNION PLANTERS NATIONAL BANK 
UNKNOWN 
WAN AIR ] 
[Africa = 27, Americas = 400, Asia = 285, Australasia = 4, 
Europe = 55] 
[Australasia = 4, North America = 400, Northern Africa = 27, 
Northern Europe = 7, Southern Asia = 285, Southern Europe 
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Region 
Country 
State/Province 
Event Category 
Event Type 
Engine Disposition 
Event Classification 5 
Event Classification 5 
Condition 
Zone/System - Condition 
= 48] 
[Canada = 3, Central Africa = 27, Central Asia = 285, 
Euronorth = 7, eurosouth = 48, South Pacific = 4, USA = 397] 
[Austria = 7, Canada = 3, China = 285, French Polynesia = 4, 
Germany = 6, Italy = 41, Nigeria = 27, USA = 397, UK = 1] 
[Bavaria = 3, Bergamo = 8, England = 1, Hainan Dao = 73, 
Illinois = 1, Kentucky = 1, Lagos = 3, Massachusetts = 4, 
Michigan = 4, Missouri = 7, New York = 1, North Carolina = 
1, Ohio = 5, Oklahoma = 8, Pescara = 2, Quebec = 2, 
Saarland = 1, Shaanxi = 209, South Carolina = 19, Tahiti 
Archipelago = 4, Tennessee = 3, Tirol = 3, UNKNOWN = 68, 
Virginia = 230, Wisconsin = 110 over TOTAL = 771] 
[Basic = 716, Non-basic = 55] 
[Planned = 437, Unplanned = 334] 
[Overhauled = 8, Remove to be repaired = 763] 
[BPONC = 5, BPONS = 1, BPRN+ = 5, BPRNC = 262, 
BPRNS = 163, BPRNU = 1, BUONC = 2, BURAC = 14, 
BURAS = 11, BURCC = 1, BURIC = 7, BURIS = 5, BURNC = 
179, BURNS = 56, BURNU = 3, BURPC = 1, NURAC = 5, 
NURAS = 3, NURAU = 1, NURDC = 1, NURIC = 1, NURIS = 
1, NURNC = 30, NURNS = 12, NURNU = 1] 
[ACCEPTABLE/NOTHING FOUND =11, BORESCOPE 
INSPECTION = 6, BURNED THRU OR OFF = 3, CRACKED 
= 1, CYCLE EXPIRATION = 1, ENGINE REMOVED, 
PLANNED MAINTENANCE = 3, ENGINE/MODULE 
REMOVED-FOR REPAIR = 141, ERROR, OPERATOR = 1, 
FOD-BIRD INGESTION, ONE ENGINE = 2, FOD-
EXTERNAL OTHER OBJECTS = 1, HOT SECTION 
INSPECTION = 453, IMPROPER MAINTENANCE/ 
PRESEVRATION = 1, INSTALLED-PART, MODULE, 
COMPONENT = 1, MAINTENANCE-FAULTY/CONTRARY 
TO PROCEDURE = 2, MAINTENANCE-PRECAUTIONARY 
= 1, MAJOR REFURBISHMENT = 13, MANUFACTURING 
ERROR = 3, METAL IN TAILPIPE = 1, NOISE-EXTERNAL, 
ENGINE = 1, OPERATEUR/FBO MAINTENANCE FAULTY = 
2, OVERHAUL VS REPAIR = 8, OVERTEMP = 1, PART 
REMOVED-INVESTIGATION = 3, PLANNED 
(CONVINIENCE) REMOVAL-MAINT. REQ'D = 4, PLANNED 
CONVINIENCE REMOVAL-NO MAINT. REQ'D = 3, POWER 
LOSS/ROLLBACK = 1, SERVICE BULLETIN 
INCORPORATION = 71, SURGE, COMPR-ACCEL 
(NONRECOVERABLE) = 1, TEST PERFORMANCE = 1, 
TORQUE OIL PRESSURE ERRATIC = 1, TROUBLE 
SHOOTING-REMOVED IN = 4, TURBINE BLADE 
DISTRESS = 4, VIBRATION-EXCESSIVE-ENGINE = 2] 
[ACCESSORY GEARBOX = 2, ACCESSORY UNITS = 4, 
AIR INLET SECTION = 1, AIR SYSTEM = 7, AIRFRAME 
RELATED = 4, BYPASS DUCTS = 1, COMBUSTION 
CHAMBER = 4, COMBUSTION SECTION = 1, 
COMPRESSOR ROTOR BALANCING ASSY = 5, 
COMPRESSOR SECTION = 22, COMPRESSOR TURBINE 
= 7, ELECTRICAL SYSTEM = 1, ENG. FUEL & CONTROL 
SYSTEMS = 1, ENGINE = 351, ENGINE SECTION = 1, 
EXHAUST DUCT ASSY = 1, FUEL SYSTEM = 2, GAS 
GENERATOR = 1, HIGH TURBINE = 346, OIL SECTIONS = 
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Engine Comment 
Engine Age 
Module Age 
Engine Target BUR 
Engine Target IFSD 
1. OIL SYSTEM = 4, TURBOMACHINE MODULE = 3] 
4.77 
[01DEC98, 01OCT02] 
0.1 
0.005 
Table 54 - Details a considerer 
Tables to consider: 
Planned (Scheduled and Convenience) 
Overhauls 
HSIs 
Repairs 
Unplanned 
Overhauls 
HSIs 
Repairs 
Convenience 
Overhauls 
HSIs 
Repairs 
WATOG 
Code 
BPO 
BPO 
BPR 
BUO 
BUOor 
BUR 
BUR 
NPO 
NPOor 
NUR 
NPR 
Symptom 
842, 844 
842, 844 
143 
132 
842, 844, 
143 
143, 509 
842, 844 
143 
143 
%ageof shop 
visits that are: 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
#ofshop 
visits 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
TO FIND 
Other: 
Les donnees se presentent de 2 fasons: 
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a) Une liste e: .e sur Excel (Prove: de TRAC-Tf 
jg«Mai«W»a «^, T vffi&s&tm&^^&wd**" < /-*&!&&?• ' ^<^W^^ 
P & p t e , » » -#*«» t«Wm tern «ff» -JW«» fea»<3 
m"^§i^^ !&&•£, | l | | , - M ^ "?]?;. * ^ P M ^ ^ '4\fi 
A e C IP; Removal Rates - From October 12 
2 3068 
3 iEnqine Sect an Military ncludad 
0 £ ! 2002 Until Today 
Current Da1a(Octobe 
| 4 - [Rates: NIF BIF TIF NUR BUR BPR TSVBSVTUR 
S 
J?;.:MONTH ;MRT :NJF 
J1 a 01-Nw02; 
9 01 Dec 02 
$3 01 Jan 03 
SI 01 Feb-03 
12 01 Mar 03 
}3 01 Apr-03 
34- Wttwmttti 
%S 01 Jun-03 
i& ouuioa 
J? 01 Aug 03 
?& 01 Sep-03 
19 01 Oct 03 
2ff 01 Nov-03 
2 l l01 Dec 03 
21 01 Jan 04 
25 01 Feb 04 
M. 01 Mar04 2S 01 Apr 04 
2(J tltttttttH/tftt 
"2? 01 Jun-04 
23 OI-Jul-04: 
59 01 Aug-04 
3D 01 Sep 04 
31 01 Ocl-04 
32 01 Nov-04 
33 01 Dec-04 
•3* 01 Jan 05 
35 01 Feb-05 
" I f 01 Mar OS 
•37 01 Apr-05 
3g: ttftfffttwtfjt 
3? 01 Jun 05 
•«J 01 Jul-05 
p V V V ^ 
25,951 
26.116! 
24.651 
25.335: 
23,765 i 
24.920 
25,032 
25,286i 
25.605 
24551 
25,650: 
26293! 
23.703: 
23.521 
24.794! 
25.049 
25.066 
23,317! 
23,858 
25.759; 
25J385 
25.066! 
25,124; 
24 £80; 
23,703! 
23503! 
23,454: 
23272! 
23,083! 
26.691 
23026: 
23,419! 
23,112: 
!N1F Rate !BF 
2 
0 
0 
0 
0 
0 
a 
0 
0 
0 
2 
0 
0 
0 
0 
1 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
J06B ra te tes t ( l ) / 
0.013! 
0013; 
0 013 
0013! 
0.013: 
0 013 
0 
0 
0 
0 
0.013: 
0.013! 
0.013! 
0013! 
0.G13: 
0.02! 
0007 
0014: 
0.014; 
0.014! 
0.013: 
0.007! 
O.C07! 
0 
0 
0 
0 
0 
0 
0 
0.007: 
0007; 
0007; 
* 3 6 
11,2007) 
Roiling 6 month(s) 
;BIF Rate !TtF 
0 
0 
0: 
1 
0 
0 
2 
0 
c 
0 
1 
0 
u 
ib 
0 
1 
0 
1 
u 
0: 
0 
0 
u 
0 
0 
u 
0 
0 
0 
0 
u 
u 
u 
0013! 
0013! 
0.007! 
0013: 
0013: 
0 007: 
0.02! 
0.02. 
002 
0 013! 
0.02; 
0.02; 
0 007! 
0 0138 
0.013-
0.02! 
0.013: 
0.021 
0 021 
0.014: 
0.013: 
0007: 
0.007; 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0: 
H ' t J K t Jul 
!T1F Rate NUR / NUCNUR / NUCBUR / BUCBUR / BU(BPR 
2 
0 
0 
1 
0 
0 
2 
0 
0 
0 
3 
U 
0 
0 
2 
0 
2 
0 
0 
0 
0 
U 
0 
0 
0 
U 
0 
0 
0 
1 
0 
0 
0.026. 
0.026 
0.02! 
0.028! 
0.026: 
002 
0.02; 
0D2 
002 
0013! 
0.033: 
0 033! 
0.02! 
0 027-
0 027 
0.04: 
0.02; 
0034: 
D.034! 
0 027: 
0.027! 
0 013: 
• 013! 
0 
0 
0 
0 
0. 
0 
0 
Q.007! 
0 007: 
0.007; 
2 
0 
0 
2 
0 
0 
3 
0 
1 
1 
3 
0 
1 
0 
0 
0 
1 
0 
5 
0 
! 1 
0 
3 
1 
0 
0 
0 
0 
1 
2 
0 
0 
0.058 
0 045: 
0039 
0033! 
0.O26: 
D027: 
0.033; 
0033; 
0.04! 
DD33! 
0.052: 
0052: 
0.04! 
004 
0034! 
D027; 
0.013! 
0014: 
0 041 
0 041 
0.047: 
0054! 
0 047: 
0.OS7: 
0.04! 
0.041 
0.034: 
0.028 
0028 
0 014; 
0.021 
0 021 
0.021 
4 
8 
3 
3 
3 
5 
7 
3 
6 
6 
7 
11 
5 
7 
6 
4 
3 
12 
4 
6 
7 
8 
4 
7 
6 
2 
1 
1 
2 
0 
0 
2 
0 
0.282 
0.31 
0.233 
0.222; 
0.178: 
0.172: 
0.193! 
0 16: 
0.179! 
0199 
0.223: 
0.26 
0.251 
0.28 
0282 
0.258! 
0.243; 
0 254 
0 247! 
0.237: 
0 242 
0.259 
0.275! 
0.239: 
0.253; 
0 23; 
0.192: 
0.146: 
0.134! 
0033 
0.042: 
0.042; 
0035 
n 0 
BPR Rale!TSV 
3 
5 
5 
8 
6 
7 
6 
9 
10 
3 
4 
8 
6 
4 
7 
7 
8 
16 
12 
11 
6 
14 
6 
9 
7-
3 
4 
5 
6 
6 
6 
9 
7 
h 
0.25; 
0 252 
0.217 
0 229: 
0.244: 
0 239: 
0.259 
0287 
0 318 
0.286 
0.256 
0 26-
0.264! 
O.233; 
0.2151 
0 242' 
0.259 
033 
0.371 
0 413! 
0416: 
0 463! 
0 463! 
0.412; 
0.379: 
0 331 
0309 
025 
0.24! 
0.229: 
0 224! 
0 26E 
0 288 
P 0 
;TSVRale!8SV 
9 
13 
8 
13. 
11 
1? 
16 
1? 
17 
10 
14 
19 
12 
13 
11 
12 
28 
21 
17 
IB 
23 
12 
19 
14 
5 
5 
6 
fi 
9 
8 
11 
7 
0.589 
0605 
054 
0 484; 
0 448: 
0 436: 
Q4B5; 
0 4B1 
0 537; 
0 518: 
0.531 
0 572 
0 554! 
0 554: 
0.531 
0 537; 
0.526: 
0 598 
0.659 
0.59 
0 705: 
0 7B5 
0.7B5! 
0 718: 
0.672: 
0 601 
0.536: 
0.424: 
0.402 
0 327; 
0.255! 
0 329! 
0.344; 
R S 
;BSVRale:TUR 
7 
13 
8 
11 
11 
1? 
13: 
1? 
1R: 
9 
11 
19 
11 
13: 
11 
11 
28 
16 
17 
16 
22 
12 
1fi 
13 
5 
5 
6 
fj 
a 
6 
11 
7 
0.531 
0 561 
05 
0 451 
0.422; 
0 411 
0 451 
0 447: 
0.497; 
0 485: 
0 479: 
0 52 
0.514-
0514; 
0.497: 
0.51 
0512; 
0584 
0.61B: 
0.649 
0.658 
0.732! 
0.738; 
0 652: 
0.632: 
0 561 
0.501 
0 398 
0.374 
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Figure 67 - Liste exportable de TRS-TRAC (SAS) 
On peut ensuite faire les moyennes des « reliability rates » 
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Figure 68 - Moyennes des taux 
On utilise des tranches de 6 mois, on ne prend jamais les 3 derniers mois, car 
certains evenements ne sont pas encore deflnitivement classes. 
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b) On peut egalement obtenir des taux en ligne, en utilisant TRS (TRAC 
Reporting System): 
Basic 5F5D 
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m a s | o.Q'15 
1 
i .10i 
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| e.107 | 
^ A 
M05 | a f f i | - * 
Figure 69 - Taux en ligne 
FA. Warranty Data 
Utilisation: Phase 2 (Parts & Planning) 
Donnees pertinentes: Aucune 
F.5. Part Sales Data 
Utilisation: Phase 2 (Parts & Planning) 
Donnees pertinentes: Aucune 
F.6. Modeles de prevision de chaque departement 
Utilisation: Les notes pertinentes s'appliquant a la prevision pour ce modele 
Donnees pertinentes: II existe 2 documents. 
1-Engine Configuration New (voir la figure 70) 
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Figure 70 -« Engine Configuration New » 
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2-Forecast version x 2006-05-03 (voir la figure 71): 
Jiartari ftrmai ftiffis Bonnes fsnStre J 
:Lq •{, S !¥ .* i^sU* .''• ,Q'-i «JJ...vUi£.-~'.^-.§.iA-
conhennenfceue information 
AUTRES VARIABLES A CONSIDERER 
Figure 71 - Forecast version x 2006-05-03 
F.7. Notes des administrateurs de systeme 
Utilisation: Aucun administrateur systeme. 
Donnees pertinentes: Aucune a ce modele. 
F.8. Les facteurs macro-economiques 
Utilisation: Les regies seules qui affectent ce modele 
Donnees pertinentes: 
Une base de donnees experimentale est en creation et des fichiers MS Excel 
contiennent cette information. 
AUTRES VARIABLES A CONSIDERER 
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Les facteurs environnementaux - la liste utilisee est une mise a jour des 
donnees environnementales utilisee pour les XX6/XX6A (helicos). 
Le type de mission du detenteur: a determiner pour tous les detenteurs (457) 
des 773 avions en fonction. 
Si le detenteur detient une extension de l'intervalle d'O/H? Entree manuelle 
pour chaque? 
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Annexe G - Technique statistique pour I'estimation 
de distributions. 
On pose les variables suivantes: L, i, n, x et k. 
F(x) denote la fonction de distribution. 
n 
L = Y\f{xi) Xj = Les valeurs de l'echantillon 
1=1 
f = La fonction de distribution 
Prenons le cas d'une distribution de forme exponentielle. 
Sa fonction de distribution sera la suivante: fix) = Xe~** 
Le systeme d'equation prendra la forme suivante: 
A = l n I = l n n / ( x 1 . ) = X l n / ( x / ) . 
1=1 /=i 
Considerant max L <» max A 
On doit resoudre — = 0 pourX. 
dX 
Dans le cas d'une distribution normale: — = 0 ; — = 0 
dju da 
Prenons un exemple avec ce mini-echantillon {0.2; 0.35; 0.51} 
A = In/(0.2) + In/(0.35) + In 7(0.51) 
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\nf(x) = \n(A-e-*x =\nA + \ne-Ax = \nA + (-Ax) 
Sachant que lnea = a 
In f(x) = In A -Ax 
A = In A - 0.2A + \nA- 0.351 + In A - 0.51A 
Ainsi, A = 3 In A -1.06 A 
^ - 2 - 1 . 0 6 = 0 
dA A 
E t - = 1.06 done A = — = 2.83 
A 1.06 
Test avec une Distribution Normale : 
F(x) denote la fonction de distribution. 
e
 2 
/ ( * ) 
Essayons de deduire le systeme d'equations : 
zfl -^ - x 2 
A , ,e
 2
 lne 2 ~T~ ,~* 2 1 ^ 1-837877*2 
A = l n ( - = = ) = j = = — * = = ( = = ) = 
V2* lnV^r lnV2^ 2 lnV2^ -3.6757541 
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Annexe H - Notes de la rencontre avec le groupe 
SAS et la solution proposee (Anglais) 
SAS B.I. -> Using Business Warehouse 
Create report -> Analyze Report -> Deploy 
I 
Supply chain process 
It brings efficiency, but your DATA must be accurate at the first place. 
SAS can use flat files or get the information directly from SAP. 
At Pratt, we have slow movers, not like one-week turn around time. 
How to measure accuracy? 
SAS do a great job, better than SAP APO? 
Create time series of all events (key events), based on where those events are in this 
time series. 
Forecasting the rates. 
A lot of things seem random. 
Forecast based on historical data. 
Bring it in house and do the forecast. 
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There is a real need for prioritize. 
Everything is in the calibration of the system. 
It has a specific number of tools (looking at a time frame), some may be left behind. 
After 1 cycle : re-calibrate. 
Try to find out what affect, all factors that have an impact. 
Ex.: gas price. 
Any external factor. 
•=> Determine these factors. 
Stuff not explained by major factors. 
Then Highlight it. 
Independent variables that affects the forecast. 
Ex.: Titanium fluctuation price. 
No need to create ABAP to access data. 
Some companies have a forecast analyst. 
- Modifying the models? 
Override the forecast? 
- Put into SAP? 
Then start a collaborative plan, using different inputs from: 
o Sales 
o Parts 
o ... 
Come up with a business model and then analyze it using SMP, PPDS. 
Build the capability to verify the accuracy. 
Make sure the inputs are accurate. 
It builds a cycle. 
Kind of re-engineering. 
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Forecast 
Prod. Planner A Prod Planner B Prod Planner C 
What does the market? 
BICC : competency centre, for large SAP consumers. 
Other than manpower, It's for addressing your need for forecast. 
The tools are scalable to enterprise level. 
Canada Post, Canada Blood association, are using it. 
We have ERP. 
Next level: optimizing. 
DM: - Segment customers 
What we do with the data, with the analysis. 
Workshop => Centre of excellence (1 hour) 
Data , Org 
Data 
(Pratt) 
Ex.: Government => Aging problem of population 
It decreases over years; they will miss talent, qualified resources. 
Variance : Ex.: Sobey's 
Profitability 
BICC -> How to use it 
It's all about this. 
Flexibility 
Ex.: bring a new variable? 
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Do we need to create a business case for that little change? 
Able to create « on the fly ». 
6 Steps process, create a project, save it, run it again. 
Detect one-time events vs. cycles. 
SAS website -> Solutions -> forecasting -> success stories. 
Nov 29th (webcast): 
Presentation of the paper + demo. Q&A. 
BICC book. 
DEMO 
SAS 9. 
Data preparation = ERP pool. 
Stepl 
Name the project. 
Step 2 
Select data set(s) 
Ex.: Sales info (historical) 
Step 3 
Assign data roles 
a) Time period 
b) BV variables: parts 
City 
Site# 
Customer # 
c) Dependant variables 
d) Independent variables: Demand 
Price 
e) Reporting variables 
Step 4 
Configure hierarchy 
Project: forecast by plant, by city, if not there, just call the dataA 
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Step 5 
Elements related to stats (forecast options) 
What to do with missing info (take the lowest, highest value? The average?) 
To feed the holes in the data. 
Incorporate the pool. 
Step 6 
Done. Look at the results. 
+ 
+ 
+ 
Hierarchy 
OOOOOOO 
forecast 
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