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For a notion of reduction in a λ-calculus one can ask whether a term satisfies conservation and uniform
normalization. Conservation means that single-step reductions of the term preserve infinite reduction
paths from the term. Uniform normalization means that either the term will have no reduction paths
leading to a normal form or all reduction paths will lead to a normal form. In the classical conservation
theorem for I the distinction between the two notions is not clear: uniform normalization implies
conservation, and conservation also implies uniform normalization. The reason for this is that I is
closed under reduction, due to the fact that reductions never erase terms in I . More generally for
nonerasing reductions, the two notions are equivalent on a set closed under reduction. However, when
turning to erasing reductions the distinction becomes important as conservation no longer implies
uniform normalization. This paper presents a new technique for finding uniformly normalizing subsets
of a λ-calculus. This is done by combining a syntactic and a semantic criterion. The technique is
demonstrated by several applications. The technique is used to present a new uniformly normalizing
subset of the pure λ-calculus; this subset is a superset of I and thus contains erasing K -redexes. The
technique is also used to prove strong normalization from weak normalization of the simply typed
λ-calculus extended with pairs; this is an extension of techniques developed recently by Sørensen and
Xi. Before presenting the technique the paper presents a simple proof of a slightly weaker form of the
characterization of perpetual redexes by Bergstra and Klop; this is a step for the later applications of
the technique. C© 2002 Elsevier Science (USA)
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1. INTRODUCTION
In the classical λ-calculus K , the subset I is defined syntactically as the subset where all abstraction
variables occur free in the body of the abstraction. Thus all arguments of a function are needed when
evaluating the function. Therefore the evaluation of a function cannot terminate if the evaluation of an
argument does not terminate. This was formalized by Church [1] in the conservation theorem of I .
Traditionally there are two formulations of this theorem. The first formulation,
M →β N and M ∈ ∞β ⇒ N ∈ ∞β, (1)
considers the reduction of the I -term M to the term N . It states that if there is an infinite reduction
path from the term before the reduction, then there is also an infinite reduction path from the reduced
1 Supported by the Danish Research Agency Grant 1999-114-0027 and 642-00-0062 and the National Science Foundation
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term. The second formulation,
M ∈ wnβ ⇒ M ∈ SNβ, (2)
considers a single I -term M . It says that if the term is weakly normalizing, i.e., it has a reduction path
leading to a normal form, then it is also strongly normalizing, i.e., all reduction paths lead to a normal
form. Strong normalization trivially implies weak normalization, and (2) states that the converse also
holds. For a term M which is either both weakly and strongly normalizing or none of the two, (1) holds:
if M ∈ wnβ ∩ SNβ = SNβ , then M 	∈ ∞β so (1) holds vacuously; and if M 	∈ wnβ ∪ SNβ = wnβ (and
therefore M ∈ ∞β) and M →β N then N ∈ ∞β (otherwise M ∈ wnβ) so again (1) holds. Thus, (2)
implies (1).
Furthermore, as I is closed under β-reduction, (1) also implies (2): Assume that M is weakly, but
not strongly normalizing. Then M has an infinite reduction path. We can now consider its reduction
path to normal form,
Each of the terms M1, . . . , Mn are I -terms because I is closed under β-reduction. Therefore each
of the terms in the path has an infinite reduction path. In particular, the normal form has an infinite
reduction path, a contradiction. This demonstrates that in a subset that is closed under a notion of
reduction, the two formulations of the conservation Theorems (1) and (2) are equivalent.
If we consider a subset that is not closed under reduction, we can no longer derive (2) from (1). It
then becomes important to distinguish between the two notions. We will therefore in this paper reserve
the phrase conservation for results similar to (1), while results similar to (2) are called uniform nor-
malization, following terminology by Khasidashvili. We note the difference: conservation is concerned
with single-step reductions while uniform normalization is about reduction paths, i.e., arbitrarily many
reductions.
A reduction is called erasing if subterms are thrown away as part of the reduction. In the classical
λ-calculus, this is reduction of λ-abstractions that do not use their argument, so-called K -redexes. In
other calculi there can be other erasing reductions. For instance in the λ-calculus extended with pairs and
projections, projection is erasing. When considering erasing reductions it turns out to be more difficult
to find subsets that are closed under reduction and where all terms have the conservation property. When
including erasing reductions in a λ-calculus, it is therefore difficult to find subsets of the λ-calculus
where all the terms are uniformly normalizing.
We will demonstrate a technique for doing this by characterizing a new subset of K where all
terms are uniformly normalizing. (This is related to the question “Which classes of terms are uniformly
normalizing?”2 raised by Bo¨hm and Intrigila [2].) In contrast with the situation for I , a syntactic
condition is no longer sufficient. We therefore depend on a combination of a syntactic criterion and a
semantic criterion.
One of the most important applications of uniform normalization is to prove strong normalization
from weak normalization in typed λ-calculi. The classical proof of strong normalization for β-reduction
in the simply typed λ-calculus is due to Tait [3]. It was generalized to second-order typed λ-calculus by
Girard [4] and subsequently simplified by Tait [5]. For some notions of reductions in typed λ-calculi it
is simpler to prove weak normalization than to prove strong normalization.
For instance for the simply typed λ-calculus, proofs by Turing [6] and Prawitz [7] of weak nor-
malization are substantially simpler than Tait–Girard’s proof of strong normalization. Similarly the
proof of weak normalization of second-order λ-calculus by Scedrov [8] is substantially simpler than
2 Uniform normalization is called “strong normalization” in [2].
LAMBDA CALCULI WITH ERASING REDUCTIONS 151
Tait–Girard proofs. However, in a uniformly normalizing subset of a λ-calculus, weak normalization
implies strong normalization by definition. This can be used for inferring strong normalization from
weak normalization in the typed λ-calculus.
Various techniques to do so have been developed by Barthe, Hatcliff, and Sørensen [9], de Groote [10],
Karr [11], Kfoury and Wells [12], Khasidashvili [13], Klop [14], Nederpelt [15], Sørensen [16], and
Xi [17]. Most of these proofs depend on either conservation or uniform normalization of I . The proofs
consider calculi where abstraction is the only constructor, which makes the conservation theorem for
I applicable. To extend these techniques to calculi with other constructors, it is necessary to develop
a technique to find uniformly normalizing subsets of these calculi. We demonstrate that our technique
is useful for this purpose by inferring strong normalization from weak normalization in a simply typed
λ-calculus extended with pairs. This is an extension of the technique developed independently by
Sørensen [16] and Xi [17].
Before giving the two demonstrations of our technique we present a simpler version of the condition
for perpetuity of redexes in K than the characterization by Bergstra and Klop [18]. A perpetual redex
preserves infinite reduction paths. The condition by Bergstra and Klop gives a precise characterization,
while we only present a sufficient condition. However, our proof is simpler, which makes it easier to
extend to other calculi. This result is used in the first demonstration of our technique and, indirectly, in
the second as well.
1.1. Preliminaries
The following is explained in more detail in [19]; in this section we merely fix the notation for some
well-known concepts.
The set K is the set of type-free λ-terms (with α-equivalent terms identified on the syntactic level).
Some example terms are I ≡ λx .x , ω ≡ λx .x x , and 	 ≡ ω ω. We use ≡ for syntactic equality up to
α-equivalence.
By M ⊆ N we denote that M is a subterm of the term N . The set fv(M) is the set of free variables in
the term M . The set I is the set of λ-terms such that for every subterm λx .P it holds that x ∈ fv(P).
A context C is a term with exactly one hole  instead of a subterm; C[M] is the context C filled with
the term M (free variables in M may be captured). Familiarity is assumed with variable convention and
substitutions. The domain of a substitution θ is denoted dom θ ; the restriction of a substitution θ to the
set of variables V is denoted θ|V ; and the exclusion of the variables V from a substitution θ is denoted
θ\V . We write θ|x and θ\x when V = {x}. The composition θφ of two substitutions θ and φ gives the
substitution σ ,
σ = {x := Pφ | x := P ∈ θ} ∪ {x := P ∣∣ x := P ∈ φ\domθ}. (3)
A term M is a subterm of a substitution θ , if M is a subterm of one of the substituted terms; i.e.,
M ⊆ θ ⇔ M ⊆ N for some x := N ∈ θ.
We state in passing the following proposition, which is easily extended to the other calculi in this
paper.
PROPOSITION 1 (Substitution generation lemma). Let terms M, N ∈ K and a substitution θ be given.
If N ⊆ Mθ and N 	⊆ θ, then
(1) if N ≡ λx .P, there exists N ′ ≡ λy.P ′ ⊆ M such that N ≡ N ′θ .
(2) if N ≡ P Q, there exists N ′ ≡ P ′ Q′ ⊆ M such that N ≡ N ′θ .
A notion of reduction R on a set of terms L is a binary relation on L . For a notion of reduction R
we have the following derived notions: →R is the compatible closure,R is the compatible, reflexive,
transitive closure,+R is the compatible, transitive closure, and =R is the equivalence relation generated
byR. (Note that we assume given how to the find the compatible closures in L .)
DEFINITION 2. Let R be a notion of reduction on a set of terms L .
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(1) A finite or infinite sequence
M0 →R M1 →R · · ·
is called an R-reduction path from M0. We say that M0 has this R-reduction path. If the sequence is
finite it ends in the last term Mn and has length n.
(2) We define the following sets:
∞R = {M ∈ L | M has an infinite R-reduction path}
nfR = {M ∈ L | M has no R-reduction path of length 1}
SNR = {M ∈ L | M has no infinite R-reduction path}
wnR = {M ∈ L | M has an R-reduction path ending in N ∈ nfR}
unR = {M ∈ L | M ∈ wnR ⇒ M ∈ SNR}
conR = {M ∈ L | ∀N : M →R N and M ∈ ∞R ⇒ N ∈ ∞R}.
The set ∞R is the set of infinite terms under R, the set nfR is the set of normal forms of R, the set SNR
is the set of strongly normalizing terms under R, the set wnR is the set of weakly normalizing terms
under R, the set unR is the set of uniformly normalizing terms under R, and the set conR is the set of
terms satisfying the conservation property under R.
(3) An R-reduction strategy is a map F : L → L such that M →R F(M) for all M ∈ L\nfR
and F(M) ≡ M for all M ∈ nfR.
With a slight misuse of language we shall refer to, say, a subset of unR as a uniformly normalizing subset.
We note that a term M ∈ SNR if and only if M 	∈ ∞R. Specifically on K we consider the following
notion of reduction (ordinary β-reduction):
(λx .P)Q βλ P{x := Q}.
The abstractionλx .P is the operator of the redex (λx .P)Q. An abstractionλx .P and aβλ-redex (λx .P)Q
are an I -abstraction and an I -redex, resp., if and only if x ∈ fv(P). We call these a K -abstraction and
a K -redex, resp., if and only if x 	∈ fv(P). In the latter cases we write K P and KP Q, resp. When there
is no confusion we will leave out λ from βλ. With the notation established we can sum up the discussion
in the introduction:
LEMMA 3. Let R be a notion of reduction on a set of terms L.
(1) unR ⊆ conR.
(2) Let L ′ be any subset of L. If L ′ is closed under R and L ′ ⊆ conR, then L ′ ⊆ unR.
The above notions can be carried over to the other calculi presented in this paper, mutatis mutandis.
We will only give the formal definitions in case the extensions are nontrivial.
At last a couple of remarks on the notation: Proofs are concluded using to mark the end of the
proofs. Relations, e.g., → and ≡, are often annotated with a reference above the relation to the theorem
or the equation used to establish the relation.
2. A SIMPLER VERSION OF BERGSTRA–KLOP’S THEOREM
A redex  is perpetual [18] if contraction of  to ′ in any context C preserves infinite reductions,
i.e., for all contexts C
(C[] →β C[′] & C[] ∈ ∞β) ⇒ C[′] ∈ ∞β. (4)
Examples of perpetual redexes are  ≡ I I and  ≡ K	I , while  ≡ KI	 is not perpetual. A
perpetual redex is thus a redex where its contraction does not change the infinity of any term containing
the redex.
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Note that if all redexes in a term are perpetual then the term has the conservation property (1).
The converse does not hold. For instance the term x((λy.z)	)	 has the conservation property, but
the redex (λy.z)	 is not perpetual. (To see this, note that with C ≡ , we have C[(λy.z)	] ∈ ∞β ,
but C[z] 	∈ ∞β .) The reason is that for a term to satisfy the conservation property, it is required that
contraction of any redex in the term preserves infinite reductions from this term only. In contrast, for a
redex to be perpetual it must preserve infinite reductions when contracted inside an arbitrary context.
Conditions for perpetuity of redexes can hence be a stepping stone for proving the conservation property
of terms which in turn can be used to characterize uniformly normalizing terms.
Barendregt et al. [19, 20] prove that all I -redexes in K are perpetual, i.e.,
THEOREM 4. Let C be K -context,  an I -redex, and ′ its contractum. We then have
C[] ∈ ∞β ⇒ C[′] ∈ ∞β.
Bergstra and Klop [18] refine this to a characterization of perpetual redexes in K . They prove that
a perpetual redex in K is either an I -redex or a K -redex KAB where A, in a certain sense, is at least
as infinite as B. The latter proof is simplified by van Raamsdonk et al. [21]. Khasidashvili, Ogawa,
and van Oostrom [22] give a proof closely related to [21] where the characterization is generalized to
higher-order orthogonal rewrite systems. By a different line of reasoning, Honsell and Lenisa [23] give
a slightly stronger version of the Bergstra–Klop characterization based on semantic reasoning.
Bergstra and Klop’s characterization gives a necessary and sufficient condition, but when proving
conservation we only need a sufficient condition for perpetuity of redexes: if we can prove that all redexes
in a term are perpetual, the conservation property holds for the term. Similarly, sufficient conditions for
perpetuity of redexes are useful for proving uniform normalization of terms, as we shall see. For these
applications the necessity included in the characterization is a drawback as it adds an extra level of
complication to the proofs above. In this section we formulate and prove a weaker version of Bergstra–
Klop’s theorem by only giving a sufficient condition for perpetuity of redexes in K . The motivation is
that the proof is simpler than the corresponding proof in [21] and thus easier to extend to other λ-calculi.
Our proof follows the structure of the proof in [21, Sect. 7.4]. The reader is encouraged to compare our
proof to this latter proof to see that our proof is indeed simpler.
To reach our condition of perpetuity of a redex we shall guarantee that infinity of any enclosing
context is not lost when reducing the redex. We know from Theorem 4 that all I -redexes are perpetual.
It is thus only relevant to look at the K -redexes: When reducing a K -redex KAB the second argument B
is thrown away. For (4) to hold for a K -redex, we should therefore ensure that we do not erase the only
infinite reduction path from KAB by throwing away B. We cannot make any assumptions about the
context C . We therefore have to require that if B is an infinite term, then A is also an infinite term.
Furthermore, we have to consider what might be substituted in the arguments A and B during the
course of a reduction inside some context. Hence it is not sufficient to ensure that if B is infinite, then
A is also infinite. We should look at all possible substitutions θ that can be performed on A and B. This
motivates the following definition.
DEFINITION 5. For all terms P, Q ∈ K , the term P is at least as infinite as Q, written P ∞,β Q,
if and only if we for all substitutions θ have
Qθ ∈ ∞β ⇒ Pθ ∈ ∞β.
A K -redex KAB is good if and only if A ∞,β B.
We will refer to the condition Pθ ∈ ∞β as “P is infinite under the substitution θ .” In this section we
prove the following:
THEOREM 6 (Conservation of K-redexes). The redex KAB is perpetual if KAB is good.
A slightly stronger theorem is proved by Bergstra and Klop [18]: in their definition of ∞,β (let us call
their variant SN∞,β) one does not consider all substitutions θ , but only all SN-substitutions (substitutions
that substitute only strongly normalizing terms). They then prove that KAB is perpetual if and only if
A SN∞,β B.
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The difference is nontrivial, as illustrated by
KAB ≡ K xy.
For all SN-substitution θ it holds that Aθ ∈ ∞β ⇐ Bθ ∈ ∞β , since y will only be replaced by SN-terms
and thus Bθ 	∈ ∞β in all cases. On the other hand A 	∞,β B by our definition, as illustrated by
θ = {y := 	}. However, for all K -redexes KAB where fv(A) = fv(B), our condition is equivalent to
the one by Bergstra and Klop.
The complication of using SN-substitutions is both are not closed under composition; e.g., the two
substitutions θ = {x := uu} and θ ′ = {u := ω} are SN-substitutions, while the composition of the two
θθ ′ = {u := ω, x := ωω} is not (as 	 ∈ ∞β). This complicates the proof in [18] as one has to ensure
that two substitutions are never applied on the same subterm.
The underlying idea of our proof of Theorem 6 is that we single out the K -redex  ≡ KAB which
we want to prove perpetual. We introduce a way of labeling a redex so we can trace it in infinite
reduction paths from any context C . This allows us to check that we did not erase the infinity of C[]
by reducing . Thus, we introduce the set of underlined or labeled λ-terms taken from [19].
DEFINITION 7.
(1) The set K (λ-terms or labeled λ-terms) is the least set satisfying the following conditions
x ∈ K for all variables x
P ∈ K ⇒ λx .P ∈ K
P, Q ∈ K ⇒ P Q ∈ K
P, Q ∈ K ⇒ (λx .P)Q ∈ K .
In the last clause (λx .P)Q is a labeled redex. A labeled or unlabeled abstraction is denoted λ∗; i.e.,
λ∗ ::= λ | λ.
(2) The notions of reductions β and β on K are defined by
(λx .P)Q β P{x := Q}
(λx .P)Q β P{x := Q}
for all P, Q ∈ K .
(3) The notion of reduction β∗ is defined by β∗ = β ∪ β.
We extend the notion of goodness to K by replacing K and β, resp., with K and β∗, resp., in
Definition 5.
One way to go from a labeled term in K to an unlabeled term in K is by reducing all labeled
redexes. We define the following function ϕ, taken from [19], to express this:
DEFINITION 8 (Reduction of labeled redexes). For all K -terms M we define the image ϕ(M) ∈ K
by induction on M as follows:
ϕ(x) ≡ x
ϕ(λx .P) ≡ λx .ϕ(P)
ϕ(P Q) ≡ ϕ(P)ϕ(Q)
ϕ((λx .P)Q) ≡ ϕ(P){x := ϕ(Q)}.
The label reduction function finds the β-normal form as new labeled redexes cannot be created by
β-reduction. We recall the following lemma from [19]:
LEMMA 9 [19, 11.1.7(i)]. For all terms M, N ∈ K we have:
ϕ(M{x := N }) ≡ ϕ(M){x := ϕ(N )}.
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Having introduced the labeling, we turn to the tracing of a redex in infinite reduction paths from the en-
closing term. The following proposition by van Raamsdonk et al. [21, Proposition 7.7] is pivotal for this.
PROPOSITION 10. Let S be a subset of ∞β∗ and F∗ a β∗-reduction strategy such that
(1) the set S is closed under F∗, i.e., for all L ∈ S we have F∗(L) ∈ S, and
(2) for all L ∈ S where L →β F∗(L) we have ϕ(L)+β ϕ(F∗(L)).
Furthermore, let M be an infinite K -term with M ≡ C[(λx .P)Q] for some context C and K -terms P
and Q.
If M ∈ S then the contractum C[P{x := Q}] is infinite.
The importance of the proposition is that given a subset S and a reduction strategy F∗ meeting the
conditions, we can semi-decide whether a term M has the conservation property (1) for a given redex:
we label the redex under consideration and ask whether the labeled term is in S. To be useful, S should
be large enough to semi-decide any term we are interested in.
The major step in the proof of Theorem 6 is to use Proposition 10 with a subset S and a reduction
strategy F∗ satisfying the conditions. We build up to using Proposition 10 in the following way. We
first define the subset Kgood where the only labeled redexes are good K -redexes and prove that it is
closed under β∗-reduction. We then define a perpetual reduction strategy F∗, i.e., a reduction strategy
preserving the infinity of terms. It should be clear that F∗ and S = ∞β∗ ∩ Kgood satisfy Condition 1 of
Proposition 10. The last step is to establish that Condition 2 is also satisfied. To define Kgood we need
the following definitions.
DEFINITION 11. The subset K is the largest subset of K such that (λx .P)Q ⊆ M implies x 	∈
fv(P) for all M ∈ K .
Note that the only visual difference between K and K is the label on K indicating that all labeled
redexes are K -redexes. We note that a subterm of a K -term is also a K -term.
DEFINITION 12. The term M ∈ K is good if and only if it for all K AB ⊆ M holds that K AB is
good. The subset Kgood of K is {M ∈ K | M is good}.
We note that all subterms of a good term are good. The following proposition establishes that Kgood
is closed under β∗-reduction.
LEMMA 13. Let M be a Kgood-term and N a K -term such that M →β∗ N. Then N ∈ Kgood.
Proof. We want to prove that we for all (λz.A)B ⊆ N have
z 	∈ fv(A) and A ∞,β∗ B. (∗)
We first note that this is trivially true if (λz.A)B ⊆ M . We then use induction on M →β∗ N to prove (∗).
(1) (λ∗x .P) Q →β∗ P{x := Q}: We consider two cases:
(a) (λz.A)B ⊆ Q. Then (∗) holds as (λz.A)B ⊆ Q ⊆ M .
(b) Otherwise, we use the substitution generation lemma to consider two cases:
(i) (λz.A′)B ′ ⊆ P where (λz.A)B ≡ ((λz.A′)B ′){x := Q}. As (λz.A′)B ′ ⊆ P ⊆ M
we know that z 	∈ A′ and thus also z 	∈ A. Furthermore, we have A′φ ∈ ∞β∗ ⇐ B ′φ ∈ ∞β∗ for all substi-
tutions φ. In particular, for any substitution θ we can consider the substitution φ = {x := Q}θ to find
Bθ ≡ B ′φ ∈ ∞β∗ ⇒ A′φ ∈ ∞β∗ ≡ Aθ.
(ii) x B ⊆ P and Q ≡ λx .A. This is impossible as it contradicts M ∈ Kgood: by
Definition 7 the labeled abstraction Q should be the operator of an application.
(2) λ∗x .P →β∗ λ∗x .P ′ where P →β∗ P ′. For any (λz.A)B ⊆ λ∗x .P ′ we have (λz.A)B ⊆ P ′.
It thus follows from the induction hypothesis that (∗) holds for (λz.A)B.
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(3) P Q →β∗ P ′ Q or Q P →β∗ Q P ′ where P →β∗ P ′. We consider only the first case as the
second is similar. Following Definition 7 a labeled abstraction λx .A is always the operator of a redex.
Thus, we can only have (λz.A)B ⊆ P ′ Q by (λz.A)B ⊆ P ′ or (λz.A)B ⊆ Q. In the former case (∗)
holds due to the induction hypothesis, while in the latter case (∗) holds due to Q ⊆ M .
This exhausts the possibilities and concludes the proof that Kgood is closed under →β∗ .
We now turn to our perpetual strategy (called F∗2 in [21]):
DEFINITION 14. We define F∗ : ∞β∗ → K by
F∗(x P1 . . . Pm . . . Pn) ≡ x P1 . . . Pm−1 F∗(Pm)Pm+1 . . . Pn if Pm ∈ ∞β∗ and Pi ∈ SNβ∗ for i < m
F∗(λx .P) ≡ λx .F∗(P)
F∗((λ∗x .P0) P1 . . . Pn) ≡ P0{x := P1}P2 . . . Pn if P0, P1 ∈ SNβ∗
F∗((λ∗x .P0) P1 . . . Pn) ≡ (λ∗x .P0) F∗(P1)P2 . . . Pn if P0 ∈ SNβ∗ and P1 ∈ ∞β∗
F∗((λ∗x .P0) P1 . . . Pn) ≡ (λ∗x .F∗(P0)) P1 . . . Pn if P0 ∈ ∞β∗ ,
where n ≥ 1 and m ≤ n.
We note that F∗ is not effectively computable. Par abus de langage, we will call it a reduction strategy,
though it is not defined for all K -terms, as it is trivial to extend F∗ to a reduction strategy: simply use
any reduction strategy on the strongly β∗-normalizing K -terms. The following lemma establishes that
F∗ is well-defined as a reduction strategy and, furthermore, that it is perpetual:
LEMMA 15. Let M be an infinite K -term. Then M →β∗ F∗(M) and F∗(M) is infinite.
Proof. The proof is done by induction on M . (That F∗(M) is infinite is Lemma 7.24 of [21].)
This is enough to establish that the subset Kgood ∩∞β∗ of K together with the reduction strategy F∗
satisfy Condition 1 of Proposition 10. The following proposition establishes that Condition 2 is also
satisfied.
PROPOSITION 16. Let M be a term in Kgood ∩ ∞β∗ . We then have
M →β F∗(M) ⇒ ϕ(M)+β ϕ(F∗(M)).
Proof. We assume that
M →β F∗(M) (∗)
and use induction on the structure of M :
(1) M ≡ x P1 . . . Pm . . . Pn where n ≥ 1 with Pm ∈ ∞β∗ and Pi ∈ SNβ∗ for i < m ≤ n. This case
is similar to Case 4c below.
(2) M ≡ λx .P where n ≥ 1. This case is similar to Case 4c below.
(3) M ≡ (λx .P0)P1 . . . Pn . We have
ϕ(M) ≡ (λx .ϕ(P0)) ϕ(P1) . . . ϕ(Pn).
We split into three cases depending on whether P0, P1 ∈ SNβ∗ .
(a) P0, P1 ∈ SNβ∗ . We have
F∗(M) ≡ P0{x := P1}P2 . . . Pn
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and
ϕ(F∗(M)) ≡ ϕ(P0{x := P1})ϕ(P2) . . . ϕ(Pn).
We can do the following reduction
ϕ(M) ≡ (λx .ϕ(P0))ϕ(P1)ϕ(P2) . . . ϕ(Pn)
→β ϕ(P0){x := ϕ(P1)}ϕ(P2) . . . ϕ(Pn)
9= ϕ(P0{x := P1})ϕ(P2) . . . ϕ(Pn)
≡ ϕ(F∗(M)).
(b) P0 ∈ ∞β∗ or P0 ∈ SNβ∗ and P1 ∈ ∞β∗ . These two cases are similar to Case 4c below.
(4) M ≡ (λx .P0)P1 . . . Pn where n ≥ 1. We have
ϕ(M) ≡ ϕ(P0){x := ϕ(P1)}ϕ(P2) . . . ϕ(Pn).
We divide into three subcases:
(a) P0, P1 ∈ SNβ∗ . This case is impossible as it contradicts (∗): Assume
M ≡ (λx .P0)P1 . . . Pn →β P0{x := P1}P2 . . . Pn ≡ F∗(M),
which is only possible by (λx .P0)P1 →β P0{x := P1}. But this is not possible as the unlabeled
β-reduction cannot reduce a labeled redex.
(b) P0 ∈ SNβ∗ and P1 ∈ ∞β∗ . This case contradicts M ∈ Kgood. As M ∈ Kgood we know
from Definitions 11 and 12 that the labeled redex (λx .P0)P1 is a K -redex and good, i.e., P0 ∞,β∗ P1.
But the latter is contradicted using the empty substitution ∅: we have P0∅ ∈ SNβ∗ while P1∅ ∈ ∞β∗ .
(c) P0 ∈ ∞β∗ . We have
F∗(M) ≡ (λx .F∗(P0))P1 . . . Pn
and
ϕ(F∗(M)) ≡ ϕ(F∗(P0)){x := ϕ(P1)}ϕ(P2) . . . ϕ(Pn).
We clearly have (∗) if and only if P0 →β F∗(P0). It follows from the induction hypothesis that
ϕ(P0)+β ϕ(F∗(P0)) and then also
ϕ(M) ≡ ϕ(P0){x := ϕ(P1)}ϕ(P2) . . . ϕ(Pn)
+β ϕ(F∗(P0)){x := ϕ(P1)}ϕ(P2) . . . ϕ(Pn)
≡ ϕ(F∗(M))
with the use of compatibility. The cases above similar to this case are slightly simpler as they do not
exploit that ϕ(P0)+β ϕ(F∗(P0)) implies ϕ(P0)θ +β ϕ(F∗(P0))θ where θ is any substitution.
This exhausts all the possibilities and we conclude that
M →β F∗(M) ⇒ ϕ(M)+β ϕ(F∗(M)).
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Proof of Theorem 6. Let there be given a good redex KAB. We must prove for any context C that
if C[KAB] ∈ ∞β then also C[A] ∈ ∞β . Let a context C with C[KAB] ∈ ∞β be given. We use
Proposition 10 with S = Kgood ∩ ∞β∗ . Condition 1 is satisfied by Lemmata 13 and 15 and Condition 2
is satisfied by Proposition 16.
3. A UNIFORMLY NORMALIZING SUBSET OF K
We recall that a term M is uniformly normalizing if M ∈ wnβ implies M ∈ SNβ and that a set of
terms is uniformly normalizing if all its terms are uniformly normalizing. The classical example of a
uniformly normalizing subset of K is I . The two important features of I are that
(1) subterms are not deleted under β-reduction. In particular, infinite subterms are not deleted
under β-reduction.
(2) the subset is closed under β-reduction. Thus a reduction path will never lead to a term, where
infinite subterms can be deleted under β-reduction.
In contrast, erasing reductions delete subterms. As discussed in the Introduction, we can still find
subsets where all terms have the conservation property (1). In these subsets it does not matter if we
delete an infinite subterm, as infinity is conserved. However, such subsets are not necessarily closed
under reduction. One such example is the subset of K of all terms having the conservation property.
The subset is not closed under β-reduction as illustrated by
(λy.K xy)	 →β K x	.
In the left term, all redexes are perpetual: λy.K xy and 	 are I -redexes and there is no SN-substitution
making the y of K xy an infinite term. Hence, the term has the conservation property. However, the
right term does not have the conservation property due to the redex K x	: we have K x	 ∈ ∞β , but
x 	∈ ∞β .
To find a uniformly normalizing subset of a λ-calculus, the challenge is thus to find a subset that
is both closed under reduction and has the conservation property. In this section, we will do this for
K . This is also the first demonstration of our technique to find uniformly normalizing subsets of a
λ-calculus.
In proving uniform normalization we will use two simple conditions: the term must be good and
K -expanded—both are defined formally below. In a good term all redexes are perpetual, so the term
has the conservation property. Concerning closure under reduction, it is a problem that K -redexes can
be created in a reduction, as illustrated by
((λx .K x)I )	 →β KI	.
In the left term, the only redex is an I -redex and hence all redexes are perpetual, but in the right term
the newly created K -redex is not perpetual. This is avoided by requiring that all K -abstractions have
an argument—we say that the term is K -expanded. In the left term above the K -abstraction K x does
not have an argument. Hence the left term is not K -expanded.
For this section we will use the following definition of good.
DEFINITION 17. A K -term is good if and only if all K -redexes in the term are good.
The difference from the previous section is that we now consider all K -redexes instead of only labeled
K -redexes. The reader should be aware that there is a slight risk of confusion as a redex (λx .P)Q is
also a term. However, it should be clear from the context whether we consider a redex as a term or as a
redex. Note that any subterm of a good term is good.
It follows from the two theorems of the previous section that all redexes in a good terms are perpetual
and thus that a good term has the conservation property (1):
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PROPOSITION 18. Let M and N be K -terms where M →β N and M is good. If M ∈ ∞β then
N ∈ ∞β .
Proof. For some context C we have M ≡ C[(λx .P)Q] →β C[P{x := Q}] ≡ N . If (λx .P)Q is a
I -redex, then the proposition follows from Theorem 4. If on the other hand (λx .P)Q is a K -redex, the
proposition follows from Theorem 6.
Thus, a good term has the conservation property. We will now concentrate on finding a subset of the
good terms that is closed under reduction. Essentially this is done by requiring that all K -abstractions
have an argument. We relax this a bit as there might be abstractions in a term that are never the operator
of a redex in any of the reduction paths from the term. Consider for instance the λx- and λy-abstractions
in the term
λx .x(λy.KI I )(I I ).
These abstractions cannot become a part of a newly created redex and it is thus not relevant to require
them to have an argument even if they are K -abstractions. By not requiring such irrelevant K -abstractions
to have an argument, there are more terms fulfilling the conditions. We thus get a bigger subset that is
uniformly normalizing. This leads us to the following definition:
DEFINITION 19.
1. The set expfull of fully K -expanded terms is the least subset of K satisfying the following
conditions
x ∈ expfull(
P ∈ expfull & x ∈ fv(P)
) ⇒ λx .P ∈ expfull
P, Q ∈ expfull ⇒ KP Q ∈ expfull
P, Q ∈ expfull ⇒ P Q ∈ expfull,
where x is any variable.
2. The set exp of relevant K -expanded terms, or K -expanded terms for short, is the least subset
of K satisfying the following conditions
P1, . . . , Pn ∈ exp ⇒ x P1 . . . Pn ∈ exp
P ∈ exp ⇒ λx .P ∈ exp
P, Q, R1, . . . , Rn ∈ expfull ⇒ (λx .P)Q R1 . . . Rn ∈ exp,
where x is any variable and n ≥ 0.
Thus the term K(K(λx .x)(λy.y)) is K -expanded, but not fully K -expanded. On the other hand, the
term K(K (λx .x))(λy.y) is neither.
The definition ensures that in a fully K -expanded term all K -abstractions are the operator of an
redex. In a K -expanded term this is only the case for relevant K -abstractions, i.e., K -abstractions that
can be part of a redex. To get an intuition for the last case, it can be useful to consider the redex
in (λx .P)Q R. When looking at the contractum P{x := Q}R it should be clear that any abstraction in P
or Q could potentially be the operator of a redex; after a reduction involving R, any abstraction in R
could furthermore be the operator of a redex. The main theorem we shall prove is
THEOREM 20. Let M ∈ K be a good and K -expanded term. Then M ∈ unβ .
It is important to notice that even in combination with the K -expanded criterion, the Bergstra–Klop
criterion for perpetuity of redexes does not give a subset that is closed under reduction. Consider again
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the reduction
(λy.K xy)	 →β K x	.
The left term is K -expanded and it would be good if we used the Bergstra–Klop criterion and only
considered SN-substitutions. The right term is K -expanded, but still not good. As we would expect,
neither of the terms are good by the definition above where all possible substitutions are considered. This
illustrates that considering all possible substitutions seems crucial in finding a uniformly normalizing
subset of K under erasing β-reductions.
The idea of the proof of Theorem 20 is captured by the following diagram
where expgood is the set of good and K -expanded terms. F is a normalizing reduction strategy; i.e., if
M ∈wnβ then repeated application of F on M will eventually result in a normal form. As already
noted all redexes in M ∈ expgood are perpetual so infinity is preserved in each application of F . We
will furthermore prove that expgood ⊆ K is closed under F . The diagram illustrates that M ∈wnβ and
M ∈ ∞β would contradict Fn(M) being a normal form for some n. From this we conclude that M ∈unβ .
We fix the normalizing reduction strategy as the proofs get considerably simpler when we consider
a specific reduction strategy rather than any possible reduction strategy. We use leftmost reduction as
our normalizing strategy [19, 24].
DEFINITION 21. The leftmost reduction strategy Fl on K is as follows. When M ∈ K \nfβ we use
induction on M :
Fl(x P1 . . . Pn) ≡ x P1 . . . Pm−1 Fl(Pm)Pm+1 . . . Pn if Pi ∈ nfβ for i < m and Pm 	∈ nfβ
Fl(λx .P) ≡ λx .Fl(P)
Fl((λx .P0)P1 P2 . . . Pn) ≡ P0{x := P1}P2 . . . Pn.
where n ≥ 1 and m ≤ n. For M ∈ nfβ we have Fl(M) ≡ M .
It is clear that M →β Fl(M) using the compatibility of →β . With the definitions at hand, we start
out establishing some useful properties about fully and relevant K -expanded terms. We first note that
the set of fully K -expanded terms is a subset of the K -expanded terms:
LEMMA 22. Let M be a K -term such that M ∈ expfull . Then also M ∈ exp.
Proof. The lemma is proven in two steps. We first use induction on the structure of M ∈ expfull to
note that a fully K -expanded term has one of the two following forms:
(1) M ≡ x Q1 . . . Qn
(2) M ≡ (λx .P)Q1 . . . Qn
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where n ≥ 0 and Q, P1, . . . Pn ∈ expfull . The lemma then follows by induction on M splitting into the
two forms.
It is immediate from Case 1 of Definition 19 that any subterm of a fully K -expanded term is fully
K -expanded. Using the lemma above, it is seen that similarly a subterm of a K -expanded term is
K -expanded.
Next, we note that the set of fully K -expanded terms is closed under substitution:
LEMMA 23. Let M and N be K -terms such that M, N ∈ expfull . Then also M{x := N } ∈ expfull .
Proof. The proof is done by induction on M .
We note that the lemma does not hold for K-expanded terms in general, e.g., the terms K xy and Kz
are both K -expanded, but (K xy){y := Kz} ≡ K x(Kz) is not. We can now turn to the two propositions
establishing that expgood is closed under Fl .
PROPOSITION 24. Let M be a K-expanded K-term. Then Fl(M) is also K-expanded.
The use of the leftmost reduction strategy is somewhat essential here as the set of K-expanded terms is
not closed under arbitrary β-reductions, e.g., the term (λz.λx .Kzx)I is K -expanded, but the contractum
(λz.λx .z)I ≡ (λz.K z)I is not.3
Proof of Proposition 24. We assume M ∈ exp and prove Fl(M) ∈ exp too. If M ∈nfβ , then
Fl(M) ≡ M ∈ exp by the assumption. We thus assume M 	∈ nfβ and proceed by induction on the
structure of M .
(1) M ≡ x P1 . . . Pn where n ≥ 1 and for a m ≤ n we have Pm 	∈nfβ and Pi ∈nfβ for i < m. Then
Fl(M) ≡ x P1 . . . Pm−1 Fl(Pm)Pm+1 . . . Pn . By Definition 19, we can only have M ∈ exp by Pj ∈ exp for
all j where 1 ≤ j ≤ n. It follows from the induction hypothesis that Fl(Pm) ∈ exp and thus Fl(M) ∈ exp
by Definition 19.
(2) M ≡ λx .P . Similar to Case 1 above.
(3) M ≡ (λx .P0)P1 . . . Pn for n ≥ 1. Then Fl(M) ≡ P0{x := P1}P2 . . . Pn . By Definition 19,
we can only have M ∈ exp if Pi ∈ expfull for all i where 0 ≤ i ≤ n. Using Lemma 23 we then find that
P0{x := P1} ∈ expfull and thus Fl(M) ∈ expfull . It follows from Lemma 22 that Fl(M) ∈ exp.
This exhausts the possibilities and concludes the proof that K -expandedness is conserved under leftmost
reduction.
PROPOSITION 25. Let M ∈ K be a K -expanded and good term. Then Fl(M) is a good term.
Proof. We assume that M ∈ expgood and will prove that Fl(M) is good. If M ∈nfβ , then Fl(M) ≡ M
and is therefore good by assumption. We assume M 	∈ nfβ and proceed by induction on the structure
of M .
(1) M ≡ x P1 . . . Pn where n ≥ 1 and for a m ≤ n we have Pm 	∈ nfβ and Pi ∈nfβ for i < m.
Then Fl(M) ≡ x P1 . . . Pm−1 Fl(Pm)Pm+1 . . . Pn . We consider a K -redex  ≡ KST ⊆ Fl(M) and split
into two cases:
(a)  ⊆ Pi for some i where i 	= m. As  ⊆ Pi ⊆ M we see that  is good by assumption.
(b)  ⊆ Fl(Pm). By the induction hypothesis, Fl(Pm) is good. We conclude that  is good.
As all K -redexes of Fl(M) are good, Fl(M) is good.
(2) M ≡ λx .P . This is similar to Case 1 above.
(3) M ≡ (λx .P0)P1 . . . Pn for n ≥ 1. Then Fl(M) ≡ P0{x := P1}P2 . . . Pn . As M ∈ exp, we note
from Definition 19 that Pi ∈ expfull for all i with 0 ≤ i ≤ n. We consider any redex  ≡ KST ⊆ Fl(M)
3 On the other hand, the set expgood of K -expanded and good terms that eventually is used in the proof of Theorem 20 is
in fact closed under arbitrary β-reductions. This is because it is a consequence of goodness that fv(P) = fv(Q) for a good
K -redex KP Q. An alternative proof would thus prove closeness under arbitrary β-reductions for K -expanded and good terms.
However, this is in the authors’ opinion more involved than the proof presented here.
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and split it into three cases:
(a)  ⊆ P0{x := P1} where  	⊆ P1. We should prove that S ∞,β T . There are two
possibilities:
(i) ′ ≡ KS′T ′ ⊆ P0 where ′{x := P1} ≡ . As M is good, we have S′ ∞,β T ′.
Hence, it follows that for any substitution θ
∞β ! Sθ ≡ (S′{x := P1})θ ⇐ (T ′{x := P1})θ ≡ T θ ∈ ∞β
and we conclude that  is good.
(ii) xT ′ ⊆ P0 and P1 ≡ K S where T ≡ T ′{x := P1}. By reductio ad absurdum, we
note that this is not possible as it cannot be the case that P1 ≡ K S ∈ expfull .
(b)  ⊆ Pi for some i where i ≥ 1. We have  ⊆ M and  is thus good.
(c)  ≡ (P0{x := P1})P2 ≡ (λy.Q)P2. By reductio ad absurdum we note that  cannot be a
K -redex: suppose that  is the K -redex KQ P2. Then either P0 ≡ K Q′ where Q ≡ Q′{x := P1} or
P0 ≡ x and P1 ≡ K Q. This contradicts P0 ∈ expfull or P1 ∈ expfull , resp.
As all K -redexes of Fl(M) are good, Fl(M) is good.
This exhausts the possibilities and concludes the proof that for a K -expanded term, goodness is conserved
under leftmost reduction.
Note that as we considered arbitrary substitutions, we could compose substitutions freely in the proof
above. It is also worth noting how the usage of leftmost reduction makes the above proof considerably
simpler: If we were considering arbitrary reductions, we could have KP Q →β KP ′ Q where P →β P ′.
For goodness to be preserved, we would need to prove that for P good and K -expanded
(P ∞,β Q & P →β P ′) ⇒ P ′ ∞,β Q. (5)
This statement is similar to the result on conservation of K -redexes in Section 2 and would thus require
the tracing of the possible reduction paths using finite reductions.
We are now able to prove Theorem 20:
Proof of Theorem 20. Let M ∈ K be a good and K -expanded term. We suppose that M ∈wnβ .
As Fl(M) is normalizing, we have the following finite reduction path
M →β Fl(M) →β F2l (M) →β · · · →β Fnl (M) ∈nfβ
for some n ∈N.
Using reductio ad absurdum we conclude that M ∈ SNβ : We suppose that M ∈ ∞β . By induction
over i ≥ 0 using Propositions 18, 24, and 25 we see that Fil (M) is infinite, K -expanded, and good. In
particular Fnl (M) ∈ ∞β contradicting Fnl (M) ∈nfβ . We conclude that M ∈ SNβ .
4. STRONG FROM WEAK NORMALIZATION IN 〈 〉
In this section we will apply our technique for finding uniformly normalizing subsets on the simply
typed λ-calculus extended with pairs 〈M, M ′〉 and projections πi (M). We will use this to prove strong
normalization from weak normalization for this calculus. The results are easily generalized to a λ-
calculus with case-constructors corresponding to first-order minimal logic [7]. This is done in [25]
where one also can find all details omitted in this section.
The idea of the proof is the same as used by Sørensen in [16]. In general terms the problem we
should overcome is that β-reductions can erase infinite subterms. For instance the terms π1(〈x, 	〉) and
(λx .〈λy.y, z〉)	 are weakly normalizing, but not strongly normalizing as seen by the reductions
π1(〈x, 	〉) →β x
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and
(λx .〈I, z〉)	 →β 〈I, z〉,
where the infinite subterm 	 is erased by the β-reduction.
To circumvent this problem Klop [14] introduces systems with memory derived from the original
systems. We will use a system [ ]〈 〉 which is 〈 〉 with the addition of a new syntactic form and some
additional reductions. We also introduce a mapping ι : 〈 〉 → [ ]〈 〉 converting a 〈 〉-term M to a term
with memory. We will prove that weak normalization of ι(M) implies strong normalization of M . Thus,
strong normalization of 〈 〉 has been reduced to weak normalization of [ ]〈 〉.
However, this has the inconvenience that the question of strong normalization of one kind of reductions
is transformed to the question of weak normalization for another and extended kind of reduction. To
repair this, Sørensen [16] uses a CPS-translation • to go back to the original system by, in a certain
sense, simulating the reductions of the system with memory by β-reductions.
Using the composition of ι and • we can reduce the question of strong normalization to the question
of weak normalization for the same kind of reductions. We will provide the two mappings and prove
that a term M ∈ 〈 〉 is strongly normalizing if ι(M) is weakly normalizing.
After introducing the mappings we will prove that ι(M) ∈wnβ implies M ∈ SNβ by the following
implications
ι(M) ∈wnβ ⇒ ι(M) ∈ SNβ ⇒ ι(M) ∈ SNβπ ⇒ M ∈ SNβ, (6)
where the notions of reduction π and β on 〈 〉 will be defined below. In [16] the first implication is
due to the conservation theorem for I , which—as we have seen—gives a simple syntactic criterion
for uniform normalization. However, this is not sufficient in 〈 〉, where projection erases subterms. Our
technique for finding uniformly normalizing subsets turns out to handle this. The proof of the last two
implications follows [16] closely.
We first introduce the λ-calculus with pairs and projections formally. The following is explained in
more detail in [25, 26].
DEFINITION 26.
(1) The set of terms of 〈 〉, the λ-calculus extended with pairs 〈M, M〉 and projections πi (M),
is generated by the grammar
〈 〉 ! M ::= x | λx .M | M M | 〈M, M〉 | π1(M) | π2(M),
where i = 1, 2 and x is any variable.
(2) There are the following notions of reduction on 〈 〉
(λx .P)Q βλ P{x := Q}
πi (〈P1, P2〉) β〈 〉 Pi ,
where P, Q, P1, P2 ∈ 〈 〉 are any terms.
(3) The notion of reduction β is defined by β = βλ ∪ β〈 〉.
The syntactic forms for abstractions and pairs are called constructors because they, in some sense,
construct a βλ-redex or a β〈 〉-redex.4 Similarly, the syntactic forms for application and projection are
called destructors. Unlike the pure λ-calculus with only one constructor and one destructor, there is
a possibility of mismatch between a destructor and a constructor in 〈 〉, e.g., 〈P, Q〉R or πi (λx .P).
These mismatches behave like destructors in some situations and like constructors in other situations;
handling this would increase the number of syntactic cases below. We will therefore, for brevity of the
4 Under the Curry–Howard isomorphism [24, 27] (or see [28, 29] for recent accounts) between proof theory and the study of
λ-calculus, they are the syntactic forms corresponding to the introduction rules.
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presentation, work in a simply typed setting. All results except those directly related to the type system
(Proposition 34 and Corollaries 35 and 66) can be extended to the untyped setting. We introduce the
following simple type system on 〈 〉.
DEFINITION 27. The set L 〈 〉 of types on 〈 〉 is
L 〈 〉 ! τ ::= α | (τ → τ ′) | (τ × τ ′) | ⊥,
where α denotes type variables drawn from a denumerable, infinite alphabet. Outermost parentheses
are omitted, →associates to the right, and we define ¬φ ≡ φ → ⊥.
The set of type assignments binding types to variables is denoted 〈 〉. For an assignment  ∈ 〈 〉 of
types, dom  and ||, resp., denote the domain and the range of the assignment, resp. We write x : τ for
{x : τ } and ,  for  ∪  where we implicitly assume dom  ∩ dom  = ∅. The typability relation
( ⊆ 〈 〉 × 〈 〉 × L 〈 〉 on 〈 〉 is defined by
, x : τ ( x : τ var
, x : τ ( P : σ
 ( λx .P : τ → σ →I
 ( P : τ → σ  ( Q : τ
 ( P Q : σ →E
 ( P : τ  ( Q : σ
 ( 〈P, Q〉 : τ × σ ×I
 ( P : τ1 × τ2
 ( πi (P) : τi ×E
Type variables are not needed in the presentation below, but are included for consistency with standard
presentations [30].
It should be noted that β-reduction has the subject reduction property: If  ( M : τ and M →β N ,
then  ( N : τ .
We extend I to 〈 〉 in the following way.
DEFINITION 28. The set I〈 〉 is the least subset of 〈 〉 satisfying
(1) λx .P ⊆ M ⇒ x ∈ fv(P)
(2) 〈P, Q〉 ⊆ M ⇒ fv(P) = fv(Q).
It can easily be shown that I〈 〉 is closed under β-reduction. However, I〈 〉 is not uniformly normalizing
as demonstrated by the term (λx .π1(〈x, x x〉))ω. It is weakly normalizing by the reduction
(λx .π1(〈x, xx〉))ω →βλ π1(〈ω, 	〉) →β〈 〉 ω
but also infinite as
(λx .π1(〈x, xx〉))ω →βλ π1(〈ω, 	〉) →βλ π1(〈ω, 	〉) →βλ · · · .
This demonstrates an important difference between β〈 〉 and βλ-reductions: β〈 〉 always erases a subterm
of the redex. In I we are ensured that the argument Q of a redex (λx .P)Q is a subterm of the contractum.
This implies that an infinite subterm cannot be erased when reducing a I -term. The β〈 〉-reduction on
the other hand always erases a part of the redex and might erase an infinite subterm. It can even be the
case that the erased subterm is not infinite but only has the potential of becoming infinite, e.g., in
(λx .π1(〈x, xx〉))ω →β (λx .x)ω →β ω
the erased subterm xx ∈nfβ but (xx){x := ω} ∈ ∞β . To get uniform normalization, one has to consider
all potential substitutions and hence there does not seem to be a simple syntactic criterion anymore.
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4.1. The Term Translations
To circumvent the erasing of infinite subterms Klop [14] introduces systems with memory derived
from the original systems. In the systems with memory copies of the subterms of the redex are saved
for each reduction. For instance when reducing the βλ-redex (λx .P)Q the subterms P and Q are stored
in the memory part of the contractum of P{x := Q}.
4.1.1. The ι-Translation and the Superset [ ]〈 〉 of 〈 〉
We introduce the system with memory [ ]〈 〉 inspired by [16] and based on a technique from [14].
DEFINITION 29 (The terms of the [ ]〈 〉-calculus). Let [ ]〈 〉 be the set defined by extending 〈 〉 as
follows.

[ ]
〈 〉 ! M ::= x | λx .M | M M | 〈M, M〉 | π1(M) | π2(M) | [M | M]
We will map each term M ∈ 〈 〉 to a corresponding term M ′ ∈ [ ]〈 〉 such that no infinite subterms
can be erased when reducing M ′. This is done by the following mapping ι, which saves a copy of the
subterms that could be erased under β-reduction.
DEFINITION 30. The translation ι : 〈 〉 → [ ]〈 〉 is defined as follows by induction on the term M ∈ 〈 〉:
ι(x) ≡ x
ι(λx .P) ≡ λx .[ι(P) | x]
ι(P Q) ≡ ι(P)ι(Q)
ι(〈P, Q〉) ≡ 〈[ι(P) | ι(Q)], [ι(Q) | ι(P)]〉
ι(πi (P)) ≡ πi (ι(P)).
It is easily seen that in a translated term no subterms are erased under a β-reduction:
ι((λx .P)Q) ≡ (λx .[P ′ | x])Q′ →βλ [P ′{x := Q′} | Q′]
ι(π1(〈P, Q〉)) ≡ π1(〈[P ′ | Q′], [Q′ | P ′]〉) →β〈 〉 [P ′ | Q′]
ι(π2(〈P, Q〉)) ≡ π2(〈[P ′ | Q′], [Q′ | P ′]〉) →β〈 〉 [Q′ | P ′].
However, β-redexes in the original 〈 〉-term M can now be “blocked” by the memory brackets. For
instance
π1((λx .〈x, xx〉)ω)y
has the following reduction
π1((λx .〈x, xx〉)ω)y →βλ π1(〈ω, 	〉)y
→β〈 〉ωy
→βλ yy.
However, from the ι-translated term we can only do βλ-reduction corresponding to the βλ-reduction in
the original path
π1((λx .[〈[x | xx], [xx | x]〉 | x])λz.[zz | z])y →βλ π1([〈[Z | Z Z ], [Z Z | Z ]〉 | Z ])y, (7)
where Z ≡ λz.[zz | z]. The β〈 〉-reduction in the original reduction path is effectively “blocked” by the
memory brackets. (However, the term has an infinite βλ-reduction path using Z Z →βλ [Z Z | Z ].)
166 NEERGAARD AND SØRENSEN
The solution is to introduce the reduction π which moves the argument of either an abstraction or a
projection in the original term past the brackets. We also introduce the reduction κ which deletes the
memory part of a term.
DEFINITION 31 (The reductions of the [ ]〈 〉-calculus). In addition to the β-reductions of 〈 〉 we de-
fine the following notions of reductions on [ ]〈 〉:
[P | Q] R πλ [P R | Q]
πi ([P | Q]) π〈 〉 [πi (P) | Q]
[P | Q] κ P,
where P, Q, and R are any [ ]〈 〉-terms. The notion of reduction π is π = πλ ∪ π〈 〉.
With these reductions the reduction path of (7) can be continued :
· · · →π〈 〉 [π1(〈[Z | Z Z ], [Z Z | Z ]〉) | Z ]y
→β〈 〉 [[Z | Z Z ] | Z ]y
2πλ [[Z y | Z Z ] | Z ]
→βλ [[[yy | y] | Z Z ] | Z ].
(8)
Thus the combination of the reductions β and π corresponds to β reductions in the original term. To
get the original end contractum from (8) one must apply κ thrice; i.e.,
· · · →κ [[yy | y] | Z Z ] →κ [yy | y] →κ yy.
4.1.2. Continuation Passing Style Translations
Continuation passing style [31–34]—or CPS for short—is known from functional programming.
We will use CPS to simulate the [ ]〈 〉-calculus within 〈 〉. Thus a term M ∈ [ ]〈 〉 will be translated to
a 〈 〉-term such that β ∪ π -reductions in the original term correspond to β-reductions in the translated
term. We use a CPS-translation that is an extension of the CPS-translations first studied by Plotkin [35].
DEFINITION 32. Let Y be an infinite set of variables not occurring in any other terms than terms pro-
duced by the following translation. The translation • : [ ]〈 〉 → 〈 〉 is defined by induction on M ∈ [ ]〈 〉:
x ≡ λk.xk
λx .P ≡ λk.kλx .P
〈P, Q〉 ≡ λk.k〈P, Q〉
P Q ≡ λk.Pλm.m Qk
πi (P) ≡ λk.Pλm.πi (m)k
[P | Q] ≡ λk.y(Pk)Q
such that all occurrences of y ∈ Y in a term M are distinct variables and such that the abstraction
variables k and m are chosen fresh.
All of this is a standard call-by-name CPS-translation except the last clause (motivation can be found
in [16]). The condition on y is needed for typability reasons as we are considering simple types: The
types of P and Q in the translation of [P | Q] depend on the types of P and Q. Thus, every y needs to
have a type depending on P and Q for the translated term to be typable. This is most easily achieved
by letting all y’s be distinct variables.
LAMBDA CALCULI WITH ERASING REDUCTIONS 167
4.1.3. Translation of Types
By combining the two translations ι and • into ι(•) we get the following mapping from 〈 〉 to 〈 〉
defined inductively on M ∈ 〈 〉:5
ι(x) ≡ λk.xk
ι(λx .P) ≡ λk.kλx .λl.y(ι(P)l)λm.xm
ι(〈P, Q〉) ≡ λk.k〈λl ′.y′(ι(P)l ′)ι(Q), λl ′′.y′′(ι(Q)l ′′)ι(P)〉
ι(P Q) ≡ λk.ι(P)λm.mι(Q)k
ι(πi (P)) ≡ λk.ι(P)λm.πi (m)k
(9)
where the variables y, y′, and y′′ are distinct and the variables k, l, l ′, and l ′′ are chosen fresh. This
is the map which we are looking for. In the following we will prove that it actually has the property
ι(M) ∈wnβ ⇒ M ∈ SNβ .
We also need a meaningful translation of the types. Like the terms we could use a stepwise approach,
first translating the types of 〈 〉 to types on [ ]〈 〉 and then back to types on 〈 〉. This would require an
explicit type system on [ ]〈 〉. Though this is not difficult to introduce there is no need for the effort as only
typability of the terms ι(M) is explicitly required in the proofs. We hence introduce a type translation
[•] [16, 17]. The translation is based on Kolmogorov’s negative translation.
DEFINITION 33. The maps
[•], [•]′ : L 〈 〉 → L 〈 〉
are defined inductively on τ ∈ L 〈 〉 by
[τ ] ≡ ¬¬[τ ]′
and
[⊥]′ ≡ ⊥
[α]′ ≡ α
[τ → σ ]′ ≡ [τ ] → [σ ]
[τ × σ ]′ ≡ [τ ] × [σ ].
We extend [•] to  ∈ 〈 〉 by defining [] = {x : [τ ] | x : τ ∈ }.
PROPOSITION 34. Let M ∈ 〈 〉 be a term, τ ∈ L 〈 〉 a type, and  ∈ 〈 〉 a type assignment such that
 ( M : τ ; then
, [] ( ι(M) : [τ ]
for some type assignment  ∈ 〈 〉 with dom  = fv(ι(M))\fv(M).
Proof. The proof is by induction on the height of the derivation  ( M : τ . The type assignment 
is constructed such that each y has the type needed to make the term typable.
COROLLARY 35. Let M ∈ 〈 〉 be a typable term. Then ι(M) ∈ 〈 〉 is a typable term.
The •-translation has the disadvantage that it introduces internal redexes that do not correspond to
reductions in the original term. For our purpose this is indeed unfortunate as M →π N does not imply
5 Note that the scopes of the binding variables l, l ′, l ′′, and m in the second and third equation are not overlapping; the variables
could thus all be given the same name.
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M →β N though M =β N . This is seen by considering the redex [P | Q]R →π [P R | Q]. We have
[P | Q]R ≡ λk.(λl.y(Pl)Q)λm.m Rk
and
[P R | Q] ≡ λk.y((λl.P(λm.m Rl))k)Q.
Both terms reduce in one step to
λk.y(P(λm.m Rk))Q
and hence [P | Q]R =β [P R | Q], but not [P | Q]R →β [P R | Q]. We therefore introduce a com-
pacting CPS-translation [35] • such that M →βπ N implies M β N (this is proved in Proposition 58
below). Proposition 58 establishes that M β M so the typability of • follows from subject reduction.
To define • we define the map • : •, which removes some of the internal redexes.
DEFINITION 36 (Compacting CPS). Let Y be an infinite set of variables not occurring in any other
terms than the terms produced by the following translations. The translations • : [ ]〈 〉 → 〈 〉 and • : • :

[ ]
〈 〉 × 〈 〉 → 〈 〉 are defined inductively on M ∈ [ ]〈 〉 by
M ≡ λm.(M : m)
and
x : K ≡ x K
(λx .P) : K ≡ K (λx .P)
〈P, Q〉 : K ≡ K 〈P, Q〉
(P Q) : K ≡ P : (λm.m QK )
πi (P) : K ≡ P : (λm.πi (m)K )
[P | Q] : K ≡ y(P : K )Q,
where y ∈ Y and such that all occurrences of y in a term M are distinct variables and the abstraction
variables m are chosen fresh.
Definition 36 is derived from Definition 32 by noting that the translation • contains some redexes of
the form P Q ≡ (λk.P ′)Q. These can be reduced to P ′{k := Q}. In the compacting CPS translation
this kind of redex is avoided by giving the substitution for k as the second argument to the • :•-function.
Hence K gets the value that the variable k would have had upon reference in the original CPS translation.
4.2. A Uniformly Normalizing Subset of 〈 〉
The first step of (6) is to prove that ι(•) maps any term to a uniformly normalizing subset of 〈 〉;
i.e., ι(M) ∈wnβ ⇒ ι(M) ∈ SNβ . In this section we define a uniformly normalizing subset of 〈 〉 by the
same approach as in Section 3. We first define a subset by a syntactic and a semantic condition. The
subset is defined to have the conservation property. We then prove that the subset is closed under a given
normalizing strategy. From this we can conclude that the defined subset is uniformly normalizing.
In the proof of uniform normalization, goodness is used to ensure that the subset has the conservation
property. As nonerasing reductions trivially have the conservation property, it is only necessary to
consider the erasing reductions. As we will be working in I〈 〉, the βλ-reductions are nonerasing. It is
therefore only relevant to consider the β〈 〉-reductions: We will ensure that either of the subterms P and
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Q of the β〈 〉-redex can be erased without the contractum being less infinite than the redex. To define
goodness we need the following definition of Y -neutral substitutions for technical reasons.
DEFINITION 37. Let Y be a set of variables such that there are infinitely many variables not in Y . A
substitution θ is Y -neutral if and only if for all y ∈ Y it holds that yθ ≡ y.
As we will need Y to be countably infinite, the requirement on Y is most easily met by considering the
set of variables partitioned into two infinite sets. It is easy to see that the composition of two Y -neutral
substitutions is again Y -neutral.
DEFINITION 38. For a given set of variables Y a pair 〈P, Q〉 ∈ 〈 〉 is Y -good if and only if for all
Y -neutral substitutions θ
Pθ ∈ ∞β ⇔ Qθ ∈ ∞β.
In the following the set of variables Y should be clear from the context so we will not bother making
it explicit.
In general a 〈 〉-term can contain pairs that will never be reduced as they are not enclosed by a
projection, e.g., on the outermost level. As these pairs will not be reduced on the way to a normal form,
it is not necessary to consider them in the proofs for conservation of Y -goodness. We will therefore
define the set of relevant pairs containing the pairs that might be reduced in a reduction path from a
〈 〉-term. To do this we introduce a decomposition based on finding the leftmost β-redex in a term.
DEFINITION 39. The set of leftmost evaluation contexts El in 〈 〉 is defined by the following grammar
E ::=  | E P | πi (E),
where P is any 〈 〉-term.
We note that a typable 〈 〉 term has a unique leftmost evaluation context:
PROPOSITION 40 (Decomposition of a term). Let M ∈ 〈 〉 be a typable term. There is a unique
decomposition of the term into a context E ∈ El and a term R ∈ 〈 〉 such that E[R] ≡ M and exactly
one of the following holds
(1) R ≡ x
(2) R ≡ λx .P and E ≡ 
(3) R ≡ 〈P, Q〉 and E ≡ 
(4) R ≡ (λx .P)Q
(5) R ≡ πi (〈P, Q〉),
where P and Q are 〈 〉-terms.
As the decomposition is unique and applies to all typable terms, we can use it to divide into cases.
We will in particular use this division in proofs of properties of terms by induction. We refer to this kind
of induction as induction on the decomposition.
DEFINITION 41 (Relevant pairs). For all typable M ∈ 〈 〉 the set of relevant pairs rel(M) is defined
inductively on the decomposition of M as:
rel(x) = ∅
rel(E[x]P) = rel(E[x]) ∪ rel(P)
rel(πi (E[x])) = rel(E[x])
rel(λx .P) = rel(P)
rel(〈P, Q〉) = rel(P) ∪ rel(Q)
rel(E[(λx .P)Q]) = {〈S, T 〉 | 〈S, T 〉 ⊆ E[(λx .P)Q]}
rel(E[πi (〈P, Q〉)]) = {〈S, T 〉 | 〈S, T 〉 ⊆ E[πi (〈P, Q〉)]}.
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Thus, the relevant pairs of a term M are a set of terms that are subterms of M . The definition is
unambiguous as the split on terms follows the decomposition in Proposition 40; the first three cases are
the case R ≡ x split on the three different kinds of leftmost evaluation contexts.
DEFINITION 42 (Y -goodness). A typable term M ∈ 〈 〉 is Y -good if and only if all relevant pairs are
Y -good.
We note that all subterms of a Y -good term are Y -good. To prove that the set of Y -good terms is
uniformly normalizing we introduce the leftmost reduction on 〈 〉.
DEFINITION 43. For any typable term M ∈ 〈 〉 the leftmost reduction strategy Fl is defined inductively
on the decomposition of M as
Fl(x) ≡ x
Fl(E[x]P) ≡
{Fl(E[x])P if E[x] 	∈ nfβ
E[x]Fl(P) otherwise
Fl(πi (E[x])) ≡ πi (Fl(E[x]))
Fl(λx .P) ≡ λx .Fl(P)
Fl(〈P, Q〉) ≡
{〈Fl(P), Q〉 if P 	∈ nfβ
〈P, Fl(Q)〉 otherwise
Fl(E[(λx .P)Q]) ≡ E[P{x := Q}]
Fl(E[πi (〈P1, P2〉)]) ≡ E[Pi ].
That Fl is a reduction strategy is proved by induction on the structure of M . It follows by subject
reduction that Fl(M) is typable. There are several ways to see that Fl is normalizing: Klop [14] proved
that leftmost reduction is normalizing in any left-normal orthogonal term rewriting system extended
with the basic λ-calculus. Van Raamsdonk proved in [36] that outermost-fair rewriting is normalizing for
almost orthogonal and fully extended higher-order rewrite systems. Both results apply to our setting.6
Finally, a direct proof can be found in [25] based on a technique by Takahashi [37]. We thus state the
following:
PROPOSITION 44. The reduction strategy Fl is normalizing.
The following establishes that I〈 〉 is closed under reduction and thus in particular it is also closed
under Fl .
PROPOSITION 45. Let M be a I〈 〉-term and N be a 〈 〉-term such that M →β N. Then N is also a
I〈 〉-term.
Proof. The proof is by induction on the structure of M →β N .
PROPOSITION 46. For all typable terms M ∈ 〈 〉 where M is Y -good, Fl(M) is also Y -good.
Proof. We assume that M is a typable, Y -good 〈 〉-term and use induction over the decomposition
of M to prove that Fl(M) is Y -good.
(1) M ≡ E[x]. We divide into subcases:
(a) E ≡ . We have rel(Fl(x)) 43= rel(x) ≡ ∅.
(b) E ≡ E ′ P . This case is similar to the major Case 2 below.
(c) E ≡ πi (E ′). This case is similar to the major Case 2 below.
6 Technically, our reduction strategy Fl is not outermost-fair as it for a pair 〈P, Q〉 never reduces in Q if P 	∈ wnβ . However,
one can consider the outermost-fair reduction sequence where Fl is applied alternately to the two components of a pair. It is easy
to see that this sequence is infinite if Fl produces an infinite sequence. It follows by reductio ad absurdum that Fl is normalizing
by the result in [36].
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(2) M ≡ 〈P, Q〉. If P 	∈nfβ , then we have Fl(M)
43≡ 〈Fl(P), Q〉 and it follows that
rel(Fl(M))
41= rel(Fl(P)) ∪ rel(Q). We have rel(M) = rel(P) ∪ rel(Q) so all pairs in rel(Q) are Y -
good as M is Y -good. By the induction hypothesis Fl(P) is Y -good and thus all pairs in rel(Fl(M)) are
Y -good. We conclude that Fl(M) is Y -good.
If P ∈ nfβ , then Fl(M)
43≡ 〈P, Fl(Q)〉 and by a similar argument we conclude that Fl(M) is Y -good.
(3) M ≡ λx .P . This case is similar to Case 2 above.
(4) M ≡ E[(λx .P)Q]. As M is Y -good all its relevant pairs are Y -good. By Definition 41 all
pairs that are subterms of E[(λx .P)Q] are relevant pairs, so all pairs that are subterms of M are Y -good.
We consider any pair 〈S, T 〉 ⊆ Fl(M) ≡ E[P{x := Q}]. There are the following possibilities:
(a) 〈S, T 〉 ⊆ Q or 〈S, T 〉 ⊆ E . Clearly 〈S, T 〉 ⊆ M and hence the pair is Y -good by the
argument above.
(b) 〈S, T 〉 ⊆ P{x := Q} and 〈S, T 〉 	⊆ Q. By the substitution generation lemma there is
〈S′, T ′〉 ⊆ P such that 〈S′, T ′〉{x := Q} ≡ 〈S, T 〉. Let θ be Y -neutral substitution. By the variable
convention we can assume x 	∈ Y and hence the substitution {x := Q}θ is Y -neutral. As 〈S′, T ′〉 is
Y -good, we have
∞β ! Sθ ≡ S′{x := Q}θ ⇔ T ′{x := Q}θ = T θ ∈ ∞β.
We conclude that the pair 〈S, T 〉 is Y -good.
As all pairs that are subterms of E[P{x := Q}] are Y -good, in particular all relevant pairs of
E[P{x := Q}] are Y -good.
(5) M ≡ E[πi (〈P1, P2〉)]. The term M is Y -good and hence all relevant pairs are Y -good. By
Definition 41 all pairs that are subterms of E[πi (〈P1, P2〉)] are relevant pairs, so all pairs that are
subterms of M are Y -good.
We consider any pair 〈S, T 〉 ⊆ Fl(M) ≡ E[Pi ]. Either 〈S, T 〉 ⊆ Pi or 〈S, T 〉 ⊆ E . Clearly also
〈S, T 〉 ⊆ M and hence the pair is Y -good by the argument above. As all pairs that are subterms of
E[πi (〈P1, P2〉)] are Y -good, in particular all relevant pairs are Y -good.
This exhausts the possibilities and we conclude that Y -goodness is preserved under Fl .
As for the proof of Proposition 25 it is worth noting how the use of the leftmost reduction strategy
makes our life easier: If we were considering an arbitrary reduction we would need a statement similar
to (5) when reducing in one of the components of a pair 〈P, Q〉.7 As we are using Fl , we know that
there is never a reduction inside a pair that is reduced later.
PROPOSITION 47. Let M ∈ I〈 〉 be a Y -good typable term. If M ∈ ∞β, then also Fl(M) ∈ ∞β .
Proof. We assume that M is infinite and use induction on the decomposition of M to prove that Fl(M)
is infinite:
(1) M ≡ E[x]. There are three subcases
(a) E ≡ . This is impossible as x ∈ nfβ so we do not have x ∈ ∞β .
(b) E ≡ E ′ P . There is no reduction path such that E ′[x] β λx .S. Hence M ∈ ∞β can
only happen in two ways
(i) E ′[x] ∈ ∞β . Then Fl(M) ≡ Fl(E ′[x])P . By the induction hypothesis Fl(E ′[x]) ∈
∞β and thus also Fl(M) ∈ ∞β .
(ii) P ∈ ∞β . If E ′[x] 	∈nfβ then Fl(M) ≡ Fl(E ′[x])P and therefore clearly Fl(M) ∈
∞β .
If E ′[x] ∈ nfβ then Fl(M) ≡ E ′[x]Fl(P). By the induction hypothesis Fl(P) ∈ ∞β and then also
Fl(M) ∈ ∞β .
7 This statement does not hold for Y -good terms (because of possible erasing βλ-reductions), but can be proved for Y -good
I〈 〉-terms with a reasoning similar to the one used to prove conservation of K -redexes in Section 3.
172 NEERGAARD AND SØRENSEN
(c) E ≡ πi (E ′). There is no reduction path such that E ′[x] β 〈S1, S2〉. Hence M ∈
∞β is only possible if E ′[x] ∈ ∞β . So by the induction hypothesis Fl(E ′[x]) ∈ ∞β and thus
Fl(M) ≡ πi (Fl(E ′[x])) ∈ ∞β .
(2) M ≡ λx .P . We can only have λx .P ∈ ∞β by P ∈ ∞β . Then by the induction hypothesis
Fl(P) ∈ ∞β and also Fl(M) ≡ λx .Fl(P) ∈ ∞β .
(3) M ≡ 〈P, Q〉. This case is similar to 1b.
(4) M ≡ E[(λx .P)Q]. We have Fl(M) ≡ E[P{x := Q}]. There are the following ways to have
E[(λx .P)Q] ∈ ∞β :
(a) Q ∈ ∞β . As M ∈ I〈 〉 we have x ∈ fv(P) so Q ⊆ E[P{x := Q}]. Thus Fl(M) ∈ ∞β .
(b) λx .P ∈ ∞β . We have P ∈ ∞β and thus P{x := Q} ∈ ∞β . We conclude Fl(M) ∈ ∞β .
(c) E ∈ ∞β . Then Fl(M) ≡ E[P{x := Q}] ∈ ∞β .
(d) E[(λx .P)Q] β E ′[(λx .P ′)Q′] →β E ′[P ′{x := Q′}] ∈ ∞β where Eβ E ′ and
P β P ′ and Q β Q′. We can do the following reduction path
Fl(M) ≡ E[P{x := Q}]β E ′[P{x := Q}]
β E ′[P ′{x := Q}]
β E ′[P ′{x := Q′}] ∈ ∞β.
(5) M ≡ E[πi (〈P1, P2〉)]. We have Fl(M) ≡ E[Pi ]. There are three ways to achieve M ∈ ∞β :
(a) Pi ∈ ∞β or E ∈ ∞β . We clearly have Fl(M) ∈ ∞β .
(b) Pj ∈ ∞β , where j 	= i . The pair 〈P1, P2〉 is a relevant pair of M by Definition 41. In
particular the empty substitution ∅ is Y -neutral and we have Pj∅ ∈ ∞β 38⇐⇒ Pi∅ ∈ ∞β so Pi ∈ ∞β
too.
(c) E[πi (〈P1, P2〉)]β E ′[πi (〈P ′1, P ′2〉)] →β E ′[P ′i ] ∈ ∞β where E β E ′ and Pj β P ′j
where j = 1, 2. We can do the following reduction
E[Pi ]β E ′[Pi ]β E ′[P ′i ] ∈ ∞β.
This exhausts the possibilities and we conclude that infinity is preserved under Fl .
It is important to realize how the properties “M is Y -good” and “M ∈ I〈 〉” are crucial in the two
previous proofs. The Y -goodness of all relevant pairs is used in 47(5b) and in 46(4b) to ensure that an
infinite subterm is not removed during the reduction. The fact that M ∈ I〈 〉 is necessary for 47(4a)
where it gives a sufficient condition for the redex to be perpetual.
We conclude this section with the following theorem.
THEOREM 48. Let M ∈ I〈 〉 be a typable Y -good term. Then M ∈ unβ .
Proof. We shall prove that M ∈ wnβ ⇒ M ∈ SNβ . We suppose M ∈ wnβ . As Fl is normalizing
by Proposition 44, there is the following reduction
M →β Fl(M) →β F2l (M) →β · · · →β Fnl (M) ∈ nfβ. (10)
We now use reductio ad absurdum to prove M ∈ SNβ . We assume M ∈ ∞β . As M is typable, all the
terms Fil (M) are typable by subject reduction. By induction over n using Propositions 45, 46, and 47 all
the terms Fil (M) of (10) are Y -good, typable I〈 〉-terms with Fil (M) ∈ ∞β . In particular, Fnl (M) ∈ ∞β
in contradiction with Fnl (M) ∈ nfβ . We conclude M 	∈ ∞β and hence M ∈ unβ .
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It is instructive to compare the proof above with the proof of Theorem 20 to see the similarity in the
reasoning: both are instances of Lemma 3.
4.3. Proof of ι(M) ∈ WNβ ⇒ ι(M) ∈ SNβ
The first step in (6) is to prove that ι(•) produces terms where no infinite subterms are erased when
reducing. This is ensured if ι(M) is uniformly normalizing for all M ∈ 〈 〉. We still restrict ourselves
to typable terms and will prove that ι(•) maps any typable 〈 〉-term to a Y -good I〈 〉-term.
LEMMA 49. Let M ∈ 〈 〉 be a typable term. Then ι(M) ∈ I〈 〉.
Proof. The proof is by induction on the structure of M .
PROPOSITION 50. Let M ∈ 〈 〉 be a typable term. Then ι(M) is Y -good wrt to the set of variables Y
of •.
Proof. We only require that M is typable to ensure that ι(M) is typable (by Corollary 35) such that
ι(M) is well-defined. We should prove that all relevant pairs 〈S, T 〉 ⊆ ι(M) are Y -good wrt to the set of
variables Y of •. Using induction on the structure of M , we prove that in fact all pairs 〈S, T 〉 ⊆ ι(M)
are Y -good.
(1) M ≡ x . We have ι(M) (9)≡ λk.xk. There is no 〈S1, S2〉 ⊆ ι(M).
(2) M ≡ P Q or M ≡ λx .P or M ≡ πi (P). The cases are similar so we take M ≡ P Q as an
example: We have ι(M) (9)≡ λk.ι(P)λm.mι(Q)k. We consider any pair 〈S, T 〉 ⊆ ι(M). Either 〈S, T 〉 ⊆
ι(P) or 〈S, T 〉 ⊆ ι(Q). In both cases 〈S, T 〉 is Y -good by the induction hypothesis.
(3) M ≡ 〈P1, P2〉. In this case we have ι(M) (9)≡ λk.k〈R1, R2〉 where the subterm Ri ≡
λl (i).y(i)(ι(Pi )l (i))ι(Pj ) with j = i + 1 mod 2. We consider any pair 〈S, T 〉 ⊆ ι(M). There are the
following possibilities:
(a) 〈S, T 〉 ⊆ ι(Pi ) for i = 1, 2. Then 〈S, T 〉 is Y -good by the induction hypothesis.
(b) 〈S, T 〉 ≡ 〈R1, R2〉: We should prove R1θ ∈ ∞β ⇔ R2θ ∈ ∞β for all Y -neutral substi-
tutions θ . We consider any Y -neutral substitution θ . We note that Riθ ≡ λl (i).y(i)(ι(Pi )θl (i))ι(Pj )θ with
j = i + 1 mod 2. We assume R1θ ∈ ∞β and prove R2θ ∈ ∞β . There are the following possibilities:
(i) ι(Pi )θ ∈ ∞β for i = 1, 2. Clearly R2θ ∈ ∞β .
(ii) ι(P1)θl (1) ∈ ∞β : From Definition 32 we note that ι(P1) ≡ λk ′.P ′ for some P ′ and
thus ι(P1)θ ≡ λk ′.P ′θ . Hence (ι(P1)θ )l (1) is only a variable renaming in P ′θ . Thus P ′θ ∈ ∞β and also
ι(P)θ ∈ ∞β . We conclude R2θ ∈ ∞β .
Thus R1θ ∈ ∞β implies R2θ ∈ ∞β . The proof that R2θ ∈ ∞β implies R1θ ∈ ∞β is the same
with R1 and R2 interchanged.
This exhausts the possibilities and concludes the proof that all pairs in the term ι(M) are Y -good.
We can now conclude:
PROPOSITION 51. Let M ∈ 〈 〉 be a typable term. Then ι(M) ∈ unβ .
4.4. Proof of ι(M) ∈ SNβ ⇒ ι(M) ∈ SNβπ
We now turn to the second implication in (6). We will prove that we can simulate Klop’s system with
memory within 〈 〉. We will prove
ι(M) ∈ SNβ ⇒ ι(M) ∈ SNβπ (11)
by proving the more general
M ∈ SNβ ⇒ M ∈ SNβπ . (12)
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This is done by showing that β-reductions on the CPS-transformed term M simulate βπ -reductions
in M, i.e., that each βπ -reduction can be replaced by some β-reductions in the transformed term M .
We do this in two stages: we first give a general definition of simulation and then we prove that our
translations • and • fit this definition.
4.4.1. Simulation of βπ -Reductions
We will consider a translation from [ ]〈 〉 to 〈 〉 a simulation if βπ -reduction paths from the original
term correspond to β-reduction paths from the translation. More formally we define (see also [16]):
DEFINITION 52. A translation χ : [ ]〈 〉 → 〈 〉 simulates βπ if
L →β K ⇒ χ (L)+β χ (K )
L →π K ⇒ χ (L)β χ (K ),
where L , K ∈ [ ]〈 〉 are any terms.
Note that only β-reduction steps are required to correspond to one or more reduction steps after the
translation. The central point of this section is the following simulation proposition:
PROPOSITION 53 (Simulation). Suppose ψ, χ : [ ]〈 〉 → 〈 〉 are such that χ simulates βπ and
ψ(M)β χ (M) for all M ∈ [ ]〈 〉. Then
ψ(M) ∈ SNβ ⇒ M ∈ SNβπ .
At first glance it might seem superfluous to have two functions in the proposition. The reason is that
we would like to simulate the function • which is fairly simple to understand and with an easy proof for
the correctness of the corresponding type transformation (Proposition 35). However, as mentioned in
Section 5, it has the unfortunate property that M →βπ N only implies M =β N , not M β N . Instead
we use the compacting CPS-transformation • with the property M β N when M →βπ N and prove
that M β M .
We need that π -reductions are strongly normalizing to prove the simulation proposition. This proof
corrects a minor error in the corresponding proof in [16].
LEMMA 54. For all M ∈ [ ]〈 〉, M ∈ SNπ .
Proof. We define the following measure w : [ ]〈 〉 → N:
w(x) = 1
w(λx .P) = w(P)
w(P Q) = 2w(P) + w(Q)
w(πi (P)) = 2w(P)
w(〈P, Q〉) = w(P) + w(Q)
w([P | Q]) = w(P) + w(Q).
The claim is that M →π N ⇒ w(M) > w(N ). As w(M) ∈ N this implies that a term M can only be
π -reduced finitely many times before it is in a π -normal form. The proof is by induction on the structure
of M .
We then prove the simulation proposition:
Proof of Simulation Proposition. We use reductio ad absurdum. Suppose M has an infinite βπ
reduction path. By Lemma 54 there can only be finitely many π -reductions between each β-reduction.
There is thus infinitely many β-reductions. As χ simulates βπ -reduction each of these corresponds to at
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least one β-reduction in a reduction path of χ (M). Thus χ (M) ∈ ∞β and then ψ(M)β χ (M) ∈ ∞β .
This proves that ψ(M) ∈ SNβ implies M ∈ SNβπ .
4.4.2. CPS-Transformations Simulate βπ -Reductions
Using the general simulation framework, we will prove that the specific CPS-transformations of
Definitions 32 and 36 fulfill the conditions of the simulation proposition with ψ = • and χ = •. We
will start out with some lemmata about the CPS-translations.
LEMMA 55. Let M be a [ ]〈 〉-term, K and L be 〈 〉-terms, and k a variable such that k 	∈ fv(M).
We then have
(M : K ){k := L} ≡ M : (K {k := L}).
We use this to note that for any terms P, Q ∈ [ ]〈 〉
P Q 36≡ (λk.P :k)Q →β (P :k){k := Q} 55≡ P : Q (13)
exploiting that k is fresh.
Proof. The proof is by induction on M .
LEMMA 56. Let M be a [ ]〈 〉-term and let K and L be 〈 〉-terms. We then have
K +β L ⇒ M : K +β M : L .
Proof. The proof is by induction on M .
LEMMA 57. Let M and N be [ ]〈 〉-terms and K be a 〈 〉-term. We then have
(M : K ){x := N }β (M{x := N }) : (K {x := N }).
Proof. The proof is by induction on M where each case follows from the previous lemmata using (13)
and, in the induction steps,
M{x := N } 36≡ λk.(M :k){x := N } IHβ λk.(M{x := N } :k) 36≡ Mx := N .
PROPOSITION 58. For all M, N ∈ [ ]〈 〉, and K ∈ 〈 〉:
(1) M β M
(2) M →β N ⇒ M : K +β N : K
(3) M →π N ⇒ M : K ≡ N : K .
Proof. Case 1 is proved by induction on M using the following relation
P Q 36≡ (λk.P :k)Q →β (P :k){k := Q} ≡ P : Q
that follows from Lemma 55. Case 2 is by induction on the reduction β using the previous lemmata.
Case 3 is by induction on the reduction π using Definition 36.
COROLLARY 59. For all M ∈ 〈 〉
ι(M) ∈ SNβ ⇒ ι(M) ∈ SNβπ .
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Proof. Recalling that M ≡ λm.M :m, the proposition establishes that we can use Proposition 4.4.1
with ψ = • and χ = •.
4.5. Proof of ι(M) ∈ SNβπ ⇒ M ∈ SNβ
At last we prove that Klop’s system with memory simulates 〈 〉 by proving:
ι(M) ∈ SNβπ ⇒ M ∈ SNβ. (14)
We use three implications
ι(M) ∈ SNβπ ⇒ ι(M) ∈ SNβπκ ⇒ ι(M) ∈ SNβκ ⇒ M ∈ SNβ. (15)
The first implication is caused by the possibility to postpone κ-reductions, the second implication is
trivial as a βκ-reduction is also a βπκ-reduction, and the third implication follows from ι(M)κ M .
LEMMA 60. Let M, N , O ∈ [ ]〈 〉 be terms, where M →κ N →βπ O. Then there is a K ∈ [ ]〈 〉 such
that M +βπ K κ O.
The lemma is illustrated by the following diagram:
Proof. The proof is by induction on M →κ N . The cases are split according to how M →κ
N → O .
We now use this lemma to prove the following
PROPOSITION 61. Let M be a [ ]〈 〉-term. Then M ∈ SNβπ implies M ∈ SNβπκ .
Proof. We proceed by contraposition and assume M ∈ ∞βπκ . We must prove that M ∈ ∞βπ . We
do this by induction on n. We prove that for all n ≥ 0 we can make an infinite reduction path such that
the first n reductions are βπ -reductions; i.e.,
M →βπ M1 →βπ · · · →βπ Mn−1 →βπ Mn →βπκ Mn+1 →βπκ · · · .
We have two cases:
(1) n = 0. This case follows trivially from M ∈ ∞βπκ .
(2) n > 0. We know by the induction hypothesis that we have an infinite path where the first
n − 1 reductions are βpπ -reductions; i.e.,
M →βπ M1 →βπ · · · →βπ Mn−1 →βπκ Mn →βπκ · · · .
Since κ-reductions strictly decrease the term size we cannot have
Mn−1 →κ Mn →κ · · ·
with only κ-reductions asN is well-founded. Thus we have a smallest k ≥ n−1 such that Mk →βπ Mk+1.
By k − (n − 1) applications of Lemma 60 we establish that
M →βπ M1 →βπ · · · →βπ Mn−1 +βπ Mn →βπκ Mn+1 →βπκ · · · .
The first n reductions of this reduction path are βπ -reductions.
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As we for an arbitrary n can find a βpπ -reduction path of length n from M we conclude that M
is infinite under βπ -reduction. This completes the proof that strong normalization of a term M under
βπ -reduction implies strong normalization under βπκ-reduction.
LEMMA 62. Let M be any 〈 〉-term. We have ι(M)κ M.
Proof. The proof is by induction on M .
PROPOSITION 63. Let M be a 〈 〉-term. If ι(M) ∈ SNβκ , then M ∈ SNβ .
Proof. We use contraposition and assume M ∈ ∞β . Hence, we can find an infinite reduction path
from M :
M →β M1 →β M2 →β . . . .
Using Lemma 62,
ι(M)κ M →β M1 →β M2 →β . . .
is an infinite βκ-reduction path of ι(M).
With the last proposition we have concluded the proof that ι(M) ∈ SNβπ implies M ∈ SNβ ; we state
the result in the following proposition:
PROPOSITION 64. Let M be a 〈 〉-term such that ι(M) ∈ SNβπ . Then M ∈ SNβ .
Proof. By Proposition 63 we have ι(M) ∈ SNβπκ and then also ι(M) ∈ SNβκ . By Proposition 63 we
have M ∈ SNβ .
This gives the result we are after:
THEOREM 65. Let M ∈ 〈 〉 be a typable term such that ι(M) ∈ wnβ . Then M ∈ SNβ .
Proof. By Corollary 35 and Proposition 51 we have ι(M) ∈ SNβ , which by Corollary 59 leads to
ι(M) ∈ SNβπ and then by Proposition 64 we have M ∈ SNβ .
From this we conclude that the Barendregt–Geuvers–Klop conjecture holds for 〈 〉.
COROLLARY 66. If all typable terms in 〈 〉 are weakly normalizing, then all typable terms are strongly
normalizing.
We note that this result depends on the type system being closed under our mapping of 〈 〉 into itself.
On the other hand, Theorem 65 could be lifted to an untyped setting by extending the decomposition
used in defining the relevant pairs and Fl to all terms. There is a certain flexibility in the definition of
relevant pairs as the basic requirement is that any pair that will be reduced by Fl is relevant. One could
actually take that as the definition of relevant pairs at the cost of getting a semantic (and uncomputable)
definition.
5. CONCLUSION
We have revisited the two classical formulations of the conservation theorem for I . We have illus-
trated the importance of distinguishing between the conservation property and the notion of uniform
normalization when considering subsets of K other than I . In our opinion, it is important to rec-
ognize the relationship between the notions: if all redexes in a term are perpetual then the term has
the conservation property; and if all terms in a subset have the conservation property and the subset is
closed under reduction, then all terms in the subset are uniformly normalizing. As we have seen, one
consequence of the necessity of closure under reduction is that the characterization of perpetual redexes
in K by Bergstra and Klop [18] is not applicable for defining a uniformly normalizing subset of K .
To overcome this, we have presented a new technique, which involves a slightly weaker version of the
Bergstra–Klop theorem.
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One significant application of uniform normalization is to reduce the question of strong normalization
to the question of weak normalization. We have used our technique for finding uniformly normalizing
subsets to prove strong normalization from weak normalization for the simply typed λ-calculus extended
with pairs. The example gives hope for proving strong normalization from weak normalization for other
calculi. Furthermore our technique might turn out to be a useful stepping-stone in getting a uniform
approach toward inferring strong normalization from weak normalization. This can be useful in the
search for a proof to the Barendregt–Geuvers–Klop conjecture, that for every pure type system [30]
weak normalization implies strong normalizing.
5.0.1. Related Work
The conservation theorem for I is due to Church and Rosser [1, 38] who directly prove that—in
our terms—I is a uniformly normalizing set. The theorem is also proved by Curry and Feys [24],
and Barendregt et al. [19, 20] have a proof in the same spirit. They prove that—again in our terms—all
I -terms have the conservation property and then derive uniform normalization of I as a corollary.
Khasidashvili, Ogawa, and van Oostrom [22, 39] introduce the notion of uniform normalization and
study perpetuity8 of redexes under nonerasing as well as erasing reductions. This leads to a generalization
and strengthening of existing criteria for perpetuity of redexes in orthogonal term rewriting systems [40].
Sørensen [16] and Xi [17] independently develop the technique of using CPS-translations. Barthe,
Hatcliff, and Sørensen [9], de Groote [10], Karr [11], Kfoury and Wells [12], Khasidashvili [13],
Klop [14], and Nederpelt [15] also present techniques for inferring strong normalization from weak
normalization in the typed λ-calculus.
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