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ABSTRACT 
Sign-nonsingular skew-symmetric matrices are investigated. The concept of a 
nonsingular graph is introduced, and such graphs are related to pfaffian graphs. 
Considerable attention is devoted to properties of sign-nonsingular skew-symmetric 
matrices A = (nij) for which there do not exist sign-nonsingular skew-symmetric 
matrices B = (hii) of the same order with more nonzero entries and aI, = 0 
whenever b,, = 0. 
1. INTRODUCTION 
A real matrix A is said to be sign-nonsingular if each matrix with the 
same sign pattern as A is nonsingular. In this paper, we investigate properties 
of sign-nonsingular skew-symmetric matrices. Basic relationships among cer- 
tain matrix functions are given, and these functions are used to characterize 
sign-nonsingular skew-symmetric matrices. Since all odd order skew-symmet- 
ric matrices are singular, our skew-symmetric matrices will be of even order. 
Let A be an m X m sign-nonsingular skew-symmetric matrix, let D be an 
m X m nonsingular diagonal matrix, and let P be an m X m permutation 
matrix. Then it is easy to see that -A, DAD, and P’AP are all sign-nonsingu- 
lar skew-symmetric matrices. Moreover, in considering sign nonsingularity of 
skew-symmetric matrices there is no loss of generality in restricting ourselves 
to (0, 1, - 1) matrices. 
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Let G be a graph with vertex set V(G) = {u, , c2, . . . , o,,~} and edge set 
E(G). Recall that the acljncency matrix of G is the m x m (0, 1) matrix 
A = (aij) with aij = 1 if and only if wiuj E E(G). If f signs can be affixed to 
the entries of A so that a sign-nonsingular skew-symmetric matrix B is 
obtained, then we say that G is a nonsingular graph and that G corresponds 
to B. Let H be a bipartite graph with partite sets (ui, us, . . . , un} and 
{ui>%>...> o,,). The biadjacency matrix of H is the n X n (0, 1) matrix 
B = (bjj) with bij = 1 if and only ‘f 1 uiuj E E( H ). It is not difficult to see 
that H is a nonsingular graph if and only if + signs can be affixed to the 
entries of B so that a sign-nonsingular matrix is obtained. A connection 
between nonsingular and pfaffian graphs is established in this paper, and it is 
shown that if a nonsingular graph has a fully indecomposable adjacency 
matrix A, then there is essentially a unique way of affixing _t signs to the 
entries of A so that a sign-nonsingular skew-symmetric matrix is obtained. 
Let 1 Al denote the matrix obtained from a real matrix A by replacing 
each entry by its absolute value. An m x m sign-nonsingular skew-symmetric 
(0, 1, - 1) matrix A is said to be s-maximal if there does not exist an m X m 
sign nonsingular skew-symmetric (0, 1, - 1) matrix B with IAl < IBI and 
[AI # IBI; and a maxinull nonsingular gruph is a nonsingular graph G for 
which there does not exist a nonsingular graph H, H # G, such that G is a 
spanning subgraph of H. We consider several properties of such matrices and 
graphs. It is shown how to obtain larger s-maximal matrices from smaller 
ones. The four essentially different .s-maximal matrices of order six are 
described, and the s-maximal matrices with precisely two nonzero entries in 
some row are characterized. A lower bound due to Brualdi and Shader [2] 
f& the minimum number of nonzero entries in a fully indecomposable 
maximal sign-nonsingular rnatrir is extended to general maximal sign-nonsin- 
gular matrices, and this bound is used in obtaining analogous bounds for the 
number of nonzero entries in s-maximal matrices. 
2. BASIC PROPERTIES 
Let A = (aij> be a matrix of even order 2n. The hufnian of A, denoted 
by hf A, and the pfaff inn of A, denoted by pf A, are defined by 
where the summations are over all permutations u of {I, 2, . . . ,2 n) for which 
C(I) < U(Z), (~(3) < a(4), . . . . cr@n - I) < (r@n), and ~(1) < ~(3) < 
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... < a(2n - 1). Now let A be a real skew-symmetric matrix of even order. 
It is easy to see from the definitions of the hafnian and the pfaffian that 
hfl A] > lpf A], and it is shown in [3] that per] Al 2 (hfl A])“. A classical result 
due to Cayley says that (pf A)’ = det A (for example, see [l]). Thus the 
permanent, hafnian, pfaffian, and determinant are related as follows. 
TIIEOREM 2.1. Zf A is a real skeuxymmetric matrix of even order, then 
per1 Al > (hfl Al)” > (pf A)2 = det A. 
A real matrix is sign-nonsingular if and only if per] Al = ]det A] > 0. 
However, if A is a real skew-symmetric matrix, then det A 2 0. Therefore, 
using Theorem 2.1, we obtain the following. 
THEOREM 2.2. Zf A is a real skew-symmetric matrix (If even order, then 
the following are equivalent: 
(a) A is sign-nonsingular, 
(b) per]Al = det A 5 0, 
Cc) perl Al = (hfl Al)' and hfl Al = ]pf Al > 0. 
A mutching M of a graph G is a subset of E(G) such that no two edges in 
M are adjacent, and a matching M is a perfect matching (or l-factor) of G if 
every vertex of G is incident with an edge of M. Let G be a graph with an 
even number of vertices, let A be the adjacency matrix of G, and let p.(G) 
denote the number of perfect matchings of G. It is easy to see that 
p(G) = hf A. If + . ‘g $1 ns can be affixed to the entries of A so that a 
skew-symmetric matrix B is obtained such that p(G) = pf B, then G is 
called a pfu&zn graph [4]. N onsingular graphs can be characterized. 
THEOREM 2.3. A graph G is a nonsingular graph if and only if the 
following three properties hold: 
(a) p(G) > 0, 
(b) G is a pfaffian graph, 
(c) whenever H is a .spanning subgraph of G f or u>hich each component of 
H is either a cycle or a single edge, then no component of H is an odd cycle. 
Proof. Let G be a graph with an even number m of vertices, let 
A = (a,,) be the adjacency matrix of G, let E,,, be the subset of the 
symmetric group S ,)I consisting of all permutations that can be expressed as 
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products of disjoint cycles of even length, and let D,,, = S,,, - E,,,. Suppose 
that G is a nonsingular graph, and let B be a sign-nonsingular skew-symmet- 
ric matrix such that / B 1 = A. It follows from Theorem 2.2 that hf A = lpf B 1 
> 0. Therefore, G is a pfaffian graph with p.(G) > 0. Moreover, Theorem 
2.2 implies that per A = (hf A)“. Therefore, it follows from Theorem 1 of [3] 
that (1 lV(l)%@) ... ~,,,~(,,!) = 0 for every u E D,,,. Let H be a spanning 
subgraph of G for which each component of II is either a cycle or a single 
edge. Then H corresponds to some permutation r E S,,, with n,,(,)a,,(,) *** 
u ,117(,,1) = 1. It follows that r E E,,,, and thus no component of H is an odd 
cycle. Therefore, (a), (b). and (c) hold. Conversely, suppose that (a), (b), and 
(c) hold. Since (c) holds, we must have (I,,,(~~c~~~,(~) ... a,,,,(,,,) = 0 for every 
u E D,,,. Therefore, using Theorem 1 of [3], we see that per A = (hf A)“, 
and it follows from Theorem 2.2 that G is a nonsingular graph. W 
A major obstacle in using Theorem 2.3 to study nonsingular graphs is the 
difficulty that one usually has in determining whether a graph is pfaffian. It is 
well known that all planar graphs with an even number of vertices are 
pfaffian. More generally, Little [‘i] showed that every graph with an even 
number of vertices and no subgraph homeomorphic with the complete 
bipartite graph K,, I1 is pfaffian. However, the converse of this result does not 
hold. If G is a graph and S c l’(G), let G - S denote the subgraph of G 
obtained by deleting the vertices in S. Little [8] has characterized bipartite 
pfaffian graphs. His result and Theorem 2.3 imply the following. 
THEOHEM 2.4. A bipartite graph G is nonsingular ifand only if p.(G) > 
0 and G does not contain a subgraph H horneomorphic with K,, 3 such that 
V(H) = V(G) or w.(G - V(H)) > 0. 
Let A = (aij> be a sign-nonsingular skew-symmetric matrix of order m, 
let 1 < r < s < m such that u,, # 0, and let B be the matrix obtained from 
A by replacing nrr and a,, with zeros. It is easy to see that B is a 
signnonsingular skew-symmetric matrix if and only if B is a nonsingular 
matrix. Thus we have the following. 
THEOREM 2.5. Let G be a nonsingular gruph. 
(a) If H i.s a spanning Ssubgraph of G for which p(H) > 0, then H is a 
nonsingular graph. 
(b) lf u; E E(G) is contained in a per&t matching of G, then the 
subgraph G - {u, v} is a nonsingular graph. 
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We now show that if a nonsingular graph has a fully indecomposable 
adjacency matrix A, then there is essentially a unique way of affixing & signs 
to the entries of A so that a sign-nonsingular skew-symmetric matrix is 
obtained. 
THEOHEM 2.6. Let B and C be jdly indecomposable sigrl-nonsingrLlar 
skew-symmetric (0, 1, - 1) mutrices with 1 BI = ICI. Then there exists a cliago- 
nal matrix D whose diagonal entries equal _t 1 such that DBD = +C. 
Proof. Let B = (h,,) and C = (ci,) have order 1)~. Since B and C are 
fully indecomposable sign-nonsingular’ matrices with 1 B 1 = IC 1, it follows 
from [2] that there exist diagonal matrices D = diadd,, d,, . . . , cl,,,) and 
E = diag(e,, e7, . . . , e,,,), with (1, = f 1 and e, = f 1 for i = 1,2,. . . , ~11, 
such that DBE = C. Therefore, since B and C are skew-symmetric, we have 
dibije, = cij, hij = -hji, Clj = -cji, i,j = 1,2 ,..., tn. (2.1) 
Let G be a graph with V(G) = {o,, u?,. . . , c,,~} and adjacency matrix I BI. 
Since B is a fully indecomposable matrix, G is a connected graph. Therefore, 
for each 2 < j < 711, there is a path in G from cI to ?i, say ~~~6~“. . . uri 
where i, = 1 and i, = j. Therefore, using the equations (2.11, we see that 
di,hi,l,+,ef,+, = cl~,.+,hirlr+,er~ r= 1,2 >...> k - 1. 
Therefore, since bi,i,+, # 0, we have rllre,,+, = d,,+,e,, for r = 1,2,. . . , k - 
1. Hence, since (1, = + 1 and er = f 1 for s = 1,2,. . . , rn, it follows that 
dje,i = d,e, = + 1 fbr j = 2,3,. . . , tn. Therefore, E = f D and DBD = 
*c. ??
Rows and columns can be adjoined to sign-nonsingular skew-symmetric 
matrices to obtain larger sign-nonsingular skew-symmetric matrices. 
THEOKEM 2.7. Let 
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be a sign-nonsingular skew-symmetric m&ix, let c be a scalar, and let 
Then C is a sign nonsingular skew-symmetric matrix i,fand only ifc per1 B( = 
0. 
Proof. Expanding the determinant of C by the first column and then by 
the first row, we see that 
detC =det[_gr jl i] +det[ _iT ;;I i 
= det[ _l,? :I] + det[ _;,i 
2oa 1 = 4det A. 
Similarly we see that 
perlC = per = 4perlAl + 2lc(perlBl. 
Since A is a sign-nonsingular skew-symmetric matrix, per1 Al = det A > 0. 
Therefore, it follows that C is a sign-nonsingular skew-symmetric matrix if 
and only if c per1 Bl = 0. ??
We now use this theorem to obtain families of nonsingular graphs that 
will play significant roles in later developments. For each integer n >, 3, 
define graphs X,, Y,,, and Z,, with vertex set {u,, wg,. . . , u~,~} as follows. Let 
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X,, be the graph such that distinct vertices z)~ and uj are adjacent if and only 
if i + j 2 2n; let Y, be the graph such that vertices v, _ 2 and v, + 2 are not 
adjacent, vertices v,, _ 1 and v, are adjacent, and whenever vi and vj are 
distinct vertices with {n - 2, n + 2) # {i, j} # {n - 1, n), then vi and V~ are 
adjacent if and only if i + j > 2n; and let Z, be the graph such that vertices 
vi and uj, with I < i <j < 2n, are adjacent if and only if i < n + 1 and 
either (i,j) = (n - 1, n) or i + j 2 2n. Since the 4 X 4 skew-symmetric 
matrix 
1:; Ii 1; ;I 
is sign-nonsingular, Theorem 2.7 and an inductive argument imply that Z, is 
a nonsingular graph for n = 3,4, . . . . It is easy to show that the two 6 X 6 
skew-symmetric matrices 
0 0 0 0 -1 1 0 0 0 0 01 
0 0 o-1 11 0 0 l-l 11 
0 0 0 111 0 -1 0 1 11 
0 1 -1 0 1 1’ 0 1 -1 0 1 1 
1 -1 -1 -1 0 1 0 -1 -1 -1 0 1 
-1 -1 -1 -1 -1 0 -1 -1 -1 -1 -1 0 
are sign-nonsingular. Therefore, using Theorem 2.7 and inductive arguments, 
we see that X, and Y, are nonsingular graphs for n = 3,4,. . . . 
3. ON MAXIMAL SIGN-NONSINGULAR MATRICES 
We now briefly consider some properties of sign-nonsingular matrices 
which are not required to be skew-symmetric matrices. These properties will 
be used later in our study of sign-nonsingular skew-symmetric matrices. If A 
is a matrix, let v(A) denote the number of nonzero entries in A. We call an 
n X n sign-nonsingular (0, 1, - 1) matrix A a maximal sign-nonsingular 
matrix if there does not exist an n x n sign-nonsingular (0, 1, - 1) matrix B 
with 1 Al < 1 B 1 and 1 A] # I B 1. Brualdi and Shader [2] have shown that if A is 
a fully indecomposable maximal sign-nonsingular matrix of order n > 4, then 
V(A) > 3n. We will see that this inequality also holds when A is partly 
decomposable. 
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It follows from [2] that an 11 X n fully indecomposable sign-nonsingular 
(0, 1, - 1) matrix A is a maximal sign-nonsingular matrix if and only if no 
matrix obtained from A by replacing a zero entry with + 1 is sign-nonsingu- 
lar. This equivalence does not hold for partly decomposable matrices. For 
example, it is easy to see that no matrix obtained from the sign-nonsingular 
matrix 
by replacing a zero entry with k 1 is sign-nonsingular. However, A is not a 
maximal sign-nonsingular matrix, since 
is a sign-nonsingular matrix with 1 Al < 1 RI and 1 Al # I BI. 
A bipartite nonsingular graph G is said to be a maximal bipartite 
nonsingular graph if there does not exist a bipartite nonsingular graph H, 
H # G, such that G is a spanning subgraph of H. Let G be a bipartite graph 
with partite sets {u,, up,. . . , rt,,) and {o,, c,, . . . ,G,J and biadjacency matrix 
A. We see that G is a maximal bipartite nonsingular graph if and only if there 
exists an n X n maximal sign nonsingular matrix B with IBI = A. Moreover, 
using Theorem 2.5(a), we see that the bipartite graph G is a maximal 
bipartite nonsingular graph if and only if G is a nonsingular graph but no 
bipartite graph of the from G + IL,C~, where lli and oj are nonadjacent 
vertices of G, is a nonsingular graph. We now present a maximal bipartite 
nonsingular graph with 2n vertices and 4(n - 1) edges for each integer 
n > 3. 
PROIWSITION 3.1. Let G 0~: a bipartitv graph with partite sets 
(11 ,> 112,. . . > u,,} and {u,, ci2,. . . , c,,}, n 2 0, consisting of the (2n - 2)-cycle 
U,z;1U22j2 . ..Zl.,_,Un_l u, cl& the ulges u,D,, and u,,o, for i = 1,2, . . . , n - 1. 
Then G is a rnuximul bipartite norkngular gmph. 
Proof. It is easy to see that G is a planar graph, and thus G is a pfaffian 
graph. Since the set of edges {rl,u,, UPON, . . . , u,,_~v,~ _2, u,~_ 1~,,, u,,o,,_ 1) is a 
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perfect matching of G, we have p(G) > 0. Therefore, G is a nonsingular 
graph. We now use Theorem 2.4 to show that G is a maximal bipartite 
nonsingular graph. Let H be the subgraph of the bipartite graph G + u,,u,, 
consisting of the vertices ZL,, o,, urI_ ,, o,, ,, u,,, and u,), the cycle 
U,O,fL~O2 . ..U.,~,zj,,~,U,, and the edges u,v,, IA,,- ,c,, u,,~,, u,,v,,- ,, and 
u,,G,,. We see that H is homeomorphic with K,,,, and thus G + u,,ti,, is not a 
nonsingular graph. Now consider the bipartite graph G + uifij where ui and 
c;~ are nonadjacent vertices of G with 1 < i, j < n - 1. Then n > 4, and by 
symmetry we may assume that i = 1. Then 2 <j < n - 2. Let H be the 
subgraph of G + ulnj consisting of the vertices ur, U, , uj, uj, u,, , and o,, , the 
paths u,c,u3vz . . . ujvj and u,,v,, _ ,u,, _ ro,,, and the edges u,~~, 
n ,,n ] > and u,,cj. Then H is homeomorphic with K, 3. 
V(H) = V(G), and if j < n - 2 then the set ‘of edges (uj+ ,uj+,, 
Let A be a partly decomposable matrix of order n. Then there exists 
permutation matrices P and Q of order n and a positive integer t such that 
PAQ has the block upper triangular form 
A, A,, ... Al, 
0 A, ... Apt 
(3.1) 
where A,, A,, . . . , A, are square fully indecomposable matrices. The matri- 
ces A,, A,, . . . , A, are called the &ZZy ’ d zn ecomposable components of A. 
LEMMA 3.2. Let A be a partly decomposable maximal sign-nonsingular 
(0, 1, - 1) matrix. Then A has a fully indecomposable component of order at 
least fimr. 
Proof. We may assume that A has the form (3.1) where the fully 
indecomposable matrix Ai is a maximal sign-nonsingular matrix of order ni 
for i = 1,2,. . . , t. Suppose that t = 2, and assume that A does not have a 
fully indecomposable component of order at least four. Then 1 < n,, n2 < 3. 
Suppose that n, = n2 = 3. Since A, and A, are maximal sign-nonsingular 
(0, 1, - 1) matrices, it follows that there exist 3 X 3 generalized permutation 
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matrices P,, Q,, P,, and Q2, with each nonzero entry equal to + 1, such that 
P,A,Q, = P,A,Q, = [ -; _i i]. 
Let 
c= 
111111 
-1 1 1 1 11 
0 -1 1 1 11 
0 o-1 1 11 
0 0 0 -1 1 1 
0 0 0 0 -1 1 
We see that C is a sign-nonsingular (0, 1, - 1) matrix with 1 BI < ICI and 
1 B I # ICI. This contradicts A being a maximal sign-nonsingular (0, 1, - 1) 
matrix. One gets a similar contradiction for each other choice for n, and n2 
with 1 < n,, n, < 3. Therefore, the lemma holds when A has only two fully 
indecomposable components. An inductive argument will now complete the 
proof. ??
THEOREM 3.3. Let A he a maximal sign-nonsingular matrix of order n 
such that A has the fewest nonzero entries of any maximal sign-nonsingular 
matrix of order n. Then 
(a) A is J;clly indecomposahle; 
(b) if n 2 4 then v(A) > 3u; 
(c) zyn>5 and v(A)=3 n, then A has three nonsero entrtes in each 
row and column. 
Proof. Suppose that A is partly decomposable. Using Lemma 3.2, we 
may assume that A has the form (3.1) where A,, A,, . . . , A, are the fully 
indecomposable components of A, and A, has order m > 4 for some 
1 < r < t. Since A is a maximal sign-nonsingular matrix, each of the entries 
of the matrices A,,, A,, ,..., A,_,,., A,,,+,, A,,r+2 ,..., A,, must be 
nonzero. Moreover, since A,. is a fully indecomposable maximal sign-nonsin- 
gular matrix of order m 2 4, it follows from [2] that v( A,) > 3m. Therefore, 
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since 4 < m < n, we have 
V(A) > ZJ( A,) + f: V( Ai) + ‘2’ v( Ai,) f Ik v( Ari) 
i=l i=l i=r+l 
i#r 
2 3m + (m + l)( n - m) > 4n - 3. 
However, the maximal bipartite nonsingular graph G of Proposition 3.1 has 
2n vertices and only 4n - 4 edges. This contradiction proves (a>. The rest of 
the theorem now follows from the results of Brualdi and Shader [2]. ??
4. MAXIMAL NONSINGULAR GRAPHS AND 
CORRESPONDING MATRICES 
It follows from Theorem 2.5(a) that a nonsingular graph G is a maximal 
nonsingular graph if and only if there do not exist distinct nonadjacent 
vertices u and 0 of G such that G + uo is a nonsingular graph. A similar 
property holds for fully indecomposable sign-nonsingular skew-symmetric 
matrices. 
THEOREM 4.1. A fullr~ indecomposable sign-nonsingular skew-symmetric 
(0, 1, - 11 mnttix A = (aij> f o or d er m is s-maximal if and only if there do not 
exist 1 6 r < .s < m such that a,, = a,5, = 0 can be replaced by + l’s so that 
the neu; matrix is a sign-nonsingular skew-symmetric matrix. 
Proof. Clearly, if there exist 1 < r < s < 111 such that arp = apr = 0 can 
be replaced by + l’s so that the new matrix is a sign-nonsingular skew-sym- 
metric matrix, then A is not s-maximal. Conversely, suppose that A is not 
s-maximal. Then there exists a sign-nonsingular skew-symmetric (0, 1, - 1) 
matrix B with IAl < jB] and IA] # /RI. Th ere ore, f it follows from Theorem 
2.5(a) that there exists an in X m sign-nonsingular skew-symmetric (0, 1, - 1) 
matrix C = (c,~) such that for some 1 < r < s < m we have laiJl = 9 < 1 = 
(cij( for {i,j} = {r, s) and (aijl = lci,l whenever {i,j} + (r, s). Let C = C - 
cr.7 E,, - c,,E,,, where E,lk = (ejj) is the m X m (0, 1) matrix with e,, = 1 if 
and only if (i, j) = (h, k). 
n 
Th eorem 2.5(a) implies that C is a sign-nonsingu- 
lar skew-symmetric (0, 1, - 1) matrix. Therefore, since ICI = ( Al, Theorem 
2.6 implies that there exists a diagonal matrix&D = diadcl,, d,, . . . , d,,,) with 
each diagonal entry + 1 such that A = eDCD, where e = k 1. Let A’ = 
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A + ed,c,,>d, E,, + ed,c,,dl, E,,. Then A’ = eDCD, and thus A’ is a sign- 
nonsingular skew-symmetric matrix obtained from A by replacing n,, = a,, 
= 0 with f 1’s. W 
Larger s-maximal matrices can be obtained from smaller fully indecom- 
posable ones by adjoining rows and columns. 
THEOREM 4.2. LetA= [ _;I r;] be u fXy indecomposable s-mari- 
ma1 matrix of order m, and let 
Then C is a fully indecomposable s-maximal mntrix of order m + 2. 
Proof. Theorem 2.7 implies that C is a sign-nonsingular skew-symmetric 
matrix, and it is not difficult to show that C is fully indecomposable. Suppose 
that C = (cij) is not s-maximal. Then Theorem 4.1 implies that there exist 
1 < r < s < m + 2 such that c,., = c,,, = 0 can be replaced by k l’s so that 
the resulting matrix 6 is a sign-nonsingular skew-symmetric matrix. If we had 
r > 2, then Theorem 25(b) would imply that A is not s-maximal. Therefore, 
r = 1 and 2 < s < m. Since the last two columns of the submatrix c^(l, s) of 
6 are equal,&det c^(l, ,s) = 0. However, since C: is a fully indecomposable 
matrix, perlC(1, s)l > 0. Therefore, it follows that perlC > det C, A which . 
contradicts C being a sign-nonsingular skew-symmetric matrix. Hence, C is 
s-maximal. ??
Theorem 4.2 and an inductive argument show that the graph 2, that was 
introduced after Theorem 2.7 is a maximal nonsingular graph for n = 
3,4,. . . . It can also be shown that X,, and I;, are maximal nonsingular 
graphs for n = 3,4,. . . . We now exhibit another class of maximal nonsingu- 
tar graphs. For m > 4, a wheel VV,,, with rn vertices is a graph consisting of 
an (m - I)-cycle (called the tire) and one additional vertex (called the hz&) 
that is adjacent to all the vertices of the cycle. 
PROPOSITION 4.3. A wheel with an ecen member of vertices is u maximal 
nonsingular graph. 
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Proof. For each even integer m > 4, let W,,, be a wheel with hub v,,, 
and rim the ( ~JZ - D-cycle v,02 *** G,,, _ ,v,. We first use Theorem 2.3 to 
show that W,,, is a nonsingular graph. Since the set of edges {v,vp, VIVA, . . . , 
0 )), _ ,v,~~} is a perfect matching of W,,,, we have p(W,,,) > 0. Clearly G is a 
planar graph, and thus G is a pfaffian graph. Let C be an odd cycle in W,,, of 
length 2t - 1. If t = m/2, then C is the rim of W,,, and G - V(C) is the 
hub v,,, (a path of length zero>. If t < m/2, then C must use the hub of W,,,, 
and it follows that G - V(C) is a path of even length m - 2t. Therefore, if 
C is a component of a spanning subgraph G of W,,,, then the other 
components of G must form a spanning subgraph of a path of even length, 
and it follows that some component of G must be a path of even length. 
Therefore, Theorem 2.3 implies that W,,, is a nonsingular graph. Now let vi 
and vi be nonadjacent vertices of W,,, , and consider the graph L = W,,, + uivj. 
By symmetry, we may assume that i = 1. Then 3 < j < m - 2. If j is an 
odd integer, then the j-cycle c,uz . . . vjv, and the (m - j)-cycle 
Vj+ ill+2.. . v,,,uj+ 1 form a spanning subgraph of L whose components are 
odd cycles. Moreover, if j is even, then the (j - l)-cycle v2u3.. . ~j_Iu,,,v2 
and the (nz + 1 -j&cycle vivjuj+ , . . . v,,, _ ,v, form a spanning subgraph of 
I, whose components are odd cycles. In each case we see from Theorem 2.3 
and L is not a nonsingular graph. Therefore, W is a maximal nonsingular 
graph. ??
It is easy to see that the complete graphs K, and K, are the only 
maximal nonsingular graphs with fewer than six vertices. We now show that 
there are four nonisomorphic maximal nonsingular graphs with six vertices. 
Denote the number of edges of a graph G by e(G). 
PROPOSITION 4.4. A graph G with six vertices is a maximal nonsingular 
graph $and only if G is isomorphic to WC, XI,, Y,, or Z,. 
Praf. Let G be a nonsingular graph with vertex set V = {ul, v2, . . . , u,}; 
let R be the 4-regular graph with vertex set V obtained from the complete 
graph by removing the three edges u,v~, UNDO, and 6,s~~: and for k = 1,2, let 
H,k be the graph with vertex set V such that distinct vertices ui and vj are 
adjacent in H:f if and only if i +j > 6 or {i,j} = {3 - k,3}. Since G is a 
pfaffian graph, it follows from [S] that E(G) < 12 with equality if and only if 
G is isomorphic to R, H,‘, or H:. We see that the two 3-cycles v,v:~v~v~ and 
V)2V4VfjVo form a spanning subgraph of both R and Ht, and that the two 
S-cycles v,0,~2jgn, and O~U~U~V~ form a spanning subgraph of H,‘. Therefore, 
the nonsingular graph G can have no more than 11 edges. Hence, since X, 
and Y, are nonsingular graphs with 11 edges, they must be maximal nonsin- 
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gular graphs. Therefore, since we have already seen that W, and Z, are 
maximal nonsingular graphs, if G is isomorphic to W,, X,, Y,, or Z,, then G 
is a maximal nonsingular graph. 
Conversely, suppose that G is a maximal nonsingular graph. Then E(G) 
< 11. Suppose that E(G) = 11. There are nine nonisomorphic graphs with 
six vertices and eleven edges. (Diagrams for all of the graphs with six vertices 
are given in Appendix 1 of [6].) Let L be the graph with vertex V consisting 
of the two 3-cycles u,c~D:~u, and G~~~u~u~, and let A4 be the graph with 
vertex set V consisting of K,,, with partite sets {c,, ouz, oug} and {uq, os, 0s). 
Five of the nine nonisomorphic graphs with six vertices and eleven edges are 
isomorphic to graphs consisting of L plus five of the edges of M, and another 
one of the nine is isomorphic to a graph consisting of A4 plus a path of length 
two from L. None of these six graphs is nonsingular. The remaining three 
nonisomorphic graphs with six vertices and eleven edges are isomorphic to 
X,, Ya, and Z,. Therfore, if E(G) = 11, then G is isomorphic to X,, Y,, or 
Z,. Now suppose that E(G) = 10. There are 15 nonisomorphic graphs with 
six vertices and ten edges. Five of these are isomorphic to graphs consisting 
of L plus four of the edges of ill, another one is isomorphic to M plus an 
edge of L, and another one has an isolated vertex. None of these seven 
graphs is nonsingular. Seven of the 15 nonisomorphic graphs with six vertices 
and ten edges are isomorphic to nonsingular subgraphs of X,, Y,, or Z,, and 
the remaining one is isomorphic to IV,. Therefore, if E(G) = 10, then G is 
isomorphic to W,. Now suppose that e(G) = 9. There are 21 nonisomorphic 
graphs with six vertices and nine edges. Four of these are isomorphic to 
graphs consisting of L plus three of the edges of M, one is isomorphic to M, 
one has an isolated vertex, and another one contains no perfect matching. 
None of these seven graphs is nonsingular. The other 14 nonisomorphic 
graphs with six vertices and nine edges are isomorphic to nonsingular 
subgraphs of W,, X,, Y,, or Z:,. Therefore, E(G) f 9. Now suppose that 
E(G) = 8. There are 24 nonsiomorphic graphs with six vertices and eight 
edges. Two of these are isomorphic to graphs consisting of L plus two of the 
edges of M, two have isolated vertices, and three others contain no perfect 
matching. None of these seven graphs is nonsingular. The other 17 noniso- 
morphic graphs with six vertices and nine edges are isomorphic to nonsingu- 
lar subgraphs of W,, X,, Y,, or Z,. Therefore, E(G) # 8. It is easy to see 
that one of the 24 nonsiomorphic graphs with six vertices and seven edges is 
isomorphic to L plus an edge of M, 22 of them are isomorphic to subgraphs 
of X,, and the other one does not contain a perfect matching. Therefore, 
E(G) # 7. Since one of the 21 nonisomorphic graphs with six vertices and six 
edges is isomorphic to L while the other 20 are isomorphic to subgraphs of 
X,, we have E(G) + 6. Since each graph with six vertices and fewer than six 
edges is isomorphic to a subgraph of X,, G cannot have fewer than six edges. 
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Therefore, G is isomorphic to 1V6, X,, Y,, or Z,3. ??
It is easy to see that s-maximal matrices are not generally maximal 
sign-nonsingular matrices. For example, 
is an s-maximal matrix, but it is certainly not a maximal sign-nonsingular 
matrix. However, s-maximal matrices corresponding to wheels are maximal 
sign-nonsingular matrices. 
PROPOSITION 4.5. Let B be n sign-nonsingular skew-symmetric matrix 
such that A = / BI is the adjacency nzatm’x of n wheel W,,,. Then B i.s n 
maximul sign-non.Pirzgnlnr nzntn’x. 
Proof. We may assume that IV,,, is a wheel with hub o,,, and rim 
U,C.J . . .c,,, ,c,. Then 
0 1 0 ... 1 1 
1 0 1 ... 0 1 
0 1 0 ... 0 1 
A=. . . . . . . . . . . . . . . . 
1 0 0 ... 0 1 
1 1 1 ... 1 0 
Let H be a bipartite graph with biadjacency matrix A and partite sets 
(x,, x2,. . .) x,,,) and 1 y,, y2,. . . , y,,,). We see that H consists of the (2m - 
2)-cycle -r, yg xg y4 . . . x,,, _ , y, x2 . . . Y,,~_ 1 xl and the edges xi y,,, and x,,, yi 
for i = 1,2,..., m. Thus H is isomorphic to a bipartite graph of the type 
given in Proposition 3.1, and it follows that B is a maximal sign-nonsingular 
matrix. ??
We continue our study of the structure of s-maximal matrices by looking 
at some properties of those with precisely two nonzero entries in some row. 
THEOREM 4.6. Let the skew-symmetric (0, 1, - 1) matrix 
A=Cai,iI= [jl I:: i ,“1 
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be an s-maximal matrix of order m + 2. Then peril > 0, 1 a 1 = I /3 1, 14 a) 2 2, 
and the submuttices 
c,=[_tT ;;I> c,=[_p’ f] 
ure s-maximal matrices. 
Proof. Let 
I 
B 
R = ( rl,) = 
ff+p 
-(CX+p)“ 1 0 ’ IBI Ial +IPI 
(Ial +MI)’ 0 1 * 
Expand the determinant of A arrd the permanent of ( A/ by the first column 
and then by the first row, and use the sign nonsingularity of A to get 
per S = per1 Al = det A = det H > 0. Therefore, since S 2 IRI, it follows 
that R is a sign-nonsingular skew-symmetric matrix. Replace the entries 
a ,rr+ I,,,I+” = a ,,1 + 2, ,,I + I = 0 of A by f l’s so that a skew-symmetric (0, 1, - 1) 
matrix A’ is obtained. Then I Al < I A’[ and I Al z I A’[. Therefore, since A is 
an s-maximal matrix, per-IA’1 > det A’. As in the proof of Theorem 2.7, we 
see that per1 A'1 = per(Al + 2per1 BI and det A’ = det A. Hence, since 
per/Al = det A, it follows that per)Bl > 0. Let aj and bj denote the jth 
entries of (Y and ,B, respectively. Suppose that Jail # JbiJ for some 1 < i < rn 
- 1. Since sign nonsingularity does not depend on the magnitude of the 
entries of a matrix, the matrix obtained from R by multiplying the entries rim 
and T,,,~ by two is a sign-nonsingular skew-symmetric matrix. Hence, the 
matrix A^ obtained from A by replacing a, and hi with T~,,~ is a sign-nonsin- 
g&r skew-symmetric (0, 1, - I> matrix with I A[ < 1 A^[ and I A( f 1 A^I. This 
contradicts the maxim&y of A. Therefore, I a I = I P 1. Suppose that v(a) < 
1. Since loI = IpI, it follows that the (VI + 1) X (m + 1) submatrix A(1,2) 
has sn m X 2 zero s&matrix, and thus per1 A(1,2)1 = det A&2) = 0. Hence, 
if A is a skew-symmetric (0, 1, -_l> matrix obtained from A by repjacing 
(Lr2 = asI = 0 with k l’s, then A is sign-nonsingular with IAl f (Al and 
1 Al # I Al . Therefore, we must have V( cr > 2 2. Since per S = det R > 0 and 
IaI = I PI, it follows that perlC,I = det C, > 0 and perlC,I = det C, > 0. 
Hence, C, and C, are sign-nonsingular skew-symmetric (0, 1, - 1) matrices, 
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and it follows from Theorem 2.7 that 
are sign-nonsingular skew-symmetric (0, 1, - 1) matrices. Moreover, since 
Ial = I/3 1, we have 1 A, 1 = 1 A,1 = 1 Al. Therefore, A, and A, are s-maximal 
matrices, and it now follows from Theorem 2.7 that C, and C, are s-maximal 
matrices. H 
Let J denote a matrix with each entry equal to 1. For the other type of 
.s-maximal matrix with precisely two nonzero entries in some row, we have the 
following. 
THEOREM 4.7. Let the skew-symmetric (0, 1, - 1) m&-ix 
0 0 -11 
0 B aP 
A= 
where (1 # 0, he an s-maximal mutrix of order m + 2. Then per1 BI = 0, and 
there exists a permutation matrix P such that P’I Al P has the form 
where R i.s the biadjacency matrix for a maximal bipartite nonsingular graph 
with r vertices, 4 < r < m + 2, and S is the adjacency mutn’x for (I nulximul 
nonsingular graph with s = m + 2 - r oertices when r < m -t 2. 
Proof. We see that 
[ 
IBI 
rerlAl= Per (,a, + l PI)“ 
IffI+ IPI 
o 1 + 2ln(perl BI, 
B 
det A = 
a+@ 
-(cx+p)“ 1 0 . 
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Therefore, since per1 Al = det A and n f 0, it follows that per1 B 1 = 0. Since 
B is a skew-symmetric matrix of order ~1 - 1 with per1 BI = 0, B must 
contain a k X (m - k) zero submatrix for some 1 < k < m/2. First suppose 
that B contains a zero principal submatrix of order m/2. Then there exists a 
permutation matrix P such that P’AP has the form 
0 0 0 -1 1 
0 0 B 12 al Pl 
0 B,, B;, ff, &z 
1 -($ 7’ -a, 0 a 
-1 - PI“ -pi’ -a 0 
where the skew-symmetric matrix B,; has order (nz - 2)/2. Therefore, since 
A is an s-maximal (0, 1, - 1) matrix, it follows that 
where R is the biadjacency matrix for a maximal bipartite nonsingular graph 
with r = m + 2 vertices. Now suppose that B contains no zero principal 
submatrix of order rr1/2. Then B must contain a k X (m - k) zero subma- 
trix for some 1 < k < m/2, and it follows that there exists a permutation 
matrix P such that P’AP has the form 
0 0 0 0 -1 1’ 
0 0 0 B,:, (~1 P, 
0 0 J&X B,, ff2 Ps 
0 %, B:,, 4, (~3 P3 
1 -a:‘ -LX:‘ -CC: 0 a 
-1 -pT -pl --p,T -a 0 
where the skew-symmetric matrices B:,:, and B,, have orders k - 1 and 
s = m - 2 k, respectively. (If k = 1, th en the row and column containing 
B,, are missing from the form.) Therefore, since A is an s-maximal (0, 1, - 1) 
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matrix, it follows that 
where S = ) B,, 1 is the adjacency matrix for a maximal nonsingular graph with 
.F vertices and R is the biadjacency matrix for a maximal bipartite nonsingular 
graph with r = m + 2 - s vertices. ??
It follows from Theorem 3.3 that a maximal bipartite nonsingular graph 
with 2n vertices, n > 4, has at least 3n edges. The same lower bound holds 
for maximal nonsingular graphs. However, if information is known about the 
degrees of the vertices of the graph, then a better bound is sometimes 
obtained. 
THEOREM 4.8. Let G be a rnuxirnal nonsingular graph with 2n vertices, 
n > 2. 
(a) If each vertex of G has deg ree at least three, then E(G) > 3n. 
(b) Zf G has a vertex of degree two, then E(G) > 3n + 2. 
(c) Zf G has a vertex of degree one, then E(G) > Sn - 4. 
Proof. We use induction on n. Since K, is the unique maximal nonsin- 
gular graph with four vertices, the theorem holds for n = 2. Proposition 4.4 
implies the theorem holds for n = 3. Let G be a maximal nonsingular graph 
with 2n vertices, n > 4, and assume that the theorem holds for all maximal 
nonsingular graphs with fewer than 2n vertices. If each vertex of G has 
degree at least three, then clearly e(G) > 3n. Let G have a vertex tc of 
degree one, and let ti be the vertex of G that is adjacent to u. Since G is a 
maximal nonsingular graph, it follows from Theorem 2.5(b) that G - {u, v} is 
a maximal nonsingular graph with 2n - 2 vertices. Moreover, since G is a 
maximal nonsingular graph, D must be adjacent to every other vertex of G. 
Therefore, using the inductive assumption, since n > 4, we see that e(G) > 
3(n - 1) + 2n - 1 = 5n - 4. Now let G have a vertex of degree two. First 
suppose that G corresponds to a maximal sign-nonsingular skew-symmetric 
(0, 1, - 1) matrix A of the form given in Theorem 4.6, and let H be the 
subgraph of G corresponding to the submatrix C, of A. Using the inductive 
assumption, we see that E(G) = E( H > + 2 + u(a). Therefore, if v(a) > 3 
then the inductive assumption implies that E(G) 2 3(n - 1) + 5 = 3n + 2; 
and if V( CY) = 2 then the inductive assumption implies that E(H) > 3( n - 
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1) + 2 and thus that E(G) > 311 + 2. Now suppose that G does not corre- 
spond to a maximal sign-nonsingular skew-symmetric (0, 1, - 1) matrix of the 
form given in Theorem 4.6. Then G must correspond to a matrix A of the 
form given in Theorem 4.7. For the matrices R and S of Theorem 4.7, let L 
be a maxima1 bipartite nonsingular graph with biadjacency matrix R, and let 
M be a maximal nonsingular graph with adjacency matrix S when r < 2n. 
Since II > 4, if r = 2 II, then Theorem 2.3 implies that E(G) = E(L) + v(J 
- I)/2 > 3n + 2. Suppose that r < 2n. Using the form for P’l AIP, we see 
that 
r.s 
E(G) = e(L) + ??( R4) + Y + 
?-(?” - 2) 
. S (4.1) 
Therefore, if r > 8 and .Y > 4, then Theorem 2.3 and the inductive assunq- 
tion for M imply that E(G) > 3rr + 2. If r > 8 and s = 2 then E(M) = 1 
and T = 2n - 2, and thus Equation (4.1) and Theorem 2.3 imply that 
E(G) > 3,~ + 2. If s = 4 and r = 211 - 4 = 4 or 6, then e(L) > 3(n - 2) 
- 2, and it follows from Equation (4.1) that E(G) > 3n + 2. If r = 6 and 
s = 2, then E(L) = 8 and e(M) = 1, and it follows from Equation (4.1) that 
E(G) > 3n + 2. ??
We saw in Proposition 4.4 that E(G) > 10 whenever G is a maximal 
nonsingular graph with six vertices, and thus the lower bound given in 
Theorem 4.8(a) is not always attained. However, it is attained if n is even. To 
see this, let n = 2s where .S is ;t positive integcxr, and let G be a graph with 
2n vertices whose components consist of s complete graphs K,. Since K, is 
a nonsingular graph, it follows that G is a nonsingular graph. Let 11 and u be 
nonadjacent vertices of G. Then s > 2, and u and c are in different 
components of G. Therefore, G + 1~ has a spanning subgraph consisting of 
the edge OLD, two 3-cycles, and s - 2 K,‘s. Hence, using Theorem 2.3, we 
see that G + 2~1; is not a nonsingular graph, and thus G is a maxima1 
nonsingular graph with 3n edges. We suspect that the lower bound given in 
Theorem 4.8(a) is generally not attained when n is odd. IIowever, in this 
case, there does exist a maximal nonsingular graph with 2n vertices and 
3n + 1 edges. To see this, let TV = 2s + 1 where s is a positive integer, and 
let G be a graph with 2r7 vertices whose components consist of a wheel VV, 
and .s - 1 K,‘s. Since W, and K, are nonsingular graphs, G is a nonsingular 
graph. Let 11 and u be nonadjacent vertices of G. If 1~ and o are vertices of 
the same component of G, then they are vertices of ‘iv,, and it follows that 
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G + uu is not a nonsingular graph, since W, is a maximal nonsingular graph. 
Let u and 0 be in different components of G. If u and u are each a vertex of 
a K,, then G + uv has a spanning subgraph consisting of the edge uv, two 
3-cycles, W,, and s - 3 K,‘s. If one of u and v is a vertex of W, and the 
other a vertex of a K,, then G + uv has a spanning subgraph consisting of 
the edge UD, a 3-cycle, a 5-cycle, and s - 2 K,‘s. Hence, using Theorem 2.3, 
we see that G + uzj is not a nonsingular graph, and thus G is a maximal 
nonsingular graph with 3n + 1 edges. 
The lower bound given in Theorem 4.8(b) is attained when n is odd. Let 
n = 2s + 1 where s is a positive integer, and let G be a nonsingular graph 
with 2n vertices whose components consist of the graph Z, and s - 1 K,‘s. 
Then G has a vertex of degree two. Let u and u be nonadjacent vertices of 
G. If u and u are vertices of the same component of G, then they are 
vertices of Z,, and it follows that G + uv is not a nonsingular graph since Z, 
is a maximal nonsingular graph. Let u and v be in different components of 
G. If u and v are each a vertex of a K,, then G + uv has a spanning 
subgraph consisting of the edge uv, two S-cycles, Z,, and s - 3 K,‘s. If one 
of u and v is a vertex of Z, and the other a vertex of a K,, then either 
G + uv has a spanning subgraph consisting of the edge uv, a 3-cycle, a 
5-cycle, and s - 2 K,‘s, or G + uv has a spanning subgraph consisting of 
the edge UU, another edge, two 3-cycles, and s - 2 K,‘s. Hence, using 
Theorem 2.3, we see that G + uv is not a nonsingular graph, and thus G is a 
maximal nonsingular graph with 3n + 2 edges. It appears that the lower 
bound given in Theorem 4.8(b) 1s not attained when n is even. However, 
when n is even, n > 4, there exists a maximal nonsingular graph with 2n 
vertices, a vertex of degree two, and 3n + 3 edges. To see this, let H be a 
graph with eight vertices and adjacency matrix /Cl, where 
c= 
It is easy to show that the 6 X 6 principal submatrix A of C that remains 
after the first and last rows and columns of C are removed is a sign-nonsingu- 
lar skew-symmetric matrix. Moreover, since 1 Al is the adjacency matrix for a 
0 0 0 0 0 0 -1 1 
0 0 1 -1 1 -1 11 
0 -1 0 10 0 11 
0 l-l 0 10 00 
0 -1 0 -1 0 1 0 0 
0 10 o-1 0 11 
1 -1 -1 0 0 -1 0 0 
-1 -1 -1 0 0 -1 0 0 
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wheel W,, A is s-maximal. Therefore, it follows from Theorem 4.2 that C is 
an s-maximal matrix, and thus H is a maximal sign-nonsingular graph with 
eight vertices, a vertex of degree two, and 15 edges. Suppose that n = 2s + 2 
where s is a positive integer, and let G be a nonsingular graph with 2n 
vertices whose components consist of the graph H and s - 1 K,‘s. Then G 
has a vertex of degree two. Let II and c be nonadjacent vertices of G. If u 
and o are vertices of the same component of G, it follows that G + uz) is not 
a nonsingular graph. Let zl and c be in different components of G. If u and 
u are each a vertex of a K,, then it follows that G + uu is not a nonsingular 
graph. If one of u and G is a vertex of H and the other a vertex of a K,, then 
either G + uv has a spanning subgraph consisting of the edge ~0, a 3-cycle, 
a 7-cycle, and s - 2 K,‘s or G + uv has a spanning subgraph consisting of 
the edge uv, another edge, a 3-cycle, a ij-cycle, and s - 2 K,‘s. Hence, using 
Theorem 2.3, we see that G + UC is not a nonsingular graph, and thus G is a 
maximal nonsingular graph with 3n + 3 edges. 
The lower bound given in Theorem 4.8(c) is attained when n is odd. Let 
n = 2s + 1 where s is a positive integer, and let G be a graph with a vertex 
u of degree one such that the vertex v adjacent to 11 has degree 2n - 1 and 
the subgraph G - { u, v} is a maximal sign-nonsingular graph whose compo- 
nents consist of s K,‘s. Let x and y be nonadjacent vertices of G. If x and y 
are both vertices of the maximal sign-nonsingular graph G - {u, v}, it follows 
that G + xy is not a nonsingular graph. Suppose that at least one of x and y 
is not a vertex of G - (u, 2;). Therefore, since o has degree 2n - 1, we see 
that one of x and y must be u and the other a vertex of G - {u, v). Hence, 
G + xy has a spanning subgraph consisting of two 3-cycles and s - 1 K,‘s, 
and thus G + xy is not a nonsingular graph. Therefore, G is a maximal 
nonsingular graph with 2n vertices, a vertex of degree one, and 5n - 4 
edges, It appears that the lower bound given in Theorem 4.8(c) is not 
attained when n is even. However, when n is even, n > 4, there exists a 
maximal nonsingular graph with 2n vertices, a vertex of degree one, and 
5n - 3 edges. If n = 2s + 2 where s is a positive integer, it is not difficult to 
show that one such graph is a graph G with a vertex u of degree one such 
that the vertex v adjacent to u has degree 2n - 1 and the subgraph 
G - {u, G) is a maximal sign-nonsingular graph whose components consist of 
a wheel W, and s - 1 K,‘s. 
Theorem 4.8 gives lower bounds for the number of edges in a maximal 
nonsingular graph, but one can also consider upper bounds. Proposition 4.4 
implies that E(G) < 11 when G is a nonsingular graph with six vertices. A 
similar upper bound holds for larger nonsingular graphs. It will be shown in a 
subsequent paper that if G is a nonsingular graph with 2n vertices, n > 4, 
then e(G) < n2 + n - 1 with equality if and only if G is isomorphic to X,, 
or Y,,. 
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