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Since the temperature of an object that cools decreases as it relaxes to thermal equilibrium,
naively a hot object should take longer to cool than a warm one. Yet, some 2300 years ago,
Aristotle observed that “to cool hot water quickly, begin by putting it in the sun”1, 2. In the
1960s, this counterintuitive phenomenon was rediscovered as the statement that “hot wa-
ter can freeze faster than cold water” and has become known as the “Mpemba effect”3; it
has since been the subject of much experimental investigation4–8 and some controversy8, 9.
While many specific mechanisms have been proposed6, 7, 10–16, no general consensus exists as
to the underlying cause. Here we demonstrate the Mpemba effect in a controlled setting, the
thermal quench of a colloidal system immersed in water, which serves as a heat bath. Our
results are reproducible and agree quantitatively with calculations based on a recently pro-
posed theoretical framework17. By carefully choosing parameters, we observe cooling that is
exponentially faster than that observed using typical parameters, in accord with the recently
predicted strong Mpemba effect18. Our experiments give a physical picture of the generic
conditions needed to accelerate heat removal and relaxation to thermal equilibrium and sup-
port the idea that the Mpemba effect is not simply a scientific curiosity concerning how water
freezes into ice—one of the many anomalous features of water19—but rather the prototype
for a wide range of anomalous relaxation phenomena of broad technological significance.
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That an initially hot object might cool more quickly than an initially warm object seems
impossible, because our intuitions tend to be shaped by systems that remain at or near ther-
mal equilibrium. If an object is cooled slowly, its time-dependent state is well characterized by
a temperature, and a hot object cannot cool without passing through all intermediate tempera-
tures. Nonetheless, when rapidly quenched by placing a system in contact with a cold bath, the
Mpemba effect is often observed in settings where a phase transition occurs8, 9. There is still no
widely accepted specific mechanism to explain the observations in water, where factors ranging
from evaporation10, 11, convection currents6, 7, dissolved gases4, 12, supercooling5, 13, and hydrogen
bonding14–16 have all been suggested. Analogues of anomalous cooling behaviour reported in water
have been reported in other systems with phase transitions, including magnetic systems20, clathrate
hydrates21, and polymers22. In addition, numerical simulations predict Mpemba-like behaviour in
granular fluids23, 24, spin glasses25, nanotube resonators26, quantum systems27, and cold gases28.
Here we provide clear experimental evidence for the Mpemba effect in a colloidal system that
lacks a phase transition. Our results are the first to agree quantitatively with theoretical predictions
giving a general explanation for the Mpemba effect17, and we take advantage of our understanding
of the underlying physics to achieve cooling times that are exponentially faster than the time to
cool under typical initial conditions.
Definition of the Mpemba effect
Past investigations of the Mpemba effect have suffered from vague, mutually inconsistent defini-
tions. Here we define the Mpemba effect in terms of three temperatures Th > Tw > Tc, for
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which the time th to cool a system from a hot to a cold state is shorter than the time tw to cool it
from an intermediate warm state to the same cold state. In the above definition, “hot” describes an
initial state that is at thermal equilibrium at temperature Th, while “warm” describes an initial state
at thermal equilibrium at temperature Tw. The cold temperature Tc = Tb is that of the thermal bath
of water and is the identical final state for all initial conditions studied. All terms in our definition
are unambiguous: the only ingredients are the equilibrium start and end states, characterized by
the usual notion of temperature, and the time it takes to go from one state to another. By contrast,
previous definitions of the Mpemba effect have been based on criteria such as the “time to start
freezing”3, 9, which is hard to reproduce because of sensitivity to details of sample preparation2,
including impurities in the water, cleanliness of the sample container, and number of times heated.
Experimental approach
In each experimental trial, a single Brownian particle diffuses in water, subject to forces from a
carefully shaped potential (Fig. 1). The potential is created using the force supplied by optical
tweezers, as directed by a feedback loop; it is thus a virtual potential (Methods). Its form U(x)
consists of a tilted double well whose outer edges have a slope that saturates at a magnitude cor-
responding to the maximum force Fmax that the optical tweezers can exert. The tilted double well
creates a bistable potential with two macrostates: the shallow left well corresponds to a metastable
macrostate and the deep right well to a stable macrostate. The linear parts of the potential pro-
vide direct kinetic paths towards the minima, and the barrier allows spontaneous hopping between
the wells. Because spatial dimensions are small and the energy barrier low, the bead can rapidly
3
a b
U
Left Right Domain
Δ𝐸
𝑥min 𝑥max0
𝑝r
𝑥min 𝑥max0
𝑝l
𝑝l0 𝑝r0
Fig. 1 | Schematic diagram of the energy landscape and Boltzmann distribution for the
Mpemba effect. a, The solid black line represents the energy landscape U(x), set asymmetrically
within the box [xmin, xmax] with infinite potential walls at the domain boundaries. The asymmetry
coefficient α ≡ |xmax/xmin|, where xmax is changed to vary α. The outer slopes of the potential
correspond to the maximum force that can be exerted by the optical tweezers. The difference in
energy between metastable and stable states is ∆E. b, The Boltzmann distribution at the bath tem-
perature, pi(x;Tb). The interval pr is the probability for a particle to initially be in the right domain
for Th → ∞. At the bath temperature, the probability to be in the ground state (right well) is pr0 .
We find that the Mpemba effect is strongest for pr ≈ pr0 , a condition that allows the probability
contained in the initial “basin of attraction” to drain directly to the ground state. Similarly, for the
left well, pl ≈ pl0 , with pl = 1− pr and pl0 = 1− pr0 .
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equilibrate with the bath (. 0.1 s). We can then easily carry out several thousand trials, forming
a statistical ensemble from which accurate measurements of both equilibrium and nonequilibrium
states are possible. As we will see below, to observe the Mpemba effect, we should place the po-
tential asymmetrically between the potential boundaries, xmin and xmax, which determine the region
in space explored by the particle at high temperatures. The parameter α ≡ |xmax/xmin| defines the
degree of asymmetry within the domain “box.” In our experiments, we change α by varying xmax
while fixing xmin.
In our experiments, the particle is always in contact with water at temperature Tb; however,
the initial state of the system is drawn from a Boltzmann distribution at a higher initial temperature.
All temperatures are measured relative to the bath temperature Tb, and all energies are scaled by
kBTb. After an effectively instantaneous quench at t = 0, the particle position evolves according
to the imposed virtual potential U(x) under thermal environment fluctuations for 60 ms. This
protocol is repeated N = 1000 times, with the resulting data used to create a statistical ensemble
from which we estimate the state of the system every 10 µs.
Figure 2a–c shows example time traces of evolution in the potential U(x). From the time
traces, we form frequency estimates of the probability density function p(x, t) that records the
system state as it evolves between the initial state p(x, 0) = pi(x;Tinitial) ∝ exp[−U(x)/kBTinitial]
and the final state at equilibrium with the bath, characterized by pi(x;Tb).
At intermediate times while the system is relaxing, the dynamical state p(x, t) does not in
general have the form of a Boltzmann distribution for the potential U(x) at any temperature; nev-
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Fig. 2 |Dynamics of system relaxation to equilibrium. a–c, Ten trajectories of a particle released
from the equilibrium distributions at hot (red), warm (blue), and cold (black) temperatures into the
cold bath, with the evolving probability density p(x, t) shown for three times (estimates based
on 1000 trajectories). d, The L1 distances calculated for systems at three different temperatures
(Th = 1000, Tw = 12, and Tc = 1) from their respective time traces. The initially hot system starts
a greater distance from equilibrium than the initially warm system but equilibrates first (th < tw),
illustrating the Mpemba effect. The cold distance plot is a control experiment where the particle is
released from the equilibrium distribution at the bath’s temperature. At each time, the distribution
fluctuates from the average by an always-positive distance. There are N = 1000 runs per initial
temperature; asymmetry coefficient α = 3.
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ertheless, we can define a scalar quantity29, 30 that measures the “distance” D between p(x, t) and
the Boltzmann distribution in equilibrium with the bath, pi(x;Tb). For simplicity, we choose an
L1 measure of distance, but any measure that is monotonic with Tinitial will also work (Methods).
As shown in Fig. 2d, we can use the L1 distance curve to determine the time at which the system
reaches equilibrium (D ≈ 0, within noise levels—black curve; see Methods).
Observation of the Mpemba effect in asymmetric domains
To determine how the Mpemba effect depends on the shape of the potential, we first place the
double-well potential in a symmetric box (α = 1). Figure 3a shows the measured times to reach
equilibrium for systems that start at different initial temperatures. The equilibration time increases
sharply and saturates at high temperatures, where the initial probability distribution is nearly uni-
form. Since the equilibration time monotonically increases with initial temperature, there is no
Mpemba effect.
The situation changes qualitatively when xmax is increased and the box becomes asymmetric.
For α = 3 (Fig. 3b), the equilibration time increases initially but then decreases rapidly for higher
temperatures (Tinitial > 10), indicating the Mpemba effect. For α = 9 (Fig. 3c), the equilibration
time decreases at intermediate temperatures, where the Mpemba effect is observed, but increases
again at very high temperatures.
To understand the different equilibration-time curves in Fig. 3, we should examine more
closely the distance curves D(t), which summarize the relaxation of the system to thermal equi-
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Fig. 3 | Equilibration time as a function of initial system temperature. a–c, Solid markers are
the equilibration times for asymmetry coefficients α = 1, 3, 9. Regions of each plot with negative
slope indicate the Mpemba effect. The error bars represent standard deviations calculated using
Eq. 29 (Methods).
librium. Figure 4a shows data for α = 9, corresponding to the curve in Fig. 3c. On the semilog
plots, straight lines represent exponential decay. For Tinitial = 100, the Mpemba effect is particu-
larly clear, and the system appears to relax to equilibrium as a single exponential. For other initial
temperatures, the relaxation seems to involve multiple exponential relaxation processes.
Analysis based on eigenfunction expansion
To interpret the dynamical behaviour of D(t), we apply a recent approach17 that connects the
Mpemba effect to an eigenvalue expansion. The underlying probability density p(x, t) can be
expressed as an infinite sum of eigenfunctions of the Fokker-Planck equation (FPE), which governs
the evolution of p(x, t). The kth eigenfunction vk(x;α, Tb) is a spatial function that depends on
the form of the potential U(x), including the asymmetry coefficient α, and the bath temperature
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Fig. 4 | Controlling relaxation times. a, L1 distance for systems with initial temperatures Tc = 1
(black), Tw = 12 (blue), and Th = {2, 40, 100, 400, 1000} (red), with α = 9. At low and high Th,
no Mpemba effect is observed. At intermediate Th, the distance curves cross, indicating a more
rapid cooling of the hot system. b, L1 distance for domain asymmetries α = {1, 1.3, 3, 6, 9},
for Tc = 1 (red), Tw = 12 (blue), and Th = 1000 (red). The Mpemba effect is observed for
intermediate asymmetry. The control experiment is repeated for each measurement.
Tb. The contribution of eigenfunction vk decays exponentially, at a rate exp(−λkt), where the
eigenvalues λk ≥ 0 are ordered so that 0 = λ1 < λ2 < · · · . At long times, the theory then predicts
(Methods, Eq. 12) that the density function is dominated by the first two terms of the infinite series:
p(x, t) ≈ pi(x;Tb) + a2(α, Tinitial) e−λ2t v2(x;α, Tb) , (1)
where the coefficient a2(α, Tinitial) is a real number that depends on the initial temperature
9
and the potential energy. It captures the “overlap” between the initial system state and the second
left eigenfunction (Methods, Eq. 22).
Equation (1) has several consequences (Methods):
• The equilibration time of an initial state depends on its a2 coefficient.
• The difference in equilibration times tw − th is independent of the noise level of D(t).
• The magnitude of the a2 coefficient may be extracted from D(t).
• For a2 = 0, the system reaches equilibrium at an exponentially faster rate (decay dominated
by λ3 > λ2).
• The Mpemba effect correlates with the condition17 that |a2(α, Th)| < |a2(α, Tw)|.
The last point implies that the Mpemba effect occurs over a range of initial temperatures for which
|a2(α, Tinitial)| decreases as Tinitial increases.
Following these points, we analyze the D(t) curves by extracting from them a quantity ∆D
that is sketched in Fig. 5a. For a2 6= 0, it may be estimated by globally fitting a single exponential
to the long-time asymptotic regimes of all the Th decays in Fig. 4 (Methods, Eq. 24), extrapolating
back in time to find the intercept at t = 0, and subtracting the noise level σD resulting from finite
sampling (Methods, Eq. 9). We can then show that ∆D ∝ |a2(α, Tinitial)|. The proportionality
constant depends on the v2 eigenfunction and may be calculated given the potential U(x) and the
bath temperature Tb (Methods, Eq. 25).
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Fig. 5 | Measurements of ∆D. a, ∆D is measured by extrapolating the long-time limit of the
logarithm of theD curve back to the quench time (t = 0). b, Markers are ∆D measurements based
on distance plots for different initial temperatures for α = 9. c, Red and blue markers denote
∆D measurements based on distance plots of the hot (Th = 1000) and warm (Tw = 12) systems
for different asymmetry coefficients. Solid lines in b, c are based on the calculated |a2(α, Tinitial)|
coefficient multiplied by an experimentally determined scaling factor. Dashed line in c shows fit
based on Eqs. (2), (3). The error bars represent one standard deviation and are calculated from the
fits.
Carrying out the analysis sketched above, we extract a2(α, Tinitial) and confirm that the Mp-
emba effect is indeed associated with an a2 that decreases with the initial temperature (Fig. 5b).
We fit the measured values of ∆D(α, Tinitial) with the numerical result from the FPE to esti-
mate the scaling factor multiplying the |a2(α, Tinitial)| coefficients. The scaling factor from the
fit, 0.96 ± 0.03, agrees with the numerical value ≈ 0.967 calculated using the FPE and its nu-
merically determined eigenfunctions. The variation of ∆D (and thus, a2) with temperature for this
fixed α shows non-monotonic behaviour that also reflects the presence of the Mpemba effect. How-
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ever, the eigenfunction analysis does not itself explain why the a2 coefficient has a non-monotonic
dependence on Tinitial.
Strong Mpemba effect
To gain more physical insight, we conducted further experiments probing the Mpemba effect at
fixed temperatures but variable asymmetry. In particular, we fixed the hot initial temperature Th =
1000, which is so high that the initial probability density p(x, 0) = pi(x;Th) is approximately a
uniform distribution over the domain (xmin, xmax). Figure 4b shows distance plots for different α,
for hot and warm initial temperatures Th = 1000, Tw = 12. As the asymmetry varies from α = 1
to α = 9, we see the same sequence of normal, anomalous (Mpemba), and normal relaxations to
thermal equilibrium that we saw in Fig. 4a, where α was fixed and Tinitial was varied.
Figure 5c shows that the ∆D values calculated from the experimental data presented in
Fig. 4b are linearly proportional to the a2 coefficient. We first notice that the value of the a2 co-
efficient for the warm system is roughly constant, as increasing the asymmetry does not change
its initial state. The behaviour of the a2 coefficient for the hot system is more complicated. For
small asymmetry, |a2(α, Tw)| < |a2(α, Th)|, and the warm system cools down faster; i.e., tw < th
(Eq. 31). This corresponds to normal cooling. For larger asymmetries, the situation is reversed,
and we observe the Mpemba effect. For the special asymmetry value α = 3, the |a2(α, Th)| coeffi-
cient vanishes. Such a situation corresponds to the recently identified strong Mpemba effect18 and
implies an exponential speed-up of the cooling process.
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In the limit of large Th, it is easy to understand this normal-anomalous-normal sequence of
relaxation behaviour. Because the initial probability density at Th is approximately uniform, we
can approximate the relative probability pr to be in the right-hand domain (0, xmax) as
pr =
|xmax|
|xmin|+ |xmax| =
α
1 + α
. (2)
We can refer to this subset of initial conditions as the ground-state basin because it constitutes
the states that, in the absence of thermal fluctuations, would flow into the well corresponding to the
stable state. Similarly, the metastable state attracts the initial conditions (xmin, 0), which may be
termed the metastable-state basin. On the one hand, when the particle is released from its initial
position to evolve under the influence of the potential, it rapidly moves to one of the two wells.
Thus, after a fast transient, we expect the probability to be in the ground-state well to be ≈ pr. On
the other hand, the measured probability for a system in thermal equilibrium (Fig. 1b) to occupy
the ground state is pr0 ≈ 0.7. If the asymmetry α is chosen so that pr = pr0 , then the system will
be in equilibrium after this initial transient. But for any other α, there will be a mismatch and
pr 6= pr0 . The system will then relax to equilibrium by thermal hops over the barrier. This process
is slowed by the Kramers factor exp(Ebarrier/kBTb) ≈ 7 in our system, implying a longer time to
reach equilibrium.
The above argument leads to a simple prediction for the asymmetry dependence of the a2
coefficient for the hot system in Fig. 5c and hence for ∆D. If the dynamic and the reference
13
probabilities are close, we can approximate their difference using a Taylor expansion,
∆D(α, T ) ∝ |pr − p0| . (3)
We then fit to the data shown in Fig. 5c (dashed line). The fit agrees well with the experi-
mental observations and with a numerical calculation based on the FPE eigenfunctions (solid line).
Discussion
We have experimentally demonstrated the Mpemba effect. Our study gives insight into a long-
standing problem and represents the first case where quantitative agreement between a predictive
theory and experiment is observed.
The significance of observing the Mpemba effect in a colloidal system is twofold: First,
simplicity brings clarity. The agreement shown with a simple theory17 based on eigenfunction
expansions of the FPE contrasts with the more complicated, yet inconclusive analyses of the ice-
water system4–16. More constructively, the physical insights gained from the study of a simple
system may guide future investigations of more complicated systems. For example, while many
authors have asserted that freezing plays an essential role9 in the water experiments, there is no
phase transition in the experiments reported here; however, the potential does have a metastable
well, suggesting the need for a region in state space that can act as a temporary trap for dynamical
trajectories en route to equilibrium. Note that while our state space is a one-dimensional space
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of positions, our arguments apply to higher-dimensional spaces with multiple macrostates. Some
of the dimensions may correspond to internal degrees of freedom. What is important is that the
volumes in state space of the basins of attraction of the initial system state nearly match the prob-
abilities of the macrostates for the bath distribution (Fig. 1b).
The second significance of the colloidal experiments is to show that the ice-water system is
not unique. The analysis used here17 constitutes a general mechanism for anomalous relaxation
phenomena. The situation is analogous to that of phase transitions, where general physical theories
(mean-field and Landau theories, renormalization group)31 contrast with theories for specific cases
such as the ice-water transition. Detailed theories for specific systems can account for important
phenomena in a given system, for example how additives increase the attainable supercooling in
water and help insects survive sub-freezing temperatures32, while general theories such as we have
applied suggest how similar behavior can arise in a wide variety of settings and materials.
Here we have used our understanding of the phenomenology of the Mpemba effect to iden-
tify special combinations of experimental parameters where the a2 coefficient vanishes (strong
Mpemba effect), which correspond to exponentially faster cooling. More sophisticated time-
dependent protocols can also be envisioned that steer dynamical trajectories to desired outcome
states. A recent theory along these lines shows that an initial cooling can actually speed up heating
times exponentially33. Indeed, searching for such an inverse Mpemba effect17 remains a tantalising
experimental goal. More broadly, thermal relaxation and heat removal remain important technolog-
ical challenges. For example, they limit the performance of microprocessors and other integrated
15
circuits34. Engineering Mpemba-like effects into technologically relevant materials might offer
new and important strategies to rapidly remove heat from localized sources.
Acknowledgements We thank Oren Raz, Zhiyue Lu, Karel Proesmans, Raphae¨l Che´trite, Nancy Forde,
Steve Dodge, and Tushar Kanti Saha for helpful suggestions. We also thank Xiaoyi Su and especially Lisa
Zhang35, who contributed to preliminary versions of the experiment. This research work has been supported
by Discovery and RTI Grants from the National Sciences and Engineering Research Council of Canada
(NSERC).
Competing Interests The authors declare that they have no competing financial interests.
Correspondence Correspondence and requests for materials should be addressed to J.B. (email: johnb@
sfu.ca).
Data and code availability The data and the code that support the findings of this study are available from
the corresponding author upon reasonable request.
1. Aristotle. Meterologica (Oxford: Clarendon Press, 1923), E. W. Webster, Book 1, Part 12 edn.
2. Jeng, M. The Mpemba effect: When can hot water freeze faster than cold? Am. J. Phys. 74,
514–522 (2006).
3. Mpemba, E. B. & Osborne, D. G. Cool? Phys. Educ. 4, 172–175 (1969).
4. Wojciechowski, B., Owczarek, I. & Bednarz, G. Freezing of aqueous solutions containing
gases. Cryst. Res. Technol. 23, 843–848 (1988).
16
5. Auerbach, D. Supercooling and the Mpemba effect: When hot water freezes quicker than
cold. Am. J. Phys. 63, 882–885 (1995).
6. Vynnycky, M. & Maeno, N. Axisymmetric natural convection-driven evaporation of hot water
and the Mpemba effect. Int. J. Heat Mass Transfer 55, 7297–7311 (2012).
7. Vynnycky, M. & Kimura, S. Can natural convection alone explain the Mpemba effect? Int. J.
Heat Mass Transfer 80, 243–255 (2015).
8. Burridge, H. C. & Linden, P. F. Questioning the Mpemba effect: hot water does not cool more
quickly than cold. Sci. Rep. 6, 37665 (2016).
9. Katz, J. I. Reply to Burridge & Linden: Hot water may freeze sooner than cold.
arXiv:1701.03219 (2017).
10. Mirabedin, S. M. & Farhadi, F. Numerical investigation of solidification of single droplets
with and without evaporation mechanism. Int. J. Refrig. 73, 219–225 (2017).
11. Vynnycky, M. & Mitchell, S. Evaporative cooling and the Mpemba effect. Heat Mass Transfer
46, 881–890 (2010).
12. Katz, J. I. When hot water freezes before cold. Am. J. Phys. 77, 27–29 (2009).
13. Esposito, S., De Risi, R. & Somma, L. Mpemba effect and phase transitions in the adiabatic
cooling of water before freezing. Phys. A Stat. Mech. Appl. 387, 757–763 (2008).
14. Zhang, X. et al. Hydrogen-bond memory and water-skin supersolidity resolving the Mpemba
paradox. Phys. Chem. Chem. Phys. 16, 22995–23002 (2014).
17
15. Jin, J. & Goddard III, W. A. Mechanisms underlying the Mpemba effect in water from molec-
ular dynamics simulations. J. Phys. Chem. C 119, 2622–2629 (2015).
16. Tao, Y., Zou, W., Jia, J., Li, W. & Cremer, D. Different ways of hydrogen bonding in water—
Why does warm water freeze faster than cold water? J. Chem. Theory Comput. 13, 55–76
(2017).
17. Lu, Z. & Raz, O. Nonequilibrium thermodynamics of the Markovian Mpemba effect and its
inverse. Proc. Natl. Acad. Sci. 114, 5083–5088 (2017).
18. Klich, I., Raz, O., Hirschberg, O. & Vucelja, M. Mpemba index and anomalous relaxation.
Phys. Rev. X 9, 021060 (2019).
19. Sun, C. Q. & Sun, Y. The Attribute of Water: Single Notion, Multiple Myths (Springer, 2016).
20. Chaddah, P., Dash, S., Kumar, K. & Banerjee, A. Overtaking while approaching equilibrium.
arXiv:1011.3598 (2010).
21. Ahn, Y.-H., Kang, H., Koh, D.-Y. & Lee, H. Experimental verifications of Mpemba-like
behaviors of clathrate hydrates. Korean J. Chem. Eng. 33, 1903–1907 (2016).
22. Hu, C. et al. Conformation directed Mpemba effect on polylactide crystallization. Cryst.
Growth Des. 18, 5757–5762 (2018).
23. Lasanta, A., Reyes, F. V., Prados, A. & Santos, A. When the hotter cools more quickly:
Mpemba effect in granular fluids. Phys. Rev. Lett. 119, 148001 (2017).
18
24. Torrente, A. et al. Large Mpemba-like effect in a gas of inelastic rough hard spheres. Phys.
Rev. E 99, 060901 (2019).
25. Baity-Jesi, M. et al. The Mpemba effect in spin glasses is a persistent memory effect. Proc.
Natl. Acad. Sci. 116, 15350–15355 (2019).
26. Greaney, P. A., Lani, G., Cicero, G. & Grossman, J. C. Mpemba-like behavior in carbon
nanotube resonators. Metall. Mater. Trans. A 42, 3907–3912 (2011).
27. Nava, A. & Fabrizio, M. Lindblad dissipative dynamics in the presence of phase coexistence.
Phys. Rev. B 100, 125102 (2019).
28. Keller, T. et al. Quenches across the self-organization transition in multimode cavities. New
J. Phys. 20, 025004 (2018).
29. Lebowitz, J. L. & Bergmann, P. G. Irreversible Gibbsian ensembles. Ann. Phys. 1, 1–23
(1957).
30. Risken, H. The Fokker-Planck Equation: Methods of Solution and Applications (Springer,
1989), 2nd edn.
31. Goldenfeld, N. Lectures on Phase Transitions and the Renormalization Group (Addison-
Wesley, 1992).
32. Debenedetti, P. G. Metastable Liquids: Concepts and Principles (Princeton Univ. Press, 1997).
33. Gal, A. & Raz, O. Precooling strategy allows exponentially faster heating. Phys. Rev. Lett.
124, 060602 (2020).
19
34. Moore, A. L. & Shi, L. Emerging challenges and materials for thermal management of elec-
tronics. Mat. Today 17, 163–174 (2014).
35. Zhang, L. Cooling dynamics of a Brownian particle and the Markovian Mpemba effect. Mas-
ter’s thesis, Simon Fraser Univ. (2019).
36. Kumar, A. & Bechhoefer, J. Optical feedback tweezers. In Optical Trapping and Optical
Micromanipulation XV (International Society for Optics and Photonics, 2018).
37. Cohen, A. E. Control of nanoparticles with arbitrary two-dimensional force fields. Phys. Rev.
Lett. 94, 118102 (2005).
38. Jun, Y. & Bechhoefer, J. Virtual potentials for feedback traps. Phys. Rev. E 86, 061106 (2012).
39. Chupeau, M., Gladrow, J., Chepelianskii, A., Keyser, U. F. & Trizac, E. Optimizing Brownian
escape rates by potential shaping. PNAS 117, 1383–1388 (2020).
40. Be´rut, A. et al. Experimental verification of Landauer’s principle linking information and
thermodynamics. Nature 483, 187–190 (2012).
41. Kumar, A. & Bechhoefer, J. Nanoscale virtual potentials using optical tweezers. Appl. Phys.
Lett. 113, 183702 (2018).
42. Press, W. H., Plannery, B. P., Teukolsky, S. A. & Vetterling, W. T. Numerical Recipes: The
Art of Scientific Computing (Cambridge Univ. Press, Cambridge, UK, 2007), 3rd edn.
43. Jaynes, E. T. Probability Theory: The Logic of Science (Cambridge University Press, 2003).
20
44. Stone, M. & Goldbart, P. Mathematics for Physics: A Guided Tour for Graduate Students
(Cambridge University Press, 2009).
21
Methods
Setup
The experimental setup needs to impose a carefully chosen energy landscape (potential) to the
motion of a particle diffusing in water. We use a recently designed feedback trap36 to impose a
virtual potential whose form we are free to choose37, 38. We note that the technology of feedback
traps was crucial to our ability to carry out the experiments in this paper. Two features are key:
First, we can freely and accurately choose the shape U(x) of the imposed potential. Second, the
potential can vary on length scales well below the diffraction limit. Here, the separation between
wells corresponding to ground and metastable states was 80 nm. Alternative techniques have
also been used to create custom potential shapes (e.g., holographic optical tweezers39 or time-
shared optical tweezers40), but these potentials have micron-scaled features, limited by diffraction
(wavelength of light used for the tweezer). The ≈ 10-fold decrease in length scales of feedback
tweezers implies a 100-fold decrease in time scales. Not only are measurements at comparable
statistics 100 times faster, but the effects of temperature drifts on the equilibrium position of the
trap become insignificant.
Feedback traps operate by repeated cycles of a feedback loop based on (1) observation of
the position of the particle, (2) calculation of the force based on its position in the user-defined
potential, and (3) application of that force. See Extended Data Fig. 1. In our design, the physical
force is achieved by the application of an optical tweezer (OT).
A schematic diagram of the optical-tweezer-based feedback trap setup is shown in Extended
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Extended Data Fig. 1 | One cycle of a feedback trap. a, Measure the particle position; b,
Calculate force from the gradient of the imposed potential (black) based on the position; and c,
Apply the force by shifting the harmonic trap centre (blue). The force applied is a linear restoring
force with k the stiffness of the harmonic trap and ∆x the imposed trap displacement.
Data Fig. 2. The OT traps a colloidal particle (silica bead, Ø1.5 µm, Bangs Laboratories) diffusing
in water. We use a 532-nm, solid-state laser (Nd:YAG, Coherent Genesis MX STM-series, 1 W)
for trapping and detection. The polarization of the detection laser is rotated by 90◦ to minimise
interference with the trapping laser. The feedback forces originate from the shifting of the trap
centre relative to the trapped particle position. We use an acousto-optic deflector (DTSXY-250-
532, AA Opto Electronic) to shift the trap centre, which is imaged at the back focal plane of
the trapping objective to produce linear motion of the beam at the trapping plane. The trapped
particle scatters light that is collected in the forward direction by a microscope objective (Olympus
UPLSAPO60XW water immersion, 60X, NA= 1.2). A quadrant photodiode (First Sensor, QP50-
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Extended Data Fig. 2 | Schematic diagram of the feedback-trap setup. FI = Faraday isolator,
M = mirror, SF = spatial filter, BS = beam splitter (non-polarizing), AOD = acousto-optic deflector,
L = lens, MO = microscope objective, SC = sample chamber, PBS = polarizing beam splitter, HW
= half-wave plate, F = short-pass filter, QPD = quadrant photodiode, DM = dichroic mirror, PD =
photodiode, Cam = camera. Planes conjugate to the backfocal plane of the trapping objective are
shown in red-dashed lines.
6-18u-SD) is placed at the back focal plane of the objective to detect the particle motion. The
signal from the photodiode is sent to a LabVIEW-based FPGA data acquisition (DAQ) system
(NI 7855R). The DAQ receives the signal, calculates the voltage based on the required force, and
generates it every 10 µs.
24
We construct a one-dimensional virtual tilted double-well potential using a feedback-optical
tweezer41 (Extended Data Fig. 1). It is a continuous piecewise potential with a double well joined
by linear potentials at the extremes. The overall potential is set in an asymmetric domain. The
tilted double-well potential is parametrized as
U0(x) = Ebarrier
[
1− 2
(
x
xm
)2
+
(
x
xm
)4]
− 1
2
∆E
(
x
xm
)
, (1)
where Ebarrier = 2 is the barrier height, ∆E = 1.3 the tilt in the potential, and xm = 40 nm the
well position. The energy U0(x) is scaled by kBTb and length by
√
D∆t ≈ 1.8 nm, where kB is
the Boltzmann constant, Tb the bath temperature (set by the room temperature), D = 0.32 µm2/s
the diffusion coefficient of the particle, and ∆t = 10 µs the sampling time. The bath temperature
is typically ≈ 23 ◦C. Its precise value for different runs is unimportant since the potential and
all related energies are scaled by kBTb and thus are independent of the bath temperature value.
We also note that the temperature quenches are large, never less than a factor of two in absolute
temperature. Minor temperature drifts during runs then do not directly have a significant effect on
the dynamics of p(x, t).
The overall potential energy landscape U(x) of the bath is given as
U(x) ≡

U0(xl) + Fmaxx x ≤ xl
U0(x) xl ≤ x ≤ xr
U0(xr)− Fmaxx x ≥ xr,
(2)
where xl and xr are positions defined so that |U ′0(xl)| = |U ′0(xr)| = Fmax. The potential U(x) and
its first derivatives are continuous everywhere, but the second derivative has jump discontinuities
25
at xl and xr. To implement the double-well potential in Eq. (1) requires a force whose magnitude
increases indefinitely at large distances from the well minima. However, optical tweezers are
limited to a maximum force, given a fixed beam power. To accommodate this physical constraint,
we match the double-well potential of Eq. (1) beyond xl and xr to a linear potential whose slope
corresponds to the maximum force an optical tweezer can exert.
Choice of potential energy landscape
We have engineered our potential in such a way that the equilibration times for both hot and warm
systems are . 0.1 s. Such short times allow us to reach the equilibrium state with the bath, to
connect directly to our definition of the Mpemba effect. They also allow for easy acquisition of
several thousand runs. From such an ensemble, we can accurately reconstruct the time-dependent
nonequilibrium state p(x, t) of the system as it cools. Moreover, because we recalibrate after
each quench, we avoid the effects of drifts. In particular, even after allowing all transient effects
due to the preparation of an experiment to die away, we consistently observe drifts in position
measurements on the order of 1 nm s−1. Given length scales of ≈ 100 nm, these can become
significant after several seconds. By limiting runs to 0.1 s, we ensure that effects due to drifts are
negligible.
Having chosen the overall scale of the potential, we needed to define its actual shape. The
barrier height and tilt are adjusted in such a way that the system, when trapped in the metastable
state, takes longer to reach the equilibrium than the system that finds a direct path towards the
equilibrium.
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Extended Data Fig. 3 | Potential energy landscape of the bath. The bath potential energy is
shown with different slopes for the kinetic path. A steep slope represents high velocities with which
the particles are quenched towards the minima. The steepness of the linear potential determines
both the time and temperature scales.
As Eq. (2) implies, we also impose a linear potential for x < xl and x > xr. The principal
motivation, in our case, is that the tweezers can impose a maximum force Fmax, and we simply
allow the imposed force field to saturate when that limit is reached. Because the maximum forces
are large, we can reach large energies, the potential can easily range up to≈ 100 kBTb. Such energy
ranges are much larger than ordinary materials. However, we use such large energy scales solely
as a means to create short time scales.
If time scales were allowed to be longer, then we could create similar dynamics with much
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reduced energy scales. The velocity at which the particle is pulled towards a minimum is deter-
mined by the force as vmax = Fmax/γ ≈ Etot/γ ` ≈ 60 µm/s, where Fmax ≈ 20 pN (0.2 kBTb/nm)
is the maximum force exerted by the optical tweezer, Etot ≈ 100 the energy at the domain bound-
aries, γ the viscous drag coefficient, and ` the distance between the basins of attraction and the
respective domain boundaries. Thus, the kinetic timescale is approximated as τ ≈ `2/DEtot ≈ 0.3
ms, whereD = kBTb/γ ≈ 0.3 µm2/s is the diffusion constant of the particle at the bath temperature
Tb. Thus, we choose a large energy scale to have a fast relaxation towards the two macrostates. If
we were to use a lower maximum slope of potential, we would have the same overall structure and
range of Mpemba effects, but their time scale would be correspondingly longer. Extended Data
Fig. 3 illustrates qualitatively how similar effects can be seen in potentials where there is a reduced
maximum slope.
Accuracy of the imposed potential
We test directly our ability to impose a potential of a desired form, making use of the “control”
data shown in Fig. 2. The initial condition here is drawn from the same (nominal) distribution
of the actual bath. Our method is (1) impose an initial condition drawn from the Boltzmann
distribution pi(x;Tb) ∼ exp[−U(x)/kBTb]; (2) wait a time long compared to the equilibration time
(Fig. 2 shows that 60 ms suffices); (3) record the position. We repeat the measurement N = 1000
times, plot a position histogram, and infer the potentialU(x)/kBTb from the Boltzmann distribution
pi(x;Tb). By using one data point from each run, we avoid issues due to correlated measurements.
Because we recalibrate positions after each run, we minimise the effects due to drift. Finally, this
ensemble method matches the one used in the cooling experiment.
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Extended Data Fig. 4 shows the reconstructed potential from the position measurements. The
RMS error of the residuals is 0.18 kBTb. Because of the limited statistics possible with the direct
Boltzmann measurement, we restrict the reconstruction to a range of energies 6 kBTb.
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Extended Data Fig. 4 | Potential energy landscape of the bath. Red markers denote the potential
reconstructed from the Boltzmann distribution of the position measurements, with no curve fitting;
the superimposed solid black line shows the imposed potentials. The error bars represent
√
Nb/N ,
where Nb is the number of counts in each bin and N the total number of counts.
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Extended Data Fig. 5 | Finite maximum slope of the potential does not affect particle dy-
namics significantly. a, The energy landscape for the Mpemba effect. Solid line depicts the initial
energy landscape with infinite potential walls at the domain boundaries. The equilibrium distribu-
tion of the particle is calculated based on this potential (Uinitial). Dashed line shows the potential
(Uquenched) in which the particle is quenched. b, Langevin simulations of the Mpemba effect using
both potentials show no significant differences between the two cases.
Infinite potential vs. finite potential
Another systematic deviation in the imposed potential from the desired shape arises because the
initial conditions for the cooling experiment were calculated assuming infinite walls at the domain
boundaries. However, physically imposing an infinite potential wall is impossible, meaning that
there is a maximum possible force exerted by the virtual potential while the particle is evolving to-
wards equilibrium with the bath. Nevertheless, we can and do take into account the infinite walls in
creating the initial conditions for particles released in the potential. In almost all cases, the inward
forces cause the particles to move towards positions in the interior of the experimental domain.
In rare cases, a fluctuation from the bath can briefly push a particle outside the domain defined
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by the infinite walls. Thus, particles moving in the physically imposed potential can have motion
that violates very slightly the potential assumed in defining the initial conditions and assumed in
calculating quantities such as the eigenfunctions of the FPE.
To test whether such violations are important, we simulate the overdamped particle motion
in the feedback trap using a discretised Langevin equation38
xn+1 = xn +
1
γ
Fn ∆t+ ξn ,
x¯n+1 = xn + χn , (3)
where xn is the true position of the particle, x¯n the observed position at time tn, and ξn and χn are
the integrated thermal and measurement noises. The force Fn = −∂x U(x¯n,∆t) is applied at a
deterministic time step of ∆t = 10 µs.
Langevin simulations based on Eq. (3) for both the idealized and physical potentials (Ex-
tended Data Fig. 5) show that these small violations have no significant effect on the quantity of
interest, the distance function D.
Imposing an instantaneous quench via initial conditions
The initial probability distributions correspond to Boltzmann distributions at Tinitial. However,
physically preparing systems that are in thermal equilibrium at high temperatures such as Tinitial =
1000Tb is not possible in our setup. Nor is it possible to create an instantaneous quench by chang-
ing the temperature of the bath. Instead, we sample initial positions from an equilibrium distri-
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bution and place the particle at those positions in the beginning of each run. To implement this,
we calculate the cumulative distribution function (CDF) from the equilibrium probability density
function (PDF)35, 42. The CDF for a random variable X is given as
FX(x) =
∫ x
xmin
dx p(x) , (4)
where the PDF p(x) is integrated over the range [xmin, x] to calculate the CDF, FX(x). Since the
CDF is in the range [0, 1], we use a uniform random number generator to generate numbers between
0 and 1. Initially a binary-search algorithm is used to find the corresponding position. If the random
number is not found by the binary search, a linear interpolation based on the neighbouring values
is used to get the accurate position (Extended Data Fig. 6). We create lookup tables (LUTs) of the
CDF functions at different temperatures and sample the initial position in a similar way for each
run. Because the initial potential includes hard walls, the probability to draw an initial condition
with x < xmin or x > xmax is zero. We thus normalize the PDF and CDF on the range (xmin, xmax).
Measuring the distance to equilibrium
Consider a colloidal particle immersed in a fluid bath of temperature Tb and subject to a one-
dimensional potential U(x). For systems in thermal equilibrium, the position x of the particle,
when sampled from an ensemble of identically prepared systems, will obey the Boltzmann distri-
bution
pi(x;Tb) =
1
Z
e−U(x)/kBTb , (5)
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Extended Data Fig. 6 | Cumulative probability distribution at the bath temperature. The cu-
mulative distribution of the Boltzmann distribution (inset) at the bath temperature is calculated. An
algorithm based on binary search and linear interpolation is used to map the CDF (F ) to position
x (dashed lines). Asymmetry coefficient α = 9.
where kB is Boltzmann’s constant and where the partition coefficient Z =
∫
dx exp[−U(x)/kBTb]
normalizes the probability distribution.
For a nonequilibrium system, it is not possible, in general, to define an equivalent notion
of temperature. In a macroscopic system such as the ones used for previous experiments on the
Mpemba effect, the system is typically in local equilibrium and may be described by a tempera-
ture field, T (x, t). When subject to the temperature quench specified by the protocol used in the
Mpemba effect, temperature gradients are large, and it is impossible to characterize the system ac-
curately by a single time-dependent temperature, such as the spatial average of T (x, t). In addition,
a fluid object can have internal fluid motions that arise because of the quench (such as convection
currents created when the top cools off more quickly than the bottom), meaning that other fields
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may be relevant, too.
In the mesoscopic single-colloidal-particle system studied here, we can measure the instan-
taneous probability distribution p(x, t), the probability density for the measured position to lie
between x and x + dx, by conducting a series of experiments on identically prepared trials. The
set of trials forms an ensemble.
Lu and Raz17 have argued that the observation of the Mpemba effect is independent of the
choice of the functional that measures the distance from thermal equilibrium if the measure satisfies
three properties:
1. D[p(x, t), pi(x, Tb)] should be a monotonically non-increasing function of time during relax-
ation towards equilibrium;
2. D[pi(x, Tinitial), pi(x, Tb)] should be a monotonically increasing function of Tinitial for all
Tinitial > Tb, so that initially hotter states are farther from the bath distribution;
3. D[p(x, t))] should be a continuous and convex function of probability p when evaluated at
any particular value of x and t.
Although we often writeD using a simplified notation that omits terms from its arguments, it is im-
portant to remember that it is a functional that depends on both a dynamic probability distribution
p(x, t) and a reference equilibrium distribution pi(x, Tb). Note that the measure is not required to be
a proper distance, allowing the asymmetric Kullback-Leibler (KL) divergence as one possibility.
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The results shown in Fig. 4 (main text) are based on L1 distance measures. We begin by
defining and discussing the L1 distance measure here. We then check that similar results are found
using the KL divergence. In the main text, we use the notation D (with no subscript) to represent
the L1 distance; here, we will use a subscript to differentiate between different distance measures.
L1 distance. To evaluate this distance from trajectory data, we partition the position measure-
ments into Nb bins:
DL1 [p(x, t);pi(x;Tb)] =
Nb∑
i=1
|pi − pii| , (6)
where pi ≡ p(xi, t) is the frequency estimate of the probability for a measured position x at a time
t after the quench to fall within the interval [xi, xi+1), where xi ≡ i∆x, with ∆x = (|xmax| +
|xmin|)/Nb. Similarly, pii ≡ pi(xi; Tb) is the histogram estimate of the Boltzmann distribution at
temperature Tb. The smallest L1 distance measured between the two distributions is limited by
the statistical noise due to the finite sample size. To make a naive calculation for two uniform
distributions, we can write
pi =
Nc
N
, (7)
where Nc = N/Nb is the average number of counts in each bin and N the number of trials. The
variance, σ2 of pi for a typical bin is approximately
σ2pi =
Nc
N2
=
1
NbN
. (8)
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The variance of |pi − pii| is expected to be comparable. Then, summing over Nb bins and taking a
square root to estimate the standard deviation leads us to expect fluctuations of
σDL1 = O
(√
Nb
N
)
. (9)
Numerically, we confirm this scaling of fluctuations. A more sophisticated approach—not needed
here—would be to calculate the mean absolute difference of two Poisson variables, which can be
expressed in terms of a Skellam distribution. The main point is that the noise level scales with the
number of trials N that constitute the ensemble as N−1/2.
Kullback-Leibler (KL) divergence. Using similar definitions of the distributions, we write
DKL [p(x, t); pi(x;Tb)] ≡
Nb∑
i=1
pi ln
(
pi
pii
)
=
Nb∑
i=1
pi ln pi − pi lnpii . (10)
The KL divergence measures the relative entropy between two probability distributions. It has
a physical motivation in that it can be related to the nonequilibrium free energy of a system as
Fnoneq = Feq +DKL [p(x, t); pi(x;Tb)] and can thereby be connected to the entropy produced during
the relaxation process17. Both equilibrium and nonequilibrium free energies here are scaled by
kBTb.
In Extended Data Fig. 7, we show both distance measures for the Mpemba effect based on the
data presented in Fig. 2 of the main text. The figure illustrates that the observation of the Mpemba
effect does not depend on the choice of distance function. The numerical details and shape of the
individual curves may change, but the crossing of curves is a robust observation.
Although the KL divergence gives qualitatively similar results, it has two inconvenient fea-
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Extended Data Fig. 7 |Mpemba effect is robust to choice of distance measure. a and b show
respectively the L1 and Kullback-Leibler distances. Data corresponds to Fig. 2 (main text) for hot
(Th = 1000), warm (Tw = 12), and cold (Tc = 1) temperatures. Both distance measures show
crossing, indicating the Mpemba effect.
tures that lead us to prefer the L1 distance. The first is that some bins will have zero counts. If these
zero-value bins were counted in Eq. (10), the measured KL divergence would be infinite. To avoid
such issues, we regularise the equilibrium distribution by adding a single pseudocount to each
bin43. We then normalize the histogram to estimate the probability density. Although the use of
pseudocounts biases the distance estimation slightly, there is no effect on the presence or absence
of distance-curve crossing, as demonstrated by the fact that the results with the KL divergence
agree qualitatively with those using the other distance measures.
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The second inconvenience of the KL divergence is that to extract the a2 coefficient requires
a Taylor expansion, which is not needed when using the L1 norm.
Eigenfunction analysis
In our experiment, the particle is continuously under the influence of drag forces and random
forces. The time evolution of the particle is generally described by the Langevin equation (as used,
in discretised form, in Methods, Eq. 3). Equivalently, these dynamics can also be described in
terms of the time evolution of the probability density p(x, t) of particle positions by the Fokker-
Planck (FP) equation as
∂p(x, t)
∂t
=
[
−1
γ
∂
∂x
F (x) +
kBTb
γ
∂2
∂x2
]
p(x, t) ≡ L p(x, t) , (11)
where L is the Fokker-Planck operator for the Brownian motion with F = −∂xU(x). For heavily
overdamped dynamics, the velocity variables that would otherwise be present in the FP equation
may be neglected. In this limit, the FP equation is sometimes referred to as the Smoluchowski
equation30. The solution p(x, t) of the FP equation in terms of its eigenfunctions is given as
p(x, t) = pi(x;Tb) +
∞∑
k=2
ak(α, Tinitial) e
−λkt v2(x;α, Tb) , (12)
where pi(x;Tb) is the equilibrium probability density function, achieved for t → ∞, v2(x;α, Tb)
and λk the kth right eigenfunction / eigenvalue pair (assumed non-degenerate), which are ordered
such that 0 = λ1 < λ2 < · · · . For λ2 < λ3, the higher-order terms are exponentially small;
thus, the eigenvalue λ2 corresponds to the slowest relaxation rate. Note that relaxation ∼ e−λ3t is
exponentially faster than relaxation ∼ e−λ2t, so that the condition a2 = 0 corresponds to an expo-
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nential speed-up of relaxation rate. At very long times, Eq. (12) implies that p(x, t) ≈ pi(x;Tb),
meaning that initial conditions corresponding to any given temperature eventually all relax to the
same equilibrium state, with temperature Tb.
Adjoint of the Fokker-Planck operator. In our system, the probability density function for a
particle to be found at position x at a time t after a quench, p(x, t), obeys the Fokker-Planck (FP)
equation ∂tp(x, t) = L p(x, t).
In Eq. (11), the force is F (x) = −∂xU(x), and the probability density function p(x, t) obeys
the boundary condition
J (xmin) = J (xmax) = 0 , (13)
where the probability current J (x) is defined to be
J (x) ≡ F
γ
(x) p(x)− kBTb
γ
∂p
∂x
. (14)
Physically, the boundary condition expresses the fact that the particle is in thermal equilibrium (no
current) everywhere, including at the boundaries.
As we will see below, in order to apply the analysis developed by Lu and Raz17, we need
to evaluate (numerically) not only the right eigenfunction v2(x;α, Tb) but also the associated left
eigenfunction u2(x;α, Tb) of the adjoint L† of the FP operator44. One subtlety is that the boundary
condition for L† differs from that of the L operator. To find L† and its boundary conditions, we
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introduce two test functions φ(x) and p(x) and evaluate the inner product
〈φ|L p〉 = −
∫ xmax
xmin
dx
[
φ(x)
∂
∂x
[
F (x)
γ
p(x)
]]
+
kBTb
γ
∫ xmax
xmin
dx φ(x)
(
∂2p
∂x2
)
(15)
Evaluating both integrals by parts, we can write
〈φ|L p〉 =
∫ xmax
xmin
dx
[
F (x)
γ
(
∂φ
∂x
)
p(x)
]
−
[
φ(x)
F (x)
γ
p(x)
]∣∣∣∣xmax
xmin
− kBTb
γ
∫ xmax
xmin
dx
(
∂φ
∂x
∂p
∂x
)
+
kBTb
γ
[
φ(x)
∂p
∂x
]xmax
xmin
. (16)
Integrating the kBTb/γ term again by parts gives
〈φ|L p〉 =
∫ xmax
xmin
dx
[
F (x)
γ
(
∂φ
∂x
)
+
kBTb
γ
∂2φ
∂x2
]
p(x)
+
[
−φ(x)F (x)
γ
p(x) + φ(x)
kBTb
γ
∂p
∂x
− kBTb
γ
(
∂φ
∂x
)
p(x)
]xmax
xmin
=
〈L†φ|p〉− [φ(x)J (x) + kBTb
γ
(
∂φ
∂x
)
p(x)
]xmax
xmin
. (17)
Thus, the adjoint operator is L† = F (x)
γ
∂x +
kBTb
γ
∂xx. Since L 6= L†, the FP operator is not
Hermitian. From Eq. (17), we see that L† obeys Neumann boundary conditions,
∂φ
∂x
∣∣∣∣
x=xmin
=
∂φ
∂x
∣∣∣∣
x=xmax
= 0 , (18)
in contrast to the boundary condition of zero probability flux, J (xmin) = J (xmax) = 0, obeyed by
L.
Calculation of the a2 coefficient. In our experiments, a particle is initially in equilibrium at a tem-
perature Tinitial and then released into a bath at temperature Tb. We will take the bath temperature as
fixed but consider various initial temperatures Tinitial. Another relevant parameter is the asymmetry
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parameter α of domain sizes. The solution to the FP equation in terms of its eigenfunctions is then
given as
p(x, t) = pi(x;Tb) +
∞∑
k=2
ak(α, Tinitial) e
−λkt vk(x;α, Tb) , (19)
where {vk(x)} are the right eigenfunctions and {λk} the corresponding eigenvalues of the FP
operator. At time t = 0, the probability density is a Boltzmann distribution at the initial temperature
Tinitial:
p(x, 0) = pi(x;Tinitial) = pi(x;Tb) +
∞∑
k=2
ak(α, Tinitial)vk(x;α, Tb) . (20)
We have shown that the FP operator is non-Hermitian, and thus, the left and right eigenfunctions
are different. We numerically solve the FP equation for our system using standard Mathematica
operations to find the eigenfunctions. Extended Data Fig. 8 shows the negative left and positive
right eigenfunctions corresponding to the smallest non-zero eigenvalue of L. To clearly show both
the eigenfunctions, we have plotted the negative left eigenfunction here.
To calculate a2(α, Tinitial), we evaluate the inner product between u2(x;α, Tb) and the initial
probability distribution p(x, 0) = pi(x;Tinitial). Then,
〈u2|pi(x;Tinitial)〉 = 〈u2|pi(x;Tb)〉+
∞∑
k=2
ak(α, Tinitial)〈u2|vk〉 , (21)
where the inner product between two functions f(x) and g(x) in the interval [xmin, xmax] is de-
fined as 〈f |g〉 ≡ ∫ xmax
xmin
dx f(x)g(x). Since the left and right eigenfunctions are biorthogonal,
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Extended Data Fig. 8 | Eigenfunctions of the Fokker-Planck operator. u2(x) and v2(x) are
the left and right eigenfunctions, respectively, and correspond to the smallest non-zero eigenvalue
of the FP operator. The negative of the left eigenfunction is plotted to aid to better visualisation.
The eigenfunctions are calculated for α = 3.
〈u2|vk〉 = 0 for k 6= 2, and we evaluate the scalar products in Eq. (21) to find 〈u2|pi(x;Tinitial)〉 =
a2(α, Tinitial)〈u2|v2〉, or
a2(α, Tinitial) =
〈u2|pi(x;Tinitial)〉
〈u2|v2〉 , (22)
where the normalization factor 〈u2|v2〉 = 0.55, given our normalization convention, which is to
take 〈ui|ui〉 = 〈vi|vi〉 = 1, for i = 1, 2, · · · . In Eq. (22), we recall that u2(x) and v2(x) depend on
the bath temperature, Tb and the asymmetry coefficient, α.
Relationship between ∆D and the a2 coefficient In the experiment, we do not measure the sec-
ond left and right eigenfunctions directly but rather a quantity ∆D proportional to |a2(α, Tinitial)|.
To connect these quantities in the long-time limit, we rearrange Eq. (19) as p(x, t) − pi(x;Tb) ≈
a2(α, Tinitial) e
−λ2t v2(x) for k = 2 and take the absolute difference between the dynamic and refer-
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ence probabilities. However, in the experiment, we calculate the frequency estimate of the proba-
bility and thus, summing over all the bins for the absolute difference between the two probabilities
gives
Nb∑
i=1
|pi − pii| =
Nb∑
i=1
|a2(α, Tinitial) e−λ2t vi|+ σD , (23)
where vi ≡ v2(i∆x) for x ∈ [i∆x, (i + 1)∆x) and σD is the noise in the D measurement due to
finite sampling (Eq. 9). The left-hand term in Eq. 23 is the L1 distance between the discretized
distributions p(x, t) and pi(x;Tb). Thus,
D[p(x, t); pi(x;Tb)] ≡ D(t) = |a2(α, Tinitial)| e−λ2t
Nb∑
i=1
|vi|+ σD ,
= |a2(α, Tinitial)| e−λ2t V + σD , (24)
where V ≡ ∑Nbi=1 |vi|. The D(t) plot typically has two regimes. The first corresponds to a fast
initial relaxation, and the second to the slow barrier hopping. Note that the fast initial relaxation
is absent in experiments starting at the cold temperature. ∆D is then calculated by fitting the slow
regime of the distance curve and interpolating to get the intercept at t = 0 (Fig. 5a). Thus, ∆D is
related to |a2(α, Tinitial)| by
∆D = |a2(α, Tinitial)|V . (25)
For the fit based on Eq. 24, each D(t) decay curve has three parameters, a2, λ2, and V . The first,
a2, depends on Tinitial and α. Its value differs for each data set. The other two parameters, λ2 and
V , are common to all the data sets, as they depend only on the properties of the bath. Thus, the fit
is local with respect to product |a2|V but global with respect to λ2. The fit based on Eq. 24 is used
43
to calculate ∆D for different Tinitial and α by extrapolating the decay curve back in time to find the
intercept at t = 0, and subtracting the noise level σD.
We note that it is also necessary to choose, by hand, the starting point for each decay curve.
We verified that the values of the fit parameters are robust to the choice of starting point, typically
varying by amounts consistent with the statistical estimates of the parameter error estimates.
After we have extracted the ∆D values from the experiment, we fit to the data a prediction
based on Eq. 25, using a2 coefficients that are numerically calculated from Eq. 22. The remaining
fit parameter V agrees with the numerically calculated value based on the eigenfunctions.
For cases where |a2(α, Tinitial)| ≈ 0, the decay is dominated by λ3, and thus, the slow part of
the distance curve is absent. In this case, we fit the region of the distance curve after the fast initial
kinetic part reaches the noise level. The result is effectively an upper bound on the size of a2.
Calculation of equilibration time We define the equilibration time teq to be the time when the
distance curve D(t) reaches the noise level σD. By equating the terms on the right hand side of
Eq. 24, we can determine the time when the slow decay of the distance curve intersects the noise
floor, thus reaching equilibrium. The condition implies
σD = |a2(α, Tinitial)| e−λ2teq V = ∆D e−λ2teq . (26)
Solving for teq gives
teq =
1
λ2
ln
[
∆D
σD
]
. (27)
44
With λ2 and ∆D small, normally distributed uncertainties, the variance of teq is
σ2teq ≈
(
∂teq
∂λ2
)2
σ2λ2 +
(
∂teq
∂∆D
)2
σ2∆D + 2
(
∂teq
∂λ2
∂f
∂∆D
)
σλ2∆D , (28)
where σλ2 is the standard deviation of λ2, σ∆D the standard deviation of ∆D, and σλ2∆D the
covariance between λ2 and ∆D. Using Eqs. 27 and 28, we can write the fractional uncertainty in
the equilibration time as
σteq
teq
=
[(
σλ2
λ2
)2
+
1
t2eqλ
2
2
(σ∆D
∆D
)2
− 2
teqλ2
(
σλ2∆D
λ2∆D
)]1/2
. (29)
The typical fractional uncertainties in these variables are (σλ2/λ2) ≈ 0.04, and (σ∆D/∆D) ≈ 0.05,
where λ2 ≈ 0.3 ms−1 and teq varies within the range 1–20 ms. From Eq. 29, the fractional
uncertainty in a typical data for the equilibration time is (σteq/teq) ≈ 0.04–0.13. Although these
are typical numbers, the calculation in Eq. 29 is repeated for each data point in Fig. 3. A separate
fit performed in each case, with separate fit parameters and parameter uncertainties.
Finally, because the uncertainty of the noise level σD is determined from a long baseline, its
fractional value (≈ 0.006) is nearly ten times smaller than other fractional uncertainties and does
not appreciably alter the uncertainty estimate. We thus neglect it in our analysis.
Equilibration time vs the a2 coefficient To relate the equilibration time to a2(α, Tinitial) for the
hot and warm cases explicitly, we rewrite Eq. 24 at times th and tw as
D[p(x, tw);pi(x; Tb)] = |a2(α, Tw)| e−λ2tw V + σD, (30a)
D[p(x, th);pi(x; Tb)] = |a2(α, Th)| e−λ2th V + σD , (30b)
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where tw and th are the equilibration times for the warm and hot systems, respectively. After
both systems have reached equilibrium, the instantaneous value of their L1 distances from the
equilibrium value fluctuate at a typical noise level of σD (Eq. 9). Equating the two identical average
values and simplifying gives
tw − th = 1
λ2
ln
|a2(α, Tw)|
|a2(α, Th)| . (31)
Although tw and th both increase as the noise level of the distance measure is reduced, their differ-
ence is independent of the noise level (Fig. Extended Data Fig. 9). Thus, no matter what the noise
level in the estimates of probability densities, we will always reach an unambiguous conclusion
concerning the presence of the Mpemba effect. For |a2(α, Tw)| > |a2(α, Th)|, the warm system
lags the hot, and the Mpemba effect is observed.
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Extended Data Fig. 9 |Different noise levels do not affect the difference in equilibration time.
The hot (red) and warm (blue) systems have the same slope at large times (set by the potential
energy). The signal decreases until it hits one of two different noise levels, n1 or n2 (indicated by
thick red lines and horizontal dashes). The difference in the equilibration time is independent of
the noise levels: ∆t1 = ∆t2 = tw − th.
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