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Abstract- Classification is an important technique to deal with
cybersecurity threats. In this paper, we detect spam emails from
publicly available dataset using Naive Bayes and Neural Network
(NN). The results from experiments show that for data sets with
more balanced for classification, the accuracy of Naive Bayes is
better than NN.
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I.

INTRODUCTION

Email is an efficient mode of online communication
because it saves an expense and it helps in the reduction of
time which it takes for effective communication to occur and
as a result this makes it a favorable means of communication
both on personal and business perspectives. Spam emails on
the other hand is the practice of sending and flooding a server
with unwanted and huge amount of data which is targeted to
specific email accounts and this emails usually includes
malwares which are in the form of scripts or various other files
that can be executed in a certain way with the sole purpose of
harming a user’s system [1, 5].
The cost implication of spam emails can be very huge to
every organization and this is the reason why it is very
important to be able to identify and classify which emails are
spam [17]. Supervised machine learning methods for
classifying spam emails were established long ago. Most of
these methods nowadays either use header-based or contentbased features.
Security threats are evolving and getting more hidden and
complicated. Detecting malicious security threats and attacks
have become a huge burden to our cyberspace. We should
apply proactive prevention and early detections of security
vulnerabilities and threats rather than patching security holes
afterwards. To analyze the huge amount of data to find out
suspicious behaviors, threat patterns, and vulnerabilities and
to predict and prevent future cybersecurity threats are a
challenge. Machine Learning (ML) is a powerful instrument
to take up such challenge.
In this paper, we apply Naïve Bayes and Neural Network
(NN) classifier to detect spam emails with imbalanced dataset.
Balanced accuracy is calculated as the average of the
proportion corrects of each class individually. We apply the
balance accuracy to analysis the performance of the three
supervised algorithms on imbalanced dataset. The initial
results show that Naïve Bayes perform better than NN.
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The rest of this article is organized as follows. Section II
briefly introduces the related literature work. Section III
introduces the dataset we used in our experiment. Section IV
discusses the classifier techniques and the research results.
Finally, Section V concludes the paper.
II.

RELATED WORK

Chan et al. [19] applied Naive Bayes classifier to combat
spam email attack, where each feature in the Naive Bayes
classifier, additional weight based on the number of ham and
spam containing the feature is added. Support vector
machines has been applied for the classification of spam
emails [20]. Case Base Spam Filtering has been proposed that
include pre-processing, feature extraction, and selection,
grouping of email data [21]. Heuristic-based Filtering
Technique uses already created rules or heuristics to assess a
huge number of patterns which are usually regular
expressions against a chosen message [22]. Other efforts
include comparison between algorithms for classification
problems [5, 10, 11, 12, 13, 14, 15, 16] along with various
measures of performance namely precision, recall, f-measure
and accuracy. In contrast, this work compared Naïve Bayes
with NN for spam email detection with balanced accuracy
measure.
III.

DATASETS

Our dataset comes from Kaggle. The goal of the dataset
is to judge if the emails are spams or hams [3]. There are 5,728
emails (4,360 hams and 1,368 spams) in this data set. We split
the dataset into training and test sets. The training set includes
4,296 examples (about 75% of the whole data set), while the
rest of data is named as test set: 1432 examples (about 25% of
the whole data set).
Subject: 4 color printing special request additional
information now ! click here click here for a printable
version of our order form ( pdf format ) phone : ( 626 ) 338
- 8090 fax : ( 626 ) 338 - ...

Figure 1. Sample for spam email
For the email dataset, we list 2 samples in Figures 1 (spam)
and 2 (ham). As the dataset uses text, we need do some data

pre-processing. First, we split the entire text into sentences
and then, the sentences into words. We then change the words
in lowercase and eliminate all the punctuation on the text.
Subject: re : london contact number hi anita , how are
you ? i arrived yesterday late morning from the london
gatwick airport . due to rush hour traffic , etc . it took a
while to get into the city...

Figure 3 Artificial Neural Network
Figure 2. Sample for ham email
Then, we use a function named nltk.stemming from python
text mining library to normalize the text. For example, we
classify word “take”, “takes”, “took”, “token” into one word
“take”. We use Porter Stemmer from python text mining
library to let pluralized words into its corresponding single
version. We divide both the datasets into training set and test
set respectively. The training set of the two datasets accounts
for 75% of each total sample, and the test set accounts for 25%
of each total sample. And then we also test 20% (Testing) /
80% (Training) and 30% (Testing) / 70% (Training).

For our experiment, we have 3 hidden layers with 20
nodes respectively. And the output layer has 2 output because
our classification problem is binary. The activation function
determines the output, based on its input. We usually use
Relu function (Eq. 1) in our Hidden layer, and the softmax
function (Eq. 2) to our output layer.

f ( x)  max(0, x)
f ( x) 

IV.

METHODOLOGY AND RESULTS

A. Naive Bayes
Naïve Bayes classification usually adopts the strategy of
content-based filtering technique [4, 18]. This method
analyses words, the occurrence, distributions of words and
phrases in the content of emails and then use generated rules
to filter all the incoming spam emails. It can be further
illustrated as an approach which is based on a statistical
machine learning process which has the properties of an
independence which is strong and equally can handle a large
number of datasets. In the concept of Naïve Bayes, the
distribution of a probability is usually assessed from the rate
of distribution of the dataset. The calculation of the
probability of a spam email using the Naive Bayes
methodology can be described as below:
P (spam word) = P(Spam). P (word spam)/P(spam). P
(word spam) +P(non-spam). P(word|non-spam).
B. Neural Network (NN)
Neural Network (NN) (Figure 3) consist of three layers:
input layer, hidden layers (often more than two) and output
layer [2, 7]. Each layer is made up of nodes. At the input layer,
we convert the original data into numbers for input, multiply
them by their corresponding weights, add them up to the
value of the node, and apply activation function after each
node is calculated. The main purpose of activation function
is to convert the input signal of a node in the neural network
into the output signal. This output signal is used as an input
to the next layer. A hidden layer is added between the input
and output layers to amplify the function of the neural
network and improve its accuracy. However, unlimited
adding hidden layer may lead to the increase of computation
time and the decrease of accuracy.
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V.

EVALUATION

We evaluate the data set with the two algorithms. For the
data set of spam email detection, true positive means that
positive examples are correctly assigned to the positive class.
In this data set, it means this email is ham. True negative
refers to the negative examples correctly predicted to the the
negative class. It means this email is spam.
False positive is related to the algorithm is wrong to
consider negative examples as positive examples. It means
the sample email is spam. However, the algorithm mistakenly
placed the spam in the category of ham. False negative is
defined as positive examples incorrectly classified to
negative class. It means that a sample email is ham, but the
algorithm incorrectly classified as spam. We used balanced
accuracy [6] to determine whether an algorithm is a good
algorithm.
Balanced accuracy = ((TP/(TP + FP)) + (TN/(TN + FN)))/2

In the above equation, TP is true positive, FP is false
positive. TN is True Negative (TN), FN is False Negative
(FN). The higher the balance accuracy is, the more the
classification is put into the right place. The balanced
accuracy analysis is shown in Table 1. Here, we find that
Naïve Bayes outperforms Neural Network.
Table 1: Balanced Accuracy-based comparison between
Naïve Bayes and Neural Network.
Dataset split

Naive Bayes

Neural
Network

(75%/25%)

0.90600293

0.88324189

(70%/30%)

0.90772206

0.82304718

(80%/20%)

0.91497069

0.84149622

VI.

CONCLUSION

In this paper, we used a spam email dataset to classify
emails by using Naive Bayes and Neural Network. The
experimental results show that the Naive Bayes algorithm
performed better than logistic regression and neural networks
in the dataset with highly imbalanced distribution.
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