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Ultrasonic inspection of materials is a technique widely in use at 
the Oak Ridge Y-12 Plant(a). As part of a continuing effort to develop 
procedures whereby the three-dimensional structure of a subsurface 
artifact may be determined, the analytic signal[1-3] has been employed 
to enhance the time resolution of an imaging system[4]. By combining B-
scan and C-scan information, images of two- and three-dimensional 
manufactured artifacts have been obtained. 
A general description of the scheme in use at Y-12 has been 
previously reported[4]. In that report, it was shown how ray tracing, 
based on the reflected sound from an artifact, could effectively be used 
to pinpoint the position of a reflector once the position of a 
transducer and the direction of its sound field were known. This method 
has been extended to permit the use of several transducers, arranged at 
different orientations and positions, to generate a composite image. 
The resulting image contains points on the surface of the artifact not 
simultaneously visible to all the transducers. 
The ray tracing algorithm must reckon with the problem of the 
refraction of sound at the interface between two media such as the water 
bath and material under test. This requires a knowledge of the equation 
of the interface and the normal vector to the interface. Ordinarily, 
relatively simple measurements used with a least-squares fit to the 
assumed shape of the interface would suffice. However, the simple 
measurements can have uncertainties associated with both the dependent 
and independent variables. In this case, the use of least-squares is 
neither mandated, warranted, nor even desirable. Presented as an 
appendix is a curve fitting methodology that treats dependent and 
independent variables on an equal footing and eliminates the ill-
conditioning that occurs in the least squares problem when the curve is 
nearly parallel to the dependent axis. 
The following section gives a description of the imaging method. 
The techniques used to determine both the transducer orientation and 
location of the interface are detailed. In addition, a peak finding 
(a) Operated for the U.S. Department of Energy by Martin Marietta Energy 
Systems, Inc., under Contract No. DE-AC05-840R21400. 
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algorithm modeled after a sequential machine is described. The 
implementation of the algorithm as a relatively simple piece of digital 
hardware is outlined. 
The Appendix contains a description of the curve fitting algorithm. 
A simple example is given and plausibility arguments are presented that 
hint at a more general formulation of the curve fitting problem. 
IMAGING 
There are five parameters which must be defined before ray tracing 
may be successfully used to image an artifact: transducer orientation, 
transducer position, interface location (if any), refraction (if any), 
and timing. Each of these items must be known with good precision if a 
reflector is to be accurately placed. 
Figure 1 shows the geometry of a measurement to determine the 
orientation of a transducer's sound field. A sphere (ball bearing) of 
known diameter is placed in a water tank and the transducer is moved so 
that the reflection from the sphere is maximized. This evidently occurs 
when the transducer has been placed at a point such that the vector from 
the center of the sphere through the point is collinear with the sound 
field. This point has been labelled A in the figure. The transducer is 
then moved vertically a known distance and the procedure of maximizing 
the reflection from the sphere is repeated. The second point found has 
been labelled B. The direction cosines of the vector BA are obtained 
from ~x, ~y. and ~z. 
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Fig. 1. Geometry for orientation measurement 
The vector obtained in this manner is, in theory, the direction of 
the sound field from the transducer. In practice, however, it was found 
that the stages that moved the transducer wobbled slightly and the 
orientation of the transducer varied slightly as the stages moved over 
their entire travel. To reduce these effects in the final results, it 
was found to be advantageous to place seven ball bearings on the ends of 
rods in the tank and to perform the measurement on all seven. The 
averaged displacements were used to deduce the direction cosines of the 
direction vector. 
The position of the transducer was determined by taking one of the 
ball bearings to be at the origin of a laboratory coordinate system and 
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moving the transducer until the reflection from the sphere was 
maximized. From the direction cosines of the direction vector, the 
known radius of the bearing, and the measured time between the initial 
pulse and the reflection from the sphere, the position of the transducer 
was determined by simple vector addition. 
Refraction of sound occurs at the boundary between two acoustically 
different media. To compute the direction of the sound field after 
refraction, it is necessary to know the direction of the sound with 
respect to the normal to the surface. Now, the direction of the sound 
field has, in principle, already been determined by measurements on the 
ball bearings. For the case of a plane interface (as is the case 
below), the normal is easily determined from the measured position of 
the material to be scanned. A transducer is placed above the plane and 
the time of arrival of reflected sound from the surface is measured. 
Measurements at several points above the plane can then be used to 
generate a least-squares (in the sense of the Appendix) estimate of the 
equation of the plane, and the normal vector is given by the gradient of 
the equation of the surface. Knowledge of the equation of the surface 
of the interface and the position of the transducer, both in some 
laboratory fixed coordinate system, is sufficient information to 
propagate a ray from the transducer to the material surface and from the 
point of entry to a reflector within the material. 
An image of the surface of a reflector can now be developed by 
moving a transducer over the reflector, and, at known positions, 
recording the amplitude of the reflected sound as a function of time. 
Juxtaposing these collected B-scans yields a three-dimensional data set 
from which a projection of the reflector can be deduced. 
Since the sound reflected from a subsurface artifact is generally a 
complicated signal in the time domain (see Figures 2 and 3 in Reference 
4), the analytic signal was used to enhance the determination of the 
time of arrival of the reflected sound pulse. The collection of 
analytic signal B-scans was spatially averaged with a three-dimensional, 
three-point binomial smoothing to reduce noise in the image, and the 
positions of peaks in the B-scans, corresponding to the position of 
reflectors, were determined with a causal, single pass, peak finding 
algorithm. 
The peak finding algorithm was modelled after a sequential machine. 
Each transition in the algorithm was conditional on the value of the 
current datum and the values of a number of previous data. The 
transition diagram is shown in Figure 2. The algorithm is initialized 
into state A and remains there as the data are examined in order until a 
positive slope is detected. The algorithm moves to B and then either to 
c, if a second consecutive positive point with positive slope is 
detected, or back to A if a negative or zero slope is detected. This 
condition eliminates one point peaks. From C, the algorithm waits until 
two consecutive points of negative slope are detected, at which time the 
midpoint index of the region between the points of positive and negative 
slope (J and K in the figure) is recorded. 
The algorithm has some known errors: Staircase structures in the 
data set would be missed since each positive slope point would be 
followed by a zero slope point and would be rejected as one point peaks. 
Similarly, one point peaks situated on top of multi-point plateaus would 
be rejected. In addition, saw-tooth structures in the data would be 
ignored (perhaps improperly) by the D,+,E E,-,D loop. It is for this 
reason that the data were smoothed prior to searching. 
503 
Legend: 
0 Zero slope 
+ : Positive slope 
Negative slope 
J,K Set J and K to 
current index 
K Set K to current 
index 
P Output (J+K)/2 
Fig. 2. Peak Search State Transition Diagram 
In software, the state transitions are implemented by assigned "GO 
TO" statements within a FORTRAN loop that steps through each B-scan and 
makes decisions based on the relative values of adjacent data. This 
algorithm is extremely fast, requiring only a few seconds to sift 
through 1024 B-scans each of 256 points. However, the algorithm could 
be implemented on-line (if the data are sufficiently smooth) by the 
electronic hardware shown in Figure 3. The implementation shown is that 
of a single clock machine with the logic that determines the state 
transitions contained in a read only memory (ROM). The data are 
simultaneously routed to a latch and to a comparator to determine the 
sign of the slope at the current point. That information is transmitted 
to the ROM. The ROM controls the enable inputs of a pair of registers 
that hold the current values of the beginning of the peak (J) and the 
end of the peak (K). The adder is used to provide the average of J and 
K. The counter (CTR) is present to provide the index information to the 
circuit. Once the circuit is started, a decision is made at each clock 
pulse concerning the existence of a peak. If a peak is located, the 
host computer is notified and the output of the adder is recorded. With 
available LSI and MSI logic circuits, clock speeds of 2 MHz are not 
unreasonable, and 256 kilobyte data sets could be searched in a half 
second. 
CLOCK 
Fig. 3. Hardware realization of peak search algorithm 
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The results of the application of the above algorithms to real data 
are shown in Figures 4-8. Figures 4-6 show images of 1.25 mm (50 mil) 
diameter holes drilled into a steel plate obtained with a single 
transducer oriented at 0° with respect to the normal. Figure 4 shows a 
flat bottom hole drilled at 10° relative to the normal; Figure 5 shows a 
hole drilled into the side of the plate at 60°; Figure 6 shows a side 
drilled hole at goo; Figure 7 shows a 2.5 mm (100 mil) diameter 
spherical bottom hole drilled at 0°. In each figure, the lower set of 
points is due to the back wall of the steel plate and the upper set is 
due to reflections from the end of the hole. The shadow of the hole is 
clearly visible in all cases, and is indicative of the inclination of 
the hole with respect to the normal. 
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Fig. 4. Flat bottom hole, 10° Fig. 5. Flat bottom hole, 60° 
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Fig. 6. Flat bottom hole, goo Fig. 7. Spherical bottom hole 
Figure 8 shows the image of the top surface of a 6 mm (250 mil) 
diameter ball bearing obtained by merging three views of the bearing 
taken with three different transducers. One of the transducers was 
oriented vertically (0°) and the other two were oriented at 15° to 
either side as shown in Figure g. The curvature of the surface is 
apparent and the ability to accurately determine the positions and 
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orientations of the transducers is demonstrated. Note that each view 
contains some pixels that overlap those from an adjacent view and s ome 
pixels that are only seen from a parti cular view . 
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Fig. 8. Image of sphere Fig. 9. Three transducer head 
APPENDIX - FITTING ALGOR ITHM 
To determine the nor mal to a surface , it is necessary to determine 
the equation of that surface . In the case of most of the measurements 
presented above, it was necessary to determine the equation of the plane 
surface of a steel block. The most gener al equation for a pl ane ( i n 
three dimensions) is 
ax+by+cz+d=O. 
In general, there are f our unknown parame t ers , some of wh ich may be 
zero. The vector norma l to the plane is obta ined by computing the 
gradient: 
n=ai+bj+ck 
where 1, j, and k are the usual unit vectors, and n is assumed to be 
normalized. 
If there is r eason t o believe that the plane lies paral l e l to the 
x-y plane, and that all t he uncerta inty in the measur ement of points on 
the surface can be ascr i bed t o z , t hen an ordinary l i near l east squares 
analysis will suffice to de t ermine t he remaini ng t hree parameters 
(a/ c,b/c,d/c - remember c was not zero). 
However, in perform i ng measurements to l ocate poi nt s on a plane 
with real transducer s and real motor dr iven stages, i t was found that 
there was uncer taint y associated not onl y with the timing (measurement 
of z), but a l so with the positions x andy . Consequentl y, linear l east 
squares is no l onger the correct fitting procedur e . A br ief revi ew of 
some of the premises under lying l east squares will s hed some light on 
the solution. 
One of the basic assumptions of least s quares is t hat t he data are 
samples of parent distributions that individual ly are normally 
distributed. Least squares is an attempt to estimate the parameters of 
the parent distribution by finding a parameter set that globally 
minimizes some mean squared deviation, thus maximizing the total 
probability of the measurement of the data. The usual procedure takes 
the deviations along the dependent axis and is proper if the parent 
distribution contains correlations only among the measurements of the 
dependent variable. If, however, there are uncertainties and 
correlations among the independent variables, then these variables 
become dependent variables and the preferred direction along which to 
measure deviations no longer lies along an axis. 
A second assumption of least squares is that the curve fitted to 
the data is the parameterization of the means of the parent 
distributions. This parameterization is still desired; the new wrinkle 
is that the point on the curve to be associated with a datum may no 
longer be the value of the curve at the datum's independent variables. 
The set of parameters that must be chosen are those that define a curve 
on which lie a set of points that maximize the probability of the 
measurement of the data set. It is obvious, and also intuitive, that 
for the case of equal variances and no correlations (circular contours 
of constant probability), the plane that fits a set of data points is 
found by minimizing the sum of squared perpendicular distances from the 
data to the plane. For this case , the solution can be demonstrated to 
correspond to the eigenvectors. of the covariance matrix formed from the 
measured data points. This algorithm was used to determine the equation 
of the surface of the steel block in Figures 4-7. 
A simple example in two dimensions is shown in Figure 10. There 
are two linear least squares solutions to the problem, neither of which 
are preferred. However, there is only one minimum perpendicular 
distance solution, which, on inspection, is seen to bisect the linear 
least·squares solutions. 
(0, 1) (0, 1) 
Y=-K/2+1.-· .. 2 
(0, 0) X (1, 0) (0,0) X 
'·. 
(1, 0) 
Standard least squares Minimum perpendicular distance 
Fig. 10. Simple example of fitting algorithm 
The argument presented above suggests that the least squares 
problem is most properly formulated as a data driven problem. In that 
formulation the usual x2 is still present, however, the points on the 
curve to be associated with the data become unknowns, and the parameters 
of the curve appear as side conditions. The whole problem becomes 
nonlinear even when th~ curve is a linear function of its parameters. 
This unpleasantness is offset by a more intuitive solution. 
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