Field Theory of Primaries in W_N Minimal Models by Jevicki, Antal & Yoon, Junggi
BROWN-HET-1639
Prepared for submission to JHEP
Field Theory of Primaries in WN Minimal Models
Antal Jevicki, Junggi Yoon
Department of Physics, Brown University,
Providence, RI 02912, USA
E-mail: antal_jevicki@brown.edu, jung-gi_yoon@brown.edu
Abstract: ForWN minimal model CFT at Large N , we formulate a nonlinear field theory
describing interaction of primaries. A classification of single-trace operators is given first
based on which a field theory operating in Fock space is built. A hamiltonian is constructed
with the property that it reproduces exactly the spectrum of conformal dimensions of the
primaries. This field theory is characterized by an extra dimension and interactions with
G = 1/N as the coupling constant. It is seen that this nonlinear representation contains
structure parallel to the one of Matrix-vector models.
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1 Introduction
Dualities involving Vasilev’s Higher Spin Gravity [1–5] and Large N conformal field theo-
ries [6, 7] have been a topic of active current investigations [8–16]. The lower dimensional
AdS3/CFT2 duality based on WN minimal models [26] is characterized by the high W∞
symmetry group [17–20] characteristic of Higher Spin Gravity in AdS3. The correspondence
is bolstered by comparison of the spectrum and of the partition function (in leading Large
N) [21–26]. It is expected that again 1/N plays the role of the Higher Spin Gravity coupling
constant G and that the correspondence persists at full nonlinear level. In vector model
field theories it is relatively simple to formulate a 1/N expansion based either on Feynman
diagrams or through an effective bi-local collective field theory [11, 13]. It was seen that this
field theoretic formulation carries all the features of bulk AdS space-time giving a compari-
son of Hilbert spaces between the two sides of the AdS4/CFT3 duality. One can expect that
that the field theoretic construction and the derived Hilbert space will play a useful role
in non-perturbative studies of the duality. When it comes to 2 dimensional WN conformal
field theories one topic which is not that well understood , is the structure and systemat-
ics of the 1/N expansion. In practice two different limits were introduced : the Large N
t’Hooft and the large c semiclassical limit, leading to similar but not identical dualities. An
exact map of Hilbert spaces and the formulation of the duality at interacting level is still a
goal. In this work we begin to do that concentrating on the space of the primary operators
of WN conformal field theories. In this we are motivated by the successful understanding
of 1/2 BPS primaries in N = 4 Super Yang Mills theory in terms of Fermion droplet the-
ory which was found both in Yang-Mills and Supergravity descriptions [27–29]. A central
role in this and the AdS4/CFT3 bi-local construction is played by the so-called single-trace
operators which are the basic building blocks of the construction. In U(N) group theory
models this role is played by characters (of representations). In a related publication we
give a pedagogical description of this construct with a simple CFT extension involving the
SN orbifold theory.
The content of our paper is as follows. In section 2, we first summarize the basic facts
aboutWN primary states and describe previous work by Chang and Yin [32, 33] on studying
their single and multi-trace structure. We then give a general characterization of all single
traces and formulate a scheme for general multi-trace generalization. This scheme involves
a Fock space based on single trace primaries and a nonlinear (collective) Hamiltonian. The
significance of a nonlinear Hamiltonian is twofold. First, it represents a field theory in one
extra dimension, related to the winding number. Second, it generates a complete set of
multi-trace primaries as eigenfunctions in its Hilbert space, through degenerate perturba-
tion theory.It is shown to reproduce the exact conformal dimensions of all the primaries.
The N -dependence of this (collective) Hamiltonian is through 1/N as a coupling constant
parameter. Consequently this description provides a framework for a systematic 1/N ex-
pansion and is also a first step in a direct construction of bulk Higher Spin theory from
CFT.
The interacting field theory constructed can be recognized to have the features of the
well studied matrix-vector model. We elaborate on this in section 6 together with the
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geometric picture (of interactions) in the theory. In the discussion we mention the role of
the Large c limit and summarize a number of outstanding issues.
2 WN Minimal Model and its Primaries
As is well known, the WN minimal model can be represented by a diagonal coset WZW
model [30]
su(N)k ⊕ su(N)1
su(N)k+1
(2.1)
whose primary states (vertex operators) are labelled by two Young tableaux of SU(N),
(Λ+; Λ−). The conformal dimension of (Λ+; Λ−) primary state is exactly given
h (Λ+; Λ−) =
1
2p(p+ 1)
{
|(p+ 1)Λ+ − pΛ− + ρ|2 − |ρ|2
}
(2.2)
where ρ is a Weyl vector and p = N + k. We can express the conformal dimension in terms
of variables of Young tableau.
h (Λ+; Λ−) =
λ
2
(B+ −B−) + 1
2
N−1∑
i=1
(
r+i − r−i
)2
+
λ
2N
(D+ −D−)− 1
2N
(B+ −B−)2
− λ
2N2
(
B2+ −B2−
)
+
λ2
N2
1 + λN
(
1
2
B−N +
1
2
D− − B
2−
2N
)
(2.3)
where
r±i = (The number of boxes in the ith row of Young tableau Λ±)
c±i = (The number of boxes in the ith column of Young tableau Λ±)
B± = (The total number of boxes in Young tableau Λ±) =
N−1∑
i=1
r±i =
∞∑
j=1
c±j
D± =
N−1∑
i=1
(
r±i
)2 − ∞∑
j=1
(
c±j
)2
and
p ≡N + k , λ ≡ N
N + k
The significance of the above formula is that it represents an exact result to all orders in 1/N .
The large N limit of Gaberdiel and Gopakumar [23] features representations Λ of SU(N)
generated by basic fundamental and anti-fundamental representations. This representation
Λ can be expressed by two finite Young tableaux, R and S. (e.g. see figure 1)
Λ± =
(
R±, S±
)
(2.4)
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Figure 1. Young tableau Λ = (R,S)
Then, the conformal dimension of (Λ+; Λ−) can be separated into two conformal dimensions
of (R+;R−) and (S+;S−) up to the number of boxes of each Young tableaux. Explicit
formulae for the conformal dimension are given in appendix A. TheWN CFT primaries can
be constructed in the Coulomb gas scheme in terms of free boson vertex operators like
O(Λ+;Λ−) ∼ eiv·X where v =
√
p+ 1
p
Λ+ −
√
p
p+ 1
Λ− (2.5)
In the present construction we will deal only with primary operators(states). This will
correspond to certain localization of the nonlinear field theory . In WN minimal models all
the remaining states are generated from the primary operators through action of the WN
operators . This will lead to “dressing” of the states and the field theory constructed, which
will be addressed in subsequent work.
It will be relevant for our construction to separate the operators into a single-trace
and multi-trace ones. This notion is analogous to operators in matrix and vector model
field theories, but it exists in any theory based on invariants under a non-abelian symmetry
group. In the WZW model it is not directly visible how this separation is to be performed.
In [32], Chang and Yin considered this problem using the different factorization prop-
erties and 1/N dependence in correlation functions and have provided examples of the
identification in low lying cases. Three point functions in the WN minimal model, can be
in principle calculated through analytic continuation from three point functions of affine
Toda theory.
The operators O(Λ+;Λ−) are normalized in two point functions as〈
O(Λ+;Λ−) (x) O(Λ+;Λ−) (0)
〉
=
1
|x|2∆ (2.6)
where ∆ is the scaling dimension.
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The structure of the general three point functions of the WN minimal model is〈
O(Λ1+;Λ1−)O(Λ2+;Λ2−)O(Λ3+;Λ3−)
〉
=
C3
(
(Λ1+; Λ
1−), (Λ2+; Λ2−), (Λ3+; Λ3−)
)
|x12|∆1+∆2−∆3 |x23|∆2+∆3−∆1 |x31|∆3+∆1−∆2
(2.7)
where C3
(
(Λ1+; Λ
1−), (Λ2+; Λ2−), (Λ3+; Λ3−)
)
is a structure constant. Based on knowledge of
these, one can find single-trace operators from three point functions in principle. For
example, suppose that we know two single-trace operators. Then, by calculating a three
point function of an unknown operator and the two known single-trace operators, we can
find a relation between the unknown operator and the two single-trace operator.
Starting for example from a trivial identification1
( ; 0 ) = ψ0 , ( ; ) = ω1 , ( 0 ; ) = ψ˜1 (2.8)
with conformal dimension h+ = 12 (1 + λ) , h1 ≈ λ
2
2N and h− =
1
2 (1− λ), respectively.
Chang and Yin consider the three point functions.
C3
(
( ; ), ( ; ), ( ; )
)
= 1− λ
2
2N2
(
pi cotpiλ− pi2λ csc2 piλ+ 2γ + 2ψ(λ) + 2λψ(1)(λ)
)
+O
(
1
N3
) (2.9a)
C3 (( ; ), ( ; ), ( ; ))
= 1 +
λ2
2N2
(
pi cotpiλ− pi2λ csc2 piλ+ 2γ + 2ψ(λ) + 2λψ(1)(λ)
)
+O
(
1
N3
) (2.9b)
where ( ; ) denotes conjugate representation of ( ; ) = ω1. Based on this one
obtains the relation:
1√
2
{
( ; ) +
(
;
)}
=
1√
2
ω21 (2.10)
The orthogonal linear combination has a vanishing three point function in the large N limit
so one identifies
1√
2
{
( ; )− ( ; )} = ω2 (2.11)
as a new single trace operator. In this way, Chang and Yin produced the following examples
[32, 33].
ω1 ∼ ( ; ) (2.12a)
ω2 ∼ ( ; )−
(
;
)
(2.12b)
ω3 ∼ ( ; )−
(
;
)
+
(
;
)
(2.12c)
ψ2 ∼
√
2 ( ; )− ( ; )− ( ; )+√2( ; ) (2.12d)
1We use different notations of operators from [32] of
ψ0 ⇐⇒ φ , ⇐⇒ A ,
(
,
) ⇐⇒ adj
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(
; 0
)
=
1√
2
ψ20 (2.13a)
( ( , ) ; 0) =ψ0ψ0 (2.13b)(
;
)
=
1
2
ω21 −
1√
2
ω2 (2.13c)
( ; ) =
1
2
ω21 +
1√
2
ω2 (2.13d)(
;
)
=
1√
2
(ψ1 + ψ0ω1) (2.13e)
( ; ) =
1√
2
(−ψ1 + ψ0ω1) (2.13f)
for the first few single traces. However, in general it is not easy to pursue the general
identifications between (Λ+; Λ−) states and single-trace operators following this technique.
We shall in what follows present another method capable of giving a complete identification
of higher states as Fock space eigenstates and a Hamiltonian with degenerate perturbation
theory.
3 The Method
In what follows we will present a proposal for the structure of normalized single and multi-
trace operators and proceed to establish its validity. Let us denote two infinite sequences of
single-trace operators visible from the study of Chang and Yin [32, 33, 54] as: ψn, ψn, ωn, ωn.
The subscripts of the fields will be referred to as the winding number. In addition, ψn, ωm
is a conjugate field of ψn, ωm, respectively.
ψ0, ψ1, ψ2, · · · , ω1, ω2, · · · (3.1a)
ψ0, ψ1, ψ2, · · · , ω1, ω2, · · · (3.1b)
In our construction, we follow an analogy with the matrix-vector model. It will be seen
that this will be more than an analogy, the correspondence will turn out to hold nontrivially
at the full dynamical level. For comparison with the structures in the matrix -vector model,
it will be convenient to use γn which are defined by multiplying ωn by
√
n.
γn ≡
√
nωn, γn ≡
√
nωn
γ1, γ2, · · · , γ1, γ2, · · ·
(3.2)
For example , with this normalization γn would be equivalent to the matrix invariant
variable tr (Un) in [34, 35, 38]. Similarly, the second set of operators is related to the
vector singlets of the matrix-vector model. To address the space of all primary operators
(states) our main proposal is to work in the Fock space based on the set of single trace
operators as field (creation-anihilation) variables. To make the problem tractable, we will
first restrict the space of primary operators considered. In the present paper we will consider
primaries without derivatives; therefore, the field theory constructed will correspond to
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certain localization of the full theory. In particular we will work in the sector of the one
scalar field ( suppressing states related to the second scalar ψ˜ ). We will show subsequently
that there is a certain symmetry between the two scalar sequences so that an equivalent
construction holds in the ‘mirror’ ψ˜ sector case. In Young tableaux (Λ+; Λ−) notation, this
will mean that we concentrate our attention on operators where the Young tableau S+, R+
has at most one more box than Young tableau S−, R− in each row, respectively. When
S+ has two more boxes than Λ− in some row, then this state is related to derivatives of
single-trace operators. For example, in [32], we have
( ; 0 ) =
1√
2∆(f,0)
(
ψ0∂∂ψ0 − ∂ψ0∂ψ0
)
(3.3)
Thus, we will ignore these cases. Though the number of derivatives can be calculated
simply, its specific structure is nontrivial, we plan to analyze this problem in future study.
We also state a further simplifying caveat. The sequence of primaries labeled as ‘light
states’ was shown to obey approximate conservation equations, involving both ψ’s and ψ˜’s,
[31, 32] such as
1
∆( ; )
∂∂ω ∼ ψ0ψ˜0 (3.4)
Once the extension of our construction to two scalar sequences ψ˜’s is given these type of
equations are to be imposed as ‘Gauss law’ conditions, a problem left for future work.
3.1 Subsector (Λ; Λ)
Consider first a subsector of states given by Λ = Λ+ = Λ−, with the conformal dimensions
given by
h (Λ; Λ) =
λ2
N2
1 + λN
(
1
2
BN +
1
2
D − 1
2N
B2
)
=
λ2
N2
1 + λN
C (Λ) (3.5)
Our first observation is to recognize that Chang and Yin’s results (2.12a), (2.12b) and
(2.12c) :
ω1 ∼P1
(
; {
√
iωi}
)
(3.6a)
ω2 ∼P2
(
; {
√
iωi}
)
− P2
(
; {
√
iωi}
)
(3.6b)
ω3 ∼P3
(
; {
√
iωi}
)
− P3
(
; {
√
iωi}
)
+ P3
(
; {
√
iωi}
)
(3.6c)
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take the form of Schur polynomials. For example,
P1 ( ; {xi}) = x1 (3.7a)
P2 ( ; {xi}) = 1
2
x21 +
1
2
x2 (3.7b)
P2
(
; {xi}
)
=
1
2
x21 −
1
2
x2 (3.7c)
P3 ( ; {xi}) = 1
6
x31 +
1
2
x1x2 +
1
3
x3 (3.7d)
P3
(
; {xi}
)
=
1
3
x31 −
1
3
x3 (3.7e)
P3
(
; {xi}
)
=
1
6
x31 −
1
2
x1x2 +
1
3
x3 (3.7f)
These appeared earlier [34]. In the matrix model collective Hamiltonian corresponding
to a hamiltonian matrix model
H = N
∞∑
n=1
na†nan︸ ︷︷ ︸
Quadratic terms
+
1
2
∑
n,m>0
n,m<0
√
nm |n+m|
{
a†ma
†
nan+m + a
†
n+maman
}
︸ ︷︷ ︸
Cubic terms
(3.8)
It was shown in [34] that the Fock space eigenstates of H are Schur polynomials Pn
(
Λ; {√ia†i}
)
with eigenvalues
En (Λ) = 2C (Λ) +
|B|2
N
(3.9)
There is also a more general construction based on characters of U(N) or CFT which
we describe in a separate publication [38]. Therefore, to describe interactions between ω’
states we postulate the identical collective Hamiltonian
λ2
N2
1 + λN
N
2
∞∑
n=1
nωn
∂
∂ωn
− 1
2N
( ∞∑
n=1
nωn
∂
∂ωn
)2
+
1
2
∞∑
n=2
n−1∑
m=1
√
nm(n−m)ωmωn−m ∂
∂ωn
+
1
2
∞∑
n=1
∞∑
m=1
√
nm(n+m)ωn+m
∂2
∂ωn∂ωm
]
(3.10)
According to [34], eigenstates of this Hamiltonian are Schur polynomials of γn =√
nωn
2. From the completeness relation of characters of Sn, we can express single-trace
operator ωn or γn in terms of (S;S) where S ∈ rep (Sn).
∑
S∈rep(Sn)
chS(g) (S;S) =
∞∏
i=1
(γi)
λ(g)i where g ∈ Sn (3.11)
2For explicit form, see (5.3)
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where rep(Sn) is a set of all irreducible representations of Sn, which correspond to all Young
tableaux of n boxes.
Especially, for g = g(0) ≡ (1, 2, · · · , n) which corresponds to a column of n boxes3,
ωn =
1√
n
γn =
1√
n
∑
S∈rep(Sn)
chS
(
g(0)
)
(S;S) (3.12)
By using basic knowledge of the permutation group, we can calculate the coefficients ex-
plicitly.
chΛ
(
g(0)
)
=
{
(−1)k+1 where Λ = (n− k)w1 + wk (k = 1, 2, · · · , n)
0 otherwise
(3.13)
The condition of Λ for non-zero character corresponds to
ri =

n− k + 1 , i = 1
1 , i = 2, · · · , k
0 , i = k + 1, · · · , n
(k = 1, 2, · · · , n) (3.14)
For example, for ω3,
ch
(
g(0)
)
= 1, ch
(
g(0)
)
= −1, ch
(
g(0)
)
= 1, others = 0 (3.15)
and, we get
ω3 =
1√
3
[
( ; )− ( ; )+ ( ; )] (3.16)
This agrees with the result of [33]. We can generate other results immediately. For instance,
ω4 =
1√
4
[
( ; )− ( ; )+ ( ; )− ( ; )] (3.17)
As in [34] this Hamiltonian with the cubic interaction preserves the winding numbers,
which is used to classify its eigenstates. This suggests that the extra (winding number)
dimension will play an important role in our full construction.
3.2 Extension
A central role which emerges in the construction is the appearance of an extra ‘winding’
mode coordinate . Such extra dimensions appear naturally in the matrix-vector model
framework [35]. In [35], ψn as a winding number:
ψi ∼ xU ix , ωj ∼ tr
(
U j
)
(3.18)
3e.g. , , , · · ·
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where x is a vector and U is a matrix. With this analogy we define the winding number
of ψi, ωj to be i, j, respectively. From data of three point functions, we will establish a
collective Hamiltonian which will be seen to preserve the total winding number of ψ’a and
ω’s. The two winding number operators are given as:
K =
∞∑
i=0
iψi
∂
∂ψi
+
∞∑
i=1
iωi
∂
∂ωi
, K =
∞∑
i=0
iψi
∂
∂ψi
+
∞∑
i=1
iωi
∂
∂ωi
(3.19a)
They will represent conserved quantities with the collective field Hamiltonian commuting
with with K and K.
Looking at the exact CFT expression for the conformal dimension of primaries , we
can get more information regarding the structure of the full Hamiltonian. The conformal
dimension4 is
h (Λ+; Λ−) =
λ
2
(B+ −B−) + 1
2
N−1∑
i=1
(
r+i − r−i
)2
+O
(
1
N
)
(3.20)
Since we are interested in states where Λ+ has at most one more box than Λ− in each row,
h (Λ+; Λ−) =
1
2
(1 + λ) (B+ −B−) +O
(
1
N
)
(3.21)
Define a subspace Ys+,s−;r+,r− such that
Ys+,s−;r+,r− ≡ {(Λ+; Λ−)| under the following three conditions} (3.22)
1. (Λ+; Λ−) = (R+, S+;R−, S−)
where r+ = |R+| , s+ = |S+| , r− = |R−| , s− = |S−|
2. S−, R− are sub-Young tableaux of S+, R+, respectively.
3. In every row, R+, S+ has at most one more box than R−, S−, respectively.
Then, all states in Ys+,s−;r+,r− with fixed r±, s± have the same conformal dimension up to
order O (1). Moreover, the conformal dimension of (Λ,Λ), which is composed of only ω’s,
is
h (Λ; Λ) = O
(
1
N
)
(3.23)
Thus, the contribution of order O (1) to the conformal dimension, which depends on s+−s−
and r+ − r−, does not come from ω’s, but from ψ’s. In [34], the quadratic term is unper-
turbed Hamiltonian and the cubic interaction term corresponds to perturbation. Hence,∏
n a
†
n |0〉 is an eigenstate of unperturbed Hamiltonian, but it is not eigenstate of full Hamil-
tonian. Likewise, we expect that ψ’s and ω’s are eigenstates of unperturbed Hamiltonian
corresponding to eigenvalues, 12 (1 + λ) (B+ −B−) up to order O (1). (2.13e) and (2.13f)
imply that the eigenvalues of unperturbed Hamiltonian of both ψ0 and ψ1 are 12 (1 + λ).
4For simplicity, we will consider R± = 0 cases. The extension to general case is straightforward and
gives the same result.
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From this observation, we can assume
Hunperturbedψi =
[
1
2
(1 + λ) +O
(
1
N
)]
ψi for all i = 0, 1, 2, · · · (3.24)
Then,
Ys+,s−;0,0 =
∑
s+−s−∏
i=1
ψai
∏
j
ωbj
 (3.25)
where we consider only the case where R± = 0 for simplicity. The extension to all cases are
straightforward. Note that the number of ψ’s of states in Ys+,s−;0,0 is equal to |S+| − |S−|.
Define operators M,M which commute with the collective field Hamiltonian.
M =
∞∑
i=0
ψi
∂
∂ψi
, M =
∞∑
i=0
ψi
∂
∂ψi
(3.26)
This corresponds to the total number of ψ’s and ψ’s, respectively.
Moreover, considering (2.13), each term of eigenstate (S+;S−) has the same total wind-
ing number, which seems to be equal to |S−|. Thus, we add one more assumption that the
total winding number is equal to |S−|.
3.3 Counting Argument
The assumptions in the previous section come from observing several examples of small
Young tableaux. The full agreement can be established as follows
Consider the subspace subspace F k,km,m such that
F k,km,m =

m∏
i=1
ψai
∏
j
ωbj
m∏
i=1
ψai
∏
j
ωbj
∣∣∣∣∣∣
m∑
i=1
ai +
∑
j
bj = k,
m∑
i=1
ai +
∑
j
bj = k
 (3.27)
where ai, ai, bi, bi are non-negative integers. Then, we will show that there is a one-to-one
correspondence between the Young tableau states and these Fock spaces.∣∣Ys+,s−;r+,r−∣∣ = ∣∣∣F k,km,m∣∣∣ (3.28)
where
m = s+ − s−, k = s−
m = r+ − r−, k = r−
For example, ∣∣{( ; ) , ( ; )}∣∣ = |{ψ1, ψ0ω1}| = 2 (3.29)
This means that the number of states in the eigenspace of unperturbed Hamiltonian
(e.g. ψ1, ψ0ω1) is equal to that in the corresponding split eigenstates of the full Hamiltonian
– 11 –
(e.g. ( ; ) ,
(
;
)
). This is a non-trivial agreement that supports our construction
.
First of all, we will prove the simplest case Yk+1,k;0,0 where S+ has one more box than
S− with |S−| = k and R± = 0, which can be translated into F k,01,0 .
The number of states in
∣∣∣F k,01,0 ∣∣∣ can be easily calculated. A state in F k,01,0 is
ψa
∏
j
ωbj ∈ F k,01,0 where
∑
j
bj = k − a (3.30)
Since a = 0, 1, · · · , k,
∣∣∣F k,01,0 ∣∣∣ = k∑
i=0
p (i) (3.31)
where p(x) is the number of partitions of x.
On the other hand, for the number of states in Yk+1,k;0,0, we need to find a map from
Yk+1,k;0,0 to a partition of the number k. A state in Yk+1,k;0,0 is
(Λ+; Λ−) = (S+;S−) , where |S+| = k + 1, |S−| = k (3.32)
The number of these states is equal to the number of ways to add one box to all possible
S−’s with k boxes. Recalling that a Young tableau can be represented by partition of an
integer, this counting problem can be modified into a problem of counting partitions. For
example, we consider how to count the way to add one box to Young tableau and see
how this corresponds to the transformation of the corresponding partition of 3.
a a
a
←→ 3 = 2 + 1
↓ ↓
a a b
a
←→ 4 = 2 + 1 + 1
(3.33)
First of all, we can add one box (box b) at the first row. This corresponds to adding “+1"
to the original partition of 3.
a a
a
←→ 3 = 2 + 1
↓ ↓
a a
a b
←→ 4 = 2 + 2
(3.34)
The next possible way is to add the box b to the second row. This corresponds to changing
“+1" in the original partition of 3 into “+2".
In general, addition of one box at the ith rows corresponds to changing “+(i − 1)" of
the partition into “+i". Thus, the number of states is equal to the number of possible ways
of these actions on all possible partitions of k.
Alternatively, we can count the number of these actions in a different way. First, we can
add “+1" to all partitions of k. Then, this number is equal to the number of all partitions
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of k, p(k). Next, among all partitions, we can find partitions which have “+1" and we can
change this “+1" into “+2". The number of this action is equal to the number of partitions
which contain “+1". Thus, it is p(k − 1). In this way, we can conclude that the number of
all states in Yk+1,k;0,0 is
|Yk+1,k;0,0| =
k∑
i=0
p (i) =
∣∣∣F k,01,0 ∣∣∣ (3.35)
So far, we have proven our claim for the case where S+ has one more box than S−. In
general, S+ can have one or more than two boxes than S−. In the appendix C, we prove this
general case. In fact, we only consider R± = 0 case. However, two sets of Young tableaux,
S± and R± are almost independent so that the extension is straightforward. Thus, we can
get ∣∣Ys+,s−;r+,r−∣∣ = ∣∣∣F k,km,m∣∣∣ (3.36)
Concluding this analysis we state the properties of the Fock space theory :
1. Conservation of the total number of ψ’s
2. Conservation of the total winding number
3. (Λ+; Λ−) is eigenstate of the full Hamiltonian while ψ’s and ω’s are eigenstates of
unperturbed Hamiltonian.
4. These properties are same for ψ’s and ω’s
5. The perturbative coupling contants are λN and  =
λ2
N2
1+ λ
N
. (see (2.3))
4 The Hamiltonian
From the structure of Fock space established in the previous analysis we are led to the
following form of the collective field Hamiltonian:
L0 =
unperturbed Hamiltonian
1
2
(1 + λ)
(
M +M
)
+Q
(
M,M,K,K
)
+ 
[
1
2
∞∑
n=2
n−1∑
m=1
√
nm(n−m)ωmωn−m ∂
∂ωn
+
1
2
∞∑
n=1
∞∑
m=1
√
nm(n+m)ωn+m
∂2
∂ωn∂ωm
]
+
λ
N
[∑
n,m
A(n,m)ψn+m
∂2
∂ψn∂ωm
+
∑
n,m
B(n,m)ψn−mωm
∂
∂ψn
]
+ 
[∑
n,m
C(n,m)ψn+m
∂2
∂ψn∂ωm
+
∑
n,m
D(n,m)ψn−mωm
∂
∂ψn
]
+
λ
N
∑
n,m,u
F (n,m, u)ψn+m−uψu
∂2
∂ψn∂ψm
+ 
∑
n,m,u
G(n,m, u)ψn+m−uψu
∂2
∂ψn∂ψm
(4.1)
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Here Q
(
M,M,K,K
)
is a function of global operators M,M,K,K and A(n,m), B(n,m),
C(n,m), D(n,m), F (n,m, u) and G(n,m, u) are still the most general form factors whose
precise form we will establish shortly
4.1 Determining Coupling Constant from Three Point Functions
Having the general form of the Hamiltonian, the next task is to determine its coefficients
(form factors). These can be determined by precise comparison between Ys+,s−;r+,r− and
F k,km,m spaces , which can be obtained from the knowledge of three point functions. We have
already seen the linear transformation between Y2,1;0,0 and F
1,0
1,0 in (2.13e) and (2.13f). The
next example is Y3,2;0,0 and F
2,0
1,0 . Conisder
(
;
)
(
;
)(
;
)
( ; )
 = A

ψ2
ψ1ω1
ψ0ω
2
1
ψ0ω2
 =

A1,1 A1,2 A1,3 A1,4
A2,1 A2,2 A2,3 A2,4
A3,1 A3,2 A3,3 A3,4
A4,1 A4,2 A4,3 A4,4


ψ2
ψ1ω1
ψ0ω
2
1
ψ0ω2
 (4.2)
where A is a constant 4× 4 matrix. Due to practical difficulty5, we can calculate a few of
the three point functions to determine elements of A. For example, we can calculate
C3
(
( ; 0 ), ( ; ), ( ; )
)
=
√
2
3
+O
(
1
N
)
(4.3)
but, some three point functions would be hard.6 For instance,
C3
(
( ; 0 ), ( ; ), ( ; )
)
(4.4)
Nevertheless, we may get the answer by assuming symmetry in three point functions.
In appendix B and [32], the leading order in structure constants of the three point functions
seem to be invariant under transpose.
C3 ((R1;R2) , (R3;R4) , (R5;R6)) ' C3
((
Rt1;R
t
2
)
,
(
Rt3;R
t
4
)
,
(
Rt5;R
t
6
))
(4.5)
up to order O (1). By using this symmetry, we can get
C3
(
( ; 0 ), ( ; ), ( ; )
)
= C3
(
( ; 0 ), ( ; ), ( ; )
)
= 0 (4.6)
Combining (4.3) and (4.6), we get
A2,3 =
1√
6
, A2,4 =
1√
3
(4.7)
5In [32], the formula for three point function has infinite products in the large N limit.
6This calculation is not impossible. In fact, we derived finite products from the formula of [32]. And,
this derivation is valid for special cases. For example, we can apply this reduced formula to (4.3), but
cannot to (4.4)
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In the same way for
(
;
)
,
(
;
)
and ( ; ),
A1,3 = A4,3 =
1
2
√
3
, A3,3 = A3,4 = −A1,4 = 1√
6
, A3,4 = − 1√
3
(4.8)
Moreover, considering C3
(
( ; ; ), ( ; ), ( ; )
)
, C3
(
( ; ; ), ( ; ), ( ; )
)
and their transpose three point functions, we can further determine
A2,2 = − 1√
6
, A3,2 =
1√
6
(4.9)
Other coefficients can be fixed by normalization condition and transpose symmetry
up to sign. A difference choice of sign (especially, sign of A2,1 and A3,1) will only change
signs of coefficient of collective field Hamiltonian. We fixed the sign such that the sign of
coefficients in collective field Hamiltonian is equal to the that of result in [35]. This will be
shown in section 6.
The final result is
(
;
)
(
;
)(
;
)
( ; )
 =

1√
3
− 1√
3
1
2
√
3
− 1√
6
− 1√
6
− 1√
6
1√
6
1√
3
− 1√
6
1√
6
1√
6
− 1√
3
1√
3
1√
3
1
2
√
3
1√
6


ψ2
ψ1ω1
ψ0ω
2
1
ψ0ω2
 (4.10)
Now, we act collective field Hamiltonian L0 on {ψ2, ψ1ω1, 1√2ψ0ω21, ψ0, ω2}. Because
(Λ+; Λ−) is an eigenstate of collective field Hamiltonian and its eigenvalue is the correspond-
ing conformal dimension, the Hamiltonian can be represented in the basis of {ψ2, ψ1ω1, 1√2ψ0ω21, ψ0, ω2}.
L0 =

E3,2 +
λ
N 0
√
2 λN
+ λN E3,2
√
2 λN 0
0
√
2 λN E3,2 √
2 λN 0  E3,2
 (4.11)
where E3,2 = 12 (1 + λ) − 12N − 5λ2N2 + 
(
N − 2N
)
and  =
λ2
N2
1+ λ
N
. From this result, we can
determine a few coefficients A,B,C,D in the collective Hamiltonian.
A(0, 1) = 1 , A(0, 2) =
√
2, A(1, 1) = 1
B(1, 1) = 1, B(2, 1) = 1, B(2, 2) =
√
2
C(0, 1) = 0, C(0, 2) = 0, C(1, 1) = 1
D(1, 1) = 0, D(2, 1) = 1, D(2, 2) = 0
4.2 Determining the Coupling Constants by Diagonalizing the Hamiltonian
For coefficients A,B,C,D of larger n,m, we have to analyze Ys+1,s;0,0 (s = 3) in the same
manner so that we can ignore interactions between ψ’s. However, calculation of three point
functions is not easy in these cases. Instead, we may diagonalize collective Hamiltonian
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directly. However, the collective Hamiltonian could be diagonalized in the subspace F k,km,m
with any coefficients A,B,C,D. Nevertheless, if corresponding eigenvalues are equal to the
conformal dimension and if corresponding degeneracies -if any- are equal to WN minimal
model, then such correspondence will not be a mere accident.
We will diagonalize the collective field Hamiltonian in the subspace Y4,3;0,0 = F
3,0
1,0 . We
can represent collective field Hamiltonian in the basis of F 3,01,0 with undetermined variables,
A,B,C and D. Then, when we diagonalize this matrix, we want the corresponding eigen-
values to be the conformal dimensions of states in Y4,3;0,0. Especially, since we know all
conformal dimensions of Y4,3;0,0, we can calculate a characteristic polynomial either from
the matrix directly or from the eigenvalues which are expected to be the conformal dimen-
sions. By comparing coefficients of the characteristic polynomial from both of them, we
can fix A,B,C,D. The result is
A(0, 3) =
√
3, A(1, 2) =
√
2, A(2, 1) = 1
B(3, 1) = 1, B(3, 2) =
√
2, B(3, 3) =
√
3
C(0, 3) = 0, C(1, 2) =
√
2, C(2, 1) = 2
D(3, 1) = 2, D(3, 2) =
√
2, D(3, 3) = 0
From above all data, we may guess
A(n,m) = B(n,m) =
√
m, C(n,m) = n
√
m, D(n,m) = (n−m)√m (4.12)
Using this guess, we can calculate representation of the collective Hamiltonian in the basis
of F 4,01,0 . The eigenvalues of this matrix are exactly the same as the conformal dimensions
of states in Y5,4;0,0. The detailed result is in section 5.
We still need to determine coefficients F,G. In order to fix them, we have to con-
sider Yk+m,k;0,0 = F
k,0
m,0 for m = 2. In the same way, we obtained several F (n,m, u) and
G(n,m, u) from the following subspaces.
Y3,1;0,0 = F
1,0
2,0 , Y4,1;0,0 = F
1,0
3,0 , Y5,1;0,0 = F
1,0
4,0 , Y4,2;0,0 = F
2,0
2,0
Y5,2;0,0 = F
2,0
3,0 , Y5,3;0,0 = F
3,0
2,0 , Y6,4;0,0 = F
4,0
2,0
Some results are listed in section 5. From these data, we can fix several coefficients and
then conjecture the full collective field Hamiltonian. We will describe it in the next section.
Also, we can give the geometrical meaning of these coefficients A,B,C,D, F,G in section 6,
which can also support our conjecture for the collective field Hamiltonian.
4.3 Hamiltonian
L0 = H0 +H1 +H1 +H2 +H2 +H3 +H3 +H4 +H4 +H5 +H5 +H6 +H6 (4.13)
H0 =
λ
2
(
M +M
)− 1
2N
(
M −M)2 − λ
2N2
(
M −M + 2K − 2K) (M −M)
+
λ2
N2
1 + λN
[
N
2
(
K +K
)− 1
2N
(
K −K)2] (4.14)
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H1 =
1
2
M, H1 =
1
2
M (4.15)
H1, and H1 come from 12
∑N−1
i=1
(
s+i − s−i
)2 and 12 ∑N−1i=1 (r+i − r−i )2, respectively. In fact,
H1 is not equal to 12
∑N−1
i=1
(
s+i − s−i
)2 in general. However, for (S+;S−) and (R+;R−)
where S+ and R+ have at most one more box than S− and R− at each row, respectively,
1
2
N−1∑
i=1
(
s+i − s−i
)2
=
1
2
M = H1 ,
1
2
N−1∑
i=1
(
r+i − r−i
)2
=
1
2
M = H1 (4.16)
H0 and H1 correspond to non-perturbed Hamiltonian, which are composed of global vari-
ables, M,M,K,K.
H2 =
λ2
N2
1 + λN
[
1
2
∞∑
n=2
n−1∑
m=1
√
nm(n−m)ωmωn−m ∂
∂ωn
+
1
2
∞∑
n=1
∞∑
m=1
√
nm(n+m)ωn+m
∂2
∂ωn∂ωm
]
(4.17)
H3 =
λ
N
[ ∞∑
n=0
∞∑
m=1
√
mψn+m
∂2
∂ψn∂ωm
+
∞∑
n=1
n∑
m=1
√
mψn−mωm
∂
∂ψn
]
(4.18)
H4 =
λ2
N2
1 + λN
[ ∞∑
n=0
∞∑
m=1
n
√
mψn+m
∂2
∂ψn∂ωm
+
∞∑
n=1
n∑
m=1
(n−m)√mψn−mωm ∂
∂ψn
]
(4.19)
H5 = − λ
2N
∞∑
n=0
∞∑
m=0
n+m∑
u=0
ψn+m−uψu
∂2
∂ψn∂ψm
(4.20)
H6 = −
λ2
N2
2
(
1 + λN
) ∞∑
n=0
∞∑
m=0
n+m∑
u=0
F (n,m, u)ψn+m−uψu
∂2
∂ψn∂ψm
(4.21)
where
F (n,m, u) =

u 0 5 u 5 min (n,m)
min (n,m) min (n,m) 5 u 5 max (n,m)
n+m− u max (n,m) 5 u 5 n+m
(4.22)
Hn can be obtained from Hn by substituting ψn and ωm with ψn and ωm, respectively.
(n = 2, 3, 4, 5, 6)
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5 Eigenstates and Multi-trace Primaries
According to our methodology, the eigenstates generated by the Hamiltonian will provide
exact conformal dimensions and generate all the multi-trace primaries.
In this section, we will analyze these in detail. For a special case, (Λ; Λ) (e.g. Λ =
Λ+ = Λ−) is expressed in terms of only ω’s. For Λ =
(
R,S
)
, a eigenstate (Λ; Λ) is just a
Schur polynomial.
(Λ; Λ) = Pn (S; {γi})Pm (R; {γi}) (5.1)
where
n = |S| , m = |R| , γj =
√
jωj (5.2)
Especially, consider R± = 0 case.
(S;S) = Pn (S; {γi}) ≡ 1
n!
∑
g∈Sn
[
chS(g)
∞∏
i=1
(γi)
λ(g)i
]
(5.3)
where |S| = n and chΛ(g) is a character of g ∈ Sn in the representation of Λ. A conjugate
class of g ∈ Sn can be expressed as Young tableau. This Young tableau is parametrized by
ri, the number of boxes in the ith row. Then, define
λ (g)i ≡ ri − ri+1 (5.4)
For example, eigenstates in Y1,1;0;0 is
( ; ) =γ1
and a corresponding conformal dimension is
h ( ; ) = 
(
1
2
N − 1
2N
)
where  =
λ2
N2
1+ λ
N
. For Y2,2;0,0, we have
(
;
)
=
1
2
(
γ21 − γ2
)
( ; ) =
1
2
(
γ21 + γ2
)
h
(
;
)
=
(
N − 1− 2
N
)
h ( ; ) =
(
N + 1− 2
N
)
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For Y3,3;0,0, (
;
)
=
1
6
(
γ31 − 3γ1γ2 + 2γ3
)
(
;
)
=
1
3
(
γ31 − γ3
)
( ; ) =
1
6
(
γ31 + 3γ1γ2 + 2γ3
)
h
(
;
)
=
(
3
2
N − 3− 9
2N
)
h
(
;
)
=
(
3
2
N − 9
2N
)
h ( ; ) =
(
3
2
N + 3− 9
2N
)
Now, consider general eigenstates. In appendix C, we claimed that
F k,km,m = Ys+,s−;r+,r− (5.5)
where s± ≡ |S±| and r± ≡ |R±| with identity
m ≡ s+ − s− k = s− (5.6a)
m ≡ r+ − r− k = r− (5.6b)
Especially, they can be interpreted as
m = s+ − s− = (The number of ψ) (5.7a)
k = s− = (The total winding number of ψ, ω) (5.7b)
and, this is similar for m and k. Thus, (Λ+; Λ−) can be expressed in terms of ψ,ψ, ω and
ω. And, they have the following form
(Λ+; Λ−) =

∑
{ai,bj}∑M
i=1 ai+
∑
j bj=K
c ({ai, bj})
M∏
i=1
ψai
∏
j
ωbj


∑
{ai,bj}∑M
i=1 ai+
∑
j bj=K
d
({ai, bj}) M∏
i
ψai
∏
j
ωbj

(5.8)
where c ({ai, bj}) and d
({ai, bj}) are coefficients. Note that every term has the same wind-
ing number. For example,
M∏
i=1
ψai
∏
j
ωbj =⇒
M∑
i=1
ai +
∑
j
bj = K (5.9)
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Especially, there are some terms in which ψ’s do not carry winding number at all. (e.g.
ai = 0 for i = 1, 2, · · · ,M .) These terms have the following form.
ψM0
∏
j
ωbj , where
∑
j
bj = K (5.10)
The coefficients of these terms are related to Schur polynomials.7 Considering these terms,
we have8 ∑
{bj}∑
j bj=K
c ({ai = 0, bj})ψM0
∏
j
ωbj ∼ Pn=|S−| (S−; {γi}) (5.11a)
∑
{bj}∑
j bj=K
c
({
ai = 0, bj
})
ψ
M
0
∏
j
ωbj ∼ Pm=|R−| (R−; {γi}) (5.11b)
where Pn is a Schur polynomial which is defined as
Pn(Λ; {xi}) ≡ 1
n!
∑
g∈Sn
[
chΛ(g)
∞∏
i=1
(xi)
λ(g)i
]
(5.12)
For instance, eigenstates in Y2,1;0,0 are
( ; ) =
1√
2
(−ψ1 + ψ0ω1)
( ; ) =
1√
2
(ψ1 + ψ0ω1)
and, corresponding conformal dimensions are
h( ; ) = E2,1 − λ
N
h( ; ) = E2,1 +
λ
N
where E2,1 = 12 (1 + λ)− 12N − 3λ2N2 + 
(
1
2N − 12N
)
.
In addition, eigenstates in Y3,2;0,0 are
( ; ) =
1√
3
ψ2 − 1√
3
ψ1ω1 +
1
2
√
3
ψ0ω
2
1 −
1√
6
ψ0ω2 (5.13a)
( ; ) = − 1√
6
ψ2 − 1√
6
ψ1ω1 +
1√
6
ψ0ω
2
1 +
1√
3
ψ0ω2 (5.13b)
( ; ) = − 1√
6
ψ2 +
1√
6
ψ1ω1 +
1√
6
ψ0ω
2
1 −
1√
3
ψ0ω2 (5.13c)
( ; ) =
1√
3
ψ2 +
1√
3
ψ1ω1 +
1
2
√
3
ψ0ω
2
1 +
1√
6
ψ0ω2 (5.13d)
7In fact, for eigenstates, there is alway ambiguity in choosing overall phase. We determine this overall
phase in such a way that the ratio of both side of (5.11) is positive real number.
8Note that ωn ≡ 1√nγn
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and corresponding conformal dimensions are
h( ; ) = E3,2 − 2 λ
N
− 
h( ; ) = E3,2 − λ
N
+ 
h( ; ) = E3,2 +
λ
N
− 
h( ; ) = E3,2 + 2
λ
N
+ 
where E3,2 = 12 (1 + λ)− 12N − 5λ2N2 + 
(
N − 2N
)
. And, the last two terms in each (5.13) are
ψ20 times a Schur polynomial of ω’s of degree 2.
For Y4,3;0,0,
( ; ) = −1
2
ψ3 +
1
2
ψ2ω1 − 1
4
ψ1ω
2
1 +
1
2
√
2
ψ1ω2 +
1
12
ψ0ω
3
1 −
1
2
√
2
ψ0ω1ω2 +
1
2
√
3
ψ0ω3
( ; ) =
1√
6
ψ3 +
1
2
√
6
ψ2ω1 − 1√
6
ψ1ω
2
1 −
1
2
√
3
ψ1ω2 +
1
2
√
6
ψ0ω
3
1 −
1
2
√
2
ψ0ω3
( ; ) = − 1
2
√
3
ψ3 − 1
2
√
3
ψ2ω1 − 1
4
√
3
ψ1ω
2
1 −
1
2
√
6
ψ1ω2 +
1
4
√
3
ψ0ω
3
1 +
3
2
√
6
ψ0ω1ω2 +
1
2
ψ0ω3
( ; ) = −1
2
ψ2ω1 +
1√
2
ψ1ω2 +
1
6
ψ0ω
3
1 −
1
2
√
3
ψ0ω3
( ; ) =
1
2
√
3
ψ3 − 1
2
√
3
ψ2ω1 +
1
4
√
3
ψ1ω
2
1 −
1
2
√
6
ψ1ω2 +
1
4
√
3
ψ0ω
3
1 −
3
2
√
6
ψ0ω1ω2 +
1
2
ψ0ω3
( ; ) = − 1√
6
ψ3 +
1
2
√
6
ψ2ω1 +
1√
6
ψ1ω
2
1 −
1
2
√
3
ψ1ω2 +
1
2
√
6
ψ0ω
3
1 −
1
2
√
2
ψ0ω3
( ; ) =
1
2
ψ3 +
1
2
ψ2ω1 +
1
4
ψ1ω
2
1 +
1
2
√
2
ψ1ω2 +
1
12
ψ0ω
3
1 +
1
2
√
2
ψ0ω1ω2 +
1
2
√
3
ψ0ω3
h( ; ) = E4,3 − 3 λ
N
− 3
h( ; ) = E4,3 − 2 λ
N
h( ; ) = E4,3 − λ
N
+ 3
h( ; ) = E4,3 + 
h( ; ) = E4,3 +
λ
N
− 3
h( ; ) = E4,3 + 2
λ
N
h( ; ) = E4,3 + 3
λ
N
+ 3
where E4,3 = 12 (1 + λ)− 12N − 7λ2N2 + 
(
3N
2 − 92N
)
.
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For Y4,2;0,0,
( ; ) =
1√
3
ψ2ψ0 +
1
2
√
3
ψ21 −
1√
3
ψ1ψ0ω1 +
1
4
√
3
ψ20ω
2
1 −
1
2
√
6
ψ20ω2
( ; ) = −1
2
ψ2ψ0 − 1
2
ψ1ψ0ω1 +
1
4
ψ20ω
2
1 +
1
2
√
2
ψ20ω2
( ; ) = −1
2
ψ21 +
1
4
ψ20ω
2
1 −
1
2
√
2
ψ20ω2
( ; ) = − 1√
6
ψ2ψ0 +
1√
6
ψ21 +
1√
6
ψ1ψ0ω1 +
1
2
√
6
ψ20ω
2
1 −
1
2
√
3
ψ20ω2
( ; ) =
1
2
ψ2ψ0 +
1
2
ψ1ψ0ω1 +
1
4
ψ20ω
2
1 +
1
2
√
2
ψ20ω2
h( ; ) = E4,2 − 5 λ
N
− 
h( ; ) = E4,2 − 3 λ
N
+ 
h( ; ) = E4,2 − λ
N
− 
h( ; ) = E4,2 +
λ
N
− 
h( ; ) = E4,2 +
λ
N
+ 
where E4,2 = 32 (1 + λ)− 92N − 21λ2N2 + 
(
N − 2N
)
.
For Y3,2;0,0,
( ; ) =
3
2
√
15
ψ2ψ
2
0 +
3
2
√
15
ψ21ψ0 −
3
2
√
15
ψ1ψ
2
0ω1 +
1
4
√
15
ψ30ω
2
1 −
1
2
√
30
ψ30ω2
( ; ) = − 3
2
√
15
ψ2ψ
2
0 −
3
2
√
15
ψ1ψ
2
0ω1 +
1
2
√
15
ψ30ω
2
1 +
1√
30
ψ30ω2
( ; ) =
1
2
√
15
ψ2ψ
2
0 −
2√
15
ψ21ψ0 −
1
2
√
15
ψ1ψ
2
0ω1 +
1
2
√
15
ψ30ω
2
1 −
1√
30
ψ30ω2
( ; ) = − 1
2
√
3
ψ2ψ
2
0 +
1
2
√
3
ψ21ψ0 +
1
2
√
3
ψ1ψ
2
0ω1 +
1
4
√
3
ψ30ω
2
1 −
1
2
√
6
ψ30ω2
( ; ) =
1√
10
ψ2ψ
2
0 +
1√
10
ψ1ψ
2
0ω1 +
1
2
√
10
ψ30ω
2
1 +
1
2
√
5
ψ30ω2
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h( ; ) = E5,2 − 9 λ
N
− 
h( ; ) = E5,2 − 6 λ
N
+ 
h( ; ) = E5,2 − 4 λ
N
− 
h( ; ) = E5,2 − λ
N
− 
h( ; ) = E5,2 − λ
N
+ 
where E5,2 = 32 (1 + λ)− 92N − 21λ2N2 + 
(
N − 2N
)
.
6 Matrix-vector Model and Geometric Picture
This Hamiltonian has several central features. First of all, it operates in a Fock space with
one extra dimension represented by the winding number coordinate n. It was shown in
the previous section that it reproduces the nonlinear primaries as exact eigenstates with
exact eigenvalues. Furthermore, there is an exact, relatively surprising correspondence
with matrix-vector models. This will imply that the theory exhibits locality in terms of the
coordinate ζ conjugate to winding number as in the case of matrix models [39].
Let us begin by discussing in more detail the correspondence with the matrix-vector
model interactions and their geometric interpretation. In the full Hamiltonian, there are
two types of interaction coupling constants,  =
λ2
N2
1+ λ
N
and g = λN . H2, H4 and H6 are
proportional to  while H3 and H5 have g as coupling constant. e.g. H = Hglobal +H+Hg
where Hglobal = 2H0, H = 2H2 + 2H4 + 2H6 and Hg = 2H3 + 2H5. In addition, H2, H4
and H6 have different properties from H3 and H5.
H3 and H5 are interactions of ψm (m = 0, 1, 2, · · · ) and ωn (n = 1, 2, · · · ). On the
other hands, H2, H4 and H6 are independent of ψ0. For example, coefficients related to ψ0
are zero in H2, H4 and H6. In fact, H3 and H5 are related to extra terms when we shift
indices of ψn in H4 and H6 by −1. In detail, Under shift ψn −→ ψn−1,
A ≡
∞∑
n,m=1
nmψn+m
∂2
∂γn∂ψm
+
∞∑
n=1
n∑
m=1
(n−m) γmψn−m ∂
∂ψn
−→ A+
∞∑
m=0
∞∑
n=1
nψn+m
∂2
∂γn∂ψm
+
∞∑
n=1
n∑
m=1
γmψn−m
∂
∂ψn
(6.1)
B ≡ 1
2
∞∑
n,m=0
n+m∑
u=0
F (n,m, u)ψn+m−uψu
∂2
∂ψn∂ψm
−→ B +
∞∑
n,m=0
n+m∑
u=0
ψn+m−uψu
∂2
∂ψn∂ψm
(6.2)
Later, we can see that H2, H4 and H6 have good geometrical interpretation such as joining
and splitting of loops, whereas H3 and H5 correspond to special boundary terms.
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The theory is expandable in the different limits. In the t’Hooft limit, one has
c = (N − 1)
[
1− N (N + 1)
(N + k) (N + k + 1)
]
(6.3)
and λ = NN+k is fixed while N is taken to be large. Consequently,
g =
λ
N

λ2
N2
1 + λN
=  (6.4)
Hence, H3 and H5 are larger than H2, H4 and H6 in the t’Hooft limit. On the other hands,
[40] and [41] proposed the semiclassical limit in which central charge c is taken to be large
with finite N . The coupling constants become
λ
N
= −1 +O
(
1
c
)
,
λ2
N2
1 + λN
= − c
N (N2 − 1) +O (1) (6.5)
Thus,
−
λ2
N2
1 + λN
∼ c
N (N2 − 1) 
λ
N
∼ O (1) (6.6)
Therefore, H2, H4 and H6 are dominant terms in the semiclassical limit up to global vari-
ables.
It is not coincident that H2, H4 and H6 have such good properties. They are equal
to the Hamiltonian of the matrix-vector model in [35]. [35] considered SU (N) matrix and
complex vector fields with a Hamiltonian,
HMV =
1
2
mM
N∑
i,j=1
∂2
∂Uij∂Uji
+
1
2
nf∑
a=1
n∑
i=1
ma
∂
∂xia
∂
∂xia
+ potential (6.7)
where a = 1, 2, · · · , nf is flavor and i, j = 1, 2, · · · , N is color. Under transformation
U, xa −→ V UV −1, V xa for V ∈ U (N) (6.8)
one can define invariant collective variables
γn ≡ tr (Un) , ψabn ≡ xa · U · xb (6.9)
Then, the Hamiltonian can be expressed in terms of these invariant collective variables.
HMV =mN
( ∞∑
n=1
Nnγn
∂
∂γn
+
∞∑
n=0
Nnψabn
∂
∂ψabn
)
+mN
1
2
∞∑
n,m=1
nmγn+m
∂2
∂γnγm
+
1
2
∞∑
n=2
n−1∑
m=1
γn−mγm
∂
∂γn

+mN
 ∞∑
n,m=1
M∑
a,b=1
nmψabn+m
∂2
∂γn∂ψabm
+
∞∑
n=1
n∑
m=1
(n−m) γmψabn−m
∂
∂ψabn

+
mN
2
∞∑
n,m=0
n+m∑
u=0
M∑
a,b,c,d=1
F (n,m, u)ψadn+m−uψ
cb
u
∂2
∂ψabn ∂ψ
cd
m
+ · · ·
(6.10)
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where dots mean contributions from Hamiltonian of vector fields and potentials. Take
mM = −
λ2
N2
1+ λ
N
(massive matrix field9), ma = 0 (massless vector field) and nf = 1 (one
flavor). Moreover, by inserting ψn = −
√
mωn, we have
HMV = H2 +H4 +H6 −
λ2
N2
1 + λN
NK (6.11)
On the other hands, if we take the semiclassical limit, the dominant terms (of order
O (c)) in our full Hamiltonian is
L0 '
λ2
N2
1 + λN
(
N
2
K − 1
2N
K2
)
+H2 +H4 +H6 (6.12)
where we ignore conjugate fields for simplicity. Thus, we can conclude
L0 ∼ HMV +O (1) up to global variables (6.13)
Now, we will give geometrical interpretation of Hi. (i = 1, 2, · · · , 6). For this purpose,
it is convenient to express H’s in terms of γn =
√
nωn. Based on the connection with
matrix-vector model, recall the (3.18) or (6.9). We can interpreter γn as a closed loop with
n winding number and ψm as an open loop with m winding number. In addition, the open
loop corresponding to ψm has distinguishable two ends because the vector field is complex.
First of all, H2 is an interaction between closed loops. The first term of H2 corresponds
to splitting of one closed loop into two closed loops.
∞∑
n=2
n−1∑
m=1
1
2
nγmγn−m
∂
∂γn
(6.14)
The coefficient of the interaction is the number of ways of splitting. On the other hands,
the second term of H2 is related to joining of two closed loops into one closed loop.
∞∑
n=1
∞∑
m=1
1
2
nmγn+m
∂2
∂γn∂γm
(6.15)
Next, H3 and H4 are different interactions between a closed loop and an open loop.
The first terms of H3 and H4 are a joining of a closed loop and an open loop into a new
open loop. And, the second terms of H3 and H4 are splitting a open loop into a new open
loop and a closed loop. The only difference is the coefficients of interactions, which implies
that the method of joining and splitting is different. When we split an open loop, H3 can
cut the open loop at one fixed end of the loop while H4 can cut it at the any point except
for one fixed end.
For instance, consider joining ψ4 and γ3. See figure 2. In the case of H3, we can cut ψ4
only at the point 4 while γ3 can be cut at point 1, 2 and 3. Thus, there are three ways to
9Note that −
λ2
N2
1+ λ
N
is positive infinite in the semiclassical limit.
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Figure 2. The left and right figure are an open loop with winding number 4 and a closed loop with
winding number 3, respectively. For H3, we can cut the open loop only at point 4. In addition, the
closed loop can be cut at points 1, 2 and 3. On the other hands, for H4, the open loop can be cut
at point 1, 2, 3 and 4. Moreover, we can cut the closed loop at point 1, 2 and 3.
Figure 3. Two figure are open loops with winding number 4 and 2, respectively. They have two
distinct ends, A and B. For H6, we can cut these open loops at the white points. e.g. points 1, 2,
3 and 4 for the left open loop.
cut. After cutting loops, we can attach each piece to make ψ7. Hence, the number of way
to make ψ7 is 3, which agrees with the coefficient of the joining interaction.
On the other hands, for the joining interaction in H4, ψ4 can be cut at points 1, 2, 3
and 4. Moreover, γ3 can be cut at points 1, 2 and 3. Therefore, the total number of ways
to get ψ7 is 12. And, this is the coefficient of the interaction from ψ4 and γ3 into ψ7.
Finally, H5 and H6 are different interactions between open loops. H5 corresponds to
joining two open loops into other two open loops. However, H5 has less natural interpre-
tation than H6. The coefficient is related to the number of ways of this interaction. That
is, the coefficient corresponds to the number of ways to make two open loops with winding
number n+m−u and u from the open loops with n,m by ignoring how to cut and attach.
However, H6 has more natural geometrical interpretation like H2 or H4. We may suppose
that an open loop has distinct two ends denoted by A,B because of complex vector field.
You can cut ψn, ψm at one point except for the one end A, respectively. Then, we have two
loops with end A and two loops with end B. By attaching two different types of loop, we
can get two open loops.
For example, consider an example of the interaction from ψ4 and ψ2 into ψ1 and ψ5.
See figure 3. ψ4 and ψ2 have two distinguishable ends. Moreover, we can cut open loops
once at the white points. e.g. points 1, 2, 3 and 4 for ψ4. After cutting two loops, we can
attach each piece to make ψ1 and ψ5. But, a piece with the end A can only be connected
to a piece with the end B and vice versa. The total number of possible ways is 2. This is
exactly same as 2F (4, 2, 1) = 2F (4, 2, 5).
As in the matrix-vector models, the theory which we constructed exhibits locality in
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terms of the coordinate conjugate to the winding number. One introduces
γ (ζ) =
∑
n
ζ−n−1γn , Ξ (z) =
∑
n
ζn
∂
∂γn
Ψ (ζ) =
∑
n
ζ−n−1ψn , Π (ζ) =
∑
n
ζn
∂
∂ψn
(6.16)
and, we have
α± (ζ) = γ (ζ)± ∂ζΞ (ζ) (6.17)
which satisfy the Poisson bracket{
α± (ζ) , α±
(
ζ ′
)}
= ±2∂ζδ
(
ζ − ζ ′) (6.18)
The Hamiltonian of matrix-vector model can be expressed in terms of these collective fields.
For instance, the cubic interaction is
Hcubic =
∫
dζ ζ2
(
1
6
(α (ζ))3 + α (ζ)T (ζ)
)
(6.19)
where T (z) is the energy momentum tensor of the matter fields ψ. Altogether our fields are
therefore described by the AdS3 space-time and the extra S1 corresponding to the winding
coordinate n.
7 Extended Hamiltonian
The basic construction that we have given is characterized by several main features. The
field theory is constructed to reproduce the nonlinear structure contained in multi-trace
primaries with G = 1/N serving as a coupling constant. It is built on a Fock space associ-
ated with single-trace primaries and contains an extra dimension ( the ‘winding’ number
) labeling them. The interactions and vertices ( cubic + quartic ) turned out to be iden-
tical in structure to vertices of the large N matrix-vector model [36]. It follows then that
the field theory is local , when written in terms of the conjugate coordinates in complete
parallel with the emergent extra dimensions in c = 1 models. For the present structure
of matrix-vector theories, this locality was established in detail in [37] together with an
interesting Yangian CFT structure. So far, we consider states where Λ− is a sub-Young
tableau of Λ+. In general, we can categorize states (Λ+; Λ−) into three categories.
1. Λ− is a sub-Young tableau of Λ+.
2. Λ+ is a sub-Young tableau of Λ−.
3. Neither of them.
Examples of the third category are(
;
)
,
(
;
)
,
(
;
)
, · · · (7.1)
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As we have mentioned before these operators contain derivatives and are not involved in
the present study. On the other hands, the second category seems to be parallel to the
first category. Indeed we will now exhibit a symmetry which will allow us to carry over our
previous construction to the following states;
1. Λ− is a sub-Young tableau of Λ+. Moreover, in each row, Λ+ has at most one more
box than Λ−.
2. Λ+ is a sub-Young tableau of Λ−. In addition, in each row, Λ− has at most one more
box than Λ+.
Moreover, a single-trace operator ψ˜ in the second category corresponds to ψ in the first one
while ω is common in both category.
However, even though ψn and ψ˜m look parallel, there is a difference between them.
Considering the conformal dimension, we want to keep the definition of total winding num-
ber which is the number of boxes in Λ−. Hence, we will identify
( 0 ; ) = ψ˜1 (7.2)
Contrast to ψn, the index of ψ˜n starts from 1. Thus, we can not directly use the previous
result of ψ’s and ω’s, but we must establish again a collective Hamiltonian of ψ˜n and ωn
in the exactly same way as before. We will omit the procedure to obtain the collective
Hamiltonian because it is exactly same way.
In spite of this slight asymmetry between ψ and ψ˜, we obtain a collective Hamiltonian
of ψ˜ and ω which is almost same as the collective Hamiltonian of ψ and ω. In addition, we
found symmetry in the eigenstates of both cases. In the next section, we will describe the
result.
7.1 Extension
Before describing the result, we will rephrase winding number and the number of ψ and ψ˜.
For given Young tableau Λ−, we can make Λ+ in the following two ways.
1. In each row of Λ−, we can add at most one more box to Λ−.
2. In each row of Λ−, we can remove at most one more box from Λ−.
The first one corresponds to ψ, the second one corresponds to ψ˜. And, if we add or remove
no boxes, then it corresponds to ω. However, we can not mix two ways at this stage. For
example, we will ignore a possibility adding one box in the first row and removing one box
in the second row.
Then, for |Λ+| − |Λ−| > 0,
|Λ+| − |Λ−| = (The number of boxes added to Λ− to make Λ+)
= (The number of ψ’s)
(7.3)
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On the other hands, for |Λ+| − |Λ−| < 0,
|Λ−| − |Λ+| = (The number of boxes removed from Λ− to make Λ+)
=
(
The number of ψ˜’s
) (7.4)
and
|Λ−| = Total winding number (7.5)
The Hamiltonian is
L0 = H0 +H1 +H1 + H˜1 + H˜1 +H2 +H2 +
6∑
i=3
(
Hi +H i + H˜i + H˜ i
)
(7.6)
H0 =
λ
2
(
M +M − M˜ − M˜
)
− 1
2N
(
M −M)2 − 1
2N
(
M˜ − M˜
)2
− λ
2N2
(
M −M + 2K − 2K) (M −M)− λ
2N2
(
M˜ − M˜ − 2K + 2K
)(
M˜ − M˜
)
+
λ2
N2
1 + λN
[
N
2
(
K +K
)− 1
2N
(
K −K)2]
(7.7)
where
M˜ ≡
∞∑
n=1
ψ˜n
∂
∂ψ˜n
, M˜ ≡
∞∑
n=1
ψ˜n
∂
∂ψ˜n
(7.8)
and
K =
∞∑
n=0
nψ
∂
∂ψn
+
∞∑
n=1
nψ˜n
∂
∂ψ˜n
+
∞∑
n=1
nωi
∂
∂ωn
(7.9a)
K =
∞∑
n=0
nψ
∂
∂ψn
+
∞∑
n=1
nψ˜n
∂
∂ψ˜n
+
∞∑
i=1
iωi
∂
∂ωi
(7.9b)
H0 belongs to non-perturbed Hamiltonian which is composed of global variables M , M ,
M˜ , M˜ , K and K. Moreover, the non-perturbed Hamiltonian also contains
H˜1 =
1
2
M˜ (7.10)
We can express H˜1 in terms of global variables only when we impose the condition that we
subtract at most one box from Λ−. Otherwise, it will have additional contribution related
to derivatives.
H˜3 = − λ
N
[ ∞∑
n=1
∞∑
m=1
√
mψ˜n+m
∂2
∂ψ˜n∂ωm
+
∞∑
n=2
n−1∑
m=1
√
mψ˜n−mωm
∂
∂ψ˜n
]
(7.11)
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H˜4 =
λ2
N2
1 + λN
[ ∞∑
n=1
∞∑
m=1
n
√
mψ˜n+m
∂2
∂ψ˜n∂ωm
+
∞∑
n=2
n−1∑
m=1
(n−m)√mψ˜n−mωm ∂
∂ψ˜n
]
(7.12)
H˜5 =
λ
2N
∞∑
n=1
∞∑
m=1
n+m−1∑
u=1
ψ˜n+m−uψ˜u
∂2
∂ψ˜n∂ψ˜m
(7.13)
H˜6 = −
λ2
N2
2
(
1 + λN
) ∞∑
n=1
∞∑
m=1
n+m−1∑
u=1
F (n,m, u) ψ˜n+m−uψ˜u
∂2
∂ψ˜n∂ψ˜m
(7.14)
where
F (n,m, u) =

u 0 5 u 5 min (n,m)
min (n,m) min (n,m) 5 u 5 max (n,m)
n+m− u max (n,m) 5 u 5 n+m
(7.15)
Especially, we can find a connection between Hi and H˜i. (i = 3, 4, 5, 6)
H˜3 =− H3|ψn→ψ˜n+1
H˜4 = H4|ψn→ψ˜n+1
H˜5 =− H5|ψn→ψ˜n+1
H˜6 = H6|ψn→ψ˜n+1
(7.16)
7.2 Extended Eigenstate
For |Λ+| > |Λ−|, the eigenstate of (Λ−; Λ+) is equal to one obtained by replacing ψn in
(Λ+; Λ−) with ψ˜n+1.
(Λ+; Λ−)
ψn =⇒ ψ˜n+1−−−−−−−−−−−→ (Λ−; Λ+) (7.17)
And, the order of energy is reversed assuming that λN >
λ2
N2
1+ λ
N
. For example,
E (Λ+; Λ−)
ψn =⇒ ψ˜n+1−−−−−−−−−−−→ (Λ−; Λ+) E
E3,2 − 2 λ
N
− 
(
;
)
ψn =⇒ ψ˜n+1−−−−−−−−−−−→
(
;
)
E2,3 + 2
λ
N
− 3
E3,2 − λ
N
+ 
(
;
) ψn =⇒ ψ˜n+1−−−−−−−−−−−→ ( ; ) E2,3 + λ
N
E3,2 +
λ
N
−  ( ; ) ψn =⇒ ψ˜n+1−−−−−−−−−−−→ ( ; ) E2,3 − λ
N
E3,2 + 2
λ
N
+  ( ; )
ψn =⇒ ψ˜n+1−−−−−−−−−−−→ ( ; ) E2,3 − 2 λ
N
+ 3
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E (Λ+; Λ−)
ψn =⇒ ψ˜n+1−−−−−−−−−−−→ (Λ−; Λ+) E
E4,2 − 5 λ
N
− 
(
;
)
ψn =⇒ ψ˜n+1−−−−−−−−−−−→
(
;
)
E2,4 + 5
λ
N
− 6
E4,2 − 3 λ
N
+ 
(
;
)
ψn =⇒ ψ˜n+1−−−−−−−−−−−→
(
;
)
E2,4 + 3
λ
N
− 2
E4,2 − λ
N
− 
(
;
)
ψn =⇒ ψ˜n+1−−−−−−−−−−−→
(
;
)
E2,4 +
λ
N
− 2
E4,2 +
λ
N
−  ( ; ) ψn =⇒ ψ˜n+1−−−−−−−−−−−→ ( ; ) E2,4 − λ
N
E4,2 +
λ
N
+ 
(
;
) ψn =⇒ ψ˜n+1−−−−−−−−−−−→ ( ; ) E2,4 − λ
N
+ 2
where Ea,b = 12 |a− b|+ λ2 (a− b)− 12N (a− b)2 − λ2N2
(
a2 − b2)+ λ2N2
1+ λ
N
(
N
2 − 12N b2
)
8 Discussion and Open Issues
We have given in this work a complete classification and nonlinear description of single and
multi-trace operators in WN minimal CFT. In addition we have presented a (collective)
Hamiltonian which generates the primary states at nonlinear level ( with G = 1/N as the
coupling constant ). Consequently, our formulation can serve as a basis for the 1/N expansion
of the model. It is the first step in direct re-construction of higher spin theory from large
N CFT. This Hamiltonian shows analogies with matrix-vector type models is characterized
by an extra dimension coming from the winding number. The theory exhibits locality, in
terms of conjugate spacial S1 coordinate. This is in accordance with the proposal originally
due to Yin [33] that the complete duality in addition to higher-spins in AdS3 space-time
involves a further Kaluza-Klein type dimension with extra vector fields.
Our Hamiltonian can be expanded in various limits. In the t’Hooft limit H0 and H1
represent the unpertururbed quadratic Hamiltonians. On the other hand, one can also
consider the semiclassical limit [40] and [41]. In the semiclassical limit, the leading terms
are H2 +H4 +H6 up to global variables K,K. These actually represent the pure matrix-
vector model up to global variables. The other terms of order O (1) or lower such as H3+H5
play a role of perturbation in the semiclassical limit. It will be interesting to compare these
interactions with recent study of correlation functions [55].
There are a number of important issues which were not taken into account in this basic
construction. First of all, we have concentrated on the subspace of primary states of theWN
model, and more restrictively the subset containing no derivatives. It is relatively simple to
extend the construction to involve primaries with derivatives and also all the descendants.
For instance, (
; 0
) ∼ ψ20∂∂¯ψ0 − ψ0∂ψ0∂¯ψ0 (8.1)
Especially, a subsector (Λ; 0), which is closed under fusion product, is tractable. By acting
WN generators on the primary, we can get descendants. This will be related to the creation
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operator of scalar field in the AdS3 background.
An,m (σ) ∼
∮
dz
∮
dz¯Ln−1L
m
−1OΨ (z, z¯;σ) (8.2)
where OΨ (z, z¯;σ) is the vertex operator corresponding to Ψ. It is with this inclusion of
derivatives and descendants that we see the full AdS3 × S1 space-time.
We have also ignored the phenomenon of null-states. Their interpretation and role
needs to be included. We can expect that the basic effective Hamiltonian that we have
succeeded in constructing can point the way how it is to be done. Various applications such
as to evaluation of free energy [23, 25, 41, 43] and non-perturbative phenomena [44–53] are
obviously of high interest. Finally , after our paper was posted there appeared a paper
by Chang and Yin [54] which contains overlap with our work. We find agreement on the
appearance of the extra dimension and the locality of the emergent theory.
Acknowledgments
This work evolved during the last year and a half benefiting from useful discussions with
many collegues. We would like to thank Jean Avan, Sumit Das, Robert de Mello Koch,
Sanjaye Ramgoolam, Soo-Jong Rey, Joao Rodrigues, Kewang Jin and Qibin Ye for interest
and useful comments. One of us (A.J) would like to thank Matthias Gaberdiel and Soo-
Jong Rey for their hospitality at ETH, Zurich and SNU, respectively during some of the
time that the work was done. This work was supported by the Department of Energy under
contract DE-FG02-91ER40688.
A Conformal Dimension
The conformal dimension in (2.3) can be expressed as
h (Λ+; Λ−) =
1
p
C (Λ+)− 1
p+ 1
C (Λ−) +
1
2
|Λ+ − Λ−|2 (A.1)
First of all, we can separate Casimir C (Λ±) into two parts of R±, S± up to global
variables, r, s. The first and the second terms of (A.1) can be separated as
C (Λ±) = C (R±) + C (S±) +
r±s±
N
(A.2)
where r± ≡ |R±| , s± ≡ |S±|.
Now, we can also separate the third term in the (A.1) into two parts up to global
variables.(See figure 4)
1
2
|Λ+ − Λ−|2 = 1
2
|S+ − S−|2 + 1
2
|R+ −R−|2 + 1
N
(s+ − s−) (r+ − r−) (A.3)
Finally, we have
h (Λ+; Λ−) =h (R+;R−) + h (S+;S−) +
λ
N2
(r+s+ − r−s−) +
λ2
N2
1 + λN
r−s−
N
+
1
N
(s+ − s−) (r+ − r−)
(A.4)
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Figure 4. Young tableau
In summary , we can separate the conformal dimension of (Λ+; Λ−) into conformal
dimensions of (R+;R−) and (S+;S−) up to global variables. In detail, the conformal
dimension is
h (Λ+; Λ−) =
λ
2
(s+ − s− + r+ − r−) + 1
2
N−1∑
i=1
[(
s+i − s−i
)2
+
(
r+i − r−i
)2]
+
λ
2N
(
DS+ −DS− +DR+ −DR−
)− 1
2N
(s+ − s− − r+ + r−)2
− λ
2N2
(s+ + s− − r+ − r−) (s+ − s− − r+ + r−)
+
λ2
N2
1 + λN
N
2
(s− + r−) +
λ2
N2
1 + λN
1
2
(
DS− +DR−
)− λ2N2
1 + λN
1
2N
(s− − r−)2
(A.5)
where
r±i ≡ (The number of boxes in the ith row of Young tableau R±)
s±i ≡ (The number of boxes in the ith row of Young tableau S±)
Note that, when B± is used in equations, B± does not mean the total number of all boxes
in Λ± which can be order O (N), but means the total number of boxes in R± and S± which
are order O (1).
B± = |Λ±| = |R±|+ |S±| (A.6)
B Three Point Function
A primary field O(Λ+;Λ−) of WN minimal model is normalized as
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〈
O(Λ+;Λ−)O(Λ+;Λ−)
〉
=
1
|x12|2∆
(B.1)
where xij ≡ xi − xj and ∆ = h (Λ+; Λ−) + h (Λ+; Λ−).
Now, consider a three point function.〈
O(Λ1+;Λ1−)O(Λ2+;Λ2−)O(Λ3+;Λ3−)
〉
=
C3
(
(Λ1+; Λ
1−), (Λ2+; Λ2−), (Λ3+; Λ3−)
)
|x12|∆1+∆2−∆3 |x23|∆2+∆3−∆1 |x31|∆3+∆1−∆2
(B.2)
B.1 Examples of Three point functions
We calculated three point functions by following [32]. We can observe that the first order
of three point function is the same as that of transposed Young tableaux. Accepting this
transposition symmetry, we can get the first order of three point functions which are hard
to calculate.
C3
(
; ), ( ; ), ( ; )
)
= 1− λ
2
2N2
(
pi cotpiλ− pi2λ csc2 piλ+ 2γ + 2ψ(λ) + 2λψ(1)(λ)
)
+O
(
1
N3
)
m Transpose
C3 (( ; ), ( ; ), ( ; ))
= 1 +
λ2
2N2
(
pi cotpiλ− pi2λ csc2 piλ+ 2γ + 2ψ(λ) + 2λψ(1)(λ)
)
+O
(
1
N3
)
C3
(
( ; 0 ), ( ; ), ( ; )
)
=
1√
2
− 1
2
√
2N
(2 + λpi cotpiλ+ 2λγ + 2λψ(λ)) +O
(
1
N3
)
m Transpose
C3 (( ; 0 ), ( ; ), ( ; ))
=
1√
2
+
1
2
√
2N
(2 + λpi cotpiλ+ 2λγ + 2λψ(λ)) +O
(
1
N3
)
C3 (( ; ), ( ; ), ( ; ))
=
√
2
3
+
√
2
3
1
2N
(2 + piλ cotpiλ+ 2λγ + 2λψ(λ)) +O
(
1
N2
)
C3
(
( ; ; ), ( ; ), ( ; )
)
=
1
2
√
3
− 1
2
√
3
2
2N
(2 + piλ cotpiλ+ 2λγ + 2λψ(λ)) +O
(
1
N2
)
m Transpose
C3
(
( ; ; ), ( ; ), ( ; )
)
=
1
2
√
3
− 1
2
√
3
1
12N
(1 + 2λγ + piλ cotpiλ+ 2λψ(λ)) +O
(
1
N2
)
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C3
(
( ; ; ), ( ; ), ( ; )
)
=
√
3
2
+
√
3
2
λ2
2N2
(
pi cotpiλ− pi2λ csc2 piλ+ 2γ + 2ψ(λ) + 2λψ(1)(λ)
)
+O
(
1
N3
)
m Transpose
C3
(
( ; ; ), ( ; ), ( ; )
)
=
√
3
2
−
√
3
2
λ2
2N2
(
pi cotpiλ− pi2λ csc2 piλ+ 2γ + 2ψ(λ) + 2λψ(1)(λ)
)
+O
(
1
N3
)
C3
(
( ; ; ), ( ; ), ( ; )
)
= 0
C3 (( ; 0 ), ( ; ), ( ; )) =
1√
3
+O
(
1
N
)
m Transpose
C3
(
( ; 0 ), ( ; ), ( ; )
)
= O
(
1
N4
)
C3
(
( ; 0 ), ( ; ), ( ; )
)
= 0
C3
(
( ; 0 ), ( ; ), ( ; )
)
=
√
2
3
+O
(
1
N
)
m Transpose
C3
(
( ; 0 ), ( ; ), ( ; )
)
=
√
2
3
+O
(
1
N
)
C3
(
( ; 0 ), ( ; ), ( ; )
)
= 0
C Counting States
In this section, we will count the number of states in F k,km,m and Ys+,s−;r+,r− . Especially,
S± is decoupled to R±. Equivalently, ψi, ωj are also decoupled to ψi, ωj . Therefore, it is
sufficient to consider only F k,0m,0 and Ys+,s−;0,0. Our claim is
∣∣∣F k,0m,0∣∣∣ = |Ym+k,k;0,0| = k∑
i=0
q (i,m) p (k − i) (C.1)
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C.1 Partition of number
Before starting the proof, define two functions. The number of partitions of non-negative
integer n is
p (n) ≡ (The number of partitions of n) (C.2)
For example, p (0) = 1, p (1) = 1, p (2) = 2, p (3) = 3, p (4) = 5 · · · . In addition, we can
restrict the number of integers that form partition of an integer. Consider all partitions of
a non-negative integer n which have at most m positive integers as partition elements.
q (n,m) ≡
∣∣∣∣∣
{
(x1, · · · , xm)
∣∣∣∣∣
m∑
i=1
xi = n, x1 = x2 = · · · = xm = 0, xi ∈ Z
}∣∣∣∣∣
= (The number of partitions of n by m non-negative integers)
(C.3)
For example,
q (3, 2) = 2, q (3, 1) = 1, q (4, 3) = 4, q (4, 2) = 3
q (4, 1) = 1, q (5, 4) = 6, q (5, 3) = 5, q (5, 2) = 3
Especially, q (n,m) is related to p (n) through
q (n, n) = p (n) ( n > 0 ) (C.4)
C.2 F k,0m,0
For
m∏
i=1
ψai
∏
j
Wbj ∈ F k,0m,0 ,
∑
j
bj = k −
m∑
i=1
ai (C.5)
For each
∑m
i=1 ai = 0, 1, · · · , k, we can get
∣∣∣F k,0m,0∣∣∣ = k∑
i=0
q (i,m) p (k − i) (C.6)
C.3 Yk+m,k;0,0
This proof is complicated. Thus, we will divide it into two parts, modifying the problem
and checking bijection correspondence.
Modification
(Λ+; Λ−) = (S+;S−) , where S+ = k +m,S− = k (C.7)
In the same way as before, we will count the number of states by counting ways to add
m boxes (at most one box in each row) to all possible Young tableaux S− with k boxes.
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Figure 5. Clusters
+ −→ (C.8)
For example, add 4 boxes to Young tableau with 10 boxes. First, we can choose one
Young tableau with 10 boxes. Then, we can choose a way to add 4 boxes to the chosen
Young tableau. We can arrange these additional 4 boxes in one column like the above
figure.
Alternatively, we can count the same situation in a different way. We can choose an
array of additional 4 boxes first. Then, we can choose suitable Young tableau with 10 boxes.
We can not choose arbitrary Young tableaux. For instance,
+ : Possible, + : Impossible (C.9)
For fixed addition boxes, the first Young tableau is possible but we cannot choose the second
Young tableau. Thus, through this example, we can guess relation between the structure
of additional array and the possible Young tableaux.
In order to analyze this relation, define cluster. A cluster is a vertical array of boxes
and blanks. Every cluster starts with a box and ends with a blank. And cluster can be
filled with boxes from the first box. Hence, the minimum length of a cluster is 2.10 In
figure 5, we can see three examples of clusters with length 8.
Any additional array of boxes and blanks can be expressed as a sequence of clusters
under the condition that the first cluster does not have the first fixed box (That is, the first
10The first cluster is an exception. The minimum length of the first cluster is 1 because it can start with
a blank.
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Figure 6. Examples for expression of arrays of boxes and blanks with clusters
cluster can start with a blank.). Especially, the last cluster can be considered to have an
infinite series of blanks. Therefore, we will ignore the last cluster from now on.
For example, in figure 6, the first one corresponds to the previous example (C.9) of
array with four boxes. Both of two examples are consist of three clusters including the
last cluster. But, we will ignore the last clusters so that we will consider only the first two
clusters of them, respectively. Especially, the second example shows that the first cluster
does not have the starting box.
This decomposition of an array into cluster provides good information about all possible
Young tableaux for the given array. If a cluster starts at ith row, we can only choose Young
tableaux with a corner at (i− 1)th row. On the other hands, since the first cluster always
starts from the first row, it does not impose any restriction on Young tableaux. In the
above first example, suitable Young tableaux should have corners at the 3rd and the 5th
row.
Now, when we decompose array of boxes and blanks into a sequence of clusters, let the
starting position of ith cluster be ai. Then, candidate Young tableaux must have corners
at (ai − 1)th row. Thus, the number of possible Young tableaux with n boxes is
p
(
n−
∑
i
(ai − 1)
)
(C.10)
Therefore, we need to count the number of configurations of arrays with l =
∑
i(ai−1)
fixed. In the next section, it will be shown that this number is q (l,m) by considering a bijec-
tion map between the configurations of array and restricted partitions of l.(l = 0, 1, 2, · · · , k)
Bijection map
First of all, let’s define a map from an array of boxes and blanks to a partition of a number.
Suppose an array is decomposed into (n+ 1) clusters. In addition, let
∑
i(ai−1) = l where
the ith cluster starts at the aith row.
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Figure 7. Examples for xi, yi
Define non-negative integers, xi, yi (i = 1, · · · , n) such that
xi = (The number of blanks in the n− i+ 1th cluster) (i = 1, · · · , n)
yi = (The number of boxes in the n− i+ 1th cluster)− 1 (i = 1, · · · , n− 1)
yn = (The number of boxes in the 1st cluster)
We will ignore y0 and x0 =∞ in the last cluster. For example, see the figure 7.
Then, this configuration of the array can be mapped to a partition of l by the following
way.
l = (x1 + x2 + x3 + x4 + · · ·+ xn)
one number
+ 1 + 1 + · · ·+ 1
y1
+ (1 + x2 + x3 + x4 + · · ·+ xn)
one number
+ 2 + 2 + · · ·+ 2
y2
+ (2 + x3 + x4 + · · ·+ xn)
one number
+ 3 + 3 + · · ·+ 3
y3
...
...
+ (n− 1 + xn)
one number
+n+ n+ · · ·+ n
yn
(C.11)
In order to confirm that this map gives a partition of l, we can calculate the right hand
side,
RHS =
n∑
i=1
[i (xi + yi + 1)]− n =
n∑
i=1

n∑
j=n−i+1
(xj + yj + 1)
− 1
 (C.12)
Especially,
∑n
j=n−i+1 (xj + yj + 1) is the position of the first box of the ith cluster, ai.
Thus, since we selected arrays with
∑
i(ai−1) = l, the right hand side is indeed a partition
of l.
– 39 –
Before getting inverse map, let’s see a property of this partition. Since xi are positive
integers and yi are non-negative integers, we can arrange them in non-increasing order.
(x1 + · · ·+ xn)
one number
= (1 + x2 + · · ·+ xn)
one number
= · · · = (n− 1 + xn)
one number
= n = n = · · · = n
yn
= · · ·
· · · = 2 = · · · = 2
y2
= 1 = · · · = 1
y1
(C.13)
Moreover, note that the ith number in the series (C.13) is greater than i − 1 only for
i = 1, 2, · · · , n. For instance,
(x1 + · · ·+ xn)
one number
> 0
(1 + x2 + · · ·+ xn)
one number
> 1
...
n > n− 1
(C.14)
On the other hands, the jth numbers (j = n+ 1, n+ 2, · · · ) do not satisfy this condition.
n ≯ n, etc (C.15)
Now, consider how to invert this map. For given partition of l, we will construct
sequence of clusters. Suppose we have partition of l. By arranging it in non-increasing
order,
l = z1 + z2 + · · ·+ zp where z1 = z2 = · · · = zp > 0 (C.16)
for some positive integer p. Compare this ordered partition with increasing sequence
0, 1, 2, · · · . That is, compare zi and i− 1. There exist minimum integer n such that
zn > n− 1 and zn+1 ≯ (n+ 1)− 1 = n (C.17)
Then, we can set
z1 = (x1 + · · ·+ xn)
z2 = (1 + x2 + · · ·+ xn)
...
...
zn = (n− 1 + xn)
(C.18)
and
{zn+1, zn+2, · · · , zp} =
n, n, · · · , n
yn
, · · · , 2, · · · , 2
y2
, 1, · · · , 1
y1
 (C.19)
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Figure 8. Examples of mapping : l = 6
By this procedure, we can recover all positive integers, xi and non-negative integers, yi,
which corresponds to the original array. Therefore, this is the inverse map.
The map from arrays to restricted partitions and its inverse map are well-defined.
Therefore, we can conclude that the number of possible configuration of array with
∑
i(ai−
1) = l fixed is same as the number of partition l. (where the ith cluster starts at the aith
row)
Before finishing proof, we have to check a very important property. Consider the
number of positive integers in the partition.
(The number of positive integers in the partition) = n+
n∑
i=1
yi = yn +
n−1∑
i=1
yi + 1 (C.20)
Recall that the last cluster has at least one box and yn is the number of boxes in the
1st cluster while yi+1 is the number of boxes in the n− i+1th cluster (i = 1, 2, · · · , n− 1).
Hence, (n+
∑n
i=1 yi) is the minimum number of boxes for the corresponding configuration
of array. In other words, the number of positive integers in the partition should be less
than or equal to the number of all boxes in the array. For example, there are 11 partitions
of 6 (figure 8). 6 itself is a partition of 6 and this partition has one positive integer. Thus,
corresponding array should have at least one box. In addition, 5 + 1 and 4 + 2 have two
positive integers, respectively. And, corresponding array should have at least two boxes.
Moreover, arrays corresponding to 4 + 1 + 1, 3 + 2 + 1 and 2 + 2 + 2 must have at least 3
boxes.
Therefore, a set of arrays (with
∑
i(ai − 1) = l fixed and total number of boxes in the
array, m fixed) is bijectively mapped to a set of partitions of l by m non-negative integers.
Thus, the number of elements in this set of arrays is q (l,m).
Summarizing these results,
|Ym+k,k;0,0| =
k∑
i=0
q (i,m) p (k − i) (C.21)
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