. We develop a fast algorithm for computing the bound of an Ore polynomial over a skew field, under mild conditions. As an application, we state a criterion for deciding whether a bounded Ore polynomial is irreducible, and we discuss a factorization algorithm. The asymptotic time complexity in the degree of the given Ore polynomial is studied. In the class of Ore polynomials over a finite field, our algorithm is an alternative to Giesbretch's one that reduces the complexity in the degree of the polynomial.
• The product on R is based on the following product rules: X X = X + , for ∈ N, and X = σ ( )X + δ( ) for ∈ D. This product is extended recursively to R. There are two special classes of Ore polynomials. If δ = 0, it is usually written R = D[ ; σ ], and if σ is the identity, it is omitted, and we denote R = D[ ; δ].
The degree deg of a nonzero left polynomial ∈ R, as well as its leading coefficient lc( ) ∈ D, are defined in the usual way, so that = lc( )X deg + with deg < deg and lc( ) = 0
We write deg 0 = −∞, with the usual conventions for this symbol, and lc(0) = 0. By straightforward arguments, it follows that
(1) deg = deg + deg and lc( ) = lc( )σ deg (lc( )) for ∈ R. As a consequence, R is a noncommutative integral domain. The ring R is a left and right Euclidean domain, so it has both left and right division algorithms. For the convenience of the reader we recall the left Euclidean division in Algorithm 1. The polynomials and obtained as the output of Algorithm 1 are called left remainder and left quotient, respectively, of the left division of by . We use the notation = lrem( ), = lquo( ) and ( ) = lquo_rem( ).
Algorithm 1 Left Euclidean division

Input:
∈ As a consequence of the division algorithms, given a nonzero left (resp. right) ideal I of R, and ∈ I of minimal degree among the nonzero polynomials in I, we get that I = R (resp. I = R). Therefore every left ideal and every right ideal of R is principal and R is a noncommutative principal ideal domain (PID) (see [11, Chapter 3] for details on these rings). Twosided ideals of R are of the form Rα = αR for some normal or twosided polynomial α [11, pp. 37] . The twosided generator α of an ideal of R is determined up to multiplication by a nonzero element of D.
Let ∈ R, R ⊆ R means that is a right divisor (or right factor) of , or that is a left multiple of . We will use the notation | . It is well-known that R + R = R if and only if is the right greatest common divisor of and . We will use the notation = ( ) . The right greatest common divisor is unique up to multiplication on the left by a nonzero element of D. Similarly, R ∩ R = R if and only if is the left least common multiple of and , and we will denote it by = [ ] ℓ . It is also unique up to left multiplication by nonzero elements of D. Both ( ) and [ ] ℓ can be computed by using the appropriate version of the extended Euclidean algorithm (see, for instance, [2, §1.4]) which we show explicitly in Algorithm 2.
Algorithm 2 Extended left Euclidean algorithm
Input:
∈ We say that a polynomial ∈ R of positive degree is irreducible if, whenever = for ∈ R, then either ∈ D or ∈ D. Every polynomial of positive degree in R has a factorization into irreducible factors. The following example prevents the reader against any naif (say, just transfer verbatim from commutative polynomials) approach to the uniqueness of these factorizations. 
Then, the uniqueness in the factorization of Ore polynomials can not be understood in the same sense as it is done in a commutative setting, since none of the monic polynomials = X + 1/( + ) and = X − 1/( + ) differ from X by multiplication by a unit of R. Given a nonzero Ore polynomial ∈ R, the left R-module R/R has finite length (since its dimension as a left vector space over D is equal to deg and, hence, it is finite). Moreover, is irreducible if and only if R/R is a simple left R-module. By Jordan-Hölder's theorem for modules of finite length, the following well-known theorem holds. The nonzero twosided ideals form a commutative factorial monoid under multiplication, and every nonzero ideal can be uniquely written, up to reordering, as a product of finitely many maximal twosided ideals. Let us record this relevant result. Given a twosided polynomial of positive degree π ∈ R, the ideal Rπ is maximal as a twosided ideal if and only if R/Rπ is a simple Artinian ring. We say then that π is a prime twosided polynomial. Therefore, Theorem 2.4 may be rephrased by saying that every nonzero twosided polynomial α ∈ R factorizes uniquely, up to multiplication by nonzero elements of D and reordering, as a product α = π 1 · · · π , where π 1 π are prime twosided polynomials in R. Note that a twosided polynomial π is irreducible if and only if R/Rπ is a skew field. Thus, any irreducible twosided polynomial is prime, but the converse fails in general.
Let M be a left R-module and S ⊆ M any subset. The annihilator of S is defined as
and it is a left ideal of R. When N ⊆ M is a submodule then Ann R (N) is a twosided ideal.
Definition 3.1 ([11, p. 38] ). The bound of ∈ R is a twosided polynomial * ∈ R such that R * = * R is the largest twosided ideal contained in R or, equivalently,
By [11, Theorem 11, p . 39], the bound * of could be equally defined by using the right ideal R. If * = 0, then is said to be bounded. Obviously, * is determined up to multiplication (say on the left) by nonzero elements of D.
Remark 3.2. The left R-module R/R is a left R/R * -module in the obvious way, and, what is more, the lattice of left R-submodules of R/R is, precisely, the lattice of its left R/R * -submodules. In particular, we get that is irreducible if and only if R/R is simple as a left R/R * -module. When * = 0, the ring R/R * is finite-dimensional over the skew field D, and, therefore, it is Artinian. Some properties of the bounded polynomial are reflected in the ring R/R * . For instance, if is irreducible then, by [11, Theorem 13, p. 40] , R * is a maximal twosided ideal. Hence R/R * is a simple Artinian ring. Actually, each left (or right) ideal in R/R * is generated by an idempotent. We recommend Pierce's book [16] for readers non familiar with noncommutative associative algebras.
We propose two algorithms for computing the bound for a given bounded polynomial. The first one runs when R is finitely generated as a module over its center. The second one can be used when R is finitely generated as an algebra over its center. Since both of them make use of the computation of annihilators of elements in R/R , we shall need the following lemma: Lemma 3.3. Let ∈ R be nonzero Ore polynomials with deg < deg , and
As a direct consequence of Lemma 3.3, Algorithm 3 computes a generator of the left ideal Ann R ( + R ) making use of a short version of Algorithm 2.
The following proposition is the key-tool to compute bounds when R is finitely generated as a module over its center.
Proposition 3.4.
Assume that R is generated, as a module over its center, by finitely many polynomials 1 ∈ R. Let ∈ R be a nonzero polynomial. Then the bound of is
Algorithm 3 Annihilator of an element
Input:
For the other inclusion, observe that, given ∈ Ann R ( 1 + R ) ∩ · · · ∩ Ann R ( + R ), and ∈ R, we may write = =1 , where 1 belong to the center of R. Thus, Thus, if a fast criterion is available to check whether a given polynomial is twosided, then it can be added to the condition in the while loop in Algorithm 4 to make it faster. Such a criterion is given by Theorem 3. 
Output:
*
The second algorithm for computing a bound, Algorithm 5, works under the more general assumption on R = D[X ; σ δ] of being finitely generated as an algebra over its center C , say by elements. This number is expected to be small compared with the number of generators of R as a C -module. Actually, in many examples the number of known generators is just = 2. The correctness of Algorithm 5 is ensured by the following theorem. 
Proof. a). Observe that R = R * if and only R is a twosided ideal, and this is equivalent to the inclusion R ⊆ R . Assume R ⊆ R . Then, for all 1 ≤ ≤ , there exists ∈ R such that = . By the uniqueness of the remainder in a left Euclidean division, this means that lrem( ) = 0 for all ≤ ≤ . Conversely, assume that lrem( ) = 0 for all 1 ≤ ≤ . This means that = for all 1 ≤ ≤ , where ∈ R. Clearly, this implies that 1 · · · = 1 · · · for every 1 ∈ {1 }. Since 1 are assumed to be generators of R as an algebra over its center, we see that
On the other hand, taking annihilators in the canonical injective homomorphism of left R-modules
and, therefore,
This finishes the proof.
Algorithm 5 Computation of the bound II
as an algebra over its center Output:
The running time of Algorithm 5 will depend on how many times the left least common multiple [ * * ] ℓ has to be computed. In each of these computations the degree of * strictly increases. Thus, if we had an estimation of the degree of the bound * in terms of the degree of the given polynomial , we could deduce an upper bound for the number of left least common multiples to be computed. The following theorem asserts that, under some conditions, the degree of the bound of a given polynomial can be estimated. The hypotheses of Theorem 3.7 are fulfilled by a wide class of examples (see Remark 3.8 below), including Ore extensions of finite fields. We shall need the following lemma. Lemma 3.6. Assume R is a finitely generated free module of rank over its center C and let α ∈ C . Then R/Rα is a free module of rank over C /C α. Moreover, if α is a prime twosided polynomial in R, then C /C α is a (commutative) field.
Proof. Since R is a domain, it is easily checked that C α = Rα ∩C , whence we have the obvious monomorphism of rings C /C α → R/Rα, which makes R/Rα an algebra over C /C α. On the other hand,
Since R is free of rank as a C -module, and R ⊗ C − preserves direct sums, it follows that R/Rα is free of rank as a C /C α-module. Since R is finitely generated free C -module and R is a (left) Noetherian ring, it follows from [13, Corollary 1.1.4] that C is Noetherian and, therefore, C /C α is Noetherian. Now, C /C α is clearly contained in the center Z of R/Rα. Therefore, Z becomes an C /C α-submodule of R/Rα. Since C /C α is Noetherian, it follows that Z is finitely generated as a C /C α-module. Now, if α is a twosided prime element of R, then R/Rα is a simple Artinian algebra and, thus, its center Z is a field, and it is a finite extension of C /C α. Then C /C α is a field (see, e.g. [1, Proposition 5.7] 
By Lemma 3.6, C /C * is a field, and R/R * is a simple Artinian algebra of dimension over C /C 
On the other hand, by (3), we obtain 
Thus, the first step of the induction is done. Assume now that R/R is not indecomposable. Then R/R ∼ = R/R ⊕ R/R , with non constant bounded polynomials. Obviously, the number of indecomposable direct summands in a Krull-Schmidt decomposition of R/R and R/R is strictly smaller than that of R/R . Making use of the induction hypothesis, we get
where the last inequality follows from It turns out that D has finite dimension over K and that R is free of finite rank over C . Moreover, the bound * of a nonzero polynomial ∈ R is of the form * = X for some ≥ 0, nonzero ∈ D, and ∈ C . Let us analyze those cases in which ≥ 1.
Proof. Since is in the center, X is twosided and all elements in D are twosided, it follows that
Repeating this process times we get = X as desired.
We obtain the following corollary of Theorem 3.7:
Corollary 3.10. Under the conditions of Remark 3.8, for all
Proof. By the previous lemma, if We follow the steps of Algorithm 4. By Algorithm 3, Ann( + R ) = R , where 
. Let be the polynomial We analyze the complexity when R = D[X ; σ ], where D is a skew field which is finite dimensional over its center C (D), and σ is an automorphism of D of finite order. Let D σ be the invariant skew subfield under σ . As seen in Remark 3.8, D has finite dimension µ over K = C (D) ∩ D σ and that R is free of finite rank over C . The cost of the arithmetic in D is described in terms of K , thus it is quite natural to assume that this cost depends on µ. The second column of Table 1 includes labels for upper bounds of the number of basic operations in K to carry out the arithmetic on D.
Cost of the arithmetic of D in terms of the arithmetic of K , including Examples 4.1 and 4.2.
Why do we provide a common upper bound for all powers of σ ? Since the order of σ is finite, we may adopt A(µ) the maximum of the upper bounds of the number of basic operations needed to perform each power of σ . Of course, it is natural to think that the computation of σ needs times more the computation of σ . However, in several examples we are going to deal with, this is not the right way to calculate σ . Moreover, this assumption also helps the computation of the complexity of the extended Euclidean algorithms to compute right greatest common divisors and left least common multiples.
Example 4.1. Let D = F 256 and K be any subfield invariant by σ . In this case F 256 is small enough to be tabulated. Hence we can save four tables including additions, multiplications, inverses, and the powers of σ (up to eight). All basic operations are an access to a table, and we can assume that all of them have the same cost, normalized to 1. Example 4.2. Let K = F and D = F µ . The idea behind this example is that K is small enough to be tabulated but D is quite big and its arithmetic has to be algorithmic with respect to K . The complexity is inherited from the integer multiprecision arithmetic. Hence it is well known that S(µ) = µ, M(µ) = µ log µ log log µ with the well known algorithms of Schönhage & Strassen [20] and Schönhage [19] , or Cantor & Kaltofen [3] , I(µ) = M(µ) log µ, and A(µ) = µM(µ) log(µ) using an algorithm of von zur Gathen & Shoup [7] . Observe that σ is a power of the Frobenius automorphism τ( ) = where is the prime factor of . Hence σ ( ) consists in the computation of a suitable (and bounded) power of . 
as desired.
Let B ( ) the cost of computing in Algorithm 3. By Lemma 4.4 we have
Then, the number of basic operations in this iteration is given by
Observe that these values increase as − grows. However, if − grows, the loop runs less iterations. Following the same ideas as in [5] , we are going to prove that if > > then
This shows that the worst case is the one in which deg( ) = deg( 1 ) − 1 in each iteration. In order to prove previous inequality we check inequalities for B analogous to (6) .
The inequality (8) follows from (6) and (9). 
Proof. By (8) the highest number of basic operations is obtained when deg( ) = deg( 1 ) − 1 in each iteration, hence we can assume that the number of iterations is − , and in the -th iteration deg( 0 ) = − + 1 and deg( 1 ) = − . By (7) the cost can be expressed as
Hence, 
)( + + 4)S(µ) + ( − + 1)( + 2)M(µ) + ( − )( + 2)A(µ) + ( − )I(µ) + ( − )( + + 4)S(µ) + ( − )( + + 3)M(µ) +
We assume 1 are constant since the generators 1 are fixed for each D and σ . Moreover ≤ for any = 1 , so we also assume that 1 are constant. From Lemma 4.3 and Proposition 4.6 we may obtain how many inversions, sums, multiplications and powers of σ in D appear in (10) . Hence the number of inversions is given by 
since the worst case is deg(lrem( * * )) = − 1. We sum (11), (12), (13) and (14) to get that the cost of each iteration is bounded by
After we evaluate each term in (15), we conclude that the number of basic operations in D needed to run an iteration is bounded by 
A
In this section we provide an algorithmic criterion to decide whether a given bounded polynomial ∈ R = D[X ; σ δ] is irreducible. This procedure works in the class of Ore extensions satisfying the conditions 5.8 below. However, before detailing the algorithm, we consider a shortcut that allow us to accelerate the execution time. The following proposition is an important consequence of the proof of Theorem 3.7. In the finite field case, Proposition 5.4 below proves the correctness of the fast criterion of irreducibility showed in Algorithm 6. 
Since ( X ) = 1, the constant coefficient of is nonzero, then it follows that β = 0 and, therefore, X − X = 0 We deduce that ∈ C because it commutes with X and every element in F. We have proved that the center of R/R * is C /C * . On the other hand, by Artin-Wedderburn's Theorem, the center of R/R * is isomorphic to the center of F = End( R R/R ), which is a finite extension of F σ . Wedderburn's Little Theorem says that End( R R/R ) is then a finite field. Therefore the center of R/R * is isomorphic to F = End( R R/R ), and, hence, C /C * isomorphic to F . Following the proof of Theorem 3.7 when is irreducible, we get from (4) 
is irreducible if and only if ( ) is irreducible as a polynomial over
Proof. By Theorem 3.7, deg * ≤ µ deg , and, by construction, deg ( ) = µ deg * . Since ( ) is a twosided multiple of , it follows that * divides ( ). The result follows from Proposition 5.4.
Unfortunately, Corollary 5.7 does not hold if F is not a finite field. In fact, the reduced norm of the polynomial considered in Example 5.6 is (X 2 + 1) = (X 2 + 1) 2 , which is not irreducible although X 2 + 1 is.
5.8.
In the remaining of this section we assume that R satisfies the following conditions:
(1) R is a free module of finite rank over its center C .
where K is a commutative subfield of the center of D invariant under σ and such that δ(K ) = 0, and ∈ R is a (central) nonconstant polynomial. (3) For every polynomial ∈ R, we can compute ν ∈ R and ∈ C such that * = ν and a decomposition of ν, as a product of irreducible, is known, where the irreducible factors are also twosided. We call ν a tame normal factor of * .
These conditions are fulfilled by the rings D[X ; σ ] described in Remark 3.8. Let ∈ R and let * = ν . By Proposition 5.9, a necessary condition of being irreducible is that deg(ν) = 0 or deg( ) = 0. Hence, if deg(ν) > 0, it is easy to see that is irreducible if and only if ν is irreducible. Therefore, since we are assuming that we already know a factorization of ν, in order to check the irreducibility of , it only remains to consider the case ν ∈ D and ∈ K [ ]. Now, being reducible implies that is reducible. Since, we are assumed to know a criterion of irreducibility for (it belongs to a commutative polynomial ring!), we may also assume that is irreducible. The following theorem gives a solution under these conditions.
Let ∈ R such that * = ν , where 
Proof. If is reducible in K [ ] then cannot be irreducible in R. Thus, we may assume that is irreducible (or, equivalently, that A = R/R * is simple Artinian). Then the left ideal A , with = + R * , is of the form A = A for some idempotent ∈ A. Moreover,
Therefore, whenever the conditions of 5.8 are satisfied, we may make use of Algorithm 7 in order to decide, whether an Ore polynomial is irreducible. Observe that, for efficiency reasons and in virtue of Proposition 5.1, before checking if (1 − )A( − 1) is a division algebra, we test if the bound of the polynomial achieves the maximum degree. We shall need the following technical lemma. So far we have reduced the problem of deciding if a given polynomial ∈ R is irreducible to the answer to the following two questions:
(1) Is irreducible as a polynomial en K [ ]? (2) If the answer to the previous question is positive, is the K -algebra (1 − )A(1 − ) a skew field? The answer to the first question depends of the availability of a test of irreducibility for (commutative) polynomials over the field K , and this is assumed in our approach.
As for the second question concerns, let { 1 } ⊆ R be a basis of R as a module over its center C = K [ ]. We may calculate the 3 structure constants
The commutative polynomials in K [ ], as well as the expressions (18), may be computed as part of the structure of the ring R, and they do not depend on . We have computed a bound * , by means of Algorithm 4 or Algorithm 5, such that * = ν for ν ∈ D and ∈ K [ ] irreducible. The polynomial determines the field extension K ⊆ K = C /C . By Lemma 3.6, A = R/R * is a K -algebra with basis { 1 }, where stands for the class of modulo R * . We get from (18) that the product of the K -algebra A is determined by the expressions
where denotes the class of modulo C in K . We should be able to do linear algebra computations over K . In particular, we are assumed to know how to solve systems of linear equations over K . For instance, once = + R * ∈ A is expressed in coordinates with respect to the basis { 1 }, say ( 1 ), the equation (17) leads to a system of linear equations over K
=1 =1 = for all 1 ≤ ≤ .
We can compute a solution , expressed by its coordinates ( 1 ) in the basis { 1 }. From this, we get the idempotent = and, henceforth, 1 − . A system of generators of (1 − )A(1 − ) as a vector space over K is {(1 − ) 1 (1 − )
(1 − ) (1 − )}. Hence, we can compute a basis of (1 − )A(1 − ) from this set of generators (e.g. selecting a linearly independent subset) and then compute the structure constants corresponding to such a basis. This is linear algebra over K , and it should not be a problem. In general, the problem is to decide whether (1 − )A(1 − ) is a skew field (or equivalently, if it does not contain zero-divisors). This is a hard problem from the computational point of view, see [17] .
A
The procedure described in Section 5 to decide whether a given polynomial ∈ R = D[X ; σ δ] is irreducible can be used as a key step to built an algorithm of factorization of bounded polynomials. Our approach is based on the fact that twosided polynomials have a good factorization theory (see Theorem 2.4), in conjunction with the following proposition. 
Proof. From the exact sequence of left R-modules
there is a proper factorization * = απ, where α is a twosided monic polynomial α ∈ R. Since R = R + Rπ, and αRπ ⊆ R and αR ⊆ R , we get that α ∈ A R (R /R ). Thus, by (21) , it yields α * ∈ R * . Since * = απ, we get that R * ⊆ Rπ. But Rπ ⊆ R , which implies that Rπ ⊆ R * . Therefore, * = π. Finally, since is a right divisor of , = , for some ∈ R. By the isomorphism of left R-modules, R R = R R ∼ = R R α annihilates R/R , whence is bounded. Proposition 6.1 can be used to obtain a non-trivial factorization of a bounded polynomial ∈ R if we are able to compute a twosided prime factor of each twosided polynomial, e.g., if we have a factorization algorithm for twosided polynomials. So, assume * = π 1 π , where π is prime twosided. Then we can factor = 1 1 , where * 1 = π 2 π and 1 is bounded with bound dividing π 1 . Since π 1 is prime it follows that * 1 = π 1 . We repeat the process with 1 and its bound π 2 π . So, we finally obtain = 1 where * = π a prime twosided polynomial. Observe that we only have to compute one bound, * . Then the complete factorization of into irreducibles is obtained by factorizing each . Therefore, the following question arises: it is possible to compute a factorization into irreducibles of a bounded polynomial ∈ R such that * is prime? Let ∈ R be a bounded polynomial such that * is prime and a proper factorization of is computed as follows. Write ζ = + R * , for some polynomial ∈ R. We have the following chain of strict inclusions of left ideals of R,
The inclusions are strict since, if we factor out the chain by the ideal R * , we get the proper chain of left ideals of the simple algebra A given by A A ⊕ Aζ A. Now, R + R = R for = ( ) , so is a proper right factor of . In this way, we have obtained a proper factorization = 1 . Furthermore, since R * ≤ R and * R ≤ 1 R, * = * = * 1 . We may repeat the above procedure in the C /C * -algebra R/R * by replacing by its factors and 1 . An obvious recursive process will lead to a complete factorization of into irreducible factors, as we show in Algorithm 8. In conclusion, we will be able to obtain a complete factorization of whenever an algorithm to find zero divisors of the finite dimensional algebra R/R * is available. So, assume that an algorithm FindZeroDivisor is available, which computes a zero divisor, if it exists, of an input algebra of dimension over some field with cost χ( ). For instance, in skew polynomials over finite fields, there exist Las Vegas algorithms developed by Giesbrecht [8] and Rónyai [17] . Nevertheless, as pointed out above, in general, such a problem is very hard from a computational point of view. 
Algorithm 8 Factorize
Input: ∈ R = D[X ; σ δ], with center C = K [ ], for ∈ R,= ν Factorize = π 1 · · · π ← 1, 1 ← lquo( ν) while < do +1 ← ( π +1 π ) ← lquo( +1 ) ← + 1 end while ← for ← 1 to do ← + FactorizeIrred( π ) {where + denotes concatenation of lists} end for Factorize ν = ν 1 · · · ν ← + [ν 1 ν ] return
Algorithm 9 FactorizeIrred
Input: ∈ R = D[X ; σ δ], with center C = K [ ], for ∈ R, K commutative, R finitely generated as a C -module, * ∈ C is the bound on , and * is irreducible in C . Assumptions: R satisfies conditions 5.8. There is an algorithm FindZeroDivisor which returns a zero divisor of its input, if it exists, or 0 otherwise. Output: A list of irreducible polynomials [ 1 
As a consequence of the previous discussions we have proved the following In skew polynomials over finite fields we can use Algorithm FindZeroDivisor in [8, §5] . Remark 6.3. In the rest of this paper we shall understand that Berlekamp's algorithm is used to factorize commutative polynomials over finite fields. Actually, we also assume the use of the basic operational algorithms whose complexity is calculated in Section 4 in a more general setting than the finite field case. Although there are faster algorithms for computing these calculations (see, for instance, [6] , for faster factorization algorithms, or Karatsuba's product), our aim here is to compare our method with the one in [8] , and show an alternative factorization algorithm which reduces the complexity with respect to the degree of the polynomial.
As usual we use MM( ) to denote the number of basic operations in a field L needed to multiply matrices of size × over L. 
and is the number of irreducible factors of . It returns "Failure" with probability at most 8 9 .
Proof. It follows directly from [ 
operations in K = F σ to correctly factorize into a product of irreducibles in R.
Proof. The cost of the computation of is bounded by the arithmetic in R and the computation of the solution of a linear system over K of size µ 2 . Hence, it costs (
The cost of the computation of the right greatest common divisor and the left quotient
. It remains to analyze the recursion step. Observe that have to be split − 1 times and the worst case happens when each zero divisor provides an irreducible factor. Hence, we have to call the algorithm − 1 times and, in each iteration, the degree of the polynomial under factorization is ( − ) and the number of its irreducible factors is − for = 1 − 1. Hence, the number of basic operations in K needed to run Algorithm 9 is in
Theorem 6.6. Let R = F[X ; σ ], µ be the order of σ and ∈ R with deg( ) = . Then Algorithm 8 requires
Proof. By Theorem 4.8, * can be computed with µ I(µ)+µ 3 3 S(µ)+µ 2 2 (M(µ)+A(µ)) operations in K . Using Berlekamp's algorithm, , whose degree is at most as a polynomial over C = K [X µ ], can be factorized with (MM( ) + M( ) log( ) log #K ) operations in K . The while loop can be done in the worst case, i.e. when factorizes as product of linear polynomials, in ( I(µ)+ 3 µ 2 (S(µ)+M(µ)+A(µ))) basic operations in K . The worst case in the for loop holds when * is irreducible as a polynomial in C , so a bound of the number of operations in K is given in Proposition 6.5. . Hence, the rank of R over C is nine and, in particular, by Theorem 3.7, deg * ≤ 3 deg for any ∈ R. Let ∈ R be the polynomial . Then A = R/R * 1 is isomorphic to the standard quaternion algebra over K 1 . So the problem is reduced to find a zero divisor, if it exists, in A. By [14, Chapter 57] this problem is equivalent to find elements ∈ K 1 such that 2 + 2 = −1. This problem is expected to be hard, since Ronyai proves in [18] that the computation of zero divisors in quaternion algebras over Q is NP ∩ co-NP. However, in this example, we can find zero divisors if we can compute a rational point in the variety over Q defined by the ideal 
