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Ultrasound imaging is a widely used technique for medical diagnostics. For the last 30
years 3-D ultrasound imaging has received increasing interest, as it offers several advan-
tages compared to conventional 2-D imaging. Two-dimensional images are dependent
on both position and scan angle, making some imaging planes inaccessible due to the
anatomy of the human body. Volumetric imaging does not have the same drawback, as
any plane is available from the volume data. It also offers accurate estimation of the
size of organs, cysts, and tumors without relying on assumptions and the operator skills
needed when using 2-D imaging estimations. However, 3-D ultrasound probes are far
more complex than conventional probes, resulting in expensive equipment that impairs
the low-cost advantage of ultrasound, and thus limits it more widespread use.
The objective of this thesis is to develop and demonstrate a transducer technology
that can produce real-time volumetric images, but without the complexity and cost of
available 3-D ultrasound systems. Focus has been on row–column-addressed arrays,
offering volumetric imaging with a greatly reduced amount of electrical connections.
This reduces data processing requirements and manufacturing cost. To manufacture such
arrays, capacitive micromachined ultrasonic transducer (CMUT) technology was chosen
as a platform because it offers a high degree of flexibility and interesting properties such
as a large bandwidth.
A theoretical treatment of CMUTs is presented, including investigations using an ana-
lytic multilayered plate model, and finite element analysis of full arrays. Three different
microfabrication processes were investigated to produce stable and reliable transducers.
Based on the developed techniques, a 62+62-element row–column-addressed array was
then fabricated and assembled into a fully functioning hand-held probe. The transducer
and imaging performance was evaluated in relation to a similar piezoelectric probe. Acous-
tic lens materials were developed to create another row–column-addressed probe with a
diverging compound lens. The lens spreads the acoustic energy enabling a curvilinear
field-of-view, which is required for abdominal and cardiac imaging applications.
The results show that the row–column technology is a realistic alternative to matrix
probes for volumetric imaging, and especially as a low cost alternative. This can contribute
to a more widespread use of volumetric ultrasound imaging and to the development of





Ultralydsscanning er en udbredt teknik til medicinsk diagnostik. I løbet af de seneste
30 år har 3-D ultralydsbilleddannelse modtaget øget interesse, da det giver flere fordele
sammenlignet med konventionelle 2-D billeder. Todimensionelle billeder afhænger både
af placeringen af vinklen af ultralydsproben, hvilket gør nogle billeder planer utilgæn-
gelige på grund af menneskets anatomi. Tredimensionelle billeder har ikke denne ulempe,
da ethvert plan er tilgængeligt fra volumendataene. Deruover er det muligt at præcist
vurdere størrelsen af organer, cyster og tumorer uden at være afhængig af operatørens
færdigheder og nødvendige antagelser, i modsætningen til når 2-D billeddannelse benyttes.
Imidletid er 3-D ultralydsprober langt mere komplekse end konventionelle prober, hvilket
resulterer i dyrt udstyr, der skader den fordelagtige lave pris ved ultralyd og dermed
begrænser dens mere udbredte anvendelse.
Formålet med denne afhandling er at udvikle og demonstrere en transducerteknologi,
der kan producere volumetriske billeder i realtid, men uden kompleksiteten og omkost-
ningerne ved de nuværende tilgængelige 3-D ultralydssystemer. Fokus har været på
række–søjle-adresserede arrays, der giver volumetrisk billeddannelse med en reduceret
mængde af elektriske forbindelser, hvilket reducere databehandlingskrav og fremstilling-
somkostninger. Til fremstilling af sådanne arrays blev den kapacitive mikrofabrikerede
ultralydstransducer (CMUT) -teknologi valgt som platform, da denne giver en høj grad af
fleksibilitet og brugbare egenskaber, såsom en stor båndbredde.
En teoretisk analyse af CMUT’er er præsenteret, herunder undersøgelser ved anven-
delse af en analytisk flerlagsplademodel og en ’finite element’-analyse af hele arrays.
Tre forskellige mikrofabrikationsprocesser blev undersøgt for at producere stabile og
pålidelige transducere. Baseret på de udviklede teknikker blev en 62 + 62-element
række–søjle-adresseret array fremstillet og samlet i en fuldt fungerende håndholdt probe.
Transduceren og billedkvaliteten blev vurderet i forhold til en sammenligenelig probe
baseret på piezoelektrisk teknologi. Akustiske linsematerialer blev udviklet for at frem-
stille en anden række–søjle-adresseret probe med en divergerende linse. Linsen havde til
formål at sprede den akustiske energi, hvilket muliggør et pyramidestubsformet synsfelt.
Resultaterne viser at række–søjle-teknologien er et realistisk alternativ til matrixprober
til volumetrisk ultralydsscanning, især som et billigt alternativ. Dette kan bidrage til en
mere udbredt brug af volumetrisk ultralydsbilleddannelse og til udvikling af nye kliniske
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ASSP Application Specific Standard Product
BCB benzocyclobutene
BHF Buffered HydroFluoric acid
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PZT Lead Zirconate Titanate
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SEM Scanning Electron Microscopy
SIMS Secondary Ion Mass Spectrometry
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Introduction
1.1 Medical Ultrasound Imaging
Since the middle of the 20th century ultrasound imaging has been an important medical
imaging modality for diagnostics in the clinic. It is used in several branches of medicine,
but it is often recognized for being used for obstetric ultrasonography. Opposed to other
imaging techniques, like X-ray and CT, ultrasound imaging is considered harmless in
the sense that it does not utilize ionizing radiation. Ultrasound images can be obtained
and visualized in real time, and it is portable, making it available at the patients bedside.
It is relatively inexpensive compared to the other imaging techniques. The drawbacks
compared to the other techniques include problems with creating images behind bones
due to the large impedance mismatch, operator dependence, and low resolution.
Ultrasound is defined as sound waves propagating with a frequency greater than
20 kHz, which is higher than the audible limit of human hearing. Sound is mechanical
energy that propagates in a medium, hence it cannot travel in vacuum in contrast to
electromagnetic waves. The energy travels in forms of waves, and the two most simple
type of waves that travels in solids are longitudinal waves, where the displacement is in
the same direction as the propagation, and transversal waves where the displacement is
orthogonal to the propagation direction. In water and soft tissue, mainly longitudinal
waves exist.
Ultrasound images are created by transmitting acoustic pulses into the medium of
interest and detecting the echoes generated. The echoes arise from two phenomena:
reflection and scattering. Reflections often emerge from large smooth objects, such as
bones. The greater the acoustic impedance mismatch between the two tissues, the greater
the reflection. Typically only a part of the energy is reflected, where the remaining is
transmitted through the interface, and most often refracted. Scattering occurs when the
ultrasound wave propagates through a medium with structures much smaller than the
wavelength of the wave, and is known as Rayleigh scattering. Red bloods cells are much
smaller than the wavelength of ultrasound wave, and the scattered signals from the blood
cells makes it possible to estimate the blood flow using ultrasound (Jensen 1996).
B-mode or brightness mode images are the most known type of ultrasound images.
The brightness of each pixel represent the strength of the received echo signal. A B-mode
image of my kidney, acquired with a 1-D piezoelectric transducer array probe connected to
BK Ultrasound 3200 scanner is shown in Fig. 1.1(a). Such a 2-D cross-sectional image is
obtained with an 1-D array, as sketch in Fig. 1.1(b). An 1-D array is composed of several
1
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Figure 1.1: (a): B-mode image of my kidney, acquired with a 1-D piezoelectric transducer
array connected to a BK Ultrasound 3200 scanner. (b): Illustration of 1-D transducer from
(Szabo 2014)
rectangular shaped piezoelectric elements placed side-by-side in the azimuth direction.
Each element are individually connected to the scanner and can therefore be controlled
to focus the sound in depth. The direction parallel to height of the elements are termed
elevation. The elements cannot be controlled in the elevation direction, hence an acoustic
lens is often placed in front of the elements to focus the ultrasound. The focus depth in
the elevation direction is fixed, whereas it is variable in the azimuthal direction. The time
from the generation of the pressure wave to the echo is received is termed the time of
flight (ToF). Using the ToF and the echo amplitude, images can created. The position of
the scatter is determined by the ToF and the brightness is determined from the amplitude
of the received signals.
1.1.1 3-D imaging
For the last 30 years, time resolved 3-D (4-D) imaging has received increasing interest,
as it offers several advantages compared to conventional 2-D imaging. The increasing
interest is seen in Fig. 1.2 as the number of publications per year in this field have
increased linearly from nine publications in 1990 to almost 1200 publications in 2017.
Two-dimensional images are acquired with a 1-D array probe, which are dependent on
both position and scan angle. This makes some imaging planes inaccessible due to the
anatomy of the human body. Volumetric imaging does not have the same drawback, as
any plane is available from the volume data. It also offers accurate estimation of the
size of organs, cysts, and tumors without relying on assumptions and the operator skills
needed when using 2-D imaging estimations.
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t 3-D ultrasound imaging*
Figure 1.2: Publication count per year starting in 1990 until today. The search term used
was "(Volume* OR 3-D OR 3D) AND (ultrasound OR ultrasonic) AND imaging", in the web
of science database.
There are several ways of acquiring volume data using hand held ultrasound probes.
The three main ways are illustrated in Fig. 1.3, and are: freehand scanning using 1-D
probes, mechanical 2-D probes, and 2-D matrix array probes (Karadayi, Managuli, and
Kim 2009). The first two methods are based on 1-D arrays and combines data from
several planes into a volume. Freehand scanning employs a sensing system keeping track
of the position and angle of the transducer. Multiple 2-D images, from different angles
and positions, are post-processed to obtain the volume data. This is a relatively low-cost
solution, but the manipulation of the probe by the hand results in position inaccuracies
and irregular scanning, resulting in low image quality and low volume acquisition rate.
Mechanical 2-D probes are composed of a 1-D transducer array coupled to a mechanical
motor. The motor moves the array in a predefined manner, either by wobbling it back and
forth or rotating it. The image quality relies on the precision which the motor moves and
decreases with the rotation or wobbling rate due to the increased acceleration. The frame
rate is therefore limited and are below 20Hz.
To obtain real time-resolved volumetric imaging with frame rates higher than 20Hz,
2-D transducer arrays are necessary (Turnbull and Foster 1991; von Ramm, Smith, and
Pavy 1991). Such transducers were first seen in the early 1990s (Smith, Pavy, and Ramm
1991). By placing the elements in a rectangular grid, the beam can be steered electronically
in two perpendicular directions (azimuth and elevation) and hereby acquire data from a
volume. To obtain an image quality similar to that of a 1-D transducer, the same number
of elements in both lateral dimensions are required. A 1-D array of 128 elements would
translate into 128 ⇥ 128 = 16, 384 elements in a 2-D matrix array. From a transducer
fabrication perspective, this poses a great challenge for providing electrical connections
to all the elements while maintaining a high element yield. The interconnecting wires
between the 16, 384 elements and the ultrasonic system result in a large, heavy cable,
which excludes it from any practical use. An example of a realization of a fully addressed
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Fig. 3. Transducer technologies used for 3-D US acquisition: (a) mechanical 3-D probes, (b) 2-D matrix-array transducers, and (c) freehand 3-D acquisition using
a conventional 1-D array with position sensor.
been found to facilitate the assessment of valvular disease [22].
Also, workflow improvements have been reported as a result of
reduced scan times because one volume acquisition can replace
several planar acquisitions. One application that was shown to
benefit from the reduced scan time is exercise stress echocardio-
graphy, during which measurements from multiple scan planes
need to be made in a relatively short amount of time following
the exercise to be as close to peak stress as possible [23]. In such
examination, availability of full volume datasets was also shown
to facilitate better alignment of the same views for baseline and
peak-stress measurements.
There are quite a few review papers on recent clinical expe-
rience with 3-D/4-D US [22], [24]–[39]. Also, several review
papers on the technical aspects of 3-D US were published from
1996 to 2001 [40]–[44]. In this paper, we focus on the recent
technological developments that have taken place in volume ac-
quisition and visualization, including transducers, algorithms,
and computation. We also discuss the remaining challenges to
be overcome in 3-D US and the possible future directions of 3-D
US technology.
II. VOLUME ACQUISITION
The development and maturation of dedicated 3-D probes has
played a major role in enabling easier and faster acquisition of
volume data. These include mechanical 3-D probes and 2-D ma-
trix-array transducers. In addition, freehand techniques have im-
proved, and they continue to provide a lower cost alternative to
dedicated 3-D probes.
A. Mechanical 3-D Probes
A modern mechanical 3-D probe consists of a 1-D array trans-
ducer and a compact motor coupled together and placed inside
the probe housing [Fig. 3(a)]. The motor translates, rotates, or
wobbles the 1-D transducer back and forth to insonate a 3-D
volume of interest. The constrained scan geometry of a mechan-
ical probe makes registration of the acquired 2-D images simpler
because the position and/or orientation of the transducer can be
determined readily. Early generation mechanical probes were
slow (e.g., it took 4 s to acquire a 40 volume sector in 1993
[45]). They have evolved throughout the last decade to become
more compact and faster, delivering volume acquisition rates
typically several volumes/s or higher depending on the sector
size. This not only has resulted in a reduction of artifacts due to
tissue/patient motion but also has enabled fast enough acquisi-
tion of volume datasets to enable interactive visualization.
Systems based on mechanical probes are cheaper to support
than those based on 2-D matrix-array transducers because they
use a 1-D array transducer and the beamforming requirements
are same as those used in conventional 2-D imaging. They also
provide comparable image quality in the acquisition plane to
that delivered by the conventional 2-D imaging. As a result,
mechanical 3-D probes are increasingly being adopted for 3-D
US volume acquisition, particularly in OB/GYN applications.
Their use in cardiology applications, however, has been limited
due to low volume acquisition rates. Also, since acquisitions are
performed while the transducer is in motion and color/power
Doppler imaging requires an ensemble of echoes (typically )
to be obtained along the same direction for each scanline, their
volume rates are severely restricted in Doppler modes.
(a)
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Fig. 3. Transducer technologies used for 3-D US acquisition: (a) echanical 3-D probes, (b) 2-D matrix-array transducers, and (c) freehand 3-D acquisition using
a conventional 1-D array with position sensor.
been found to facilitate the assessment of valvular disease [22].
Also, workflow improvements have been reported as a result of
reduced scan times because one volume acquisition can replace
several planar acquisitions. One application that was shown to
benefit from the reduced scan time is exercise stress echocardio-
graphy, during which measurements from multiple scan planes
need to be made in a relatively short amount of time following
the exercise to be as close to peak stress as possible [23]. In such
examination, availability of full volume datasets was also shown
to facilitate better alignment of the same views for baseline and
peak-stress measurements.
There are quite a few review papers on recent clinical expe-
rience with 3-D/4-D US [22], [24]–[39]. Also, several review
papers on the technical aspects of 3-D US were published from
1996 to 2001 [40]–[44]. In this paper, we focus on the recent
technological developments that have taken place in volume ac-
quisition and visualization, including transducers, algorithms,
and computation. We also discuss the remaining challenges to
be overcome in 3-D US and the possible future directions of 3-D
US technology.
II. VOLUME ACQUISITION
The development and maturation of dedicated 3-D probes has
played a major role in enabling easier and faster acquisition of
volume data. These include mechanical 3-D probes and 2-D ma-
trix-array transducers. In addition, freehand techniques have im-
proved, and they continue to provide a lower cost alternative to
dedicated 3-D probes.
A. Mechanical 3-D Probes
A modern mechanical 3-D probe consists of a 1-D array trans-
ducer and a compact motor coupled together and placed inside
the probe housing [Fig. 3(a)]. The motor translates, rotates, or
wobbles the 1-D transducer back and forth to insonate a 3-D
volume of interest. The constrained scan geometry of a mechan-
ical probe makes registration of the acquired 2-D images simpler
because the position and/or orientation of the transducer can be
determined readily. Early generation mechanical probes were
slow (e.g., it took 4 s to acquire a 40 volume sector in 1993
[45]). They have evolved throughout the last decade to become
more compact and faster, delivering volume acquisition rates
typically several volumes/s or higher depending on the sector
size. This not only has resulted in a reduction of artifacts due to
tissue/patient motion but also has enabled fast enough acquisi-
tion of volume datasets to enable interactive visualization.
Systems based on mechanical probes are cheaper to support
than those based on 2-D matrix-array transducers because they
use a 1-D array transducer and the beamforming requirements
are same as those used in conventional 2-D imaging. They also
provide comparable image quality in the acquisition plane to
that delivered by the conventional 2-D imaging. As a result,
mechanical 3-D probes are increasingly being adopted for 3-D
US volume acquisition, particularly in OB/GYN applications.
Their use in cardiology applications, however, has been limited
due to low volume acquisition rates. Also, since acquisitions are
performed while the transducer is in motion and color/power
Doppler imaging requires an ensemble of echoes (typically )
to be obtained along the same direction for each scanline, their
volume rates are severely restricted in Doppler modes.
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been found to facilitate the assessment of valvular disease [22].
Also, workflow improvements have been reported as a result of
reduced scan times because one volume acquisition can replace
several planar acquisitions. One application that was shown to
benefit from the reduced scan time is exercise stress echocardio-
graphy, during which measurements from multiple scan planes
need to be made in a relatively short amount of time following
the exercise to be as close to peak stress as possible [23]. In such
examination, availability of full volume datasets was also shown
to facilitate better alignment of the same views for baseline and
peak-stress measurements.
There are quite a few review papers on recent clinical expe-
rience with 3-D/4-D US [22], [24]–[39]. Also, several review
papers on the technical aspects of 3-D US were published from
1996 to 2001 [40]–[44]. In this paper, we focus on the recent
technological developments that have taken place in volume ac-
quisition and visualization, including transducers, algorithms,
and computation. We also discuss the remaining challenges to
be overcome in 3-D US and the possible future directions of 3-D
US technology.
II. VOLUME ACQUISITION
The development and maturation of dedicated 3-D probes has
played a major role in enabling easier and faster acquisition of
volume data. These include mechanical 3-D probes and 2-D ma-
trix-array transducers. In addition, freehand techniques have im-
proved, and they continue to provide a lower cost alternative to
dedicated 3-D probes.
A. Mechanical 3-D Probes
A modern mechanical 3-D robe consists of a 1-D array trans-
ducer and a compact motor coupled together and placed inside
the probe housing [Fig. 3(a)]. The motor translates, rotates, or
wobbles the 1-D transducer back and forth to insonate a 3-D
volume of interest. The constrained scan geometry of a mechan-
ical probe makes registration of the acquired 2-D images simpler
because the position and/or orientation of the transducer can be
determined readily. Early generation mechanical probes were
slow (e.g., it took 4 s to acquire a 40 volume sector in 1993
[45]). They have evolved throughout the last decade to become
more compact and faster, delivering volume acquisition rates
typically several volumes/s or higher depending on the sector
size. This not only has resulted in a reduction of artifacts due to
tissue/patient motion but also has enabled fast enough acquisi-
tion of volume datasets to enable interactive visualization.
Systems based on mechanical probes are cheaper to support
than those based on 2-D matrix-array transducers because they
use a 1-D array transducer and the beamforming requirements
are same as those used in conventional 2-D imaging. They also
provide comparable image quality in the acquisition plane to
that delivered by the conventional 2-D imaging. As a result,
mechanical 3-D probes are increasingly being adopted for 3-D
US volume acquisition, particularly in OB/GYN applications.
Their use in cardiology applications, however, has been limited
due to low volume acquisition rates. Also, since acquisitions are
performed while the transducer is in motion and color/power
Doppler imaging requires an ensemble of echoes (typically )
to be obtained along the same direction for each scanline, their
volume rates are severely restricted in Doppler modes.
(c)
Figure 1.3: The three main ways of making volume acquisitions using hand held probes: free-
hand scanning (a), mechanical 2-D probes (b), and two-dimensional matrix array transducers
(c). Figure adapted from (Karadayi, Managuli, and Kim 2009).
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(a) (b)
Figure 1.4: Realizatin of 2-D matrix probes. (a): The fully-addressed Vermon probe with
32⇥ 32 elements, a total of 1024 elements, and a cable diameter of 2.5 cm. (b): The Philips
X6-1 PureWave xMATRIX probe with 9212 elements.
matrix probe from Vermon is shown in Fig. 1.4(a). This probe has 32⇥ 32 elements, a
total of 1024 elements, and the cable has a diameter 2.5 cm. From this image it is obvious
that the size of the cable prohibits it from any practical use in the clinic.
The issue of reducing channel counts, whilst maintaining the size of the array aperture,
was addressed in the early versions of 2-D matrix arrays by introducing sparse arrays,
where only a subset of elements is active at the same time. Amongst these are Mills
cross arrays, random arrays, and Vernier arrays, each having their benefits and drawbacks
(Austeng and Holm 2002; Brunke and Lockwood 1997; Davidsen, Jensen, and Smith
1994; Karaman et al. 2009; Yen, Steinberg, and Smith 2000). However, all of them
suffer from reduced signal-to-noise ratio (SNR), due to the reduced active area, and they
introduce higher sidelobes and/or grating lobes. Recently, fully populated arrays with
reduced channel count have become available by integrating electronic pre-beamformers
inside the transducer probe (Blaak et al. 2009; Halvorsrod, Luzi, and Lande 2005; Savord
and Solomon 2003). Integrating the electronics in the handle result in much fewer
signals to be funneled to the ultrasound scanner. An example, of such a state-of-the-art
fully populated matrix transducer, is the X6-1 PureWave xMATRIX Array from Phillips
(Eindhoven, Netherlands), with 9, 212 elements, which is shown in Fig. 1.4(b). The probe
has a much thinner cable, compared to the Vermon probe shown in Fig. 1.4(a), even though
the element count is 9 times higher. Despite the advances in real-time 3-D ultrasound
imaging, the ultrasound systems supporting such techniques are highly advanced and rely
on state-of-the-art software, hardware, and manufacturing technology. This results in
expensive equipment that impairs the low-cost advantage of ultrasound, and thus limits
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Figure 1.5: The principle of row–column-addressing. The elements in the 2-D array are
either contacted by their row or column indices, e ectively turning the array into orthogonal
1-D arrays. One is used for emission and the other for receive.
its more widespread use. The thermal budget is also a consideration for probes with
integrated electronics, due to the constraints on transducer probe heating that are dictated
by the standards for medical equipment (IEC 2015; Sampson et al. 2013).
An alternative to fully addressed matrix arrays exist: row–column-addressed (RCA)
2-D arrays. Row–column-addressing of 2-D matrix arrays is a scheme that seeks to reduce
the number of active channels required for contacting the elements. The principle of
row–column-addressing is illustrated in Fig. 1.5. The idea is to contact the elements in
the 2-D array either by their row or column indices. Each row and column thereby acts as
one large element. This effectively turns the array into two orthogonal 1-D arrays. The
imaging principle relies on using one of the 1-D arrays as the transmit array, creating a
line focus of the transmit pulse. The perpendicular 1-D array is used to receive, enabling
receive focus in the orthogonal dimension. The combination of transmit and receive focus
provides focusing on a point in the volume, hence a volumetric image can be created.
Where a N ⇥N fully addressed array requires N2 connections, an RCA array only need
2N connections. The RCA array can therefore have a larger aperture compared to the
fully addressed array, having the same number of connections. Since no pre-beamforming
is required before the channel data is funneled to the scanner, 2-D RCA arrays can be
manufactured at the same price range as conventional 1-D probes for 2-D imaging.
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1.2 Capacitive Micromachined Ultrasound Transducer
A central part of the ultrasound imaging system is the ultrasound transducer. It is respon-
sible of converting the electrical signals supplied by the scanner to ultrasound waves,
and back to electrical signals when the echoes are received. The first ultrasound system
transducers were based on the piezoelectric effect. A piezoelectric crystal generates a
potential difference when deformed, or it deforms when a potential is applied. In the
mid-90s an alternative technology emerged based on the fabrication techniques developed
for the silicon semiconductor industry (Haller and Khuri-Yakub 1994, 1996; Schindel
et al. 1993, 1995), and became known as capacitive micromachined ultrasonic transduc-
ers (CMUTs). They rely on capacitive actuation (electrostatic forces) rather than the
piezoelectric effect. Opposed to piezoelectric transducers, which are fabricated using
mechanical process (dice and fill), the CMUTs are fabricated using cleanroom fabrication
techniques where micrometer features is routinely define using lithography, making this
technique extremely design flexible. The blade which is used to dice the piezoelectric
material usually has a width down to 15µm. As a lambda half element pitch is a necessity
in most cases for medical imaging, the active area becomes small for high frequencies
transducers. At the same time, if the piezoelectric material is diced into pillars in such a
way that two pillars are placed per element width, the active area becomes even smaller.
As an example, a 15MHz transducer has an element pitch of 50µm. After the material
is diced, 30µm of the active width of the element is lost, hence only 40% of the area
is active. A CMUT transducer does not have the same problems when increasing the
frequency, as micrometer features are easily defined using the lithography process. The
transducers investigated in this thesis is mainly based on the CMUT technology.
Fig. 1.6 shows a sketch of a single CMUT cell in its most simple form. It consist
of two electrodes separated by an insulator and a cavity formed in the insulator. The
bottom electrode is fixed, whereas the top electrode, called the plate, are free to move
and are clamped at the edges by the insulator. The cavity, and thereby the plate, can have
all kind of shapes, but are often circular with a radius, a, or square with a side length,
2L. The plate thickness is termed h, the height of the vacuum gap gv, and the thickness
of the insulator at the bottom of the cavity gi. If a potential is applied between the two
electrodes the plate will bend towards the substrate due to the attraction between the
electrodes caused by the electrostatic force. The mechanical restoring force, resulting
from the stiffens of plate, will counteract the attraction and an equilibrium is obtained.
The plate will be at a stable position with a given center deflection referred to as w0. If
the applied voltage is increased so that the electrostatic force becomes larger than the
restoring force, the plate will collapse onto the bottom of the cavity. That specific voltage
where the electrostatic force becomes larger than the restoring force is called the pull-in
or collapse voltage, Vpi.
Varying the potential between the electrodes will deform the plate. If the applied
voltage is in the ultrasound frequency range, the CMUT transducer will emit ultrasonic
waves, as shown in Fig. 1.7(a). This pressure wave will then propagate into the medium of








Figure 1.6: Sketch of a CMUT device. The two electrodes are separated by an insulator with
a cavity formed in it with radius a or a side-length 2L. The bottom contact, the substrate,
is fixed, whereas the top electrode, the plate is free to move. By applying a DC bias between
the two electrodes the plate will deflect due to the electrostatic force, and the deflection at














Figure 1.7: The CMUT device can work either in transmit mode (a) or in receive mode
(b). Ultrasonics pressure waves are generated by varying the applied voltage between the
electrodes on top a bias voltage. The received signals will deflect the plate, which can be
detected as a change in capacitance of the device.
interest, and will be reflected and scattered. The echoed signals will then deflect the plate,
as shown in Fig. 1.7(b), and can be measured as a change capacitance. The detected signal
strength and the ToF of the pressure wave can then be used to generate the ultrasound
images.
The first CMUT was presented in 1993 and was fabricated by anisotropically etching
of circular cavities in a silicon substrate and adhering a metalized Kapton tape on top
(Schindel et al. 1993). This inspired Khuri-Yakub’s ultrasonics group from Stanford to
develop a fabrication process, which are now termed the sacrificial release method (Haller
and Khuri-Yakub 1994). This method utilized surface micromachining, where a sacrificial
layer was selectively removed between the two electrodes to define the cavities, leaving
behind the clamped top plate. Silicon oxide was used as the sacrificial material, and
lateral dimensions was controlled by a timed etch. An alternative method to the surface
micromachined process was developed in 2003 by Huang et al. (Huang et al. 2003) and
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was termed the wafer-bonding technique. This was based on fusion bonding of a silicon-
on-insulator (SOI) wafer directly on top of a silicon substrate with etched cavities. These
cavities were defined by etching the oxide and/or the silicon substrate. In 2011, Park et al.
(Park et al. 2011) proposed an alternatively method where the cavities were defined by
a LOCal Oxidation of Silicon (LOCOS) process. LOCOS is a process where silicon is
selectively oxidized in pre-defined areas. Places which are not meant to be oxidized are
covered with a thin film that blocks the diffusion of oxygen. Most often, Low Pressure
Chemical Vapour Deposition (LPCVD) silicon nitride, Si3N4, is used. CMUTs based
on other bonding techniques has also been proposed. These includes adhesive bonding
techniques and anodic bonding. The adhesive bonding process was proposed in 2014 and
used benzocyclobutene (BCB) as the adhesive layer (Bakhtazad, Manwar, and Chowdhury
2014). Cavities are formed by bonding of partially-cured and pattered BCB on a SOI wafer
to a silicon substrate with an unpatterned BCB. The advantage of using BCB includes
being less sensitive to particles during the bonding process compared to fusion bonding,
and incorporation of metal electrodes as the temperature during fabrication does not
exceed 250  C. Another process for fabrication of CMUTs is based on the anodic bonding
technique. Anodic bonding is a wafer bonding technique used to create a hermetic seal
between borosilicate and silicon. The two materials are bonded by heating the wafers up
to temperatures in the order of 350  C to increase the mobility of the positive ions in the
glass. An electrical potential across the two wafers are then applied. Sodium ions diffuses
to the backside of the borosilicate wafer to the cathode, and the bonding mechanism is
caused both by the electrostatic force and electrochemical processes (Cui 2008, p. 50-54).
Especially the group from North Carolina State University have investigated this method
for fabrication of CMUT (Yamaner, Zhang, and Oralkan 2015), but also incorporating
MEMS T/R switches in the same process (Zhang et al. 2018). Both fusion bonding based
on the LOCOS process, adhesive BCB bonding, and anodic bonding techniques have
been investigated for the fabrication of CMUTs during this project.
For a CMUT transducer to be tested in the clinic, it has to be assembled into a
probe which can be connected to the scanner. A handfull of papers have been published
presenting the fully assembled CMUT probes. David M. Mills from General Electric
Global Research presented one of the first fully assembled probes at the IUS conference
in 2004 (Mills 2004). The CMUT array was fabricated using a wafer bonding technique
with assistance from the Stanford Group lead by Professor Khuri-Yakub. At the following
year’s IUS conference, Siemens presented CMUT probes for both 2-D and 3-D imaging
(Daft et al. 2005) . The 1-D array was a curved array with 128 elements and a 40mm
radius of curvature and was fabricated using the method described in (Wong, Panda, and
Ladabaum 2003). With was assembled into a probe with in handle electronics consisting
of preamplifiers. They also presented a 2-D probe which was able to image a volume
without any probe motion. It was based on the bias control to obtain one plane at the
time, which using the simplest implementation only resulted in acquisition rates similar
to mechanical 2-D probes. Savoia et al. presented a detailed study of the development
of a CMUT probe in 2012 (Savoia, Caliano, and Pappalardo 2012). It treats all aspect
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from array design, microfabrication, packaging, to system integration. The CMUTs are
based on there reverse fabrication process which is a sacrificial release process (Caliano
et al. 2005). They compare a 12MHz CMUT probe to a similar lead zirconate titanate
transducer (PZT) probe, and conclude that the CMUT has a lower transmit sensitivity, but
a higher receive sensitivity, resulting in a higher pulse-echo sensitivity. In 2015, Kolo
Medical Inc. present a commercialized high frequency CMUT probe (Zhao, Zhuang, and
Daigle 2015). Almost no details of the probes are given except that it is made with kolo
proprietary technology, but their design have been transfered to a commercial foundry
for mass production. The probe they present is a 15MHz probe with an element pitch of
108µm, but only has a bandwidth of 80%.
1.3 Motivation and Objective
The primary aim of the work presented in this thesis is to develop and demonstrate
transducer technologies and designs for low cost real-time volumetric ultrasound imaging,
but without the complexity of state-of-the-art 2-D matrix probes. This work will focus on
developing RCA arrays and exploring the possibilities for real-time volumetric ultrasound
imaging. The reduced complexity of such probes brings concerns with regard to the
imaging performance which needs to be overcome to realize RCA arrays as a realistic
alternative to complex matrix probes. The central part of this work is based on the
development of the ultrasound transducer, where the CMUT technology is used. This
technology is still immature and can be advanced, but the potential capabilities are large.
The main focus is therefore related to advancing the technology required to develop RCA
CMUT arrays. This includes both theoretical understanding, processes to fabricate arrays,
and development of acoustic materials. The final goal is to combine all the knowledge
developed during this project and combining it into an RCA CMUT probe for volumetric
ultrasound imaging.
1.4 Publications in the thesis
This thesis is based on 13 publications: 6 conference proceedings and 7 journal papers,
covering three topics: transducer modeling, row–column-addressed arrays, and diverging
lenses for increased field-of-view. The publication letter refers to the appendix name
containing the corresponding paper.
Transducer modeling
One conference proceeding and two journal papers cover modeling of CMUTs both with
respect to plate, transducer and element behavior.
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Paper A
Mathias Engholm, Matthias Bo Stuart, Erik Vilain Thomsen, and Jørgen Arendt Jensen.
“Modeling of Plates with Multiple Anisotropic Layers and Residual Stress”.
Published in: Sensors and Actuators A: Physical, Vol. 240, pp. 70-79, (2016).
Paper B
Mathias Engholm, Andrew Tweedie, Jonas Jensen, Gerald Harvey, Søren Elmin Diederich-
sen, Jørgen Arendt Jensen, and Erik Vilain Thomsen.
“Simulating CMUT Arrays Using Time Domain FEA”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2017).
Paper C
Andreas Spandet Havreland, Mathias Engholm, Borislav Gueorguiev Tomov, Jørgen
Arendt Jensen, and Erik Vilain Thomsen.
“Optimal CMUT Electrode Design: Modelling and Experimental Verification”.
Submitted to: IEEE Journal of Microelectromechanical Systems, (2018).
Row–column-addressed arrays
Four conference proceedings and two journals papers were published covering different
aspect of RCA transducers. The two first papers covers the development of RCA probes.
The third treats how the capacitive substrate coupling can be minimized and the fourth
introduces a new fabrication method for RCA based on a BCB polymer. The fifth assess
the imaging performance of the developed RCA probes and the last deals with how the
resolution of RCA arrays can be improved.
Paper D
Mathias Engholm, Thomas Lehrmann Christiansen, Christopher Beers, Jan Peter Bagge,
Lars Nordahl Moesner, Hamed Bouzari, Anders Lei, Michael Berkheimer, Matthias Bo
Stuart, Jørgen Arendt Jensen, and Erik Vilain Thomsen.
“A hand-held row-column addressed CMUT probe with integrated electronics for volu-
metric imaging”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2015).
Paper E
Mathias Engholm, Hamed Bouzari, Thomas Lehrmann Christiansen, Christopher Beers,
Jan Peter Bagge, Lars Nordahl Moesner, Søren Elmin Diederichsen, Matthias Bo Stuart,
Jørgen Arendt Jensen, and Erik Vilain Thomsen.
“Probe development of CMUT and PZT Row–Column-Addressed 2-D Arrays”.
Published in: Sensors and Actuators A: Physical, Vol. 273, pp. 121-133, (2018).
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Paper F
Mathias Engholm, Hamed Bouzari, Jørgen Arendt Jensen, and Erik Vilain Thomsen.
“Capacitive Substrate Coupling of Row–Column-Addressed 2-D CMUT Arrays”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2016).
Paper G
Andreas Spandet Havreland, Martin Lind Ommen, Chantal Silvestre,Mathias Engholm,
Jørgen Arendt Jensen, and Erik Vilain Thomsen.
“BCB polymer based row-column addressed CMUT”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2017).
Paper H
Hamed Bouzari, Mathias Engholm, Christopher Beers, Svetoslav Ivanov Nikolov,
Matthias Bo Stuart, Erik Vilain Thomsen, and Jørgen Arendt Jensen.
“Imaging performance assesment of CMUT and PZT row–column-addressed 2-D array
probes”.
Submitted to: IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control,
(2018).
Paper I
Hamed Bouzari,Mathias Engholm, Matthias Bo Stuart, Erik Vilain Thomsen, and Jørgen
Arendt Jensen.
“Improved Focusing Method for 3-D Imaging using Row–Column-Addressed 2-D Ar-
rays”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2017).
Diverging lenses
One conference proceeding and three journal papers cover the aspect of improving the
field of view of RCA transducers using a diverging lens. The first paper is a feasibility
study covering the beamforming method using a divering lens. The next two covers an
implementation of a concave diverging lens and evaluate the imaging performance. The
last cover the development of a flat compound diverging.
Paper J
Hamed Bouzari,Mathias Engholm, Christopher Beers, Matthias Bo Stuart, Svetoslav
Ivanov Nikolov, Erik Vilain Thomsen, and Jørgen Arendt Jensen.
“Curvilinear 3-D Imaging Using Row–Column-Addressed 2-D Arrays with a Diverging
Lens: Feasibility Study”.
Published in: IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control,
Vol. 64, No. 6, pp. 978-988, (2017).
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Paper K
Hamed Bouzari,Mathias Engholm, Christopher Beers, Matthias Bo Stuart, Svetoslav
Ivanov Nikolov, Erik Vilain Thomsen, and Jørgen Arendt Jensen.
“3-D Imaging using Row–Column-Addressed 2-D Arrays with a Diverging Lens: Phantom
Study”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2017).
Paper L
Hamed Bouzari, Mathias Engholm, Christopher Beers, Svetoslav Ivanov Nikolov,
Matthias Bo Stuart, Erik Vilain Thomsen, and Jørgen Arendt Jensen.
“Curvilinear 3-D Imaging Using Row–Column Addressed 2-D Arrays with a Diverging
Lens: Phantom Study”.
Published in: IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control,
(2018).
Paper M
Mathias Engholm, Christopher Beers, Hamed Bouzari, Jørgen Arendt Jensen, and Erik
Vilain Thomsen.
“Increasing the Field-of-View of Row–Column-Addressed Ultrasound Transducers: Im-
plementation of a Diverging Compound Lens”.
Published in: Ultrasonics, Vol. 88, pp. 97-105, (2018).
Patents
Two patents were taken in the field of RCA transducers.
Patent A
H. Bouzari, S. Holbek, M. Engholm, J. Jensen, M. B. Stuart, E. V. Thomsen, and
J. A. Jensen
“3-D Imaging and/or Flow Estimation with a Row-Column Addressed 2-D Transducer
Array”.
Filed on November 11, 2016, Number PCT/IB2016/056817.
Patent B
M. Engholm, H. Bouzari, M. B. Stuart, E. V. Thomsen, and J. A. Jensen
“A Row-Column Addressed With N Rows and N Columns and with Less Than 2N
connections”.
Filed on March 23, 2017, Number ANA1323-US (BKM-10-8091).
14 Chapter 1. Introduction
1.5 Publications not included in the thesis
During this project I co-authored six conference proceedings, which are not included in
this thesis, but are listed below.
External Paper I
Hamed Bouzari,Mathias Engholm, Thomas Lehrmann Christiansen, Matthias Bo Stuart,
Svetoslav Ivanov Nikolov, Erik Vilain Thomsen, and Jørgen Arendt Jensen.
“Volumetric ultrasound imaging with row-column addressed 2-D arrays using spatial
matched filter beamforming”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2015).
External Paper II
Hamed Bouzari,Mathias Engholm, Thomas Lehrmann Christiansen, Christopher Beers,
Anders Lei, Matthias Bo Stuart, Svetoslav Ivanov Nikolov, Erik Vilain Thomsen, and
Jørgen Arendt Jensen.
“Volumetric synthetic aperture imaging with a piezoelectric 2D row-column probe”.
Published in: Proceedings of the SPIE, Medical Imaging 2016: Ultrasonic Imaging and
Tomograph, pp. 1-9, (2016).
External Paper III
Simon Holbek, Thomas Lehrmann Christiansen,Mathias Engholm, Anders Lei, Matthias
Bo Stuart, Christopher Beers, Lars Nordahl Moesner, Jan Peter Bagge, Erik Vilain Thom-
sen, and Jørgen Arendt Jensen.
“Volumetric synthetic aperture imaging with a piezoelectric 2D row-column probe”.
Published in: Proceedings of the SPIE, Medical Imaging 2016: Ultrasonic Imaging and
Tomograph, pp. 1-8, (2016).
External Paper IV
Søren Elmin Diederichsen, Filip Sandborg-Olsen,Mathias Engholm, Anders Lei, Jørgen
Arendt Jensen, and Erik Vilain Thomsen.
“Fabrication of Capacitive Micromachined Ultrasonic Transducers Using a Boron Etch-
Stop Method”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2016).
External Paper V
Hamed Bouzari, Mathias Engholm, Matthias Bo Stuart, Svetoslav Ivanov Nikolov,
Erik Vilain Thomsen, and Jørgen Arendt Jensen.
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“3-D imaging using row-column-addressed 2-D arrays with a diverging lens”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2016).
External Paper VI
Søren Elmin Diederichsen, Jesper Mark Fly Hansen,Mathias Engholm, Jørgen Arendt Jensen,
and Erik Vilain Thomsen.
“Output Pressure and Pulse-Echo Characteristics of CMUTs as Function of Plate Dimen-
sions”.
Published in: Proceedings of the IEEE International Ultrasonics Symposium, pp. 1-4,
(2017).
1.6 Thesis Outline
The outline of the remaining part of this thesis is as follows. Chapter 2 presents the
models used and developed to understand and optimize the CMUT devices. First, a
model to investigate plate behavior is presented, followed by an analysis of transduction
mechanism as both a static and a dynamic device. The acoustic performance are modeled
using finite element analysis (FEA) in the commercial software PZFlex. Finally, the
array are optimized by analytic modeling of the array, which helps in the design phase to
improve the performance.
Chapter 3 presents the concept of RCA arrays. After a brief literature review, a typical
layout of such arrays from a CMUT perspective is presented. Then, the method for
beamforming volumetric rectilinear images is presented, and a method for improving the
focusing and thereby increase the resolution is discussed. An inherent problem with RCA
arrays is the limited field-of-view (FOV), which is limited to the rectilinear volume in
front of the transducer. A method for increasing the FOV to a curvilinear volume region
is presented, and the beamforming method is introduced. Finally, a method for using
multiple element emission while imaging a curvilinear volume region is presented.
Chapter 4 deals with the microfabrication of RCA CMUT array. Three different
process are investigated for the fabrication of RCA CMUT arrays: one based on the
LOCOS process, one based on a BCB polymer, and the last based on the anodic bonding
process. The fabrication processes of all three processes are explained and discussed.
Chapter 5 describes the assembly of CMUT chips into fully functioning probes for
medical ultrasound imaging. Both 1-D probes and RCA probes are covered. The probe
assembly covers the assembling of the CMUT array into the nose piece and up until a
fully functioning probe. The electronics inside the probe are then presented. Finally, an
improvement of the material used for electromagnetic shield is investigated.
Chapter 6 describes the experimental results of two RCA 2-D array probes, one
based on CMUT technology and another based on PZT technology. The probes are
fully integrated RCA 2-D arrays and are designed with similar acoustical features, i.e.
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dimensions, center frequency, and packaging. First, the characterization of the two
probes are presented which are based on acoustical measurements. Secondly, the imaging
performance of the probe are assessed, and compared.
Chapter 7 investigates the use of lenses for RCA transducers to increase the FOV.
First, the feasibility of increasing the FOV using a diverging lens is investigated. Then
a compound diverging lens is developed to retain clinically-acceptable patient contact
characteristics. Finally, an RCA probe with a diverging compound lens is developed based
on all the experience gained during this project.
The thesis is then concluded in Chapter 8 and further improvement is discussed.
CHAPTER2
Transducer Modeling
One of the main components of an ultrasound system is the ultrasound transducer, which
is responsible of generating the detecting the ultrasound waves used to beamform the
images. The ability to accurately predict, describe and understand the behavior of CMUTs
is therefore an essential part of the transducer development. In the following sections, the
CMUT is analyzed from a theoretical perspective. The central part of the CMUT is the
plate and the behavior thereof is described in the first section. Then a multilayered plate
model is presented based on Paper A. Then the electromechanics is described based on
energy consideration, which describes both the static and dynamic behavior. Modeling of
the acoustic domain of the CMUT is not trivial therefore a FEA models are developed in
PZFlex to analyze single CMUT cells and arrays, which are treated in Paper B. Finally,
design of full arrays are treated using analytic modeling to avoid capacitive substrate
coupling in RCA arrays based on Paper F and to optimize the electrode design based on
Paper C.
2.1 Plate theory
The behavior of isotropic plates is well known and has been treated in detail by several
authors (Kirchhoff 1850; Love 1888; Timoshenko and Woinowsky-Krieger 1959; Ventsel
and Krauthammer 2001).
To determine the deformation and stresses in monolayered isotropic plates Kirchhoff-
























where q is the pressure difference across the plate, N is the stress resultant related by





here E is Young’s modulus, ⌫ is Poisson’s ratio, and h is the thickness of the plate.
If the plate equation is solved using proper boundary conditions, the deflection surface
can be used to calculate the stress and strain distributions. If we consider a circular plate
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If we instead neglect the stiffness of the plate, Di, and assume uniform biaxial stress,
it is called a membrane, in this case the deflection shape of a circular membrane can be














If a plate both have a stiffness and a compressive residual stress, Timoshenko (Timo-



































where Jn is the Bessel function of first kind of order n.
2.1.1 Anisotropic plates
For plates of anisotropic materials, such as silicon, the directional dependence of the
mechanical properties are described using the stiffness tensor Cij or the compliance
tensor Sij . If the stress-strain relation is written in the Voigt notation (Newnham 2005,
p. 74)
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This six-by-six matrix is cumbersome to work with, therefore for the case of thin
structures, like plates, all stresses in the z-direction are small, hence they can be neglected.
The stress components related to the z-direction is therefore set to zero  3 =  4 =  5 = 0.
Since the stresses and strains are linearly related, it is sufficient to write the relation with
three independent strain components24"1"2
"6
35 =


























whereDa is the flexural rigidity and kn are the plate coefficients which dependents on the





@x@y3 = 0, resulting in k1 = k3 = 0. As noted by Illing (Illing 1952),
circular anisotropic plates has the same deflection shape as a circular isotropic plates, but
a different center deflection. The center deflection of the anisotropic circular plate is
w0 =
qa4
8 (3 + k2 + 3k4) Da
, (2.11)
where k2 = 1.29493 and k4 = 1 for anisotropic (0 0 1) silicon. For an isotropic plates,
k2 = 2, k4 = 1 and Da = Di, and by inserting these values in eqn. (2.11), the exact
result of the center deflection of a isotropic plate is obtained, eqn. (2.4).
2.2 Multilayered Plates
Thin-walled structures such as plates are encountered in many branches of technology,
from aircraft structures to actuators in microtechnology. If more than one layer is com-
bined, advantages over homogeneous plates can be achieved, as for instance increased
strength and lower weight. This is particularly desirable in aerospace technology where
minimizing weight is of great importance. In microtechnology, plates can be used for
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pressure sensors (Chavan and Wise 2001; Dimitropoulos et al. 2005; Habibi et al. 1995;
Pedersen et al. 2009) and CMUTs (Caronti, Caliano, et al. 2006; Christiansen et al. 2015;
Cianci et al. 2002; Haller and Khuri-Yakub 1996; Huang et al. 2003; Schindel et al. 1995),
where it may not be desirable to make the devices of only one layer. For both applications,
each layer may posses different thicknesses, orientation and anisotropic elastic properties
and may have a residual stress. So to predict the performance of the device, it is needed to
be able to predict the behavior of the multilayered plate. This section is based on Paper A,
and presents the main findings.
In general, two different approaches have been used to study multilayered plates,
equivalent layer theory and discrete layer theory (Aydogdu 2009). In equivalent layer
theory, every layer is assumed to behave as one equivalent layer, whereas in the discrete
layer theory, every layer is considered individually. The equivalent layer theory can
be divided into two subcategories, classical laminated plate theory (CLPT) and shear
deformation theory (SDT) (Aydogdu 2009).
The most simple form of equivalent layer theory is the CLPT (Dong, Pister, and
Taylor 1962; Pister and Dong 1959; Reissner and Stavsky 1961; Schile 1967; Stickney
and Abdulhadi 1968). The theory is based on the work by Kirchoff (Kirchhoff 1850),
Love (Love 1888) and Timoshenko (Timoshenko and Woinowsky-Krieger 1959). The
theory is build on the assumption that the lines normal to the mid-surface remain normal
and straight to the mid-surface after deformation (J. Reddy 2006), leading to the effect of
transverse shear stress is ignored. This theory is therefore only valid for thin plates, but is
less computational time consuming compared to other theories.
To analyze thicker plates, SDT must be used (Dong and Tso 1972; J. N. Reddy
and Liu 1985; Sciuva 1987; Whitney and Sun 1973). These are often based on the
theories developed by Reissner (Reissner 1947) and Mindlin (Mindlin 1951), which are
an extension to the Kirchoff-Love theory which takes shear deformation through the
thickness of the plate into account. Discrete layer theories have been presented to achieve
even more accurate results (Cho, Bert, and Striz 1991; Nosier, Kapania, and J. N. Reddy
1993; Plagianakos and Saravanos 2009; Robbins and J. N. Reddy 1993). These theories
has many unknowns for multilayered plates, and the number of unknowns increases with
the number of layers. This makes the theory computational time consuming to obtain
accurate results. Pister et al. (Pister and Dong 1959) formulated a system of equations
governing the elastic bending of a plate consisting of two or more thin layers of isotropic
material. The system was formulated to resemble the isotropic plate eqn. (2.1), and they
showed that it reduced to the same equation for a single layer. Thomsen et al. (Thomsen
et al. 2014) formulated an analytic description of anisotropic single-layered plates made
of silicon, and showed that errors of up to 10   25% in the center deflection was the
result of using the isotropic description instead of the anisotropic description. Dong et al.
(Dong, Pister, and Taylor 1962) developed a small-deflection theory governing the elastic
bending of thin laminated anisotropic shells and plates composed of an arbitrary number
of bonded layers. The moments and stress results are calculated from the stress-strain
relation for each layer, and the from these they formulate a system of equations governing
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Figure 2.1: A sketch of a part of a plate with an arbitrary number of layers.
the behavior of laminated shells.
This analysis extends the theory by Dong et al. (Dong, Pister, and Taylor 1962) to
achieve an analytical approach for modeling of shell-like plates with an arbitrary number
of anisotropic layers with residual stress.
2.2.1 Multilayered Plate equation
If a thin plate composed of n layers is considered, as shown in Figure 2.1, where each
layer is anisotropic. Plane-stress is assumed and is valid when a plate is thin compared
to its lateral dimension, all the stresses perpendicular to the plate are then negligible
compared to those parallel to it, i.e.  3 =  4 =  5 = 0. Thomsen et al. showed that the
error of the center deflection based on this assumption is no greater than 1% for aspect
ratios greater than 20 (Thomsen et al. 2014). By using the plane-stress condition the
stiffness tensor can be reduced to a 3⇥ 3 matrix, and the stress-strain relation of the k’th
























here the effective stiffness matrix from the reduced compliance matrix is defined as
Ce↵ = (Se↵)
 1.
The strains in the plate with the small deflection approximation can on kinematic
grounds (Landau and Lifshitz 1986) be written as




















is the strain at the top of the plate at z = 0.
The bending moments, M , and the stress resultants, N , can be found in terms of
the top surface strain by substituting (2.13) into (2.12), integrating over each layer and
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Table 2.1: The plate equation coe cients from eqn.(2.23), Da is the flexural rigidity and
kn are the plate equation constants.
Parameter
Da = g11   b11c11 + b12f12 + b13f13
k1Da = 2
 
b23f12 + (b11 + b33) f13 + b12f23 + b13 (f11 + f33)  2g13
 
k2Da = (b11 + b22) f12 + b12 (f11 + f22) + b13 (4f13 + f23) + b23 (f13 + 4f23) + 4b33f33   2g12   4g33
k3Da = 2
 
b13f12 + b12f13 + (b22 + b33) f23 + b23 (f22 + f33)  2g23
 
k4Da = b12f12 + b22f22 + b23f23   g22
and are matrix components inA, B andG. By combining eqn. (2.16) and (2.17), we can
eliminate the surface strain, and the bending moments, can in abbreviated matrix notation,
be written
M = F [N+B ] G  (2.21)









. By considering the bending moment





















































and we call this the generalized multilayered plate equation. The flexural rigidity, Da,
and the plate equation constants, kn, are listed in Table 2.1.
2.2.2 Circular plates
For a circular plate an exact solution to the plate eqn. (2.23) can be found. Due to the




@x@y3 = 0. We assume that the
residual stress in the layers is uniform biaxial stress, meaning that the same amount of
stress is present in the two axial directions, which is a valid assumption for thin layers. We
therefore have that N1 = N2 = N and N6 = 0. By utilizing the symmetry of a circular
plate and the uniform biaxial residual stress, we can write the multilayered plate equation
on a simple form
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r4w   N
CdDa





3 + k2 + 3k4
8
(2.25)







where  0,k is the residual stress in the k’th layer. However, it should be noted that N also
can describe the thermal stress in the plate, but this effect is not discussed in this paper. If
we consider a clamped plate, the multilayered plate equation has two solutions depending
on the sign of the stress resultant. The plate is said to be in a compressive state if the stress
resultant is negative, N =  |Nc|, and in a tensile state if the stress resultant is positive,



































































where Jn(x) is the Bessel function of first kind and In(x) is the modified Bessel function
of first kind. The center deflection is found at r = 0 and can be written








































1CCCA+ qa24Nt . (2.30)
In the compressive state, when the stress resultant becomes too big, buckling will
occur. By examining the normalized deflection shape in the compressive state, eqn. (2.29),
we see that the the first buckling mode will occur at the first root of the Bessel function of
first kind of first order
J1 ( c) = 0. (2.31)
The first root is found at  c = 3.8317 (Abramowitz and Stegun 1964) and the critical
stress resultant, Ncrit, is then found as
Ncrit =   (3.8317)2 CdDa
a2
. (2.32)
The natural frequency of the plate can be estimated using the Rayleigh-Ritz method










A w (hk   hk 1) ⇢kw dA
(2.33)
where ⇢k is the density of the k’th layer.
One of the strengths of the Rayleigh-Ritz method is that an approximate deflection
shape results in an accurate result. Due to this, the deflection shape will be approximated








k=1 (hk   hk 1) ⇢k
. (2.34)
The estimated natural frequency is always higher than the exact value, since the plate
has been arbitrarily stiffened by the assumption of a modal shape, increasing the natural
frequency.
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2.2.3 Rectangular Plates
In contrast to circular plates, an exact solution to rectangular plates does not exist. Instead
an approximate method has to be used in order to calculate the deflection. The Galerkin
method (Ventsel and Krauthammer 2001) is used to find approximate analytical deflections
of rectangular and square plates.






































where  kl are the unknown coefficients which are to be determined,  kl is the linearly
independent coordinate functions which satisfy the boundary conditions, and km = kl
is the maximum summation index. The Galerkin system of equations (Mbakogu and


























dx dy = 0. (2.38)
The deflection w(x, y) is found by substituting (2.37) into (2.38) and solving the
linear equation system to find the coefficients  kl.
If we now consider a rectangular plate with sidelength 2a and 2b clamped along the
edges, and we assume that




















we will have a trial function satisfying the clamped boundary condition of the rectangular
plate and with a center deflection
w0 = w(0, 0) =  00a
4b4. (2.41)
The number of terms in the trial function, can be selected from the expansion,
eqn. (2.40). A higher number of terms results in a more precise approximation, but
also complicates the calculations. We will consider the trial function





















having four terms, with an uneven term in x and y. If the trial function only consist of
even terms in x and y, it would lead to expressions only containing k2 and k4 and not k1





@x@y3 . When these derivatives are applied to uneven functions they will vanish when
doing the integrals in eqn. (2.38). Even trial functions will therefore only be useful when
k1 = k3 = 0. The four term trial function contains uneven terms of x and y and will
therefore lead to expression containing k1 and k3 which make it applicable on all types of
plates. The parameters of the Galerkin expression are to lengthy to express, but can easily
be calculated with this procedure.
To approximate the natural frequency of a rectangular plate, the Rayleigh-Ritz method
can be used (Ventsel and Krauthammer 2001). To estimate the natural frequency, the














k=1 (hk   hk 1) ⇢k
. (2.43)
2.2.4 Square plates
Due to the symmetry of square plates, the Galerkin expression can be simplified, and when
the condition of plane stress is valid, only five different types of plates exist (Thomsen
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et al. 2014). For type I, II and III the plate coefficients k1 and k3 are zero, and for type IV
k1 =  k3. For a square plate with sidelength 2L, we can neglect the terms containing k1
and k3 due to symmetry, and for plates of type I, II, III and IV we can write the generalized
multilayered plate equation on the same simple form as for a circular plate, equation
(2.24). Since Cd is calculated from a transformation to polar coordinates, it will not be
the same for square plates, since the transformation utilized the rotational symmetry in
polar coordinates. If we compare the natural frequency of a circular plate, equation (2.34),
to the natural frequency of a rectangular plate, eqn. (2.43), with a = b we can identify an
equivalent parameter to Cd, which we call Cs, containing all terms of k2 and k4, as
Cs =
7 + 2k2 + 7k4
18
. (2.44)




















Since we do not have any terms containing k1 and k3 we can use a trial function
without any uneven terms in x and y. We will then consider the three term trial function
for a square plate with side length 2L






































9CsDa (12015CsDa + 1154L2N) + 163L4N2
  . (2.48)
It is noted that  n20 =  n02 due to the symmetry of a square plate. The center deflection





The critical stress for buckling can be estimated by examining the center deflection.
The center deflection must be finite, so when the denominator becomes zero buckling
will occur. The equation that needs to be solved is a quadratic equation and will have
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two solutions. The first solution is the critical stress for the first buckling mode, and the




It is noted that this buckling limit has the same form as for a circular plate, eqn. (2.32),
just with a slightly different prefactor.
For a square plate the natural frequency can be calculated in the same way as for
a rectangular plate, eqn. (2.43), by substituting a = b = L and identifying the plate





k=1 (hk   hk 1) ⇢k
. (2.51)
The full analysis and development of the multilayered plate model is found in Paper A
together with two examples of the model can be used.
2.3 Electromechanics
The previous section treated the mechanical behavior of plates. A CMUT is not only a
plate, but also contains two electrodes separated by an insulator, and are coupled to a
medium. This section describes the interaction between electrical and the mechanical
domain, by considering the stored energy in the CMUT.
2.3.1 Governing Equations
The total mechanical energy stored in the transducer can be characterized by four terms
under the assumption of a loss-less system
Ut,m = Us + Ukin   Ue   Up. (2.52)
The two terms first term are the internal energy of the plate, where Us is the potential
energy due to the strain in the plate, and Ukin is the kinetic energy due to the inertia of the
plate. The third term, Ue, is the electrical energy stored in the capacitor between the top
and bottom electrode and is subtracted as it is work done on the system by the potential V .
The same goes for the last term, Up, which is the work done on the system by the external
pressure.












where the integral runs over the whole surface, S, of the plate. One of the strengths of the
energy method is that an approximate deflection shape results in an accurate result. Using
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the deflection shapes without residual stress, eqn. 2.3 for the circular plate, and eqn. 2.46





























and from this equation, the spring constant, k0, of the plate can also be derived.
The kinetic energy of the plate is calculated by integrating the kinetic energy at each













where ⇢ is the mass density of the plate and the integral rune over the entire volume, ⌦. If
we assume that only the center deflection varies over time, not the deflection profile, then















V 2C (w0) , (2.58)






ge↵   w dS (2.59)
where the integral runs over the whole surface, S, and where ge↵ is the effective gap. It
should be noted that ge↵ has no physical meaning, but merely is a figure gap thickness
with respect to the permittivities of the different insulating layers in the gap. The effective
gap is calculated by summing over all N layers in the gap and normalizing the their







Here gn and ✏n is the thickness and relative permittivity of the n’th layer.





pw dA = pw0A0. (2.61)




If eqns. 2.54, 2.57, 2.58, and 2.61 are combined in eqn. 2.52 the total mechanical
















V 2C (w0)  pw0A0. (2.62)
The stored energy is a function of three dependent variables, one for each of the three
domains: w0 (mechanical), V (electrical), and p (acoustical), where all the dependent
variables has time, t, as an independent variable. By adjusting the signs to account for the
change in the definition of work and internal energy, the stored energy in the electrical































V 2C (w0) + pw0A0. (2.64)
Using eqns. 2.62, 2.63, and 2.64 the governing equation for the three domains can be
derived by differentiating the stored energy in each domain by its corresponding dependent






















These three equations provide a non-linear description of the transduction behavior of the
CMUT.
2.3.2 Electrostatics
Even though the CMUT is operated as a dynamic device for transmitting and detecting
ultrasound, the applied voltage and the pressure has static terms in form of the applied
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bias voltage and the ambient pressure in the medium relative to the pressure in the cavity.
A static analysis therefore provide an insight into the behavior of the device.
The total mechanical force acting on the CMUT in the static case is equal to eqn. 2.65




= k0w0   1
2
V 2C 0 (w0)  pA0, (2.68)
and C 0 (w0) denotes the first derivative of the capacitance with respect to the center
deflection. The stable position of the system for a given applied potential and ambient




V 2C 0 (w0) + pA0. (2.69)
The effective spring constant of the system can be found by differentiating the total




= k0   1
2
V 2C 00 (w0) . (2.70)
and contains two terms. The first term is the isolated spring constant of the plate, k0, and
the second term is the "spring softening" effect originating form the applied potential.
The pull-in condition of the system can then be established as the point when the effective







Inserting the pull-in voltage, Vpi into eqn. 2.69 the corresponding center deflection at









  + pA0. (2.72)
By calculating the deflection at pull-in, w0,pi, and inserting into eqn. 2.71, the pull-in
voltage for a given device can be calculated.
2.3.3 Electrodynamics
The previous sections introduced the governing equations of the CMUT, and they were
used to evaluate the static behavior. In this section, the dynamic behavior is analyzed
through a lumped element model. Lumped element models can be used to describe a
spatially distributed system, by mapping the elements into an approximate system of
discrete objects. These discrete objects are capable of exchanging energy with other
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Table 2.2: Conjugate power variables for the electrical, mechanical, and acoustical energy
domain.
Energy domain Effort Flow Displacement
Electrical Voltage, V Current, i Charge, Q
Mechanical Force, F Velocity, x˙ Position, x
Acoustic Pressure, p Volumetric flow, w˙ Volume,W
discrete objects, hence a power flow can be defined as a set of variables whose product
is the net power flow between two objects. These variables are called conjugate power
variables, and are usually defined as a flow and an effort variable which depends on
the energy domain considered. The conjugate power variables for the electrical, the
mechanical, and acoustical domain are listed in Table 2.2. Elements in the lumped
equivalent system can be described as one-port elements and are defined as a set of
terminals on a circuit element with the same flow through the element. In this analysis the
convention of assigning the effort to the voltage, V , as for an electrical circuit us used.
This means that objects sharing a common flow are connected in series in the equivalent
circuit, and objects sharing a common effort are connected in parallel. This convention is
called e! V and are adapted from (Senturia 2004). The elements are then mapped onto
electrical equivalents where the effort and flow corresponds to voltage and current. In this
case we have three basic one-port elements to describe the system, the resistor (dissipative
element), R, the capacitor (potential energy storage element), C, and the inductor (kinetic
energy storage element), L. The mechanical elements can be mapped into the electrical






which has the advantage that the system then can be analyzed by standard methods for
circuit analysis. At the same time, the lumped model gives the possibility of not only
analyzing the behavior in the different energy domains, but also gives an efficient way of
modeling the coupling between them.
The equivalent lumped circuit model of the CMUT can be described as a two-port
linear element, which converts an input voltage, V , into a pressure, p, or vice versa. A
schematic illustration of the generalized equivalent lumped circuit model is shown in
Fig. 2.2. The gray box represents the two-port linear element, the CMUT. The left side
is the electrical domain composed of capacitor describing the electrical capacitance of
the system, and a voltage source or voltage read out dependent on the operation of the
CMUT. The central part is the mechanical domain and is basically a mass-spring-damper
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CMUT










Figure 2.6: A schematic model of the CMUT in a generalized equivalent circuit.
Before beginning the analysis, the one-port elements will be introduced. A port is defined
as a set of terminals on a circuit element, with the same e ort entering at one terminal as
leaving the other and a flow across the terminals. In an electrical circuit this corresponds to
voltage and current, and here we have three basic one-port elements, the resistor (dissipative
element) the capacitor (potential energy storage element), and the inductor (kinetic energy
storage element). The mechanical elements can be mapped into the electric equivalent and






Using these relations the equivalent circuit of the CMUT can be set up.
2.4.1 The CMUT Equivalent Circuit Model
The transduction mechanism of a CMUT can be described by three energy domains: the
mechanical, the electrical and the acoustical. The model is an equivalent two-port linear
element. It converts an input voltage, V , into a pressure volume, p, or vice versa. A schematic
model of the CMUT in a generalized equivalent circuit is shown in Figure 2.6. The gray
area represent the two-port linear element, which is the CMUT itself. The electrical domain
is composed of a simple capacitor, which describes the electrical capacitance of the system,
and an AC voltage source or a voltage readout depending on the mode of operation of the
CMUT. The mechanical domain of the CMUT is basically a mass-springer-damper system,
which is mapped into an inductor-capacitor-resistor system. The acoustic domain is simplified
into having an acoustic impedance and a pressure source or a pressure output port, depending
on the mode of operation. The coupling between the di erent domains is described through
the transduction factors that are designated  em and  am for the conversion from electrical to
mechanical domain, and from the acoustical to the mechanical domain, respectively.
As seen from the governing equations, the CMUT is a very non-linear device. To be able to use
the analytical tools for standard circuit analysis including the Laplace transform, a linearization
has to be performed. A linearization of a CMUT in receive mode is a good approximation, since
the received pressure and the associated deflection of the plate is small. In transmit mode the
deflection needed to create the high pressure is rather big, hence the non-linear behavior cannot
be neglected. The linearized model tough can still give insight into the dynamic behavior of
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Figure 2.2: A schematic model of the CMUT in a generalized equivalent circuit.
system and are mapped into a inductor-capacitor-resistor system. The acoustic domain to
the right is simplified into having an acoustic impedance and a pressure input or output
port. The domains are coupled through the transformers, where the turns ratios,  em
and  am, describes the energy conversion from the electrical to the mechanical domain,
and from the acoustical to the mechanical domain, respectively. The analytical tools for
standard circuit analysis including the Laplace transformation requires that the system
being analyzed is a linear system. However, from the analysis of the governing equations,
the CMUT is seen to be a non-linear device. Therefore a linearization of the system is
performed, corresponding to only small signals are applied. This is a good approximation
in receive mode since the received pressure and the associated deflection is relatively
small. On the contrary, to generate a high pressure, large deflections are required, hence
the non-linear effects can not be neglected in transmission. Anyway, the small-signal
model can still provide an insight into the behavior of the CMUT device.
The linearization of Eqns. (2.65)-(2.67) is performed around the operating point
(Vop, wop, pop), by differentiating with respect to each of the variables while keeping the

















































As the dynamics of the system is of interest, it is convenient to take the time derivative
of the generalized displacements Q, w0, andW , which becomes the current, Q˙ = i, the









24 @VR @v dt
@p
35 . (2.76)
The analysis is then simplified by transforming the system into the frequency domain,






























where s = j! is the complex angular frequency, j is the imaginary unit, and ! is the
real angular frequency. The first diagonal matrix element relates the current, i, with the
voltage, V , when the velocity and pressure are kept constant. This corresponds to the
inverse of the electrical impedance of the system when the coupling to the mechanical
system is blocked, 1/Ze,b, meaning that their is no energy coupled to the mechanical
domain, hence no movement. The second diagonal matrix element relates the force, F ,
and velocity, v, when the voltage and pressure are kept constant, hence neither voltage or
pressure can be build up, and corresponds to the short-circuited mechanical impedance,
Zm,s. The third diagonal matrix element is zero since their is no acoustical impedance of
the system since the transducer only interfaces to the acoustical domain. The first two
off-diagonal matrix element describes the relation between the force and voltage, and the
current and velocity, hence describes the coupling between the electrical and mechanical
domain,  em. The two middle off-diagonal matrix element are zero since their is no
direct coupling between the electrical and acoustical domain, as seen in Fig. 2.2. The last
two off-diagonal matrix element are the coupling between the acoustical and mechanical
domain,  am, and since the transducer only interfaces to the acoustical domain, the
coupling is through the effective area, A0, of the CMUT.
The coupling coefficient between the electrical and mechanical domains describes the
efficiency at which the electrical energy is converted to mechanical energy. It is defined
as the ratio between the stored mechanical energy, Em, to the total stored energy, Etotal.













Electrical C0 = 2pF
Spring C1 = 4pF
Mass L = 0.35mH
Damping R = 100⌦
Figure 2.3: The representative electric circuit of the equivalent circuit model of a CMUT
and values of the di erent components used in Figure 2.4.
For a dynamic system it is convenient to consider the power instead of the energy. The








We want to maximize the coupling coefficient, to obtain the maximum energy transfer
between the electrical and mechanical domain. This means that the electrical impedance,
Ze,b, should be minimized while the mechanical impedance, Zm,s, and the turns ratio,









and it is maximized by maximizing the bias voltage. This both increases the operation
voltage, Vop, and the derivative of the capacitance, which depends on the center deflection,
w0, which again depends on the bias voltage.
The transducer behavior can therefore be analyzed by measuring the electrical
impedance using an impedance analyzer. If the impedance is measured in a low-loss
medium such as air, it reassembles shorting the acoustic terminals. The circuit seen by the
impedance analyzer is shown in Fig. 2.3 together with the values of the different electrical
components. The electrical components are coupled to the mechanical components by


















































Figure 2.4: A schematic model of the CMUT in a generalized equivalent circuit.
The impedance magnitude of each element and the phase angles are plotted in Fig. 2.4.
By fitting this model to the measured complex electric impedance, the mechanical and
electrical components can be estimated. Two frequencies are of interest in this spectrum:
The first is where the impedance magnitude has a minimum as the impedance of the
mass and the spring in the mechanical domain becomes equal, and is called the mechan-
ical resonance frequency, fres. The second is when the electrical and the mechanical
impedance magnitude becomes equal, hence the total impedance magnitude becomes
infinite (in the case of no mechanical damping), and is called the anti-resonance, fa. These
two resonance frequencies can also be used to evaluate the coupling coefficient, k2, by
(Caronti, Carotenuto, and Pappalardo 2003)
k2 = 1  fres
fa
. (2.86)
This is the traditional method to evaluate the coupling coefficient of piezo-ceramic arrays.
2.3.4 Fluid Loading
In a medical imaging set-up, the CMUTs interface an acoustic medium, hence the acoustic
terminal is not shorted, but contains an acoustic impedance as shown in Fig. 2.2. The
acoustic impedance is complex, where the real part is the resistive part describing damping
induced by the medium, and the imaginary part is the reactive part describing stored and
released energy by the medium to the transducer.
For a single circular cell with clamped edges, an analytic solution of the radiation
impedance exist (Greenspan 1979), and the solution have been plotted in Fig. 2.5. In
the case where the wavelength is much smaller than the size of the CMUT, high ka, the
acoustic impedance becomes purely real and is equal to the characteristic impedance
of the medium, Z0. However, arrays used for medical imaging always has an element
pitch lower than one wavelength, hence the maximum interesting radius of the CMUT
is a =  /2, corresponding to ka = ⇡. Up till this point both the real and imaginary
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Figure 2.5: The analytic acoustic impedance of a isolated clamped radiator, like a single
CMUT cell (Greenspan 1979). For high ka, the acoustic impedance is purely real and is
equal to the characteristic impedance of the medium, Z0.
component of the acoustic impedance are seen to vary considerably and are therefore
highly dependent on both the radius and operation frequency.
The model developed by Greenspan does not take the mutual impedance between the
CMUT cells into account, and no models have yet been presented to take this effect into
account effectively. Several groups have presented numerical models to solve the problem
and optimize the CMUT array structure. Different ways have been implemented to solve
these models including calculating the full radiation impedance matrix and analysis using
electrical circuit simulators. All of these models have in common that they are complex
and are difficult to implement for the readers. Park et al. presented a numerical method to
calculate frequency response of an assembly of CMUT cells (Park, Kupnik, et al. 2010).
They calculate the velocity of every cell with the mutual radiation impedance taken into
account. This requires solving a N ⇥N mutual impedance matrix for an array with N
cells. This becomes a large matrix for CMUT arrays. Symmetry can be utilized together
with that only the distance between the cells changes the mutual impedance, leading to
several elements having the same value. Oguz et al. solves the same N ⇥ N mutual
impedance matrix, but use an approximation to calculate the mutual impedance between
two circular cell, which includes fitting a tenth-order polynomial (Oguz, Atalar, and
Köymen 2013). Large arrays can then modeled by combining several equivalent circuits
and analyzing them in a circuit simulator.
The following section presents a CMUT FEA model developed to simulate arrays us-
ing the commercially available FEA software PZFlex, as an accurate way of investigating
and improving the CMUT performance.
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Table 2.3: Material parameters used in the PZFlex models.
Density Long. Vel. Shear Vel.
Material [g/cm3] [mm/µs] [mm/µs]
Silicon 2.33 8.11 5.20
Silicon oxide 2.20 5.97 3.76
Aluminum 2.70 6.42 3.04
RTV Silicone 1.27 1.00 –
Water 1.00 1.50 –
2.4 Finite Element Analysis
PZFlex is a commercial FEA software, it has been optimized for the ultrasound industry,
and is commonly used to design piezoelectric ultrasound transducers. However, PZFlex
is not commonly used within the CMUT research field. Nevertheless, it has an explicit
modeling approach allowing large structures like CMUT arrays to be modeled and its
transient analysis intrinsically supplies non-linear and broadband results from a single
run. Another advantage is that the time domain response calculated in PZFlex can be used
directly in the ultrasound simulation program Field II. This gives the possibility of not
only evaluating the transducer design based on the pressure, receive sensitivity, bandwidth
and so on, but it is also possible to simulate an imaging setup and evaluate the image
quality in terms of lateral, axial, and, cystic resolution.
Only a few papers have been published where PZFlex have been used to simulate
CMUTs, and it has mainly been used to investigate element crosstalk (Wojcik et al. 2000).
The results presented here are part of the work published in Paper B.
2.4.1 PZFlex Models
The three models developed during this project are describe below and the PZFlex code
are attached in Appendix: PZFlex code.
2.4.1.1 Single Cell
A single CMUT cell is modeled using axial symmetry. The cell consists of a bottom
silicon substrate, a silicon oxide layer with a cavity and a silicon plate with an aluminum
layer on top. The model is based on the wafer-bonding technique (Huang et al. 2003).
The substrate and the edges of the model are fixed, and the top is free to move. The top
of the substrate acts as the ground electrode and the bottom of the silicon plate acts as
the drive electrode. At the bottom of the cavity spring elements are created to avoid the
mesh in the cavity collapsing when the plate goes to pull-in. If this is not implemented
the model crashes when the plate goes to pull-in. The properties of the materials used are
listed in Table 2.3 and the CMUT dimensions are listed in Table 2.4.
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Table 2.4: Dimensions of the CMUTs used in the PZFlex models.
Radius [µm] 24.5 60
Plate thickness [µm] 2 10
Aluminum thickness [µm] 400 400
Gap height [nm] 241 152
Insulator thickness [nm] 400 400
Cell distance [µm] 5 5
RTV Silicone thickness [µm] 400 400
2.4.1.2 Infinite Cell
A model simulating a infinite amount of CMUT cells is modeled using the same vertical
structure as for the single cell model. However, to be able to simulate an infinite amount
of cells a 3-D model has to be used. The circular cells are placed in a hexagonal grid.
To minimize the simulation time only the unit cell of the hexagonal grid are simulated
and symmetry boundary conditions are utilized on all four edges. The unit cell of the
hexagonal grid consist of two quarter cells spaced with an unequal spacing in the two
lateral dimensions. An acoustic window of room temperature vulcanizing (RTV) silicone
are placed on top of the plate with water in top.
2.4.1.3 Linear Array
The linear array model consists of a central driven active element, surrounded by N
passive elements, with each element containing multiple individual circular CMUT cells
placed in a hexagonal grid. Fig. 2.6 shows a cross section of the model through the plane
with the cavities. This model has three cells in each element and the active element is
surrounded by three passive elements on each side. The colors of the cells represent which
element the cells are placed in. Symmetry is applied along the elevation direction and
at the center of the active element, this significantly reduces the model runtime, while
allowing crosstalk to be observed across multiple adjacent elements. Fig. 2.7 shows
the full model with the substrate below the CMUTs, an acoustic window on top of the
CMUTs made of a RTV silicone polymer and water on top. The bottom of the substrate
is fixed, and the RTV silicone and the water have an absorbing boundary condition at the
boundary where symmetry is not applied. The simulation does not take any elevation
focusing of the RTV lens into account. The transmit electrodes are contacted through a
50⌦ resistor.
The simulation is divided into two stages: first, the bias is applied and second, the
excitation pulse is applied. The biasing stage uses the dynamic relaxation option in
PZFlex and increases the voltage gradually until the bias voltage is reached. This option
overdamps the mechanical elements so a steady bias state is reached faster. In a future
release of PZFlex, a static solver will be implemented to calculate the biasing stage.








Figure 2.6: Cross section of the model through the plane with the cavities. This model has
three cells in each element and the active element is surrounded by three elements on each




Figure 2.7: The full model with the substrate below the CMUTs, an acoustic window on top
of the CMUTs of an RTV silicone polymer, and water on top.
2.4.2 Electro-Mechanics
Two parameters are evaluated to verify that the electro-mechanical part works: the pull-in
voltage and the spring softening effect.
The center deflection of the plate normalized to the vacuum gap thickness as function
of the applied voltage normalized to the pull-in voltage, Vpi, is plotted in Fig. 2.8. The
analytic model is compared to a transient and a static PZFlex model. The models are
identical, the only difference is the ramp time of the voltage. The transient model is
ramped by 270V/µs whereas each step in the static model is run until steady state. The
two models agree with a difference less than 2% relative to the analytic model. In the
transient model, the inertia of the plate is captured, as the plate does not snap in, predicting
a 10V higher pull-in voltage in this case.
The resonance frequency of the fabricated CMUT array is extracted using an impedance
measurement where the resonance peak is tracked for varying bias voltages. To extract
the resonance frequency from PZFlex, a single cell CMUT model is used with the same
dimensions as the measured. The CMUT cell in vacuum is biased and a static analysis is
run to calculate the deflection of the plate. The CMUT is then excited with a wideband








Fig. 1. Cross section of the model through the plane with the cavities. This
model has three cells in each element and the active element is surrounded by
three elements on each side. The cells are colored in different colors depending




Fig. 2. The full model with the substrate below the CMUTs, an acoustic
window on top of the CMUTs of an RTV silicone polymer, and water on top.
any elevation focusing of the RTV lens into account. The
transmit electrodes are contacted through a 50⌦ resistor.
The simulation is divided into two stages: first, the bias is
applied and second, the voltage or pressure is applied. The
biasing stage uses the dynamic relaxation option in PZFlex
and increases the voltage gradually until the bias voltage is
reached. This option overdamps the mechanical elements so a
steady bias state is reached faster. In a future release, a static
solver will be implemented to calculate the biasing stage.
B. CMUT probe
A 192 element linear CMUT array is fabricated and as-
sembled in a probe handle similar to the probe described in
[5]. The individual CMUT cells are circular with a radius of
60µm and fabricated using a LOCOS process [6]. The plate
thickness is 10µm silicon with 400 nm aluminum on top. The
insulation oxide is 409 nm, the LOCOS nitride is 100 nm, and
the vacuum gap is 167 nm. The cells are placed in a hexagonal
grid with three cells in each element in the azimuthal direction.
The pull-in voltage is 215V. The acoustic performance of the
probe is compared to the PZFlex model.
A second CMUT array has been fabricated with a 2µm
plate, a radius of 24.5µm and a pull-in voltage of 240V. This
array is not assembled to a final probe, but only tested using


























Fig. 3. The normalized deflection shown as function of bias voltage
normalized to the pull-in voltage.
an impedance analyzer for evaluating the electro-mechanic
performance of the PZFlex model.
III. ELECTRO-MECHANICS
Two parameters are evaluated to verify that the electro-
mechanical part works: the pull-in voltage and the spring
softening effect.
The pull-in voltage, Vpi, is defined as the point when the
plate snaps down onto the bottom of the cavity. This occurs
when the electrostatic force for the applied voltage exceeds the
elastic force originating from the plate. The effective spring
constant becomes zero when this happens. The stable position
of the CMUT can by found by balancing all the forces acting






where Di is the flexural rigidity, ge↵ is the effective gap and
C0 is the capacitance of the unbiased cell. These parameters
take all the dimensions of the CMUT cell into account. The
center deflection of the plate normalized to the vacuum gap
thickness as function of the applied voltage normalized to the
pull-in voltage, Vpi, is plotted in Fig. 3. The analytic model
is compared to a transient and a static PZFlex model. The
models are identical, the only difference is the ramp time of the
voltage. The transient model is ramped by 270V/µs whereas
each step in the static model is run until steady state. The two
models agree with a difference less than 2% relative to the
analytic model. In the transient model, the inertia of the plate
is captured, as the plate does not snap in, predicting a 10V
higher pull-in voltage in this case.
The resonance frequency of the fabricated CMUT array
is extracted using an impedance measurement where the
resonance peak is tracked for varying bias voltages. To extract
the resonance frequency from PZFlex, a single cell CMUT
model is used with the same dimensions as the measured.
The CMUT cell in vacuum is biased and a static analysis
is run to calculate the deflection of the plate. The CMUT
is then excited with a wideband AC voltage on top of the
bias in a transient study. The impulse response is calculated
by deconvolving the displacement of the center of the plate
Figure 2.8: The nor alized deflection shown as function of bias voltage normalized to the
pull-in voltage.





















Fig. 4. The resonance frequency of the transient PZFlex model compared to
real measurements of a CMUT element for varying bias voltages
with the drive signal. The resonance frequency is found at
the maximum value of the frequency spectrum of the impulse
response. The resonance frequency of the transient PZFlex
model compared to real measurements of a CMUT element is
shown in Fig. 4. The model agrees with measurements with a
difference of less than 3%.
IV. ACOUSTICS
After verifying that the electro-mechanical domain calcu-
lations work, the acoustic part is now investigated. An array
model similar to the CMUT probe described in section II-B
is simulated. The model has three cells in each element in the
azimuth direction and seven elements in total. A bias voltage
of 80% of the pull-in is used, and the center element is excited
with a 1Vpeak Blackman-Harris pulse with a center frequency
of 8MHz.
From the pressure, extrapolated at a distance of 10mm,
the transmit impulse response is extracted by a deconvolution.
This is done by normalizing the extrapolated pressure with
the excitation pulse in the frequency domain and applying a
window over the region of interest.
The transmit impulse response of the CMUT probe is mea-
sured using an AIMS III intensity measurement system (Onda
Corp., California, USA) with an Onda HGL-0400 Hydrophone
connected to the experimental research ultrasound scanner,
SARUS [8]. The method used to measure and calculate the
transmit impulse response is described in [9].
The impulse response in the time domain, the envelope
and the impulse response in the frequency domain are shown
in Fig. 5. All of the three responses are normalized to its
maximum value as the amplitude otherwise would not fit.
The simulation does not take the elevation focus into account
and the extrapolation does not incorporate the symmetry that
the simulation does. Otherwise, there is a excellent agreement
between the simulation and measured impulse response, but
with a slightly higher prediction of the center frequency from
the simulation.
V. IMAGING ASSESSMENT
Two different transducers are simulated in PZFlex. One
with a plate thickness of 2µm and a second with a plate
thickness of 10µm. Both of them having a center frequency
in the 5MHz range and a pull-in voltage of 200V. The
impulse responses of both transducers are shown in Fig. 6. A
higher transmit sensitivity is obtained by increasing the plate
thickness from 2 to 10µm, but at the expense of the pulse
length/bandwidth (as seen in [10]). The peak-peak transmit
sensitivity is increased from 25.2 kPa/V to 75.6 kPa/V, and
the bandwidth is decreased from 11.6MHz to 3.1MHz.
A simulation of 41 point scatterers at depths from
10–50mm are performed using the Field II simulation pro-
gram [11], [12]. Two transducers with 128 elements and a
pitch of 200µm are simulated. The imaging sequence consist
of line-by-line imaging with 129 focused emissions, 64 active
elements, and an F# of 2 in transmit. The PZFlex simulated
transmit impulse responses for the transducers are used in
the Field II simulation in the transmit stage, while a standard
Hamming weighted 2-cycle sinusoid are used in the receive
part. The excitation pulse are a 1-cycle sinusoid at 5MHz. For
beamformation, dynamic receive focusing and a receive f# of
1 are employed.
From the point scatters, the point spread function at varying
depth is estimated and from these the imaging quality can be
evaluated. Both the lateral and axial resolution is estimated
based on the FWHM and the cystic resolution, which is the
radius of the -20 dB contour line [13]. The resolutions of
both transducers are shown in Fig. 7. The lateral resolution
is identical for the two transducers, as expected, as it is
determined by the transducer layout. The axial resolution is
better for the 2µm plate, as it is directly proportional with
the pulse length. It is therefore interesting that the 10µm
transducer has a slightly better cystic resolution, hence better
at suppressing the side-lobes.
VI. CONCLUSION
This paper demonstrated PZFlex as a modeling tool for
simulating CMUT arrays. A 3-D model of a CMUT array
was developed with multiple cells in each element and one
active element surrounded by N passive elements. It was
demonstrated that the electro-mechanics could precisely be
predicted within 3%, both the pull-in voltage and the spring
softening effect. The transmit impulse response was simulated
by deconvolving the extrapolated pressure with the excitation
pulse and it was in excellent agreement with the measured.
The impulse response could directly be used in Field II to
assess the image quality of the transducer using the lateral,
axial, and cystic resolution.
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Figure 2.10: Transmit impulse response of the PZFlex model compared to measurements.
Left: Time domain normalized to maxi um positive amplitude. Center: Envelope of the
time domain. Right: Frequency domain.
From the pressure, extrapolated at a distance of 10mm, the transmit impulse response
is extracted by a deconvolution. This is done by normalizing the extrapolated pressure
with the excitation pulse in the frequency domain and applying a window over the region
of interest.
The transmit impulse response of the CMUT probe is measured using an AIMS III
intensity measurement system (Onda Corp., California, USA) with an Onda HGL-0400
Hydrophone connected to the experimental research ultrasound scanner, SARUS (Jensen,
Holten-Lund, et al. 2013b). The method used to measure and calculate the transmit
impulse response is described in (Jensen 2016).
The impulse response in the time domain, the envelope and the impulse response in
the frequency domain are shown in Fig. 2.10. All of the three responses are normalized
to its maxi um value as the amplitude otherwise would not fit. Th sim lation does
not take the elevation focus into account and the extrapolation d es not incorporate the
symmetry that the simulation d es. Otherwise, there is a excellent agreement between the
simulation and easured impulse response, but with a slight y higher prediction of the
center frequency from the simulation.
2.4.4 Collapse Model
A question always asked when modeling CMUTs is whether the model can simulate
the cells in collapse mode. CMUTs operating in collapse mode have shown to have
an increased transmit sensitivity compared conventional non-collapse operation (Park,
Oralkan, and Khuri-Yakub 2013). Another adv ntages is that the fr qu ncy response
can be tuned depending on the applied voltage (Pekar et al. 2017). The center frequency
changes with the applied bias vol age, espe ially when going from non-collapsed mode to
collapse mode. To i vestigate whether PZFlex can capture the improved output tra smit
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Figure 2.11: The frequency domain impulse response of an infinite grid of CMUT cells at
three di erent bias voltage. One pre-collapse, Vbias = 0.9Vpi, one in collapse, Vbias = 1.1Vpi,
and one in deep collapse, Vbias = 1.8Vpi. All normalized to the same value.
sensitivity and the frequency tuning, the impulse response of an infinite array of CMUT
cells is calculated for three different bias voltages, one in pre-collapse (Vbias = 0.9Vpi),
one in collapse (Vbias = 1.1Vpi), and one in deep collapse (Vbias = 1.8Vpi). The
simulated impulse responses in the frequency domain are shown in Fig. 2.11, and are all
normalized to the same maximum value. The center frequency increases from around
6MHz in pre-collapse to roughly 14MHz in collapse and to around 25MHz in deep
collapse. The center frequency is tunable, ranging from 6Mhz to 25Mhz depending on
the applied bias voltage. At the same time the peak transmit sensitivity increases 4.3 dB
by going into collapse, and only goes down 3.2 dB by going into deep collapse. This
shows that CMUT devices gives the possibility of an extremely broad frequency operation
range compared to traditionally transducer, which was also concluded by (Pekar et al.
2017).
2.4.5 AC-DC-dependence
The electrostatic force of a CMUT is proportional to the applied voltage squared as seen
in eqn. (2.65). The applied voltage is a combination of the bias voltage, VDC , and the
excitation voltage, VAC . Since the CMUT is a non-linear transducer we find
F / V 2 = (VDC + VAC)2 = V 2DC + V 2AC + 2VDCVAC . (2.87)
If we assume that the force, F , is proportional to the transmitted pressure we see that
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the output pressure depends non-linearly on both the bias voltage and the excitation
voltage. A CMUT COMSOL model has earlier been developed in our group to simulate
the full electro-mechanical-acoustical behavior (Lei et al. 2014). This model could predict
the non-linear bias voltage dependence of a CMUT, but not the non-linear excitation
voltage dependence. The output pressure was observed to be linear proportional with
the excitation amplitude. To investigate whether the PZFlex model could predict this
non-linearity, the output pressure of the infinity CMUT cell model was simulated. The
CMUTs were applied with a bias voltage of 160V (80%Vpi) and the amplitude of the
excitation voltage was varied between 1V and 100V. A Blackman-Harris pulse was used
to excite the transducer, which is plotted in Fig. 2.12(a). The Blackman-Harris pulse is a
non-symmetrical pulse, hence the inverse pulse was also simulated, see Fig. 2.12(b). Due
to the non-linearity of the transducer these two pulses should yield different pressures
even with the same excitation amplitude. The peak-peak pressure for varying excitation
voltages are shown in Fig. 2.12(c). The peak-peak pressure of pulse (b) is seen to increase
more with the AC voltage than pulse (a). This is quantified by fitting a quadratic function
to the peak-peak pressure, as this is the expected behavior according to 2.87, and the
result is shown in the legend of Fig. 2.12(c). The linear dependence are seen to be similar
for the two pulses, but the quadratic term is negative for pulse (a) whereas it is positive
for pulse (b). This verifies that the non-linearity are taken into account when simulating
CMUTs in PZFlex.
2.4.6 Imaging Assessment
Two different transducers are simulated in PZFlex. One with a plate thickness of 2µm and
a second with a plate thickness of 10µm. Both of them having a center frequency in the
5MHz range and a pull-in voltage of 200V. The impulse responses of both transducers
are shown in Fig. 2.13. A higher transmit sensitivity is obtained by increasing the plate
thickness from 2 to 10µm, but at the expense of the pulse length/bandwidth (as seen
in (Diederichsen et al. 2017)). The peak-peak transmit sensitivity is increased from
25.2 kPa/V to 75.6 kPa/V, and the bandwidth is decreased from 11.6MHz to 3.1MHz.
A simulation of 41 point scatterers at depths from 10–50mm are performed using the
Field II simulation program (Jensen 1996; Jensen and Svendsen 1992). Two transducers
with 128 elements and a pitch of 200µm are simulated. The imaging sequence consist of
line-by-line imaging with 129 focused emissions, 64 active elements, and an F# of 2 in
transmit. The PZFlex simulated transmit impulse responses for the transducers are used in
the Field II simulation in the transmit stage, while a standard Hamming weighted 2-cycle
sinusoid are used in the receive part. The excitation pulse are a 1-cycle sinusoid at 5MHz.
For beamformation, dynamic receive focusing and a receive f# of 1 are employed.
From the point scatters, the point spread function (PSF) at varying depth is estimated
and from these the imaging quality can be evaluated. Both the lateral and axial resolution
is estimated based on the full width at half maximum (FWHM) and the cystic resolution,
which is the radius of the -20 dB contour line(Ranganathan and Walker 2007). The
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(a): y = -2e-5 x2 + 0.0187x
(b): y = 6e-5 x2 + 0.0182x
(c)
Figure 2.12: (a): Blackman-Harris Pulse on top of 160Vbias. (b): Inverted Blackman-Harris
Pulse on top of 160Vbias. (c): Output pressure as a function of AC voltage amplitude of the
two di erent pulses. The AC dependence on the output pressure is non-linear as expected.
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Fig. 5. Transmit impulse response of the PZFlex model compared to measurements. Left: Time domain normalized to maximum positive amplitude. Center:
Envelope of the time domain. Right: Frequency domain.





































Fig. 6. Comparison of the transmit impulse response of two transducers, one
with a plate thickness 2µm and a second with a plate thickness of 10µm.
Top: Time domain. Bottom: Frequency domain.
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Fig. 7. Assessment of the image quality derived from the point spread
function simulated in Field II. Top: Lateral resolution based on FWHM of the
PSF. Middle: Axial resolution based on FWHM of the PSF. Bottom: Cystic
resolution based on the radius of the -20 dB contour line of the PSF
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Bottom: Frequency domain.
resolutions of both transducers are shown in Fig. 2.14. The lateral resolution is identical
for the two transducers, as expect , as it is determined by he transducer layout. The
axial resolution is better for the 2µm plate, as it is directly proportional with the pulse
length. It is therefore interesting that the 10µm transducer has a slightly better cystic
resolution, hence better at suppressing the side-lobes.
2.5 Design Optimiza ion
The design of the arrays does not only depend on the CMUT cells and their layout. The
electrode design and the materials used for the electrodes and the substrate can lso have
an impact on the performance. This sectio treats how the array desig can be optimized
to avoid two specific problems related to CMUT arrays. The first deals with a capacitive
substrate coupling which lowers the receive sensitivity and the second deals with the
optimal design of electrodes to avoid reduced transmit and receive sensitivity.
2.5.1 Capacitive Substrate Coupling
Several CMUTs are designed having the signal electrodes placed between the ground
plane and a silicon substrate. This applies both for 1-D arrays with buried electrodes
for increased electrical safety (Zhang et al. 2012) and for 2-D RCA arrays (Christiansen
et al. 2015; Engholm, Christiansen, et al. 2015; Logan, Wong, Chen, et al. 2011; Logan,
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Fig. 5. Transmit impulse response of the PZFlex model compared to measurements. Left: Time domain normalized to maximum positive amplitude. Center:
Envelope of the time domain. Right: Frequency domain.





































Fig. 6. Comparison of the transmit impulse response of two transducers, one
with a plate thickness 2µm and a second with a plate thickness of 10µm.
Top: Time domain. Bottom: Frequency domain.
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in Field II. Top: Lateral resolution based on FWHM of the PSF. Middle: Axial resolution
based on FWHM of the PSF. Bottom: Cystic resolution based on the radius of the -20 dB
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W ng, a d Yeow 2009; Sampaleanu et al. 2014). This has the disadvantage that the
elements closest to the substrate will couple capacitively to gro d through the substrate
and neighboring elements. This coupling introduces an increased parasitic capacitance
of those elements, lowering their receive se sitivity as seen in (Christiansen et al. 2015;
Engholm, Bouzari, et al. 2016; Engholm, Christiansen, et al. 2015; Logan, Wong, Chen,
et al. 2011; Sampaleanu et al. 2014; Zeshan et al. 2016) and in Section 6. This aspect was
the subject of Paper F and the r sults are presented in this section.
To illustrate the problem a RCA CMUT structure is used as an example as it illustrates
the c pacitive coupling problem with buried electrodes, the bottom electrodes, and shows
that the top electrodes does not have the same problem. Fig. 2.15 illustrates two cross
sections of a CMUT RCA array, (a) shows a cut perpendicular to the top electrodes and (b)
shows a cut rotated 90 , perpendicular to the bottom electrodes. When a top electrode is
probed (Fig. 2.15(a)) all bottom electrodes are grounded, hence only CCMUT is measured.
When a bottom electrode is probed (Fig. 2.15(b)) the substrate will appear grounded,
since the signal may follow a path through the substrate and couple to ground via the
neighboring bottom electrodes. Although the substrate has a non-negligible impedance,
Zs, the parallel coupling of the bottom electrodes results in a relatively low-impedance
path to ground. Therefore, the capacitance measured when probing a bottom electrode will
have a contribution from both CCMUT and Cox. The effect of the parasitic capacitance
on the receive sensitivity, can be estimated by the electro-mechanical coupling factor

















Figure 2.15: Illustration of the electrical circuit seen when probing a top electrode (a) and
a bottom electrode (b). The figures show a cross-section, such that the top electrodes are
oriented perpendicular to the cut in (a), while the array is rotated 90  in (b).





where C0 is the total element capacitance and Cm is the lumped mechanical capacitance
from the equivalent circuit model, which take the spring softening effect into account
(Wygant, Kupnik, and Khuri-Yakub 2008). The parallel coupling of the capacitor between
the bottom electrode and substrate, Cox, increases the electrical element capacitance,
resulting in a lower electro-mechanical coupling coefficient, k2.
Similar capacitive coupling problems have earlier been reported in literature with
through silicon vias (Bandyopadhyay et al. 2011; Cheng, Chow, et al. 2000; Cheng, Ergun,
and Khuri-Yakub 2001; Wygant, Zhuang, et al. 2008). Silicon vias are traditionally made
by etching through the substrate, oxidizing or depositing an insulator on the inside of the
via, and depositing a conducting material inside the vias. The vias will capacitively couple
to the substrate, hence the capacitance of the via is high. By applying a bias potential
between the via and the substrate, the substrate can be depleted, and the capacitance can
be lowered.
To eliminate or reduce the substrate coupling different methods can be employed.
The path through the substrate can be removed, hence the signal cannot couple to the
neighboring elements. This can be realized by fabricating devices on an insulating
substrate e.g. a quartz or fused silica substrate, illustrated in Fig. 2.16(a). Another
approach is to increase the thickness of the insulator separating the bottom elements from
the substrate, see Fig. 2.16(b). Growing several microns of silicon oxide requires a long
oxidation, which is not desirable from a fabrication perspective. In addition, the intrinsic
stress in the silicon oxide can lead to a large wafer bow, complicating the fabrication and
lowering the yield. A third approach, inspired by the through silicon vias solution and can
be directly implemented in fabrication processes utilizing silicon substrates (Christiansen
et al. 2015; Logan, Wong, Chen, et al. 2011; Sampaleanu et al. 2014), is to deplete the


















Figure 2.16: Solutions. (a): Insulating substrate. (b): Increased BOX thickness. (c):
Depletion of substrate.
silicon substrate, illustrated in Fig. 2.16(c). The bottom electrode, insulator, and substrate
is essentially a two-terminal Metal-Oxide-Semiconductor (MOS) capacitor. A MOS
capacitor can operate in three different modes, accumulation, depletion, and inversion.
For an n-type substrate, accumulation occurs, when a positive bias is applied to the gate
(bottom electrode). The positive charge on the gate will attract electrons from the substrate
to the oxide-semiconductor interface. In this mode the capacitance will solely have a
contribution from the oxide. When applying a negative voltage to the gate, the mobile
electrons are pushed into the substrate leaving behind the ionized donor atoms. The silicon
region close to the oxide is depleted of mobile carriers and only of stationary charges
from the donor atoms are left, hence the region is non-conducting. The capacitance in this
mode is a series contribution of the oxide and the depleted region. When decreasing the
gate potential beyond the threshold voltage, inversion can occur. In inversion, a negatively
charged layer is generated at the oxide-semiconductor interface as a result of minority
carriers (holes) being generated in the depletion region and attracted to the interface. The
capacitance therefore only have a contribution from the oxide. To reduce the parasitic
capacitance, one has to operate the device in the depletion mode.
The parasitic capacitance, when depleting the substrate, can be modeled as two
capacitors in series, the oxide capacitance, Cox, and the depletion capacitance, Cd. The










where tox is the oxide thickness, xd is the depletion width, and ✏ox and ✏si is the permit-
tivity of the silicon oxide and silicon, respectively.
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Fig. 4: The parasitic capacitance, Cpara, when the substrate
is fully depleted normalized to the oxide capacitance, Cox, as
a function of bulk doping concentration, Nd. The values are
calculated by combining (2) and (3) where tox = 1µm.
III. DESIGN AND FABRICATION
In this study two wafers were fabricated to mimic the
bottom electrodes of a 62+62 RCA CMUT array described
in [4] with the exact same dimensions. Two SOI wafers were
utilized both with a 2µm low resistivity (0.01 0.001⌦cm) p-
type device layer and a 1µm thick buried oxide. The substrate
of the first wafer is manufactured using the Czochralski
process, is n-type having a bulk doping concentration of
Nd ⇡ 1015 cm 3 and is referred to as CZ. The substrate
of the second wafer is manufactured using the Float-zone
process and is also n-type having a bulk doping concentration
of Nd ⇡ 1012 cm 3 and is referred to as FZ.
A 200 nm aluminum layer is deposited on top of the device
layer and an etch mask was defined on top of the aluminum
using UV lithography to create the bottom electrodes. The
aluminum was etched in a heated wet etch based on phosphoric
acid and with the same mask the silicon was etched using a
deep reactive ion etch (DRIE).
A gallium-indium eutectic was applied on the backside of
the wafers to form an ohmic contact to the substrate to be able
to control the substrate potential.
IV. MEASUREMENT SETUP
The capacitance between the bottom electrode and the
substrate was measured using an Agilent B1500A semiconduc-
tor Device Parameter Analyzer. The complex impedance is
measured at 100 kHz and the capacitance is extracted using a
series resistance model (Fig. 5(b)). This is chosen rather than
the parallel resistance model (Fig. 5(a)) as the leakage current
through the silicon oxide is assumed to be negligible due to
its thickness. All measurements are carried out in darkness,
to minimize the generation of charge carriers. A final CMUT
array would be mounted in a probe and covered with a polymer
for electrical insulation, hence no light can reach the CMUT
and generate charge carriers.
Two different measurements were performed. 1: The ca-





Fig. 5: Models for extracting the capacitance from the mea-
sured complex impedances. (a): Parallel resistance model (b):
Series resistance model.
the voltage was swept from  25V (accumulation) to 25V
(depletion). 2: The capacitance was measured over time for
varying substrate voltages to investigate the effect of depleting
the substrate on a long term scale. The substrate potential was
held in accumulation ( 25V) for 100 seconds before starting
the measurement with a new substrate voltage. This was done
to have a well defined starting condition.
V. RESULTS AND DISCUSSION
The parasitic capacitance, Cpara, normalized to the oxide
capacitance, Cox, measured for the two wafer types are shown
in Fig. 6. As predicted by (2) the CZ substrate, with a bulk
doping concentration of 1015 cm 3, will only reduce the para-
sitic capacitance by less than 20%. By using the FZ substrate,
with a bulk doping concentration of 1012 cm 3, the parasitic
capacitance is reduced to almost 10% of the oxide capacitance
when depleting the substrate. This verifies that a low bulk
doping concentration is required to reduce the coupling to
the substrate substantially. The voltage is swept over a couple
of seconds, whereas an ultrasound examination takes several
minutes or even longer. To investigate the influence of time,
the capacitance was measured over time for the FZ wafer.
Fig. 7 shows a contour plot of the parasitic capacitance,
Cpara, normalized to the oxide capacitance, Cox, over time
for varying substrate voltages. At the time t = 0min the
measured capacitance is similar to the CV curve shown in
Fig. 6. As time goes, the measured capacitance is seen to
increase, and this is most pronounced for higher substrate
voltages. This is contrary to the expected, where a constant
capacitance is expected when depleting the substrate. At 25V
after ten minutes the capacitance is increased to 46% of the
oxide capacitance.
Further investigation is needed to clarify the mechanism
resulting in the increase capacitance over time. A high bias
voltage is therefore not advisable, instead a minimum of the
capacitance at a substrate voltage of 6V is observed. By
applying 6V to the substrate relative to the bottom electrodes,
the parasitic capacitance can be reduced to below 13% of
the oxide capacitance for at least 10 minutes. For a specific
Figure 2.17: The parasitic capacitance, Cpara, when the substr te is fully depleted normalized
to the oxide capacitance, Cox, as a function of bulk doping concentration, Nd. The values
are calculated by combining (2.89) and (2.90) where tox = 1µm.










where Vt is the thermal voltage, q is the elementary electric ch rge, ni is the intrinsic
carrier concentration, and Nd is the bulk doping concentration. The maximum depl tion
width depends on the bulk doping concentration and likewise the parasitic capacitance.
Fig. 2.17 shows the normalized parasitic capacitance when the substrate is depleted,
(2.89), for a device having a silicon oxide (insulator) thickness of 1µm. To reduce the
parasitic capacitance with 80% the bulk doping concentration should be ⇠ 1012 cm 3.
Such low bulk doping concentration can be obtained by manufacturing the wafers using
the Float-zone technique.
Two wafers were fabricated to mimic the bottom electrodes of a 62+62 RCA CMUT
array described in Paper E with the exact same dimensions. Two SOI wafers were utilized
both with a 2µm low resistivity (0.01   0.001⌦cm) p-type device layer and a 1µm
thick buried oxide. The substrate of the first wafer is manufactured using the Czochralski
process, is n-type having a bulk doping concentration of Nd ⇡ 1015 cm 3 and is referred
to as CZ. The substrate of the second wafer is manufactured using the Float-zone process
and is also n-type having a bulk doping concentration of Nd ⇡ 1012 cm 3 and is referred
to as FZ.
A 200 nm aluminum layer is d posited on top of t devic lay r and an etch mask
was defined on top of the aluminum using UV lithography to create the bottom electrodes.





Figure 2.18: Models for extracting the capacitance from the measured complex impedances.
(a): Parallel resistance model (b): Series resistance model.
The aluminum was etched in a heated wet etch based on phosphoric acid and with the
same mask the silicon was etched using a deep reactive ion etch (DRIE).
A gallium-indium eutectic was applied on the backside of the wafers to form an ohmic
contact to the substrate to be able to control the substrate potential.
The capacitance between the bottom electrode and the substrate was measured using
an Agilent B1500A semiconductor Device Parameter Analyzer. The complex impedance
is measured at 100 kHz and the capacitance is extracted using a series resistance model
(Fig. 2.18(b)). This is chosen rather than the parallel resistance model (Fig. 2.18(a))
as the leakage current through the silicon oxide is assumed to be negligible due to its
thickness. All measurements are carried out in darkness, to minimize the generation of
charge carriers. A final CMUT array would be mounted in a probe and covered with a
polymer for electrical insulation, hence no light can reach the CMUT and generate charge
carriers.
Two different measurements were performed. 1: The capacitance was extracted as
a function of substrate voltage and the voltage was swept from  25V (accumulation)
to 25V (depletion). 2: The capacitance was measured over time for varying substrate
voltages to investigate the effect of depleting the substrate on a long term scale. The
substrate potential was held in accumulation ( 25V) for 100 seconds before starting the
measurement with a new substrate voltage. This was done to have a well defined starting
condition.
The parasitic capacitance, Cpara, normalized to the oxide capacitance, Cox, measured
for the two wafer types are shown in Fig. 2.19. As predicted by (2.89) the CZ substrate,
with a bulk doping concentration of 1015 cm 3, will only reduce the parasitic capacitance
by less than 20%. By using the FZ substrate, with a bulk doping concentration of
1012 cm 3, the parasitic capacitance is reduced to almost 10% of the oxide capacitance
when depleting the substrate. This verifies that a low bulk doping concentration is required
to reduce the coupling to the substrate substantially. The voltage is swept over a couple
of seconds, whereas an ultrasound examination takes several minutes or even longer. To
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Fig. 6: C-V characteristics of two MOS capacitors with n-type
substrates. CZ is manufactured using the Czochralski process
with a bulk doping concentration of Nd ⇡ 1015 cm 3. FZ is
manufactured using the Float-zone process with a bulk doping
concentration of Nd ⇡ 1012 cm 3
device, as the one described in [4] where Cm = 12pF, the
electro-mechanical coupling factor will theoretically increase
by a factor of 2.1 using (1).
VI. CONCLUSION
This paper demonstrated the experimental results of a
simple method for reducing the capacitive substrate coupling,
causing a low receive sensitivity of RCA arrays. The method
is based on depletion of the semiconductor substrate by
applying a potential to the substrate relative to the bottom
electrodes. This method can be directly implemented into
existing fabrication processes where the only requirements
are that the bulk doping concentration of the substrate is
low (< 1012 cm 3) and a contact is made for controlling
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Fig. 7: The parasitic capacitance, Cpara, of the FZ wafer
normalized to the oxide capacitance, Cox, for varying substrate
voltages over time. A minimum in the capacitance is observed
at a substrate voltage of 6V.
the substrate potential. Experimental results show that the
parasitic capacitance can be reduced by 87% by applying a
substrate potential of 6V relative to the bottom electrodes.
The depletion of the semiconductor substrate can be sustained
for at least 10 minutes making it applicable for RCA CMUT
arrays for ultrasonic imaging. Theoretically the reduced par-
asitic capacitance indicates that the receive sensitivity of the
bottom elements can be increased by a factor of 2.1.
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Figure 2.19: C-V characteristics of two MOS capacitors with n-typ ubstrates. CZ is
manufactured using the Czochralski process with a bulk doping concentration of Nd ⇡
1015 cm 3. FZ is f ctured using the Float-zone process with a bulk doping concentration
of Nd ⇡ 1012 cm 3
investigate the influence of time, the capacitance as m asured over tim for the FZ wafer.
Fig. 2.20 shows a contour pl t of the parasitic capacitance, Cpara, normalized to the oxide
capacitance, Cox, over time for varying substrate voltages. At the time t = 0min the
measured capacitance is similar to the CV curve shown in Fig. 2.19. As time goes, the
measured capacitance is seen to increase, and this is most pronounced for higher substrate
voltages. This is contrary to the expected, where a constant capacitance is expected wh
depleting the substrate. At 25V af er ten minut s the capacitance is increased to 46% of
the oxide capacitance.
Further investigation is needed to clarify the mechanism resulting in the increase
capacitance over time. A high bias voltage is therefore not advisable, instead a minimum
of the capacitance at a substrate voltage of 6V is observed. By applying 6V to the
substrate relative to the bottom electrodes, the parasitic capacitance can be reduced to
below 13% of the oxide capacitance for at least 10 minutes. For a specific device, as the
one described in Paper E where Cm = 12pF, the electro-mechanical coupling factor will
theoretically increase by a factor of 2.1 using (2.88).
2.5.2 Optimal Electrode Design
This section investigates the parameter space with respect to the electrical properties of
the electrodes for CMUT arrays. The electrode resistance for CMUTs has only briefly
been discussed in literature (Ergun et al. 2005). If the resistivity in an electrode becomes
too high, the system will behave as a low pass filter, and the applied AC signal will be
attenuated through the electrode. A simple theory for the potential drop is presented,
and experimental data from a RCA transducer array is used to validate the theory. The
RCA transducer has two electrodes perpendicular to each other with different resistivities
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Figure 2.20: The parasitic capacitance, Cpara, of the FZ wafer normalized to the oxide
capacitance, Cox, for varying substrate voltages over time. A minimum in the capacitance is
observed at a substrate voltage of 6V.
making it ideal to evaluate the effect of electrode resistance, since the same CMUT cells
can be excited by two different electrode configurations. The following presents the main
findings of paper C.
The potential along a CMUT element can be modeled as a delay line as and a common
CMUT design with an equivalent circuits on top is shown in Fig. 2.21(a). The resistivity of
the electrode determines the magnitude of the resistors, the variable capacitors represent
the CMUTs, and the constant capacitors represent the parasitic capacitance. If the
capacitive components is merged, a Resistor-Capacitor (RC) delay line can be used to
describe the system, as shown in Fig. 2.21(b). The resistors and capacitors are assumed to
be evenly distributed along the element, where Rd and Cd are resistance and capacitance
of a distributed segment of length  x. These quantities are related to the total resistance,








where L is the length of the element. The capacitance of a CMUT element is
C = Cp + nCcell, (2.92)
where Cp is the total parasitic capacitance and Ccell is the capacitance of each of the n
CMUT cells. The capacitance of a CMUT cell can be calculated as described in several
papers (Cour et al. 2015; Ergun et al. 2005; Köymen et al. 2012).








Figure 2.21: (a): Sketch of a CMUT element. The resistance through the element is modeled
by resistors, the CMUTs cells are modeled as variable capacitors, and the parasitic capacitance
is modeled as constant capacitors. (b): The two capacitor contributions can be merged and
the circuit is then described as a Resistor Capacitor (RC) delay line. Rd and Cd are the
resistance and capacitance of a distributed segment of length  x.






where ⇢ is the resistivity and L is the length of the element. A CMUT can be considered
as a voltage dependent capacitor, thus, a time dependent voltage signal yields a time
dependent capacitance. This is assumed to be negligible in this system, and the capacitance
of the CMUTs is therefore constant. In the limit where x! 0 the voltage distribution









where x is the position along the length of the element, t is time, and the diffusion
coefficient is described by the product L2/RC. During operation a CMUT will be subject
to the following boundary conditions






where U0 is the amplitude of the excitation bias, and ! and f(!t) are the excitation
frequency and function, respectively. The first boundary condition (2.95) corresponds to
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Figure 2.22: The magnitude of the transfer function for six di erent values of !RC. In the
DC case where !RC = 0 the potential is uniformly distributed. As !RC increases, the AC
potential drop along the element becomes larger.
the input signal at the electrode pad. The second boundary condition (2.96) states that the
current density is zero at the end of the electrode, hence, the derivative of the potential is
zero.
The diffusion equation does not have a closed form solution for these boundary
conditions, and the interest of this work is not the delay along the electrode, but the
potential drop along the element for a specific CMUT design at a given frequency.
Therefore, the equation is transformed to the frequency domain by a Fourier transform
to determine a solution in terms of the transfer function. The solution in the frequency
domain can be written as a product between the transformed input function F (!) =
F  u(0, t) and the transfer function H(x,!)
U(x,!) = F (!)H(x,!) (2.97)












2 = j!RC. (2.99)
The absolute magnitude of the transfer function is plotted in Fig. 2.22 for different
values of !RC. The transfer function decays along the element, and the effect becomes
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Figure 2.23: The magnitude of the transfer function at the end of the element (x = L) as
function of the product !RC. A threshold at 0.99 is indicated with a dashed line. The green
region indicates that the magnitude of the transfer function is above above 0.99 and the red
region indicates a magnitude less than 0.99.
more pronounced as !RC increases. The absolute value of the transfer function at the
end of the element simplifies to
|H(L,!)| = 1| cosh()| . (2.100)
To obtain a uniform voltage distribution a criterion of a 1% voltage drop across
the element is used as a guideline. The magnitude of the transfer function at the end
of the element is plotted as function of !RC in Fig. 2.23. The green area shows the
regime where this criterion is satisfied and red where it is not. A numerical solution of
Eqn. (2.100) shows that the criterion is met when
!RC < 0.35. (2.101)
A RCA CMUT transducer similar to the device described in Paper D is characterized.
The top electrode of the transducer is made of aluminium and has a resistivity in the
order of 2 ⇥ 10 6 ⌦cm. The bottom electrode is made of p-type silicon with a doping
concentration of 2⇥ 1017 cm 3, corresponding to a resistivity of 0.1⌦cm.
The capacitance is measured and the resistance is calculated for top and bottom
electrodes and are listed in Table 2.5 together with the !RC product for three frequencies.
The top electrode satisfies the criterion of !RC < 0.35 for all frequencies. However,
!RC ranges from 9.5 to 33.3 for the bottom electrode leading to an expected potential
drop of 76%, 92% and 96% for 2MHz, 4.5MHz, and 7MHz, respectively.
The transmit pressure field is measured for all elements individually, both rows
and columns, at a distance of 5mm using an AIMS III intensity measurement system
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Table 2.5: Measured resistance and capacitance for top and bottom electrodes.
Top Bottom
Resistance 8.8 ⌦ 6.3 k⌦
Capacitance 80 pF 120 pF
!RC @ 2 MHz 0.01 9.5
!RC @ 4.5 MHz 0.02 21.4
!RC @ 7 MHz 0.03 33.3
(Onda Corp., California, USA) with an Onda HGL-0400 Hydrophone connected to the
experimental research ultrasound scanner, SARUS (Jensen, Holten-Lund, et al. 2013a).
The elements are excited with a six cycle sinusoidal pulse at frequencies of 2MHz,
4.5MHz, and 7MHz. Six cycles were chosen to ensure the correct excitation frequency
by minimizing transient effects. The pressure field is mapped by moving the hydrophone
in the x-y plane in front of the transducer. The x-y plane is resolved in a 42 ⇥ 42 grid
with a spacing of 0.5mm. This grid is large enough to capture the entire footprint of the
transducer.
The measured pressure fields for all individual elements have been cross correlated
with respect to each other, to obtain insight in the mean and variance distribution. The
odd numbered elements have been wire bonded on one side of the transducer array, and
the even numbered elements on the other side. The alternating numbering scheme will
produce an asymmetric pressure field between odd and even numbered elements of the
bottom electrodes. For this reason all odd numbered elements are cross correlated with
each other and likewise for the even numbered.
The average peak to peak pressure field of the top and bottom electrodes excited
at 4.5MHz are shown in Fig. 2.24, where each plot has been normalized to its own
maximum. The top electrodes (a) and (b) have a symmetric pressure distribution around
the center of the element, and the pressure field of the odd and even numbered elements
are qualitatively indistinguishable. This indicates a uniform voltage distribution along
the top electrodes. The pressure of bottom electrodes (c) and (d) has a maximum at the
element edge nearest the bonding pad followed by a decreasing tendency. The asymmetry
observed between odd and even elements illustrates indirectly the AC potential drop along
the electrode.
The measured pressure drop along the element is in combination with the integrated
apodization, and the weighted excitation along the element is therefore a product between
the apodization profile and the RC delay line transfer function, as shown in Fig. 2.25(a).
The weighted excitation is gradually built from the electrical connection through the
apodization region and reached its maximum at the interface between apodization and the
central area. This behavior is expected for both top and bottom electrodes. The mean and
standard deviation of the cross correlated pressure fields along the center of an element is
plotted in Fig. 2.25(b). The solid lines are the bottom electrodes and the dashed line is the
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Figure 2.24: Average pressure field of the top and bottom electrodes. (a): Odd-number top.
(b): Even-number top. (c): Odd-number Bot. (d): Even-number Bot.
top electrodes. Only the 7MHz pressure profile has been plotted for the top electrodes
representing of the worst case scenario in terms of !RC. Each pressure profile has been
normalized to its own maximum. The three curves for the bottom electrode correspond to
different values of !RC, and higher values of !RC lead to a reduction of the pressure
along the electrode, which is in agreement with the weighted excitation profile. The
pressure flattens out towards the end of the central area, as expected from the model.
Using this model CMUT arrays can be designed with an optimal electrode resistance
to avoid the electrodes acting as delay lines.
2.6 Chapter Summary
This chapter introduced the modeling of CMUTs, from analytic modeling of the plate
behavior till FEA simulations of the array elements. An analytic model was developed to
predict the plate behavior with multiple layers and with intrinsic stress. The governing
equations were then used to describe electro-mechanic behavior of the CMUTs, includ-
ing both the statics and dynamics. A FEA model was developed and used to evaluate
the acoustic performance, both for cells arranged in an infinite grid and placed in array
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Figure 2.25: (a): Weighted excitation obtained by multiplying the apodization profile
with the delay line transfer function. The central area and the two apodization regions are
indicated by arrows, where apodization is abbreviated Apo. (b): Measured average pressure
drop along elements, solid lines are the bottom electrode and the dashed line is the top
electrode. The shaded area represents one standard deviation.
elements. Finally, two aspect of the design optimization of CMUT arrays were investi-
gated. One with focus on capacitive substrate coupling of RCA arrays, which results in
a decreased receive sensitivity of the bottom electrodes. The second with respect to the
electrode layout to avoid having the elements functioning as a delay line, which attenuates
the emitted pressure along the elements.
CHAPTER3
Row–Column-Addressed Arrays
RCA 2-D arrays was first proposed in 2003 by Morton and Lockwood (Morton and
Lockwood 2003). Row–column-addressing of 2-D arrays is a scheme to reduce the
number of active channels needed for contacting the elements in the array. The principle
of row–column-addressing is illustrated in Fig. 3.1. The idea is to contact the elements in
the 2-D array either by their row or column indices. Each row or column thereby acts as
one large element. This effectively turns the array into two orthogonal 1-D arrays. The
imaging principle is illustrated in Fig. 3.2 and relies on using one of the 1-D arrays as the
transmit array, creating a line focus of the transmit pulse. The perpendicular 1-D array is
used to receive, and enable receive focus in the orthogonal dimension. The combination of
transmit and receive focus provides focusing on a point in the volume, hence a volumetric
image can be created. While anN ⇥N fully-addressed (FA) array needsN2 connections,
an RCA array only needs 2N connections. The RCA array can therefore have a larger
aperture compared to the FA array, with the same number of connections. The simulation
study (Rasmussen and Jensen 2013b) and the measurements study (Rasmussen and Jensen
2013a), both by Rasmussen and Jensen, compared the two different addressing schemes.
With the same number of connections, a superior image quality is obtained using the RCA
array.
An inherent drawback of the row–column-addressing, is that the long elements pro-
duce considerable edge effects, leading to ghost echoes in the beamformed image. Since
the elements do not allow electronic control along their length, the ghost echoes cannot
be removed with conventional electronic apodization. This issue was first addressed by
Demoré et al. (Démoré et al. 2009) and later studied in detail by Rasmussen and Jensen
(Rasmussen and Jensen 2013b). Both studies concluded that integrating the apodization in
the transducer itself, was an effective way of solving the issue. Several ways of realizing
the integrated apodization have been suggested, including a variable polarization of the
piezo ceramic material (Joyce and Lockwood 2012) and varying the density of CMUT
cells (Christiansen, Rasmussen, Jensen, et al. 2014).
Several groups have previously presented realization of RCA arrays. The first experi-
mental demonstration of RCA arrays was presented in 2006 by Seo and Yen (Seo and Yen
2006). The array was a PZT in a 64+64 layout, fabricated using a 1-3 ceramic with the row
and column electrodes defined on separate sides of the ceramic. The same authors later
surpassed this array with a 256+256 array using the same fabrication technique (Seo and
Yen 2007, 2008, 2009). In 2009 Yen et al. introduced a simplified process for fabrication
of RCA PZT arrays using a dual layer structure (Yen et al. 2009). The dual layer structure
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Row element Column element
1-D array of N rows 1-D array of N columns
N+N 2-D row-column array
Connection
Figure 3.1: The principle of row–column-addressing. The elements in the 2-D array are




Figure 3.2: The imaging principle of imaging with RCA arrays. One of the 1-D arrays are
used to transmit and focus on a line in the volume. Whereas the perpendicular 1-D array
is used to receive and focus on a line in the orthogonal direction. The combination hereof
enables focus in a point where the two intersect.
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was composed of a piezoelectric 2-2 composite for the transmit array, and a single sheet
of undiced copolymer for the receive array. In 2009, the first RCA array based on CMUT
technology was presented by Logan et al. (Logan, Wong, and Yeow 2009). They showed
a 32+32 array fabricated using the wafer bonding process with a silicon nitride plate,
and later they presented characterization of a similar array (Logan, Wong, Chen, et al.
2011). Zemp et al. (Zemp, Zheng, and Zhang 2011) and Sampaleanu et al. (Sampaleanu
et al. 2014) presented RCA arrays fabricated using the sacrificial release process and
performed feasibility studies. More recently they have presented photoacoustic imaging
using RCA CMUT arrays (Chee et al. 2014). In 2015 Rasmussen et al. (Rasmussen,
Christiansen, et al. 2015) and Christiansen et al. (Christiansen, Rasmussen, Bagge, et al.
2015) presented a two-part paper presenting an RCA array with integrated apodization.
In part I, the apodization was added as a static roll-off apodization region located at the
ends of the line elements. They showed that the main lobe was unaffected by integrating
this type of apodization. Part II showed experimental results of an CMUT RCA 2-D array
with this roll-off apodization. The CMUT array had a 62+62 layout with four apodization
regions fabricated using the wafer bonding technique, two SOI wafers and a plate of
highly doped silicon. In 2016 Zeshan et al. (Zeshan et al. 2016) presented a 32+32 RCA
CMUT array fabricated using an anoding bonding process. It was designed to provide a
solution for micro-particle trapping and handling.
RCA arrays based on piezoelectric micromachined ultrasonic transducer (PMUT)
technology have also been presented. Jung et al. presented 32 + 32 array fabricated on a
SOI wafer with the piezoelectric layer sandwiched between the electrodes on top (Jung
et al. 2013). The separation of the bottom electrodes disconnected the top electrodes,
therefore a metal bridge was formed to reconnect them. This was followed by a DRIE
process to define the membranes. Tang et sl. presented a PMUT RCA array based on an
aluminum nitride and bonded to custom read out electronics (Tang et al. 2015). This was
a fully integrated ultrasonic fingerprint sensor. They compare the beamformed fingerprint
obtained with ultrasound to an optical image, which was in good agreement.
3.1 Array Overview
The general design of the RCA CMUT arrays in this thesis was based on the findings by
Rasmussen et al. (Rasmussen, Christiansen, et al. 2015) and Christiansen et al. (Chris-
tiansen, Rasmussen, Bagge, et al. 2015). The array consist of N row elements and N
column elements, and four apodization regions. Only the N +N elements are connected
to beamformer channels. The design of the RCA array can therefore be divided into two
parts: The central region and the apodization region.
The central part of the array may be considered as a conventional RCA array, a 3-D
diagram of a corner of such an array is shown in Fig. 3.3. The diagram includes four top
and four bottom electrodes placed orthogonal to each other and colored orange and blue,
respectively. Part of the top electrode/plate has been removed, revealing the underlying
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Figure 3.3: Three-D illustration of an RCA transducer array showing a corner with four top
and four bottom electrodes. The top electrode is colored orange and the bottom electrode
blue. The light gray part between the electrodes is the insulator defining the cavities and the
dark gray is the substrate.
CMUT cell cavities. The element contacts are placed alternately on each side of the array
as showed in the figure.
The four apodization regions are located outside the central part of the array and are
added to avoid the abrupt truncation of the elements, which gives rise to the ghost echoes
(Rasmussen, Christiansen, et al. 2015). The apodization value follows a Hann function
starting from the edge of the central part where it takes the value of 1, to the edge of
the array where it takes the value of 0. This is implemented by varying the cell density
towards the edge.
The layout of the CMUT cells within an array is shown in Fig. 3.4 for an array
with 62 + 62 elements. The design employs 4 ⇥ 4 square cells in each sub element
(crossing of a row and a column element) and the apodization regions were implemented
by decreasing the amount of cells. An apodization value of one corresponds to 16 cells in
a sub-element, and an apodization value of zero to 0 cells. The placement of the CMUT
cells are highlighted as well as a subelement with the cell sidelength, cell pitch, and
electric kerf.
3.2 Beamforming
The generation of an ultrasound image is based on combining the pulse-echo signals




































Figure 3.4: RCA CMUT array layout. The square red cells are the individual CMUTs, which
are densely populated in the central region. Apodized region of one element is seen in the
left part of the figure, where increasingly more cells are removed. A sub-element is shown to
the right, highlighting the cell sidelength, cell pitch and electric kerf.
of an individual point in the image is evaluated by calculating the ToF of the wavefront
from the emitting element(s) to the point and back to the receiving element. The received
signals of all the elements are then summed at their calculated time instance, which
yield the scattering amplitude of that specific point in the image. The calculation is then
repeated for every pixel in the image, or for the instance of a volume, every voxel. This
is the standard beamforming approach used in most cases and are called delay-and-sum
beamforming.
The emitted wave from an RCA element is best approximated as a line segment, due
to its high aspect ratio. In the following section the beamforming method for flat RCA
arrays is described and it was originally developed by Rasmussen et al. (Rasmussen,
Christiansen, et al. 2015). Fig. 3.5 shows a ToF illustration of a focused emission. The
vector fp and prn describes the shortest distance from the point, p, to the focal line and
to the receiving element, respectively. The vector between the source element, s, and the
focal line, f , is termed sf . The ToF of the wavefront is the distance from the source, s, to
the focal segment, ~f , through the point being imaged, ~p, and back to the receiving element,
prn, and divided by the speed of the sound of the propagating wave in the medium, c:
























(b) ToF in x–dimension.
Fig. 9. Time of flight (ToF) illustration of a focused emission. The vector sf connects the first source line-element that is excited with the focal line f. fp is the
vector from the nearest point on the focal line to the point being beamformed (p), and pri is the vector from p to the nearest point on the receive line-element
ri. In (a) the setup is sliced orthogonal to the transmitting line-elements and parallel with the receiving line elements. In (b) the setup is sliced parallel with the






Fig. 10. Projection of the point p onto the line segment ab. l is the distance
from a to the projected point and d is the shortest distance from p to ab.
When the projection of p onto the line lies between a and
b, i.e. when lˆ 2 [0,1], the standard formula for the distance




When lˆ /2 [0,1], the shortest distance from the line segment
to the point is the distance from the closest end of the line
segment (a or b) to the point (p). The following therefore





kabk if 0 lˆ  1
kapk if lˆ < 0
kbpk if lˆ > 1 .
(13)
Using (13), the distances kfpk and   prn   can now be deter-
mined as
kfpk= d(f,p) and   prn  = d(rn,p) . (14)








where szy and fzy are the coordinates in the z-y plane of s and
f, respectively. The focused signal at point p is calculated by







where N is the number of receive elements, aelec(n) is the
electronic receive apodization, and ym,n(t) is the measured
signal from emission m on the receive element n at time t.
A MATLAB beamformer that implements (16) was pro-
grammed in order to beamform data from row-column ad-
dressed arrays and produce the point spread functions included
in this paper. From (15) only the case where kfpk is added
is implemented, so that only points further away from the
array than the focal line can be beamformed. The beamformer
can IQ-beamform 250 000 voxels from a complex data set of
1.5MiB from 128 receive line-elements in approximately 11.4 s
on a PC with a 3.4GHz Intel Core i7-3770 CPU and 16GiB
of RAM. The proof-of-concept MATLAB implementation of
the beamformer can therefore not achieve a frame rate useful
for real-time applications, but the frame rate is adequate for
research purposes.
In Fig. 11, the importance of using a line-element beam-
former is shown. In both figures, a wire phantom consisting
of point scatterers located at 10mm depth at the center
Figure 3.5: ToF illustration of a focused emission using a flat RCA array. The vector fp and
prn describes the shortest distance from the point, p, to the focal line and to the receiving
element, respectively. The vector between the source element, s, and the focal line, f , is
termed sf . The ToF of the wavefront is the distance from the source, s, to the focal segment,
~f , through the point eing imaged, ~p, and back to the receiving element, prn, and divided





Here n is the index of t e receiving element ranging between 1 and the total number of
receiving elements, N , andm is the emission index. Only one ToF is calculated for each
point, if the point being focused is closer to the transducer than the focal line, then  kfpk
is used, and in the case where the point is further away +kfpk is used.
To calculate the ToF, the length of the vectorsksfk,kfpk, andkprnk ust be deter-
mined.ksfk is easily calculated as the focal line are parallel to the source elements, hence
the distance can be calculated in the y-z-plane. To det rminekfpk andkprnk, the shortest
distance between a point and a line must be calculated. The problem is illustrated in
Fig. 3.6. The line between a and b is named ab and the projection of the point, p, onto
the line ab is named l. If the projection is located between the points a and b the length
of l is between 0 andkabk, if it is located outside of a is it negative, and if it is located
outside b it is larger thankabk. If l then is normalized to the length of t line segment,






























(b) ToF in x–dimension.
Fig. 9. Time of flight (ToF) illustration of a focused emission. The vector sf connects the first source line-element that is excited with the focal line f. fp is the
vector from the nearest point on the focal line to the point being beamformed (p), and pri is the vector from p to the nearest point on the receive line-element
ri. In (a) the setup is sliced orthogonal to the transmitting line-elements and parallel with the receiving line elements. In (b) the setup is sliced parallel with the






Fig. 10. Projection of the point p onto the line segment ab. l is the distance
from a to the projected point and d is the shortest distance from p to ab.
When the projection of p onto the line lies between a and
b, i.e. when lˆ 2 [0,1], the standard formula for the distance




When lˆ /2 [0,1], the shortest distance from the line segment
to the point is the distance from the closest end of the line
segment (a or b) to the point (p). The following therefore
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kapk if lˆ < 0
kbpk if lˆ > 1 .
(13)
Using (13), the distances kfpk and   prn   can now be deter-
mined as
kfpk= d(f,p) and   prn  = d(rn,p) . (14)








where szy and fzy are the coordinates in the z-y plane of s and
f, respectively. The focused signal at point p is calculated by







where N is the number of receive elements, aelec(n) is the
electronic receive apodization, and ym,n(t) is the measured
signal from emission m on the receive element n at time t.
A MATLAB beamformer that implements (16) was pro-
grammed in order to beamform data from row-column ad-
dressed arrays and produce the point spread functions included
in this paper. From (15) only the case where kfpk is added
is implemented, so that only points further away from the
array than the focal line can be beamformed. The beamformer
can IQ-beamform 250 000 voxels from a complex data set of
1.5MiB from 128 receive line-elements in approximately 11.4 s
on a PC with a 3.4GHz Intel Core i7-3770 CPU and 16GiB
of RAM. The proof-of-concept MATLAB implementation of
the beamformer can therefore not achieve a frame rate useful
for real-time applications, but the frame rate is adequate for
research purposes.
In Fig. 11, the importance of using a line-element beam-
former is shown. In both figures, a wire phantom consisting
of point scatterers located at 10mm depth at the center
M
Figure 3.6: Illustration of how to calculate the shortest distance between a point, p, and
a line, ab. The projection of the point, p, on o t e line ab is named l, and the shortest
distance is termed d.
In the case where the projection lies between a and b, hence lˆlp 2 [0, 1], then the




When the projection lies outside the line segment, lˆ /2 [0, 1], then the shortest distance
from the line to the point is simply the distance between the edge of the line closest to the




kabk if 0  lˆlp  1
kapk if lˆlp < 0
kbpk if lˆlp > 1.
(3.4)
The distanceskfpk andkprnk for calculating the ToF can now be determined as
kfpk = d(f ,p) and kprnk = d(rn,p) , (3.5)
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where syz and fyz are the coordinates of s and f in the y-z-plane. At every point in the
volume the focused signal is calculated by summing the received signals from the N




aelec(n) ym,n(ToFm(p, n)) , (3.7)
where ym,n(t) is the measured signal from emissionm on the receive element n at time t,
and aelec(n) is the electronic receive apodization of element n.
3.3 Improved Focusing
An issue with RCA arrays from an imaging perspective is that only one-way focusing
is possible in each dimension. This is because the focused lines in transmit and receive
are perpendicular to each other. This section presents a simple way of improving the
focusing and are based on the findings in Paper I. The envelope data received by the row
elements when transmitting with columns are multiplied with the data received by the
column elements when transmitting with rows, in order to improve the focusing.
The vertical and horizontal arrays of the RCA 2-D array can each steer the transmit
ultrasound beam in one direction. When the horizontal array is used as a transmit array,
it can steer the transmit angle in the x-z-plane, and at the same time the vertical array
is receiving in the y-z-plane. After the sequence has completed, the two arrays switch
function, and now the vertical array is used as a transmit array and the horizontal array
is receiving. This leads to two identical volumes of the rectilinear region in front of
the array. However, at each point only one-way focusing is achievable. The pulse-echo
pressure fields for both sequences using a rectangular apodization at each point (x, y, z),
i.e.  tRrC (x, y, z) and  tCrR(x, y, z), can be estimated by (Szabo 2014, p. 172)
















































where Lx and Ly are the length of each row and column element, ⇢a is the mass density of
the medium, and   is the wavelength of the sound wave. In a similar way the pulse-echo
pressure field for a FA 2-D array can be estimated by
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The reflected pressure field from the scattering pattern,  (x, y, z), using RCA and
FA 2-D arrays, indicated by PtRrC (x, y, z), PtCrR(x, y, z), and PFA(x, y, z), can be
formulated by convolving the pulse-echo pressure field,  , with the scattering pattern,  ,
in the time domain:
PtRrC (x, y, z) =  tRrC (x, y, z) ⇤t  (x, y, z) (3.11)
PtCrR(x, y, z) =  tCrR(x, y, z) ⇤t  (x, y, z) (3.12)
PFA(x, y, z) =  FA(x, y, z) ⇤
t
 (x, y, z). (3.13)
If the scattering pattern is a point-like target that can be represented as a Dirac function,
we find
PFA(x, y, z) = PtRrC (x, y, z) · PtCrR(x, y, z). (3.14)
If the targets are sparse with no overlap within the PSFs, this is also true for distributed
targets. This formula propose a new method to perform the focusing so that the final
spatial resolution is similar to the two-way focusing with FA 2-D arrays.
Fig. 3.7 shows measured examples of the proposed focusing scheme (b and d) com-
pared to the conventional imaging scheme (a and c). Fig. 3.7(a-b) shows the beamformed
images of a wirephantom and Fig. 3.7(c-d) shows the beamformed images af a cyst phan-
tom. The effectiveness of the proposed method is most visible in the wire grid phantom,
since the point targets are not overlapping, which is not the case for the cyst phantom.
The resolution are quantified using the FWHM of the wires and the lateral and axial
resolution are plotted in Fig. 3.8. The resolution of the wires are dramatically improved,
but at the same time the image quality of the cyst phantom are not degraded. This makes
this technique especially interesting for super resolution imaging where bubbles (contrast
agents) are imaged and located independently to obtain a sub-wavelength resolution
(Errico et al. 2015).
3.4 Beamforming with Curved RCA 2-D Arrays
Another issue with RCA arrays is the FOV, which is limited to the forward looking
rectilinear volume region in front of the transducer. This is the subject of Paper J, and a
beamforming method utilizing a double curved transducer is presented in the following.
A detailed feasibility study of this method is found in the paper.
The ToF calculation of a curved RCA array is based on the same principle as the
flat array, where the shortest distance from the source to the point and back is calculated
and divided by the speed of sound of the medium, c. Fig. 3.9(a) illustrates the shortest
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Figure 3.7: Two elevation planes of a wire grid phantom are shown. (a): transmitting with
row elements and receiving the RF-data with column elements, (b): the proposed method.
Two elevation planes of a hollow cyst phantom are shown. (c): transmitting with row
elements and receiving the RF-data with column elements, (d): the proposed method.
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Figure 3.8: The proposed beamforming method has lowered the lateral and axial FWHM at
all depths compared with the conventional beamforming method. The FWHM are calculated
from Fig. 3.7(a-b).
distance of the wave front from an arc source, sm, to the point being focused, p, and back
to the receiving arc element, rn. The ToF is then calculated by
ToFm(p, n) =
dap (sm,p) + dap (rn,p)
c
, (3.15)
where n is the element index from 1 to the number of receive arc elements, N ,m is the
emission index, and dap (., .) is the shortest distance between a point in space and an arc.
Fig. 3.9(b) illustrates an arc segment between two points, a and b, with a center c,
termed
_
ab. The projection of p onto the plane passing through the arc
_
ab is named p0,
and is calculated by first calculating the vector pp0 by the usual projection equation
pp0 =
cp · (ac⇥ bc)
kac⇥ bck2 (ac⇥ bc) . (3.16)
The position of p0 is then calculated by adding the vector to the point p
p0 = p+ pp0 = p+
cp · (ac⇥ bc)
kac⇥ bck2 (ac⇥ bc) . (3.17)
To determine if cp0 is between the vectors ac and bc, two normalized cross products are
defined, lˆa and lˆb, as

























Figure 3.9: (a): ToF of the wave front is the shortest distance from the source sm to the
point being focused p and back to the receiving element rn, divided by the speed of sound,
c. (b): An arc segment between two points, a and b, with a center c, termed
_
ab. The
projection of p onto the plane passing through the arc
_







In the case where the cp0 lies between the two vectors, lˆa and lˆb will be of opposite
sign. When cp0 lies outside the two vectors, lˆa and lˆb will be of the same sign, hence the
shortest distance from the arc to the point is simply the distance from the closest end of












⇣  |cp0   R⌘2 if lˆa  0  lˆb
lˆa   0   lˆb
kapk if lˆa < 0 and lˆa < 0
kbpk if lˆa > 0 and lˆa > 0.
(3.20)
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The distances dap(
_
s m,p) and dap(
_
r n,p), in eqn. (3.15), can now be determined by
eqn. (3.20). The focused signal at every point in the volume is calculated by summing the





where ym,n (t) is the measured signal from emission m on the received elements n at
time t, and aelec is the electronic receive apodization of element n.
3.4.1 Focused Emissions
The previously presented beamforming algorithms all relied on calculating the shortest
distance from the emitted wave to the point being image and back to the receiving element.
The waves are seen as propagating from either a (focused) line or an arc. However, the
issue with that beamforming algorithm for making images with a double curved RCA
array is that only single element emissions is possible, as it is not possible to focus in a
perfect arc with multiple elements. To increase the penetration depth, hence improve the
SNR, more than one element can be used. Therefore, instead of describing the ultrasound
wave as propagating from a line or an arc, the wave can be described as being emitted
from a surface and propagating along the normal to this surface. The surface can be
described by a combination of two contributions, the shape of the array and the electronic
delay profile applied to the elements during emission. Both of these contributions are in
principle independent time delay profiles. In the case of a spherical shape of the array the
time delay profile is described by
td,sphere =
q
R2sphere   x2   y2  Rsphere, (3.22)
where Rsphere is the radius of the array, and x and y are the two lateral positions. The
subtraction of Rsphere sets the time delay at the center, x = y = 0, to zero. This time
delay profile is an integrated part of the transducer and cannot be electronically controlled.
The electronic delay profile is described only as a function of x as it is not possible
to electronic control the RCA elements along their length. Because the array is curved
to diverge the beam, the electronic delay profile is applied in such a way that the beam
will also diverge, hence the focus is placed behind the transducer surface. The electronic
controlled time delay can then be described by
td,elec =
q
R2elec   (x  x0)2  Relec (3.23)
where Relec is the focal depth and x0 is the lateral position of the focal depth.
The transmitted wave is then described as being emitted from a surface, STX, found
by summing the two time delay contributions
74 Chapter 3. Row–Column-Addressed Arrays
STX = td,sphere + td,elec
=
q
R2sphere   x2   y2 +
q
R2elec   (x  x0)2  Rsphere  Relec. (3.24)












+ (STX   pz)2, (3.25)
and the shortest distance between the surface and the point is the minimum of d. Un-
fortunately, no analytical solution exist. However, the problem can be easily by solved
numerically by calculating the minimum of dSp.
The ToF calculation with a focused emission is then the shortest distance from the
surface to the point, back to the receiving arc element,
_
r n, and divided by the speed of









where d (rn,p) is calculated using eqn. (3.20). The focused signal at every point in the
volume is calculated by summing the received signals from the N receive elements at





where ym,n (t) is the measured signal from emission m on the received elements n at
time t, and aelec is the electronic receive apodization of element n.
3.5 Chapter Summary
In this chapter the concept of RCA arrays was presented. After a brief literature review,
a typical layout of such arrays from a CMUT perspective was presented. Then, the
method for beamforming volumetric rectilinear images was presented, and a method for
improving the focusing and thereby increase the resolution was discussed. An inherent
problem with RCA arrays is the limited FOV, which is limited to the rectilinear volume in
front of the transducer. A method for increasing the FOV to a curvilinear volume region
was presented, and the beamforming method was introduced. Finally, a method for using
multiple element emission while imaging a curvilinear volume region was presented.
CHAPTER4
Transducer Fabrication
In this chapter, the microfabrication of RCA CMUT arrays are described. Three different
process have been investigated for the fabrication of RCA CMUT arrays: one based on the
LOCOS process, one based on a BCB polymer, and the last based on the anodic bonding
process. The fabrication of all three processes are explained and discussed.
4.1 LOCOS
The fabrication of the CMUT arrays based on the well-known LOCOS process, is a
micro-fabrication process where silicon is selectively oxidized. To perform the LOCOS,
areas not meant to be oxidized are covered by a material that blocks the diffusion of
oxygen. The most common material used as the diffusion mask is silicon nitride, Si3N4,
which is capable of tolerating the high temperature oxidizing environment for a reasonably
long time. This technique has previously been used to produce the CMUT cavities (Park
et al. 2011) and is in this case used to both create the CMUT cavities and to electrically
insulate the bottom electrodes. The development and optimization of the process can be
found in (Engholm 2015). The remainder of this section gives a brief overview of the
LOCOS process, which are part of Paper D, and discusses the challenges related to this
fabrication method with respect to RCA arrays.
The RCA CMUT arrays are fabricated using cleanroom technology and is a nine step
process as illustrated in Fig. 4.1 with four lithography steps. The starting point is a SOI
wafer with a 20 µm device layer for the bottom electrode. First, a silicon dioxide layer is
thermally grown using a dry oxidation upon which a silicon nitride is deposited followed
by a poly-silicon layer (step 1). Using a conventional photolithographic process and a wet
etch, the poly-silicon is structured to define the cavity pattern (step 2a). The poly-silicon
pattern is then transferred to the silicon nitride using a hot phosphoric acid etch. The
poly-silicon is stripped using a reactive ion etch (RIE) (step 2b). Next, the insulating
trenches are defined. This is done using an RIE process to etch the oxide, followed by
a DRIE to etch the silicon (step 3). The high selectivity between the silicon and the
oxide will stop the etch at the buried oxide (BOX). The cavities are now defined using
a LOCOS process in a wet atmosphere at 1100  C (step 4). Fig. 4.2 shows the cavities
and the insulating trench between the bottom electrodes. A zoom in of the corner of the
bottom electrode shows that the electrode is completely covered by oxide. This helps to
increase the robustness of the device, since there is no risk of short-circuiting the bottom
electrodes.
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Si SiO2 Si3N4 Al
Figure 4.1: Process flow of the cleanroom fabrication. The dashed line separates the layer
composition comprising the top electrode (to the left of the line) and the bottom electrode
(to the right of the line).
A new SOI wafer, with a device layer corresponding to the desired plate thickness,
is then bonded to the bottom electrode wafer (step 5). After annealing, the handle layer
(silicon) of the top SOI wafer is removed in an RIE process and the BOX is removed in a
buffered oxide etch (BOE) (step 6). Hereafter, the openings to the bottom electrodes are
etched using a DRIE of silicon followed by an inductively coupled plasma etch of oxide
(step 7). Metal (titanium and aluminum) for contacts are then deposited using an e-beam
evaporation (step 8). The metal and the underlying silicon plate are structured to define
the top elements, using an RIE and DRIE, respectively (step 9). Finally, the wafer is ready
to be diced and mounted. A detailed description of the fabrication process are found in
appendix A
4.1.1 Results and Discussion
Even though the LOCOS process showed to be a viable method to fabricate CMUT arrays,
several challenges still exist.
One challenge is the array yield of the process as it was limited due to rupture of the
plate as shown in Fig. 4.3. This was discussed in detail in (Christiansen 2015) and was
concluded that the plate rupture was due to a wafer-scale stress problem rather than a








Figure 4.2: Scanning electron micrograph showing a cross-section of a fabricated chip before
wafer bonding.
as seen in Fig. 4.3. The wafer-scale stress problem originates from the non-symmetrical
stress distribution through the wafer, hence the bow of the wafer was large. This was
caused by several thermal oxidations and a fusion bonding step and the fact that the
bottom electrodes was made of a SOI wafer. To compensate for the large wafer bow, it
was suggested to bond a a support wafer to the back of the substrate simultaneously as
the plate wafer is is bonded to the front. The purpose of this wafer was to stiffen the
substrate wafer, and avoid the large wafer curvature, hence the rupture of the plate. This
has the disadvantages that the total wafer stack is composed of three wafers before handle
etch, and two after, and not all of the equipment in the cleanroom are compatible with
such thick wafer stacks. Another concern is that substrate ringing might be moved down
into the frequency band due to the total substrate thickness is increased. Alternatively, it
was suggested that the wafer curvature could be compensated by applying appropriately
selected thin films to the back of the substrate wafer to obtain a uniform stress distribution
through the wafer. This has the disadvantage that each SOI wafer has a different wafer
bow, and therefore needs to be compensated individually. The solution was however much
more simple. It was found that by increasing the plate thickness to 3µm, instead of the
previously used 2µm, solved this problem. At the same time, this would also increase the
output pressure and receive sensitivity, as seen in (Diederichsen et al. 2017).
Another challenge concerns the layout of RCA arrays fabricated with the LOCOS
process and is the placement of the CMUT cells within an element. The CMUT cells
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Wafer
Ruptured top plates
Figure 4.3: The radially oriented rupture of the plate observed on the RCA arrays fabricated
using the LOCOS process. The was caused by the wafer-scale stress problem originating
from the non-symmetrical stress distribution through the wafer.
should be placed with equal distance between regardless of which element they are placed
in. The challenge is that the elements need to be electrically isolated, which is done by
first etching between the elements to separate them, and then perform an oxidation to
insulate the bottom electrode and create the cavities as shown in Fig. 4.1 (step 3-4). The
oxidation after the element separation etch results in that the point at where the profile is
flat and it should be possible to create a bond between the top and bottom wafer moves
further into the element. From (Engholm 2015) it was estimated that the bonding point
was 6µm from the edge of the element separation. If a separation width of 2.5µm is used,
and a bonding post width of 5µm is required between the CMUT cells and the bonding
point, then the distance between the two closest cells in neighboring elements becomes
24.5µm. From a transducer perspective, this width is similar to the kerf of PZT arrays.
CMUT arrays are often highlighted as being kerfless, but when fabricating RCA arrays
with the LOCOS process, this is not the case. The element separation and the required
bonding area are difficult to change, but the area between can be minimized. The effect of
the oxidation temperature on the bonding point have therefore been investigated using
the process simulator, ATHENA (Silvaco Inc., CA, USA). Due to the large dimensions
of the CMUT structure, the bottom electrode thickness is 20µm, only a step was etched
into 400 nm silicon oxide layer on top of a silicon substrate, as shown in Fig. 4.4(a).
The simulated etched depth was 2.5µm and did not take the SOI wafer used for the
bottom electrode into account, but the results can serve as a guideline for the oxidation
temperature effect. The simulation output after 200min of oxidation at 1100  C is shown
in Fig. 4.4(b), the total oxide thickness far away from the step was 1283 nm.
To investigate the influence of the oxidation temperature on the shape of step and
the bonding point, five simulations were carried out with temperatures between 950  C
and 1150  C. The final oxide thickness far away from the step was 1283 nm for all
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(a) (b)
Figure 4.4: ATHENA simulation of the oxidation of the element separation. (a): The
structure before the oxidation. (b): The structure after the oxidation at 1100  C.
simulations, resulting in five different oxidation times. The profile of the top oxide surface
was extracted for all simulations and are plotted in Fig. 4.5. It is evident that by lowering
the temperature, the bonding point moves closer to the edge of the step.
To quantify the bonding point, a criterion of the slope of the top oxide surface was set
to 0.5% or less, meaning that the bonding point was determined as the distance between
the position of the edge of the step before the oxidation to the position where the slope
was 0.5%. The oxidation temperature and time, and the resulting bonding point distance
are listed in Table 4.1. By lowering the oxidation temperature from 1100  C to 950  C
the bonding point could be decreased from 3.4µm to 2µm, an improvement of 40%. The
problem however still persist, the distance between the two edge cells in two different
elements becomes 16.5µm. This is still comparable a PZT array. For high frequency
arrays this is a great concern. A 15MHz array with  /2-pitch will have an element pitch
of roughly 50µm, meaning that at least 1/3 of the transducer area will be inactive, hence
not filled with CMUT cells. As both the emitted energy and received signal scales linearly
with the area, 55% of the pulse-echo sensitivity is lost compared to a transducer without
this inactive area.
4.2 BCB
The low yield of the LOCOS process, the large kerf (distance between closest cells
in neighbor elements), and the capacitive substrate coupling are all challenges which
are not easily solved when using the LOCOS fabrication process. To overcome these
challenges a process using BCB as a spacer and adhesive bonding material is investigated.
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Figure 4.5: Top: Full simulated profile of the insulation trench after the oxidation. Bottom:
Zoom-in in the range between 1µm and 3µm.
Table 4.1: Results of the ATHENA simulations to investigate the influence of the oxidation
time on the profile of the insulation trench.






CMUTs fabricated by adhesive wafer bonding using a BCB have been demonstrated in the
literature by (Li et al. 2015; Manwar et al. 2017; Wong et al. 2016). BCB, from the Dow
Chemical Company’s Cyclotene 4000 series, is a spin and spray coatable photosensitive
polymer and at the same time an excellent bonding material, with a reported mean bonding
strength up to 35 Jm 2 (Forsberg et al. 2013). Furthermore, BCB exhibits a high chemical
resistance when fully cured, making it suitable for further processing after bonding. A
BCB based CMUT fabrication has the advantage of being less sensitive to particles during
the bonding process compared to the fusion bonding. Hence, transducer arrays with
large footprints such as a RCA CMUT arrays can benefit from this fabrication technique.
The highest temperature required during the processing is set by the curing temperature








Quartz Al BCB Si Si3N4
Figure 4.6: BCB CMUT fabrication process. Step 1: Lithography, metalization and lift-o .
Step 2: BCB lithography on top of patterned metal. Step 3: A double side polished wafer
with silicon nitride is bonded to the BCB. Step 4: Top nitride layer and the silicon are etched
away in a dry etch and potassium hydroxide (KOH) respectively. Step 5: Metal deposition.
Step 6: Lithography followed by an etch through metal and Silicon. Figure is not to scale.
complementary metal–oxide–semiconductor (CMOS) compatible, and also allows metal
to be used as the bottom electrode. This metal electrode can be structured using a standard
lithography and an etch or lift-off. The minimum distance between two cells are therefore
determined only by the required bonding width required. The structuring of the electrode
also has the purpose of reducing the parasitic capacitance. Since the bottom electrodes
are formed in deposited metal, a substrate of a dielectric, like quartz, can be used. This
has the advantage that the capacitive coupling the substrate is avoided, as discussed in
Section 2.5.1, and at the same time the transparency of the substrate allows backside
alignment.
A detailed description of the optimization of the process is found in(Silvestre 2016).
A RCA array, and the fabrication and characterization thereof is presented in Paper G.
In the following the fabrication process is presented, and the challenges related to this
process and the main results are discussed. A detailed description of the fabrication
process are found in appendix B
The BCB CMUT fabrication is based on micro electro-mechanical systems (MEMS)
fabrication techniques. It was a three mask process illustrated in Fig. 4.6. The first step
was a lithography step with a negative tone resist (AZ nLOF 2020) followed by 400 nm
aluminum deposition and lift-off in MicropositTM remover 1165. CYCLOTENE resin
4022-25 BCB from Dow Chemical Company was, in step 2, spin coated on top of the
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Figure 4.7: Micrograph showing the BCB cells on top of the structured aluminum bottom
electrode. The aluminum pads between the cells has the purpose of planarizing the BCB
surface to achieve the best possible condition for the bonding process.
structured bottom electrode followed by a 60  C bake for 90 s. The BCB was afterwards
exposed with UV-light with a wavelength of 365 nm for 3.2 seconds with an intensity
of 13mWcm 2 resulting in a dose of 41.6mJcm 2. A post exposure bake at 60  C for
90 seconds was done subsequently. Development was carried out in two beakers using
DS3000 from Dow Chemical Company. The development time and temperature in the
first beaker were approximately one minute at 30  C, next in the second beaker for two
minutes at room tempered DS3000 which stopped the development. A final 90  C bake
for 1 minute was performed after development resulting in an approximate final BCB
thickness of 450 nm. Fig. 4.7 shows a micrograph of the CMUT cavity aligned to the
bottom aluminum electrodes. Notice that the BCB was on top of aluminum pads. These
pads had the purpose of planarizing the surface to achieve the best possible condition
for the bonding process. The planarization pads were not electrically connected to the
electrodes.
The plate of the CMUT was made of silicon nitride, and was deposited with a LPCVD
nitride furnace. The top-wafer consisted of a 350µm double side polished wafer with a
350 nm low stress LPCVD silicon nitride on both sides. A SOI wafer could also have
been used, hence the plate would consist of both a layer of silicone nitride and silicon. To
lower the stress-induced curvature across the wafer, the nitride was kept on both sides
during bonding in step 3. The nitride top-wafer was bonded to the patterned BCB in a CNI
v2.0 desktop nanoimprint tool from NIL Technology. During bonding the temperature
was first ramped to 125  C and kept for 15 minutes and subsequently raised to 240  C and
kept constant for one hour. This step was a combined bonding and curing step. The nitride
plate served two purposes. It lowered the fabrication cost compared to SOI based methods,
and secondly, the dielectric properties of the nitride increased the overall breakdown
voltage and allowed the plate to go into pull-in without short circuiting. The top nitride
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layer and the silicon were etched in step 4. The nitride was removed in a fluorine plasma
and the silicon was etched in potassium hydroxide (KOH). The silicon had a thickness
of 350µm and required approximately 4.5 hours of etching in 28wt.% KOH at 80  C.
The bonded wafers were etched without any backside or edge protection and the BCB
would therefore be directly exposed to KOH at the edges. The transparent quartz substrate
enabled visual inspection of potential damages of the CMUTs, and by visual inspection
it was observed that KOH etches BCB at the edges with a rate of approximate 1mm/h.
Hence, a safety margin of 1 cm should be sufficient for this process.
In step 5, 400 nm aluminum was deposited on top of the remaining nitride device
layer and followed by a lithography step, which later defined the top electrode. In step
6, aluminum was first etched in a wet solution of H2O:H3PO4 in the volume ratio 1:2.
Finally, the nitride was removed in a dry etch process to access the bottom electrode
contacts.
Fig. 4.8 shows a scanning electron microscope (SEM) image of a cavity of a finished
BCB CMUT. This device has a silicon plate with aluminum on top. The aluminum bottom
electrode is seen with the cavity formed in BCB on top. The BCB is perfect planarized
on top of the groove that separates the planarization pads from the electrodes, as seen in
Fig. 4.8(b).
4.2.1 Results and Discussion
The low yield of the RCA arrays fabricated using the LOCOS process initiated the process
of investing other fabrication processes to fabricate CMUT arrays. From the first batch of
BCB CMUTs fabricated it was evident that the fabrication yield would not be a concern
with this process. Fig. 4.9 shows a finalized wafer with both linear and RCA arrays, and
with a near perfect array yield.
The electrical impedance of a BCB CMUT, with a silicon plate and no insulating
layer on the plate, was characterized using electrical impedance measurements. A CMUT
is essentially a capacitor, hence a phase angle of  90  is expected over the full spectrum
when zero bias is applied, as no electrical energy is converted to mechanical. When
the bias voltage is applied, a resonance peak is observed, and the phase angle of the
resonance peak is related to the coupling efficiency between the electrical and mechanical
domain. The max peak phase were therefore recorded while varying the bias voltage, as
shown in Fig. 4.10. The peak phase was observed to be roughly  90  at zero volts. A
small resonance peak appeared when the bias voltage was increased, and the peak phase
increased. However, when the applied bias exceeded 50V the phase angle increases to
just above zero. The device does not behave as a capacitor, but as a resistor. This was
caused by electrical breakdown of the BCB, and a current was flowing between the two
electrodes. This indicated that the BCB could not be used as the insulator separating
the two electrodes in a CMUT device. This was further investigated in a master project
(Thiesson 2018), and it was concluded that BCB should only be used as a structural layer,
not as the insulator. A insulator, either a silicon oxide or a silicon nitride should therefore








Figure 4.8: SEM image of a cavity of a BCB CMUT. This device has a silicon plate with
aluminum on top. The aluminum bottom electrode is seen with the cavity formed in BCB.
The BCB is perfect planarized on top of the groove that separates the planarization pads
from the electrodes.
be incorporated in the structure between the electrodes to avoid breakdown of the device.
The BCB CMUT device presented in Paper G incorporated a silicon nitride as the plate
with an aluminum electrode on top, and the performance of that device are discussed in
the following.
Previous precesses in this project have struggled with the time stability as both the
capacitance, coupling coefficient, and acoustic performance have changed over time (Cour
2014; Diederichsen 2014). Operational stability is a key parameter for any device. The
electrical performance of the BCB CMUT was therefore assessed. The results of the
stability investigation is shown in Fig. 4.11. The voltage sequence are shown in (a), and
voltages of 0V, 65V, and  65V were applied. 65V corresponds to 85% of the pull-in
voltage. The capacitance and the coupling coefficient (k2) in (b) and (c) increases during
a constant applied voltage. This mechanism for the increase in not understood, but are not
believed to be due to dielectric charging, that this would expect to decay the performance
in time. The DC current is shown in (d) and are seen to stabilize in the nA range for both
polarities, hence no dielectric charging are occurring, and no current are flowing between
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Figure 4.9: Fabricated wafer based on the BCB process. Both linear and RCA arrays was
fabricated using the same mask design. The array yield was 100%.
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Figure 4.6: Phase change as function of bias voltage. Breakdown occurs at 50V. Up to this bias voltage
the device behaves like a capacitor. The phase decreases as a quadratic function. When breakdown is
reached, the device become a resistor
An impedance test, on a single column of 288 membranes of a 1D standard array have been
performed in order to record a resonance peak that would prove the viability of the technique.
To proceed to thismeasurement, an impedance analyser Agilent 4294Awas used. The columnof
the 1-D array was connected to a DC bias at 50V corresponding to themaximumdriving voltage
before breakdown. The frequency of the AC voltage was sweep from 1MHz to 20MHz. The
data where extracted from the equipment with a MALTAB script, and later treated in Wolfram
Mathematica 10. The impedance test shows a weak resonance frequency peak in air at 6.9MHz.
A phase change can be detected at this frequency, thus proving the ability of the device to act as
a transducer. The detected signal is shown in Figure 4.7. While somemore optimization remain
necessary, this initial response suggests that the developed device opens the possibility to use
BCB4022-25 as an alternative material to silicon dioxide.
Figure 4.10: The peak p ase angle f a BCB CMUT array as function of th applied bias
voltage. Up to 50V the peak phases is around  90  as the device acts as a capacitor. Above
50V the device experience breakdown and current is flowing between the electrodes, hence
the peak phase is around 0  as it rese bles a resistor.










































Figure 4.11: The results of the stability investigation of the BCB CMUT. The voltage
sequence are shown in (a), the estimated capacitance and coupling coe cient (k2) in (b)
and (c), and the DC current current between the two electrodes in (d).
the electrodes.
The BCB process is still being investigated, where the BCB is only used as a part of
the mechanical structure. Not a as the insulating layer, since a high breakdown voltage
cannot be achieved. The fabrication of the CMUT devices using the BCB process is still
interesting as it can be fabricated in less than a week, making this process interesting for
at least fast prototyping.
4.3 Anodic Bonding
A process having the same advantages as the BCB process, is the process based on anodic
bonding. It is inspired by the fabrication process developed by the North Carolina State
University group (Yamaner, Zhang, and Oralkan 2015), but adopted to our cleanroom
facilities and design requirements. The process are introduced below, and the results are








Borofloat Resist Au/Al Nitride Silicon Oxide 
8) 
Figure 4.12: Anodic bonding CMUT fabrication process starting with a borofloat wafer in
step 1. The cavities are formed in BOE in step 2, and the bottom electrodes are defined by
a lift-of in step 3. In step 4 the SOI wafer is anodic bonded to the cavity wafer, and in step
5 the handle is removed. In step 6 aluminum is deposited on the plate, and the electrodes
are defined by an etch in step 7. Finally in step 8, an etch opens the access to the bottom
contacts.
then discussed.
The fabrication of CMUTs based on the anodic bonding technique was a three mask
process, and is illustrated in Fig. 4.12. The starting point was a 500µm thick borofloat
wafer. The first step was a lithography process with a positive tone resist to form the
cavities and define the bottom electrodes. The resist was hard baked for two minutes
at 120  C on a hotplate, followed by an etch in BOE for 20 minutes, as shown in step
2. A metal stack of 10 nm chromium and 150 nm gold was deposited and a lift off was
performed in step 3 to create the bottom electrodes.
A SOI wafer with a 2µm device layer was oxidized to create a 100 nm silicon oxide
followed by a 200 nm LPCVD silicon nitride. The silicon nitride was then oxidized for
30 minutes at 1000  C to improve the bonding strength (Reck et al. 2011). Before the
anoding bonding step, the bottom electrode wafer was cleaned for 10 minutes in a piranha
clean. A wafer without the piranha clean (a) and a wafer with the piranha clean (b) is
shown in Fig. 4.13 after the bonding step and seen through borofloat wafer. The amount
of voids dramatically decreased by piranha cleaning the wafer before the anodic bonding
process.
The borofloat and the SOI wafer was bonded together using a standard anodic bonding
process in step 4. The anodic bonding process has to be optimized depending on the
thicknesses of the dielectrics. The nitride and the oxide on the backside of the SOI wafer
were etched using a RIE, and the handle wafer was wet etched in a 80  C KOH solution
for approximately 6.5 hours in step 5. In step 6, a 400 nm aluminum was deposited. A
lithography step was then performed, follow by a wet etch of aluminum, and a RIE of
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(a) (b)
Figure 4.13: The anodic bonded CMUT wafer after the bonding step. The cavity wafer was
cleaned in piranha in (b) and not in (a). No voids are observed when a piranha clean has
been performed.
silicon in step 7. To open up for the bottom contacts, a RIE of silicone nitride and silicon
oxide was performed in step 8. Finally, the resist mask was removed in a plasma asher. A
detailed description of the fabrication process are found in appendix C
4.3.1 Results and Discussion
The final step of the fabrication was suppose to removed the thin oxide/nitride membrane
above the contacts to the bottom electrode as shown for element 12 in Fig. 4.14(a).
However, the membrane was still observed above some of the contacts as shown for
element 16 in Fig. 4.14(b). This could make it difficult to contact those elements, but
luckily the membranes easily broke when they were probed as shown for element 16 in
Fig. 4.14(c). To assess the performance and stability of the fabricated CMUTs the CV
characteristics were investigated. The voltage was swept from 0V to  100V to 100V
and then back to 0V while the capacitance was measured. Two difference behaviors
were observed for element 12 and 16. Element 12s CV characteristic was symmetric and
without any hysteresis. Whereas element 16 obtained a lower maximum capacitance, was
non-symmetric, and showed hysteresis. Element 16, where the membrane on top of the
contact was not removed during the etching step, had clear signs of mobile charges in the
structure as the CV curve was not symmetric and hysteresis was observed. This was the
general trend observed for all the elements measured on the array. The exact reason for
this behavior is unknown, but one can speculate that the gases released during the anodic
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(a) Element 12 (b) Element 16: Before
probing
(c) Element 16: After
probing
Figure 4.14: The final step of the anodic bonding process was to remove the silicon nitride
membrane above the bottom contacts. (a): A contact where the nitride was etched. (b):
A contact where a thin nitride membrane was still present. (c): A contact where a nitride
membrane was present after the contact was probed.
bonding process were trapped in the cavities and was not released during the final etching
step had an influence. The same effect could have been observed by the North Caroline
State University group as they ventilate their CMUTs and vacuum seal them afterwards
(Yamaner, Zhang, and Oralkan 2015). The reason for ventilating and vacuum sealing the
structure is not discussed in detail in the paper.
As these transducers were designed to be operated in immersion, the acoustic perfor-
mance was investigated. A fabricated CMUT array wwas mounted on a printed circuit
board (PCB) and the elements which did not exhibited charging were wirebonded to the
PCB. An acrylic dam was glued to the PCB with a cavity where the CMUTs were placed
and the cavity was filled with polydimethylsiloxane (PDMS). The PDMS acted as an
electrical insulator to avoid short-circuiting of the elements. A cylindrical acrylic glass
holder was pressed down on top of a rubber ring on top of the PCB to serve as a water tank
during measurements. A hydrophone was place 1 cm from the transducer surface. A 2410
Keithley Sourcemeter was used to provide a bias voltage of 90V, while a commercial
bipolar square pulser from Hitachi (HDL6V5582) provided a pulse excitation voltage of
±35V. The transmit pressure was recorded with a digital oscilloscope using a 10MHz
hydrophone (Optel Ultrasonic Technology, Poland). The recorded time domain signal
and the corresponding frequency response are plotted in Fig. 4.16(a) for the first receive
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Figure 4.15: CV measurements of CMUT elements fabricated using the anodic bonding
process. (a): The contact of element 12 did not have any nitride membrane present and
did not experience any charging. (b): The contact of element 16 had a nitride membrane
present before the contact was probed and the CV curve showed clear indication of charging
problems.
pulse at t = 0. The pressure was then recorded once every second for 30 minutes, and the
peak-peak receive voltage signal is plotted in Fig. 4.16(b). A reduction of almost 50% of
the signal amplitude are observed during the 30 minutes. For the anodic bonding process
to be viable for the fabrication of CMUTs this problem has to be solved.
4.4 Chapter Summary
This section described and discussed three different processes to fabricate RCA CMUT
arrays. The LOCOS process is a well tested process within our group and have shown to
have excellent performance and stability. A RCA CMUT array was assembled into a fully
functioning probe and characterized in chapter 6. However, it is difficult to obtain a high
fabrication yield, the sensitivity of the bottom electrodes are decreased by the substrate
coupling, and the kerf has a non negligible width, making this process not viable for at
least high frequency arrays. To increase the device yield, avoid the substrate coupling,
and improve the design flexibility, two different fabrication processes were investigated.
One based on a BCB polymer and the other based on the anodic bonding process. Both
processes showed to increase the yield and are fabricated on a non-conducting substrate to
remove the substrate coupling, but each had different reliability problems. The BCB was
not able to obtain the expected breakdown voltage, hence it could not withstand the high
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Figure 4.16: (a): Acoustic response in the time domain (top) and the fequency domain
(bottom) of an anodic bonded CMUT array. (b): The peak to peak pressure as function of
time. The amplitude is seen to decrease over time.
voltages required. Therefore it should only bee used as part of the mechanical structure.
The anodic bonding process showed to have stability problems in the acoustic setup which




This chapter is written for anyone searching for knowledge within the of art CMUT probe
assembly. Both 1-D probes and RCA probes are covered in this chapter. The probe
assembly covers the assembling of the CMUT array into the nose piece and up until
a fully functioning probe. The five components of a probe is shown in Fig. 5.1 which
includes the transducer array, the flexible PCB, the electronics, the probe handle, and the
cable. The electronics inside the probe are then presented. Finally, an improvement of the
material used for electromagnetic shield is investigated.
5.1 Assembly
5.1.1 Wire Bonding
After the CMUTs have been fabricated and diced into arrays, the first step is to glue
the array onto the flexible PCB (flex-PCB) and connect the contact pads of the CMUT
array to the flex-PCB. The method chosen for the interconnect process is the wirebonding
technique. Thin aluminum wires are connected between the contacts on the CMUT array
Figure 5.1: Image showing the main components of a CMUT probe. The probes are
composed of five components: the transducer array, the flexible PCB, the electronics, the
probe handle, and the cable. The electromagnetic shield and the lens are not included.
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Figure 5.2: A CMUT chip after it has been wirebonded to a flex-PCB.
and the flex-PCB, as seen in Fig. 5.2. Wirebonding has the advantage that it is a flexible
interconnect technology with a low startup cost. The disadvantage is that the thin wires
are fragile and it has earlier been observed in this project that the connections to the
CMUT elements are lost over time, which was suspected to be due to either poor adhesion
of the wires to the contacts or that the wires break (Cour 2014). Therefore, up until the
wires are covered with a protection layer, one needs to be extremely careful since the
wires are fragile.
5.1.2 Stand-o  Shims
To create a well defined uniform height above the wires, shims are placed along the edges
of the array. First, the array on the flex-PCB is mounted on a temporary block that fitted
the flex and the legs are folded around the sides of the block. The legs should be folded
as tight as possible to the block. The legs are then taped to the block without any part
of the tape being placed on or above the PCB surface, as shown in Fig. 5.3(a). The tape
used is a Kapton tape. All the contact pads on the flex are then covered by Teflon tape
to protect them. A dam at the edges, where the shims are to be placed, is made with the
Kapton tape, as shown in Fig. 5.3(b). The dams are made to make sure that the epoxy
used for gluing the shims onto the PCB does not go down the edge of the flex fixating the
legs. The height of the dam should be lower than the wirebonds to make sure that cured
epoxy does not rise above that point.
The height of the wirebonds above the PCB surface are then measured and shims are
made with a height larger than the measured. The shims can be made of e.g. plastic or an
old PCB, something non-conducting to avoid short-circuiting the wire if they by accident
touch the shim. The width is not that critical as long as it can be placed next to the wires
without protruding beyond the edge. The length of the shims should be cut to allow a
little room at the corner for any excessive encapsulation silicone to be guided away. If the
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(a) (b)
Figure 5.3: (a): The array on the flex-PCB was mounted on a temporary block that fitted
the flex and the legs were folded around the sides of the block. (b): Kapton tape was used
to crease dams at the edges to avoid epoxy flowing down the edge.
gap between the shims are too large, there is a risk of the silicone running out of the dam,
which could result in dimples on the encapsulation surface. Before gluing the shims to
the PCB make sure that they fit by dry fitting them.
An epoxy (3M Scotch-weld epoxy adhesive DP420) is used to glue the shims onto the
PCB. It is a 2-component epoxy with 20 minutes working time, allowing enough time to
place the shims. After the epoxy have been mixed, it is poured into a syringe and a needle
tip is used to be able to make a thin epoxy strip where the shims are to be glued to the
PCB. The shims are then precisely placed with a tweezer, as shown in Fig. 5.4(a). A glass
plate covered with Teflon tape is then placed on top of the shims. The block with the flex
print and transducer, and the glass plate are then turned around, with the transducer facing
downwards, and a metal weight is placed on the back of the block forcing the shims and
PCB together during curing of the epoxy, as shown in Fig. 5.4(b). The assembled parts
should not be moved until the epoxy has fully cured.
The epoxy cures within four hours, where after the glass plate is removed. The Teflon
tape on the glass plate makes it easy to remove. If any Epoxy protrudes beyond the edge it
is cut away with a scalpel. Be careful not to cut the wires of the flex PCB. Fig. 5.5 shows
a 1-D array after the glass plate have been removed. As seen, the shims are placed close
to the wirebonds making the placement difficult as the wires are easily broken. Before
proceeding to the next step, the final of height of the shims from the PCB surface is
measured at several position so the exact thickness of the encapsulation layer is known.
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(a)
(b)
Figure 5.4: (a): The shims are placed at the edges with a tweezer and gently pushed into
the epoxy. (b): A weight are placed on the backside of the transducer pressing the shims
and the PCB together on top of a glass plate covered with Teflon tape.
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Figure 5.5: The shims after they are glued onto a 1-D array. The shims are placed close to
the wirebonds making the placement di cult as their is a risk a breaking the wires.
5.1.3 Chip Encapsulation and Shielding
In this step the dam is filled with a silicone and a electromagnetic shield is placed on
top of the encapsulation layer. The shield used is an aluminizied polymer film (12.5µm
polypropylene film with a sub-micron thick aluminum layer on one side), and are sold
under the name Torayfan PC3 (Toray Films Europe SAS, Saint-Maurice-de-Beynost,
France).
First step is to put the shield on a Teflon tape with the aluminum side facing the Teflon
tape. This is done in order to protect the thin aluminum layer and to stabilize it. No voids
should be present between the two sheets. Make sure not to stretch either of the two films
when they are put together. The two films are then cut to a sheet with the same width
and length as the flex-PCB, possibly a bit longer. The polypropylene side of the film,
the CMUT array, and the PCB surface are all cleaned with isopropyl alcohol (IPA). The
shield is cleaned with q-tips by dragging the tip carefully from one end to the other with
IPA. The CMUT array, and the PCB surface are cleaned by dripping IPA on to the surface
which is held at an angle so the IPA runs across the surface. The excess IPA is blown away
with a nitrogen gun. All surfaces are then oxygen plasma cleaned for five minutes and a
platinum primer, a-306 (Factor II, Inc., Arizona, USA), is applied to the polypropylene
side of the shield, the CMUT array, and the PCB surface, in the same way as it was
cleaned with IPA. The primer is dried in a humidity chamber at room temperature for one
hour to actuate it. The humidity chamber is a closed box with a cup of water inside.
While the primer is actuated, the encapsulation material is prepared. A RTV, RTV664
(Momentive Performance Materials Inc., New York, USA), is used as the encapsulation
layer. It is a two-component RTV, mixed in a ratio of 10 : 1. After mixing, the RTV
is degassed in vacuum for three minutes, and then poured into the barrel of a 20ml
disposable syringe without creating any air pockets during filling. The plunger is then
pushed carefully into the barrel with the tip facing upwards. The air inside the syringe is
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Figure 5.6: A The RTV silicone are applied to the array with a syringe, starting from one
corner and then back and forth until the whole surface is covered.
forced to the top and pushed out through the tip. The RTV is then applied to the surface
of the PCB and the CMUT array with the syringe, starting at one corner and moving
from one edge to the other, back and forth (Fig. 5.6), until the whole surface is covered.
Hereafter, the RTV is degassed for three minutes in vacuum. All of this is done within 20
minutes after mixing, as this is the pot life of this specific RTV.
The next step is to add the shield to the top of the RTV before it cures. The shield
is gently placed on the RTV without trapping air bubbles. A glass plate with Teflon
tape is then pushed onto surface, see Fig. 5.7(c), and the height of the remaining RTV is
determined by the height of the shims. The assembled parts and the glass plate are held
together and placed in a spring loaded holder, as shown in Fig. 5.8(a). This holder pushed
the shims together with the glass to obtained the desired encapsulation thickness. Any
excess RTV is removed with a q-tip. The holder with the array assembly is then placed
in a oven at 45  C overnight for the RTV to cure. A RCA array after curing is shown in
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Figure 5.7: A Teflon covered glass plate is applied to the front and pressed down onto the
shims to define the encapsulation thickness.
Fig. 5.8(b). A dimple in the surface of the shield is observed, which is a result of too
much space between two shims at the corner, luckily, for this specific array the dimple
did not overlap with the transducer.
5.1.4 Backing Block and Ground Shield Attaching
The block used to support the flex-PCB during the encapsulation is removed and a smaller
3-D printed support block is glued to the back of the stiffener of the flex, as shown in
Fig. 5.9(a). The epoxy is applied to the support block and placed on the on top of the PCB
with a weight on top. The excess epoxy is removed with a q-tip. After the epoxy is cured,
the legs are glued to the side of the support block, as shown in Fig. 5.9(b). The legs of the
flex-PCB are pushed against the support block during curing with a clamp.
After the support block is glued to the flex-PCB, the shield is cut to the same width
as the transducer, a shown in Fig. 5.10(a). The shield is then taped to the legs with a
double-sided tape, and the Teflon tape is removed in thin stripes, one at the time as shown
in Fig. 5.10(b).
To connect the aluminum shield to the ground plane on the PCB, a copper tape with
conducting adhesive is taped around the legs of the flex, and the tape is soldered to the
shield contact on the flex-PCB, as shown in Fig. 5.11. The solder bump should be flat,
otherwise it can be difficult to fit the transducer into the nose piece. It is critical to have
a good contact between the aluminum and the copper tape to have a well functioning
electromagnetic shield.
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(a) (b)
Figure 5.8: (a): The assembly after the shield have been applied are placed in a spring
loaded holder pressing. (b): A RCA array after the shield have been applied and the RTV
was cured. A dimple in the surface are seen, which was a result of too much space between
the shims at one edge. Luckily, for this specific array the dimple did not overlap with the
transducer.
5.1.5 Setback
The setback is one of the difficult steps of the nose piece assembly. It concerns the
positioning of the encapsulated transducer array within the noise piece. The encapsulated
transducer and the plastic noise piece of a 1-D array before setback are shown in Fig. 5.12.
The critical part of this step is the alignment between the surface of the transducer and
the surface of the nose piece. A misalignment between these two parts results in a
non-uniform lens thickness.
To perform the alignment of the nose piece and the encapsulated transducer, a thin
piece of plastic with a well defined thickness is cut to exactly fit inside the opening of
the nose piece. The thickness of the plastic determines the setback distance. A piece
of doubled sided tape is placed on a glass plate and the plastic piece is put on top, as
shown in Fig. 5.13(a-b). The double sided tape is used to fasten both the plastic piece and
the nose piece. The encapsulated transducer is pushed into the noise piece, as shown in
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Figure 5.9: The support block is being glued to the backside of the flex-PCB to sti en it.
(b): The legs are glued to the sides of the supporting block and held together during curing
with a clamp.
Fig. 5.13(c). Both the nose piece and the encapsulated transducer are pushed against the
glass plate to make sure that the same setback distance is obtained along the transducer. A
cyanoacrylate (Cyberbond Appolo 2999, Curbell Plastics, NY, USA), a strong fast-acting
adhesive, is used to glue the transducer to the nose piece with a bump at each corner,
as shown in Fig. 5.13(d). To accelerate the curing, a cure accelerator (Cyberbond Blast
Accelerator 6001, Curbell Plastics, NY, USA) is brushed onto the glue bumps with a q-tip.
The nose piece is then removed from the double sided tape, and the setback distance from
the top of the nose piece to the shield is measured with a drop gage. If the setback is
within the tolerances, the transducer is glued all around the edge with the cyanoacrylate.
The nose piece of a 1-D transducer and a RCA transducer are shown in Fig. 5.14 after the
setback has been completed.
5.1.6 Lensing
Depending on whether the final probe requires a acoustic focusing lens, the lensing of the
nose piece is performed in two different ways. In this section the RCA array is assembled
without a focusing lens, and the 1-D array with a focusing lens.
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(a) (b)
Figure 5.10: (a): The shield was cut to the same width as the flex-PCB. (b): The shield
was taped with double-sided tape to the legs and the Teflon tape on the shield was removed
in thin stripes one at the time. The last strip is here seen.
5.1.6.1 Without Focusing
First step of the lensing is cleaning of the front surface with a q-tip and IPA. The surface is
then plasma cleaned in a oxygen plasma, and the platinum primer, a-306, is gently applied
using a q-tip. The primer is actuated in a humidity chamer for one hour. A disposable
syringe is then filled with RTV664, as described earlier, and the surface of the transducer
is covered with the RTV, as shown in Fig. 5.15(a). The RTV is then degassed in vacuum
for three minutes and the surface is pressed against a glass plate covered with Teflon tape.
The assembly is then placed in a spring loaded press (Fig. 5.15(b)) and cured at 45  C
overnight. The final nose piece of a RCA transducer after lensing and removal of any
excess RTV is shown in Fig. 5.16.
5.1.6.2 With Focusing
To form an acoustic focusing lens, a lens mold is required. The lens mold used for the
1-D array is shown in Fig. 5.17(a) and is a cavity in an aluminum block with the shape of
the lens machined in the bottom of the cavity. The cavity is formed in such a way that it is
self aligning with the nose piece. The two sides of the mold are removable to ease the
removal of the nose piece after curing. Before the mold is filled with RTV, the mold is
spray coated with mold release to avoid the lens adhering to the mold. After the mold has
been filled with RTV, see Fig. 5.17(b), it is degassed for three minutes in vacuum. The
front surface of the transducer is cleaned with IPA and an oxygen plasma, and are primed
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(a) (b)
Figure 5.11: Copper tape was taped around the legs of the flex and thereby connected to
the shield. The copper tape was soldered to the contact on the flex. (a): 1-D array. (b):
RCA array.
with the platinum primer, a-306, which are actuated for one hour in a humidity chamber.
The nose piece is then slowly pushed into the RTV filled mold staring from one side as
shown in Fig. 5.18(a). This is done to avoid trapping air bubbles in the final lens. The
assembly is then placed in a spring loaded press with two metal blocks pushing down on
each side of the nose piece, as shown in Fig. 5.18(b). This is done to avoid changing the
setback distance. The nose piece is then placed in a oven at 45  C overnight to cure the
RTV.
After curing, the nose piece is removed from the mold, as shown in Fig. 5.19(a). The
excess cured RTV is removed and the thin layer of RTV on the front surface edge is
removed. The final assembled nose piece is shown in Fig. 5.19(b). At this point the
transducer can be acoustically tested to verify that it functions as expected.
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Figure 5.12: The encapsulated transducer and the plastic noise piece of a 1-D array before
setback.
5.1.7 Handle Assembly
After the nose piece has been assembled and acoustically tested, the PCBs are attached to
the flex-PCB extending from the back side of the nose piece. In this case, two identical
PCBs are used and the electronics are presented in Section 5.2. The PCBs are then
attached to a coaxial cable as shown in Fig. 5.20(a).
The PCBs are then wrapped with copper tape providing electromagnetic shielding, as
shown in Fig. 5.20(b). The copper shield is connected to both the shielding foil applied to
the front of the array and the shield of the coaxial cable, and hereby, also the reference
ground on the scanner. The copper shield is then wrapped in high voltage insulation
tape. Two 3-D printed plastic handle halves are glued to each other and the nose piece,
encapsulating the electronics. Finally, the strain relief of the cable is glued to the handle
to complete the probe assembly. A final assembled probe with the cable and the connector
are shown in Fig. 5.21.
5.2 Electronics
The two electronics PCBs in the probe contains either the MAX4805A amplifiers (Maxim
Integrated, San Jose, CA, USA) or the ADHV1301 amplifiers (Analog Devices, Norwood,
Ma, USA), both with a 0 dB voltage gain. These function as high impedance buffer
amplifiers that decouples the load of the scanner cable from the CMUT elements. The




Figure 5.13: To perform the setback, a piece of thin plastic are cut to the same size as the
opening of the plastic nose piece. It is taped to a glass placed width double-sided tape for
a 1-D array (a) and a RCA array (b). (c): The encapsulated array and the noise piece are
placed on top of the double sided tape and both parts are pushed down onto the tape and
the thin plastic piece to obtain the correct setback. (d): The encapsulated array and the
plastic nose piece are glued together with a cyanoacrylate. This is shown here as two glue
bumps.
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(a) (b)
Figure 5.14: The nose piece after setback of a 1-D array (a) and a RCA. The distance
between the surface of the array and the top of the nose piece is in the range of 400µm.
(a) (b)
Figure 5.15: (a): A flat lens without focusing are made by applying RTV silicone to the
front of the transducer. (b): The nose piece is then pressed against a glass plate to obtain a
flat sole of the probe.
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Figure 5.16: The finished nose piece after lensing. The RTV silicone used in this case is
blue.
(a) (b)
Figure 5.17: (a): A lens mold used for forming the acoustic lens of a 1-D array. The lens
mold is coated with mold release. (b): The lens mold filled with RTV silicone.
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(a) (b)
Figure 5.18: (a): The nose piece is slowly pushed into the RTV filled mold staring from one
side. (b): During curing the nose piece is pushed into the lens mold using a spring loaded
holder.
(a) (b)
Figure 5.19: The nose piece after the acoustic focusing lens is cured. The excess RTV




Figure 5.20: (a): The nose piece with the PCBs and scanner cable connected. (b): The
PCBs are wrapped in a copper shield foil for electromagnetic shielding. The copper foil was
connected to both the shield applied to the front of the array and the shield of the coaxial
cable, and hereby, also the reference ground on the scanner.
supplies from the AC voltage signals.
The ADHV1301 is an application specific standard product (ASSP) integrated circuit
with a similar performance to the MAX4805A (Maxim Integrated, San Jose, CA, USA),
i.e. a high-voltage-protected, low-noise operational amplifier designed to be used as an
amplifier for in-probe buffering and amplification. The device has 16 input channels, a
30MHz  3 dB bandwidth and the small-signal output impedance of amplifiers is 18⌦





Hz, respectively. The high voltage protection circuit is activated for voltages
larger than 1000mVp p and the maximum allowed voltage is ±125V. The recovery
time after a transmit burst is less than 800 ns.
Figure 5.22 shows a schematic illustration of the electronics. The situation for a single
element in a 1-D CMUT array is seen in Fig. 5.22(a). Half of the required DC bias voltage
for the CMUT element is delivered by the supply "DC bias 1" through a 1M⌦ resistor
(R), which acts as a low pass filter in conjunction with the CMUT element. A 10 nF
capacitor (C) high pass filters the signal to and from the scanner, which passes through
the custom built integrated circuit shown in the dashed box. During receive, the diode
bridge (D) ensures that the relatively weak receive signal is sent through a buffer amplifier
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Figure 5.22: Schematic illustration of the electronics in the 1-D (a) and 2-D (b) probes. The
circuit of the pre-amplifiers marked by a dashed box in (b) corresponds to that illustrated
within the dashed box in (a).
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that drives the cable to the scanner. During transmit, switches disconnect the amplifier
and the signal passes through the diode bridge (D). The common substrate of the 1-D
CMUT array is connected to ground through a capacitor (Cs), and the DC potential of the
substrate is lifted by the supply "DC bias 2" such that the two DC bias supplies are of
equal magnitude but opposite polarity (Bagge, Moesner, and Jensen 2017).
The splitting of the DC bias has two advantages: First, all electronics components
need only be dimensioned to support half of the DC bias voltage required by the CMUT.
Secondly, the electronics can be directly used for the 2-D row-column addressed array by
omitting the common ground reference and simply connecting each element in the 2-D
array to a channel on the scanner. This concept, which was introduced by Christiansen et
al. (Christiansen et al. 2015), is illustrated in Fig. 5.22(b). The buffer amplifier marked
with a dashed box refers to the circuit illustrated within the dashed box in Fig. 5.22(a).
If a transmit pulse is sent on a column channel, all the row channels will provide a
ground path for the AC signal. This will be established through the rows’ 10 nF capacitor
(C), then through the transmit-path diodes (D) and finally to the transmit amplifier output
of the row channels. It is therefore mandatory that the row channels are in the low
impedance transmit mode to establish this ground-reference. During reception, the AC
voltage generated by the CMUT element is low enough so that the diode pair (D) in the
transmit path does not provide a path to ground. Therefore, all row channels and column
channels will receive and amplify the received signal.
5.3 Electromagnetic Shield
The electromagnetic shield is causing reflections in the impulse response as discussed
in Section 6.1.2.2. These reflections result in decreased image quality. This sections
investigates different shield materials to reduce the amplitude of the reflections. Three
different shield materials are compared, a copper foil, leaf gold, and the aluminized
polymer film used for the assembled probes. Three samples was made by sandwiching
the shield between two RTV silicone disks. The samples was made by first curing one
disk with the shield on top, and thereafter curing the other disk on top of the shield. The
sample will therefore be similar to the encapsulation of the shield material in the probes.
A reference sample was made with the same total thickness as the other samples, but
without any shield.
The reflection originating from the shield was then investigated by a pulse reflection
method in water using a 5MHz transducer placed 4 cm from the sample. A pulser/receiver
module (Model 5800, Panametrics Corp., Waltham, MA, USA) was used to generate
a broad band pulse which had a 12 dB bandwidth of 6.3MHz centered around 5MHz.
The output waveform of the received signal from the transducer was transmitted from
the pulser/receiver module to a digital oscilloscope (9314CM, LeCroy Corp., Chestnut
Ridge, NY, USA) through a 50⌦ coaxial cable for digitization. The recorded signal of the
aluminum shield are shown in Fig. 5.23(a). Three reflections are observed, starting from
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Figure 5.23: (a): Recorded reflection originating from the water to RTV interface, from the
shield, and from the RTV to water interface. (b): Envelope of the reflections from three
di erent shield materials and from the interface between the RTV and the water. The values
are log compressed and normalized to the peak value of the reflection from the RTV-water
interface.
the left, the first originates from the water-RTV interface, the second is the shield, and
the last is the RTV-water interface. The reflections originate from acoustic impedance
mismatches, so small mismatches were needed to minimize the reflections. However,
these types of RTV are commercially used, and the RTV-water reflection magnitudes
are tolerated by the scanners. The objective of this experiment is to explore whether the
shield constructions can be made to keep reflections within the lens to be not significantly
worse than reflections between the lens and water, which is the reference for magnitude
comparisons. Fig. 5.23(b) shows the envelope of the reflections of the three shield
materials normalized to the reflection of a RTV-water reflection from the reference
sample. The current used aluminum shield has a reflection magnitude of 8 dB higher than
the RTV-water interface, and the copper film is even higher at 20 dB. The gold shield has
the same reflection magnitude as the RTV-water reflection. Implementing the gold leaf as
the shielding material would decrease shield reflection amplitude by 8 dB compared to
the aluminum shield, on par with RTV-water reflection.
The leaf gold cannot not be directly implemented in the current assembly process, as
the current aluminum shield is mounted in a thin polymer film, and the leaf gold is not.
The thickness of the gold film is typically in the order of 200 nm, making the leaf gold
extremely fragile. Further investigation of this shield material is required before it can be
implemented in the assembly process of the CMUT probes.
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5.4 Chapter Summary
This section presented the assembly of CMUT arrays, both 1-D and 2-D, into fully
functioning probes for medical imaging. The assembling process was presented in detail,
for the reader to be able to replicate the assembly. To be able to do so, the materials are
presented by name and manufacturer. The electromagnetic shield used in the assembly
caused reflection in the impulse response, therefore several materials were investigated




This chapter describes the experimental results of two RCA 2-D array probes, one based
on CMUT technology and another based on PZT technology. The probes are fully
integrated RCA 2-D arrays equipped with integrated hardware apodization, and design of
the CMUT transducer is described in Section 3.1. Both of the transducers are designed
with similar acoustical features, i.e. dimensions, center frequency, and packaging, and
both plugged into the research ultrasound scanner, SARUS (Jensen, Holten-Lund, et al.
2013). This gives the unique possibility of comparing the two probes and evaluating
the row–column addressing scheme based on two different technologies. The scope
is therefore to display the capabilities of RCA transducers, when integrated into probe
handles, and to evaluate their performance. First, the characterization of the two probes
are presented which are based on acoustical measurements. Based on these measurements
the center frequency, bandwidth, phase delay, surface pressure, sensitivity, insertion loss,
and acoustical crosstalks are evaluated and discussed. Then the imaging performance of
the probe are assessed, and compared. This chapter are based on the work presented in
Paper E and H.
6.1 Transducer Characterization
6.1.1 Measurement set-up
The transducer characterization of the two developed RCA probes was performed using
five different measurement set-ups. The first measurement was dedicated to measuring the
element capacitance and the second to ascertain the two-way impulse response. The last
three measurements were performed using the experimental ultrasound system, SARUS
(Jensen, Holten-Lund, et al. 2013), one to obtain the emitted pressure, the second was
a pulse-echo measurement, and the third was to assess the acoustical crosstalk. Fig. 6.1
shows a schematic drawing of the three acoustic set-ups. The measurement set-ups are
introduced below.
6.1.1.1 Capacitance
The element capacitances were measured using a HP 4263B LCR meter (Hewlett-Packard
Company, CA, USA). Because the amplifiers in the probe handle had protection circuitry
that was incompatible with the LCR meter, the measurement was performed before the
final assembly. Transducers were connected to a test cable, which was plugged into a
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XDCR II PE test system
Hydrophone or
Plane reflector
Figure 6.1: Schematic of the three acoustic set-ups described in Sections 6.1.1.2-6.1.1.4.
The sole of each probes was placed in water in front of a hydrophone/plane reflector, which
was controlled by a xyz/✓ z-system for alignment. The set-up described in Section 6.1.1.2
uses the XCDR II Pulse Echo Test System, the ✓ z-system, and the plane reflector. The
set-up described in Section 6.1.1.3 uses the SARUS research scanner (Jensen, Holten-Lund,
et al. 2013), the xyz-system, and the hydrophone. The set-up described in Section 6.1.1.4
uses the SARUS research scanner (Jensen, Holten-Lund, et al. 2013), no alignment system,
and the plane reflector.
multiplexer box connected to the LCR meter. All elements except the test element were
shorted to ground. To eliminate the parasitic capacitance and inductance of the set-up, all
channels of the multiplexer and the test cable were measured independently.
6.1.1.2 Impulse Response
The pulse-echo response of each element was measured using an XCDR II Pulse Echo Test
System, by emitting and receiving with one element at a time against a planar stainless
steel reflector. The planar reflector was placed in 37  C deionized (DI) water 25mm from
the face of the probe. With the available set-up, the elements were actuated with a square
unipolar pulse with a duration of 100 ns for the PZT and 150 ns for the CMUT and with
an amplitude of 50V. The CMUT elements were biased at 200Vdc. The system was set
to sample at a sampling frequency of 500MHz. The received signal was de-convolved
with the excitation pulse to yield the two-way element-element impulse response.
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From the impulse response and the corresponding spectrum, the center frequency, the
bandwidth, and the phase delay of each element were found.
6.1.1.3 Hydrophone
The pressure was measured using an HGL-0400 hydrophone connected to an AC-2010
pre-amplifier (Onda Corporation, CA, USA). The hydrophone was placed in front of
the transducer surface and scanned over each element using the position system of the
intensity measurement AIMS-3 (Onda Corporation, CA, USA), while transmitting a
3MHz, 4-cycle sinusoidal signal on the element being measured. An amplitude of 75Vac
was used and the CMUT probe was biased with 200Vdc. The pressure was recorded at
5.8mm and 5.9mm for the PZT and CMUT, respectively.
6.1.1.4 Pulse-Echo and Crosstalk
A plane stainless steel reflector was positioned in a water tank at a distance of 7.3 cm
from, and parallel to, the transducer surface of the probe being characterized. The transmit
signals were generated using the experimental ultrasound system, SARUS (Jensen, Holten-
Lund, et al. 2013), which also recorded the received signals. Twenty realizations of a
3MHz, 4-cycle sinusoidal excitation pulse were transmitted on one element at a time and
received on all elements, both rows and columns. The 20 realizations were averaged to
minimize the noise. The system was set to sample at a sampling frequency of 70MHz,
down to a depth of 10 cm. A second measurement was performed using the same set-up,
but without the planar reflector, to assess the acoustical crosstalk.
6.1.2 Results
This section describes the characterization results of the two probes based on the mea-
surements introduced in the previous section. The performance of the two probes was
evaluated concurrently and is described below. Table 6.1 summarizes the main results of




Table 6.1: The main results of the characterization of the transducers
Parameter CMUT PZTRow Column Mean Row Column Mean
Capacitance [pF] 339.4± 0.8 136.1± 1.4 239.6± 102.1 301.6± 2.6 301.8± 1.7 301.7± 2.2
Center frequency [MHz] 2.97± 0.07 3.05± 0.09 3.01± 0.09 2.98± 0.05 3.00± 0.05 2.99± 0.05
Bandwidth [%] 111± 3 106± 4 109± 4 79± 3 81± 2 78± 3
Phase delay [ ] 0± 5.0 0± 3.1 0± 4.5 0± 11 0± 13 0± 12
Surface Pressure [MPa] 0.56± 0.05 0.54± 0.07 0.55± 0.06 1.66± 0.10 1.71± 0.06 1.68± 0.09
Sensitivity [µV/Pa] 12.9± 0.7 4.3± 0.7 8.5± 4.4 13.7± 2.1 15.1± 1.3 14.4± 1.9
Insertion loss [dB]  26.4± 0.9  36.5± 2.5  31.5± 5.4  16.6± 1.7  15.3± 0.8  15.9± 1.5
Nearest neighbor crosstalk [dB]  30.5± 0.8  26.3± 1.4  28.4± 2.4  28.3± 1.2  31.8± 1.5  30.0± 2.2
Transmit-receive elements crosstalk [dB]  39.9± 0.2  40.2± 0.6  40.0± 0.4  53.6± 0.8  53.8± 0.9  53.7± 0.9
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system of the intensity measurement AIMS-3 (Onda Corpora-
tion, CA, USA), while transmitting a 3MHz, 4-cycle sinusoidal
signal on the element being measured. An amplitude of 75Vac
was used and the CMUT probe was biased with 200Vdc. The
pressure was recorded at 5.8mm and 5.9mm for the PZT and
CMUT, respectively.
4.4. Pulse-Echo and Crosstalk
A plane stainless steel reflector was positioned in a water
tank at a distance of 7.3 cm from, and parallel to, the trans-
ducer surface of the probe being characterized. The transmit
signals were generated using the experimental ultrasound sys-
tem, SARUS [38], which also recorded the received signals.
Twenty realizations of a 3MHz, 4-cycle sinusoidal excitation
pulse were transmitted on one element at a time and received
on all elements, both rows and columns. The 20 realizations
were averaged to minimize the noise. The system was set to
sample at a sampling frequency of 70MHz, down to a depth of
10 cm. A second measurement was performed using the same
set-up, but without the planar reflector, to assess the acoustical
crosstalk.
5. Transducer characterization
This section describes the characterization of the two probes
based on the measurements introduced in the previous section.
The performance of the two probes was evaluated concurrently
and is described below. Table 2 summarizes the main results of
the characterization, allowing easy location of specific parame-
ters.
5.1. Capacitance
The capacitance measured using the LCR meter also in-
cluded a contribution from the multiplexer and the test cable.
To isolate the element capacitances from the LCR measure-
ments, the independent measurements of all the channels of the
multiplexer and the test cable were subtracted from the over-
all measurements (multiplexer + test cable + array). The ele-
ment capacitances of both probes are shown in Fig. 8. Some
of the element capacitances appear to be missing; this is due to
an artifact of the measurement set-up. A high series resistance
resulted in a faulty detection of the capacitance and was, there-
fore, omitted. This might be the effect of inferior connections to
the specific elements. The mean capacitance of the PZT probe
was 301.7± 2.2pF and the mean of the rows and columns of
the CMUT probe was 339.4±0.8pF and 136±1.4pF, respec-
tively. The low standard deviation reflected the robust control
of the fabrication methods.
The bottom elements (1-62) of the CMUT probe had a higher
capacitance than the top elements (63-124). This is due to a
capacitive coupling to the substrate of the bottom SOI wafer
[31, 36, 39, 44]. The capacitance of the buried oxide (BOX),
CBOX, was approximately 230pF, in agreement with the 1µm
silicon oxide between the bottom electrode and the substrate,















Figure 8: Capacitance across the array elements of both probes. Element num-
ber from 1-62 corresponds to the columns and 63-124 to the rows.
5.2. Impulse response
The signals received from the impulse response measure-
ments, described in Section 4.2, were de-convolved with the
excitation pulse to yield the two-way element-element impulse
response. Fig. 9 shows the average two-way element-element
impulse response and the associated envelope of the CMUT (a)
and the PZT probe (b). The solid line represents the impulse re-
sponse and the dashed line the envelope with black and orange
representing the rows and columns, respectively.
Two extra lobes after the main lobe, around  30dB, were
observed for the CMUT at starting times of 3.2 µs and 4.7 µs.
These extra lobes also existed for the PZT probe, but were not
as easily recognized as they coincided with the ringing of the
transducer itself. The time difference between the two lobes
was 1.5 µs corresponding to the time difference between the
main lobe and the first secondary lobe. This suggested that
these extra lobes originate from reflections within the probes.
Both arrays were encapsulated in RTV silicone, which had
an acoustic velocity of 1.0mm/µs, indicating that a reflecting
structure was present at a distance of 0.75mm from the trans-
ducer surfaces. This corresponded to the shielding foils that
covered the arrays. The envelope shows that the internal reflec-
tions of the probe were roughly −30 dB, which is an acceptable
limit for ultrasound transducers.
The received signals of the columns of the CMUT probe were
observed to be roughly half of the signal measured for the rows.
This was due to the capacitive coupling to the substrate. It
should, however, be noted that even though the signal ampli-
tude differed between the rows and columns, the shape of the
envelopes were identical.
The frequency spectra are calculated by computing the
Fourier transform of the impulse response and are shown in
Fig. 10. From the spectrum of the impulse response, the cen-
ter frequency, and bandwidth for each element are found and
presented in the following.
5.3. Center frequency
The center frequency was calculated as a weighted mean of
the frequencies present in the received signal as:
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Figure 6.2: Capacitance across the array elements of both probes. Element number from
1-62 corresponds to the columns and 63-124 to the r ws.
6.1.2.1 Capacitance
The capacitance measured using the LCR meter also included a contribution from the
multiplexer and the test cable. To isolate the element capacitances from the LCR measure-
ments, the independent measurements of all the channels of the multiplexer and the test
cable were subtracted from the overall measurements (multiplexer + test cable + array).
The element capacitances of both probes are shown in Fig. 6.2. Some of the element
capacitances appear to be missing; this is due to an artifact of the measurement set-up. A
high series resistance resulted in a faulty detection of the capacitance and was, therefore,
omitt d. This might be the effect of inferior connections to the specific elements. The
mean capacitance of the PZT probe was 301.7 ± 2.2 pF and the mean of the rows and
columns of the CMUT probe was 339.4 ± 0.8 pF and 136 ± 1.4 pF, respectively. The
low standard deviation reflected the robust control of the fabrication methods.
The bottom elements (1-62) of the CMUT probe had a higher capacitance than the
top elements (63-124). This is due to a capacitive coupling to the substrate of the bottom
SOI wafer, discussed in Section 2.5.1. The capacitance of the buried oxide (BOX), CBOX,
was approxi ately 230 pF, in agreement with the 1µm silicon oxide between the bottom
electrode and the substrate, and the dimensions of the electrode.
6.1.2.2 Impulse response
The signals received f om the impulse response measur ments were de-convolved with the
excitation pulse to yield the two-way element-element impulse response. Fig. 6.3 shows
the average wo-way element-el ment impulse response and the associ ted envelope of
the CMUT (a) and the PZT probe (b). Th olid line represents the impulse response and
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the dashed line the envelope with black and orange representing the rows and columns,
respectively.
Two extra lobes after the main lobe, around  30 dB, were observed for the CMUT
at starting times of 3.2 µs and 4.7 µs. These extra lobes also existed for the PZT probe,
but were not as easily recognized as they coincided with the ringing of the transducer
itself. The time difference between the two lobes was 1.5 µs corresponding to the time
difference between the main lobe and the first secondary lobe. This suggested that these
extra lobes originate from reflections within the probes. Both arrays were encapsulated
in RTV silicone, which had an acoustic velocity of 1.0mm/µs, indicating that a reflect-
ing structure was present at a distance of 0.75mm from the transducer surfaces. This
corresponded to the shielding foils that covered the arrays. The envelope shows that the
internal reflections of the probe were roughly  30 dB, which is an acceptable limit for
ultrasound transducers.
The received signals of the columns of the CMUT probe were observed to be roughly
half of the signal measured for the rows. This was due to the capacitive coupling to the
substrate. It should, however, be noted that even though the signal amplitude differed
between the rows and columns, the shape of the envelopes were identical.
The frequency spectra are calculated by computing the Fourier transform of the
impulse response and are shown in Fig. 6.4. From the spectrum of the impulse response,
the center frequency, and bandwidth for each element are found and presented in the
following.
6.1.2.3 Center frequency




i=0 S(ifs/N) · ifs/NPN/2
i=0 S(ifs/N)
, (6.1)
where N is the number of frequency bins in the two-sided spectrum.
Fig. 6.5 shows the uniformity of the center frequency across the arrays. Both probes
had a center frequency of 3MHz as they were designed for, and only a small smooth vari-
ation across the arrays was observed. This smooth variation indicated that the variations
were mostly caused by non-uniformities of the silicon plates of the CMUT probe, and
thickness-variations of the piezoelectric material of the PZT probe.
6.1.2.4 Bandwidth
The  6 dB bandwidth was determined from the difference in frequency between the
 6 dB points in the frequency spectrum. Mean bandwidths of 3.26 ± 0.02MHz and
2.39 ± 0.02MHz were found for the CMUT and the PZT probes, respectively. The
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Table 2: Main results of the characterization of the transducers
Parameter CMUT PZTRow Column Mean Row Column Mean
Capacitance [pF] 339.4±0.8 136.1±1.4 239.6±102.1 301.6±2.6 301.8±1.7 301.7±2.2
Center frequency [MHz] 2.97±0.07 3.05±0.09 3.01±0.09 2.98±0.05 3.00±0.05 2.99±0.05
Bandwidth [%] 111±3 106±4 109±4 79±3 81±2 78±3
Phase delay [ ] 0±5.0 0±3.1 0±4.5 0±11 0±13 0±12
Surface Pressure [MPa] 0.56±0.05 0.54±0.07 0.55±0.06 1.66±0.10 1.71±0.06 1.68±0.09
Sensitivity [µV/Pa] 12.9±0.7 4.3±0.7 8.5±4.4 13.7±2.1 15.1±1.3 14.4±1.9
Insertion loss [dB]  26.4±0.9  36.5±2.5  31.5±5.4  16.6±1.7  15.3±0.8  15.9±1.5
Nearest neighbor crosstalk [dB]  30.5±0.8  26.3±1.4  28.4±2.4  28.3±1.2  31.8±1.5  30.0±2.2
Transmit-receive elements crosstalk [dB]  39.9±0.2  40.2±0.6  40.0±0.4  53.6±0.8  53.8±0.9  53.7±0.9




























































Figure 9: Average impulse response (solid) and normalized envelope (dashed) of the probe elements (a): CMUT. (b): PZT.












































Figure 10: The mean impulse response spectra are shown for the rows and columns for both probes. The center frequency and the fractional bandwidth are indicated
on the plot. (a): CMUT. (b): PZT.
8
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Table 2: Main results of the characterization of the transducers
Parameter CMUT PZTRow Column Mean Row Column Mean
Capacitance [pF] 339.4±0.8 136.1±1.4 239.6±102.1 301.6±2.6 301.8±1.7 301.7±2.2
Center frequency [MHz] 2.97±0.07 3.05±0.09 3.01±0.09 2.98±0.05 3.00±0.05 2.99±0.05
Bandwidth [%] 111±3 106±4 109±4 79±3 81±2 78±3
Phase delay [ ] 0±5.0 0±3.1 0±4.5 0±11 0±13 0±12
Surface Pressure [MPa] 0.56±0.05 0.54±0.07 0.55±0.06 1.66±0.10 1.71±0.06 1.68±0.09
Sensitivity [µV/Pa] 12.9±0.7 4.3±0.7 8.5±4.4 13.7±2.1 15.1±1.3 14.4±1.9
Insertion loss [dB]  26.4±0.9  36.5±2.5  31.5±5.4  16.6±1.7  15.3±0.8  15.9±1.5
Nearest neighbor crosstalk [dB]  30.5±0.8  26.3±1.4  28.4±2.4  28.3±1.2  31.8±1.5  30.0±2.2
Transmit-receive elements crosstalk [dB]  39.9±0.2  40.2±0.6  40.0±0.4  53.6±0.8  53.8±0.9  53.7±0.9




























































Figure 9: Average impulse response (solid) and normalized envelope (dashed) of the probe elements (a): CMUT. (b): PZT.












































Figure 10: The mean impulse response spectra are shown for the rows and columns for both probes. The center frequency and the fractional bandwidth are indicated
on the plot. (a): CMUT. (b): PZT.
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(b)
Figure 6.3: Average impulse response (solid) and normalized envelope (dashed) of the probe
elements (a): CMUT. (b): PZT.
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Table 2: Main results of the characterization of the transducers
Parameter CMUT PZTRow Column Mean Row Column Mean
Capacitance [pF] 339.4±0.8 136.1±1.4 239.6±102.1 301.6±2.6 301.8±1.7 301.7±2.2
Center frequency [MHz] 2.97±0.07 3.05±0.09 3.01±0.09 2.98±0.05 3.00±0.05 2.99±0.05
Bandwidth [%] 111±3 106±4 109±4 79±3 81±2 78±3
Phase delay [ ] 0±5.0 0±3.1 0±4.5 0±11 0±13 0±12
Surface Pressure [MPa] 0.56±0.05 0.54±0.07 0.55±0.06 1.66±0.10 1.71±0.06 1.68±0.09
Sensitivity [µV/Pa] 12.9±0.7 4.3±0.7 8.5±4.4 13.7±2.1 15.1±1.3 14.4±1.9
Insertion loss [dB]  26.4±0.9  36.5±2.5  31.5±5.4  16.6±1.7  15.3±0.8  15.9±1.5
Nearest neighbor crosstalk [dB]  30.5±0.8  26.3±1.4  28.4±2.4  28.3±1.2  31.8±1.5  30.0±2.2
Transmit-receive elements crosstalk [dB]  39.9±0.2  40.2±0.6  40.0±0.4  53.6±0.8  53.8±0.9  53.7±0.9




























































Figure 9: Average impulse response (solid) and normalized envelope (dashed) of the probe elements (a): CMUT. (b): PZT.












































Figure 10: The mean impulse response spectra are shown for the rows and columns for both probes. The center frequency and the fractional bandwidth are indicated
on the plot. (a): CMUT. (b): PZT.
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Parameter CMUT PZTRow Column Mean Row Column Mean
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Center frequency [MHz] 2.97±0.07 3.05±0.09 3.01±0.09 2.98±0.05 3.00±0.05 2.99±0.05
Bandwidth [%] 111±3 106±4 109±4 79±3 81±2 78±3
Phase delay [ ] 0±5.0 0±3.1 0±4.5 0±11 0±13 0±12
Surface Pressure [MPa] 0.56±0.05 0.54±0.07 0.55±0.06 1.66±0.10 1.71±0.06 1.68±0.09
Sensitivity [µV/Pa] 12.9±0.7 4.3±0.7 8.5±4.4 13.7±2.1 15.1±1.3 14.4±1.9
Insertion loss [dB]  26.4±0.9  36.5±2.5 31.5±5.4  16.6±1.7  15.3±0.8  15.9±1.5
Nearest neighbor crosstalk [dB]  30.5±0.8  26.3±1.4  28.4±2.4  28.3±1.2  31.8±1.5  30.0±2.2
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Figure 9: Average impulse response (solid) and normalized envelope (dashed) of the probe elements (a): CMUT. (b): PZT.












































Figure 10: The mean impulse response spectra are shown for the rows and columns for both probes. The center frequency and the fractional bandwidth are indicated
on the plot. (a): CMUT. (b): PZT.
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(b)
Figure 6.4: The mean impulse response spectra are shown for the rows and columns for
both probes. The center frequency and the fractional bandwidth are indicated on the plot.
(a): CMUT. (b): PZT.























Figure 11: Center frequency across the array elements of both probes. The
center frequency was calculated as a weighted mean of the frequencies present
in the signal. Element number from 1-62 corresponded to the columns and
63-124 to the rows.
fc =
ÂN/2i=0 S(i fs/N) · i fs/N
ÂN/2i=0 S(i fs/N)
, (1)
where N is the number of frequency bins in the two-sided spec-
trum.
Fig. 11 shows the uniformity of the center frequency across
the arrays. Both probes had a center frequency of 3MHz as they
were designed for, and only a small smooth variation across
the arrays was observed. This smooth variation indicated that
the variations were mostly caused by non-uniformities of the
silicon plates of the CMUT probe, and thickness-variations of
the piezoelectric material of the PZT probe.
5.4. Bandwidth
The 6dB bandwidth was determined from the difference in
frequency between the 6dB points in the frequency spectrum.
Mean bandwidths of 3.26± 0.02MHz and 2.39± 0.02MHz
were found for the CMUT and the PZT probes, respectively.
The fractional bandwidths were calculated from the bandwidth
relative to the weighted center frequency, and a mean value of
109% and 80% were found for the CMUT and the PZT, respec-
tively. The uniformity across the array for both probes is shown
in Fig. 12. The probes had high uniformity with a standard de-
viation of the fractional bandwidth of 4% for the CMUT probe
and 3% for the PZT probe.
5.5. Phase delay
The phase delay was found by cross-correlating the impulse
response for each element with the mean impulse response
and interpolating to find the lag of the maximum of the cross-
correlation. Correction for any linear slope due to misalignment
between the transducer and the plane reflector was done, and the
mean was subtracted. The phase delay was then calculated by
dividing the time delay with the time it takes the wave to travel














Figure 12: Bandwidth across the array elements of both probes. Element num-

























Figure 13: Phase delay across the array elements of both probes. Element
number from 1-62 corresponded to the columns and 63-124 to the rows.
one wavelength at 3MHz, and multiplying it by 360 , to ob-
tain the phase delay in degrees. Fig. 13 shows the phase delay
across the array for the CMUT and the PZT in top and bottom,
respectively.
No curvature was seen of the CMUT, however the PZT was
observed to curve. The bottom/column elements phase delays
were seen to have a concave profile, whereas the top/row ele-
ments had a convex profile. This saddle shape was believed to
originate from stress build up during the assembly.
5.6. Surface pressure
The surface pressure was derived from the hydrophone mea-
surement with the set-up described in section 4.3. The recorded
pressure was compensated to find the emitted pressure at the
transducer surface. This compensation factor was calculated
by simulating a single element in Field II [45, 46]. The ele-
ment was set to emit a 3MHz, 4-cycle sinusoidal wave, and the
pressure magnitude relative to the pressure magnitude at the el-
ement surface was simulated. The compensation factor for the
PZT and CMUT were 9.14 and 8.83, respectively. The differ-
ence was caused by the different locations of the hydrophone
during the two measurements. The surface pressure across the
arrays is shown in Fig. 14. The mean values for the CMUT and
PZT were 0.55±0.06MPa and 1.68±0.09MPa, respectively.
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Figure 6.5: Center frequency across the array elements of both probes. The center frequency
was calculated as a weighted mean of the frequencies present in the signal. Element number























Figure 11: Center frequency across the array elements of both probes. The
center frequency was calculated as a weighted mean of the frequencies present
in the signal. Element number from 1-62 corresponded to the columns and
63-124 to the rows.
fc =
ÂN/2i=0 S(i fs/N) · i fs/N
ÂN/2i=0 S(i fs/N)
, (1)
where N is the number of frequency bins in the two-sided spec-
trum.
Fig. 11 shows the uniformity of the center frequency across
the arrays. Both probes had a center frequency of 3MHz as they
were designed for, and only a small smooth variation across
the arrays was observed. This smooth variation indicated that
the variations were mostly caused by non-uniformities of the
silicon plates of the CMUT probe, and thickness-variations of
the piezoelectric material of the PZT probe.
5.4. Bandwidth
The 6dB bandwidth was determined from the difference in
frequency between the 6dB points in the frequency spectrum.
Mean bandwidths of 3.26± 0.02MHz and 2.39± 0.02MHz
were found for the CMUT and the PZT probes, respectively.
The fractional bandwidths were calculated from the bandwidth
relative to the weighted center frequency, and a mean value of
109% and 80% were found for the CMUT and the PZT, respec-
tively. The uniformity across the array for both probes is shown
in Fig. 12. The probes had high uniformity with a standard de-
viation of the fractional bandwidth of 4% for the CMUT probe
and 3% for the PZT probe.
5.5. Phase delay
The phase delay was found by cross-correlating the impulse
response for each element with the mean impulse response
and interpolating to find the lag of the maximum of the cross-
correlation. Correction for any linear slope due to misalignment
between the transducer and the plane reflector was done, and the
mean was subtracted. The phase delay was then calculated by
dividing the time delay with the time it takes the wave to travel
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Figure 13: Phase delay across the array elements of both probes. Element
number from 1-62 corresponded to the columns and 63-124 to the rows.
one wavelength at 3MHz, and multiplying it by 360 , to ob-
tain the phase delay in degrees. Fig. 13 shows the phase delay
across the array for the CMUT and the PZT in top and bottom,
respectively.
No curvature was seen of the CMUT, however the PZT was
observed to curve. The bottom/column elements phase delays
were seen to have a concave profile, whereas the top/row ele-
ments had a convex profile. This saddle shape was believed to
originate from stress build up during the assembly.
5.6. Surface pressure
The surface pressure was derived from the hydrophone mea-
surement with the set-up described in section 4.3. The recorded
pressure was compensated to find the emitted pressure at the
transducer surface. This compensation factor was calculated
by simulating a single element in Field II [45, 46]. The ele-
ment was set to emit a 3MHz, 4-cycle sinusoidal wave, and the
pressure magnitude relative to the pressure magnitude at the el-
ement surface was simulated. The compensation factor for the
PZT and CMUT were 9.14 and 8.83, respectively. The differ-
ence was caused by the different locations of the hydrophone
during the two measurements. The surface pressure across the
arrays is shown in Fig. 14. The mean values for the CMUT and
PZT were 0.55±0.06MPa and 1.68±0.09MPa, respectively.
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Figure 6.6: Bandwidth across the array elements of both probes. Element number from 1-62
corresponded to the columns and 63-124 to th rows.
fractional bandwidths were calculated from the bandwidth relative to the weighted center
frequency, and a mean value of 109% and 80% were found for the CMUT and the PZT,
respectively. The uniformity across the array for both probes is shown in Fig. 6.6. The
probes had high uniformity with a standard deviation of the fractional bandwidth of 4%
for the CMUT probe and 3% for the PZT probe.























Figure 11: Center frequency across the array elements of both probes. The
center frequency was calculated as a weighted mean of the frequencies present
in the signal. Element number from 1-62 corresponded to the columns and
63-124 to the rows.
fc =
ÂN/2i=0 S(i fs/N) · i fs/N
ÂN/2i=0 S(i fs/N)
, (1)
where N is the number of frequency bins in the two-sided spec-
trum.
Fig. 11 shows the uniformity of the center frequency across
the arrays. Both probes had a center frequency of 3MHz as they
were designed for, and only a small smooth variation across
the arrays was observed. This smooth variation indicated that
the variations were mostly caused by non-uniformities of the
silicon plates of the CMUT probe, and thickness-variations of
the piezoelectric material of the PZT probe.
5.4. Bandwidth
The 6dB bandwidth was determined from the difference in
frequency between the 6dB points in the frequency spectrum.
Mean bandwidths of 3.26± 0.02MHz and 2.39± 0.02MHz
were found for the CMUT and the PZT probes, respectively.
The fractional bandwidths were calculated from the bandwidth
relative to the weighted center frequency, and a mean value of
109% and 80% were found for the CMUT and the PZT, respec-
tively. The uniformity across the array for both probes is shown
in Fig. 12. The probes had high uniformity with a standard de-
viation of the fractional bandwidth of 4% for the CMUT probe
and 3% for the PZT probe.
5.5. Phase delay
The phase delay was found by cross-correlating the impulse
response for each element with the mean impulse response
and interpolating to find the lag of the maximum of the cross-
correlation. Correction for any linear slope due to misalignment
between the transducer and the plane reflector was done, and the
mean was subtracted. The phase delay was then calculated by
dividing the time delay with the time it takes the wave to travel














Figure 12: Bandwidth across the array elements of bot probes. Element num-

























Figure 13: Phase delay across the array elements of both probes. Element
number from 1-62 corresponded to the columns and 63-124 to the rows.
one wavelength at 3MHz, and multiplying it by 360 , to ob-
tain the phase delay in degrees. Fig. 13 shows the phase delay
across the array for the CMUT and the PZT in top and bottom,
respectively.
No curvature was seen of the CMUT, however the PZT was
observed to curve. The bottom/column elements phase delays
were seen to have a concave profile, whereas the top/row ele-
ments had a convex profile. This saddle shape was believed to
originate from stress build up during the assembly.
5.6. Surface pressure
The surface pressure was derived from the hydrophone mea-
surement with the set-up described in section 4.3. The recorded
pressure was compensated to find the emitted pressure at the
transducer surface. This compensation factor was calculated
by simulating a single element in Field II [45, 46]. The ele-
ment was set to emit a 3MHz, 4-cycle sinusoidal wave, and the
pressure magnitude relative to the pressure magnitude at the el-
ement surface was simulated. The compensation factor for the
PZT and CMUT were 9.14 and 8.83, respectively. The differ-
ence was caused by the different locations of the hydrophone
during the two measurements. The surface pressure across the
arrays is shown in Fig. 14. The mean values for the CMUT and
PZT were 0.55±0.06MPa and 1.68±0.09MPa, respectively.
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Figure 6.7: Phase delay across the array elements of both probes. Element number from
1-62 corresponded to the columns and 63-124 to the rows.
6.1.2.5 Phase delay
The phase delay was found by cross-correlating the impulse response for each element
with the mean impulse response and interpolating to find the lag of the maximum of
the cross-correlation. Correction for any linear slope due to misalignment between the
transducer and the plane reflector was done, and the mean was subtracted. The phase
delay was then calculated by dividing the time delay with the time it takes the wave to
travel one wavelength at 3MHz, and multiplying it by 360 , to obtain the phase delay in
degrees. Fig. 6.7 shows the phase delay across the array for the CMUT and the PZT in
top and bottom, respectively.
No curvature was seen of the CMUT, however the PZT was observed to curve. The
bottom/column elements phase delays were seen to have a concave profile, whereas the
top/row elements had a convex profile. This saddle shape was believed to originate from
stress build up during the assembly.
6.1.2.6 Surfa e pressure
The surface pressure was derived from the hydrophone measurement. The recorded
pressure was compensated to find the emitted pressure at the transducer surface. This
compensation factor was calculated by simulating a single element in Field II (Jensen
1996; Jensen and Svendsen 1992). The element was set to emit a 3MHz, 4-cycle
sinusoidal wave, and the pressure magnitude relative to the pressure magnitude at the
element surface was simulated. The compensation factor for the PZT and CMUT were
9.14 and 8.83, respectively. The difference was caused by the different locations of the
hydrophone during the two measurements. The surface pressure across the arrays is
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Figure 14: Surface pressure across the array elements of both probes. Element
number from 1-62 corresponded to the columns and 63-124 to the rows.
Notice that there was no difference between the pressures
emitted by the CMUT columns (elements 1-62) and the CMUT
rows (elements 63-124). One would have expected a lower
emitted pressure from the columns due to the increased para-
sitic capacitance, hence a lower coupling coefficient. This was,
however, not the case, since the power source during the emis-
sion was not limited in the amount of energy it could supply to
the transducer.
5.7. Receive sensitivity
The receive sensitivity was calculated by combining the re-
sult from hydrophone measurement (Section 4.3) with the re-
sult from pulse-echo measurement (Section 4.4). The receive
sensitivity of the transducers was found by dividing the re-
ceived voltage signal after a pulse-echo event with the incident
pressure. The incident pressure was deduced using the pres-
sure measured from the hydrophone set-up. The pressure drop
was compensated using the same Field II model described in
the previous section. Besides compensating the incident pres-
sure for the diffraction loss, the non-ideality of the plane re-
flector is also compensated for. The reflection coefficient for a
normal incident wave was solely determined from the acoustic
impedance discontinuity in the transmission medium. In water,
the reflection coefficient for a stainless steel reflector is 0.93
[47]. The receive sensitivity for each element across the two
probes is shown in Fig. 15. The mean values of the CMUT and
the PZT probe were 8.5±4.4µV/Pa and 14.4±1.9µV/Pa, re-
spectively.
The sensitivity of the CMUT bottom/column elements was
67% lower than the top/row elements. This was due to the ca-
pacitive coupling to the substrate discussed in Section 5.1. The
two parallel coupled capacitors (CCMUT and CBOX act as a cur-
rent divider, resulting in the lower detected voltage (lower sen-
sitivity). When imaging with RCA arrays, either the rows or
columns were used as transmitters and the orthogonal elements
as receivers. Choosing the bottom/column elements as the emit-
ters and the top/row elements as receivers, the imaging was not
affected by the lower sensitivity. However, determining 3-D
vector flow might have been affected since the sequence used
both rows and columns as emitters and receivers [48, 49].
















Figure 15: Sensitivity across the array elements of both probes. Element num-
ber from 1-62 corresponded to the columns and 63-124 to the rows.
















Figure 16: Insertion loss across the array elements of both probes. Element
number from 1-62 corresponds to the columns and 63-124 to the rows.
5.8. Insertion loss
The insertion loss is the loss of signal power resulting from
the ”insertion” of the device and is a measure of the overall
round-trip efficiency (round-trip loss of signal power). It was
calculated as the ratio of voltage received by an element after
a pulse echo event, VR, to the transmit voltage used to excite
the element, VT [47]. The received signal was compensated to
exclude the loss of signal due to diffraction and the non-ideality
of the planar reflector. A log-compression of the ratio yielded
the insertion loss in dB:




The insertion loss across both arrays is shown in Fig. 16. The
mean value all the elements of the PZT probe was  15.9±
1.5dB and the mean values of the rows and columns of the
CMUT probe were 26.4±0.9dB and 36.5±2.5dB, respec-
tively. Since the receive sensitivities of the two arrays were sim-
ilar, the lower insertion loss of the CMUT probe was mainly an
effect of the lower transduction efficiency from the mechani-
cal domain to the acoustic domain i.e. due to the lower surface
pressure. The insertion loss was mainly a parameter used in the
next section when estimating the acoustical crosstalk.
5.9. Acoustical crosstalk
The second measurement set-up described in Section 4.4 was
used for evaluating the crosstalk. The first 3µs of the received
data were disregarded because the receivers were saturated due
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Figure 6.8: Surface pressur across the array elem nts of bot probes. El ment number
from 1-62 corresponded to the columns and 63-124 to the rows.
shown in Fig. 6.8. The mean values for the CMUT and PZT were 0.55± 0.06MPa and
1.68± 0.09MPa, respectively.
Notice that there was no difference between the pressures emitted by the CMUT
columns (elements 1-62) and the CMUT rows (elements 63-124). One would have
expected a lower emitted pressure from the columns due to the increased parasitic ca-
pacitance, hence a lower coupling coefficient. This was, however, not the case, since the
power source during the emission was not limited in the amount of energy it could supply
to the transducer.
6.1.2.7 Receive s nsiti i y
The receive sensitivity was calculated by combining the result from hydropho e m a-
surement with the result from pulse-echo measurement. The receive sensitivity of the
transducers was found by dividing the received voltage signal after a pulse-echo event with
the incident pressure. The incident pressure was deduced using the pressure measured
from the hydrophone set-up. The pressure drop was compensated using the same Field II
model described in the previous section. Besides compensating the incident pressure for
the diffraction loss, the non-ideality of the plane reflector is also compensated for. The
reflection coefficient for a normal incident wave was solely determined from the acoustic
impedance discontinuity in the transmission medium. In water, the reflection coefficient
for a stainless steel reflector is 0.93 (Szabo 2014). The receive sensitivity for each element
across the two probes is shown in Fig. 6.9. The mean values of the CMUT and the PZT
probe were 8.5± 4.4µV/Pa and 14.4± 1.9µV/Pa, respectively.
The sensitivity of the CMUT bottom/c lumn l ments was 67% lower than the op/row
elements. This was du to the capacitive coupling to the substrate discussed in Section
6.1.2.1. The two parallel coupled capacitors (CCMUT and CBOX act as a current divider,
resulting in the lower detected voltage (lower sensitivity). When imaging with RCA
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Figure 14: Surface pressure across the array elements of both probes. Element
number from 1-62 corresponded to the columns and 63-124 to the rows.
Notice that there was no difference between the pressures
emitted by the CMUT columns (elements 1-62) and the CMUT
rows (elements 63-124). One would have expected a lower
emitted pressure from the columns due to the increased para-
sitic capacitance, hence a lower coupling coefficient. This was,
however, not the case, since the power source during the emis-
sion was not limited in the amount of energy it could supply to
the transducer.
5.7. Receive sensitivity
The receive sensitivity was calculated by combining the re-
sult from hydrophone measurement (Section 4.3) with the re-
sult from pulse-echo measurement (Section 4.4). The receive
sensitivity of the transducers was found by dividing the re-
ceived voltage signal after a pulse-echo event with the incident
pressure. The incident pressure was deduced using the pres-
sure measured from the hydrophone set-up. The pressure drop
was compensated using the same Field II model described in
the previous section. Besides compensating the incident pres-
sure for the diffraction loss, the non-ideality of the plane re-
flector is also compensated for. The reflection coefficient for a
normal incident wave was solely determined from the acoustic
impedance discontinuity in the transmission medium. In water,
the reflection coefficient for a stainless steel reflector is 0.93
[47]. The receive sensitivity for each element across the two
probes is shown in Fig. 15. The mean values of the CMUT and
the PZT probe were 8.5±4.4µV/Pa and 14.4±1.9µV/Pa, re-
spectively.
The sensitivity of the CMUT bottom/column elements was
67% lower than the top/row elements. This was due to the ca-
pacitive coupling to the substrate discussed in Section 5.1. The
two parallel coupled capacitors (CCMUT and CBOX act as a cur-
rent divider, resulting in the lower detected voltage (lower sen-
sitivity). When imaging with RCA arrays, either the rows or
columns were used as transmitters and the orthogonal elements
as receivers. Choosing the bottom/column elements as the emit-
ters and the top/row elements as receivers, the imaging was not
affected by the lower sensitivity. However, determining 3-D
vector flow might have been affected since the sequence used
both rows and columns as emitters and receivers [48, 49].
















Figure 15: Sensitivity across the array elements of both probes. Element num-
ber from 1-62 corresponded to the columns and 63-124 to the rows.
















Figure 16: Insertion loss across the array elements of both probes. Element
number from 1-62 corresponds to the columns and 63-124 to the rows.
5.8. Insertion loss
The insertion loss is the loss of signal power resulting from
the ”insertion” of the device and is a measure of the overall
round-trip efficiency (round-trip loss of signal power). It was
calculated as the ratio of voltage received by an element after
a pulse echo event, VR, to the transmit voltage used to excite
the element, VT [47]. The received signal was compensated to
exclude the loss of signal due to diffraction and the non-ideality
of the planar reflector. A log-compression of the ratio yielded
the insertion loss in dB:




The insertion loss across both arrays is shown in Fig. 16. The
mean value all the elements of the PZT probe was  15.9±
1.5dB and the mean values of the rows and columns of the
CMUT probe were 26.4±0.9dB and 36.5±2.5dB, respec-
tively. Since the receive sensitivities of the two arrays were sim-
ilar, the lower insertion loss of the CMUT probe was mainly an
effect of the lower transduction efficiency from the mechani-
cal domain to the acoustic domain i.e. due to the lower surface
pressure. The insertion loss was mainly a parameter used in the
next section when estimating the acoustical crosstalk.
5.9. Acoustical crosstalk
The second measurement set-up described in Section 4.4 was
used for evaluating the crosstalk. The first 3µs of the received
data were disregarded because the receivers were saturated due
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Figure 6.9: Sensitivity across he array lements of both probes. Element number from 1-62
corresponded to the columns and 63-124 to the rows.
arrays, either the rows or columns were used as transmitters and the orthogonal elements
as receivers. Choosing the bottom/column elements as the emitters and the top/row
elements as receivers, the imaging was not affected by the lower sensitivity. However,
determining 3-D vector flow might have been affected since the sequence used both
rows and columns as emitters and receivers (Holbek, Christiansen, Engholm, et al. 2016;
Holbek, Christiansen, Rasmussen, et al. 2015).
6.1.2.8 Insertion loss
The insertion loss is the loss of signal power resulting from the "insertion" of the device
and is a measure of the overall round-trip efficiency (round-trip loss of signal power). It
was calculated as the ratio of voltage received by an element af er a pulse echo event, VR,
to the transmit voltage used to excite the element, VT (Szabo 2014). The received signal
was compensated to exclude the loss of signal due to diffraction and the non-ideality of
th planar reflector. A log-compression of the ratio yielded the insertion loss in dB:




The insertion loss across both arrays is shown in Fig. 6.10. The mean value all the
elements of t PZT probe was  15.9 ± 1.5 dB and the mean values of the rows and
columns of the CMUT probe were  26.4 ± 0.9 dB a d  36.5 ± 2.5 dB, respectively.
Since the receive sensitivities of the two arrays were similar, the lower insertion loss
of the CMUT prob was mainly an effect of the lower transduction efficiency from
the mechanical domain to the acoustic domain i.e. due to the lower surface pressure.
The insertion loss was mainly a parameter used in the next section when estimating the
acoustical crosstalk.
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Figure 14: Surface pressure across the array elements of both probes. Element
number from 1-62 corresponded to the columns and 63-124 to the rows.
Notice that there was no difference between the pressures
emitted by the CMUT columns (elements 1-62) and the CMUT
rows (elements 63-124). One would have expected a lower
emitted pressure from the columns due to the increased para-
sitic capacitance, hence a lower coupling coefficient. This was,
however, not the case, since the power source during the emis-
sion was not limited in the amount of energy it could supply to
the transducer.
5.7. Receive sensitivity
The receive sensitivity was calculated by combining the re-
sult from hydrophone measurement (Section 4.3) with the re-
sult from pulse-echo measurement (Section 4.4). The receive
sensitivity of the transducers was found by dividing the re-
ceived voltage signal after a pulse-echo event with the incident
pressure. The incident pressure was deduced using the pres-
sure measured from the hydrophone set-up. The pressure drop
was compensated using the same Field II model described in
the previous section. Besides compensating the incident pres-
sure for the diffraction loss, the non-ideality of the plane re-
flector is also compensated for. The reflection coefficient for a
normal incident wave was solely determined from the acoustic
impedance discontinuity in the transmission medium. In water,
the reflection coefficient for a stainless steel reflector is 0.93
[47]. The receive sensitivity for each element across the two
probes is shown in Fig. 15. The mean values of the CMUT and
the PZT probe were 8.5±4.4µV/Pa and 14.4±1.9µV/Pa, re-
spectively.
The sensitivity of the CMUT bottom/column elements was
67% lower than the top/row elements. This was due to the ca-
pacitive coupling to the substrate discussed in Section 5.1. The
two parallel coupled capacitors (CCMUT and CBOX act as a cur-
rent divider, resulting in the lower detected voltage (lower sen-
sitivity). When imaging with RCA arrays, either the rows or
columns were used as transmitters and the orthogonal elements
as receivers. Choosing the bottom/column elements as the emit-
ters and the top/row elements as receivers, the imaging was not
affected by the lower sensitivity. However, determining 3-D
vector flow might have been affected since the sequence used
both rows and columns as emitters and receivers [48, 49].
















Figure 15: Sensitivi y across the array elements of both probes. Element num-
ber from 1-62 corresponded to the columns and 63-124 to the rows.
















Figure 16: Insertion loss across the array elements of both probes. Element
number from 1-62 corresponds to the columns and 63-124 to the rows.
5.8. Insertion loss
The insertion loss is the loss of signal power resulting from
the ”insertion” of the device and is a measure of the overall
round-trip efficiency (round-trip loss of signal power). It was
calculated as the ratio of voltage received by an element after
a pulse echo event, VR, to the transmit voltage used to excite
the element, VT [47]. The received signal was compensated to
exclude the loss of signal due to diffraction and the non-ideality
of the planar reflector. A log-compression of the ratio yielded
the insertion loss in dB:




The insertion loss across both arrays is shown in Fig. 16. The
mean value all the elements of the PZT probe was  15.9±
1.5dB and the mean values of the rows and columns of the
CMUT probe were 26.4±0.9dB and 36.5±2.5dB, respec-
tively. Since the receive sensitivities of the two arrays were sim-
ilar, the lower insertion loss of the CMUT probe was mainly an
effect of the lower transduction efficiency from the mechani-
cal domain to the acoustic domain i.e. due to the lower surface
pressure. The insertion loss was mainly a parameter used in the
next section when estimating the acoustical crosstalk.
5.9. Acoustical crosstalk
The second measurement set-up described in Section 4.4 was
used for evaluating the crosstalk. The first 3µs of the received
data were disregarded because the receivers were saturated due
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Figure 6.10: Insertion loss across the array elements of both probes. Element number from
1-62 corresponds to the columns and 63-124 to th rows.
6.1.2.9 Acou tical crosstalk
T s cond measurement set-up described in Section 6.1.1.4 was used for evaluating
the crosstalk. The firs 3µs t rece v d data were di regarded because the receivers
were aturated due to the tra smit p lse (electrical crosstalk) and the ring-down of the
electr nics.
Two different types of acoustical crosstalk can be evaluated when using RCA arrays:
Near st neighbor crosstalk and transmit-to-receive crosstalk (Christiansen, Jensen, and
Thomsen 2015). Emitting with one element at the time and extracting the maximum
of the signal from its neighbor yielded the nearest neighbor crosstalk for every element.
T provide a relative measure, the signal was normalized to the transmit voltage after
the latter was corrected for the insertion loss of the emitting element. The insertion
loss is reported in Section 6.1.2.8. The correction corresponded to a normalization of
t neighbor’s signal to the signal that the emitting element would have received, if the
transmitted pulse were reflected right at the transducer surface and subsequently received
by the emitting element. Thus, it yielded the relative acoustical coupling from one element
to its neighbor. The nearest neighbor crosstalk across the probes is shown in Fig. 6.11
and the mean values were  28.4± 2.4 dB and  30.0± 2.2 dB for the CMUT and PZT
probe, respectively. The nearest neighbor crosstalk of the CMUT was roughly 5 dB lower
than earlier reported values in literature (Bayram et al. 2007; Christiansen, Jensen, and
Thomsen 2015). The lower crosstalk could be due to the RTV silicone on top of the array.
The amount of crosstalk for the PZT probe was in the limit of hat is usually accepted
f r ultrasound probes. Ideally for phased arrays, one would dice into the piezoelectric
ceramic during fabrication and fill it up with the RTV silicone to reduce the crosstalk.
This was, however, not possible with RCA arrays.
To provide a measure of the crosstalk in an imaging set-up, the transmit-to-receive
crosstalk was estimated. This was calculated as the average of the maximum signal
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Figure 17: Nearest neighbor crosstalk across the array elements of both probes.
Element number from 1-62 corresponds to the columns and 63-124 to the rows.
to the transmit pulse (electrical crosstalk) and the ring-down of
the electronics.
Two different types of acoustical crosstalk can be evalu-
ated when using RCA arrays: Nearest neighbor crosstalk and
transmit-to-receive crosstalk [50]. Emitting with one element
at the time and extracting the maximum of the signal from its
neighbor yielded the nearest neighbor crosstalk for every ele-
ment. To provide a relative measure, the signal was normal-
ized to the transmit voltage after the latter was corrected for the
insertion loss of the emitting element. The insertion loss is re-
ported in Section 5.8. The correction corresponded to a normal-
ization of the neighbor’s signal to the signal that the emitting
element would have received, if the transmitted pulse were re-
flected right at the transducer surface and subsequently received
by the emitting element. Thus, it yielded the relative acoustical
coupling from one element to its neighbor. The nearest neigh-
bor crosstalk across the probes is shown in Fig. 17 and the mean
values were  28.4±2.4dB and  30.0±2.2dB for the CMUT
and PZT probe, respectively. The nearest neighbor crosstalk of
the CMUT was roughly 5 dB lower than earlier reported values
in literature [50, 51]. The lower crosstalk could be due to the
RTV silicone on top of the array. The amount of crosstalk for
the PZT probe was in the limit of what is usually accepted for
ultrasound probes. Ideally for phased arrays, one would dice
into the piezoelectric ceramic during fabrication and fill it up
with the RTV silicone to reduce the crosstalk. This was, how-
ever, not possible with RCA arrays.
To provide a measure of the crosstalk in an imaging set-up,
the transmit-to-receive crosstalk was estimated. This was cal-
culated as the average of the maximum signal received on all
elements orthogonal to the emitting element. The average was
normalized to the transmit voltage of the emitting element and
corrected for the insertion loss. The transmit-to-receive ele-
ments crosstalk is shown in Fig. 18 for both arrays and the mean
values were  40.0±0.5dB and  53.7±0.9dB for the CMUT
and PZT probe, respectively. This was consistent with results
in literature for the CMUT [50] and has not been previously
reported for PZT RCA arrays.
















Figure 18: Transmit-receive elements crosstalk across the array elements of
both probes. Element number from 1-62 corresponds to the columns and 63-
124 to the rows.
6. Discussion
We have presented the development and transducer perfor-
mance of two RCA probes for real-time volumetric imaging
based on two competing technologies: CMUT and PZT. The
central part of this paper has been to characterize the two de-
veloped transducers. The characterization should not be seen
as a comparison of the two technologies, but as a display of
the capabilities of the row–column-addressing scheme using
these two technologies. However, since these two technologies
are evaluated next to each other, one cannot avoid comparing
them. The strengths and weaknesses of the emerging technol-
ogy, CMUT, will therefore be discussed in relation to the tradi-
tional technology, PZT.
One of the most highlighted advantages of the CMUT is
its higher bandwidth relative to the PZT technology. The
mean 6dB bandwidth was 29 percentage points higher for the
CMUT probe compared to the PZT. The higher bandwidth is
caused by the CMUT acting as an overdamped system, due to
the low impedance of the vibrating plate in immersion. The
high bandwidth and the corresponding short pulse length re-
sulted in an improved axial resolution. It can also be beneficial
in non-linear imaging.
A current limitation of the CMUT technology is the lower
emitted pressure. This is a result of the low inertia of the plate
(thin plate, low mass). The surface pressure of the PZT probe
was consistently 3 times higher than the CMUT probe. Con-
trary to expectations, the mean receive sensitivity of the PZT
probe was 11% higher than the top/row elements of the CMUT
probe. Optimizing the structure, plate design, layout, and driv-
ing conditions can improve the sensitivity of the CMUT array.
Packing the cells closer will increase the effective area. The
CMUT structure can be designed to decrease the parallel para-
sitic capacitance originating from the bonding area between the
cells. This could be implemented by incorporating a bump in
the cavity as introduced by Park et al. [52]. This facilitates the
possibility of having a high ratio of post oxide thickness to gap
height. Improving the driving conditions also makes it possible
to increase performance of the CMUT probe. The bias voltage
is closely related to the electro-mechanical coupling coefficient
describing the efficiency at which the mechanical energy (vibra-
11
Figure 6.11: Nearest neighbor crosstalk across the array elements of both probes. Element
number from 1-62 corresponds to the columns and 63-124 to the rows.

















Figure 17: Nearest neighbor crosstalk across the array elements of both probes.
Element number from 1-62 corresponds to the columns and 63-124 to the rows.
to the transmit pulse (electrical crosstalk) and the ring-down of
the electronics.
Two different types of acoustical crosstalk can be evalu-
ated when using RCA arrays: Nearest neighbor crosstalk and
transmit-to-receive crosstalk [50]. Emitting with one element
at the time and extracting the maximum of the signal from its
neighbor yielded the nearest neighbor crosstalk for every ele-
ment. To provide a relative measure, the signal was normal-
ized to the transmit voltage after the latter was corrected for the
insertion loss of the emitting element. The insertion loss is re-
ported in Section 5.8. The correction corresponded to a normal-
ization of the neighbor’s signal to the signal that the emitting
element would have received, if the transmitted pulse were re-
flected right at the transducer surface and subsequently received
by the emitting element. Thus, it yielded the relative acoustical
coupling from one element to its neighbor. The nearest neigh-
bor crosstalk across the probes is shown in Fig. 17 and the mean
values were  28.4±2.4dB and  30.0±2.2dB for the CMUT
and PZT probe, respectively. The nearest neighbor crosstalk of
the CMUT was roughly 5 dB lower than earlier reported values
in literature [50, 51]. The lower crosstalk could be due to the
RTV silicone on top of the array. The amount of crosstalk for
the PZT probe was in the limit of what is usually accepted for
ultrasound probes. Ideally for phased arrays, one would dice
into the piezoelectric ceramic during fabrication and fill it up
with the RTV silicone to reduce the crosstalk. This was, how-
ever, not possible with RCA arrays.
To provide a measure of the crosstalk in an imaging set-up,
the transmit-to-receive crosstalk was estimated. This was cal-
culated as the average of the maximum signal received on all
elements orthogonal to the emitting element. The average was
normalized to the transmit voltage of the emitting element and
corrected for the insertion loss. The transmit-to-receive ele-
ments crosstalk is shown in Fig. 18 for both arrays and the mean
values were  40.0±0.5dB and  53.7±0.9dB for the CMUT
and PZT probe, respectively. This was consistent with results
in literature for the CMUT [50] and has not been previously
reported for PZT RCA arrays.
















Figure 18: Transmit-receive elements crosstalk across the array elements of
both probes. Element number from 1-62 corresponds to the columns and 63-
124 to the rows.
6. Discussion
We have presented the development and transducer perfor-
mance of two RCA probes for real-time volumetric imaging
based on two competing technologies: CMUT and PZT. The
central part of this paper has been to characterize the two de-
veloped transducers. The characterization should not be seen
as a comparison of the two technologies, but as a display of
the capabilities of the row–column-addressing scheme using
these two technologies. However, since these two technologies
are evaluated next to each other, one cannot avoid comparing
them. The strengths and weaknesses of the emerging technol-
ogy, CMUT, will therefore be discussed in relation to the tradi-
tional technology, PZT.
One of the most highlighted advantages of the CMUT is
its higher bandwidth relative to the PZT technology. The
mean 6dB bandwidth was 29 percentage points higher for the
CMUT probe compared to the PZT. The higher bandwidth is
caused by the CMUT acting as an overdamped system, due to
the low impedance of the vibrating plate in immersion. The
high bandwidth and the corresponding short pulse length re-
sulted in an improved axial resolution. It can also be beneficial
in non-linear imaging.
A current limitation of the CMUT technology is the lower
emitted pressure. This is a result of the low inertia of the plate
(thin plate, low mass). The surface pressure of the PZT probe
was consistently 3 times higher than the CMUT probe. Con-
trary to expectations, the mean receive sensitivity of the PZT
probe was 11% higher than the top/row elements of the CMUT
probe. Optimizing the structure, plate design, layout, and driv-
ing conditions can improve the sensitivity of the CMUT array.
Packing the cells closer will increase the effective area. The
CMUT structure can be designed to decrease the parallel para-
sitic capacitance originating from the bonding area between the
cells. This could be implemented by incorporating a bump in
the cavity as introduced by Park et al. [52]. This facilitates the
possibility of having a high ratio of post oxide thickness to gap
height. Improving the driving conditions also makes it possible
to increase performance of the CMUT probe. The bias voltage
is closely related to the electro-mechanical coupling coefficient
describing the efficiency at which the mechanical energy (vibra-
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Figure 6.12: Transmit-receive elements crosstalk across the array elements of both probes.
Element number from 1-62 corresponds to the columns and 63-124 to the rows.
received on all elements orthogonal to the emitting ele ent. The average was normaliz d
to the transmit voltage of the emitting element and corrected for the insertion loss. The
transmit-to-receive elements crosstalk is shown in Fig. 6.12 for both arrays and the
mean values were  40.0± 0.5 dB and  53.7± 0.9 dB for the CMUT and PZT probe,
respectively. This was consistent with results in literature for the CMUT (Christiansen,
Jensen, and Thomsen 2015) and has not been previously reported for PZT RCA arrays.
6.1.3 Discussion
We have presented the development and transducer performance of two RCA probes fo
real-time volumetric imaging based on two competing technologies: CMUT and PZT.
The central part of this paper has been to characterize the two developed transducers.
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The characterization should not be seen as a comparison of the two technologies, but
as a display of the capabilities of the row–column-addressing scheme using these two
technologies. However, since these two technologies are evaluated next to each other, one
cannot avoid comparing them. The strengths and weaknesses of the emerging technology,
CMUT, will therefore be discussed in relation to the traditional technology, PZT.
One of the most highlighted advantages of the CMUT is its higher bandwidth relative
to the PZT technology. The mean  6 dB bandwidth was 29 percentage points higher for
the CMUT probe compared to the PZT. The higher bandwidth is caused by the CMUT
acting as an overdamped system, due to the low impedance of the vibrating plate in
immersion. The high bandwidth and the corresponding short pulse length resulted in an
improved axial resolution. It can also be beneficial in non-linear imaging.
A current limitation of the CMUT technology is the lower emitted pressure. This
is a result of the low inertia of the plate (thin plate, low mass). The surface pressure
of the PZT probe was consistently 3 times higher than the CMUT probe. Contrary to
expectations, the mean receive sensitivity of the PZT probe was 11% higher than the
top/row elements of the CMUT probe. Optimizing the structure, plate design, layout,
and driving conditions can improve the sensitivity of the CMUT array. Packing the cells
closer will increase the effective area. The CMUT structure can be designed to decrease
the parallel parasitic capacitance originating from the bonding area between the cells.
This could be implemented by incorporating a bump in the cavity as introduced by Park
et al. (Park et al. 2008). This facilitates the possibility of having a high ratio of post
oxide thickness to gap height. Improving the driving conditions also makes it possible to
increase performance of the CMUT probe. The bias voltage is closely related to the electro-
mechanical coupling coefficient describing the efficiency at which the mechanical energy
(vibrations) is converted to electrical energy and vice versa. The coupling coefficient
approaches unity at the pull-in voltage (Yaralioglu et al. 2003). Increasing the bias voltage
will result in a higher receive sensitivity and emitted pressure (Lei et al. 2015). The
bias voltage of the probe in this study was limited to 200V because of the integrated
electronics. As a result, the probe is operated at a maximum of 83% of the pull-in voltage.
The optimal driving conditions and the gain hereof will be investigated in future research.
If both the emitted pressure and the receive sensitivity are taken into account, one will
expect the penetration depth of the PZT probe to be 3.4 times higher compared to the
CMUT probe at these driving conditions. A potential way of increasing the pressure, and
hence the penetration depth, is by emitting with more than one element. However, the
pressure generated by the transducer is usually limited by both the mechanical index and
the temperature of the probe itself (FDA 2008).
An advantage of the RCA scheme is that the crosstalk in the imaging configuration,
transmit-to-receive element crosstalk, is significantly lower than the nearest element
crosstalk. This is due to the orthogonal orientation of the transmit- and receive-elements,
as explained by Christiansen et al. (Christiansen, Jensen, and Thomsen 2015). There was,
however, a significant difference of 14 dB between transmit-to-receive element crosstalk
of the CMUT and PZT array, which is attributed to the electronic ring-down of the system.
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PZT 1-D config.
Receving element no.



















































Figure 6.13: Data acquired using the set-up described in Section 6.1.1.4. Time zero
corresponds to the onset of the transmit pulse. Element 1 is used as the emitter and all
elements are used to receive. The 1-D configuration shows the signals received from the
elements parallel to the emitting element, and the RC configuration shows the signals received
on the orthogonal element.
Both types of crosstalk are visualized in Fig. 6.13, where element number 1 is excited, and
all elements record the received signal. The recorded signals were normalized with the
insertion loss of the corresponding receiving element. The 1-D configuration shows the
signals received from the elements parallel to the emitting element, and RC configuration
shows the signals received of the orthogonal elements. For both configurations the ring-
down is observed. In the 1-D configuration the crosstalk was observed on top of the
ring-down signal, which were seen as high velocity waves starting in the upper left corner.
In the RC configuration, the crosstalk was not observed due to the ring-down of the
electronics, which was of similar magnitude. The transmit-to-receive element crosstalk
reported of both arrays is therefore not the true crosstalk, but a measure of the maximum
crosstalk. Since the insertion loss was 14 dB lower on average for the CMUT array and
the electronic ring-down was of similar magnitude, the 14 dB higher maximum crosstalk
is expected.
6.2 Imaging Performance
To evaluate the imaging performance of both probes, two different phantoms are imaged
using the beamforming technique described in Section 3.2. This was the subject of
Paper H. A synthetic aperture imaging (SAI) sequence was designed for imaging down
to 14 cm of depth. It utilized transmissions on the row elements, and the echoes were
6.2. Imaging Performance 131


















































































Figure 6.14: The measured lateral and axial resolution of the two probes. It FWHM are
derived from the line spread function from the imaged wire phantom. (a): CMUT. (b): PZT.
collected with all the column elements. Both single elements and focused emissions
behind the transducer, f# =  1, were tested. The elements were excited with a 2-cycle
sinusoidal pulse with a center frequency of 3MHz. For a speed of sound of 1540m/s,
182µs was required to acquire a single image line to a depth of 14 cm. For 62 emissions
this was equivalent to a volume rate of 88Hz. IQ-modulated RF data were used for
beamforming a low-resolution volume for every emission and finally, by summing all the
low-resolution volumes in phase, a high-resolution volume was generated.
To evaluate the resolution as function of depth, the FWHM of wire spread functions, a
geometrical copper wire phantom was used as line targets. The wires were placed in a grid
of 13 rows and 3 columns with a spacing of 1 cm and had a diameter of 200µm, smaller
than the wavelength of a 3MHz ultrasound wave. The probes were placed centered
around the center column and a plane through the wires was beamformed. Fig. 6.14
illustrate the calculated FWHM in the lateral and axial direction at different depths. The
lateral FWHM increases with depth and the axial is constant as expected. By using the
sequence with focused transmission, f# =  1, the FWHM increases in both the lateral
and axial direction, compared to the single emission sequence. This can be attributed
to the phase delay variation across the transducers which were seen in Fig. 6.7. This
leads to an imperfect transmit and receive focus. In receive, this can be compensated of
the measurements, whereas in transmit the compensation can only be performed during
the transmit sequence. The better axial resolution of the CMUT, FWMHM = 1.02  on
average, compared to the PZT, FWHM = 1.23  on average, is caused by the shorter
pulse length as seen in the impulse response.
The SNR of the two sequences with the two probes were calculated to estimate the
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Figure 6.15: The SNR of the CMUT and PZT probed estimated by imaging a tissue
mimicking phantom and calculating the SNR using eqn. 6.3. The thick lines are the estimated
SNR and the thin lines are the linear fit used to estimate the penetration depth.
penetration depth. It is a measure of how well soft tissue can be distinguished from
the electronic noise. It is calculated from several B-mode images acquired of a tissue
mimicking phantom. It is calculated by
SNR(x) =
    1N PNn=1 sn(x)   2    1N PNm=1 ⇣sm(x)  1N PNn=1 sn(x)⌘   2 , (6.3)
where x = (x, y, z) is the voxel coordinate, and sn a single beamformed image frame
with index n. The penetration depth is defined as the point where the SNR drops below
0 dB.
A tissue mimicking phantom, model 571 from Danish Phantom design (Frederikssund,
Denmark), with an attenuation of 0.5 dB/(cmMHz) was used to estimate the penetration
depth. A volume region of the phantom was imaged 20 times and the SNRs are shown in
Fig. 6.15. Using single elements emissions, the CMUT probe is estimated to penetrate
10 cm, whereas the PZT probe can penetrate 14 cm. However, by using all the element
in transmit with a f# =  1, the penetration depth of the CMUT probe is increased to
14 cm. The SNR of the PZT probe is extrapolated to being able to penetrate to a depth of
25 cm. The large elements of RCA arrays makes it possible to obtain a large penetration
depth. This opens for the possibility of new imaging diagnostics and maybe even imaging
of obese patients.
The heating of the probes during imaging, also needs to be investigated. It has to lie
within the safety limits set by the FDA (IEC 2015). Both the electronics in the handle
and the transducers are dissipating power and generating heat. To investigate the heating
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Figure 6.16: The temperature of the two probes in air. Two scenarios were tested, one with
only the amplifiers turned on and the second where the imaging sequence also were running.
Two temperature sensors were placed on the probes, one on the sole and the other on the
body. (a): CMUT. (b): PZT.
of the probes in an air environment, two temperature sensors was placed on the probes.
One sensor was placed on the sole and the other on the body of the probe. Two different
scenarios were investigated. One where only the electronics were turned on, and the other
where the transducer were also emitting. The measured temperatures of the two probes are
shown in Fig. 6.16. Both probes were dominated by the heating of the power dissipated in
the electronics and no significant difference was observed when the transmission sequence
was also turned on. Both probes satisfied the FDA safety limits with respect to having a
temperature lower than the human body. However, the temperature rise did not satisfy the
requirement of less than a 10  C in 60 minutes. However, this can be optimized from the
electronics perspective. The pure heating of a CMUT transducer versus a PZT transducer
would be interesting to investigate in the future, as the probe heating is usually what limits
ultrasound imaging sequences with high frame rate.
6.3 Chapter Summary
This chapter presented the characterization and imaging assessment of two 62 + 62
RCA ultrasound probes based on CMUT and on PZT technology. The reliability and
performance of the probes were assessed through electrical and acoustical measurements.
Four different measurement set-ups were used and the probes electrical capacitances,
center frequencies, bandwidths, phase delays, surface pressures, receive sensitivities,
insertion loss, and acoustical crosstalks were evaluated. The weighted center frequencies
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were exactly 3.0MHz for both probes, as designed. The  6 dB fractional bandwidth
was 29 percentage point higher for the CMUT probe than the PZT. The surface pressure
of the PZT probe was a factor 3 times higher relative to the CMUT probe. The driving
conditions of the CMUT probe was limited by the integrated electronics in the probe
handle, which could otherwise have improved its performance. The imaging performance
was evaluated by imaging a wire phantom and a tissue mimicking phantom using a SAI
technique. The two probes had similar lateral resolution, whereas the CMUT had a better
axial resolution. The penetration depth was estimated from the SNR and the CMUT probe
could penetrate down to 14 cm and the PZT probe down to 25 cm. The large elements of
RCA arrays makes it possible to obtain a large penetration depth. The higher penetration
depth of the PZT probe was attributed to the larger output pressure. The heating of the
probes during operation were dominated by the power dissipated by the electronics.
CHAPTER7
Acoustic Diverging Lens
This chapter investigates the use of lenses for RCA transducers to increase the FOV.
The FOV of flat RCA transducers are limited to the forward looking rectilinear volume
region in front of the transducer. For applications such as abdominal and cardiac imaging,
a curvilinear volume region is necessary. To obtain true phased array imaging with a
RCA array, the array has to be double curved to spread the energy (Démoré et al. 2009).
Chen et al. showed that a RCA CMUT array could be bended in one dimension by
encapsulating the array in a PDMS and removing the handle substrate (Chen et al. 2016).
However, manufacturing of double curved transducers in two dimensions are challenging.
Instead a double curved diverging acoustic lens can be used on top of the array (Joyce
and Lockwood 2014). Acoustic lenses can easily be manufactured in the required shape
and is a well-tested manufacturing technology within the field of ultrasound transducers.
This chapter present the results from the development of diverging lenses for RCA arrays.
First, Paper K and Paper L explores the diverging lens idea with a single-layer acoustic
lens. However, when common lens materials are used for a single-layer diverging lens,
they exhibit deficiencies in performance or form factor. A compound lens solution was
therefore explored in Paper M to achieve useful FOV while retaining clinically-acceptable
patient contact characteristics. Finally, a RCA probe with a diverging compound lens is
developed based on all the experience gain during this project.
7.1 Diverging Lens
A concave diverging lens can be designed with a material having a lower speed of sound
compared to tissue, as illustrated in Fig. 7.1(a). The thickness will increase towards the
corners and the edges of the array. Alternatively, a convex diverging lens can be formed
with a material with a higher speed of sound compared to tissue.
For a thin lens where the radius is much larger than the arc height, the focal distance












where c1 and cm are the speed of sound in the lens material and the medium, respectively.
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Figure 7.1: Sketch of single material lenses. The gray color indicates the lens material having
a speed of sound v1 and the speed of sound of the medium is v2. R is the radius of the lens
centered around C and H is the arc height.
Two add-on lenses were made by casting RTV, RTV664 (Momentive Performance
Materials Inc., NY, USA), into a rigid plastic frame using two different sized stainless
steel ball bearings to form the curved surfaces. A mold assembly was made, consisting
of a flat bottom plate and a top plate with a circular hole in which a steel ball sat during
curing. The frame was sandwiched between these two plate, which were screwed together
to ensure a controlled thickness. The silicone was poured into the mold assembly and
degassed under vacuum to eliminate bubbles. During cure, the mold assembly was placed
into a spring-loaded clamping fixture to press the ball into the cavity. Fig. 7.2(a) shows
the steel balls sitting in the top plate after the silicone have cured, but before the balls
were removed from the molded parts. Fig. 7.2(a) shows the finished add-on lenses after
the balls have been removed.
Fig. 7.3(a-c) shows the simulated transmit pressure field obtained with PZFlex without
a lens and with the lenses. Only half of the transmit beam in the lateral plane is modeled,
due to symmetry across the center axis at the middle of the lens. The origin corresponds
to the center of the transducer array. The beam profiles are generated by storing the
maximum pressure at each point during propagation of the pressure wave fronts. The
pressure wave fronts are produced using a one-cycled sinusoid excitation propagating
through the lens material (longitudinal attenuation of 1.4 dB/mm at 3MHz) as well as
the water (1482m/s) with no attenuation (0 dB/mm) down to a 35mm depth.
To validate the diverging properties of the lenses, Fig. 7.3(d-f) shows the optical
projection of the density gradient generated by the acoustic pressure in water based on the
Schlieren imaging concept. The results were obtained using the OptiSon ultrasound beam
analyzer (Onda Corporation, CA, USA). A burst of sinusoidal excitation pulses at 3MHz
center frequency was transmitted using one element near the center of the array. The
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(a) (b)
Figure 7.2: Illustration of the fabrication process for two concave diverging lenses made out
of RTV664 silicone casted in a thermoplastic frame: (a) mold assembly and (b) final add-on
lenses.
Table 7.1: Theoretical, simulated, and measured FOVs of both lenses.
Radius Estimation using: FOV in water
Theoretical 19.8 
25.4mm Simulation (6 dB) 23.4 
Measurement (6 dB) 23.9 
Theoretical 33.3 
12.7mm Simulation (6 dB) 38.2 
Measurement (6 dB) 38.4 
lenses were not centered accurately on the probe during the measurement, as observed by
the slight asymmetry of the beam profiles.
The theoretical, simulated, and measured FOV in water are listed in Table 7.1. The
simulated and measured FOVs are consistent, with less than one degree difference. The
theoretical estimation is underestimating the FOV with a couple of degrees.
To illustrate the increased FOV a wire phantom was imaged with the lenses. The
images was generated with a beamformer specific to curved RCA arrays described in
Section 3.4. Fig. 7.4 shows the beamformed images of a cross-plane through the wires
down to a depth of 14 cm and with a dynamic range of 30 dB. (a) shows the imaged wires
without a diverging lens, (b) shows the wires using the lens with a radius of 25.4mm,
and (c) shows the wires using the lens with a radius of 12.7mm. Without the lenses, only
the three center columns of wires are visible. With the lenses, several columns of wires




































Figure 7.3: (a-c): Simulated transmit acoustic field of both lenses simulated in PZFlex, and
the boundary of the lenses are highlight with a white dashed line. Without a lens (a), with
the 25.4mm lens (b), and with the 12.7mm lens (c). (d-f): Measured transmitted acoustic
field with an OptiSon ultrasound beam analyzer. Without a lens (d), with the 25.4mm lens
(e), and with the 12.7mm lens (f).











































































































(d) 25.4mm radius, z=40mm






















(e) no lens, z=43mm
Figure 8. Five C-planes of 3-D PSFs are shown at a dynamic range of 40 dB. The origin corresponds to the center of the transducer surface aligned with a































































































































Figure 9. Three cross planes (azimuth, elevation, and C-plane) of a wire grid phantom imaged without and with both lenses are shown in a 30-dB dynamic
range, (left column) without lens, (middle column) for the 25.4mm radius lens, and (right column) for the 12.7mm radius lens. The C-planes are at a depth of













































Figure 7.4: Beaformed images of a wire phantom through the wires (a): without a lens, (b):
with a lens having a radius of 25.4mm and (c): with a lens having a radius of 12.7mm.
are visible within the FOV. This shows that both the beamforming method and the lens
works as expected. Using a diverging lens for RCA arrays is a feasible solution to obtain
a curvilinear FOV.
7.2 Compound Lens
The downside of the lenses presented in the previous section is that the shapes were
concave, since the RTV rubber had a speed of sound lower than tissue. A concave front
curvature makes patient contact very difficult as air can be trapped between the patient
and the transducer sole, so a flat or convex front is usually a requirement. A lens material
with a speed of sound higher than tissue can solve this problem. One concern is that the
center of the acoustic wave is attenuated more than the edge, resulting in higher sidelobe
levels. Another concern is that these materials are often stiffer, which might be a problem
for CMUTs, as this can influence the plate behavior. A different solution could be to use
a compound lens of two or more materials to obtain a flat or convex front. This was the
topic of Paper M, a d the findings are presented in the following.
A diverging compound lens was designed and evaluated by Yang et al. for photoa-
coustic computed tomography (Yang et al. 2017). The aim was to increase the receive
directivity of the detectors to avoid deformation of off-center targets. They used concave
shaped PDMS as the outer layer, and convex shaped epoxy as the inner lens, as illustrated
in Fig. 7.5. It was shown that the  6 dB acceptance angle could be increased from 11  to
55 .
Other compound lenses have been investigated for 1-D transducers for elevation
focusing, when a high mechanical strength or hardness was required to protect the











Figure 7.5: Conceptual sketch of two compound lenses, Concave, and Convex, made from
two di erent materials. The lens type is defined from the shape of the inner lens, i.e. the
lens closest to the acoustic stack. For the lens to diverge the beam the speed of sound of
material F should be larger than material S.
acoustic stack and the sole against cuts, which is important in a surgical setting, or if
an impervious material is needed to make it easy to sterilize without compromising the
array performance. Such materials usually have a higher speed of sound than tissue,
requiring the focusing to be achieved by making the external lens surface concave. As
the market is suspicious of concave front curvature for patient contact, the acoustic stack
can be curved to match to a convex interior lens surface, while keeping the lens front
flat. Curving the stack has manufacturing disadvantages and is sometimes prohibitive to
maintaining element integrity across the entire array. To obtain a flat or convex surface
without curving the stack, a compound lens of two or more different materials can be
used. One embodiment is described in (Miller 1983) with an outer lens having a sound
velocity greater than tissue and with a concave inner surface facing the transducer for
focusing the energy. The material could be polymethylpentene (PMP), polyethylene (PE),
or polypropylene (PP), all rubber modified. The outer surface may have a slightly curved
surface for easy rocking around with transducer while in contact. The inner lens has a
sound velocity close to tissue and both materials have an acoustic impedance close to
tissue and are electrically insulating. The material suggested could be polyurethane (PU).
Another embodiment is described in (Snyder, Keres, and Frey 1996) and deals with the
problem of the susceptibility of silicone rubber to damage by providing a compound lens
with an outer layer of a more durable material. The compound lens is made of two lenses,
where the inner lens has an cylindrical outer surface, a planner inner surface coupled to the
array and the sound velocity is lower than tissue. This material could be silicone rubber
or similar. The outer lens has an concave cylindrical inner surface, a convex cylindrical
outer surface and the sound velocity is faster than tissue. Suggested materials are nylon,
PMP and PE.
A sketch of two types of compound lenses with two lens materials, F and S, and a flat
outer surface is shown in Fig. 7.5. The lens type is defined from the shape of the inner
lens, i.e. the lens closest to the acoustic stack. For the lens to diverge the beam the speed
of sound in material F should be higher than in material S. The following section describes
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an analytic approach for predicting the focal depth as function of material properties and
dimensions, and it is evaluated in relation to a FEA model.
7.2.1 Analytic model
Compound lenses can be analytically modeled using Snell’s law, the small angle approxi-
mation, and assuming that the lens is infinitely thin. The angle of incidence and refraction
of the first boundary, between the inner and the outer lens, is named ✓1 and ✓2, and at the
second boundary, between the outer lens and the medium, is named ✓3 and ✓4, as shown















































where R is the radius of curvature, L is the elevation height, c1 is the speed of sound in
the inner lens, c2 is the speed of sound in the outer lens, and cm is the speed of sound in
the medium.
If the small angle approximation, sin (⇥) ⇡ ⇥, is employed, we find













































By combining the above equations, the radius, focal depth, and material speeds of sound











or in a nondimensional form,
R
L
= f#n2 (n1   1) = f#↵, (7.15)
where f# is the focusing f-number (f# = fD/L), n2 is the index of refraction between
the outer lens and the medium (n2 = cm/c2), and n1 is the index of refraction between
the inner lens and the outer lens (n1 = c2/c1). (7.14) and (7.15) reveals that there is a
linear relationship between the focal depth and the radius of curvature, and that the slope,
↵, is controlled by the material properties. This model is valid for both converging and
diverging lenses.
7.2.2 FEM Model
FEA models of diverging compound lenses were developed in PZFlex (PZFlex, Cupertino,
CA, USA) for the lenses sketched in Fig. 7.6. A 2-D model with symmetry applied across
the center axis at the middle of the lens was utilized. A pressure wave was generated along
one of the edges to mimic an emitting transducer with an elevation, L, of 20mm, and
it was transmitted through the compound lens and into the medium. The pressure wave
was a 3MHz single cycle sinusoid. Both a convex and a concave lens were simulated.
The longitudinal speed of sound of material S was 0.8mm/µs, material F was 2mm/µs,
and the medium was 1.5mm/µs. The two lens materials and the medium were perfectly
matched with respect to specific acoustic impedance, and the acoustic attenuation was
neglected. The chord length of the lens, Lchord, was 5% wider than the elevation, L, and
the height of the arc, H , depended on the radius as

























Figure 7.6: A compound diverging lens of two materials with di erent speeds of sound
c1 and c2. Such lenses can be manufactured in (a) a concave (c1 < c2) or (b) a convex
(c1 > c2) shape. The edge of the beam is highlighted with a solid red line, and the wave
front is shown as a dashed red line. The color scheme is the same as used in Fig. 7.5, and









The size of the simulation window was 20mm wide and 20mm high, and a square
mesh with an element side length of 5.55µm was used, corresponding to 48 elements per
wavelength in material S. An absorbing boundary was used at the edges of the medium.
The simulated time period was 14µs, allowing enough time for the pressure wave to
propagate all the way through the simulation window.
Fig. 7.7 shows how the calculated pressure fields of a concave and convex compound
lens were evaluated to calculate the FOV. The beam profiles were generated by storing
the maximum pressure amplitude at each mesh point during propagation of the pressure
wave fronts. The  6 dB beam width was used to evaluate the FOV, highlighted with a










7.2.3 Results & Discussion
The results of the analytic model and the two PZFlex models, convex and concave, are
compared in Fig. 7.8 for radii between 20mm and 80mm. Notice that the linear relation
between the radius and the f-number are observed as expected, and the slopes, ↵, are




























Figure 7.7: The beam profiles are generated by storing the maximum pressure amplitude at
each mesh point during propagation of the pressure wave fronts and are normalized to the
excitation pressure amplitude. The  6 dB beam width was used to evaluate the FOV and





Analytic PZFlex Convex PZFlex Concave









Figure 4: The analytic model and the two PZFlex models are compared with respect to the f-number, f#, and the FOV. In the simulations an
elevation of L= 20mm was used.
Concave, R=20mm














Figure 5: The internal reflection of the concave lens type with a normalized radius of R/L = 1. The red lines show the interface between the
different materials of the lens and the medium.
a 0.1 higher f-number than the concave model on average and the analytic model predicting a 0.25 higher f-number93
on average.94
Below a radius of 25mm (R/L= 1.25), the result of the simulation of the concave lens diverges from the expected95
linear relation. This was due to internal reflections within the compound lens as seen in Fig. 5. This figure shows the96
pressure field for a concave lens with a radius of 20mm (R/L= 1). The interface between the two lens materials and97
the medium is highlighted with a red line. Part of the pressure field was reflected from the interface of the two lens98
materials and was propagating within the lens.99
The critical radius of the lens, Rc, for internal reflections in the lens can be estimated using the criterion for total100
internal reflection. Total reflection occurs when101
6
Figure 7.8: The analytic model and the two PZFlex models are compared with respect to
the f-number, f#, and the FOV. In the simulations an elevation of L = 20mm was used.
↵analytic = 2.22, ↵convex = 2.19, and ↵concave = 2.22. The relative difference between
the slope values are less than 1.5%. Offsets between the three models are observed with
the convex model predicting a 0.1 higher f-number than the concave model on average
and the analytic model predicting a 0.25 higher f-number on average.
Below a radius of 25mm (R/L = 1.25), the result of the simulation of the concave
lens diverges from the expected linear relation. This was due to internal reflections within
the compound lens as seen in Fig. 7.9. This figure shows the pressure field for a concave
lens with a radius of 20mm (R/L = 1). The interface between the two lens materials
and the medium is highlighted with a red line. Part of the pressure field was reflected
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Concave, R=20mm














Figure 7.9: The internal reflection of the concave lens type with a normalized radius of
R/L = 1. The red lines show the interface between the di erent materials of the lens and
the medium.
from the interface of the two lens materials and was propagating within the lens.
The critical radius of the lens, Rc, for internal reflections in the lens can be estimated




















The critical radius, Rc, is found by combining the two above equations and setting







The critical radius depends both on the ratio of the speed of sound of the lens materials
and on the elevation of the emitting transducer. Inserting the speeds of sound and the
dimensions used in the simulation, we find that the critical radius is 25mm (R/L = 1.25),
which is in perfect agreement with the observed simulation results. Notice that this model
is simulating the lens effect during emission. During reception, the convex lens will have
the same problem, but will instead limit the angular receive response.
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7.3 Composite Materials
From the above analysis, based on 7.15, it is evident that higher speed of sound ratios,
n1 and n2, result in a larger FOV. This section will therefore describe how the speed
of sound of materials can be altered by loading a base material with powder to obtain
a 0-3 composite material. First a model is introduced to predict the speed of sound in
a composite material, and then four different composites are investigated, one designed
to decrease the speed of sound and three designed to increase the speed of sound. The
experimental results are then compared to the model.
7.3.1 Devaney model
The Devaney model (Devaney and Levine 1980) was used to calculate the effective elastic
properties of the 0-3 composites used in this study. This model was used as it could
predict the speed of sound within 6% on average compared to experiments and was the
only model able to predict the behavior above a volume concentration, C, of 40% as seen
by Nguyen et. al. (Nguyen et al. 1996). The model is based on multiple-scattering theory
and assumes a random distribution of identical spherical elastic inclusions embedded in
an infinite isotropic elastic matrix. In addition, the wavelength of the ultrasonic wave in
the composite is assumed to be much larger than the particle size. This yields two coupled
equations to calculate the effective bulk,K, and shear moduli, G:
K = K1 + C
(3K + 4G) (K2  K1)
3K + 4G+ 3 (K2  K1) (7.21)
G = G1 + C
5 (3K + 4G)G (G2  G1)
(15K + 20G)G+ 6 (K + 2G) (G2  G1) (7.22)
whereK1 is the bulk modulus of the base, G1 is the shear modulus of the base,K2 is the
bulk modulus of the dopant/inclusion, G2 is the shear modulus of the dopant/inclusion,
and C is the volume concentration of the inclusions. The two coupled equations are
solved numerically for the elastic constants, and the iteration process is terminated when
changes in the moduli are less than 0.01% from one iteration to the next. The effective
density of the composite is simply the volume weighted average of the medium and its
inclusions:
⇢ = ⇢1 + C (⇢2   ⇢1) , (7.23)
where ⇢ is the density of the composite, ⇢1 is the density of the base, and ⇢2 is the density
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Table 7.2: Material properties of base materials and powders, density ⇢, longitudinal speed
of sound cl, shear speed of sound cs, and the particle size.
⇢ cl cs Size
Material [g/cm3] [mm/µs] [mm/µs] [µm]
RTV 615 1.02 1.03 0.03 –
Hapflex 541 1.05 1.52 0.1 –
Bi2O3 8.9 4.79 2.41 0.08-0.2
BN 2.1 15 10 0.5
iM30K 0.6 3.96 1.24 18
A high speed-to-density ratio material should be used to increase the speed of sound,
whereas a material with a low ratio should be used to decrease the speed of sound.
7.3.2 Experimental Composites
Two commercially-available, unfilled 2-part base materials (part A: base and part B:
curing agent) were used in this study, an RTV silicone rubber, RTV615 (Momentive
Performance Materials Inc., Waterford, NY, USA ) and a urethane, Hapflex 541 (Hapco
Inc., Hanover, MA, USA). Both materials were low viscosity resins, which was desirable
for ease of powder loading, degassing, and mold filling. Three different powders were
tested, AC6111 Boron Nitride (Momentive Performance Materials Inc., Waterford, NY,
USA), referred to as BN, iM30K glass bubbles (3M, Maplewood, MN, USA), referred to
as iM30K, and bismuth oxide nanopowder (US Research Nanomaterials Inc., Houston,
TX, USA), referred to as Bi2O3. The material properties of both the base materials and
the powders are listed in Table 7.2.
BN and iM30K were selected for their high speed-to-density ratios, 7.1 and 6.6,
respectively, and Bi2O3 was selected for its low speed-to-density ratio, 0.5. From a
variety of low speed-to-density ratio materials, Bi2O3 was chosen for its apparent minimal
attenuation (Hosono, Yamashita, and Itsumi 2006).
Three different combinations were investigated to obtain a composite material with an
increased speed of sound: RTV615 + BN, RTV615 + iM30K and Hapflex 541 + iM30K,
and one combination was investigated to decrease the speed of sound: RTV615 + Bi2O3.
The first attempts with mixing Bi2O3 with RTV615 did not cure probably, as shown
in Fig. 7.10(a). A large part of the surface turned grayish and it felt sticky. A double sided
tape was used when the samples was made, but after removing that tape no problems
occurred as seen in Fig. 7.10(b). After several test we ran out of the Bi2O3 powder, hence
we ordered a new batch. This new batch mixed with the RTV615 did suddenly not cure
probably and again had a grayish look as seen in Fig. 7.10(c) and felt sticky.
The Bi2O3 was bought in a  -phase, had in a patent previously been described as
acting as a cure inhibitor for the RTV615 silicone rubber (Rubinsztajn, L. S. Smith,
and Baumgartner 2013). However, it was also described that the ↵-phase did not act
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(a) (b) (c)
Figure 7.10: RTV615 + Bi2O3 samples. (a): First batch and double sided tape was used.
The sample did not cure properly, large part of the surface turned grayish, and it felt sticky.
(b): Without the double sided tape, the sample cured perfectly. (c): The second powder
batch did not cure properly, the surface turned grayish again, and it felt sticky.
as cure inhibitor. As described by (Rubinsztajn, L. S. Smith, and Baumgartner 2013)
and by investigating the phase diagram of solid Bi2O3, Fig. 7.11, it was found that the
tetragonal  -phase powder could be changed to a monoclinic ↵-phase powder by heating
the powder above 303  C and slowly cooling it down again. The Bi2O3 powder was
therefore pretreated by heating the powder up to 450  C for two hours and then it was
slowly cooled down to room temperature over at least five hours. The powder before and
after treatment are shown in Fig. 7.12. The color of the powder indicates if the phase has
changed as the  -phase has a bright yellow color whereas the ↵-phase has pale yellow
color.
The BN and iM30K were mixed into part A of the base materials by hand and then
part B was mixed in the composite also by hand. The particle size of the Bi2O3 was
80   200 nm and therefore, to reduce the effect of agglomeration of the nanometer
sized particles, the powder was mixed into part A using a planetary centrifugal Mixer,
Thinky Mixer AR-100 (Thinky, Tokyo, Japan), and ten 3mm zirconia balls were added
to the composite. The balls were used for increasing the shear force during mixing to
de-agglomerate the nano particles. This was done five times for two minutes at 2000 rpm
with three minutes of cooling between each. The ten zirconia balls were then removed
and part B was mixed into the composite for two minutes at 2000 rpm. The composite
was then degassed under vacuum for three minutes and three samples were made out of
each composite with a diameter of 25mm and a thickness of 2mm, 3mm and 4mm.
The samples were then cured overnight at 45  C.
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Figure 7.11: Existence domains of the four polymorph’s Bi2O3 can exist in at di erent
temperatures. (b) shows that  -phase Bi2O3 can change to ↵-phase by heating up above
303  C and slowly cooling it down. Figure adopted from (Wells 1984).
(a) (b)
Figure 7.12: Bi2O3 powder in (a):  -phase and (b): ↵-phase. The powder was bought in
 -phase, but could be changed to ↵-phase by a heat treatment.
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7.3.3 Measurement setup
Density measurements were made with a Mettler Toledo XP204 (Mettler Toledo, Colum-
bus, OH, USA) using their density kit. Each sample was measured three times and the
mean was calculated across the three samples.
The speed of sound and the acoustic attenuation of the longitudinal wave were
measured based on a pulse through-transmission method in water using two identical
5MHz transducers placed at a distance of 8 cm from each other. A pulser/receiver
module (Model 5800, Panametrics Corp., Waltham, MA, USA) was used to generate
a broad band pulse with an energy of 12.5µJ and a damping of 50⌦. The transmitted
pulse had a 12 dB bandwidth of 6.3MHz centered around 5MHz. The output waveform
of the second transducer was transmitted from the pulser/receiver module to a digital
oscilloscope (9314CM, LeCroy Corp., Chestnut Ridge, NY, USA) through a 50⌦ coaxial
cable for digitization. A frequency domain analysis was performed, as described in (Wang,
Jiang, and Cao 1999), yielding the longitudinal speed of sound and attenuation. The
speed of sound reported is an average of the calculated speed of sound in the frequency
interval 2.5 and 7.5MHz, as this was within the 12 dB bandwidth, and the attenuation
was calculated at a frequency of 5MHz.
7.3.4 Results & Discussion
Fig. 7.13 shows the longitudinal speed of sound, cl, density, ⇢, and the specific acoustic
impedance, Z, for varying mass mix ratios (MMRs), minclusion/mbase, for all four
composite materials. The measured values are represented with circles on the graphs, and
the analytic Devaney model is compared to the measurements and are represented with
solid lines. The measured values are in agreement with the calculated curves within 2.5%,
both with respect to density and speed of sound.
The amount of powder loaded into the base material was limited for both the BN
and the iM30K powder because the viscosity increased to an extent where it was not
possible to degas the composite or fill the mold used for creating the acoustic samples. A
non-Newtonian behavior, a shear thinning effect, of the BN mixtures was observed, so a
lower volume concentration could be obtained compared to the composites containing
iM30K. The largest mass mix ratio obtained of RTV615 + BN was MMR = 0.51
corresponding to a volume concentration of C = 19.9%. For RTV615 + iM30K it was
MMR = 0.57 corresponding to C = 49.4%, and for Hapflex 541 + iM30K it was
MMR = 0.4 corresponding to C = 41.2%.
BN was investigated for increasing the speed of sound in this study, but the density
was still larger than the density of the two base materials. Loading the RTV615 with
the maximum amount of BN, the speed of sound only increased from 1.03mm/µs to
1.04mm/µs, an increase of 1.4%. However, loading the RTV615 with iM30K was much
more effective as the maximum amount increased the speed of sound to 1.50mm/µs, an
increase of 46%. Loading the Hapflex 541 with the maximum amount of iM30K increased
the speed of sound from 1.52mm/µs to 1.93mm/µs, an increase of 27%. Loading the
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Figure 6: The specific acoustic impedance, density, and longitudinal speed of sound for different mass mix ratios have been measured (circles on
the graphs) and compared to the analytical Devaney model (solid lines on the graph).
circles on the graphs, and the analytic Devaney model is compared to the measurements and are represented with solid177
lines. The measured values are in agreement with the calculated curves within 2.5%, both with respect to density and178
speed of sound.179
The amount of powder loaded into the base material was limited for both the BN and the iM30K powder because180
the viscosity increased to an extent where it was not possible to degas the composite or fill the mold used for creating181
the acoustic samples. A non-Newtonian behavior, a shear thinning effect, of the BN mixtures was observed, so182
a lower volume concentration could be obtained compared to the composites containing iM30K. The largest mass183
mix ratio obtained of RTV615 + BN was MMR = 0.51 corresponding to a volume concentration of C = 19.9%. For184
RTV615 + iM30K it wasMMR= 0.57 corresponding toC= 49.4%, and for Hapflex 541 + iM30K it wasMMR= 0.4185
corresponding toC = 41.2%.186
BN was investigated for increasing the speed of sound in this study, but the density was still larger than the density187
of the two base materials. Loading the RTV615 with the maximum amount of BN, the speed of sound only increased188
from 1.03mm/µs to 1.04mm/µs, an increase of 1.4%. However, loading the RTV615 with iM30K was much more189
effective as the maximum amount increased the speed of sound to 1.50mm/µs, an increase of 46%. Loading the190
Hapflex 541 with the maximum amount of iM30K increased the speed of sound from 1.52mm/µs to 1.93mm/µs, an191
increase of 27%. Loading the RTV615 with Bi2O3 at MMR= 1.1, corresponding to C = 11.2%, decreased the speed192
of sound from 1.03mm/µs to 0.792mm/µs, a decrease of 30%.193
It is not only the density and speed of sound that changes with the MMR; the acoustic attenuation is also affected.194
The measured acoustic attenuation of the longitudinal wave at 5MHz for varying MMR is shown in Fig. 7(a) and the195
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Figure 7.13: The spe ific acoustic imped nc , density, and longitudinal speed of sound for
di erent mass mix ratios have been measured (circles on the graphs) and compared to the
analytical Devaney model (solid lines on the graph).
RTV615 with Bi2O3 atMMR = 1.1, corresponding to C = 11.2%, decreased the speed
of sound from 1.03mm/µs to 0.792mm/µs, a decrease of 30%.
It is not only the density and speed of sound that changes with the MMR; the acoustic
a tenuation is also affected. The measured acoustic attenuation of the longitudinal wave
at 5MHz for varying MMR is shown in Fig. 7.14(a) and the volume concentration, C,
in Fig. 7.14(b). The circles represent the measured values and the dashed lines are
only plotted as a visual aid. As expected, the attenuation increases with the volume
concentration of the powder in the composite material, and up to around 20% the relation
seems to be linear. The slopes and the 95% confidence intervals are listed in Table 7.3.
The RTV615 + Bi2O3 has a significant steeper slope than the three other composites at a
95% confidence level, as their is no overlap in the confidence intervals. This indicates that
the losses are driven primarily by the density of the inclusion. This presented a dilemma
when the composite materials speed of sound was lowered, since a higher particle density
was wanted in order to affect the speed of sound and the specific acoustic impedance with
low volume concentrations, but this in turn had the greatest contribution to the attenuation.
The particle size and density were not of great concern with respect to attenuation when
a powder was chosen for increasing the speed of sound, which is also seen Table 7.3,
as the composites containing BN and iM30K did not show any significant difference in
attenuati n dependence on the volume concentration.
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Figure 7: Attenuation at 5MHz. The circles represents the measured values and the dashed lines are only plotted as a visual aid.
Table 2: Slopes and the corresponding confidence interval at a 95% level of the volume concentration versus attenuation of the composites.
Slope Confidence interval [dB/mm/%]
Composite material [dB/mm/%] Lower bound Upper bound
RTV 615+BN 0.1126 0.0892 0.1359
RTV 615+iM30K 0.1344 0.1108 0.1580
Hapflex 541 + iM30K 0.07431 0.0301 0.1182
RTV 615+Bi2O3 0.2799 0.2210 0.3388
volume concentration,C, in Fig. 7(b). The circles represent the measured values and the dashed lines are only plotted196
as a visual aid. As expected, the attenuation increases with the volume concentration of the powder in the composite197
material, and up to around 20% the relation seems to be linear. The slopes and the 95% confidence intervals are listed198
in Table 2. The RTV615 + Bi2O3 has a significant steeper slope than the three other composites at a 95% confidence199
level, as their is no overlap in the confidence intervals. This indicates that the losses are driven primarily by the density200
of the inclusion. This presented a dilemma when the composite materials speed of sound was lowered, since a higher201
particle density was wanted in order to affect the speed of sound and the specific acoustic impedance with low volume202
concentrations, but this in turn had the greatest contribution to the attenuation. The particle size and density were not203
of great concern with respect to attenuation when a powder was chosen for increasing the speed of sound, which is204
also seen Table 2, as the composites containing BN and iM30K did not show any significant difference in attenuation205
dependence on the volume concentration.206
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Figure 7.14: Attenuation at 5MHz. The circles represents the measured values and the
dashed lines are only plotted as a visual aid.
Table 7.3: Slopes and the corresponding confidence interval at a 95% level of the volume concen-
tration versus attenuation of the composites.
Slope Confidence interval [dB/mm/%]
Composite material [dB/mm/%] Lower bound Upper bound
RTV 615+BN 0.1126 0.0892 0.1359
RTV 615+iM30K 0.1344 0.1108 0.1580
Hapflex 541 + iM30K 0.07431 . 01 0.1182
RTV 615+Bi2O3 0.2799 0.2210 0.3388
7.4 Compound Diverging Lens
A doubled-curved diverging compound add-on lens was fabricated and experimentally
evaluated in this section. The add-on lens gave the possibility of using the lens as either a
concave lens or as a convex depending on which side was facing the RCA transducer.
7.4.1 Lens Design
The design and materials used for the diverging lens were based on the findings in the
two previous secti ns. To maximize the energy transf r from the acoustic stack to the
tissue, the total attenuation of the lens should be minimized. Both the total thickness of
the lens and the composite material attenuation will affect this. The minimum thickness
was determined by the arc height between the two lens materials. (7.16) hows that a
large radius, R, was desired as this decreased the arc height, H . For a fixed focal depth,
7.4. Compound Diverging Lens 153
fD, increasing the speed of sound ratio of the outer to the inner lens material, c2/c1, and
of the medium (water/tissue) to the outer lens material cm/c2, increases the radius and
thereby decreases the arc height.
As two materials were used, the net attenuation can vary across the elevation, con-
tributing to the apodization of the beam. It is preferable to have more attenuation at the
edges than at the center of the elevation. The degree of apodization was contingent on
both the attenuation of the constituent materials and their relative geometry, specifically,
the arc height between them.
Another factor in maximizing the energy transfer between the acoustic stack and
the tissue was the specific acoustic impedance matching between the lens materials and
the tissue. The intensity transmission coefficient, T , and reflection coefficient, R, are







R = 1  T, (7.26)
where Z1 and Z2 are the specific acoustic impedances of the two materials. These
formulas are only valid for plane waves impinging orthogonally on planar boundaries so
they do not apply directly for this situation, but serve to provide guidelines for specific
acoustic impedance matching goals.
For specific acoustic impedance ratios under 1.35, the loss due to reflections amounts
only to about 0.1 dB each way. The reflected power at this specific acoustic impedance
ratio is about 16.5 dB below the original power, which may be at a sufficiently high level
to cause concern about unwanted reverberations. To obtain a reflected power of less than
25 dB below the original power requires that the specific acoustic impedance ratio is lower
than 1.1. For tissue with a specific acoustic impedance of 1.54MRayl this corresponds to
an area of interest between 1.4MRayl and 1.7MRayl. The specific acoustic impedance
ratio between the two lens materials should also be lower than 1.1.
The above analysis gives a set of requirements for the materials used for the lens. The
measured (circles) and calculated (solid line) longitudinal speeds of sound are plotted
in Fig. 7.15 as a function of specific acoustic impedance for all the composite materials.
Only Hapflex 541+iM30K and RTV615+Bi2O3 lie within the region of interest. As
the attenuation of the composite material is proportional to the volume percent of the
powder, Hapflex 541 was used as material F without loading to minimize attenuation.
This selection sets a minimum acceptable specific acoustic impedance of 1.45MRayl
for material S. Again, to reduce the attenuation, RTV615+Bi2O3 with the lowest MMR
within the limit was used: 1 : 0.9. The material properties of the two materials used for
the lens are listed in Table 7.4.
Using RTV 615+Bi2O3 and Hapflex 541, and an active transducer aperture of
16.74⇥ 16.74mm2, the critical radius, hence the minimum radius of the lens, becomes
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Figure 8: The measured (circles) and calculated (solid line) longitudinal speeds of sound plotted as a function of specific acoustic impedance for the
four different composites. The area of interest is chosen to obtain a reflected power of less than 25dB below the original power from the interface
to tissue.
Table 3: Material properties for the compound diverging lens. The attenuations are reported at 5MHz.
MMR Long. speed Z Att.
Composite material – [mm/µs] [MRayl] [dB/mm]
RTV 615+Bi2O3 0.9 0.826 1.45 4.42
Hapflex 541 0 1.52 1.59 1.91
The above analysis gives a set of requirements for the materials used for the lens. The measured (circles) and235
calculated (solid line) longitudinal speeds of sound are plotted in Fig. 8 as a function of specific acoustic impedance236
for all the composite materials. Only Hapflex 541+iM30K and RTV615+Bi2O3 lie within the region of interest. As237
the attenuation of the composite material is proportional to the volume percent of the powder, Hapflex 541 was used238
as material F without loading to minimize attenuation. This selection sets a minimum acceptable specific acoustic239
impedance of 1.45MRayl for material S. Again, to reduce the attenuation, RTV615+Bi2O3 with the lowest MMR240
within the limit was used: 1 : 0.9. The material properties of the two materials used for the lens are listed in Table 3.241
Using RTV 615+Bi2O3 and Hapflex 541, and an active transducer aperture of 16.74⇥ 16.74mm2, the critical242
radius, hence the minimum radius of the lens, becomes 21.7mm. A radius of the lens of 25.4mm was then chosen to243
avoid internal reflection even with a 10% variation of the speed of sound. This gives a theoretical f-number of 1.86,244
corresponding to an FOV of 30.1 . To cover the whole transducer, including the integrated hardware apodization, the245
chord length becomes Lchord = 27.3mm, which results in the fabricated lens having an arc height of H = 4mm of the246
curved part of the lens and a total thickness of 4.7mm. The one-way attenuation at 5MHz at the center and at the247
edge is therefore 9.9dB and 18.9dB, respectively. The attenuation is a challenge, especially for diverging lenses as a248
low f-number and high FOV are desirable resulting in a thick lens. However, RCA arrays may be less susceptible to249
the high attenuation through the lens, since their element size (and therefore transmitted or received energy) is more250
than twice as large as comparable 1-D arrays.251
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Figure 7.15: The measured (circles) and calculated (solid line) longitudinal speeds of sound
plotted as a function of specific acoustic impedance for the four di erent composites. The
area of interest is chosen to obtain a reflected power of less than 25 dB below the original
power from the interface to tissue.
Table 7.4: Material properties for the compound diverging lens. The attenuations are reported at
5MHz.
MMR Long. speed Z Att.
Composite material – [mm/µs] [MRayl] [dB/mm]
RTV 615+Bi2O3 0.9 0.826 1.45 4.42
Hapflex 541 0 1.52 1.59 1.91
21.7mm. A radius of the lens of 25.4mm was then chosen to avoid internal r flection
even with a 10% variation of the speed of sound. This gives a theoretical f-number of
1.86, corresponding to an FOV of 30.1 . To cover the whole transducer, including the
integrated hardware apodization, the chord length becomes Lchord = 27.3mm, which
results in the fabricated lens having an arc height of H = 4mm f t e curved part of the
lens and a total thickness of 4.7mm. The one-way attenuation at 5MHz at the center and
at the edge is therefore 9.9dB and 18.9dB, respectively. The attenuation is a challenge,
especially for diverging lenses as a low f-n mber and high FOV are desirable resulting in
a thick lens. However, RCA arrays may be less susceptible to the high attenuation through
the lens, since their element size (and therefore transmitted or received energy) is more
than twice as large as comparable 1-D arrays.
7.4.2 Lens Fabrication
A mold of RTV silicone, RTV664 (Momentive Performance Materials Inc., New York,
USA), was cast into a rigid plastic frame, and a curved surface was formed using a stainless
steel ball bearing with a radius of 25.4mm. A mold assembly was made, consisting of a
flat bottom plate and a op plate with a circular h le in which a s eel ball sat during curing.
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The frame was sandwiched between these two plates. During cure, pressure was applied
to push the ball down into the mold assembly. After curing, the ball was removed and the
excess RTV664 was cut away with a scalpel.
A Hapflex 810 primer (Hapco Inc., Hanover, MA, USA) was applied to the inner
part of the rigid plastic frame with a q-tip, the excess primer was blown away with a
nitrogen gun, and the remaining primer was allowed to set for two minutes. Hapflex 541
was poured into the rigid plastic frame with the RTV664 mold in it. It was degassed
in vacuum for two minutes, and sandwiched between two flat plates. The two plates
were held together with binder clips and the Hapflex 541 was cured overnight at room
temperature in a nitrogen atmosphere at 375 kPa to help reduce voids as suggested by the
manufacturer.
After curing, the RTV664 mold was removed from the frame as shown in Fig. 7.16(a),
and a platinum primer, A-306 (Factor II, Inc., Arizona, USA), was applied to the inner
part of the frame and the Hapflex 541. The primer was dried in a humidity chamber
at room temperature for one hour to actuate it. RTV615 + Bi2O3, in a MMR of 1:0.9,
was then poured onto the Hapflex 541 in the plastic frame, degassed in vacuum for three
minutes, sandwiched between two flat plates, and held together with binder clips. The
RTV615 + Bi2O3 was cured overnight at 45  C. The finished add-on lens seen from the
Hapflex 541 side is shown in Fig. 7.16(b).
7.4.3 Measurement setup
To evaluate the performance of the diverging compound lens, a PZT RCA 62+62 element
2-D array was used, which is described in (Engholm et al. 2018). The lens was placed
in front of the probe using a specialized holder as shown in Fig. 7.17 and described in
(Bouzari et al. 2018), with water as a coupling media between the lens and the transducer.
The transmit pressure measurements of the lens were carried out using an AIMS
III intensity measurement system (Onda Corp., California, USA) with an Onda HGL-
0400 Hydrophone connected to the experimental research ultrasound scanner, SARUS
(Jensen et al. 2013). All elements were excited at the same time with a 1-cycle 3MHz
sinusoidal pulse and the hydrophone was moved in a 56mm by 17.5mm grid in front
of the transducer with a pitch of 0.05mm in both directions and recording the pressure
in the center lateral plane with a sampling frequency of 70MHz. At each position five
measurements were recorded and the mean was calculated to average out of the noise of
the system. Because the hydrophone was moved in a Cartesian coordinate system the
directivity should be considered to compensate the measured signal. As referred to by
the hydrophone manufacture, ONDA, the directivity of an unbaffled hydrophone can be
estimated by (Onda 2015; Shombert, S. W. Smith, and Harris 1982)
D (✓) =
1 + cos ✓
2
2J1 (ka sin ✓)
ka sin ✓
(7.27)
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(a)
(b)
Figure 7.16: Fabrication of the add-on lens. (a): After removal of the gray colored RTV664,
which is used as a mold for the Hapflex 541. (b): The finished add-on lens seen from the
Hapflex 541 side.
where D is the directivity function (measured pressure of the hydrophone normalized to
the measured pressure of a normal incident wave), ✓ is the angle relative to the normal
of the hydrophone surface, J1 is the Bessel function of first kind of first order, k is the
wave number, and a is the radius of the hydrophone aperture, which was 200µm for
this specific hydrophone. To estimate the angle, ✓, the angle between the focal point to
the measurement point and the hydrophone was calculated. The initial focal depth was
estimated from the simulation and was placed behind the transducer, and are related to
the FOV as stated in (7.17). By an iterative process the focal depth was updated using
the estimated focal depth of the measurement, hence a new angle was calculated for
each point, and a new beam profile, FOV and focal depth were calculated. This iteration
process was terminated when the change of the FOV from one iteration to the next was
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Figure 7.17: The lens module was placed in front of the probe using a holder (half of the
holder is shown in the figure).
less than 0.01%. The hydrophone signal was then scaled at each position in the grid
according to (7.27).
A SAI sequence was designed for imaging down to 14 cm of depth. It utilized single
element transmissions on the row elements, and the echoes were collected with all the
column elements. The elements were excited with a 2-cycle sinusoidal pulse with a
center frequency of 3MHz. For a speed of sound of 1540m/s, 182µs was required to
acquire a single image line to a depth of 14 cm including the lens. For 62 emissions
this was equivalent to a volume rate of 88Hz. IQ-modulated RF data were used for
beamforming a low-resolution volume for every emission and finally, by summing all the
low-resolution volumes in phase, a high-resolution volume was generated. The measured
IQ-modulated RF signals were beamformed using a MATLAB (MathWorks Inc., MA,
USA) implementation of the delay-and-sum (DAS) beamformer specific to curved RCA
arrays described in Section 3.4
7.4.4 Beam Divergence
At each measurement position, the maximum pressure amplitude was recorded, and
the measured beam profiles of both lens configurations are shown in Fig. 7.18 together
with the simulated beam profiles. The pressure is normalized to the maximum pressure
amplitude at each depth, therefore, a constant amplitude is seen at the center for both
the measurements and the simulations. The  6 dB contour lines are shown as dashed
red lines and are used to calculate the FOV. The measured FOV are 32.2  and 30.4 
for the concave and convex type, respectively. The simulated FOVs are 33.4  and 33.0 
for the concave and convex lenses, which are 3.7% and 8.6% higher than the measured.
One effect contributing to the lower measured FOV is that there is no out of plane
diffraction/divergence of the beam in the 2-D simulation, whereas that is the case for the
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Figure 7.18: Beam profiles of measurements and simulations of the pressure amplitude
recored at each position. The pressure is normalized to the maximum pressure amplitude at
each depth, and the dashed red line shows the  6 dB contour line, the FOV.
measurements, as it is a 3-D system and the lens is curved in both directions.
7.4.5 Imaging
To illustrate the increased FOV obtained using the diverging compound lens, Fig. 7.19
shows a wire grid phantom, with a diameter of the wires of 0.15mm, imaged with (a)
and without (b) the convex lens. Both figures show a cross-plane in azimuth through the
wires down to a depth of 14 cm and with a dynamic range of 40 dB. Without the lens,
Fig. 7.19(a), only the three center columns of the wire phantom are visible. The wires
outside the three center columns are to some extent possible to locate, but the amplitudes
are more than 25 dB lower than the center wires. With the convex lens, Fig. 7.19(b),
the wires within the FOV are all visible with an identical amplitude at the same depth.
However, notice that the signal amplitude of the beamformed wires decrease with depth,
which is due to the divergence of the energy allowing the increased FOV.
7.5 A Row–Column Probe With a Compound Diverging Lens
The development of the diverging compound lens in previous section led to the manu-
facturing of an RCA CMUT probed with an integrated diverging compound lens. First
the compatibility of the lens materials in a probe assembly process is investigated. Then
the assembly of the transducer with the compound lens into a probe is presented, then
followed by an acoustic characterization of the probe and a comparison to a similar probe
without a diverging lens.
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Figure 7.19: Beamformed image of a wire phantom. (a): Without the lens only the three
center columns of the wire phantom are visible. (b): With the convex lens the wires within
the FOV are all visible with an identical amplitude at the same depth.
7.5.1 Material Compatibility
During the development of the composite materials described in Section 7.3, it was
observed that both the double sided tape and the  -phase Bi2O3 acted as cure inhibitor for
the RTV615. A lot of different materials are used during the assembly of the probes. The
compatibility of different materials with the RTV615 was therefore tested by curing it in
contact with the tested material. Table 7.5 list the tested materials and their compatibility
with the RTV615.
One problem for the compound lens was that the RTV615 and Hapflex 541 was
not compatible. However, when priming the hapflex 541 with a-306 platinum primer it
seemed liked the problem disappeared. The primer might block out some of the product
that act as a cure inhibitor for the RTV615 and at the same time increases the adhesion
between the two materials. It is therefore important to cover all surfaces of Hapflex 541
with the primer if RTV615 is to be cured in contact with it.
Section 7.4 showed that the lens can be designed as either a concave or a convex
compound lens without any difference in the performance. The lens type used for a probe
might therefore be determined by the materials compatibility with water and/or the gel
used when using the probe. The RTV is a common material used in probes, however,
the Hapflex 541 is not a standard material. Absorption of water/gel in the material will
preclude it for being used at the outer lens material. To test if Hapflex 541 absorbs water
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Table 7.5: Material compatible with RTV615
Compatible Non-compatible
Teflon tape  -phase Bi2O3
Kapton tape Hapflex 541
Delrin plastic Hapco primer 810
Aluminum 3M 444 double sided tape
Cyberbond 2999 cyanoacrylate






Figure 7.20: The water absorption of Hapflex 541 was tested by placing a piece of the
material in water and another in gel. A piece which was not soaked in water/gel (original)
are compared to the two pieces which were soaked in water/gel. The two pieces which had
been soaked in water/gel were not transparent anymore.
two pieces of cured Hapflex 541 was weighed, and soaked in water and gel overnight. The
two pieces compared to one original non soaked piece are shown in Fig. 7.20. Hapflex
541 is transparent, however, after the two pieces that were soaked overnight were not
transparent anymore. The piece soaked in water increased its weight by 1% and the piece
soaked in gel increased its weight by 2%. The Hapflex 541 should therefore not be used
as the outer material for an ultrasound probe.
Another concern is the adhesion between aluminum and the Hapflex 541, as both the
shield and the CMUT is covered with aluminum. The Hapco primer 810 was specifically
developed to enhance the bonding strength between urethanes and plastic, but a good
bond strength to aluminum was also required. When applying the primer to aluminum,
the surface behaved as a hydrophobic surface. This made it impossible to apply a thin
uniform layer. However, by applying the NuSil MED-161 primer, and then the Hapco
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Figure 7.21: A simple test was performed to test the adhesion of the Hapflex 541 to
aluminum. Two di erent primer combinations were test. One with only the Hapco primer
810 and the other with both the NusSil MED-161 primer and the Hapco primer 810. Using
the combination of two primers showed to be e cient.
primer 810 changed the surface to act hydrophilic. A shield was applied with the NuSil
MED-161 primer on one half of the aluminum side. The Hapco primer 810 was then
applied on the whole sheet and the Hapflex 541 was cured on top. Fig. 7.21 shows the
shield and the cured Hapflex 541 after separation. The half where only the Hapco primer
810 was applied easily separated from the Hapflex 541, but on the other half, where the
NuSil MED-161 primer was applied, did not separate as easily. Part of the aluminum is
seen to adhere to the Hapflex 541, and it was concluded that using a combination of these
two primers resulted in a sufficient adhesion between aluminum and Hapflex 541.
7.5.2 Probe Assembly
The assembly of a transducer into a probe with a compound diverging lens is similar to
the assembly described in Section 5 up till the shield was applied. The only difference
was that Hapflex 541 was used instead of RTV664.
The first step was to form the inner lens. The inverse of the mold for casting the lens
was 3-D printed and bead-blasted. The bead-blasting smooths any irregularities originating
from the 3-D print, and texture the surface to obtain a better adhesion. RTV664 was cast
in the 3-D printed mold and cured overnight at 45  C. RTV664 was used as the mold
material as silicones and urethanes does not adhere to each other, and are commonly used
in the industry for molds for the opposite material. The inverse 3-D printed mold and the
RTV664 mold are shown in Fig. 7.22 after they have been separated.
The array with the shield on top was cleaned with IPA, plasma ashed, and primed
with the nusil MED1-161, blown dry with a nitrogen gun, and left in a humidity chamber
for 1 hour. The array was then primed with the Hapco primer 810 and blown dry with
a nitrogen gun. The second primer only requires to set for a couple of minutes. The
Hapflex was mixed in a ratio of 2:1 (A:B) and was mixed in a centrifugal mixer for
2 minutes at 2000 rpm. The Hapflex 541 was then directly poured into the mold, as
shown in Fig. 7.23(a) and degassed for 2 minutes. The array was then pushed into the
self-aligning mold and a load was placed in the backside of the array to push it completely
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Figure 7.22: The mold for the inner lens, shown to the left, was casted in a 3-D printed
mold as shown to the right.
into the mold, as shown in Fig. 7.23(b). The Hapflex 541 was then cured overnight at
room temperature in a nitrogen atmosphere at 375 kPa to help reduce voids as suggested
by the manufacturer. The array was then removed from the mold and post-cured for 6
hours at 45  C.
The assembly after the Hapflex 541 (inner lens) was cured is shown in Fig. 7.24(a).
Because the Hapflex 541 could act as a cure inhibitor for the RTV615, the array was
cleaned and primed with the A-306 primer all over before the setback of the device in the
3-D printed nose piece. The setback was then performed in a similar way as described in
Section 5.1.5. The assembly after setback is shown in Fig. 7.24(b).
A mold of RTV664 was cast around a dummy nose piece where Teflon tape was
applied on its surface to avoid the RTV to adhere to the nose piece and also to make
the cavity in the mold a little larger than the nose piece itself. The RTV615 + Bi2O3,
in a MMR of 1:0.9, was mixed as described in Section 7.3.2. The RTV664 mold was
then placed on a glass plate, filled with the RTV615 + Bi2O3 mixture, and was degassed
for three minutes. The array and nose piece was then pushed into the mold and pressed
against the glass plate, as shown in Fig. 7.25. The assembly was then placed in a spring
loaded holder and the nose piece was pushed against the glass plate. The outer lens was
cured overnight at 45  C. The final nose piece connected to the electronics is shown in
Fig. 7.26.
7.5.3 Probe Characterization
Two similar RCA CMUT transducers were fabricated using the LOCOS process. One was
assembled to a probe without a focusing lens, and the other with a diverging compound
lens. This was done in order to assess the influence of the lens. The transmit impulse
responses of the rows of both probes were measured using an AIMS III intensity mea-
surement system (Onda Corp., California, USA) with an Onda HGL-0400 hydrophone
connected to the experimental research ultrasound scanner, SARUS (Jensen et al. 2013).
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(a) (b)
Figure 7.23: (a): The inner lens mold was filled with Hapflex 541 and degassed. (b): The
transducer were then placed into the self-aligning mold and a weight was placed on the
backside.
The method used to estimate the transmit impulse response is described in (Jensen 2016).
The average impulse response of both probes are shown in Fig. 7.27. In (a) the time
domain responses are plotted and the lens is seen to decrease the amplitude of the signal
with a factor of six. The similar effect is also observed in the frequency response (b).
Here the peak amplitude is 10.7 dB lower and the difference increases with the frequency.
The center frequency of the impulse response can be calculated as a weighted mean of the
frequencies present in the received signal as:
fc =
PN/2
i=0 S(ifs/N) · ifs/NPN/2
i=0 S(ifs/N)
, (7.28)
whereN is the number of frequency bins in the two-sided spectrum. The center frequency
decreased from 8.5MHz to 4.9MHz by applying the lens. The lower center frequency
is also observed in the time domain as the pulse length is longer with the lens applied.
These effects are caused by the attenuation of the lens. The attenuation increases with
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(a) (b)
Figure 7.24: (a): The transducer assembly after the inner lens was cured. (b): The transducer
with the inner lens was placed in the 3-D printed nose piece and the setback was performed
to obtained the required lens thickness.
Figure 7.25: The outer lens was formed by filling a mold with the lens material and the nose
piece was then pressed into the mold.
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Figure 7.26: The nose piece connected to the electronics after the outer lens had cured.
The metal sheet sticking out of the nose piece is the electromagnetic shield.























































Figure 7.27: Comparison of impulse response of the two probes, one with the diverging lens
and the other without. (a): Time domain. (b): Frequency domain
frequency, therefore the high frequency components is attenuated more. This will lower
the center frequency and decrease the overall signal amplitude. The  6 dB bandwidths
decreased from 9.5MHz to 5.0MHz by applying the lens. This corresponds to that the
relative bandwidth decreased with seven percentage point, from 109% to 102%.
The desired effect of the lens was to diverge the acoustic energy. This corresponds
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Figure 7.28: Comparison of the measured time delay of the row elements of the two probes.
A flat time delay profile are seen for the probe without the diverging lens, where the probe
with the diverging lens has parabolic formed time delay profile. The f-number was estimated
to F# = 1.97.
to applying a time delay across the transducer. The time delay of the impulse responses
across the row elements relative to the average impulse response is shown in Fig. 7.28 for
both probes. The diverging effect is visible as signals are delayed more at the edges than
at the center. The f-number, F#, of the lens can be estimated from the time delay profile.
This is done by multiplying the time delay with the speed of sound to obtain the delay
"distance". The radius is estimated by fitting a circle to the delay profile, and dividing the
radius with the width of the active footprint of the transducer. By doing so, the f-number
was estimated to F# = 1.97. This corresponds to a FOV of 28.5 , and it was designed
to 30.1 . A 1.6  lower FOV could be due to that the probe was a little deformed during
curing of the last lens material, which was caused by the spring loaded holder. This could
have changed the lens from being flat, to being a little curved.
7.6 Chapter Summary
Diverging lenses showed to be a feasible method for improving the FOV of RCA arrays.
However, common lens materials has a speed of sound lower than tissue/water. The form
factor of the lens therefore has to be concave to diverge the energy. A concave front
makes patient contact difficult as air can be trapped between the patient and the transducer.
Compound lenses was therefore investigated to obtain a flat sole. An analytical and a finite
element method (FEM) model of compound lenses have been developed, and they are in
agreement with respect to the f-number within 1.5%. A critical radius of the compound
lens exists, where internal reflection within the lens will occur, and this radius can easily
be found from a simple analytic calculation. A low speed of sound-to-density powder,
7.6. Chapter Summary 167
Bi2O3, was used to decrease the speed of sound of an RTV, from 1.03mm/µs down to
0.792mm/µs. Increasing the speed of sound requires a powder with a high speed of
sound-to-density ratio. BN only increased the speed of sound up to 1.4%, hence complex
powders, like micro-balloons (iM30K), were investigated. Using iM30K, the speed of
sound of the RTV and the Hapflex 541 was increased from 1.03mm/µs to 1.50mm/µs
and from 1.52mm/µs to 1.93mm/µs, respectively. Using a diverging compound lens
with RCA transducers is shown to be a feasible method for increasing the FOV to a
curvilinear volume region in front of the transducer with a FOV of 31 . To demonstrate
the imaging capability, a wire phantom was imaged down to a depth of 14 cm, and the
wires not directly in front of the transducer and within the FOV were visible. A fully a
assembled probe with a diverging lens was developed can compared to a similar probe
without a lens. The output pressure was a factor of 6 lower and the center frequency
had decreased from 9.5MHz to 5.0MHz by applying the lens. Challenges still exist
with concern to acoustic attenuation of materials and the thickness of the compound lens.
Compound lenses will always be thicker than corresponding single material lenses, due
to minimum constituent material thickness requirements. Consequently, alternatives to
cylindrical/spherical shapes are attractive because alternate shapes can reduce overall lens
thickness. However, RCA arrays may be less susceptible to the high attenuation through
the lens, since their element size (and therefore transmitted or received energy) is more




The main objective of this project was to develop and demonstrate transducer technolo-
gies and designs for low cost real-time volumetric ultrasound imaging, but without the
complexity of state-of-the-art 2-D matrix probes. Focus was on developing row–column-
addressed (RCA) arrays and exploring the possibilities for real-time volumetric ultrasound
imaging. The reduced channel count and complexity of such probes make RCA arrays
a realistic low cost alternative to fully-addressed (FA) probes. The capacitive microma-
chined ultrasonic transducer (CMUT) technology was chosen as a platform because it
offers a high degree of flexibility and possible improved performance compared to the
current lead zirconate titanate transducer (PZT) technology.
Chapter 2 presented the theoretical models developed and used to design and optimize
CMUTs, from plate behavior to array performance. Analytical models allowing design
of multilayered CMUT structures were developed based on a Galerkin/Rayleigh–Ritz
approach. The model allows for calculation of the resonance frequency and the deflection
with an accuracy within 2% compared to a full finite element analysis (FEA) simulation.
The electromechanic behavior of CMUTs was treated by considering the stored energy in
the device, allowing for the pull-in voltage to be calculated. The dynamic performance
was described by an equivalent circuit model, which showed that the coupling coefficient
could be estimated using electrical impedance measurements. The acoustic performance
was assessed using FEAmodels developed in PZFLex. A 3-D model of a CMUT array was
developed. The transmit impulse response was in excellent agreement with the measured.
Field II was then used to assess the image quality of a transducer using the lateral,
axial, and cystic resolution. A method based on depleting the semiconductor substrate
by applying an electric potential was proposed, which showed to reduce the parasitic
capacitance originating from the substrate coupling. Applying a substrate potential of
6V relative to the bottom electrodes could reduce the parasitic capacitance by 87% and
theoretically increase the sensitivity of the bottom electrodes by a factor of 2.1. Finally,
a model predicting the AC voltage attenuation along the element was developed. The
electrode could then be designed to ensure that the voltage drop along the element was
less than 1%, if the !RC product was lower than 0.35.
Chapter 3 presented the concept of RCA arrays. A method to obtain two-way focusing
for sparse scatters was presented, which combines two similar volumes obtained by
emitting with columns and receiving with rows, and the second the other way around.
This is especially interesting for super resolution imaging where bubbles are tracked and
located independently. Then a beamforming method utilizing a double curved array to
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image a curvilinear volume region was presented, which was hereafter further developed
to utilize multiple elements to increase the penetration depth.
In chapter 4 three different microfabrication processes of RCA CMUT arrays were
described. The first is based on the LOCal Oxidation of Silicon (LOCOS) process where
silicon is selectively oxidized to form the cavities. This produced reliable arrays with a
good performance and stability, but not viable for high frequency arrays. To increase the
device yield, avoid the substrate coupling, and improve the design flexibility, two different
fabrication processes were investigated. One based on a benzocyclobutene (BCB) polymer
and the other based on the anodic bonding process. Both processes showed to increase the
yield and were fabricated on a non-conducting substrate to avoid the substrate coupling,
but each had different reliability problems. The BCB was not able to obtain the expected
breakdown voltage; hence it could not withstand the high voltages required. Therefore it
should only be used as part of the mechanical structure. The anodic bonding process had
stability problems in the acoustic setup.
Chapter 5 explained the probe assembly of the CMUT probes, from chip to a fully
functioning probe. The assembling process was presented in detail for the reader to be
able to replicate the assembly. The electromagnetic shield used in the assembly caused
reflection in the impulse response; therefore several materials were investigated for shield
materials to reduce the magnitude of the reflection. By using leaf gold it was possible to
reduce the reflection by 8 dB compared to the aluminum shield.
Chapter 6 presented the characterization of two 62 + 62 RCA probes, one based on
the CMUT technology and the other based on the PZT technology. The reliability and
performance of the probes were assessed through electrical and acoustical measurements.
The weighted center frequencies were exactly 3.0MHz for both probes, as designed. The
 6 dB fractional bandwidth was 29 percentage point higher for the CMUT probe than the
PZT. The emitted surface pressure of the PZT probe was a factor 3 times higher relative to
the CMUT probe, while the receive sensitivity was similar. The driving condition of the
CMUT probe was limited by the integrated electronics in the probe handle, which could
otherwise have improved its performance. The two probes had similar lateral resolution,
whereas the CMUT had a better axial resolution. The penetration depth was estimated
from the SNR and the CMUT probe could penetrate down to 14 cm and the PZT probe
down to 25 cm. The heating of the probes during operation was dominated by the power
dissipated by the electronics.
Chapter 7 investigated the use of diverging lenses for curvilinear imaging and devel-
oped appropriate lens materials. Diverging lenses showed to be a feasible method for
improving the field-of-view (FOV) of RCA arrays. However, common lens materials
have a speed of sound lower than tissue/water, resulting in concave sole making patient
contact difficult. An analytical model of a compound lens allowed design of flat lenses.
Composite materials were developed for such lenses by loading polymers with powder
to alter the speed of sound and the acoustic impedance. The obtained properties were
predicted with the Devaney model with an accuracy within 2.5%. A diverging compound
lens increased the FOV to a 31  ⇥ 31  curvilinear volume region and to demonstrate the
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imaging capability, a wire phantom was imaged showing wires not directly in front of the
transducer. A fully assembled probe with a compound diverging lens was fabricated and
compared to a similar probe without a lens. The output pressure was a factor 6 lower and
the weighted center frequency decreased from 9.5MHz to 5.0MHz by applying the lens.
Even with the promising potentials of RCA arrays and the CMUT technology pre-
sented in this thesis, several challenges still exist and further development is needed. The
PZFlex model developed to asses the acoustic performance needs to be further advanced.
This includes being able to simulate the CMUTs in receive mode, characterize the acoustic
crosstalk between elements, and evaluate the acoustic impedance. This is required to get
a better insight, and thereby optimize the design and performance of CMUT arrays.
The current fabrication processes used for the RCA arrays all have their disadvantages,
and non of them produces stable, high yield, and high performing arrays. The processes
need to be optimized to be able to fabricate high frequency arrays, that are stable and
reliable. Two master projects in our group work on optimizing the anodic bonding process
showing promising results. The emitted surface pressure of the CMUT probe was lower
than a comparable PZT, which need to be improved for the CMUT technology to be a
viable competitor. Current investigations shows the emitted pressure can be improved by
utilizing a thicker plate, which also increases the receive sensitivity, but at the expense of
lower bandwidth.
From a packaging perspective, the probes presented are still prototypes and there is
room for improvements. The wirebonding connection scheme could be replaced with a
more compact and robust interconnect scheme, like flip-chip bonding. The electromag-
netic shield resulted in reflections in the impulse response, which decreases the imaging
quality. Better performing shield materials need to be found and implemented in the
current assembly process. The electronics in the handle showed to be the dominating
source of the heating of the probe, and also take up large amount of space in the probe
handle. This needs to be improved, and development of ASICs could solve some of these
problems.
Challenges still exist with concern to acoustic attenuation of materials and the thick-
ness of the compound lens. Compound lenses will always be thicker than corresponding
single material lenses due to minimum constituent material thickness requirements. Con-
sequently, alternatives to cylindrical/spherical shapes are attractive because alternate
shapes can reduce overall lens thickness. However, RCA arrays may be less susceptible
to the high attenuation through the lens, as their element size (and therefore transmitted
or received energy) is more than twice as large as comparable 1-D arrays.
This summarizes some of the challenges related to improving the RCA technology and
the development of a commercial probe. The results so far show that this technology is a
realistic alternative to FA matrix probes for volumetric imaging, and especially as a low
cost alternative. This can contribute to a more widespread use of volumetric ultrasound
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