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ABSTRACT 
We consider distance-regular graphs with adjacency matrix in 2 X 2 block form. 
In Theorem 1 the matrix takes the form , and we examine the cases 
(1) f(C) = C> (2) f(C) = c, and (3) f( ) r is a polynomial of degree 2. In Theorem 2 
we consider the adjacency matrix , where A takes on the values (1) R = C, (2) 
R = J, (3) R = J - C. In each case we obtain a characterization of the resulting graph. 
1. INTRODUCTION 
This note examines the consequences of imposing certain block structures 
on an adjacency matrix of a distance-regular graph. In Theorem 1 we 
consider the distance-regular graph A with adjacency matrix of the form 
where I is an identity matrix and f(x) is a polynomial. Clearly C must be the 
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adjacency matrix of a graph, say I, and f(C) must be the adjacency matrix 
of a graph. We consider three possibilities for f(C): 
(1) If f(C) = C, then A is isomorphic to a higher-dimensional cube. 
(2) If f(C) = C, then A is the Petersen graph. 
(3) If f(x) is a polynomial of degree 2, with f(C) # C, then A is either 
the Petersen graph or the I-skeleton of the dodecahedron. 
In Theorem 2 we consider the distance-regular graph A with adjacency 
matrix of the form 
C R 
( 1 R C’ 
where C and R are n X n matrices. Again C must be the adjacency matrix of 
a graph, say I. We consider three possibilities for R: 
(1) If R = C, then A = K ~ and P = K ,,s,, , r/z. 
(2) If R=J, then A=K,,,s, 
6 
U and I=K-. 
4s 
(3) If R = J - C and C # 01 then A = K,,, and I = K,,z,,,2. 
A noteworthy feature of the proofs is that they are largely matrix-theoretic. 
We conclude this section with the basic definitions, some special notation, 
and useful known results. 
All graphs considered in this note will be finite and undirected with no 
loops or multiple edges. If A is a graph, then V(A) is its set of vertices and 
E(A)isitssetofedges. V(A)#lzr,andwesaythat A is empty if E(A)=0. 
If u, 0 E V(A) and are adjacent in A, then we denote the edge they form by 
uv or vu. The sequence u = ua, ul,. . . , u,=v is a path in A if u~EV(A) 
and uiui+ i GE(r), i=o,..., r - 1. The distance between a pair of vertices 
is the length of a shortest path, and is denoted by a( u, v). If u and v are 
simultaneously vertices of two different graphs, say A and I, then a,( u, v) 
and J,(u, v) refer to their distances apart in A and I respectively. The 
union of a pair of graphs A and l? is the graph 0 with V(0) = V(A) U V(P) 
and E(O) = E(A)u E(r). In this case it is assumed that V(A)n V(I) =0. 
The valency of a vertex is the number of edges incident to it, and a graph 
is said to be regular of vabncy k if each vertex has valency k. A graph is said 
to be connected if for each pair of vertices there is a path joining them. If the 
graph A is connected, then max,,,,vtp) { a(u, v)} is called the diameter of 
A, which we write diam A. We denote the complete multipartite graph on s 
blocks of size r each by K ,,,,,,,. 
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If the vertices of the graph A are numbered from 1 to u, then the n X n 
matrix A is said to be an adjacency matrix of A if ( A)i j = 1 whenever the 
vertices represented by the pair (i, j) are adjacent and 0 otherwise. We will 
often refer to the pair (i, j) as the pair of vertices themselves. Moreover, for 
each integer 1, 1~ 1 Q d, where d is the diameter of A, we define the 
distance matrix A, by (Al)ii = 1 if a(i, j) = Z and 0 otherwise; A, = I and 
A,=A. 
The class of graphs that we consider are called distance-regular, and we 
refer the reader to [l], Chapters 20 and 21, for a comprehensive introduction 
to these graphs. Following is a brief account of the basic facts. 
If u, u E V(A) for some graph A and i, i, I are nonnegative integers, then 
si,j,l(~,~)=({u)~V(A)]a(u,w)=i, J(v,w)=j, a(u,u)=Z}]. Thus for 
each triple (i, j, 1) and pair of vertices (u, v) we define the integer si, i, I( u, 0). 
If a( u, u) # 1, then si, j, I( u, u) = 0. We say that a graph is distance-regular if 
it is connected and si, j,I(u, u) depends only on (i, j, 1) as long as the pair 
(u, v) satisfies a(u, u) = 1. It is not difficult to show that the set of all si, j,r 
are determined for any fixed distance-regular graph by the values of sr i i for 
1 < i < d, si(i+ l)i for 0 < i < d - 1, and ~i(~_i)~ for 16 i < d, where d’is the 
diameter of the graph.We denote s~,~,~ = a,, snitm = b,, and s,(~_,)~ = ci. It 
is easy to see that b, = k, the valency of the graph, and that ci = 1. We set 
bd = 0 and note that b+ i z 0 whenever the graph has diameter d. Moreover, 
for each i, a, + bi + ci = k. We will have occasion to use the fact that A is 
bipartiteif andonlyif a,=Ofor i=l,...,d. 
An important property of distance-regular graphs involves the distance 
matrices defined earlier. Thus, if A is a distance-regular graph with adjacency 
matrix A, then each distance matrix Ai = u,(A) where ui(x) is a polynomial 
with rational coefficients. Each vi(x) has degree i with q,(r) = 1, ui(r) = r, 
and the rest satisfying ui+i(x) =(l/ci+,)[(r - a,)u,(x) - bi_,ui_Xx)] for 
i=l ,. ..,d - 1, where d is the diameter of A. In particular us(x) = (l/c,) 
(x2 - a rx - k). We will refer to the graph whose adjacency matrix is Ai as 
hi, and we will write hi = ui( A). It is not difficult to prove that (x - k)[ 1 + x 
+ u,(x)+ *. . + ud(x)], with k the valency of A, is the minimal polynomial 
of A. 
The spectrum of an adjacency matrix of a graph is referred to as the 
spectrum of the graph. We use the notation 
Spec A = 
h, x, ..* x, 
m, ml ... m, 
to specify that X,>X,> +.a > X, are the distinct eigenvalues in decreasing 
order with multiplicities m,, m,, . . . , m, respectively. If we wish to consider 
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only the distinct eigenvalues we will write spec A = (X,, . . . , A,) with X, > 
. . . > A,. If A is a connected graph of diameter d with n vertices, then it is 
easy to see that d + 1~ s + 1~ n. Thus it follows that a connected graph 
with exactly two distinct eigenvalues is a complete graph. 
If the graph A is regular, then it follows that the valency k of A is the 
largest eigenvalue of A. Moreover, the multiplicity of k is exactly the number 
of components of A. Thus, if u(x) is a polynomial, A is a regular connected 
graph of valency k, and u(A) = A’ another graph, then A’ is connected if and 
only if u(k) f u( Ai) for each eigenvalue hi of A, i = 1,. . . , d. Finally, if A is 
regular and connected and u is an eigenvector of A with eigenvalue X f k, k 
the valency of A, then it follows that Ju = 0, where J is the all-ones matrix of 
appropriate size. 
Since we are considering graphs which have an adjacency matrix of the 
form 
where A, B, and C are n X n matrices, it will be useful to denote those 
vertices of the graph corresponding to rows 1 through n by unprimed letters 
and denote by U’ the vertex whose row number is n plus the row number of 
u. We will use this notation without special mention throughout the paper. 
Moreover, when the block A is interpreted as the adjacency matrix of the 
graph I, then we can think of P as being embedded in A, the graph whose 
adjacency matrix is As noted above, if C = A, then we will refer to 
the graph composed of the primed vertices as I’. 
2. GRAPHS IN BLOCK FORM 
We begin with an introductory lemma. 
LEMMA A. Let A be a distance-regular graph with adjacency matrix 
with I the n x n identity matrix. Then A is bipartite. 
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Proof. Consider u E V(A) and srrr( U, u’). Any vertex w E V(A) which 
satisfies a(~, w) = 1 also satisfies a(~‘, w) > 1. Hence a, = 0. 
Now suppose that a, # 0 for some i. Then there must be vertices U, o’, w 
satisfying a(u, u’) = i, 6’(u, w) = 1 and a(~‘, w) = i, whence a(u, u) = i - 1, 
J(u,w)=l, and a(u,w)=i-1. Hence ai_,#O. But a,=O, and so by 
induction a, = 0 for all i. Therefore A is bipartite. W 
THEOREM 1. Let A be a distance-regular graph with adjacency matrix A 
of the fnm 
where C is un adjacency matrix of the graph r on n vertices and f(x) is a 
polynomiul. 
(1) Zf f( C) = C, then A is isomorphic with the rdimensionul cube, where 
r is the uulency of A. 
(2) Zf f(C) = c, then A is the Petersen graph. 
(3) Zf f(x) has degree 2 and f(C)#C and f(C)#c, then A is the 
l-skeleton of the dodecuhedron. 
Proof. Clearly, in all three cases, I is regular. Let k be the valency of I?. 
Let u E V(I), and consider the edge UU’. Clearly siri(u, u’) = 0. Thus since 
A is distance-regular, a, = 0. Moreover siir(u, u) = 0 for any pair of adjacent 
vertices u, u E v(r). 
(1): It follows from Lemma A that A is bipartite. Thus, if we can show 
that ci=i fori=l,..., d, d the diameter of A, then it wiII follow that A has 
the same intersection array as the d-dimensional cube, and since A has 
degree r, d = r. But then the main Theorem of [312 would imply that A is 
the cube Q,. Thus we will show by induction that ci = i. Since ci = 1, we will 
assume that ci = i for 1 d i < j for some j >, 1. Let u, u E V(A) with a(u, u) 
= j, and assume that j < d, the diameter of A. Then we can assume that 
u,u~V(r), since diamA=diamI’+l. Thus there are j vertices in I 
adjacent to u and a distance j - 1 from u. Now J(u, u’) = j + 1, and the 
same vertices are adjacent to u and a distance j from u’. Moreover, u’ and 
no other vertex now has these same properties. Thus cj+ i = j + 1. 
‘1 am indebted to the referee for this reference. 
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(2): Since ui = 0, I? and T have no triangles, and it follows that C is at 
most a 5 X 5 matrix. Since A is regular, I and T have the same valency and 
so I is a 5-cycle. Thus A is the Petersen graph. 
(3): Since A is distance-regular and a, = 0, we have As = us(A) with 
t&.(X) =(1/c&G-(k +l)]. Thus 
A,_1 ( c2-kz c+_w I cz C+f(c) [f(C)]“-kZ . 
Since f(C) is the adjacency matrix of a graph, C + f(C) is either a O-l matrix 
or a O-2 matrix. In the latter case C = f(C), which is excluded. Hence c2 = 1 
and (f( C))ii = 0 if (i, j) represents a pair of vertices which are adjacent in I. 
Now let f(x) = (~a + oix + oax2. Then f(C) = a,Z + cy,C + a2C2. Thus 
0 = (cwaT),, +(‘Y~C)~~ +(cw~C~)~~ = (~a +0+ a,k and so k = - ao/a2. (Recall 
that a2 # 0.) Further, if (i, j) represents a pair of adjacent vertices in P, then 
0 = 0+ (pi + a2siii(i, j) = (pi +O, since a, = 0 in A. Thus (pi = 0. Finally if 
(i, j) represents a pair of vertices a distance 2 apart in r, then (f(C)),, = 0+ 
LX~(C~)~~. It is easy to see that these vertices are 2 apart in A, and since 
c, = 1, there is a unique path of length 2 in A from i to j. Thus (f(C)),, = 
a2 = 0 or 1. But f(x) is a polynomial of degree 2, and so o2 = 1. Therefore 
k = -q,, and so f(x) = x2 - k. As I and f(I) both have valency k, we get 
f(k) = k2 - k = k and hence k = 2. Thus I is a union of cycles, and since A 
is connected, so is I. Denote I = C,. We consider the cases r is even and T 
is odd separately. 
Let r = 2s. We first show that s < 5. Suppose that s > 5, and consider a 
pair of vertices U, u E r with a(u, u) = 2. Clearly this distance is the same in 
I as in A. Then u’ is the unique vertex of A adjacent to u and a distance 2 
from u via U’U’U. Thus a2 = si&u, u) = 1. But if w and u are vertices of I 
with J(w, u) = 4, then a(w’, u’) = 2 and so u2 = s&w’, u’) = 0, a contra- 
diction. The diagram in Figure 1 ilhrstrates this argument. 
Hence s Q 5. If s = 4 then c2 # 1, and if s = 3 then a, # 0, contradictions. 
Thus s = 5, and we have for A the graph in Figure 2, which is the l-skeleton 
of the dodecahedron. 
NOW let I = 4=29+1. If s = 2, *hen I = C, and A is the Petersen graph. 
Let s 2 3, and let the vertices of r be numbered ur, u2,. . . , 02s+ 1. Then 
a(~,, us) = 2 in A, and the only vertices adjacent to ua are u,, uj, and u2. Of 
these only uj is a distance 2 from ui, since 2s + 12 6. Thus u2 = 1. But 
J(u;,u;) = 2, and u;, uj, and u5 are the only vertices a distance of 1 from 
u;. Now a(~;, vi) = 1 and a(~,, u;) > 2. Thus a(~;, u;) = 2. But this implies 
that u;uju,u;u~ is a cycle and that I has 18 vertices, a contradiction. 
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FIG. 2 
We will need the following lemmas in the proof of Theorem 2. 
LEMMA B. Let r be a distance-regular graph of diameter 2 with n 
vertices and with 
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Let v2( x) be the polynomial of degree 2 which satisfies v,(T) = r,. Zf 
v,(k) = v,(X2), then 
I-=&&’ where s=m,+l and r=n/s. 
Proof. Since vs( k) = vs(Xs), then I’, has 1 + m2 components and 
Specr2= I+m 
i 
v,(k) “2(h) 
2 ml I 
Thus, since I2 has two eigenvalues only, I2 is the union of complete graphs. 
But I2 is regular, and so I2 is the union of isomorphic complete graphs. 
There are clearly 1 + m2 of them, and so each is isomorphic to K,,(r +n,p). 
Since I2 = r, it follows that 
n 
r-K_ with r=- W l+m, 
and s=l+m,. 
s 
LEMMA C. Let r be a graph, and let v2(x) be a polynomial of degree 2. 
Suppose that v2( r) = T. Then either r is complete or r is distance-regular of 
diameter 2. 
Proof. Let A be an adjacency matrix of I. Then A + v2(A) = J - I, 
since v2(I) = I. Thus J = I + A + v2(A), and by [l, Proposition 3.21, I is 
regular and connected. 
NOW suppose that the pair (i, j) represents a pair of vertices distance 3 
apart. Then 
(A + os(A))ij=(_Z-Z)ij=l, 
But ( A)ij = 0 and ( v2( A))ij = 0, since v2(x) has degree 2. Thus I has 
diameter at most 2. If the diameter is 1, then I is complete. If l? has 
diameter 2, then vs(I) = F + I,, and it follows from [l, Proposition 3.21 that 
I is distance-regular. 
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THEOREM 2. Let A be a distance-regular graph with adjacency matrix A 
of the form 
cohere C and R are n x n matrices and C is an adjacency matrix of the 
graph r. 
(1) ZfR=C, thaA=K-ad r=K,,2,...,,,2. 
(2) ZfR=J, thmA=Kkand I’=Kd. 
9/2 
(3) ZfR=J-Cand risnoternpty, thenA=K,,,and T=K,,,,. 
Proof. Recall that since A is distance-regular, A2 = u2( A), where 
v2(x) = (l/c2)(r2 - a,x - k). Thus in all cases 
1 C2+ R2-a&-kZ 
A,=- 
i 
CR+ RC-a,R 
c2 CR+ RC-a,R C2+R2-a,C-kZ 
(1): 
1 2C2-a&-kZ 
A,=- 
c2 i 2C2 - a,C 
Then (1/c2)(2C2 - a,C)ii = (Z/C,)(C~)~~ = 2k’/c,, where k’ is the valency 
of r. Since A, is a matrix of O’s and l’s, 2k’/c, = 1 and c2 = 2k’= k, the 
valency of A. It follows that the diameter of A is 2. Thus A, = A, and 
therefore (l/k)(2C2 - a,C - kZ) = c It follows from Lemma C that r is 
either complete or is a distance-regular graph of diameter 2. If l? is complete, 
then clearly 
A’K,..,, G 
and r= K, ,,, 1. 
; 
k’ k’ 
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If I is not complete, then C, = (l/k)(2C2 - a,C - ZcZ) and we can 
obtain spec C by solving 1+ x + (l/k)(2r2 - a ix - k) = 0. Thus 
x = 0, g and Speck= 1: ,“, y]. 
Now C, = v2( C) with oa(x) = (l/,4)(2x2 - a,x - k). We can find spec I2 by 
evaluating u,(k’), ~,((a, - k)/2), and u,(O). Thus 
u2(k’) = 02 
Hence by Lemma B, 
I- = Kc If with G 
r’(l+ m,) = IZ. 
l+m, 
Repeating the same calculation with A, we get A, = u2(A) with u2(x) = 
(l/k)(x2 - a,x - k) and thus 
0 al-k 
m, 
1 62 
Moreover ua( k) = u2(al - k) = k - aI - 1 and u,(O) = - 1. Again applying 
Lemma B, we get 
A = Kr.....,. 
l+m’, 
Now since the sum of all eigenvalues (counting multiplicities) of a graph is 0, 
we get for I 
a1 -k 
k’+ m2- = 
2 
0, 
whence m2 = 2k’/(k - aI) = k/(k - al). For A we get k + mi(a, - k) = 0, 
whence rnb = k/(k - al). Thus m2 = rng, and since A has twice as many 
vertices as I, r’= r/2. The result follows. 
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(2): If u, v are a pair of unprimed vertices, then either uv is a path of 
length 1 or UU’V is a path of length 2. Thus A has diameter at most 2. If I is 
complete, then so is A and hence 
We now need to show that I is connected. Assume that there are vertices 
u, v E V(r) not joined by any path in I. Then i3,(u, v) = 2 and s1i2(u, u) = 
n. Hence c2 = n. But if x, y E V(I) with 8,(x, y) = 2, then 8,(x, y) = 2 and 
sii2(x, y) = n + s;r2(x, y) = 0, and so I is the union of complete graphs, say 
K,. Let w, z be adjacent vertices in I. Then s,,i(w, z) = r - 2+ n and 
siir(w, w’) = &(r - 1). Hence r - 2+ n = 2~ - 2 and n = T. Thus I = K, 
and hence is connected. 
Now assume that neither A nor I is complete and hence that A has 
diameter 2. Thus 
with k the valency of I’. Let u be an eigenvector of C with Cu = Xu, X # k. 
Then 
A(2) =w 
because r is regular and connected, which implies that Ju = 0. Also 
4:) = w 
Hence every eigenvalue of C other than k is an eigenvalue of A with 
multiplicity at least twice that of C. Now let v be the all-ones vector. Then 
Cv = kv and 
while 
A( JV)=(k-n)( -_“v). 
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It thus follows that since A has exactly three distinct eigenvalues, so does C. 
Also, k - n must be an eigenvalue of C. Thus 
h k-n 
ml m2 
Now m1 >, 2m;, m2 > 2mg, and the vector ( 1 
Jv contributes 1 to the 
multiplicity of k - n. Hence m, = 2m;, m2 = 2rng + 1, and 
We will now compute u2(x) for I and A and show that u,(k) = u,(k - n) 
in I and us( k + n ) = u2( k - n) in A, thus giving 1 + rnh copies of a complete 
graph in lY and 2(1+ mi) copies of an isomorphic complete graph in A. It is 
only necessary to compute a, for both graphs. 
Let UU’ be the edge in A specified by our notation. Then siii( U, u’) is 
clearly 2k. Hence in A, u2(x) = (l/c2)[x2 - 2kx -(k + n)]. It follows di- 
rectly that u2( k + n) = u2( k - n) = (l/c,)( - k2 - k - n + n2). 
If a; is sill in l?, then clearly a; + n = a, = 2k. Hence a; = 2k - n, and 
in I we have v;(x) = (l/c,‘)[x2 - (2k - n)x - k]. Thus v;(k) = u;(k - n) = 
(l/c.j’)( - k2 - k + nk). 
It follows that 
where s = 1+ rnh and TS = 2n. 
(3): If I is complete, then 
Let UU’ be an edge given by the upper right identity matrix I. Then clearly 
s&u, u’) = 0. On the other hand, if uu is an edge in I, then siii(u, v) = 
n - 2, where n is the number of vertices of I. Thus n = 2 and I = K, = K,,,, 
while A = K, 2. 
Assume that l? is not complete and of valency k. Let u, u E V(I). Then 
either u and u are adjacent or UU’U is a path of length 2. If u, u’ E V(A), 
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then either u and u’ are adjacent (if u and u are not adjacent in r) or else 
UZ)U’ is a path of length 2 in A. Hence A has diameter 2. 
We now compute A, from 
We obtain 
1 2C2-(n-2k)J-a&-nZ 
A,=- 
i 
(2k - a,)./ + a,C - 2C2 
ca (2k-a,)J+a,C-2C2 2C2-(n- 
where k is the valency of I?. Thus (l/c2)((2k- a,)J+ u,C- 2C2),, = 
(l/c,)(2k - a, - 2k) = - u,/c2. But - a,/~, must be 0 or 1, and hence 
a, = 0. This implies srrr(u, u) = 0 in r. Hence 
A =L 2C2-(n-2k)J-nZ 
i 
2kJ - 2C2 
2 
c2 2kJ - 2C2 2C2-(n-2k)J-nZ ’ 
Now let (i, i) represent a pair of adjacent vertices in A and 
Since k # 0, we have 2k/c, = 1 and c2 = 2k. Again for the same pair (i, j), 
;(2C2-(n-2k),-nZ)ij=;[O-(n_ek)] =v. 
Since n # 0, n = 2k. 
We can now find the eigenvahres of A and I’. Since A has diameter 
2, A2 = &. Thus A, = u,(A) and u2(x) = (1/2k)(r2 - 2k), since c2= 2k, 
a, = 0, and rt = 2k. We thus solve 1+ x + u2(x) = 0 and get x = 0, - 2k. 
Hence 
, 
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and since 2k + m,( - 2k) = 0, m2 = 1. Thus 
. 
Similarly, since AZ = i, we have r, = r = u,(r) with uZ(x) = (l/c,) 
(2x2 - 2k) = (l/k)(x2 - k). From this it follows that 
. 
But u2(2k) = 02( - 2k) = 2k - 1, and so, as in the proof of Lemma B, 
A = K,., ~ (1 + m2 = 1 + l), and similarly I- = K,,,, r,Z. n 
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