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ABSTRACT
In multipoint-to-point connections, the trac at the root (destination) is the combination of all trac originating at
the leaves. A crucial concern in the case of multiple senders is how to dene fairness within a multicast group, and
among groups and point-to-point connections. Fairness denition can be complicated since the multipoint connection
can have the same identier (VPI/VCI) on each link, and senders might not be distinguishable in this case. Many
rate allocation algorithms implicitly assume that there is only one sender in each VC, which does not hold for
multipoint-to-point cases. We give various possibilities for dening fairness for multipoint connections, and show the
tradeos involved. In addition, we show that ATM bandwidth allocation algorithms need to be adapted to give fair
allocations for multipoint-to-point connections.
Keywords: ATM networks, trac management, congestion control, ABR service, multipoint communication,
multipoint-to-point connections
1. INTRODUCTION
Multipoint communication is the exchange of information among multiple senders and multiple receivers. Multipoint
support in Asynchronous Transfer Mode (ATM) networks is essential for ecient duplication, synchronization and
coherency of data in such networks. Examples of multipoint applications include audio and video conferencing,
server and replicated database synchronization, advertising, and data distribution applications. Multipoint-to-point
connections are especially important for overlaying IP networks and simplifying end systems and edge devices.
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In
this case, only one connection needs to be set up even if there are multiple senders.
An ecient and exible ATMmultipoint service is a key factor in the success of ATM networks. Several issues need
to be addressed in the ATM multipoint service denition, such as routing, reliable transport and trac management.
In this paper, we focus on trac management issues in the case of multiple senders. Specically, we tackle the
denition of fairness, and the ABR ow control problem for multipoint-to-point connections.
ATM networks currently oer ve service categories: constant bit rate (CBR), real-time variable bit rate (rt-
VBR), non-real time variable bit rate (nrt-VBR), available bit rate (ABR), and unspecied bit rate (UBR). Switches
generally service CBR and VBR trac in preference to ABR trac. The left-over capacity is fairly divided among
the active ABR sources.
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The most commonly adopted fairness denition is max-min fairness.
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Intuitively, this
means that all sources bottlenecked at the same node are allocated equal rates. This denition was developed for
point-to-point connections, and in this paper, we attempt to extend it for multipoint connections.
For point-to-multipoint ABR connections, the source is usually controlled to the minimum rate supported by all
the leaves of the multipoint tree, if the leaves cannot tolerate cell loss. Therefore, the extension of the max-min
fairness denition to point-to-multipoint connections is straightforward. With multipoint-to-point and multipoint-
to-multipoint connections, however, the implicit assumption that each connection has only one source is no longer
valid.
In this paper, we dene several methods for computing the max-min fair allocations for multipoint-to-point
VCs, and discuss the necessary modications to switch schemes to give these allocations. The remainder of this
paper is organized as follows. The next section discusses ATM multipoint support and the solutions to the merging
and cell interleaving problem for multipoint connections. Then, previous work on multipoint-to-point algorithms
is summarized. We present our max-min fairness denitions in section 5, and show their operation, merits and
drawbacks with the aid of examples. We then discuss several design issues (section 6), and examine how switch
schemes need to be adapted to give max-min fair allocations in section 7. The paper concludes with a summary of
the issues and tradeos involved.
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t
s
a
t
t
h
e
s
w
i
t
c
h
u
n
t
i
l
a
l
l
c
e
l
l
s
o
f
t
h
e
c
u
r
r
e
n
t
p
a
c
k
e
t
g
o
t
h
r
o
u
g
h
(
a
s
s
h
o
w
n
i
n

g
u
r
e
2
)
.
T
h
e
t
e
c
h
n
i
q
u
e
i
s
a
l
s
o
c
a
l
l
e
d
\
c
u
t
-
t
h
r
o
u
g
h
f
o
r
w
a
r
d
i
n
g
,
"
a
n
d
i
t
i
s
u
s
e
d
i
n
t
h
e
S
E
A
M
6
a
n
d
A
R
I
S
s
c
h
e
m
e
s
.
I
t
e
n
t
a
i
l
s
t
h
e
i
m
p
l
e
m
e
n
t
a
t
i
o
n
o
f
a
p
a
c
k
e
t
-
b
a
s
e
d
s
c
h
e
d
u
l
i
n
g
a
l
g
o
r
i
t
h
m
a
t
t
h
e
m
e
r
g
i
n
g
p
o
i
n
t
,
a
n
d
m
a
i
n
t
a
i
n
i
n
g
s
e
p
a
r
a
t
e
q
u
e
u
e
s
f
o
r
e
a
c
h
s
e
n
d
e
r
.
T
h
e
A
A
L
5
e
n
d
-
o
f
-
m
e
s
s
a
g
e
b
i
t
i
s
u
s
e
d
t
o
s
i
g
n
a
l
t
o
t
h
e
s
w
i
t
c
h
t
h
a
t
a
p
a
c
k
e
t
f
r
o
m
a
d
i

e
r
e
n
t
p
o
r
t
c
a
n
n
o
w
b
e
f
o
r
w
a
r
d
e
d
.
T
h
e
a
p
p
r
o
a
c
h
i
s
e
x
t
r
e
m
e
l
y
f
a
s
t
a
n
d
s
i
m
p
l
e
,
b
u
t
i
t
m
a
y
r
e
q
u
i
r
e
m
o
r
e
m
e
m
o
r
y
a
t
t
h
e
s
w
i
t
c
h
e
s
,
a
n
d
a
d
d
t
o
t
h
e
b
u
r
s
t
i
n
e
s
s
a
n
d
l
a
t
e
n
c
y
o
f
t
r
a

c
.
A
n
a
n
a
l
y
s
i
s
i
n
[
9
]
s
h
o
w
s
t
h
a
t
b
o
t
h
o
f
t
h
e
s
e
e

e
c
t
s
a
r
e
m
i
n
i
m
a
l
.
6
.
V
P
m
e
r
g
e
:
T
h
i
s
a
p
p
r
o
a
c
h
u
s
e
s
m
u
l
t
i
p
o
i
n
t
v
i
r
t
u
a
l
p
a
t
h
s
(
V
P
s
)
.
O
n
l
y
t
h
e
V
P
I

e
l
d
i
s
u
s
e
d
f
o
r
s
w
i
t
c
h
i
n
g
c
e
l
l
s
o
f
a
m
u
l
t
i
p
o
i
n
t
c
o
n
n
e
c
t
i
o
n
,
a
n
d
t
h
e
V
C
I

e
l
d
i
s
u
s
e
d
t
o
u
n
i
q
u
e
l
y
i
d
e
n
t
i
f
y
t
h
e
s
e
n
d
e
r
.
C
o
n
n
e
c
t
i
o
n
m
a
n
a
g
e
m
e
n
t
i
s
s
i
m
p
l
e
i
n
t
h
i
s
c
a
s
e
,
b
u
t
t
h
e
a
p
p
r
o
a
c
h
r
e
q
u
i
r
e
s
r
e
c
e
i
v
e
r
s
t
o
h
a
v
e
s
t
a
t
i
c
a
s
s
i
g
n
m
e
n
t
o
f
V
C
s
w
i
t
h
i
n
V
P
s
.
I
n
a
d
d
i
t
i
o
n
,
V
P
s
s
h
o
u
l
d
n
o
t
b
e
u
s
e
d
b
y
e
n
d
-
s
y
s
t
e
m
s
,
s
i
n
c
e
n
e
t
w
o
r
k
p
r
o
v
i
d
e
r
s
u
s
e
V
P
s
f
o
r
a
g
g
r
e
g
a
t
i
o
n
i
n
t
h
e
b
a
c
k
b
o
n
e
.
F
i
n
a
l
l
y
,
t
h
e
r
e
a
r
e
o
n
l
y
2
1
2
=
4
0
9
6
u
n
i
q
u
e
V
P
I
v
a
l
u
e
s
p
o
s
s
i
b
l
e
a
t
e
a
c
h
h
o
p
,
a
n
d
h
e
n
c
e
i
t
i
s
p
o
s
s
i
b
l
e
t
o
r
u
n
o
u
t
o
f
V
P
I
v
a
l
u
e
s
.
7
.
V
a
r
i
a
b
l
e
V
P
m
e
r
g
e
:
D
i

e
r
e
n
t
V
P
I

e
l
d
s
i
z
e
s
a
r
e
u
s
e
d
i
n
t
h
i
s
a
p
p
r
o
a
c
h
.
1
0
T
h
e
s
w
i
t
c
h
e
s
s
u
p
p
o
r
t
b
o
t
h
1
2
-
b
i
t
V
P
I

e
l
d
s
,
a
s
w
e
l
l
a
s
1
8
-
b
i
t
V
P
I

e
l
d
s
.
D
i
s
t
r
i
b
u
t
e
d
s
c
h
e
m
e
s
t
o
a
s
s
i
g
n
g
l
o
b
a
l
l
y
u
n
i
q
u
e
V
C
I
s
w
i
t
h
i
n
e
a
c
h
V
P
a
r
e
p
r
o
p
o
s
e
d
u
s
i
n
g
c
o
l
l
i
s
i
o
n
a
v
o
i
d
a
n
c
e
.
T
h
i
s
a
p
p
r
o
a
c
h
o
v
e
r
c
o
m
e
s
t
h
e
V
P
s
c
a
r
c
i
t
y
p
r
o
b
l
e
m
o
f
V
P
m
e
r
g
e
,
b
u
t
s
t
i
l
l
h
a
s
t
h
e
p
r
o
b
l
e
m
o
f
u
s
i
n
g
V
P
s
.
F
u
r
t
h
e
r
m
o
r
e
,
i
t
c
o
m
p
l
i
c
a
t
e
s
t
h
e
s
w
i
t
c
h
d
e
s
i
g
n
s
i
n
c
e
t
w
o
d
i
s
t
i
n
c
t
V
P
t
a
b
l
e
s
n
e
e
d
t
o
b
e
m
a
i
n
t
a
i
n
e
d
.
8
.
S
u
b
-
c
h
a
n
n
e
l
m
u
l
t
i
p
l
e
x
i
n
g
:
A
s
u
b
-
c
h
a
n
n
e
l
i
s
a
\
c
h
a
n
n
e
l
w
i
t
h
i
n
a
V
C
.
"
E
a
c
h
s
u
b
-
c
h
a
n
n
e
l
c
a
n
b
e
a
s
s
i
g
n
e
d
a
n
i
d
e
n
t
i

e
r
c
a
l
l
e
d
t
h
e
s
u
b
-
c
h
a
n
n
e
l
n
u
m
b
e
r
t
o
d
i
s
t
i
n
g
u
i
s
h
b
e
t
w
e
e
n
m
u
l
t
i
p
l
e
s
u
b
-
c
h
a
n
n
e
l
s
i
n
a
V
C
.
1
1
F
o
u
r
b
i
t
s
f
r
o
m
t
h
e
G
e
n
e
r
i
c
F
l
o
w
C
o
n
t
r
o
l
(
G
F
C
)
b
i
t
s
i
n
t
h
e
A
T
M
c
e
l
l
h
e
a
d
e
r
c
a
n
c
a
r
r
y
t
h
i
s
n
u
m
b
e
r
.
E
a
c
h
b
u
r
s
t
o
f
c
e
l
l
s
i
s
p
r
e
c
e
d
e
d
b
y
a
\
s
t
a
r
t
"
r
e
s
o
u
r
c
e
m
a
n
a
g
e
m
e
n
t
(
R
M
)
c
e
l
l
,
a
n
d
f
o
l
l
o
w
e
d
b
y
a
n
\
e
n
d
"
R
M
c
e
l
l
.
T
h
e
s
u
b
-
c
h
a
n
n
e
l
i
s
a
l
l
o
c
a
t
e
d
o
n
t
h
e
\
s
t
a
r
t
"
c
e
l
l
a
n
d
r
e
l
e
a
s
e
d
o
n
t
h
e
\
e
n
d
"
c
e
l
l
.
S
u
b
-
c
h
a
n
n
e
l
i
d
e
n
t
i

e
r
s
c
a
n
c
h
a
n
g
e
a
t
e
v
e
r
y
s
w
i
t
c
h
.
T
h
i
s
a
p
p
r
o
a
c
h
a
l
l
o
w
s
d
y
n
a
m
i
c
s
h
a
r
i
n
g
b
y
u
s
i
n
g
o
n
-
t
h
e
-

y
m
a
p
p
i
n
g
o
f
p
a
c
k
e
t
s
t
o
s
u
b
-
c
h
a
n
n
e
l
s
.
H
o
w
e
v
e
r
,
f
o
u
r
b
i
t
s
o
n
l
y
a
l
l
o
w
u
p
t
o

f
t
e
e
n
c
o
n
c
u
r
r
e
n
t
s
e
n
d
e
r
s
(
s
u
b
-
c
h
a
n
n
e
l
n
u
m
b
e
r
h
e
x
a
d
e
c
i
m
a
l
F
F
i
n
d
i
c
a
t
e
s
a
n
i
d
l
e
s
u
b
-
c
h
a
n
n
e
l
)
.
I
f
n
o
s
u
b
-
c
h
a
n
n
e
l
i
s
a
v
a
i
l
a
b
l
e
,
t
h
e
b
u
r
s
t
o
f
c
e
l
l
s
i
s
l
o
s
t
,
s
o
t
h
i
s
s
o
l
u
t
i
o
n
m
a
y
n
o
t
b
e
s
c
a
l
a
b
l
e
.
            
F
i
g
u
r
e
2
.
T
h
e
V
C
m
e
r
g
e
a
p
p
r
o
a
c
h
T
h
e
V
C
m
e
r
g
e
a
n
d
V
P
m
e
r
g
e
a
p
p
r
o
a
c
h
e
s
a
r
e
t
h
e
m
o
s
t
p
o
p
u
l
a
r
a
p
p
r
o
a
c
h
e
s
.
T
h
i
s
p
a
p
e
r
e
m
p
h
a
s
i
z
e
s
t
h
e
i
s
s
u
e
s
i
n
v
o
l
v
e
d
i
f
V
C
m
e
r
g
e
a
n
d
V
P
m
e
r
g
e
a
r
e
i
m
p
l
e
m
e
n
t
e
d
.
3
.
A
B
R
F
L
O
W
C
O
N
T
R
O
L
T
h
e
A
B
R
s
e
r
v
i
c
e
f
r
e
q
u
e
n
t
l
y
i
n
d
i
c
a
t
e
s
t
o
t
h
e
s
o
u
r
c
e
s
t
h
e
r
a
t
e
a
t
w
h
i
c
h
t
h
e
y
s
h
o
u
l
d
b
e
t
r
a
n
s
m
i
t
t
i
n
g
.
T
h
e
f
e
e
d
b
a
c
k
f
r
o
m
t
h
e
s
w
i
t
c
h
e
s
t
o
t
h
e
s
o
u
r
c
e
s
i
s
i
n
d
i
c
a
t
e
d
i
n
R
e
s
o
u
r
c
e
M
a
n
a
g
e
m
e
n
t
(
R
M
)
c
e
l
l
s
w
h
i
c
h
a
r
e
g
e
n
e
r
a
t
e
d
p
e
r
i
o
d
i
c
a
l
l
y
b
y
t
h
e
s
o
u
r
c
e
s
a
n
d
t
u
r
n
e
d
a
r
o
u
n
d
b
y
t
h
e
d
e
s
t
i
n
a
t
i
o
n
s
.
F
i
g
u
r
e
3
i
l
l
u
s
t
r
a
t
e
s
t
h
i
s
o
p
e
r
a
t
i
o
n
.
            
F
i
g
u
r
e
3
.
R
e
s
o
u
r
c
e
m
a
n
a
g
e
m
e
n
t
c
e
l
l
s
i
n
a
n
A
T
M
n
e
t
w
o
r
k
T
h
e
R
M
c
e
l
l
s
c
o
n
t
a
i
n
t
h
e
s
o
u
r
c
e
c
u
r
r
e
n
t
c
e
l
l
r
a
t
e
(
C
C
R
)
,
i
n
a
d
d
i
t
i
o
n
t
o
s
e
v
e
r
a
l

e
l
d
s
t
h
a
t
c
a
n
b
e
u
s
e
d
b
y
t
h
e
s
w
i
t
c
h
e
s
t
o
p
r
o
v
i
d
e
f
e
e
d
b
a
c
k
t
o
t
h
e
s
o
u
r
c
e
s
.
A
m
o
n
g
t
h
e
s
e

e
l
d
s
,
t
h
e
e
x
p
l
i
c
i
t
r
a
t
e
(
E
R
)

e
l
d
i
n
d
i
c
a
t
e
s
t
h
e
r
a
t
e
t
h
a
t
t
h
e
n
e
t
w
o
r
k
c
a
n
s
u
p
p
o
r
t
f
o
r
t
h
i
s
c
o
n
n
e
c
t
i
o
n
a
t
t
h
a
t
p
a
r
t
i
c
u
l
a
r
i
n
s
t
a
n
t
.
A
t
t
h
e
s
o
u
r
c
e
,
t
h
e
E
R

e
l
d
i
s
i
n
i
t
i
a
l
i
z
e
d
t
o
a
r
a
t
e
n
o
g
r
e
a
t
e
r
t
h
a
n
t
h
e
P
C
R
(
p
e
a
k
c
e
l
l
r
a
t
e
)
.
E
a
c
h
s
w
i
t
c
h
o
n
t
h
e
p
a
t
h
f
r
o
m
t
h
e
s
o
u
r
c
e
t
o
t
h
e
d
e
s
t
i
n
a
t
i
o
n
r
e
d
u
c
e
s
t
h
e
E
R

e
l
d
t
o
t
h
e
m
a
x
i
m
u
m
r
a
t
e
i
t
c
a
n
s
u
p
p
o
r
t
.
1
2
A
c
o
m
p
o
n
e
n
t
c
j
i
s
s
a
i
d
t
o
b
e
d
o
w
n
s
t
r
e
a
m
o
f
a
n
o
t
h
e
r
c
o
m
p
o
n
e
n
t
c
i
i
n
a
c
e
r
t
a
i
n
c
o
n
n
e
c
t
i
o
n
i
f
c
j
i
s
o
n
t
h
e
p
a
t
h
f
r
o
m
c
i
t
o
t
h
e
d
e
s
t
i
n
a
t
i
o
n
.
I
n
t
h
i
s
c
a
s
e
,
c
i
i
s
s
a
i
d
t
o
b
e
u
p
s
t
r
e
a
m
o
f
c
j
.
T
h
e
R
M
c
e
l
l
s

o
w
i
n
g
f
r
o
m
t
h
e
s
o
u
r
c
e
t
o
t
h
e
d
e
s
t
i
n
a
t
i
o
n
a
r
e
c
a
l
l
e
d
f
o
r
w
a
r
d
R
M
c
e
l
l
s
(
F
R
M
s
)
w
h
i
l
e
t
h
o
s
e
r
e
t
u
r
n
i
n
g
f
r
o
m
t
h
e
d
e
s
t
i
n
a
t
i
o
n
t
o
t
h
e
s
o
u
r
c
e
a
r
e
c
a
l
l
e
d
b
a
c
k
w
a
r
d
R
M
c
e
l
l
s
(
B
R
M
s
)
.
W
h
e
n
a
s
o
u
r
c
e
r
e
c
e
i
v
e
s
a
B
R
M
c
e
l
l
,
i
t
c
o
m
p
u
t
e
s
i
t
s
a
l
l
o
w
e
d
c
e
l
l
r
a
t
e
(
A
C
R
)
u
s
i
n
g
i
t
s
c
u
r
r
e
n
t
A
C
R
v
a
l
u
e
,
a
n
d
t
h
e
E
R

e
l
d
o
f
t
h
e
R
M
c
e
l
l
.
1
3
3
.
1
.
F
a
i
r
n
e
s
s
T
h
e
o
p
t
i
m
a
l
o
p
e
r
a
t
i
o
n
o
f
a
d
i
s
t
r
i
b
u
t
e
d
s
h
a
r
e
d
r
e
s
o
u
r
c
e
i
s
u
s
u
a
l
l
y
g
i
v
e
n
b
y
a
c
r
i
t
e
r
i
o
n
c
a
l
l
e
d
t
h
e
m
a
x
-
m
i
n
a
l
l
o
c
a
t
i
o
n
.
3
T
h
i
s
f
a
i
r
n
e
s
s
d
e

n
i
t
i
o
n
i
s
t
h
e
m
o
s
t
c
o
m
m
o
n
l
y
a
c
c
e
p
t
e
d
o
n
e
,
t
h
o
u
g
h
o
t
h
e
r
d
e

n
i
t
i
o
n
s
a
r
e
a
l
s
o
p
o
s
s
i
b
l
e
.
T
h
e
m
a
x
-
m
i
n
a
l
l
o
c
a
t
i
o
n
i
s
d
e

n
e
d
a
s
f
o
l
l
o
w
s
.
G
i
v
e
n
a
c
o
n

g
u
r
a
t
i
o
n
w
i
t
h
n
c
o
n
t
e
n
d
i
n
g
s
o
u
r
c
e
s
,
s
u
p
p
o
s
e
t
h
e
i
t
h
s
o
u
r
c
e
i
s
a
l
l
o
c
a
t
e
d
a
b
a
n
d
w
i
d
t
h
x
i
.
T
h
e
a
l
l
o
c
a
t
i
o
n
v
e
c
t
o
r
f
x
1
;
x
2
;
:
:
:
;
x
n
g
i
s
f
e
a
s
i
b
l
e
i
f
a
l
l
l
i
n
k
l
o
a
d
l
e
v
e
l
s
a
r
e
l
e
s
s
t
h
a
n
o
r
e
q
u
a
l
t
o
1
0
0
%
.
G
i
v
e
n
a
n
a
l
l
o
c
a
t
i
o
n
v
e
c
t
o
r
,
t
h
e
s
o
u
r
c
e
t
h
a
t
i
s
g
e
t
t
i
n
g
t
h
e
l
e
a
s
t
a
l
l
o
c
a
t
i
o
n
i
s
,
i
n
s
o
m
e
s
e
n
s
e
,
t
h
e
\
u
n
h
a
p
p
i
e
s
t
s
o
u
r
c
e
"
.
W
e
n
e
e
d
t
o

n
d
t
h
e
f
e
a
s
i
b
l
e
v
e
c
t
o
r
s
t
h
a
t
g
i
v
e
t
h
e
m
a
x
i
m
u
m
a
l
l
o
c
a
t
i
o
n
t
o
t
h
i
s
u
n
h
a
p
p
i
e
s
t
s
o
u
r
c
e
.
N
o
w
w
e
r
e
m
o
v
e
t
h
i
s
\
u
n
h
a
p
p
i
e
s
t
s
o
u
r
c
e
"
a
n
d
r
e
d
u
c
e
t
h
e
p
r
o
b
l
e
m
t
o
t
h
a
t
o
f
t
h
e
r
e
m
a
i
n
i
n
g
n
 
1
s
o
u
r
c
e
s
o
p
e
r
a
t
i
n
g
o
n
a
n
e
t
w
o
r
k
w
i
t
h
r
e
d
u
c
e
d
l
i
n
k
c
a
p
a
c
i
t
i
e
s
.
A
g
a
i
n
,
w
e

n
d
t
h
e
u
n
h
a
p
p
i
e
s
t
s
o
u
r
c
e
a
m
o
n
g
t
h
e
s
e
n
 
1
s
o
u
r
c
e
s
,
g
i
v
e
t
h
a
t
s
o
u
r
c
e
t
h
e
m
a
x
i
m
u
m
a
l
l
o
c
a
t
i
o
n
a
n
d
r
e
d
u
c
e
t
h
e
p
r
o
b
l
e
m
b
y
o
n
e
s
o
u
r
c
e
.
W
e
r
e
p
e
a
t
t
h
i
s
p
r
o
c
e
s
s
u
n
t
i
l
a
l
l
s
o
u
r
c
e
s
h
a
v
e
b
e
e
n
a
l
l
o
c
a
t
e
d
t
h
e
m
a
x
i
m
u
m
t
h
a
t
t
h
e
y
c
a
n
g
e
t
.
4
.
R
E
L
A
T
E
D
W
O
R
K
L
i
t
t
l
e
w
o
r
k
h
a
s
b
e
e
n
d
o
n
e
t
o
d
e

n
e
t
r
a

c
m
a
n
a
g
e
m
e
n
t
r
u
l
e
s
f
o
r
m
u
l
t
i
p
o
i
n
t
-
t
o
-
p
o
i
n
t
c
o
n
n
e
c
t
i
o
n
s
.
M
u
l
t
i
p
o
i
n
t
-
t
o
-
p
o
i
n
t
c
o
n
n
e
c
t
i
o
n
s
r
e
q
u
i
r
e
f
e
e
d
b
a
c
k
t
o
b
e
r
e
t
u
r
n
e
d
t
o
t
h
e
a
p
p
r
o
p
r
i
a
t
e
s
o
u
r
c
e
s
a
t
t
h
e
a
p
p
r
o
p
r
i
a
t
e
t
i
m
e
s
.
A
s
i
l
l
u
s
t
r
a
t
e
d
i
n

g
u
r
e
4
,
t
h
e
b
a
n
d
w
i
d
t
h
r
e
q
u
i
r
e
m
e
n
t
s
f
o
r
a
V
C
a
f
t
e
r
a
m
e
r
g
e
p
o
i
n
t
i
s
t
h
e
s
u
m
o
f
t
h
e
b
a
n
d
w
i
d
t
h
s
u
s
e
d
b
y
a
l
l
s
e
n
d
e
r
s
w
h
o
s
e
t
r
a

c
i
s
m
e
r
g
e
d
.
T
h
i
s
i
s
b
e
c
a
u
s
e
t
h
e
a
g
g
r
e
g
a
t
e
d
a
t
a
r
a
t
e
a
f
t
e
r
a
m
e
r
g
i
n
g
p
o
i
n
t
i
s
t
h
e
s
u
m
o
f
a
l
l
i
n
c
o
m
i
n
g
d
a
t
a
r
a
t
e
s
t
o
t
h
e
m
e
r
g
i
n
g
p
o
i
n
t
.
1
4
S
i
m
i
l
a
r
l
y
,
t
h
e
n
u
m
b
e
r
o
f
R
M
c
e
l
l
s
a
f
t
e
r
m
e
r
g
i
n
g
i
s
t
h
e
s
u
m
o
f
t
h
o
s
e
f
r
o
m
d
i

e
r
e
n
t
b
r
a
n
c
h
e
s
.
H
e
n
c
e
,
t
h
e
r
a
t
i
o
o
f
R
M
t
o
d
a
t
a
c
e
l
l
s
r
e
m
a
i
n
s
t
h
e
s
a
m
e
.
            
F
i
g
u
r
e
4
.
M
u
l
t
i
p
o
i
n
t
-
t
o
-
p
o
i
n
t
c
o
n
n
e
c
t
i
o
n
s
Ren and Siu
15
describe an algorithm for multipoint-to-point congestion control, which allows senders belonging
to the same connection to send at dierent data rates. The algorithm assumes that a multipoint-to-point VC is
dened as a shared tree, and that VC merging is employed to prevent the cell interleaving problem. The authors
proved that if the original point-to-point switch algorithm is max-min fair, the multipoint-to-point version is also
max-min fair among sources (and not VCs).
The idea of Ren and Siu's algorithm is very similar to point-to-multipoint algorithms (see [16,17]). The algorithm
operates as follows. When a forward resource management (FRM) cell originating at a leaf is received at the merging
point, it is forwarded to the root, and the merging point returns a backward resource management (BRM) cell to
the source which had sent the FRM cell. The explicit rate in the BRM cell is set to the value of a register called
MER (explicit rate), maintained at the merging point for each VC. The MER register is then reset to the peak cell
rate. When a BRM cell is received at the merging point, the ER value in the BRM is used to set the MER register,
and the BRM cell is discarded.
Another alternative is to maintain a bit at the merge point for each of the ows being merged.
18
The bit indicates
that an FRM has been received from this ow after a BRM had been sent to it. Therefore, when an FRM is received
at the merging point, it is forwarded to the root and the bit is set, but the RM cell is not turned around as in the
previous algorithm. When a BRM is received at the merging point, it is duplicated and sent to the branches that
have their bit set, and then the bits are reset. This saves the overhead that the merge point incurs when it turns
around RM cells, since only destinations turn around RM cells in this case.
18
5. FAIRNESS FOR MULTIPOINT-TO-POINT CONNECTIONS
In this section, we dene dierent types of fairness, and show examples of their operation. In addition, we discuss
the merits and drawbacks of each type.
5.1. Fairness Denitions
            
Figure 5. Source versus VC versus ow
Before giving the fairness denitions, we rst distinguish among sources, VCs and ows. Figure 5 shows a congu-
ration with 2 VCs. One of the VCs is a point-to-point VC, while the other is a multipoint-to-point VC. The senders
in the multipoint-to-point VC are indicated by dark-colored circles, while the sender in the point-to-point VC is
denoted by the light-colored circle. At the second switch, trac from 4 sources, but only 2 VCs, is being switched to
the output port. Note, however, that the second switch can distinguish 3 input ows (the point-to-point sender and
2 ows of the multipoint-to-point connection). The 2 sources whose trac was merged at the rst switch constitute
a single ow at the second switch, since they cannot be distinguished downstream of their merge point. Two of the
input ows that can be distinguished at the second switch belong to the same VC, while the third ow belongs to a
dierent VC. The second switch merges the two ows of the same VC.
If a single N -to-one connection is treated as N one-to-one connections (VCs), the max-min fairness denition
can be easily extended to achieve fairness among sources, regardless of which VC each source belongs to. We call
this source-based fairness. Note that if multipoint VCs employ the same VPI/VCI for each multipoint conversation
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Figure 7 illustrates a conguration with two VCs: one of the VCs is a multipoint-to-point VC with four senders and
one receiver, and the other is a point-to-point VC. Sources S
1
, S
2
, S
3
and S
4
are sending to destination dS
1
, and
source S
A
is sending to destination dS
A
. All links are approximately 150 Mbps (after SONET overhead is accounted
for), except for the link between Switch
1
and Switch
2
(LINK
1
) which is only 50 Mbps. Clearly, sources S
1
, S
2
and
S
A
are bottlenecked at LINK
1
, while sources S
3
and S
4
are bottlenecked at LINK
3
. The aim of this example is
to illustrate the allocation of the capacity left over by sources bottlenecked on LINK
1
to the sources
bottlenecked on LINK
3
.
Source-based Denition. The allocation vector according to the source based denition is:
fS
1
; S
2
; S
3
; S
4
; S
A
g  f16.67, 16.67, 58.33, 58.33, 16.67g
This is because each of sources S
1
, S
2
and S
A
is allocated one third of the bandwidth of LINK
1
. At LINK
3
,
the 50
2
3
= 33:33 Mbps used by sources S
1
and S
2
is subtracted from the available bandwidth, and the remaining
capacity (116.67 Mbps) is equally divided upon sources S
3
and S
4
.
VC-based Denition: VC/Source. According to the VC/Source denition, the allocation vector for the example
above would be:
fS
1
; S
2
; S
3
; S
4
; S
A
g  f12.5, 12.5, 62.5, 62.5, 25g
This is because each of the VCs is allocated half of the bandwidth on LINK
1
, and this bandwidth is divided
equally among S
1
and S
2
of the multipoint VC. On LINK
3
, the remaining capacity (150 25 = 125 Mbps) is divided
max-min fairly among the sources within the multipoint-to-point VC.
Flow-based Denition. Here the allocation vector is:
fS
1
; S
2
; S
3
; S
4
; S
A
g  f16.67, 16.67, 41.67, 75, 16.67g
This is because Switch
3
sees two ows on LINK
3
, and allocates half of the capacity to each ow (hence, source S
4
is allocated half of LINK
3
bandwidth). Switch
1
divides the 50 Mbps equally among the three ows sharing LINK
1
(each of S
1
, S
2
and S
A
gets
1
3
 50 = 16:67). Switch
2
divides the 75 Mbps (that Switch
3
had allocated to the ow
emerging from it) equally among the ow from S
3
and the ow from Switch
1
, but detects that one of the ows (that
from Switch
1
, i.e., S
1
and S
2
) is only using 33.33 Mbps, so it allocates the remaining 75   33:33 = 41:67 Mbps to
source S
3
.
VC-based Denition: VC/Flow. According to the denition, the allocation vector for this case is:
fS
1
; S
2
; S
3
; S
4
; S
A
g  f12.5, 12.5, 50, 75, 25g
Switch
1
divides the available 50 Mbps equally among the two VCs (giving each 25 Mbps), and divides the
bandwidth of the multipoint-to-point VC equally among the two ows in that VC (each getting 12.5 Mbps). Switch
3
divides the bandwidth fairly among the two ows, allocating 75 Mbps to the ow from S
4
and 75 Mbps to the ow
from Switch
2
. Switch
2
sees that the ow from S
1
and S
2
is only using 25 Mbps, so it allocates the remaining
50 Mbps to the other ow (source S
3
).
5.3. Merits and Drawbacks of the Dierent Denitions
The two examples above illustrate how fairness based upon the concepts of source, VC, and ow give very dierent
allocations in some situations.
First let us consider source-based fairness versus VC/source-based fairness. The source-based fairness completely
ignores the membership of dierent sources to connections, and divides the available bandwidth max-min fairly among
the sources currently active. If billing and pricing are based upon sources, it can be argued that this mechanism is
good, since allocation is fair among sources.
However, if pricing is based on connections (VCs), a VC with 100 concurrent senders should not be allocated 100
times the bandwidth of a point-to-point connection bottlenecked on the same link. Source-based fairness is clearly
unfair if this is the billing method adopted, and VC/source-based fairness is better.
The ow-based method is not max-min fair if we view an N -to-one connection as N one-to-one connections, since
the same ow can combine more than one source. We can, however, argue that it may be better to favor sources
traversing a smaller number of merge points, since these are more likely to encounter less bottlenecks anyway. For
example, if a user in New York City is fetching some web pages from a server in Germany, he expects to wait longer
than if he is fetching pages from within New York City. Thus, although ow-based fairness may be unfair to sources
whose trac is merged many times with other ows, this might be acceptable in many practical situations. The
VC/ow-based fairness is max-min fair with respect to VCs, but within the same VC, it favors sources whose trac
goes through a smaller number of merge points.
The above discussion shows that each type of fairness has its own merits and drawbacks, and the choice of the type
of fairness to adopt relies on the billing and pricing methods used. We believe, however, that source-based fairness is
the most preferred because it is a simple extension of point-to-point fairness denitions. To compute source-based fair
allocations, a single N -to-one connection is treated as N one-to-one connections (in terms of bandwidth allocation),
regardless of which VC each source belongs to. We give (in reference [19]) a distributed algorithm that achieves
source-based fairness, and show the performance analysis and simulation results of the algorithm.
The next two sections discuss the complexity of the design and implementation of algorithms to compute the
above mentioned allocations.
6. COMMON MULTIPOINT ALGORITHM DESIGN ISSUES
There are several ways to implement multipoint-to-point ABR ow control algorithms. Each method oers a tradeo
in fairness, complexity, scalability, overhead and response time. Some of these issues are summarized next. Section 7
further discusses the implementation of multipoint algorithms.
 VC merge versus VP merge. With VC merge implementations (see section 2), it is impossible to distinguish
among the cells of dierent sources in the same multipoint-to-point VC (since the same VPI/VCI elds are
used for all the cells of a VC on the same hop). Hence, switch trac management algorithms must not rely
on being able to determine the number or rates of active sources with VC merge (number and rates of active
VCs and number and rates of active ows can still be determined). With VP merge, however, the VCI eld
is used to distinguish among cells of dierent sources in the same multipoint-to-point VC on the same hop.
Hence, it is possible to determine the number and rates of active sources in such implementations, and perform
any necessary per-source accounting operations. (This, however, may incur additional complexity and reduce
scalability.)
 Per-source/VC/ow accounting. All switch trac management algorithms need to use some registers for
storing the values they need to compute the rate allocations. Some of these values are stored for each input
port, and some for each output port. Other algorithms use per-VC accounting, per-source accounting, or
per-ow accounting. With multipoint-to-point VCs, per-VC accounting, per-source accounting, and per-ow
accounting are no longer equivalent (they are equivalent for point-to-point scenarios). This leads to a set of
interesting problems. For example, some algorithms store the value of the current cell rate (CCR) indicated
in FRM cells, and later use it for computation. But the CCR value is actually per-source, and the sources
cannot be distinguished with VC merge. Other algorithms also attempt to measure the source rate of senders,
or distinguish between overloading and underloading sources (e.g., MIT scheme, UCSC, and ERICA schemes).
This is also infeasible with VC merge. In general, per-source accounting is infeasible with VC merge, while
per-VC accounting must account for the VC as a whole (even if its trac is coming from dierent ports), and
per-ow accounting must distinguish both input ports and VCs.
 Using downstream rate allocations. For point-to-point and point-to-multipoint connections, and for
multipoint-to-point connections when using source-based fairness, the switch computes the rate allocations
it can support, and then indicates these allocations in the BRM cells only if they are less than the allocations
computed by downstream switches (as indicated in the ER eld of BRM cells). This suces for these situations
since the algorithm operates at the source level only, and all sources at a bottleneck are allocated equal rates.
With VC/source, ow, and VC/ow-based fairness, however, downstream switches compute aggregate rate
allocations that must be further subdivided among senders in upstream switches. Thus, the switches must use
the downstream rate allocations as an estimate of the maximum available capacity for the VC/ow.
 BRM cell generation. FRM cells can be turned around to BRM cells by the merge point, or by the
destination. If the merge point turns around the BRM cells, the scheme may incur more overhead.
 Scalability issues. Some merge point algorithms wait for an FRM cell to be received before sending feedback.
What are the implications of this on the scalability of the scheme? Will the feedback delay grow with the number
of levels of merge points? If you have to wait for the next FRM cell at each of the merge points, the time to
return a BRM cell can increase with the number of levels of the tree, which is an undesirable property. This
is also dependent on the FRM cell rate, the BRM cell rate, and their relationships during transient phases.
Schemes that return the BRM cell received from the root, to the leaves which have sent FRM cells to the merge
point since the last BRM cell was passed, are less sensitive to number of merge points.
7. IMPLEMENTATION OF ALGORITHMS FOR EACH APPROACH
In section 5, we discussed four dierent types of fairness that can be dened for multipoint VCs. This section
discusses how switch trac management algorithms need to be adapted to compute the fair allocations for each
type.
1. Source-based fairness.
This type of fairness is the easiest to design and implement, since it is an extension of point-to-point algorithms.
The algorithm gives the same allocation to all sources bottlenecked on the same link, and it only operates at the
source level. However, source-based fairness in VC merge implementations poses some problems, since sources
in the same VC cannot be distinguished. The main considerations for switch algorithms in this case is to avoid
any per-source accounting and any attempt to estimate the number or rates of active sources. Note, however,
that such changes may result in some oscillations and slow transient response for some algorithms, since per-
source accounting and estimation of the number and rates of active sources can improve switch algorithm
performance. Another consideration for schemes is to exercise special care when using the CCR eld in RM
cells, since the CCR value in the RM cell of a VC can belong to a dierent source with dierent bottlenecks.
Reference [19] gives a switch algorithm that achieves source-based fairness and includes simulation results of
that algorithm.
2. VC/Source-based fairness.
VC/source-based fairness is not a straightforward extension of point-to-point algorithms, since the algorithm
has to operate at two dierent levels: the VC level and the source level. Fair allocation of bandwidth to VCs
can be simple, since VCs can be easily distinguished, their rates estimated, and the ABR available capacity
can be easily measured. As with source-based fairness, VC merge implementations imply that allocations must
not depend on any source-level metrics. Additional complexity is introduced by the two-level operation, which
necessitates estimation of the load and capacity at both the link level and the VC level. Hence, it becomes
necessary to use the explicit rates assigned by downstream switches for the VC in computing allocations at
upstream switches.
3. Flow-based fairness.
Flow-based fairness is non-trivial to implement. The capacity needs to be fairly divided upon the currently
active ows at every node. This introduces the need for bi-level computations, since two separate ows can
be merged into one ow at any node. If needed, counting the number of ows for each output link is a
straightforward task, since a single bit can be maintained for each VC on each input port. If a counter
maintains the number of bits set for connections to be switched to each output port, this number is the same as
the number of ows on the output link. The number of active ows can be measured over successive intervals,
and exponential averaging can be used to smooth out the value. Alternatively, the activity level of each ow can
be estimated as the ratio of the rate of this ow and the maximum share a ow can get. The main concern for
ow-based fairness, however, is that the bottleneck capacity available for a ow needs to be carefully estimated,
since it depends on the explicit rate value that downstream switches allocate to the ows emerging from the
switch being considered.
4. VC/Flow-based fairness.
As with VC/source-based fairness, VC/ow-based fairness must operate at two dierent levels: the VC level
and the ow-within-a-VC level. Distinguishing among VCs, and among dierent ows within the same VC are
both quite simple. However, computing the actual allocations in a distributed manner may not be straightfor-
ward, since information from downstream switches is needed, and handling the two-level operation introduces
additional complexity.
8. SUMMARY AND CONCLUSIONS
There are several issues to be resolved in ATM multipoint communication, including devising a scalable method for
merging trac from multiple senders, and resolving trac management issues.
Multipoint trac management may be implemented dierently in VC merge and VP merge implementations.
VP merge uses the VCI eld to distinguish among dierent sources in the same multipoint VC, while VC merge does
not distinguish sources, and implements packet-level buering at the merge points.
Four dierent types of fairness can be dened for multipoint-to-point connections:
1. Source-based fairness, which divides bandwidth fairly among active sources as if they were sources in point-
to-point connections, ignoring group memberships.
2. VC/source-based fairness, which rst gives max-min fair bandwidth allocations at the VC level, and then
fairly allocates the bandwidth of each VC among the active sources in this VC.
3. Flow-based fairness, which gives max-min fair allocations for each active ow, where a ow is a VC coming
on an input link. Formally,
NumFlows
j
, j 2 OutputPorts =
8i; i 2 InputPorts;
P
i
Number of VCs coming on port i and being switched to port j
4. VC/ow-based fairness, which rst divides the available bandwidth fairly among the active VCs, and then
divides the VC bandwidth fairly among the active ows in the VC.
Design issues common to multipoint trac management algorithms include minimizing overhead and delays,
use of VP merge versus VC merge, use of downstream allocations, and, most importantly, the use of per-source
accounting, per-VC accounting and per-ow accounting in switch algorithms. Since sources, VCs, and ows are
equivalent for point-to-point connections, but dierent for multipoint-to-point connections, it is important to note
the dierences between the three types of accounting. Per-source accounting cannot be performed in VC merge
implementations, and can only be performed with VP merge. Per-ow accounting has to distinguish VCs and input
ports, while per-VC accounting must combine the VC information coming from dierent input ports.
Modications are necessary for switch algorithms to implement each of the four types of fairness. For source-based
fairness (the simplest), algorithms operating with VC merge should not attempt any source-level accounting, and
must only use information supplied in the RM cells, in addition to aggregate measurements of load, capacity and
queuing delays. VC/source-based fairness must make VC-level allocations and source-level allocations, making use
of per-VC accounting. Flow-based fairness can be achieved by estimating ow activity and available ow capacity,
and VC/ow-based fairness should also estimate both VC and ow load and capacity.
It is essential to continue this work to dene the desirable forms of fairness, and extend current switch trac
management algorithms for multipoint connections. Extensive performance analysis is also crucial to examine the
fairness, complexity, overhead, transient response, delays, and scalability tradeos involved.
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