This paper discusses some issues related to trigonometric matrices arising from the design of finite impulse response (FIR) digital filters. A conjecture on the eigenvalues of a trigonometric matrix is posed with a partial proof given. A new result is also presented on the related equivalent transformation of this trigonometric matrix into a diagonal matrix.
Introduction
Trigonometric matrices have found wide range of applications and received much attention. For example, trigonometric matrices are a useful tool for self-adjoint linear differential systems of the second order [2] . The characteristic polynomials of two trigonometric matrices are determined in [6] . Extremal non-negative trigonometric polynomials based on the use of multilevel Toeplitz matrices was investigated in [7] . Discrete Cosine Transform (DCT), which is now widely used in image and video compression, essentially deals with trigonometric matrices (see, e.g., [1] ).
Recently in designing complex coefficient finite impulse response (FIR) digital filters, the authors also encountered an eigenvalue problem of trigonometric matrices [5] . Specifically, in formulating an objective function of minimizing the group delay error of a complex coefficient FIR filter, it was found [5] that the group delay of the filter in the passband was approximately given by
where h x is a vector containing the coefficients of the filter to be designed and P(ω) is the following trigonometric matrix
with P 1 (ω) and P 2 (ω) being the square trigonometric matrices of order N 2, and ω being the digital frequency variable with 0 ω 2π . The entries of P 1 (ω) and P 2 (ω) are
Note that both P 1 (ω) and P(ω) are symmetric matrices. To design an FIR filter with its group delay approximating a given constant, it is of importance to understand the structure and eigenvalues of the matrix P(ω). Specifically, we have observed through numerical evaluations that P(ω) always has four and only four non-zero eigenvalues that are independent of ω. The four eigenvalues consist of a positive and a negative eigenvalue, both of multiplicity 2. Although this observation is an important assumption made in [5] , it has not been proved rigorously. The objective of this paper is to raise a conjecture based on this observation and to present a related new result on the equivalent transformation of P(ω) to a diagonal matrix. We also give a partial proof for the conjecture. Before ending this section, we list the notation to be used in the paper: 0 m,l : an m × l zero matrix;
ann × n identity matrix.
Main results
We begin with a conjecture on the eigenvalues of P(ω) given in (1).
Conjecture. P(ω) always has one positive eigenvalue σ and one negative eigenvalue υ, both of which are of multiplicity 2, independent of ω and given by σ =
.
The other eigenvalues of P(ω) are all zeros.
The above conjecture is quite interesting because it is not obvious at all that the rank of P(ω) is always equal to 4 for any ω and N. Furthermore, these four eigenvalues are independent of ω. The Hence we are quite convinced that it should be true in general. Since a rigorous proof seems to be quite difficult, a partial proof for the Conjecture is given in the following.
Proposition. The Conjecture is true
(1) for N = 2, . . . , 5 and any ω; (2) for any N but with ω = 0 only.
Proof.
(1) The characteristic polynomial of P(ω) for N 5 has been computed with the help of a symbolic software package.
where
Eq. (2) shows that P(0) is the direct sum of two copies of P 1 (0). Hence, the characteristic polynomial of P (0) is the square of that of P 1 (0). It suffices to obtain the characteristic equation of P 1 (0). We first compute the rank of P 1 (0). In (3), subtracting the mth row from the (m + 1)th row for
Using an explicit form of the characteristic equation given in [3] , we have
where S n (n = 1, 2, . . . , N) is the sum of the principal minors of order n of P 1 (0). We then have
Since rank P 1 (0) = 2,
Substituting (5)- (7) in (4), the characteristic equation becomes
whose solutions are
λ n = 0, for n = 3, . . . , N.
Let σ = λ 1 and υ = λ 2 . From (2) and (9), P(0) has eigenvalues σ and υ, both of multiplicity 2. The other eigenvalues of P(0) are all zeros.
There are two possible approaches of proving the Conjecture for N > 5. One approach is to obtain the characteristic equation directly and solve it. We have however observed that the simplification of the coefficients in the characteristic equation is a very tedious and difficult task when N is large and no general rule has yet been found. Another approach is to find a matrix T(ω) such that
2N×2N is a diagonal matrix containing the four constant and non-zero eigenvalues of P(ω). This is again a very challenging task and we are only successful in doing so for the special case of N = 2.
In the following theorem, we consider an equivalent transformation which is related to (10) but it is easier to obtain an analytic solution. Before proceeding to the proof of the Theorem, it is worth pointing out the relation between the Conjecture and the Theorem. Although proving the Theorem does not completely prove the Conjecture, it nevertheless shows that P(ω) has four and only four non-zero eigenvalues. This is obvious since from (11), it is clear that rank P(ω) = 4 for any N and ω. Moreover, the Theorem is of interest in its own right since equivalent transformation is an important topic in several applications, such as controls and systems (see, e.g., [4] ).
Proof of the Theorem. The proof is carried out in two steps. In Step I, we directly verify that the Theorem is true for N = 2, 3, 4. In Step II, we use an induction method to prove the Theorem for
Step I is necessary here as we are unable to find a single analytic expression for matrix B(ω) for any N.
Step I: For N = 2, 3, 4, we perform a series of elementary operations on P(ω) from both the left and right hand sides, keeping the resultant matrix symmetric. The final results are shown below while the detailed elementary operations are omitted here for brevity. 
It can be easily verified that each matrix B(ω) given above satisfies (11) for N = 2, 3, 4.
Step II: We first give a general expression for B(ω) for N 4 and then show by induction that B(ω) given below also satisfies Eq. (11)
with C 1 , . . . , C 4 given in (12) and F 1 , F 2 given by 
Note that for N = 4 the matrices (14) and (15); in this way (13) agrees with the definition of B(ω) we have given in
Step I.
To simplify the notation, in the following we omit the argument ω and we use P N , B N and D N to denote the 2N × 2N matrices P(ω), B(ω) and D, respectively. We note that P N and B N can be recovered from P N+1 and B N+1 by deleting the (N+1)th and 2(N+1)th rows and columns, when N 4. Hence we will prove the claim by induction, after noticing that the claim for N = 4 has been proved in
Let E denote the 2(N + 1) × 2(N + 1) matrix which upon multiplying a matrix from the left moves the (N+1)th row to its (2N + 1)th row, the (N + 2)th, (N + 3)th, . . . , (2N + 1)th rows each upwards by a position, and fixes the other rows. Multiplying a matrix from the right by E T we will have a similar effect on its columns. Actually, E is a product of N elementary matrices each of which swaps two neighboring rows, hence it is invertible and E
, where
Now we partition P N+1 and B N+1 into the following block matrices
It is seen from (16) 
Note that in the right hand side of (17), the (2, 1) block sub-matrix is the transpose of the (1, 
