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Abstract
Optimal management plays an indispensable role in judiciously allocating the surg-
ing demand of limited resources available to our modern society. Intelligent manage-
ment schemes must be efficient, scalable, and even robust to the inherently uncertain
and possibly adversarial nature. Leveraging state-of-the-art optimization and signal pro-
cessing techniques, the present thesis addresses several fundamental issues and emerging
challenges of cyber-physical systems, especially for the smart power grid and wireless
networks.
Robust energy management is first dealt with for a grid-connected microgrid fea-
turing distributed energy sources. To address the intrinsic challenge of maintaining
the supply-demand balance due to stochastic availability of renewable energy sources
(RES), a novel power scheduling strategy is introduced to minimize the microgrid opera-
tional cost including the worst-case energy transaction cost. The resulting optimization
problem is solved in a distributed fashion by each local controller via the dual decompo-
sition approach. In addition, for an islanded microgrid or the long-term planning of the
bulk power system, risk-limiting energy management using the loss-of-load probability
is developed. Day-ahead stochastic market clearing with high-penetration wind energy
is further pursued based on the DC optimal power flow model. Capitalizing on the con-
ditional value-at-risk, the novel model is able to mitigate the potentially high risk of the
recourse actions to account for wind forecast errors. To cope with possibly large-scale
dispatchable loads, fast distributed solvers are developed with guaranteed convergence.
This thesis also caters to distributed resource allocation in wireless networks. Robust
transceiver design and energy scheduling are considered for multiple-input multiple-
output cognitive radio networks, as well as smart-grid powered coordinated multipoint
systems. Robust optimization problems are formulated to tackle the uncertainties from
imperfect channel state information and the nondispatchable RES. Efficient distributed
solvers are tailored to the resulting convex programs through the techniques of semi-
definite relaxation, primal, and dual decomposition. Numerical results are reported to
corroborate the merits of the novel framework, and assess performance of the proposed
approaches.
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Chapter 1
Introduction
Optimal resource management plays an indispensable role to catch up the surging de-
mand in our resource-limited society. Resource allocation schemes must be efficient,
scalable, reliable, and also resilient to inherent uncertainties involved in the systems
of interest. Leveraging modern optimization and signal processing techniques, the
present thesis contributes in several fundamental issues and emerging challenges of
cyber-physical systems, including the smart power network and wireless communica-
tion networks.
The future “smart grid” is an automated electric power network that capitalizes on
modern optimization, monitoring, communication, and control technologies to improve
efficiency, sustainability, and reliability of generation, transmission, distribution, and
consumption of electric energy. Limited supply and environmental impact of conven-
tional power generation (e.g., oil, coal, and natural gas) raise major concerns worldwide,
and compel industry to aggressively utilize the clean renewable energy sources (RES),
including wind, sunlight, biomass, and geothermal heat, which are eco-friendly and price
competitive. Growing at an annual rate of 20%, wind power generation already boasted
a worldwide installed capacity of 369GW by the end of 2014, and is widely embraced
throughout the world [64]. Recently, both the U.S. Department of Energy and the Eu-
ropean Union proposed ambitious blueprints towards a low-carbon economy by meeting
20% of the electricity consumption with renewables by 2030 and 2020, respectively [2,3].
High-penetration renewable energy clearly brings new variability and uncertainty to the
power grid besides loads that change over time, and conventional resources which can
1
2fail unexpectedly. Stochastic availability and intermittency of renewable energy make
the power supply-demand balance harder to achieve, which must be accounted for by
system operators during scheduling of generation, reserves, and controllable loads.
As regards the wireless communication networks, efficient allocation of resources
(e.g., transmission power, frequency bands, and time slots) amounts to minimizing a
system cost while satisfying certain quality of service metrics, and vice versa. For
example, the system operator typically aims to minimize the transmission power, but
guarantee that the network throughput is no less than a prescribed threshold. This type
of tasks heavily depends on the available channel state information, which can not be
perfectly known in practice. In addition, it is expected that the future communication
systems will be powered by the smart grid, especially by RES. As a result, the full
potential of “green communications” in next-generation heterogeneous wireless networks
can only be exploited by uncertainty-aware resource allocation schemes.
The present thesis proposes practical frameworks and develops efficient algorithms
for robust management of resources available to the smart grid (Chapters 2, 3, and 4)
and the wireless cellular network (Chapter 5). The motivation, context, and contribu-
tions of this thesis are described in the ensuing sections.
1.1 Energy Management for Sustainable Microgrids
Microgrids are power systems comprising distributed energy resources (DERs) and elec-
tricity end-users, possibly with controllable (so-termed elastic) loads, all deployed across
a limited geographical area [66]. Depending on their origin, DERs can come either from
distributed generation (DG) or from distributed storage (DS). DG refers to small-scale
power generators such as diesel generators, fuel cells, and RES, as in wind or pho-
tovoltaic (PV) generation. DS paradigms include batteries, flywheels, and pumped
storage. Specifically, DG brings power closer to the point it is consumed, thereby
incurring fewer thermal losses and bypassing limitations imposed by a congested trans-
mission network. Moreover, the increasing tendency towards high penetration of RES
stems from their environment-friendly and price-competitive advantages over conven-
tional generation. Typical microgrid loads include critical non-dispatchable types and
elastic controllable ones [57].
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Figure 1.1: Distributed control and computation architecture of a microgrid featuring
the microgrid energy manager (MGEM) coordinates the local controllers (LCs) of DERs
and dispatchable loads.
Microgrids operate in grid-connected or island mode, and may entail distribution
networks with residential or commercial end-users, in rural or urban areas. A typical
configuration is depicted in Fig. 1.1; see also [66]. The microgrid energy manager
(MGEM) coordinates the DERs and the controllable loads. Each of the DERs and
loads has a local controller (LC), which coordinates with the MGEM the scheduling
of resources through the communications infrastructure in a distributed fashion. The
main challenge in energy scheduling is to account for the random and nondispatchable
nature of the RES.
Optimal energy management for microgrids including economic dispatch (ED), unit
commitment (UC), and demand-side management (DSM) is addressed in [129], but
without pursuing a robust formulation against RES uncertainty. Based on the Weibull
distribution for wind speed and the wind-speed-to-power-output mappings, an ED prob-
lem is formulated to minimize the risk of overestimation and underestimation of available
wind power [67]. Stochastic programming is also used to cope with the variability of
RES. Single-period chance-constrained ED problems for RES have been studied in [89],
yielding probabilistic guarantees that the load will be served. Considering the uncer-
tainties of demand profiles and PV generation, a stochastic program is formulated to
minimize the overall cost of electricity and natural gas for a building in [62]. Without
DSM, robust scheduling problems with penalty-based costs for uncertain supply and
4demand have been investigated in [15]. Recent works explore energy scheduling with
DSM and RES using only centralized algorithms [74, 171]. An energy source control
and DS planning problem for a microgrid is formulated and solved using model predic-
tive control in [75]. Using energy storage to mitigate fluctuation in generation due to
time-varying RES, an optimal power flow problem is formulated in [31]. A two-level
control scheme is developed for a renewable hybrid energy system in [136]. Distributed
algorithms are developed in [46], but they only coordinate DERs to supply a given
load without considering the stochastic nature of RES. In all the aforementioned works
however, robust formulations accounting for the RES randomness are not pursued. Re-
cently, a worst-case transaction cost based energy scheduling scheme has been proposed
to address the variability of RESs through robust optimization that can also afford dis-
tributed implementation [162]. However, [162] considers only a single wind farm and no
DS, and its approach cannot be readily extended to include multiple RESs and DS.
This thesis deals with optimal energy management for both supply and demand of a
grid-connected microgrid incorporating RES. The objective of minimizing the microgrid
net cost accounts for conventional DG cost, utility of elastic loads, penalized cost of DS,
and a worst-case transaction cost. The latter stems from the ability of the microgrid to
sell excess energy to the main grid, or to import energy in case of shortage. A robust
formulation accounting for the worst-case amount of harvested RES is developed. A
novel model is introduced in order to maintain the supply-demand balance arising from
the intermittent RES. Moreover, a transaction-price-based condition is established to
ensure convexity of the overall problem. The separable structure and strong duality
of the resultant problem are leveraged to develop a low-overhead distributed algorithm
based on dual decomposition, which is computationally efficient and resilient to com-
munication outages or attacks. The distributed implementation relies upon message
exchanges between the MGEM and LCs. For faster convergence, the proximal bundle
method is employed for the non-smooth subproblem handled by the LC of RES.
Compared to the existing works, the contribution of the present work is threefold,
and of critical importance for microgrids with high-penetration renewables. First, a
detailed model for DS is included, and different design choices for storage cost functions
are given to accommodate, for example, depth-of-discharge specifications. Second, with
5the envisioned tide of high-penetration renewable energy, multiple wind farms are con-
sidered alongside two pertinent uncertainty models. Finally, a new class of controllable
loads is added, with each load having a requirement of total energy over the scheduling
horizon, as is the case with charging of plug-in hybrid electric vehicles (PHEVs). De-
tailed numerical tests are presented to illustrate the merits of the scheduling decisions
for the DG, DS, and controllable loads.
A microgrid can also be operated in the so-called islanded mode that is basically
isolated from the main grid, featuring a higher level of resilience to possible blackout of
the latter. In such a case, the microgrid does not have the capability of trading energy
with the main grid in order to keep the balance. Prior works include approaches of
keeping power supply shortage with a very small probability, which is also legitimate
for the long-term planning of the bulk system. Single-period chance-constrained ED
is studied for a power system with both thermal generators and wind turbines in [89].
By using a here-and-now approach, a loss-of-load probability (LOLP)-guaranteed dis-
patch strategy is obtained. However, this approach is only applicable for single-period
scheduling with a single wind turbine. Considering the uncertainty of PV generation,
a stochastic program is formulated to minimize the overall cost of electricity and nat-
ural gas in [62]. A multi-period ED with spatio-temporal wind forecasts is pursued
in [149] with the forecasted wind generation serving as the upper bound for the sched-
uled wind power, which results in a deterministic optimization formulation. However,
the optimal solution to the proposed problem can be very sensitive to the forecasting
accuracy of the wind power generation. Furthermore, minimizing a system net cost for
the worst-transaction scenario, a distributed robust energy management for microgrids
with renewables has been advocated very recently in [165]. Direct coupling of uncertain
renewable energy supply with deferrable demand is advocated in [111] using stochastic
dynamic programming. However, in all aforementioned works, risk-constrained formu-
lations for multi-period scheduling with multiple renewable energy facilities have not
been considered. Finally, relying upon Gaussianity assumptions for the wind power
output and conic programming techniques, chance-constrained optimal power flow has
been recently pursued in [17] and [127].
This thesis deals with optimal multi-period energy management for multiple wind
farms, including ED and direct current optimal power flow (DC-OPF). To address the
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optimization problem is formulated to limit the LOLP risk. Since the spatio-temporal
joint distribution of the wind power generation is intractable to derive, a novel scenario
approximation technique is introduced using Monte Carlo sampling, bypassing the need
for Gaussianity assumptions. In order to guarantee a small LOLP in power systems
with many generators and loads, many wind power samples are needed, which gives
rise to an optimization problem with prohibitively many constraints. A key feature of
this thesis is exploitation of the problem structure to obtain a sample-size-free problem
formulation. Specifically, no matter how large the required sample size is, the resultant
optimization problem entails just a single supply-demand balance constraint per time
slot, which makes the problem efficiently solvable even for very small LOLP requirements
over a long scheduling time horizon. Moreover, to capture the temporal and spatial
correlation among power outputs of multiple wind farms, a vector autoregressive model
is introduced to generate the required samples relying on wind speed distribution models
as well as the wind-speed-to-power-output mappings.
1.2 Day-Ahead Electricity Market Clearing
Turning attention to power system economics, market clearing (MC) is one of the most
important routines for a power market, which relies on security-constrained UC or OPF.
Independent system operators (ISO) collect generation bids and consumption offers from
the day-ahead (DA) electricity market. The MC process is then implemented to deter-
mine the market-clearing prices [124]. Deterministic MC without RES has been exten-
sively studied; see e.g., [29,54,65]. Optimal wind power trading or contract offerings have
been investigated from the perspective of wind power producers (WPPs) [10,20,23,100].
MC under uncertain power generation was recently pursued as well. As uncertainty of
wind power is revealed on a continuous basis, ISOs are prompted to undertake correc-
tive measures from the very beginning of the scheduling horizon [38]. One approach
for an ISO to control the emerging risk is through the deployment of reserves following
the contingencies [24]. Electricity pricing and power generation scheduling with un-
certainties were accomplished via stochastic programming [97, 113]. In addition, one
can co-optimize the competing objectives of generation cost and security indices [8]; see
7also [9] for a stochastic security-constrained approach. Albeit computationally complex,
stochastic bilevel programs are attractive because they can account for the coupling be-
tween DA and real-time (RT) markets [98,99].
All existing MC approaches, however, are centralized. Moreover, they are not tai-
lored to address the challenges of emerging large-scale dispatchable loads. Specifically,
demand offers come from demand response (DR) aggregators serving large numbers
of residential appliances that feature diverse utility functions and inter-temporal con-
straints. In this context, the present thesis deals with the DC-OPF based MC with
high-penetration wind power. Instead of the worst-case or chance-constrained formula-
tions, a novel stochastic optimization approach is proposed to maintain the nodal power
balance while minimizing (maximizing) the grid-wide social cost (welfare). The social
cost accounts for the conventional generation costs, the dis-utility of dispatchable loads,
as well as a risk measure of the cost incurred by (over-) under-estimating the actual
wind generation. This is essentially a cost of re-dispatching the system to compensate
wind forecast errors, and is referred to as transaction cost. The transaction cost in
the spot market is modulated through an efficient risk measure, namely the conditional
value-at-risk (CVaR), which accounts not only for the expected cost of the recourse
actions, but also for their “risks.” A distribution-free sample average approximation
(SAA) is employed to bypass the prohibitively burdensome integration involved in the
CVaR-based convex minimization. To clear the market in a distributed fashion, a fast
and provably convergent solver is developed using the alternating direction method of
multipliers (ADMM).
The main contributions of the present thesis in this problem are: i) a CVaR-based
transaction cost is introduced for the day-ahead MC to judiciously control the risk of
under- and over-estimating the wind power generation; ii) a sufficient condition pertinent
to transaction prices is established to effect convexity of the CVaR-based cost; and
iii) a distributed solver of the resulting stochastic MC task is developed to be run
by the market operator and DR aggregators while respecting the privacy of end users.
Tailored to the problem structure, an efficient SAA-based method and a fast-converging
ADMM solver are developed to bypass the high-dimensional integral and reduce the
communication overhead involved.
81.3 Robust Resource Allocation for Wireless Networks
Cognitive radio (CR) is recognized as a disruptive technology with great potential to
enhance spectrum efficiency. From the envisioned CR-driven applications, particularly
promising is the hierarchical spectrum sharing [172], where CRs opportunistically re-
use frequency bands licensed to primary users (PUs) whenever spectrum vacancies are
detected in the time and space dimensions. Key enablers of a seamless coexistence of
CR with PU systems are reliable sensing of the licensed spectrum [52,78], and judicious
control of the interference that CRs inflict to PUs [172]. In this thesis, attention is
focused on the latter aspect.
Recently, underlay multiple-input and multiple-output (MIMO) CR networks have
attracted considerable attention thanks to their ability to mitigate both self- and PU-
inflicted interference via beamforming, while leveraging spatial multiplexing and diver-
sity to considerably increase transmission rates and reliability. On the other hand, wire-
less transceiver optimization has been extensively studied in the non-CR setup under
different design criteria [36,116], and when either perfect or imperfect channel knowledge
is available; see e.g., [45, 141], and references therein. In general, when network-wide
performance criteria such as weighted sum-rate and sum mean squared error (MSE)
are utilized, optimal beamforming is deemed challenging because the resultant opti-
mization problems are typically non-convex. Thus, solvers assuring even first-order
Karush-Kuhn-Tucker (KKT) optimality are appreciated in this context [36,45,116].
In the CR setup, the beamforming design problem is exacerbated by the presence
of interference constraints [172]. In fact, while initial efforts in designing beamformers
under PU interference constraints were made under the premise of perfect knowledge of
the cognitive-to-primary propagation channels [79,123,157,159], it has been recognized
that obtaining accurate estimates of the CR-to-PU channels is challenging or even im-
possible. This is primarily due to the lack of full CR-PU cooperation [172], but also
to estimation errors and frequency offsets between reciprocal channels when CR-to-
PU channel estimation is attempted. It is therefore of paramount importance to take
the underlying channel uncertainties into account, and develop prudent beamforming
schemes that ensure protection of the licensed users.
Based on CR-to-PU channel statistics, probabilistic interference constraints were
9employed in [42] for single-antenna CR links. Assuming imperfect knowledge of the CR-
to-PU channel, the beamforming design in a multiuser CR system sharing resources with
single-antenna PUs was considered in [55]; see also [173] for a downlink setup, where both
CR and PU nodes have multiple antennas. The minimum CR signal-to-interference-
plus-noise ratio (SINR) was maximized under a bounded norm constraint capturing
uncertainty in the CR-to-PU links. Using the same uncertainty model, minimization of
the overall MSE from all data streams in MIMO ad hoc CR networks was considered
in [56]. However, identical channel estimation errors for different CR-to-PU links were
assumed. This assumption was bypassed in [6], where the mutual information was
maximized instead. Finally, a distributed algorithm based on a game-theoretic approach
was developed in [144].
This thesis considers an underlay MIMO ad hoc CR network sharing spectrum bands
licensed to PUs, which are possibly equipped with multiple antennas as well. CR-to-CR
channels are assumed known perfectly, but this is not the case for CR-to-PU channels.
Capitalizing on a norm-bounded uncertainty model to capture inaccuracies of the CR-
to-PU channel estimates, a beamforming problem is formulated whereby CRs minimize
the overall MSE, while limiting the interference inflicted to the PUs robustly. The re-
sultant robust beamforming design confronts two major challenges: a) non-convexity of
the total MSE cost function; and, b) the semi-infinite attribute of the robust interference
constraint, which makes the optimization problem arduous to manage. To overcome the
second hurdle, an equivalent re-formulation of the interference constraint as a linear ma-
trix inequality (LMI) is derived by exploiting the S-Procedure [26]. On the other hand,
to cope with the inherent non-convexity, a cyclic block coordinate ascent approach [14]
is adopted along with local convex approximation techniques. This yields an iterative
solution of the semi-definite programs (SDPs) involved, and generates a convergent se-
quence of objective function values. Moreover, when the CR-to-CR channel matrices
have full column rank, every limit point generated by the proposed method is guaran-
teed to be a stationary point of the original non-convex problem. However, CR links
where the transmitter is equipped with a larger number of antennas than the receiver,
or spatially correlated MIMO channels [77], can lead to beamformers that are not nec-
essarily optimal. For this reason, a proximal point-based regularization technique [118]
is also employed to guarantee convergence to optimal operating points, regardless of the
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channel rank and antenna configuration.
Interestingly, the schemes developed are suitable for distributed operation, provided
that relevant parameters are exchanged among neighboring CRs. The algorithms can
also be implemented in an on-line fashion which allows adaptation to (slow) time-varying
propagation channels. In this case, CRs do not necessarily wait for the iterations to con-
verge, but rather use the beamformer weights as and when they become available. This
is in contrast to, e.g., [36,45] and [6,56,173] in the non-CR and CR cases, respectively,
where the relevant problems are solved centrally and in a batch form.
For the robust beamforming design, the interference power that can be tolerated
by the PUs is initially assumed to be pre-partitioned in per-CR link portions, possibly
according to quality-of-service (QoS) guidelines [123, 144]. However, extensions of the
beamforming design are also provided when the PU interference limit is not divided a
priori among CR links. In this case, primal decomposition techniques [14] are invoked to
dynamically allocate the total interference among CRs. Compared to [56], the proposed
scheme accounts for different estimation inaccuracies in the CR-to-PU links.
To accommodate the explosive demand for wireless services, cellular systems are
evolving into what are termed heterogeneous networks (HetNets) consisting of dis-
tributed macro/micro/pico base stations (BSs) to cover overlapping areas of different
sizes [71]. Close proximity of many HetNet transmitters introduces severe inter-cell
interference. For efficient interference management, coordinated multi-point processing
(CoMP) has emerged as a promising technique for next-generation cellular networks
such as LTE-Advanced [72].
To fully exploit the potential of CoMP at affordable overhead, coordinated beam-
forming and/or clustered BS cooperation for downlink systems were investigated in
[40,69,81,104,134,156]. Multiple BSs cooperate to beamform, and each user’s data are
only shared among a small number of BSs per cluster, thus greatly reducing the overall
backhaul signalling cost.
The rapid development of small cells in HetNets has also driven the need for energy-
efficient transmissions. Due to the growing number of BSs, the electricity bill has
become a major part of the operational expenditure of cellular operators, and cellular
networks contribute a considerable portion of the global “carbon footprint” [106]. These
economic and ecological concerns advocate a “green communication” solution, where
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BSs in cellular networks are powered by the electricity grid [40, 69, 81, 104, 106, 115,
126, 134, 156]. However, the current grid infrastructure is on the verge of a major
paradigm shift, migrating from the traditional electricity grid to the so-termed “smart
grid” equipped with a large number of advanced smart meters and state-of-the-art
communication and control links. To decrease greenhouse gas emissions, an important
feature of future power systems is integration of RES. This leads to high penetration
of distributed generators equipped with energy harvesting modules, which can crop
energy from the environmental resources (e.g., solar and wind), and possibly trade the
harvested energy with the main grid. In addition to distributed generation, distributed
storage, and two-way energy trading associated with RES, DSM including dynamic
pricing and demand response, can further improve grid reliability and efficiency. Relying
on pertinent tools, optimal energy management and scheduling with RES and/or DSM
were proposed in [57,62,88,165].
To take advantage of the aforementioned smart grid capabilities in next-generation
cellular systems, only a few recent works have considered the smart-grid powered CoMP
transmissions [27,151,152]. However, [27] only addressed dynamic pricing using a sim-
plified smart grid level game, while [151] and [152] assumed that the energy amounts
harvested from RES are precisely available a priori (e.g., through forecasting), and the
harvested energy cannot be stored at the BSs. In addition, [152] assumed demand
(or load) response based on different energy buying/selling prices across BSs without
adapting power consumption to time-varying energy pricing. The smart grid models
in the existing works [27, 151, 152] are somewhat (over-)simplified for the ease of ex-
ploration. While [27] simply addressed DSM with dynamic pricing, [151, 152] assumed
that harvested energy cannot be stored at the BSs (i.e., the BS either consumes all
energy or sells some to the grid) and all harvested energy amount as well as channel
state information are precisely available a priori.
This thesis deals with optimal energy management and transmit-beamforming de-
signs for the smart-grid powered, cluster-based CoMP downlink with the clustering
carried by the HetNet’s central processor. Each BS has local RES and can perform two-
way energy trading with the grid based on dynamic buying and selling prices. Different
from [27, 151, 152], we suppose that each BS has a local storage device, which can be
charged to store the harvested (and even grid) energy and can be discharged to supply
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electricity if needed. To account for the stochastic and nondispatchable nature of both
RES and wireless channels, we assume that the actual harvested energy amounts and
the wireless channel states are unknown and time-varying, yet lie in some known uncer-
tainty regions. Building on realistic models, we develop robust energy management and
transmit-beamforming designs that minimize the worst-case energy cost subject to the
worst-case user QoS guarantees for the CoMP downlink. Leveraging a novel formulation
accounting for the worst-case transaction cost with two-way energy trading, as well as
the S-procedure in robust beamforming designs, we show how to (re-)formulate the task
at hand as a convex problem. Strong duality of the latter is then utilized to develop
a Lagrange dual based subgradient solver. It is shown that the resultant algorithm
is guaranteed to find the desired optimal energy management strategy and transmit-
beamforming vectors, and can also facilitate distributed implementations among the
BSs.
Chapter 2
Robust Energy Management for
Grid-Connected Microgrids
2.1 Microgrid Energy Management Problem
Consider a microgrid comprisingM conventional (fossil fuel) generators, I RES facilities,
and J DS units (see also Fig. 1.1). The scheduling horizon is T := {1, 2, . . . , T} (e.g.,
one-day ahead). The particulars of the optimal scheduling problem are explained in the
next subsections.
2.1.1 Load Demand Model
Loads are classified in two categories. The first comprises inelastic loads, whose power
demand should be satisfied at all times. Examples are power requirements of hospitals
or illumination demand from residential areas.
The second category consists of elastic loads, which are dispatchable, in the sense
that their power consumption is adjustable, and can be scheduled. These loads can be
further divided in two classes, each having the following characteristics:
i) The first class contains loads with power consumption P tDn ∈ [PminDn , PmaxDn ], where
n ∈ N := {1, . . . , N}, and t ∈ T . Higher power consumption yields higher utility
for the end user. The utility function of the nth dispatchable load, U tDn(P
t
Dn
), is
selected to be increasing and concave, with typical choices being piecewise linear
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or smooth quadratic; see also [33]. An example from this class is an A/C.
ii) The second class includes loads indexed by q ∈ Q := {1, . . . , Q} with power
consumption limits PminEq and P
max
Eq
, and prescribed total energy requirements Eq
which have to be achieved from the start time Sq to termination time Tq; see
e.g., [95]. This type of loads can be the plug-in hybrid electric vehicles (PHEVs).
Power demand variables {P tEq}Tt=1 therefore are constrained as
∑Tq
t=Sq
P tEq = Eq
and P tEq ∈ [P
min,t
Eq
, Pmax,tEq ], t ∈ T , while P
min,t
Eq
= Pmax,tEq = 0 for t /∈ {Sq, . . . , Tq}.
Higher power consumption in earlier slots as opposed to later slots may be desir-
able for a certain load, so that the associated task finishes earlier. This behavior
can be encouraged by adopting for the qth load an appropriately designed time-
varying concave utility function U tEq(P
t
Eq
). An example is U tEq (P
t
Eq
) := πtqP
t
Eq
,
with weights {πtq} decreasing in t from slots Sq to Tq. Naturally, U tEq (P tEq ) ≡ 0
can be selected if the consumer is indifferent to how power is consumed across
slots.
2.1.2 Distributed Storage Model
Let Btj denote the stored energy of the jth battery at the end of the slot t, with
initial available energy B0j while B
max
j denotes the battery capacity, so that 0 ≤ Btj ≤
Bmaxj , j ∈ J := {1, . . . , J}. Let P tBj be the power delivered to (drawn from) the jth
storage device at slot t, which amounts to charging (P tBj ≥ 0) or discharging (P tBj ≤ 0)
of the battery. Clearly, the stored energy obeys the dynamic equation
Btj = B
t−1
j + P
t
Bj , j ∈ J , t ∈ T . (2.1)
Variables P tBj are constrained in the following ways:
i) The amount of (dis)charging is bounded, that is
PminBj ≤P tBj ≤ PmaxBj (2.2)
−ηjBt−1j ≤P tBj (2.3)
with bounds PminBj < 0 and P
max
Bj
> 0, while ηj ∈ (0, 1] is the efficiency of DS unit
j [7, 142]. The constraint in (2.3) means that a fraction ηj of the stored energy
Bt−1j is available for discharge.
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ii) Final stored energy is also bounded for the sake of future scheduling horizons,
that is BTj ≥ Bminj .
To maximize DS lifetime, a storage cost Htj(B
t
j) can be employed to encourage the
stored energy to remain above a specified depth of discharge, denoted as DODj ∈ [0, 1],
where 100% (0%) depth of discharge means the battery is empty (full) [7]. Such a
cost is defined as Htj(B
t
j) := ψ
t
j [(1 − DODj)Bmaxj − Btj ]. Note that the storage cost
Htj(B
t
j) can be interpreted as imposing a soft constraint preventing large variations of
the stored energy. Clearly, higher weights {ψtj} encourage smaller variation. If high
power exchange is to be allowed, these weights can be chosen very small, or one can
even select Htj(B
t
j) ≡ 0 altogether.
2.1.3 Worst-Case Transaction Cost
LetW ti denote the actual renewable energy harvested by the ith RES facility at time slot
t, and also let w collect all W ti , i.e., w := [W
1
1 , . . . ,W
T
1 , . . . ,W
1
I , . . . ,W
T
I ]. To capture
the intrinsically stochastic and time-varying availability of RES, it is postulated that w
is unknown, but lies in a polyhedral uncertainty set W. The following are two practical
examples.
i) The first example postulates a separate uncertainty set Wi for each RES facility
in the form
Wi :=
{
{W ti }Tt=1
∣∣ W ti ≤W ti ≤W ti, Wmini,s ≤ ∑
t∈Ti,s
W ti ≤Wmaxi,s ,T =
S⋃
s=1
Ti,s
}
(2.4)
where W ti (W
t
i) denotes a lower (upper) bound on W
t
i ; T is partitioned into
consecutive but non-overlapping sub-horizons Ti,s for i = 1, . . . , I, s = 1, 2, . . . , S;
the total renewable energy for the ith RES facility over the sth sub-horizon is
assumed bounded by Wmini,s and W
max
i,s . In this example, W takes the form of
Cartesian product W =W1 × . . .×WI .
ii) The second example assumes a joint uncertainty model across all RES facilities as
W :=
{
w
∣∣ W ti ≤W ti ≤W ti, Wmins ≤ ∑
t∈Ts
I∑
i=1
W ti ≤Wmaxs ,T =
S⋃
s=1
Ts
}
(2.5)
16
where W ti (W
t
i) denotes a lower (upper) bound on W
t
i ; T is partitioned into
consecutive but non-overlapping sub-horizons Ts for s = 1, 2, . . . , S; the total
renewable energy harvested by all the RES facilities over the sth sub-horizon is
bounded by Wmins and W
max
s ; see also [171].
The previous two RES uncertainty models are quite general and can take into ac-
count different geographical and meteorological factors. The only information required
is the deterministic lower and upper bounds, namely W ti, W
t
i, W
min
i,s , W
max
i,s , W
min
s ,
Wmaxs , which can be determined via inference schemes based on historical data [112].
Supposing the microgrid operates in a grid-connected mode, a transaction mecha-
nism between the microgrid and the main grid is present, whereby the microgrid can
buy/sell energy from/to the spot market. Let P tR be an auxiliary variable denoting the
net power delivered to the microgrid from the renewable energy sources and the dis-
tributed storage in order to maintain the supply-demand balance at slot t. The shortage
energy per slot t is given by
[
P tR −
∑I
i=1W
t
i +
∑J
j=1 P
t
Bj
]+
, while the surplus energy is[∑I
i=1W
t
i − P tR −
∑J
j=1 P
t
Bj
]+
, where [a]+ := max{a, 0}.
The amount of shortage energy is bought with known purchase price αt, while the
surplus energy is sold to the main grid with known selling price βt. The worst-case net
transaction cost is thus given by
G({P tR}, {P tBj}) := maxw∈W
T∑
t=1
(
αt
[
P tR −
I∑
i=1
W ti +
J∑
j=1
P tBj
]+
− βt
[
I∑
i=1
W ti − P tR −
J∑
j=1
P tBj
]+)
(2.6)
where {P tR} collects P tR for t ∈ T and {P tBj} collects P tBj for j ∈ J , t ∈ T .
Remark 2.1 (Worst-case model versus stochastic model). The worst-case robust model
advocated here is particularly attractive when the probability distribution of the renew-
able power production is unavailable. This is for instance the case for multiple wind
farms, where the spatio-temporal joint distribution of the wind power generation is in-
tractable (see detailed discussions in [164] and [96]). If an accurate probabilistic model
is available, an expectation-based stochastic program can be formulated to bypass the
conservatism of worst-case optimization. In the case of wind generation, suppose that
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wind power W ti is a function of the random wind velocity v
t
i , for which different models
are available, and the wind-speed-to-power-output mappings W ti (v
t
i) are known [30].
Then, the worst-case transaction cost can be replaced by the expected transaction cost
G({P tR}, {P tBj}) := Ev
[
T∑
t=1
αt
[
P tR −
I∑
i=1
W ti (v
t
i) +
J∑
j=1
P tBj
]+
− βt
[
I∑
i=1
W ti − P tR −
J∑
j=1
P tBj
]+]
where the vector v collects vti for all i and t.
2.1.4 Robust Energy Management Formulation
Apart from RES, microgrids typically entail also conventional DG. Let P tGm be the power
produced by the mth conventional generator, where m ∈ M := {1, . . . ,M} and t ∈ T .
The cost of the mth generator is given by an increasing convex function Ctm(P
t
Gm
),
which typically is either piecewise linear or smooth quadratic.
The energy management problem amounts to minimizing the microgrid social net
cost; that is, the cost of conventional generation, storage, and the worst-case transaction
cost (due to the volatility of RES) minus the utility of dispatchable loads:
minimize
T∑
t=1
(
M∑
m=1
Ctm(P
t
Gm)−
N∑
n=1
U tDn(P
t
Dn)−
Q∑
q=1
U tEq(P
t
Eq ) +
J∑
j=1
Htj(B
t
j)
)
+G({P tR}, {P tBj}) (2.7a)
subject to PminGm ≤ P tGm ≤ PmaxGm , m ∈M, t ∈ T (2.7b)
P tGm − P t−1Gm ≤ Rupm , m ∈ M, t ∈ T (2.7c)
P t−1Gm − P tGm ≤ Rdownm , m ∈M, t ∈ T (2.7d)
M∑
m=1
(PmaxGm − P tGm) ≥ SRt, t ∈ T (2.7e)
PminDn ≤ P tDn ≤ PmaxDn , n ∈ N , t ∈ T (2.7f)
Pmin,tEq ≤ P tEq ≤ P
max,t
Eq
, q ∈ Q, t ∈ T (2.7g)
Tq∑
t=Sq
P tEq = Eq, q ∈ Q (2.7h)
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0 ≤ Btj ≤ Bmaxj , BTj ≥ Bminj , j ∈ J , t ∈ T (2.7i)
PminBj ≤ P tBj ≤ PmaxBj , j ∈ J , t ∈ T (2.7j)
− ηjBt−1j ≤ P tBj , j ∈ J , t ∈ T (2.7k)
Btj = B
t−1
j + P
t
Bj , j ∈ J , t ∈ T (2.7l)
PminR ≤ P tR ≤ PmaxR , t ∈ T (2.7m)
M∑
m=1
P tGm + P
t
R = L
t +
N∑
n=1
P tDn +
Q∑
q=1
P tEq , t ∈ T (2.7n)
variables
{
P tGm , P
t
Dn , P
t
Eq , B
t
j , P
t
Bj , P
t
R
}
t∈T . (2.7o)
Constraints (2.7b)–(2.7e) stand for the minimum/maximum power output, ramping
up/down limits, and spinning reserves, respectively, which capture the typical physical
requirements of a power generation system. Constraints (2.7f) and (2.7m) correspond
to the minimum/maximum power of the flexible load demand and committed renewable
energy. Constraint (2.7n) is the power supply-demand balance equation ensuring the
total demand is satisfied by the power generation at any time.
Note that constraints (2.7b)–(2.7n) are linear, while Ctm(·), −U tDn(·), −U tEq(·), and
Htj(·) are convex (possibly non-differentiable or non-strictly convex) functions. Conse-
quently, the convexity of (2.7) depends on that of G({P tR}, {P tBj}), which is established
in the following proposition.
Proposition 2.1 If the selling price βt does not exceed the purchase price αt for any
t ∈ T , then the worst-case transaction cost G({P tR}, {P tBj}) is convex in {P tR} and
{P tBj}.
Proof: Using the fact that [a]+ + [−a]+ = |a| and [a]+ − [−a]+ = a, the worst-case
transaction cost G({P tR}, {P tBj}) can be re-written as
G({P tR}, {P tBj}) = maxw∈W
T∑
t=1
(
δt
∣∣∣∣∣P tR −
I∑
i=1
W ti +
J∑
j=1
P tBj
∣∣∣∣∣+ γt
(
P tR −
I∑
i=1
W ti +
J∑
j=1
P tBj
))
(2.8)
with δt := (αt−βt)/2, and γt := (αt+βt)/2. Since the absolute value function is convex,
and the operations of nonnegative weighted summation and pointwise maximum (over
an infinite set) preserve convexity [26, Sec. 3.2], the claim follows readily.
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An immediate corollary of Proposition 2.1 is that the energy management prob-
lem (2.7) is convex if βt ≤ αt for all t. The next section focuses on this case, and
designs an efficient decentralized solver for problem (2.7).
2.2 Distributed Algorithm
In order to facilitate a distributed algorithm for (2.7), a variable transformation is useful.
Specifically, upon introducing P˜ tR := P
t
R +
∑J
j=1 P
t
Bj
, problem (2.7) can be re-written
as
minimize
x
T∑
t=1
( M∑
m=1
Ctm(P
t
Gm)−
N∑
n=1
U tDn(P
t
Dn)−
Q∑
q=1
U tEq(P
t
Eq ) +
J∑
j=1
Htj(B
t
j)
)
+G({P˜ tR}) (2.9a)
subject to P˜ tR = P
t
R +
J∑
j=1
P tBj , t ∈ T (2.9b)
(2.7b)− (2.7n)
where x collects all the primal variables {P tGm , P tDn , P tEq , P tBj , Btj , P tR, P˜ tR} for t ∈ T ; and
G({P˜ tR}) := max
w∈W
T∑
t=1
(
δt
∣∣∣∣∣P˜ tR −
I∑
i=1
W ti
∣∣∣∣∣+ γt
(
P˜ tR −
I∑
i=1
W ti
))
. (2.10)
The following proposition extends the result of Proposition 2.1 to the transformed prob-
lem, and asserts its strong duality.
Proposition 2.2 If (2.9) is feasible, and the selling price βt does not exceed the pur-
chase price αt for any t ∈ T , then there is no duality gap.
Proof: Due to the strong duality theorem for the optimization problems with linear
constraints [cf. [12, Prop. 5.2.1]], it suffices to show that the cost function is convex over
the entire space and its optimal value is finite. First, using the same argument, convexity
of G({P˜ tR}) in {P˜ tR} is immediate under the transaction price condition. The finiteness
of the optimal value is guaranteed by the fact that the continuous convex cost (2.9a) is
minimized over a nonempty compact set specified by (2.7b)–(2.7n), and (2.9b).
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The strong duality asserted by Proposition 2.2 motivates the use of Lagrangian
relaxation techniques in order to solve the scheduling problem. Moreover, problem (2.9)
is clearly separable, meaning that its cost and constraints are sums of terms, with each
term dependent on different optimization variables. The features of strong duality and
separability imply that Lagrangian relaxation and dual decomposition are applicable to
yield a decentralized algorithm; see also related techniques in power systems [39] and
communication networks [35, 108]. Coordinated by dual variables, the dual approach
decomposes the original problem into several separate subproblems that can be solved
by the LCs in parallel. The development of the distributed algorithm is undertaken
next.
2.2.1 Dual Decomposition
Constraints (2.7e), (2.7n), and (2.9b) couple variables across generators, loads, and
the RES. Let z collect dual variables {µt}, {λt}, and {νt}, which denote the corre-
sponding Lagrange multipliers. Keeping the remaining constraints implicit, the partial
Lagrangian is given by
L(x, z) =
T∑
t=1
( M∑
m=1
Ctm(P
t
Gm)−
N∑
n=1
U tDn(P
t
Dn)−
Q∑
q=1
U tEq (P
t
Eq ) +
J∑
j=1
Htj(B
t
j)
)
+G({P˜ tR}) +
T∑
t=1
{
µt
(
SR
t −
M∑
m=1
(PmaxGm − P tGm)
)
− νt
(
P˜ tR − P tR −
J∑
j=1
P tBj
)
− λt
( M∑
m=1
P tGm + P
t
R −
N∑
n=1
P tDn −
Q∑
q=1
P tEq − Lt
)}
. (2.11)
Then, the dual function can be written as
D(z) = minimize
x
L(x, z)
subject to (2.7b)− (2.7d), (2.7f)− (2.7m)
and the dual problem is given by
maximize D({µt}, {λt}, {νt}) (2.12a)
subject to µt ≥ 0, λt, νt ∈ R, t ∈ T . (2.12b)
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The subgradient method will be employed to obtain the optimal multipliers and
power schedules. The iterative process is described next, followed by its distributed
implementation.
The subgradient method amounts to running the recursions [13, Sec. 6.3]
µt(k + 1) = [µt(k) + agµt(k)]
+ (2.13a)
λt(k + 1) = λt(k) + agλt(k) (2.13b)
νt(k + 1) = νt(k) + agνt(k) (2.13c)
where k is the iteration index; a > 0 is a constant stepsize; while gµt(k), gλt(k), and
gνt(k) denote the subgradients of the dual function with respect to µ
t(k), λt(k), and
νt(k), respectively. These subgradients can be expressed in the following simple forms
gµt(k) = SR
t −
M∑
m=1
(PmaxGm − P tGm(k)) (2.14a)
gλt(k) = L
t +
N∑
n=1
P tDn(k) +
Q∑
q=1
P tEq (k)−
M∑
m=1
P tGm(k)− P tR(k) (2.14b)
gνt(k) = P
t
R(k) +
J∑
j=1
P tBj (k)− P˜ tR(k) (2.14c)
where P tGm(k), P
t
Dn
(k), P tEq(k), P
t
Bj
(k), P tR(k), and P˜
t
R(k) are given as follows:
{P tGm(k)}Tt=1 ∈ argmin{P tGm}
subject to (2.7b)−(2.7d)
T∑
t=1
(
Ctm(P
t
Gm) +
(
µt(k)− λt(k))P tGm) (2.15)
{P tDn(k)}Tt=1 ∈ argmin{P t
Dn
}
subject to (2.7f)
T∑
t=1
(
λt(k)P tDn − U tDn(P tDn)
)
(2.16)
{P tEq (k)}Tt=1 ∈ argmin{P tEq}
subject to (2.7g)−(2.7h)
T∑
t=1
(
λt(k)P tEq − U tEq (P tEq)
)
(2.17)
{P tBj (k)}Tt=1 ∈ argmin{P tBj ,Btj}
subject to (2.7i)−(2.7l)
T∑
t=1
(
νt(k)P tBj +H
t
j(B
t
j)
)
(2.18)
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Figure 2.1: Decomposition and message exchange.
{P tR(k), P˜ tR(k)}Tt=1 ∈ argmin
{P t
R
,P˜ t
R
}
subject to (2.7m)
{
T∑
t=1
((
νt(k)− λt(k))P tR)
+G({P˜ tR})−
T∑
t=1
νt(k)P˜ tR
}
. (2.19)
Iterations are initialized with arbitrary λt(0), νt(0) ∈ R, and µt(0) ≥ 0. The iterates
are guaranteed to converge to a neighborhood of the optimal multipliers [13, Sec. 6.3].
The size of the neighborhood is proportional to the stepsize, and can therefore be
controlled by the stepsize.
When the primal objective is not strictly convex, a primal averaging procedure is
necessary to obtain the optimal power schedules, which are then given by
x¯(k) =
1
k
k−1∑
j=0
x(j) =
1
k
x(k − 1) + k − 1
k
x¯(k − 1). (2.21)
The running averages can be recursively computed as in (2.21), and are also guaran-
teed to converge to a neighborhood of the optimal solution [102]. Note that other
convergence-guaranteed stepsize rules and primal averaging methods can also be uti-
lized; see [53] for detailed discussions.
The form of the subgradient iterations easily lends itself to a distributed implementa-
tion utilizing the control and communication capabilities of a typical microgrid. Specif-
ically, the MGEM maintains and updates the Lagrange multipliers via (2.13). The LCs
of conventional generation, dispatchable loads, storage units, and RES solve subprob-
lems (2.15)–(2.19), respectively. These subproblems can be solved if the MGEM sends
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Algorithm 2.1 Distributed Energy Management
1: Initialize Lagrange multipliers λt = µt = νt = 0
2: repeat (k = 0, 1, 2, . . .)
3: for t = 1, 2, . . . , T do
4: Broadcast λt(k), µt(k), and νt(k) to LCs of convectional generators, control-
lable loads, storage units, and RES facilities
5: Update power scheduling P tGm(k), P
t
Dn
(k), P tEq(k), P
t
Bj
(k), P tR(k), and P˜
t
R(k)
by solving (2.15)–(2.19)
6: Update λt(k), µt(k), and νt(k) via (2.13)
7: end for
8: Running averages of primal variables via (2.21)
9: until Convergence
the current multiplier iterates µt(k), λt(k), and νt(k) to the LCs. The LCs send back
to the MGEM the quantities
∑M
m=1 P
t
Gm
(k),
∑N
n=1 P
t
Dn
(k),
∑Q
q=1 P
t
Eq
(k),
∑J
j=1 P
t
Bj
(k),
P tR(k), and P˜
t
R(k) which are in turn used to form the subgradients according to (2.14).
The distributed algorithm using dual decomposition is tabulated as Algorithm 2.1, and
the interactive process of message passing is illustrated in Fig. 2.1.
2.2.2 Local Controller Subproblems
This subsection shows how to solve each subproblem (2.15)–(2.19). Specifically, Ctm(·),
−U tDn(·), −U tEq(·), andHtj(·) are chosen either convex piece-wise linear or smooth convex
quadratic. Correspondingly, the first four subproblems (2.15)–(2.18) are essentially
linear programs (LPs) or quadratic programs (QPs), which can be solved efficiently.
Therefore, the main focus is on solving (2.19).
The optimal solution of P tR(k) in (2.19) is easy to obtain as
P tR(k) =
{
PminR , if ν
t(k) ≥ λt(k)
PmaxR , if ν
t(k) < λt(k).
(2.22)
However, due to the absolute value operator and the maximization over w in the def-
inition of G({P˜ tR}), subproblem (2.19) is a convex nondifferentiable problem in {P˜ tR},
which can be challenging to solve.
As a state-of-the-art technique for convex nondifferentiable optimization problems [13,
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Ch. 6], the bundle method is employed here to obtain {P˜ tR(k)}. Define first the objective
G˜({P˜ tR}) := G({P˜ tR})−
T∑
t=1
νt(k)P˜ tR. (2.23)
By the generalization of Danskin’s Theorem [13, Sec. 6.3], the subgradient of G˜({P˜ tR})
required by the bundle method can be obtained as
∂G˜({P˜ tR}) =

αt − νt(k), if P˜ tR ≥
I∑
i=1
(W ti )
∗
βt − νt(k), if P˜ tR <
I∑
i=1
(W ti )
∗
(2.24)
where for given {P˜ tR} it holds that
w∗ ∈ argmax
w∈W
T∑
t=1
(
δt
∣∣∣∣∣P˜ tR −
I∑
i=1
W ti
∣∣∣∣∣+ γt
(
P˜ tR −
I∑
i=1
W ti
))
. (2.25)
With p := [P˜ 1R, . . . , P˜
T
R ], the bundle method generates a sequence {pℓ} with guaranteed
convergence to the optimal {P˜ tR(k)}; see e.g., [51], [13, Ch. 6]. The iterate pℓ+1 is
obtained by minimizing a polyhedral approximation of G˜(p) with a quadratic proximal
regularization as follows
pℓ+1 := argmin
p∈RT
{
Gˆℓ(p) +
ρℓ
2
‖p− yℓ‖2
}
(2.26)
where Gˆℓ(p) := max{G˜(p0)+g′0(p−p0), . . . , G˜(pℓ)+g′ℓ(p−pℓ)}; gℓ is the subgradient
of G˜(p) evaluated at the point p = pℓ, which is calculated according to (2.24); proximity
weight ρℓ is to control stability of the iterates; and the proximal center yℓ is updated
according to a query for descent
yℓ+1 =
{
pℓ+1, if G˜(yℓ)− G˜(pℓ+1) ≥ θηℓ
yℓ, if G˜(yℓ)− G˜(pℓ+1) < θηℓ
(2.27)
where ηℓ = G˜(yℓ)−
(
Gˆℓ(pℓ+1) +
ρℓ
2 ‖pℓ+1 − yℓ‖2
)
and θ ∈ (0, 1).
Algorithms for solving (2.25) depend on the form of the uncertainty set W, and are
elaborated in the next section.
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Algorithm 2.2 Enumerate all the vertices of a polytope A
1: Initialize vertex set V = ∅
2: Generate set A˜ := {a˜ ∈ Rn|a˜i = ai or ai, i = 1, . . . , n}; check the feasibility of all
the points in set A˜, i.e., if amin ≤ 1′a˜ ≤ amax}, then V = V ∪ {a˜}
3: Generate set Aˆ := {aˆ ∈ Rn|aˆi = amin −
∑
j 6=i aˆj or a
max − ∑j 6=i aˆj , aˆj =
aj or aj, i, j = 1, . . . , n, j 6= i}; check the feasibility of all the points in set Aˆ,
i.e., if a  aˆ  a, then V = V ∪ {aˆ}
Algorithm 2.3 Enumerate all the vertices of a polytope B
1: for i = 1, 2, . . . , S do
2: Obtain vertex set Vs by applying Algorithm 2.2 to Bs
3: end for
4: Generate vertices bv for B by concatenating all the individual vertices bs as bv =
[(bv1)
′, . . . , (bvS)
′]′, bs ∈ Vs
2.3 Vertex Enumeration Algorithms
In order to obtain w∗, the convex nondifferentiable function in (2.25) should be max-
imized over W. This is generally an NP-hard convex maximization problem, meaning
the global optimum {W t∗} can not be obtained in polynomial time. However, for the
specific problem here, the special structure of the problem can be utilized to obtain a
computationally efficient approach. Specifically, the global solution is attained at the
extreme points of the polytope [13, Sec. 2.4]. Therefore, the objective in (2.25) can be
evaluated at all (finitely many) vertices of W to obtain the global solution.
For the polytopes W with special structure [cf. (2.4), (2.5)], characterizations of
vertices are established in Propositions 2.3 and 2.4. Capitalizing on these propositions,
vertex enumerating procedures are designed consequently, and are tabulated as Algo-
rithms 2.2 and 2.3. To this end, the following lemma is first needed, which establishes
the necessary and sufficient condition for vertices of a polytope represented as a linear
system [49, Sec. 3.5].
Lemma 2.1 For a polytope P := {x ∈ Rn|Ax  c}, a point v ∈ P is a vertex if and
only if there exists a subsystem A˜x  c˜ of Ax  c so that rank(A˜) = n and v is the
unique (feasible) solution of A˜v = c˜.
Proposition 2.3 For a polytope A := {a ∈ Rn|a  a  a, amin ≤ 1′a ≤ amax}, av ∈ A
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is a vertex (extreme point) of A if and only if it has one of the following forms: i) avi =
ai or ai for i = 1, . . . , n; or ii) a
v
i = a
min −∑j 6=i avj or amax −∑j 6=i avj , avj = aj or aj,
for i, j = 1, . . . , n, j 6= i.
Proof: The polytope A := {a ∈ Rn|a  a  a, amin ≤ 1′a ≤ amax} can be re-
written as A := {a ∈ Rn|Aa  c}, where A := [In×n,−In×n,1,−1]′ and c :=
[a′,−a′, amax,−amin]′. By Lemma 2.1, enumerating vertices of A is equivalent to finding
all feasible solutions of the linear subsystems A˜a = c˜, such that rank-n matrix A˜ is
constructed by extracting rows of A. It can be seen that such full column-rank matrix
A˜ can only have two forms (with row permutation if necessary): i) A˜1 = diag(d) with
di ∈ {−1, 1}, i = 1, . . . , n; ii) A˜2(i, :) = ±1′, i = 1, . . . , n, and A˜2(j, :) = A˜1(j, :), ∀j 6=
i. Basically, A˜1 is constructed by choosing n vectors as a basis of R
n from the first
2n rows of A. Substituting any row of A˜1 with ±1′, forms A˜2. Finally, by solving
all the linear subsystems of the form A˜ka = c˜k, for k = 1, 2, Proposition 2.3 follows
readily.
Essentially, Proposition 2.3 verifies the geometric characterization of vertices. Since
W is the part of a hyperrectangle (orthotope) between two parallel hyperplanes, its
vertices can only either be the hyperrectangle’s vertices which are not cut away, or,
the vertices of the intersections of the hyperrectangle and the hyperplanes, which must
appear in some edges of the hyperrectangle.
Next, the vertex characterization of a polytope in a Cartesian product formed by
many lower-dimensional polytopes like A is established, which is needed for the uncer-
tainty set (2.4).
Proposition 2.4 Assume b ∈ Rn is divided into S consecutive and non-overlapping
blocks as b = [b′1, . . . ,b′S ]
′, where bs ∈ Rns and
∑S
s=1 ns = n. Consider a polytope B :=
{b ∈ Rn|b  b  b, bmins ≤ 1′nsbs ≤ bmaxs , s = 1, . . . , S}. Then bv = [(bv1)′, . . . , (bvS)′]′
is a vertex of B if and only if for s = 1, . . . , S, bvs is the vertex of a lower-dimensional
polytope Bs := {bs ∈ Rns |bs  bs  bs, bmins ≤ 1′nsbs ≤ bmaxs }.
Proof: The polytope B := {b ∈ Rn|b  b  b, bmins ≤ 1′nsbs ≤ bmaxs , s = 1, . . . , S}
can be re-written as B := {b ∈ Rn|Bb  c}, where B := diag(B1, . . . ,BS), c :=
[c′1, . . . , c
′
S ]
′, Bs := [Ins×ns ,−Ins×ns ,1,−1]′, and cs := [a′s,−a′s, bmaxs ,−bmins ]′ for s =
1, . . . , S.
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Table 2.1: Generating capacities, ramping limits, and cost coefficients. The units of am
and bm are $/(kWh)
2 and $/kWh, respectively.
Unit PminGm P
max
Gm
Rm,up(down) am bm
1 10 50 30 0.006 0.5
2 8 45 25 0.003 0.25
3 15 70 40 0.004 0.3
Similarly by Lemma 2.1, all the vertices of B can be enumerated by solving B˜b = c˜,
where the rank-n matrix B˜ is formed by extracting rows of B. Due to the block diagonal
structure of B, it can be seen that the only way to find its n linear independent rows is to
find ns linear independent vectors from the rows corresponding to Bs for s = 1, . . . , S.
In other words, the vertices bv can be obtained by concatenating all the individual
vertices bs as stated in Proposition 2.4.
Algorithms 2.2 and 2.3 can be used to to generate the vertices of uncertainty
sets (2.4) and (2.5) as described next.
i) For uncertainty set (2.4), first use Algorithm 2.2 to obtain the vertices corre-
sponding to each sub-horizon Ti,s for all the RES facilities. Then, concatenate the
obtained vertices to get the ones for each RES facility by Step 4 in Algorithm 2.3.
Finally, run this step again to form the vertices of (2.4) by concatenating the
vertices of each Wi.
ii) For uncertainty sets (2.5), use Algorithm 2.2 to obtain the vertices for each sub-
horizon Ts. Note that concatenating step in Algorithm 2.3 is not needed in this
case because problem (2.25) is decomposable across sub-horizons Ts, s = 1, . . . , S,
and can be independently solved accordingly.
After the detailed description of vertex enumerating procedures for RES uncertainty
sets, a discussion on the complexity of solving (2.25) follows.
Remark 2.2 (Complexity of solving (2.25)). Vertex enumeration incurs exponential
complexity because the number of vertices can increase exponentially with the number of
variables and constraints [16, Ch. 2]. However, if the cardinality of each sub-horizon Ts
is not very large (e.g., when 24 hours are partitioned into 4 sub-horizons each comprising
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Table 2.2: Class-1 dispatchable loads parameters. The units of cn and dn are $/(kWh)
2
and $/kWh, respectively.
Load 1 Load 2 Load 3 Load 4 Load 5 Load 6
PminDn 0.5 4 2 5.5 1 7
PmaxDn 10 16 15 20 27 32
cn -0.002 -0.0017 -0.003 -0.0024 -0.0015 -0.0037
dn 0.2 0.17 0.3 0.24 0.15 0.37
Table 2.3: Class-2 dispatchable loads parameters.
Load 1 Load 2 Load 3 Load 4
PminEq 0 0 0 0
PmaxEq 1.2 1.55 1.3 1.7
Emaxq 5 5.5 4 8
Sq 6PM 7PM 6PM 6PM
Tq 12AM 11PM 12AM 12AM
6 time slots), then the complexity is affordable. Most importantly, the vertices of W
need only be listed once oﬄine, before solving the optimization problem (2.9).
2.4 Numerical Tests
In this section, numerical results are presented to verify the performance of the ro-
bust and distributed energy scheduler. The Matlab-based modeling package CVX [59]
along with the solver MOSEK [5] are used to specify and solve the proposed robust
energy management problem. The considered microgrid consists of M = 3 conven-
tional generators, N = 6 class-1 dispatchable loads, Q = 4 class-2 dispatchable loads,
J = 3 storage units, and I = 2 renewable energy facilities (wind farms). The time
horizon spans T = 8 hours, corresponding to the interval 4PM–12AM. The gener-
ation costs Cm(PGm) = amP
2
Gm
+ bmPGm and the utilities of class-1 elastic loads
Un(PDn) = cnP
2
Dn
+ dnPDn are set to be quadratic and time-invariant. Generator
parameters are given in Table 2.1, while SRt = 10kWh. The relevant parameters of
two classes of dispatchable loads are listed in Tables 2.2 and 2.3 (see also [53]). The
utility of class-2 loads is U tEq(P
t
Eq
) := πtqP
t
Eq
with weights πtq = 4, 3.5, . . . , 1, 0.5 for
t = 4PM, . . . , 11PM and q ∈ Q.
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Table 2.4: Limits of forecasted wind power.
Slot 1 2 3 4 5 6 7 8
W t1 2.47 2.27 2.18 1.97 2.28 2.66 3.1 3.38
W
t
1 24.7 22.7 21.8 19.7 22.8 26.6 31 33.8
W t2 2.57 1.88 2.16 1.56 1.95 3.07 3.44 3.11
W
t
2 25.7 18.8 21.6 15.6 19.5 30.7 34.4 31.1
Table 2.5: Fixed loads demand and transaction prices. The units of αt and βt are
¢/kWh.
Slot 1 2 3 4 5 6 7 8
Lt 57.8 58.4 64 65.1 61.5 58.8 55.5 51
αt (Case A) 2.01 2.2 3.62 6.6 5.83 3.99 2.53 2.34
βt (Case A) 1.81 1.98 3.26 5.94 5.25 3.59 2.28 2.11
αt (Case B) 40.2 44 72.4 132 116.6 79.8 50.6 46.8
βt (Case B) 36.18 39.6 65.16 118.8 104.94 71.82 45.54 42.12
Three batteries have capacity Bmaxj = 30kWh (similar to [62]). The remaining
parameters are PminBj = −10kWh, PmaxBj = 10kWh, B0j = Bminj = 5kWh, and ηj = 0.95,
for all j ∈ J . The battery costs Htj(Btj) are set to zero. The joint uncertainty model
with S = 1 is considered forW [cf. (2.5)], whereWmin1 = 40kWh, andWmax1 = 360kWh.
In order to obtain W ti and W
t
i listed in Table 2.4, day-ahead wind forecast data of the
Midcontinent independent system operator (MISO) [93] are rescaled to the order of
1 kWh to 40 kWh, which is a typical wind power generation for a microgrid [147].
Similarly, the fixed load Lt in Table 2.5 is a rescaled version of the cleared load
provided by MISO’s daily report [50]. For the transaction prices, two different cases are
studied as given in Table 2.5, where {αt} in Case A are real-time prices of the Minnesota
hub in MISO’s daily report. To evaluate the effect of high transaction prices, {αt} in
Case B is set as 20 times of that in Case A. For both cases, βt = 0.9αt, which satisfies
the convexity condition for (2.7) given in Proposition 2.1.
First, convergence of the Lagrange multiplier {λt} corresponding to the balance
equation (2.7n) is confirmed for Case A by Fig. 2.2. It can be seen that λt converges for
all t ∈ T within a couple of hundred iterations, which verifies the validity of the dual
decomposition approach using the subgradient projection method. With the running
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Figure 2.2: Convergence of {λt}.
averages, convergence of the other primal and dual variables as well as for Case B was
also verified.
The optimal microgrid power schedules of two cases are shown in Figs. 2.3(a)
and 2.3(b). The stairstep curves include P tG :=
∑
m P
t
Gm
, P tD :=
∑
n P
t
Dn
, and P tE :=∑
q P
t
Eq
denoting the total conventional power generation, and total elastic demand for
classes 1 and 2, respectively, which are the optimal solutions of problem (2.9). Quantity
W tworst denotes the total worst-case wind energy at slot t, which is the optimal solution
of (2.25) with optimal P˜ tR.
A common observation from Figs. 2.3(a) and 2.3(b) is that the total conventional
power generation P tG varies with the same trend across t as the fixed load demand L
t,
while the class-1 elastic load exhibits the opposite trend. Because the conventional
generation and the power drawn from the main grid are limited, the optimal scheduling
by solving (2.9) dispatches less power for P tD when L
t is large (from 6PM to 10PM),
and vice versa. This behavior indeed reflects the load shifting ability of the proposed
design for the microgrid energy management.
Furthermore, by comparing two cases in Figs. 2.3(a) and 2.3(b), it is interesting to
illustrate the effect of the transaction prices. Remember that the difference between P˜ tR
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Figure 2.3: Optimal power schedules.
and W tworst is the shortage power needed to purchase (if positive) or the surplus power
to be sold (if negative), Figs. 2.3(a) shows that the microgrid always purchases energy
from the main grid because P˜ tR is more than W
t
worst. This is because for Case A, the
purchase price αt is much lower than the marginal cost of the conventional generation
[cf. Tables 2.1 and 2.5]. The economic scheduling decision is thus to reduce conventional
generation while purchasing more power to keep the supply-demand balance. For Case
B, since αt is much higher than that in Case A, less power should be purchased which is
reflected in the relatively small gap between P˜ tR andW
t
worst across time slots. It can also
be seen that P˜ tR is smaller than W
t
worst from 7PM to 9PM, meaning that selling activity
happens and is encouraged by the highest selling price βt in these slots across the entire
time horizon. Moreover, selling activity results in the peak conventional generation from
7PM to 9PM. Fig. 2.4 compares the optimal costs for the two cases. It can be seen that
the optimal costs of conventional generation and worst-case transaction of Case B are
higher than those of Case A, which can be explained by the higher transaction prices
and the resultant larger DG output for Case B.
The optimal power scheduling of class-2 elastic load is depicted in Fig. 2.5 for Case
A. Due to the start time Sq [cf. Table 2.3], zero power is scheduled for the class-2 load
1, 3, and 4 from 4PM to 6PM while from 4PM to 7PM for the load 2. The decreasing
trend for all such loads is due to the decreasing weights {πtq} from Sq to Tq, which is
established from the fast charging motivation for the PHEVs, for example.
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Figure 2.4: Optimal costs: Cases A and B.
Figs. 2.6 depicts the optimal charging or discharging power of the DSs for Case
B. Clearly, all DSs are discharging during the three slots of 7PM, 8PM, and 9PM.
This results from the motivation of selling more or purchasing less power because both
purchase and selling prices are very high during these slots [cf. Table 2.5]. The charging
(discharging) activity can also be reflected by the stored energy of the battery devices
shown in Fig. 2.7. Note that, starting from the initial energy 5kWh at 4PM, the
optimal stored energy of all units are scheduled to have 5kWh at 12AM, which satisfies
the minimum stored energy requirement for the next round of scheduling time horizons.
Finally, Fig. 2.8 shows the effect of different selling prices {βt} on the optimal
energy costs, where Case B is studied with fixed purchase prices {αt}. It can be clearly
seen that the net cost decreases with the increase of the selling-to-purchase-price ratio
βt/αt. When this ratio increases, the microgrid has a higher margin for revenue from
the transaction mechanism, which yields the reduced worst-case transaction cost.
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Chapter 3
Risk-Limiting Energy
Management with Renewables
3.1 Risk-Constrained Economic Dispatch
Consider a power system comprising M conventional generators, N dispatchable loads,
and I wind farms. The scheduling horizon is T := {1, 2, . . . , T} (e.g., one day ahead).
Let P tGm be the power produced by the mth conventional generator, and P
t
Dn
the
power consumed by the nth dispatchable load at slot t, where m ∈ M := {1, . . . ,M},
n ∈ N := {1, . . . , N}, and t ∈ T . Besides dispatchable loads, there is also a fixed
demand from critical loads, denoted by Lt. The actual wind power generated by the
ith wind farm at slot t is denoted by W ti , i ∈ I := {1, . . . , I}. The ensuing section
describes the risk-limiting model capturing the stochastic nature of wind power W ti .
Section 3.1.2 formulates the risk-constrained energy management problem, which boils
down to optimally scheduling the variables P tGm and P
t
Dn
for all m ∈ M, n ∈ N , and
t ∈ T .
3.1.1 Loss-of-Load Probability
In the analysis of the power system operations, the LOLP is often utilized as a statistical
metric evaluating how often the system generating capacity cannot meet the total load
demand during a given period. The supply-demand imbalance typically results from
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uncertainties inherent to generators and loads (e.g., sudden loss, derating of generation,
or, sudden variation of the load). Moreover, with the envisioned tide of high penetration
wind power, a new uncertainty factor appears because of the intermittent nature of
the wind. It is worth mentioning that supply-demand balance is maintained by the
automatic generation control mechanism in the real-time operation (seconds timescale
level) [73]. However, for larger timescale levels (e.g., one-day ahead ED), the supply-
demand imbalance probability should be considered in order to make economic and
risk-limiting power planning decisions.
Consider the supply shortage function at time t defined as
gt(ptG,p
t
D,p
t
R) := L
t +
N∑
n=1
P tDn −
M∑
m=1
P tGm −
I∑
i=1
W ti (3.1)
where for the time slot t, vectors ptG, p
t
D, and p
t
R collect p
t
Gm
, ptDn , and W
t
i over all
m ∈ M, n ∈ N , and i ∈ I, respectively. Therefore, the LOLP constraint at time t can
be equivalently written as
Prob{gt(ptG,ptD,ptR) ≤ 0} ≥ 1− α (3.2)
where Prob{A} denotes the probability of an event A; and α ∈ [0, 1] is a pre-selected
tolerance denoting the LOLP threshold, which should be chosen small (e.g., 1–5%) for
a practical risk-limiting energy management. Equation (3.2) can also be interpreted as
the per-slot reliability; that is, satisfaction-of-load probability (SOLP) must be greater
than or equal to 1− α.
In the context of multi-period energy management, it is important to relate the
notions of joint vis-a`-vis per-slot SOLP, which are elaborated in the next subsection.
With the function (3.1), the joint SOLP can be defined as
Prob
{
g1(p1G,p
1
D,p
1
R) ≤ 0, . . . , gT (pTG,pTD,pTR) ≤ 0
} ≥ 1− α. (3.3)
Clearly, the joint SOLP expression (3.3) reflects the desire of the power system operator
to have joint probability of load-satisfaction events for all time slots t = 1, . . . , T , no
less than a threshold close to 1. For notational brevity, define a vector-valued function
g(·) as
g(pG,pD,pR) := (g
1(p1G,p
1
D,p
1
R), . . . , g
T (pTG,p
T
D,p
T
R))
′ (3.4)
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where pG, pD, and pR collect p
t
G, p
t
D, and p
t
R across the entire time t ∈ T , respectively.
(a′ denotes the transpose of the vector a). The joint SOLP (3.3) can be recast as
[cf. (3.4)]
Prob{g(pG,pD,pR)  0} ≥ 1− α (3.5)
where the notation  denotes element-wise inequality.
An important relationship between joint SOLP (3.3) and per-slot SOLP (3.2) is
established in the following proposition.
Proposition 3.1 If the joint SOLP (3.3) holds, then the per-slot SOLP (3.2) also holds
for all t ∈ T . Moreover, if {ptR}Tt=1 are independent and identically distributed (i.i.d.)
across time, then each per-slot SOLP is lower-bounded by (1− α)1/T .
Proof: Using the fact that Prob{A1A2 . . . An} ≤ min
i=1,...,n
{Prob{Ai}}, it can be seen that
min
t=1,...,T
{Prob{gt(ptG,ptD,ptR) ≤ 0}} ≥ Prob{g(pG,pD,pR)  0} ≥ 1− α. (3.6)
If {ptR}Tt=1 are i.i.d., then for all t ∈ T , it follows that
Prob{g(pG,pD,pR)  0} = ΠTt=1Prob{gt(ptG,ptD,ptR) ≤ 0}
=
[
Prob{gt(ptG,ptD,ptR) ≤ 0}
]T
based on which the following lower bound is obtained
Prob{gt(ptG,ptD,ptR) ≤ 0} ≥ (1− α)1/T , ∀ t ∈ T .
Remark 3.1 (SOLP for the i.i.d. and distribution-free cases). If wind power produc-
tion across time is i.i.d., the per-slot SOLP lower bound (1 − α)1/T is increasing in T .
Leveraging this property, each per-slot LOLP decreases (goes to 0) as the total schedul-
ing time T increases (goes to infinity). In fact, for a very small value of α, Taylor’s
expansion implies the lower bound (1−α)1/T ≈ 1−α/T . Unfortunately, the i.i.d. con-
dition of wind power across time is very strict and not practical in real power systems
since typically the wind speed (and hence the wind power) is c
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However, the per-slot lower bound in (3.6) is distribution-free, meaning that this bound
always holds no matter what the distributions of {ptR}Tt=1 are and whether or not they
are independent. Hence, if the joint SOLP can be satisfied with probability 1−α, then
the per-slot SOLP can be also guaranteed to be at least 1−α. Therefore, for the energy
management optimization problem which is formulated in the ensuing section, it suffices
to include just a single joint SOLP risk constraint, instead of multiple per-slot SOLP
constraints in terms of the system reliability consideration.
3.1.2 Social Cost Minimization
Let Ctm(P
t
Gm
) and U tn(P
t
Dn
) denote the cost of the mth conventional generator and the
utility function of the nth dispatchable load, respectively. Typically, the increasing
function Ctm(P
t
Gm
) (U tn(P
t
Dn
)) is chosen either convex (concave) quadratic or piecewise
linear.
Energy management with multiple wind farms amounts to minimizing the power
system net cost, which is the cost of conventional generation minus the load utility:
minimize
{pG,pD}
T∑
t=1
(
M∑
m=1
Ctm(P
t
Gm)−
N∑
n=1
U tn(P
t
Dn)
)
(3.7a)
subject to PminGm ≤ P tGm ≤ PmaxGm , m ∈ M, t ∈ T (3.7b)
P tGm − P t−1Gm ≤ Rupm , m ∈ M, t ∈ T (3.7c)
P t−1Gm − P tGm ≤ Rdownm , m ∈ M, t ∈ T (3.7d)
PminDn ≤ P tDn ≤ PmaxDn , n ∈ N , t ∈ T (3.7e)
Prob{g(pG,pD,pR)  0} ≥ 1− α. (3.7f)
Constraints (3.7b)–(3.7d) stand for the power generation bounds and ramping up/down
limits, capturing the typical physical constraints of power generation systems. Con-
straints (3.7e) correspond to the minimum/maximum limits of the dispatchable load
demand. Constraint (3.7f) is the risk-limiting SOLP constraint that was defined and
analyzed in the previous section. Mathematically, problem (3.7) is a so-called chance
constrained program, which is widely used for dealing with random parameters in opti-
mization problems [19].
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Risk-constrained ED (3.7) arises naturally due to the high SOLP requirement. Re-
garding the possible transmission congestion, a risk-limiting ED with power flow con-
straints will be discussed in the ensuing section.
3.2 Risk-Constrained DC-OPF
Consider a power system with M buses. Again, let PGm denote the power output of
a thermal generator and PDm the power dissipation of a load, both residing at bus
m. While PGm is a decision variable, load PDm is considered fixed here for simplicity.
Furthermore, if a renewable energy producer is located at bus m, two quantities will be
associated with it: the predicted wind power generation Wm, and the power PRm sched-
uled to be injected to bus m. Note that the former is a random variable, whereas the
latter is a decision variable. For notational simplicity, let the following M -dimensional
vectors collect pertinent quantities pG := [PG1 , . . . , PGM ]
′, pD := [PD1 , . . . , PDM ]
′,
w := [W1, . . . ,WM ]
′, pR := [PR1 , . . . , PRM ]
′, pminG := [P
min
G1
, . . . , PminGM ]
′, and pmaxG :=
[PmaxG1 , . . . , P
max
GM
]′. With these definitions, the nodal injections into the transmission
grid can be succinctly expressed in a vector form as pG + pR − pD.
Focusing next on the transmission network, let L denote the number of lines in
the grid and xl the reactance of the l-th line. Define then the L × L diagonal matrix
D := diag
(
{x−1l }Nll=1
)
; and the L×M branch-bus incidence matrix A, such that if its
l-th row aTl corresponds to the branch (m,n), then [al]m := +1, [al]n := −1, and zero
elsewhere.
Flow conservation dictates that the aggregate power injected per bus should equal
the power flowing away from the bus. The DC power flow model gives rise to the nodal
balance constraint [58]
pG + pR − pD = Bθ (3.8)
where θ := [θ1, . . . , θM ]
′ is the vector of nodal voltage phases {θm}Mm=1, andB := ATDA
is the bus admittance matrix. Since the all-ones vector belongs to the nullspace of B,
the node balance equation (3.8) is invariant to nodal phase shifts. Hence, without loss of
generality, the first bus can be the reference bus with phase set to zero, that is, θ1 = 0.
The power flows on all transmission lines can be expressed as Hθ with H := DA.
Physical considerations enforce a limit fmax on the transmision power flows leading to
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the line flow constraint
− fmax  Hθ  fmax. (3.9)
Recall that the power system is dispatched several hours or even one day prior to
the operation period of interest. Given a wind power generation forecast w, the system
operator wishes to schedule an injection pR that is expected to be furnished. This
requirement is captured here by allowing the vector inequality w  pR to be violated
with very low risk α. Specifically, the following chance constraint is imposed:
Prob (w  pR) ≥ 1− α (3.10)
Let Cm(PGm) denote the cost associated with the m-th thermal generator, which
is convex and strictly increasing. The scheduling problem amounts to minimizing the
total production cost subject to the constraints presented earlier, that is,
minimize
pG,pR,θ
M∑
m=1
Cm(PGm) (3.11a)
subject to pG + pR − pD = Bθ (3.11b)
− fmax  Hθ  fmax (3.11c)
pminG  pG  pmaxG (3.11d)
θ1 = 0 (3.11e)
Prob (w  pR) ≥ 1− α. (3.11f)
Formulation (3.11) extends to the DC-OPF problem (see e.g., [37]) to account for
uncertain renewable energy injections. The scheduled renewable energy pR is used as a
basis for optimizing the power outputs of thermal generators based on (3.11b). The risk
that the produced renewable energy will not be adequate to provide the scheduled one
is limited as per constraint (3.11f). If during the actual system operation the harvested
renewable energy exceeds the scheduled value, then curtailment is effected.
3.3 Sampling-based Scenario Approximation
In this section, we first develop numerically tractable convex approximation for problem
(3.7). The novel approach can be naturally extended to solve (3.11), which will be
discussed in Section (3.3.3).
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Recall that the cost in problem (3.7) involves the convex (possibly non-differentiable)
functions Ctm(·) and −U tn(·), while the constraints (3.7b)–(3.7e) are linear. Conse-
quently, the difficulty of problem (3.7) depends on the constraint (3.7f), whose tractabil-
ity is discussed next.
3.3.1 Tractability Issue
Clearly, (3.7f) is not in a computationally tractable form. To convert it into a deter-
ministically tractable form, the corresponding probability must be computable for a
given distribution of the random vector w. For a single wind turbine with single-period
scheduling, this is possible [89]. However, for the multi-period power scheduling with
multiple wind farms in problem (3.7), the joint distribution function of w is very hard
to obtain, if not impossible.
One may also consider approximating gt(·) as a Gaussian random variable for rela-
tively large values of I, by appealing to the central limit theorem (CLT). Specifically,
the total wind power at time t is obtained by aggregating the wind powers {W ti } across
all wind farms [cf. (3.1)]. Hence, the distribution of g(·), which is approximated to be
multivariate Gaussian, can be evaluated if time correlations are known. Note CLT relies
on vanishing dependence of the random variables summed. Unfortunately, this does not
hold for geographically close wind farms (e.g., in a microgird with many distributed
renewable energy resources). In this case, wind speed is spatially correlated across dif-
ferent wind farms which are not far away from each other. Clearly, constraint (3.11f)
in the risk-constrained DC-OPF problem has the same challenges.
3.3.2 Scenario Approximation for Economic Dispatch
As discussed in the previous subsection, in order to make problem (3.7) solvable, a com-
putationally tractable replacement of the chance constraint (3.7f) must be employed,
ideally of the convex type. Bypassing the challenges of the possible techniques described
in Section 3.3.1, a straightforward heuristic method based on the scenario approxima-
tion is introduced, which turns out to be very efficient in solving problem (3.7). For
convenience, consider first the following chance-constrained optimization problem in a
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generic form [103]
minimize
x∈X
f(x) (3.12a)
subject to Prob{h(x, ξ)  0} ≥ 1− α (3.12b)
where the real-valued objective f : Rn → R is a convex function, and X ⊂ Rn is
a nonempty convex set. Random vector ξ has probability distribution supported on
a set Ξ ⊂ Rd, and enters the problem through a vector-valued constraint function
h : Rn × Ξ→ Rm.
As a general way to construct a tractable form of a chance constraint, the scenario
approximation approach based on the Monte Carlo sampling technique amounts to
generating S independent realizations of the random vector ξ, denoted as ξ(1), . . . , ξ(S).
Then, problem (3.12) is approximated as follows:
minimize
x∈X
f(x) (3.13a)
subject to h(x, ξ(s))  0, s = 1, . . . , S. (3.13b)
Note that a remarkable feature of this heuristic approach is that there are no specific
requirements on the distribution of ξ, or, on how it enters the constraints.
However, problem (3.13) itself is random in the sense that its solution varies with
different sample realizations. Hence, the solution of problem (3.13) may not satisfy
the original chance constraint (3.12b). Fortunately, facing this challenge, in [28] an
elegant result established that regardless of the distribution of the random vector ξ, if
the sample size S is no less than the quantity of ⌈2nα−1 ln(2α−1) + 2α−1 ln(δ−1) + 2n⌉,
then the optimal solution to problem (3.13) is feasible for the original problem (3.12)
with probability at least 1− δ. (⌈a⌉ denotes the smallest integer greater than or equal
to a.)
Applying this result to problem (3.7) with a prescribed LOLP risk level α, the sample
size S should satisfy
S ≥ S∗ = ⌈2T (M +N)α−1 ln(2α−1) + 2α−1 ln(δ−1) + 2T (M +N)⌉. (3.14)
The upshot of this sample bound is that it is distribution-free, which is particularly
useful for multi-period power scheduling with multiple wind farms, because the joint
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spatio-temporal distribution of the wind power is unknown. To this end, leveraging the
scenario sampling approach, problem (3.7) can be approximated with the problem
minimize
{pG,pD}
T∑
t=1
(
M∑
m=1
Ctm(P
t
Gm)−
N∑
n=1
U tn(P
t
Dn)
)
(3.15a)
subject to (3.7b)− (3.7e)
Lt +
N∑
n=1
P tDn −
M∑
m=1
P tGm −
I∑
i=1
W ti (s) ≤ 0,
s = 1, . . . , S∗, t = 1, . . . , T. (3.15b)
Considering the sample bound (3.14), a potential drawback of the scenario approx-
imation is that S∗ grows linearly with the number of generators M and dispatchable
loads N , as well as the scheduling time length T . Moreover, it is at least inversely
proportional to the risk level α, which could augment problem (3.15) with many con-
straints, and hence render it difficult to solve. For example, for one-day (T = 24) ahead
energy management of a small power system withM = 2 generators, N = 4 controllable
loads, LOLP α = 0.05, and feasibility risk δ = 0.05, the bound results in S∗ = 21, 656.
However, by inspecting the structure of the sampled constraints (3.15b) carefully, it is
clear that problem (3.15) can be equivalent re-written as:
minimize
{pG,pD}
T∑
t=1
(
M∑
m=1
Ctm(P
t
Gm)−
N∑
n=1
U tn(P
t
Dn)
)
(3.16a)
subject to (3.7b)− (3.7e)
N∑
n=1
P tDn −
M∑
m=1
P tGm ≤ mins=1,...,S∗
{
I∑
i=1
W ti (s)
}
− Lt, t ∈ T . (3.16b)
In practice, if the required minimum sample size S∗ is very large, the value of
mins=1,...,S∗
{∑I
i=1W
t
i (s)
}
may become very small. In this case, the problem boils down
to scheduling under the worst-case scenario where essentially the wind power output is
zero. In order to avoid this situation, but still be able to guarantee the prescribed
LOLP, a small positive quantity can be added to the right hand side of (3.16b). The
effectiveness of this adjustment will be demonstrated numerically.
Remark 3.2 (Algorithm scalability). By exploiting how the random data w enter the
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chance constraint (3.7f), i.e., the separability of the supply shortage function across
pG, pD, and w, the original S
∗ constraints per time instant, which can be potentially
very large as shown in (3.14), are equivalently reformulated into just a single constraint.
Therefore, by exploiting the problem structure, the seemingly intractable chance con-
straint (3.7f) is finally approximated by only T linear inequality constraints as in (3.16b).
Essentially, an optimization problem with uncertain parameters is converted to a deter-
ministic one without increasing the problem size. This sample-size-free feature yields
a linear or convex quadratic program problem (3.16), which is efficiently solvable no
matter how small α is.
3.3.3 Scenario Approximation for DC-OPF
It is not difficult to see that the scenario approximation developed in the previous section
can be leveraged for solving (3.11f). Specifically, let {w(s)}S∗s=1 denote S∗ independent
samples available. The scenario approximation approach relies on substituting (3.11f)
with its sampled version
pR  w(s), s = 1, . . . , S∗. (3.17)
Then, the optimization problem consisting of (3.11a)–(3.11d) and (3.17) is solved.
As (3.17) is an approximation of (3.11f), the question of whether the solution of the
resultant optimization problem is feasible for the original problem is raised. In fact,
notice that the solution of the approximate problem is a random variable, because the
samples {w(s)}S∗s=1 are random. Reference [28] develops a bound on the sample size S∗
as a function of the risk level α which guarantees that the solution of the approximate
problem is feasible for the original one with high probability.
Notice that (3.17) is linear in pR, a fact that renders the overall scheduling problem
convex. On the negative side, the required S∗ to achieve feasibility of the approximate
solution is typically very large. This implies that the resultant optimization problem
will have a very large number of constraints [cf. (3.17)], which may pose significant
computational burden. It is possible to exploit the structure of the problem at hand,
in order to overcome this difficulty and come up with a sample size free approximation.
Specifically, it is not hard to see that (3.17) is equivalent to
PRm ≤ min
s=1,...,S∗
{Wm(s)}, m = 1, . . . ,M. (3.18)
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A complication of this sampling mechanism is that the right-hand side of (3.18) can
become very small as S∗ grows. Recall that Wm is the power output of the mth renew-
able energy producer. As such, it is lower bounded by zero, and there is in fact nonzero
probability that Wm = 0. This shortcoming can drive the decision variable PRm to very
small values or even to zero. In a nutshell, there is a degree of conservatism inherent to
the scenario approximation method.
A straightforward modification of (3.18) can alleviate the aforementioned conser-
vatism. Specifically, a small quantity δm > 0 can be added to mins=1,...,S∗{Wm(s)}, in
which case (3.18) is surrogated by
PRm ≤ min
s=1,...,S∗
{Wm(s)}+ δm, m = 1, . . . ,M. (3.19)
The effectiveness of this adjustment will be demonstrated numerically. With wres =
[W res1 , . . . ,W
res
M ] denoting the right-hand side of (3.19), the following problem is solved
instead of (3.11):
minimize
pG,pR,θ
M∑
m=1
Cm(PGm) (3.20a)
subject to pG + pR − pD = Bθ (3.20b)
− fmax  Hθ  fmax (3.20c)
pminG  pG  pmaxG (3.20d)
θ1 = 0 (3.20e)
pR  wres. (3.20f)
To this end, solving problems (3.7) and (3.11) via scenario approximation requires S∗
independent realizations of the random spatio-temporal correlated wind power output
w. This random sampling task is undertaken next.
3.3.4 Sampling Techniques
In addition to seasonal and diurnal trends, wind speed is clearly temporally correlated
across short time horizons (e.g., a few hours). Moreover, since smart grids with multiple
wind farms become more widespread, the spatial correlation of wind speed should be
also taken into account. Generally, the spatial as well as temporal correlation of the wind
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speed has considerable influence on the performance of power networks [44]. Therefore,
in order to obtain the required samples of wind power outputs, a simple but effective
approach proposed in [139] is briefly described in this section.
The Weibull distribution is the most widely accepted model for the stochastic wind
speed V . Its advantage over alternative distributions (e.g., lognormal, generalized
Gamma) has been well documented in a comprehensive review [30].
A (c, k)-parametrized Weibull random variable (RV) v can be generated from a
standard normal RV y via the following Normal-to-Weibull transformation
v = c
[
− ln
(
1
2
− 1
2
erf
(
y√
2
))] 1
k
(3.21)
where the error function erf(y) is defined as erf(y) := 2√
π
∫ y
0 exp(−t2) dt.
For simplicity, consider I decoupled AR(1) process, one for each wind farm output,
as follows:
xti = φix
t−1
i + ǫ
t
i, i = 1, . . . , I (3.22)
where φi controls the temporal correlation of {xti}. It is clear that xti is standard normal,
if the white noise ǫti is normally distributed with zero mean and variance σ
2
ǫi = 1− φ2i .
With decoupled AR models, the obtained xt := [xt1, . . . , x
t
I ] is a Gaussian random
vector with uncorrelated elements. A correlated Gaussian random vector yt can thus
be obtained by the linear transformation yt = C
1
2xt for any t ∈ T , where the matrix
C ∈ RI×I is the desired correlation coefficient matrix of yt. Then, the spatio-temporal
wind speed data {vt}Tt=1 can be generated from {yt}Tt=1 using the transformation (3.21).
Finally, samples of the wind power output {w(s)}S∗s=1 can be obtained by passing vectors
{vt}Tt=1 through a wind-turbine-specific mapping curve relating the wind speed to the
wind power output [174]. In the ensuing simulation section, a simplified model will be
utilized to implement the speed-to-power (V →W ) conversion as (see also [89])
W =

0, V < vin or V ≥ vout(
V−vin
vrated−vin
)
wrated, vin ≤ V < vrated
wrated, vrated ≤ V < vout
where vin, vrated, and vout represent the cut-in, rated, and cut-out wind velocity; and
wrated the rated wind power output.
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Table 3.1: Generation limits, ramping rates, and cost coefficients. The units of am and
bm are $/(kWh)
2 and $/kWh, respectively.
Unit PminGm P
max
Gm
R
up
m R
down
m am bm
1 10 35 15 15 0.006 0.5
2 8 25 10 10 0.003 0.25
3 15 50 20 20 0.004 0.3
Table 3.2: Parameters of dispatchable loads. The units of cn and dn are $/(kWh)
2 and
$/kWh, respectively.
Load 1 2 3 4 5 6
PminDn 1.5 3.3 2 5.7 4 9
PmaxDn 8 10 15 24 20 35
cn -0.0045 -0.0111 -0.0186 -0.0132 -0.0135 -0.0261
dn 0.15 0.37 0.62 0.44 0.45 0.87
3.4 Numerical Tests
In this section, numerical tests are implemented to verify the performance of the pro-
posed approaches. The simulation results for the risk-limiting ED (Sec. 3.1) and DC-
OPF (Sec. 3.2) will be discussed in Sections 3.4.1 and 3.4.2, respectively. The Matlab-
based package CVX [59] with solvers SDPT3 [133] and SeDuMi [131] are used to solve the
resulting convex problems.
3.4.1 Simulations for Economic Dispatch
The tested power system consists ofM = 3 conventional generators, N = 6 dispatchable
loads, and I = 4 wind farms. The scheduling horizon spans T = 8 hours, corresponding
to the interval 4pm–12am. The generation costs Cm(PGm) = amP
2
Gm
+ bmPGm , and
the utilities of controllable loads Un(PDn) = cnP
2
Dn
+ dnPDn are set to be quadratic
and time-invariant. The relevant parameters of generator and dispatchable loads are
listed in Tables 3.1 and 3.2. The LOLP and feasibility risks are chosen to be α =
δ = 0.1; the parameters of the Weibull distribution are c = 10 and k = 2.2, and
v{in,rated,out} = 3, 14, 26 m/s, wrated = 30 kWh for the wind energy conversion; the fixed
demand Lt = [28.9, 29.2, 32, 32.55, 30.75, 29.4, 27.75, 25.5] kWh is the rescaled cleared
load in a MISO daily report [50]; the lag-one temporal correlations are selected as
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Figure 3.1: Optimal power schedule.
{φi}Ii=1 := {0.15, 0.43, 0.67, 0.59}; and the spatial correlation coefficient matrix is set to
C =

1 0.1432 0.4388 −0.0455
0.1432 1 −0.4555 0.8097
0.4388 −0.4555 1 −0.7492
−0.0455 0.8097 −0.7492 1
 .
Upon solving problem (3.16), the optimal power schedules are depicted in Fig. 3.1.
The stairstep curves include P tG :=
∑
m P
t
Gm
and P tD =
∑
n P
t
Dn
denoting the to-
tal conventional power and total elastic demand, respectively. Quantity W ts-min :=
min
s=1,...,S∗
{∑I
i=1W
t
i (s)
}
denotes the minimum value of the total wind power over the
required S∗ = 4, 504 samples. A key observation from Fig. 3.1 is that across time t, the
total conventional power generation P tG varies complementarily to the one of the worst-
sampled total wind power W ts-min. Clearly, this result makes intuitive sense since the
conventional power P tG will decrease to reduce the conventional generation cost when-
ever the wind power W ts-min is large (see e.g., the slot 5pm–6pm). Comparing P
t
G with
W ts-min, it is clear that as the major supply source, the conventional power P
t
G should
exhibit similar trend with the fixed loads demand Lt. Moreover, the elastic demand
P tD exhibits opposite trend to the fixed demand L
t. This is because when Lt is low,
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Figure 3.2: Optimal costs for different spatial correlation.
P tD increases to obtain more utility. This behavior indeed reflects the load adjustment
ability of the proposed design.
Fig. 3.2 illustrates the effect of spatial correlation on the optimal cost. A number of
correlation coefficient values γ = {0, 0.05, 0.15, 0.3} is utilized for all wind-farm pairs;
that is Cij = γ, ∀ i 6= j. Clearly, the optimal net cost increases along with the spatial
correlation. This can be explained by the effect of sampling as follows. Compared to
the low-spatial correlation case, it is more likely that wind speeds at all wind farms
happen to be small at the high-correlation scenario. Therefore, after the wind-speed-
to-wind-power conversion, and with an increasing number of samples combined in the
minimum-operation [cf. (3.16b)],W ts-min in the high-correlation case will be smaller than
that in the low-correlation case. This makes P tG and P
t
D more constrained in the high-
correlation scenario (i.e., the feasible set is smaller), and yields a worse net cost. Thus,
for the sampling approach to the risk-constrained energy management problem, the
low correlation is in favor of obtaining a lower net cost due to the wind power output
diversity effect.
Fig. 3.3 illustrates the effect of the LOLP risk level α on the optimal costs. As
expected, the optimal net cost decreases as α increases. Because higher risk (LOLP) is
allowed, less conventional power and more flexible demand will be scheduled, in order to
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Figure 3.3: Optimal costs for different LOLP values.
reduce the generation cost and increase load utility. As in the discussion after problem
(3.16), W ts-min can be lifted by a small quantity in order to avoid the case of essentially
worst-case scheduling (i.e., where no wind power is taken into account for the power
scheduling). To this end, the wind speed v was increased by 2 m/s before converting
it to the wind power in the aforementioned simulation setup. This boosting can be
justified by examining the actual LOLP αac inferred from the probability in (3.3). The
exact value of this probability can be simply approximated by its empirical counterpart,
by evaluating the supply shortage function g(pG,pD,pR) for a large number of i.i.d.
samples of {ptR}Tt=1, which should be different from the ones in (3.16b). Table 3.3 shows
the validation results, which are obtained by checking (3.3) with 106 i.i.d. wind power
samples, and the optimal power schedules {p∗G,p∗D} obtained based on the prescribed
LOLP αpr. Clearly, the fact that the actual LOLPs are always smaller than the pre-
defined ones verifies the validity of the boosting, and the effectiveness of the proposed
scenario sampling approach for the risk-limited energy management.
Table 3.3: Prescribed LOLP αpr versus actual LOLP αac.
αpr 0.01 0.05 0.1 0.15
αac 0.0002 0.0346 0.0464 0.0739
51
Figure 3.4: Seven wind farms have been added to the IEEE 30-bus grid system [138].
3.4.2 Simulations for DC-OPF
The performance of the novel scheduling approach is corroborated via numerical tests
using the IEEE 30-bus power system [138]. The system includes 41 transmission lines
and 6 conventional generators residing at buses {1, 2, 13, 22, 23, 27} [cf. Fig. 3.4]. Load
demands, generation costs, generator capacities, and transmission line ratings, are all
specified in [175]. Seven wind farms have been added on buses {1, 2, 5, 9, 15, 24, 30}.
To simulate wind farm operation, real data originally provided for a wind energy
forecasting competition organized by Kaggle platform were utilized [1]. Among other
data, the specific dataset contains the actual hourly power output of seven wind farms
over three years. To eliminate possible non-stationarities, only the interval from May
1st to June 26th of 2012 was considered, yielding a total of 589 hours due to missing
entries.
Wind power outputs have been normalized per farm due to privacy concerns. To
preserve the total installed generation capacity fixed after adding the wind farms, the
conventional capacity is scaled down by 80%. Then, all wind farm outputs are scaled
to contribute equally to the rest of the installed capacity, hence yielding a 20% wind
energy penetration.
Recall that the developed scenario approximation-based scheduling requires drawing
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Table 3.4: Optimal costs and LMPs for high-wind and low-wind scenarios (α = 0.05).
P
P
P
P
P
P
P
P
Scenario
Cost LMP
High-wind 481.42 364.97
Low-wind 565.21 378.91
Table 3.5: Prescribed risk level and actual risk (high-wind scenario).
α 0.01 0.03 0.05 0.1
Actual risk 0.0072 0.0075 0.0076 0.0087
independent samples from the wind energy forecast w. As a proof of concept, it is
assumed here that w is Gaussian distributed. Its expected value is considered to be the
actual wind power generated. A “low-wind” and a “high-wind” scenario were considered.
The low-wind scenario yields µl = [1.15 1.37 0.47 1.05 1.45 1.64 0.00]
′ and corresponds to
May 19th at 8 a.m. The high-wind scenario has µh = [6.00 0.31 7.66 8.01 8.42 8.44 8.46]
′
and is observed on May 22nd at 8 a.m. To model correlation across farms, it is further
postulated that the covariance of w is that of the wind farm power outputs. The latter
is empirically estimated as the sample covariance and it is denoted by Σˆ. Samples of w
can then be drawn from N (µl, Σˆ) and N (µh, Σˆ), respectively for the two scenarios.
Before solving (3.20), the boosting parameters {δm}Mm=1 introduced in (3.19) must
be selected. An intuitive and easily-implementable heuristic for doing so is described
next. Instead of constraining PRm to be no larger than all samplesWm(s) as dictated by
(3.18), it is natural to require PRm to be no larger than only the (1−α)% largest samples.
Algorithmically, if
{
{W [s]m } | W [1]m ≥W [2]m ≥ · · · ≥W [S
∗]
m
}
denote the order statistics of
the original samples {Wm(s)}S∗s=1 for m = 1, . . . ,M , the right-hand side of (3.19) can
be selected as W resm = W
[⌈(1−α)×S∗⌉]
m . Negative-valued entries of wres are truncated to
zero.
Dispatching the IEEE 30-bus power system for a risk level of α = 0.05 yields the
optimal costs listed in Table 3.4. The Lagrange multipliers corresponding to (3.20b),
also known as locational marginal prices (LMPs), are also listed in the same table. LMPs
are important components of electricity markets since they represent the cost of selling
or buying electricity at a particular bus; see e.g., [82], [58]. Due to lack of transmission
line congestion, all LMPs turn out to be equal to the value provided in Table 3.4.
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Figure 3.5: Effects of the prescribed risk level α (high-wind scenario)
The high-wind scenario attains lower cost and LMPs than the low-wind scenario, since
less conventional power is needed when more free wind power is available. It is worth
mentioning that due to the risk-aware constraint, the low-wind scenario essentially boils
down to scheduling with no wind power at all.
Figs. 3.5(a) and 3.5(b) illustrate the effect of the prescribed risk level α on the op-
timal costs and the LMPs, respectively. The optimal net cost decreases with increasing
α, since higher risk allows more wind power to be committed.
To justify the heuristic boosting procedure, the risk incurred by the optimal pR
that minimizes (3.20) is empirically evaluated by drawing 105 independent wind forecast
samples w, and checking whether (3.10) holds. Table 3.5 shows the validation results.
The actual risk is always smaller than the predefined one, hence numerically validating
the boosting step.
The effect of the risk level α on LMPs under transmission network congestion is
investigated next. To simulate congestion, load demand at all buses is scaled up by β.
The optimal costs listed in Table 3.6 decrease with decreasing β and/or increasing α,
as expected. The corresponding 30 LMPs (one per bus) obtained when β = 1.330 and
β = 1.342 and for varying values of α are plotted in Figs. 3.6(a) and 3.6(b), respectively.
The two figures indicate that high risk levels result in lower prices in general. However,
by varying α and β, different congestion patterns may occur due to the grid topology.
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Figure 3.6: Locational marginal prices.
Table 3.6: Optimal costs for varying α and β (high-wind scenario).
❍
❍
❍
❍
❍❍
α
β
1.05 1.1 1.2 1.3
0.01 553.2936 589.0077 662.2263 738.4597
0.03 527.7588 565.2449 636.9299 712.1263
0.05 515.6234 549.3798 623.0269 697.1422
0.1 496.8349 530.5984 603.5701 677.1949
Chapter 4
Day-Ahead Electricity Market
Clearing
4.1 Deterministic Market Clearing
In a day-ahead electricity market, participants including power generation companies
and load service entities (LSEs) first submit their hourly supply bids and demand offers
to market operators for the next operating day. Then, the ISO or regional transmission
organization (RTO) clear the forward markets yielding least-cost unit commitment de-
cisions, power dispatch outputs, and the corresponding DA clearing prices. The market
clearing procedure proceeds in two stages. A security-constrained unit commitment
(SCUC) is performed first by solving a large-scale mixed integer program to commit
generation resources after simplifying or omitting transmission constraints. The second
stage involves security-constrained economic dispatch (SCED) obtaining the economi-
cal power generation outputs and the LMPs as a byproduct. With unit commitment
decisions fixed, SCED is usually in the form of DC-OPF, including the transmission
network constraints [21].
Consider a power network comprising Ng generators, Nb buses, Nl lines, and Na ag-
gregators, each serving a large number of residential end-users with controllable smart
appliances. The scheduling horizon of interest is T := {1, 2, . . . , T} (e.g., one day
ahead). Let ptG := [P
t
G1
, . . . , P tGNg
]′ and ptDRA := [P
t
DRA1
, . . . , P tDRANa
]′ denote the
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generator power outputs, and the power consumption of the aggregators at slot t, re-
spectively. Define further the sets Na := {1, 2, . . . , Na} and Ng := {1, 2, . . . , Ng}. Each
aggregator j ∈ Na serves a set Rj of residential users, and each user r ∈ Rj has a set Srj
of controllable smart appliances. Let pjrs be the power consumption of smart appliance
s and user r corresponding to aggregator j across the horizon. The power consumption
pjrs of each smart appliance across the horizon must typically satisfy operating con-
straints captured by a set Pjrs, and may also give rise to user satisfaction represented
by a concave utility function Ujrs(pjrs). Moreover, the generation cost is captured by
convex functions {Ci(·)}i, and the fixed base load demands across the network buses at
slot t is denoted by the vector ptBL.
For brevity, vector p0 is used to collect all p
t
Gi
, P tDRAj , and network nodal angles
θtn; while vector {pj}j∈Na collects all smart appliance consumptions corresponding to
aggregator j. With the goal of minimizing the system net cost, the DC optimal power
flow (OPF) based MC stands as follows:
f∗ = minimize
{pj}Naj=0
T∑
t=1
Ng∑
i=1
Ci(P
t
Gi)−
Na∑
j=1
∑
r∈Rj
∑
s∈Sjr
Ujrs(pjrs) (4.1a)
subject to Agp
t
G −AaptDRA − ptBL = Bnθt, t ∈ T (4.1b)
PminGi ≤ P tGi ≤ PmaxGi , i ∈ Ng, t ∈ T (4.1c)
− Rdowni ≤ P tGi − P t−1Gi ≤ R
up
i , i ∈ Ng, t ∈ T (4.1d)
fmin ≤ Bfθt ≤ fmax, t ∈ T (4.1e)
θt1 = 0, t ∈ T (4.1f)
0 ≤ P tDRAj ≤ PmaxDRAj , j ∈ Na, t ∈ T (4.1g)
P tDRAj =
∑
r∈Rj , s∈Sjr
ptjrs, j ∈ Na, t ∈ T (4.1h)
pjrs ∈ Pjrs, r ∈ Rj , s ∈ Sjr, j ∈ Na (4.1i)
where the nodal susceptance matrix Bn := −A′nBsAn ∈ RNb×Nb and the angle-to-flow
matrix Bf := −BsAn ∈ RNl×Nb . The ℓth row of the branch-node incidence matrix
An ∈ RNl×Nb has 1 and −1 in its entry corresponding to the from and to nodes of
branch ℓ, and 0 elsewhere; and the square diagonal matrix Bs := diag(b1, . . . , bNl) is
the branch susceptance matrix collecting the primitive susceptance across all branches.
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Figure 4.1: Power system example featuring 6 buses, 3 generators, 4 aggregators, and 3
base loads.
Matrices Ag ∈ RNb×Ng and Aa ∈ RNb×Na in (4.1b) are the incidence matrices of
the conventional generators and the aggregators, respectively. Take Ag as an example,
(Ag)mn = 1 if the nth generator is injected to the mth bus, and (Ag)mn = 0, otherwise.
Matrix Aa can be constructed likewise. A power network with Nb = 6, Nl = 6, Ng = 3,
and Na = 4 is shown in Fig. 4.1. For this adapted Western Electricity Coordinating
Council (WECC) system [122], matrices Ag and Aa are given in the following forms
Ag =

1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
0 0 0

, Aa =

0 0 0 0
0 0 0 0
0 0 0 0
1 1 0 0
0 0 1 0
0 0 0 1

.
Linear equality (4.1b) represents the nodal balance constraint. Limits of generator
outputs and ramping rates are specified in constraints (4.1c) and (4.1d). Network line
flow constraints are accounted for in (4.1e). Without loss of generality, the first bus
can be set as the reference bus with zero phase (4.1f). Constraint (4.1g) captures the
lower and upper bounds on the energy consumed by the aggregators. Equality (4.1h)
amounts to the aggregator-users power balance equation; finally, (4.1i) gives the smart
appliance constraints.
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A smart appliance example is charging a PHEV, which typically amounts to con-
suming a prescribed total energy Ejrs over a specific horizon from a start time T
st
jrs to
a termination time T endjrs . The consumption must remain within a range between p
min
jrs
and pmaxjrs per period. With T Ejrs := {T stjrs, . . . , T endjrs }, set Pjrs takes the form:
Pjrs =
{
pjrs
∣∣∣∣∣ ∑
t∈T Ejrs
ptjrs = Ejrs, p
t
jrs ∈ [pminjrs , pmaxjrs ], ∀t ∈ T Ejrs,
ptjrs = 0, ∀ t ∈ T \ T Ejrs
}
. (4.2)
Further examples of Pjrs and Ujrs(pjrs) can be found in [54], where it is argued that
Pjrs is a convex set for several appliance types of interest.
Problem (4.1) can be principally solved at the market operator (MO) in a central
fashion. However, there are two major challenges when it comes to solving (4.1) with
large-scale DR: i) functions Ujrs(pjrs) and sets Pjrs are private, and cannot be revealed
to the MO; ii) including the sheer number of variables pjrs would render the overall
problem intractable for the MO, regardless of the privacy issue. The aggregator plays
a critical role in successfully addressing these two challenges through decomposing the
optimization tasks that arises, as detailed in the ensuing section.
4.2 Decomposition Algorithm
4.2.1 Dual Decomposition
Leveraging the dual decomposition technique, problem (4.1) can be decoupled into sim-
pler subproblems tackled by the MO and the aggregators. Specifically, consider dualizing
the linear coupling constraint (4.1h) with corresponding Lagrange multiplier µtj. Upon
straightforward re-arrangements, the partial Lagrangian can be written as
L({pj}Naj=0,µ) = L0(p0,µ) +
Na∑
j=1
Lj(pj ,µ) (4.3)
where
L0(p0,µ) :=
T∑
t=1
 Ng∑
i=1
Ci(P
t
Gi)−
Na∑
j=1
µtjP
t
DRAj
 (4.4)
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Lj(pj ,µ) :=
∑
r∈Rj
∑
s∈Sjr
[
T∑
t=1
µtjp
t
jrs − Ujrs(pjrs)
]
. (4.5)
The dual function is thus obtained by minimizing the partial Lagrangian over the
primal variables {pj}Naj=0 as
D(µ) : = D0(µ) +
Na∑
j=1
Dj(µ) (4.6a)
= min
s.t. (4.1b)–(4.1g)
L0(p0,µ) +
Na∑
j=1
min
s.t. (4.1i)
Lj(pj ,µ). (4.6b)
The dual decomposition essentially iterates between two steps: S1) Lagrangian min-
imization with respect to {pj}Naj=0 given the current multipliers, and S2) multiplier up-
date, using the obtained primal minimizers. It is clear from (4.3) that the Lagrangian
minimization can be decoupled into 1 + Na minimizations, where one is performed by
the MO, and the rest by the corresponding aggregators.
Specifically, let k = 1, 2, . . . index iterations. Given the multipliers µ(k), the sub-
problems at iteration k solved by the MO and each residential end-user are given as
follows
p0(k) = argmin
p0
s. t. (4.1b)−(4.1g)
L0(p0,µ(k)) (4.7a)
{pjrs(k)}s = argmin
{pjrs∈Pjrs}s
∑
s∈Sjr
[ T∑
t=1
µtj(k)p
t
jrs − Ujrs(pjrs)
]
. (4.7b)
Note that subproblem (4.7a) is a standard DC-OPF while the convex subprob-
lem (4.7b) can be handled efficiently by the smart meters. In fact, with the feasible set
in (4.2) and upon setting Ujrs(pjrs) ≡ 0, (4.7b) boils down to the fractional knapsack
problem, which can be solved in closed form. To this end, the multipliers µtj(k) needed
can be transmitted to the user’s smart meter via the AMI.
With the obtained quantities of p0(k), {pjrs(k)}s, and {Dj(µ(k))}Naj=0, the ensuing
section develops the approach to updating the multipliers {µtj}j,t using the so-termed
bundle methods.
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4.2.2 Multiplier Update via Bundle Methods
The choice of the multiplier update method is crucial, because fewer update steps imply
less communications between the MO and the aggregators. A popular method of choice
in the context of dual decomposition is the subgradient method, which is very slow
typically. In this section, the bundle method with disaggregated cuts is proposed for
the multiplier update. It is better suited to the problem of interest yielding faster
convergence, because it exploits the special structure of the dual function which can be
written as a sum of separate terms [cf. (4.6)], while it overcomes the drawbacks of the
cutting plane one developed in [54]. Numerical tests in Section 4.5 illustrate differences
in terms of convergence speed.
The following overview of the disaggregated bundle method in a general form is
useful to grasp its role in the present context; see e.g., [13, Ch. 6] for detailed discus-
sions. Consider the following separable convex minimization problem with nc linear
constraints:
f∗ = minimize
{xj∈Xj}Naj=0
Na∑
j=0
fj(xj) (4.8a)
subject to
Na∑
j=0
Ajxj = 0. (4.8b)
For problem (4.1), constraint (4.8b) corresponds to the aggregator-level balance (4.1h).
Set X0 captures constraints (4.1b)–(4.1g), while {Xj}j∈Na corresponds to (4.1i).
The dual functionD(µ) =
∑Na
j=0Dj(µ) can be obtained by dualizing constraint (4.8b)
with the multiplier vector µ. Thus, the dual problem is to maximize the dual objective
as
max
µ∈Rnc
Na∑
j=0
Dj(µ) = max
µ∈Rnc
Na∑
j=0
[
min
xj
{fj(xj) + µ′Ajxj}
]
(4.9)
where strong duality holds here due to the polyhedral feasible set (4.8b).
The basic idea of bundle methods as well as the cutting plane method (CPM) is to
approximate the epigraph of a convex (possibly non-smooth) objective function as the
intersection of a number of supporting hyperplanes (also called cuts in this context). The
approximation is gradually refined by generating additional cuts based on subgradients
of the objective function.
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Specifically, suppose that the method has so far generated the iterates {µ(ℓ)}kℓ=1
after k steps. Let xj(ℓ) be the primal minimizer corresponding to µ(ℓ). Observe that
the vector gj(ℓ) := Ajxj(ℓ) is a subgradient of function Dj(µ) at point µ(ℓ), and it
thus holds for all µ such that
Dj(µ) ≤ Dj(µ(ℓ)) + (µ− µ(ℓ))′gj(ℓ). (4.10)
Clearly, the minimum of the right-hand side of (4.10) over ℓ = 1, . . . , k is a polyhedral
approximation of Dj(µ), and is essentially a concave and piecewise linear overestimator
of the dual function.
The bundle method with disaggregated cuts generates a sequence {µ(k)} with guar-
anteed convergence to an optimal solution. Specifically, the iterate µ(k+1) is obtained
by maximizing the polyhedral approximations of {Dj(µ)}j with a proximal regulariza-
tion:
Dap(µ(k + 1)) := max
µ,{vj}Naj=1
Na∑
j=0
vj − ρ(k)
2
‖µ− µˇ(k)‖22 (4.11a)
s.t. vj ≤ Dj(µ(ℓ)) + (µ− µ(ℓ))′gj(ℓ),
j = 0, . . . , Na, ℓ = 1, . . . , k (4.11b)
where the proximity weight ρ(k) > 0 is to control stability of the iterates; and the
proximal center µˇ(k) is updated according to a query for ascent:
µˇ(k + 1) =
{
µ(k + 1), if D(µ(k + 1))−D(µˇ(k)) ≥ βη(k)
µˇ(k), if D(µ(k + 1))−D(µˇ(k)) < βη(k)
where η(k) = Dap(µ(k + 1)) −D(µˇ(k)), and β ∈ (0, 1). Finally, the bundle algorithm
can be terminated when η(k) < ǫ holds for a prescribed tolerance ǫ [cf. [13, Ch. 6]].
Remark 4.1 (Bundle methods versus CPM). When ρ(k) ≡ 0, problem (4.11) boils down
to the CPM with disaggregated cuts for solving the dual, which is however known to be
unstable and converges slowly on some practical instances [68]. The proximal regulariza-
tion in the bundle methods is thus introduced to improve stability of the iterates, while
the smart prox-center updating rule enhances further the convergence speed compared
with the proximal CPM. A further limitation of CPM is that a compact set containing
the optimal solution has to be included, as is the case with µ ∈ [µmin,µmax] in [54].
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The CPM convergence performance depends on the choice of this set, while there is no
such issue for the bundle methods. Note further that the dual problem of (4.11) is a QP
over a probability simplex. Such a special structure can be exploited by off-the-shelf QP
solvers, and hence it is efficiently solvable. As a result, solving (4.11) does not require
much more computational work than solving a linear program (LP), which is the case
for the CPM. Finally, it is worth stressing that the disaggregated bundle method takes
advantage of the separability of (4.8). In a nutshell, offering state-of-the-art algorithms
for solving non-smooth convex programs, the stable and fast convergent bundle methods
are well motivated here for clearing the market distributedly.
Specifically, applying the disaggregated bundle method to problem (4.9) at hand,
the multiplier update at iteration k amounts to solving the following problem:
maximize
{µtj ,vj}j,t
Na∑
j=0
vj − ρ(k)
2
Na∑
j=1
T∑
t=1
(µtj − µˇtj)2 (4.12a)
subject to v0 ≤ D0(µ(ℓ)) −
Na∑
j=1
T∑
t=1
P tDRAj(ℓ)[µ
t
j − µtj(ℓ)], ℓ = 1, . . . , k (4.12b)
vj ≤ Dj(µ(ℓ)) +
T∑
t=1
∑
r,s
ptjrs(ℓ)[µ
t
j − µtj(ℓ)], j ∈ Na, ℓ = 1, . . . , k.
(4.12c)
Problem (4.12) that yields the updated multipliers µ(k+1) can be solved at the ISO.
The quantities {Dj(µ(k)),
∑
r,s p
t
jrs(k)}j are needed from each aggregator per iteration k
as the problem input. Note that Dj(µ(k)) :=
∑
r∈Rj Djr(µ(k)), where Djr(µ(k)) is the
optimal value of problem (4.7b). Thus, it is clear that all these required quantities can be
formed at the aggregator level as summations over all end-users, and then transmitted
to the ISO. The highlight here is that the proposed decomposition scheme respects user
privacy, since Ujrs(pjrs) and Pjrs are never revealed.
4.3 Stochastic Market Clearing
The MC process is implemented with a goal of minimizing the system net cost, or
equivalently maximizing the social welfare. With the trend of increasing penetration of
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renewables, WPPs are able to directly bid in the forward market [121]. Under uncer-
tainty of wind generation, it now becomes challenging but imperative for the ISOs/RTOs
and market participants to extract forecast information and make efficient decisions, in-
cluding reserve requirements, day-ahead scheduling, market clearing, reliability commit-
ments, as well as the real-time dispatch [22]. In this section, a stochastic MC approach
using the CVaR-based transaction cost will be developed as follows.
4.3.1 CVaR Revisited: A Convex Risk Measure
Value-at-risk (VaR) and conditional value-at-risk (CVaR) are widely used in various
real-world applications, especially in the finance area, as the popular tools to evaluate
the credit risk of a portfolio, and reduce the probability of large losses [48, 119, 120].
The following revisit is useful to grasp their role in the present context.
Consider a loss function L(x, ξ) : X×Ξ 7→ R denoting the real-valued cost associated
with the decision variable x ∈ X ⊂ Rn; and the random vector ξ with probability density
function p(ξ) supported on a set Ξ ⊂ Rd. In the context of power grids, x can represent
the power schedules of generators, while ξ collects the sources of uncertainty due to for
instance renewable energy and forecasted load demand.
Clearly, the probability of L(x, ξ) not exceeding a threshold η is given by the right-
continuous cumulative distribution function (CDF)
Ψ(x, η) =
∫
L(x,ξ)≤η
p(ξ) dξ. (4.13)
Definition 4.1 (VaR). Given a prescribed confidence level β ∈ (0, 1), the β-VaR is the
generalized inverse of Ψ defined as
ηβ(x) := min{η ∈ R | Ψ(x, η) ≥ β}. (4.14)
β-VaR is essentially the β-quantile of the random L(x, ξ). Since Ψ is non-decreasing
in η, ηβ(x) comes out as the lower endpoint of the solution interval satisfying Ψ(x, η) =
β, and the commonly chosen values of β are, e.g., 0.99, 0.95, and 0.9. Clearly, VaR
determines a maximum tolerable loss of an investment, i.e., a threshold the loss will
not exceed with a high probability β. Hence, given the confidence level β, investors
are motivated to solve the so-termed portfolio optimization problem which yields the
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Figure 4.2: Illustration of VaR and CVaR: β-VaR is the threshold that the loss exceeds
with at most a small probability 1 − β. β-CVaR is the conditional expectation of the
loss beyond the β-VaR.
optimal investment decisions minimizing the VaR value. ηβ(x) is proportional to the
standard deviation if Ψ is Gaussian. However, for general distributions, β-VaR is non-
subadditive which means the VaR of a combined portfolio can be larger than the sum
of the VaRs of each component. This violates the common principle “diversification
reduces risk”. Moreover, it is generally non-convex rendering the optimization task
hard to tackle.
Because of these conceptual and practical drawbacks, CVaR (a.k.a. “tail VaR”,
“mean shortfall”, or “mean excess loss”) was proposed as an alternative risk metric
that has many superior properties over VaR.
Definition 4.2 (CVaR). The β-CVaR is the mean of the β-tail distribution of L(x, ξ),
which is given as
Ψβ(x, η) :=
{
0, if η < ηβ(x)
Ψ(x,η)−β
1−β , if η ≥ ηβ(x)
. (4.15)
Truncated and re-scaled from Ψ, function Ψβ is non-decreasing, right-continuous,
and in fact a distribution function. If Ψ is continuous everywhere (without jumps),
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β-CVaR coincides with the lower CVaR φ−β (x) := Eξ [L | L ≥ ηβ(x)], that is the con-
ditional expectation of the loss beyond the β-VaR. Hence, roughly speaking, β-CVaR
is the expected loss in the worst 100(1 − β)% scenarios; i.e., cases of such severe losses
occur only 100(1 − β) percent of the time.
The β-CVaR can be also defined as the optimal value of the following optimization
problem
φβ(x) := min
η∈R
{
η +
1
1− βEξ [L(x, ξ)− η]
+
}
. (4.16)
Let Fβ(x, η) denote the objective function in (4.16). Key properties of Fβ and its
relationship with ηβ(x) and φβ(x) are summarized next.
Theorem 4.1 ( [120], pp. 1454–1457) Function Fβ(x, η) is finite and convex in η.
Values ηβ(x) and φβ(x) are linked through Fβ(x, η) as
ηβ(x) = ⌊argmin
η∈R
Fβ(x, η)⌋ (4.17)
φβ(x) = Fβ(x, ηβ(x)) (4.18)
min
x∈X
φβ(x) = min
(x,η)∈X×R
Fβ(x, η). (4.19)
Moreover, if L(x, ξ) is convex in x, then Fβ(x, η) is jointly convex in (x, η), while φβ(x)
is convex in x.
From Definition 4.2, it can be seen that CVaR is an upper bound of VaR, implying
that portfolios with small CVaR also have small VaR. As a consequence of Theorem 4.1,
minimizing the convex φβ(x) amounts to minimizing Fβ(x, η), which is not only convex,
but also easier to approximate. A readily implementable approximation of the expec-
tation function Fβ is its empirical estimate using Ns Monte Carlo samples {ξs}Nss=1,
namely
Fˆβ(x, η) = η +
1
Ns(1− β)
Ns∑
s=1
[L(x, ξs)− η]+ . (4.20)
Clearly, the sample average approximation method is distribution free, and the law
of large numbers ensures Fˆβ approximates well Fβ for Ns large enough. Further-
more, Fˆβ(x, η) is convex with respect to (x, η) if L(x, ξs) is convex in x. The non-
differentiability due to the projection operator can be readily overcome by leveraging
the epigraph form of Fˆ , which will be shown explicitly in Section 4.3.4.
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With the function Fβ(x, η), it is now possible to develop the CVaR-based stochastic
market clearing, as detailed in the next section.
4.3.2 CVaR-based Energy Transaction Cost
Consider a power system comprising Nb buses, Nl lines, Ng conventional generators,
Nw wind farms and Na aggregators, each serving a large number of residential end-users
with controllable smart appliances. Let T := {1, 2, . . . , T} denote the scheduling horizon
of interest, e.g., one day ahead. If a wind farm is located at busm, two quantities will be
associated with it: the actual wind power generation wm, and the power scheduled to be
injected pWm . Note that the former is random, whereas the latter is a decision variable.
For notational simplicity, define also two Nw-dimensional vectors w
t := [wt1, . . . , w
t
Nw
]′,
and ptW := [p
t
W1
, . . . , ptWNw
]′.
Since wt varies randomly, either energy surplus or shortage should be included to
satisfy the nodal balance with the committed quantity ptW . When surplus occurs, the
wind farms can sell the excess wind energy back to the spot market, or simply curtail it.
For the case of shortage, in order to accomplish the promised bid in the DA contract,
farms can buy the energy shortfall from the RT market in the form of ancillary services.
Let bt := [bt1, . . . , b
t
Nw
]′ and st := [st1, . . . , stNw ]
′ collect the purchase and selling prices
at time t, respectively. Clearly, with the power shortfall and surplus being [ptW −wt]+
and [wt − ptW ]+ at time t, the grid-wide net transaction cost is
T (pW ,w) =
T∑
t=1
(
bt · [ptW −wt]+ − st · [wt − ptW ]+
)
=
T∑
t=1
(
̟t · |ptW −wt|+ ϑt · (ptW −wt)
)
(4.21)
where ̟t := b
t−st
2 and ϑ
t := b
t+st
2 ; pW and w collect p
t
W and w
t for all t ∈ T ,
respectively.
Replacing L(·, ·) in (4.16) with T (·, ·), function Fβ can be expressed through the
conditional expected transaction cost as
Fβ(pW , η) = η +
1
1− βEw
[
T∑
t=1
(
̟t · |ptW −wt|+ ϑt · (ptW −wt)
)
− η
]+
. (4.22)
67
A condition guaranteeing convexity of Fβ(pW , η) is established next.
Proposition 4.1 If the selling price stm does not exceed the purchase price b
t
m for any
m ∈ Nw and t ∈ T , function Fβ(pW , η) is jointly convex with respect to (pW , η).
Proof: Thanks to Theorem 4.1, it suffices to show that T (pW ,w) =
∑T
t=1
(
̟t · |ptW −
wt|+ ϑt · (ptW −wt)
)
is convex in pW under the proposition’s condition. Clearly, the
stated condition is equivalent to ̟t  0 for all t ∈ T . Thus, by the convexity of
the absolute value function, and the convexity-preserving operators of summation and
expectation [26, Sec. 3.2], the claim follows readily.
In this thesis, a perfectly competitive market is assumed such that all participants
act as price takers. That is, every competitor is atomistic to have small enough market
share so that there is no market power affecting the price [130]. For American electricity
markets, a single pricing mechanism is used such that st ≡ bt holds in most of the
scenarios. This is a special case of the pricing condition in Proposition 4.1, which
facilitates calculating the function (4.22) since the absolute value functions vanish. Note
that it is possible that different WPPs may buy (sell) wind energy from (to) different
sellers (purchasers) in a competitive electricity pool as an ancillary service, which can
yield different purchase and selling prices.
For most of the European markets including UK, France, Italy, and Netherlands,
the imbalance prices {bt, st}t are commonly set in an ex-post way that is known as dual
imbalance pricing [114]. Specifically, if the system RT imbalance is negative, i.e., the
overall market is short, then st = χt  bt holds, where χt := [χt1, . . . , χtNw ]′ collects the
DA prices at the buses attached with all Nw wind farms. In this case, the RT purchase
price is typically higher than the DA price, reflecting the cost of acquiring the balancing
energy [107]. Wind farms with excess energy can sell this part to reduce the system
imbalance but only be paid the DA prices. On the other hand, we have st  χt = bt if
the market is long. Hence, market participants selling excess energy receive a balancing
price which is lower than the DA one, while those running negative imbalance pay the
DA price. Note that the relationship st  χt  bt always holds even when the market
imbalance outcome is unknown at the time of the DA bids. Such a pricing mechanism
drives bidders to match their forward offers with the true forecasts of generation or
consumption.
68
G1
W1
G2
G3
W2
W3
A1
A2 A3
A4
BL6
BL1
BL4 BL5
4
3
5
6 2
1
Figure 4.3: Modified WECC system featuring 6 buses, 3 generators, 4 aggregators, 4
base loads, and 3 wind farms.
Leveraging the CVaR-based transaction cost, a stochastic MC problem based on the
DC-OPF will be formulated next.
4.3.3 CVaR-based Market Clearing
Let ptG := [P
t
G1
, . . . , P tGNg
]′ and ptDRA := [P
t
DRA1
, . . . , P tDRANa
]′ denote the power out-
puts of the thermal generators, and the power consumption of the aggregators at slot
t, respectively. Define further the sets Na := {1, 2, . . . , Na} and Ng := {1, 2, . . . , Ng}.
Each aggregator j ∈ Na serves a set Rj of residential users, and each user r ∈ Rj has
a set Srj of controllable appliances. Let pjrs be the power consumption of appliance s
with user r corresponding to aggregator j across the slots. The operational constraints
of pjrs are captured by a set Pjrs, while the end user satisfaction is modeled by a
concave utility function Ujrs(pjrs). Furthermore, let convex functions {Ci(·)}i denote
the generation costs, and ptBL the base load demand. For brevity, let vector p0 collect
variables η and {ptG,ptDRA,ptW ,θt}t∈T ; and vector {pj}j∈Na the power consumption
of all appliances with the aggregator j. Based on the WECC system (see Fig. 4.1), a
modified one with wind power integration is shown in Fig. 4.3.
Hinging on three assumptions: a1) lossless lines, a2) small voltage phase differences,
and a3) approximated one p.u. voltage magnitudes, the DC-OPF based stochastic MC
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stands with the goal of minimizing the social cost:
minimize
T∑
t=1
Ng∑
i=1
Ci(P
t
Gi)−
Na∑
j=1
∑
r∈Rj ,
s∈Sjr
Ujrs(pjrs) + µFβ(pW , η) (4.23a)
subject to Agp
t
G +Awp
t
W −AaptDRA − ptBL = Bnθt, t ∈ T (4.23b)
PminGi ≤ P tGi ≤ PmaxGi , i ∈ Ng, t ∈ T (4.23c)
− Rdowni ≤ P tGi − P t−1Gi ≤ R
up
i , i ∈ Ng, t ∈ T (4.23d)
fmin  Bfθt  fmax, t ∈ T (4.23e)
θt1 = 0, t ∈ T (4.23f)
0  pW  pmaxW (4.23g)
0 ≤ P tDRAj ≤ PmaxDRAj , j ∈ Na, t ∈ T (4.23h)
P tDRAj =
∑
r∈Rj , s∈Sjr
ptjrs, j ∈ Na, t ∈ T (4.23i)
pjrs ∈ Pjrs, s ∈ Sjr, r ∈ Rj , j ∈ Na (4.23j)
variables {pj}Naj=0
Linear equality (4.23b) is the nodal balance constraint; i.e., the load balance at bus
levels dictated by the law of conservation of power. Limits of generator outputs and
ramping rates are specified in constraints (4.23c) and (4.23d). Network power flow
constraints are accounted for in (4.23e). Without loss of generality, the first bus can
be set as the reference bus with zero phase in (4.23f). Constraints (4.23h) and (4.23g)
capture the lower and upper limits of the energy consumed by the aggregators and
the committed wind power, respectively. Equality (4.23i) amounts to the aggregator-
user power balance equation; and constraints (4.23j) define the feasible set of appliances.
Finally, the pre-determined risk-aversion parameter µ > 0 controls the trade off between
the transaction cost and the generation cost as well as the end-user utility.
Remark 4.2 (Availability of real-time prices). In this thesis, the real-time prices
{bt, st}t∈T are assumed to be perfectly known to the ISO for the DA market clear-
ing. However, such an assumption can be readily extended to a more practical setup
by taking the price stochasticity into account. Specifically, imperfect price informa-
tion can be modeled by appropriately designing the function T (pW ,w) [cf. (4.21)]. For
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example, the expectation can be also taken over the random RT prices in (4.22) as
Fβ(pW , η) = η +
1
1−βE{w,{bt,st}t}[T (pW ,w) − η]+. The dependence between {bt, st}
and w can be further investigated. In addition, worst-case analysis is available upon
postulating an uncertainty set ∆ for {bt, st}. This results in a novel risk measure given
as Fβ(pW , η) = η +
1
1−βEw[sup{bt,st}t∈∆ T (pW ,w)− η]+.
It is worth mentioning that SCED and SCUC yield two different market pricing
systems: locational marginal pricing and convex hull pricing (a.k.a. extended LMP).
The ED formulation produces the LMPs given by the dual variables associated with the
supply-demand balance constraint. Prices supporting the equilibrium solution are found
at the intersection of the supply marginal cost curve with the demand bids. However,
if discrete operations of UC are involved, there is no exact price that supports such an
economic equilibrium. This issue prompted the introduction of the convex hull pricing
to reduce the uplift payments [60]. In the present thesis, the core ED model is considered
to deal with the high penetration of renewables and large-scale DR programs. Therefore,
the formulation (4.23) relies on re-solving the dispatch problem with fixed UC decisions.
Remark 4.3 (Reliability assessment commitment). The proposed dispatch model can
be cast as a two-stage program. The first stage is the DA MC, and the second is
simply the balancing operation (recourse action) dealing with differences between the
pre-dispatch amount and the actual wind power generation. Between the DA and RT
markets, ISOs implement the reliability assessment commitment (RAC) as a reliability
backstop tool to ensure sufficient resources are available and cover the adjusted fore-
cast load online. One principle of the RAC process is to commit the capacity deemed
necessary to reliably operate the grid at the least commitment cost. In this step, based
on the updated information of the wind power forecast, WPPs have an opportunity to
feedback to the ISO if they are able to commit the scheduled wind power decided by the
DA MC. Then, the ISO is able to adjust UC decisions as necessary to ensure reliability.
To this end, reformulation of problem (4.23) as a smooth convex minimization is
useful for developing distributed solvers, as detailed next.
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4.3.4 Smooth Convex Minimization Reformulation
It is clear that under the condition of Proposition 4.1, the objective and the constraints
of (4.23) are convex, which renders it not hard to solve in principle. Nevertheless, due to
the high-dimensional integration present in Fβ(pW , η) [cf. (4.22)], an analytical solution
is typically impossible. To this end, it is necessary to re-write the resulting problem in
a form suitable for off-the-shelf solvers.
First, as shown in (4.20), an efficient approximation of Fβ(pW , η) is offered by the
empirical expectation using i.i.d. samples {ws}Nss=1; that is,
Fˆβ(pW , η) = η +
1
Ns(1− β)
Ns∑
s=1
[
T∑
t=1
(
̟t · |ptW −wts|+ ϑt · (ptW −wts)
)
− η
]+
.
(4.24)
Next, by introducing auxiliary variables {us}Nss=1, the non-smooth convex program (4.23)
can be equivalently re-written as the following smooth convex minimization:
minimize
T∑
t=1
Ng∑
i=1
Ci(P
t
Gi)−
Na∑
j=1
∑
r∈Rj ,
s∈Sjr
Ujrs(pjrs) + µ
(
η +
∑Ns
s=1 us
Ns(1− β)
)
(4.25a)
subject to (4.23b)− (4.23j)
T∑
t=1
(
̟t · |ptW −wts|+ ϑt · (ptW −wts)
)
≤ us + η, s ∈ Ns (4.25b)
variables {pj}Naj=0, {us ∈ R+}Nss=1.
Under mild conditions, the optimal solution set of (4.25) converges exponentially fast
to its counterpart of (4.23), as the sample size Ns increases. The proof is based on the
theory of large deviations [85], but is omitted here due to space limitations.
Problem (4.25) can be solved centrally at the ISO in principle. However, with large-
scale DR, distributed solvers are well motivated not only for computational efficiency
but also for privacy reasons. Specifically, functions Ujrs(pjrs) and sets {Pjrs} are pri-
vate, and are not revealed to the ISO; and (ii) the operational sets {Pjrs}j,r,s of very
large numbers of heterogenous appliances may become prohibitively complicated; e.g.,
mix-integer constraints can even be involved to model the ON/OFF status and un-
interruptible operating time of end-user appliances [32, 80]. This renders the overall
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problem intractable for the ISO. To this end, the DR aggregators can play a critical role
to split the resulting optimization task as detailed next.
4.4 Distributed Market Clearing via ADMM
Selecting how to decompose the optimization task as well as updating the associated
multipliers are crucial for the distributed design. Fewer updates simply imply lower
communication overhead between the ISO and the aggregators. One splitting approach
is the dual decomposition with which the dual subgradient ascent algorithm is typically
very slow. Instead, a fast-convergent solver via the ADMM [25] is adapted in this section
for the distributed MC.
4.4.1 The ADMM Algorithm
Consider the following separable convex minimization problem with linear equality con-
straints:
minimize
x∈X ,y∈Y
f(x) + g(y) (4.26a)
subject to Ax+By = c. (4.26b)
For the stochastic MC problem (4.25), the primal variable x comprises the group
{us}s∈Ns and p0, while y collects {pj}j∈Na. Hence, set X captures constraints (4.23b)–
(4.23h) and (4.25b) while Y represents (4.23j). The linear equality constraint (4.26b)
corresponds to (4.23i).
Let λ := [λ11, . . . , λ
T
Na
]′ ∈ RTNa denote the Lagrange multiplier vector associated
with the constraint (4.23i). The partially augmented Lagrangian of (4.25) is thus given
by
Lρ(x,y,λ) =
T∑
t=1
Ng∑
i=1
Ci(P
t
Gi)−
Na∑
j=1
∑
r∈Rj ,
s∈Sjr
Ujrs(pjrs) + µ
(
η +
∑Ns
s=1 us
Ns(1− β)
)
+
T∑
t=1
Na∑
j=1
λtj
(
P tDRAj −
∑
r,s
ptjrs
)
+
ρ
2
T∑
t=1
Na∑
j=1
(
P tDRAj −
∑
r,s
ptjrs
)2
(4.30)
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Algorithm 4.1 ADMM-based Distributed Market Clearing
1: Initialize λ(0) = 0
2: repeat for k = 0, 1, 2, . . .
3: update primal variables:
x(k + 1) = argmin
x∈X
Lρ(x,y(k),λ(k)) (4.27)
y(k + 1) = argmin
y∈Y
Lρ(x(k + 1),y,λ(k)) (4.28)
4: update dual variables: for all j ∈ Na and t ∈ T
λtj(k + 1) = λ
t
j(k) + ρ
(
P tDRAj (k + 1)−
∑
r,s
ptjrs(k + 1)
)
(4.29)
5: until ξ ≤ ǫpri
where the weight ρ > 0 is a penalty parameter controlling the violation of primal
feasibility, which turns out to be the step size of the dual update.
As the iterative solver of (4.30) proceeds, the primal residual converges to zero that
ensures optimality. Large values of ρ give rise to small primal residuals at the expense
of larger dual residuals. Judiciously selecting ρ thus strikes a desirable tradeoff between
the size of primal vis-a`-vis dual residuals. Note also that by varying ρ over a finite
number of iterations may improve convergence [25]. In a nutshell, finding the “optimal”
value of ρ is generally application-dependent that requires a trial-and-error tuning.
Different from [86] where the power balance and phase consistency constraints are
relaxed, in this work only the aggregator-user power balance equation (4.23i) is dualized
so that the nodal balance equation (4.23b) is kept in the subproblem of the ISO. Decom-
posing the problem (4.25) in such a way can reduce the heavy computational burden
at the ISO while respect the privacy of end users within each aggregator. The ADMM
iteration cycles between primal variable updates using block coordinate descent (a.k.a.
Gauss-Seidel), and dual variable updates via gradient ascent. The resulting distributed
MC is tabulated as Algorithm 4.1, where k is the iteration index. The last step is a
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reasonable termination criterion based on the primal residual [25, Sec. 3.3.1]
ξ :=
 T∑
t=1
Na∑
j=1
(
P tDRAj −
∑
r,s
ptjrs
)21/2 . (4.31)
Specifically, given the Lagrangian multipliers λ(k) and the power consumption {pjrs(k)}jrs
of the end-user appliances, the ISO solves the convex subproblem (4.27) given as follows:
p0(k + 1) = argmin
p0,{us}
∑
t∈T ,
i∈Ng
Ci(P
t
Gi) + µ
(
η +
∑Ns
s=1 us
Ns(1− β)
)
+
∑
t∈T ,
j∈Na
λtj(k)P
t
DRAj
+
ρ
2
∑
t∈T ,
j∈Na
(
P tDRAj −
∑
r,s
ptjrs(k)
)2
(4.32a)
subject to Agp
t
G +Awp
t
W −AaptDRA − ptBL = Bnθt, t ∈ T (4.32b)
PminGi ≤ P tGi ≤ PmaxGi , i ∈ Ng, t ∈ T (4.32c)
− Rdowni ≤ P tGi − P t−1Gi ≤ R
up
i , i ∈ Ng, t ∈ T (4.32d)
fmin  Bfθt  fmax, t ∈ T (4.32e)
θt1 = 0, t ∈ T (4.32f)
0  pW  pmaxW (4.32g)
0 ≤ P tDRAj ≤ PmaxDRAj , j ∈ Na, t ∈ T (4.32h)
T∑
t=1
(
̟t · |ptW −wts|+ ϑt · (ptW −wts)
)
≤ us + η, s ∈ Ns (4.32i)
us ≥ 0, s ∈ Ns. (4.32j)
Interestingly, (4.28) is decomposable so that {pjrs(k)}r,s can be separately solved
by each aggregator:
{pjrs(k + 1)}r,s = argmin
{pjrs}r,s
−
T∑
t=1
λtj(k)
∑
r,s
ptjrs −
∑
r∈Rj ,
s∈Sjr
Ujrs(pjrs)
+
ρ
2
T∑
t=1
(∑
r,s
ptjrs − P tDRAj(k + 1)
)2
(4.33a)
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subject to {pjrs ∈ Pjrs}r,s. (4.33b)
Having found p0(k) and {pjrs(k)}jrs, the multipliers {µtj}j,t are updated using gradient
ascent as in (4.29). To solve the convex problem (4.33), each aggregator must collect
the corresponding users’ information including Ujrs and Pjrs. This is implementable
via the advanced metering infrastructure [4].
Remark 4.4 (Distributed demand response). It must be further pointed out that the
quadratic penalty
(
P tDRAj −
∑
r,s p
t
jrs
)2
in (4.30) couples load consumptions {ptjrs} over
different residential users. Hence, the ADMM-based distributed solver may not be
applicable whenever ptjrs must be updated per end user rather than the aggregator.
This may arise either to strictly protect the privacy of end users from DR aggregators,
or, to accommodate large-scale DR programs where each aggregator cannot even afford
solving the subproblem (4.33). In this case, leveraging the plain Lagrangian function
(no coupling term), the dual decomposition based schemes can be utilized by end users
to separately update {ptjrs} in parallel; see e.g., [54] and [163].
The convergence of the ADMM solver and its implications for the market price are
discussed next.
4.4.2 Pricing Impacts
Suppose two additional conditions hold for the convex problem (4.25): c1) functions
{Ci(·)}i and {−Ujrs(·)}jrs are closed and proper convex; and c2) the plain Lagrangian
L0 has a saddle point. Then, the ADMM iterates of the objective (4.25a) and the dual
variables {λtj}j,t are guaranteed to converge to the optimum [25]. In addition, if the
objective is strongly convex, then the primal variable iterates including pG, pDRA, pW
and {pj}j∈Na converge to the globally optimal solutions [47].
The guaranteed convergence of the dual variables also facilitates the calculation of
LMPs. Let λ¯t := [λ¯t1, . . . , λ¯
t
Na
]′ and τ¯ t := [τ¯ t1, . . . , τ¯ tNb ]
′ denote the optimal Lagrange
multipliers associated with the aggregator-user balance constraint (4.23i), and the nodal
balance constraint (4.23b), respectively. Note that with the optimal solutions λ¯t and
{p¯jrs}jrs obtained by the ADMM solver, the LMPs {τ¯ t}t can be found by solving the
subproblem (4.32) with primal-dual algorithms. In addition, if 0 < P tDRAj < P
max
DRAj
,∀j, t
holds at the optimal solution P¯ tDRAj , then λ¯
t = A′aτ¯ t; i.e., λ¯tj = τ¯
t
n for all aggregators j
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attached with bus n (see also [54]). To this end, payments of the market participants can
be calculated with the obtained LMPs and optimal DA dispatches. In the RT market of
a two-settlement system, if the supplier at bus n delivers P˜ tGn with the real-time price
τ˜ tn, then the supplier gets paid
ΠGn =
T∑
t=1
τ¯ tnP¯
t
Gn + τ˜
t
n(P˜
t
Gn − P¯ tGn).
Likewise, the aggregator at bus n needs to pay
ΠDRAn =
T∑
t=1
τ¯ tnP¯
t
DRAn + τ˜
t
n(P˜
t
DRAn − P¯ tDRAn).
The revenue of the wind farm at bus n is
ΠWn =
T∑
t=1
(
τ¯ tnp¯
t
Wn + s
t
n[w
t
n − p¯tWn ]+ − btn[p¯tWn − wtn]+
)
.
Remark 4.5 (Pricing consistence). In a perfectly competitive market, any arbitrage
opportunities between the DA and RT markets are exploited by market participants.
Hence, the DA nodal prices are consistent with the DT nodal prices meaning the ex-
pectations of the latter converge to the former. The concepts of price distortions and
revenue adequacy have been recently proposed for the stochastic MC in [154]. In the
setup of a single snapshot therein, it has been proved that the medians and expectations
of RT prices converge to the DA counterparts for the ℓ1 and ℓ2 penalties between the RT
and DA power schedules, respectively. Building upon this solid result, it is possible to
establish bounded price distortions for the proposed model, while its consistent pricing
property can also be analyzed in a similar fashion.
4.5 Numerical Tests
In this section, numerical tests are implemented to verify the performance of the pro-
posed distributed MC. The simulation results for the deterministic MC (Sec. 4.1–4.2)
will be presented first, followed by the counterpart of the stochastic MC with wind
power injection (Sec. 4.3–4.4).
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Table 4.1: Generator parameters. The units of ai and bi are $/(MWh)
2 and $/MWh,
respectively. the rest are in MW.
Gen. ai bi P
max
Gi
PminGi R
up,down
i
1 0.3 3 60 2.4 50
2 0.15 20 50 0 35
3 0.2 50 50 0 40
Table 4.2: Parameters of residential appliances. All listed hours are the ending ones;
w.p. means with probability.
EPHEV (kWh) Uniform on {10, 11, 12}
pmaxPHEV (kWh) Uniform on {2.1, 2.3, 2.5}
pminPHEV (kWh) 0
T stjr1 1am
T endjr1 6am w.p. 70%, 7am w.p. 30%
The power system tested for the disaggregated bundle method is illustrated in
Fig. 4.1, where each of the 4 aggregators serves 1, 000 residential end-users. The schedul-
ing horizon starts from 12am until 11pm, a total of 24 hours. Time-invariant generation
cost functions are set to be quadratic as Ci(P
t
Gi
) = ai(P
t
Gi
)2+biP
t
Gi
for all i and t. Each
end-user has a PHEV to charge overnight. All detailed parameters of the generators and
loads are listed in Tables 4.1 and 4.2. The utility functions {Ujrs(·)} are set to be zero
for simplicity. The upper bound on each aggregator’s consumption is PmaxDRAj = 50 MW
while ptBL = 5 MW. At a base of 100 MVA, the values of the network reactances are
{X16,X62,X25,X53,X34,X41} = {0.2, 0.3, 0.25, 0.1, 0.3, 0.4} p.u. Finally, no flow limits
are imposed across the network. The resulting optimization problems (4.7a) and (4.12)
are modeled via YALMIP [90], and solved by Gurobi [63].
Figs. 4.4(a) and 4.4(b) illustrate the convergence performance of the proposed dis-
aggregated bundle method vis-a`-vis the disaggregated CPM. The pertinent parameters
are set as ǫ = 10−3, ρ(k) ≡ 0, β = 0.5, µmin = −50, and µmax = 50 [cf. [54]]. Fig. 4.4(a)
depicts the evolution of the objective values of the dual D(µ(k)) and the approximate
dual Dap(µ(k + 1)). It is clearly seen that the bundle method converges much faster
(more than three times) than its CPM counterpart. Note that due to the effect of the
proximal penalty [cf. (4.11a)], quantity Dap(µ(k + 1)) for the bundle may not always
serve as an upper bound of f∗ as the one for the CPM. Finally, convergence of the
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Figure 4.4: (a) Convergence of the objective values. (b) Convergence of the Lagrange
multipliers.
Lagrange multiplier sequence µ(k) is shown in Fig. 4.4(b), which also corroborates the
merit of the bundle method for its faster parameter convergence over the CPM. It is
interesting to observe that the distance-to-optimal curve of the bundle method is quite
smooth compared with the CPM one. This again illustrates the effect of the proximal
regulation penalizing large deviations.
To verify the merits of the proposed CVaR-based MC, the tested power system is
modified from the WECC system as illustrated in Fig. 4.3. Each of the 4 DR aggre-
gators serves 200 residential customers. The parameters of the conventional generators
are listed in Tables 4.3, while other setups are the same as the ones for MC without
renewables. The convex programs (4.32) and (4.33) are modeled using the Matlab-based
package CVX [59] with SeDuMi [131].
Variable characteristics of the daily power market are captured via two groups of
parameters shown in Fig. 4.5: the fixed base load demand {ptBL}, and the purchase
prices {bt} at the buses attached with three wind farms. The prices were obtained
by scaling the real data from the MISO [92]. Two peaks of {bt} appear during the
morning 7am to 12pm, and early night 6pm to 9pm. The selling prices {st} were set to
st = 0.9bt satisfying the convexity condition in Proposition 4.1. The rated capacity of
each wind farm was set to 20MW, yielding a 23% wind power penetration of the total
power generation capacity.
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Table 4.3: Conventional generator parameters. The units of ai and bi are $/(MWh)
2
and $/MWh, respectively. the rest are in MW.
Unit ai bi P
max
Gi
PminGi R
up
i R
down
i
1 0.3 50 90 10 50 50
2 0.15 30 50 5 35 40
3 0.2 40 60 8 40 40
Wind power output samples {wts}s,t are needed as inputs of (4.32). These sam-
ples can be obtained either from forecasts of wind power generation, or, by using
the distributions of wind speed together with the wind-speed-to-wind-power mappings
[cf. [164]]. The needed samples for this simulation were obtained from the model
wts = w¯
t + nts, ∀t ∈ T . The DA wind power forecasts {w¯t} were taken from the
MISO market on March 8, 2014. The forecast error nts was assumed zero-mean white
Gaussian. Possible negative-valued elements of the generated samples {wts}Nss=1 were
truncated to zero. Finally, the sample size Ns = 200, the probability level β = 0.95,
the trade-off weight µ = 1, and the primal-residual tolerance ǫpri = 10−4 were set for all
simulations, unless otherwise stated.
Fig. 4.6 demonstrates the fast convergence of the proposed ADMM-based solver.
The pertinent parameters were set to ρ = 35 and λtj(0) = p
t
jrs(0) = 0. Clearly, both
the cost and the primal residual converge very fast to the optimum within 10 iterations.
Note that due to the infeasibility of the iterates at the beginning, the objective function
starts from a value smaller than the optimum, and then monotonically converge to the
latter.
Three methods were tested to show the performance of the optimal dispatch and
cost: (i) the novel CVaR-based risk-limiting MC; (ii) the no risk-limiting MC with the
expected wind power generation {w¯t}; and (iii) the MC without wind power integration.
Specifically, ptW = w¯
t was simply used in the nodal balance (4.32b) for (ii), while ptW ≡
0 for (iii). There are no CVaR-pertinent terms in the objective and constraints for the
last two alternatives. For all three approaches, the generation cost
∑T
t=1
∑Ng
i=1Ci(P
t
Gi
)
is fixed after solving (4.25). Hence, randomness of the optimal total cost stems from
the transaction cost due to the stochasticity of the actual wind power generation {wt}
[cf. (4.21)].
Fig. 4.7 presents the cumulative distribution functions (CDFs) of the optimal total
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Figure 4.5: Fixed base load demand {ptBL} and energy purchase prices {bt}.
costs using 100, 000 i.i.d. wind samples with mean {w¯t}. Clearly, the two competing
alternatives always incur higher costs than the novel CVaR-based approach. The values
of the mean and standard deviation (std) of the optimal total cost are listed in Table 4.4.
It can be seen that, compared with the other two methods, the proposed scheme has a
markedly reduced expected total cost and small changes in the std.
Figs. 4.8, 4.9, and 4.10 compare the optimal power dispatches {ptG,ptW ,ptDRA}t∈T
of the proposed scheme with those of the scheme (ii). In Fig. 4.8, it can be clearly seen
that over a single day the CVaR-based MC dispatches lower and smoother pG than the
one with (ii). Furthermore, for the novel method, generators 1 and 3 are dispatched
to output their minimum generation PminGi , while the output of the generator 2 changes
within its generation limits across time. Such a dispatch results from the economic
incentive since the unit 2 has the lowest generation cost among all three generators [cf.
Table 4.4: Mean and standard deviation of the total cost and the conventional generation
cost: Risk-limiting versus no risk-limiting dispatch. The units are all in $.
Dispatch scheme Mean Std Conv. gen. cost
CVaR-based risk-limiting 44363.26 493.15 26047.66
With expected wind power 50095.68 498.13 50194.59
Without wind power 51619.24 476.25 57122.82
81
2 4 6 8 10
4.49
4.495
4.5
4.505
4.51
4.515
4.52
x 104
Iteration k
O
bje
cti
ve
 va
lue
 ($
)
2 4 6 8 10
10−5
10−4
10−3
10−2
10−1
100
101
Iteration k
Pr
im
al
 re
si
du
al
  ξ
Figure 4.6: Convergence of the objective value (4.25a) and the primal residual (4.31).
Table 4.3]. On the contrary, both generators 2 and 3 fluctuate within a relatively large
range in (ii), mainly to meet the variation of base load demand pBL; see Fig. 4.5.
As shown in Fig. 4.9, the novel CVaR-based approach also dispatches more ptW
than that of (ii). This is because the energy purchase prices bt are smaller than the
conventional generation costs [cf. Table 4.1 and Fig. 4.5]. In addition, ptW1 and p
t
W2
contribute most of the committed wind power at 1pm and 2pm due to the cheaper
buying prices during the corresponding slots [cf. Fig. 4.5]. Interestingly, Fig. 4.10 shows
that the PHEVs are scheduled to start charging earlier for the CVaR-based MC, where
pDRA is jointly optimized with pG and pW .
Finally, Fig. 4.11 shows the effect of the weight parameter µ on the optimal costs of
the conventional generation and the CVaR-based transaction. As expected, the CVaR-
based transaction cost decreases with the increase of µ. For a larger µ, less ptW is
scheduled so that more wind power is likely to be sold in the RT market that yields
selling revenues rather than purchase costs. Consequently, to keep the supply-demand
balance, higher conventional generation cost is incurred by the increase of ptG.
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Figure 4.8: Optimal power dispatch of pG.
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Chapter 5
Distributed Robust Resource
Allocation for Wireless Networks
5.1 MIMO Cognitive Radio Networks
Consider a wireless MIMO CR network comprisingK transmitter-receiver pairs {U tk, U rk}.
Let Mk and Nk, k ∈ K := {1, 2, . . . ,K}, denote the number of antennas of the k-th
transmitter-receiver pair, as shown in Fig. 5.1. Further, let sk denote the Mk × 1
information symbol vector transmitted by U tk per time slot, with covariance matrix
E{sksHk } = IMk . In order to mitigate self-interference, transmitter U tk pre-multiplies sk
by a transmit-beamforming matrix Fk ∈ CMk×Mk ; that is, U tk actually transmits the
Mk× 1 symbol vector xk := Fksk. With Hk,j ∈ CNk×Mj denoting the U tj to U rk channel
matrix, the Nk × 1 symbol received at U rk can be written as
yk = Hk,kxk +
∑
j 6=k
Hk,jxj + nk (5.1)
where nk ∈ CNk is the zero-mean complex Gaussian distributed receiver noise, which is
assumed independent of sk and {Hk,j}, with covariance matrix E{nknHk } = σ2kINk .
Low-complexity receiver processing motivates the use of a linear filter matrix Wk ∈
CMk×Nk at U rk to recover sk as
sˆk :=Wkyk, k ∈ K. (5.2)
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Figure 5.1: The system model for MIMO ad hoc CR networks.
Using Wk at U
r
k , the MSE matrix Ek := E{(sˆk − sk) (sˆk − sk)H}, which quantifies the
reconstruction error, is given by [cf. (5.1)]
Ek =WkAkW
H
k −WkHk,kFk − FHk HHk,kWHk + IMk (5.3)
where Ak :=
∑K
j=1Hk,jFjF
H
j H
H
k,j + σ
2
kINk . Entry (i, i) of Ek represents the MSE of
the i-th data stream (i-th entry of sk) from U
t
k to U
r
k , and Tr{Ek} corresponds to the
MSE of sˆk.
5.1.1 Sum-MSE Minimization
To complete the formulation, let Gk ∈ CL×Mk denote the channel between CR U tk and
a PU receiver, equipped with L antennas, and ιmax the maximum instantaneous inter-
ference that the PU can tolerate. Note that a single PU receiver is considered here.
However, extension to multiple receiving PUs is straightforward; see also Remark 5.5.
As in e.g., [123, 144], suppose that ιmax is pre-partitioned in per-CR transmitter por-
tions {ιmaxk }, possibly depending on QoS requirements of individual CR pairs. Then,
the transmit- and receive-beamforming matrices minimizing the overall MSE can be
obtained as (see also [45])
minimize
{Fk,Wk}Kk=1
K∑
k=1
Tr{Ek} (5.4a)
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subject to Tr{FkFHk } ≤ pmaxk , k ∈ K (5.4b)
Tr{GkFkFHk GHk } ≤ ιmaxk , k ∈ K (5.4c)
where pmaxk is the maximum transmit-power of U
t
k.
Remark 5.1 (Adopted performance metric). Among candidate performance metrics,
the sum of MSEs from different data streams is adopted here, which has been widely
employed in the beamforming literature; see e.g., [45, 141] and references therein. The
relationships between MSE, bit error rate (BER) and SINR have been thoroughly con-
sidered in [110], and further investigated in [45]. Specifically, it has been shown that
an improvement in the total MSE naturally translates in a lower BER. Furthermore,
the sum of MSEs facilitates derivation of optimal filters, and the equivalence between
minimizing the weighted sum of MSEs and maximizing the weighted sum rate has been
established in [36,132].
Unfortunately, due to lack of explicit cooperation between PU and CR nodes, CR-
to-PU channels {Gk} are in general difficult to estimate accurately. As PU protection
must be enforced though, it is important to take into account the CR-to-PU channel
uncertainty, and guarantee that the interference power experienced by the PU receiver
stays below a prescribed level for any possible (random) channel realization [42, 173].
Before developing a beamforming approach robust to inaccuracies associated with chan-
nel estimation, problem (5.4) is conveniently re-formulated first in order to reduce the
number of variables involved.
For the sum-MSE cost in (5.4a), the optimum {Woptk } will turn out to be expressible
in closed form. To show this, note first that for fixed {Fk}, (5.4) is convex in Wk,
and {Woptk } can be obtained from the first-order optimality conditions. Express the
Lagrangian function associated with problem (5.4) as
L (P,D) =
K∑
k=1
Tr{Ek}+
K∑
k=1
λk
(
Tr{FkFHk } − pmaxk
)
+
K∑
k=1
νk
(
Tr{GkFkFHk GHk } − ιmaxk
)
(5.5)
where P := {Fk,Wk}Kk=1 and D := {λk, νk}Kk=1 collects the primal and dual variables,
respectively. Then, by equating the complex gradient ∂L (P,D) /∂W∗k to zero, matrix
88
W
opt
k is expressed as
W
opt
k = F
H
k H
H
k,kA
−1
k , k ∈ K. (5.6)
Clearly, the optimal set {Woptk } does not depend on channels {Gk}, but only on {Hk,j}.
Substituting {Woptk } into (5.4a), and using the covariance Qk := E{xkxHk } = FkFHk
as a matrix optimization variable, it follows that problem (5.4) can be equivalently
re-written as
maximize
{Qk0}
K∑
k=1
uk ({Qk}) (5.7a)
subject to Tr{Qk} ≤ pmaxk , k ∈ K (5.7b)
Tr{GkQkGHk } ≤ ιmaxk , k ∈ K (5.7c)
where the per-CR link utility uk ({Qk}) is given by
uk ({Qk}) := Tr
{
Hk,kQkH
H
k,k
(
Hk,kQkH
H
k,k +Rk,k
)−1}
(5.8)
with Rk,k :=
∑
i 6=kHk,iQiH
H
k,i + σ
2
kINk . One remark is in order regarding the problem
(5.7).
Remark 5.2 (Conventional MIMO networks). Upon discarding the interference con-
straints (5.7c), the resulting beamforming problems along with their centralized and
distributed solvers can be considered also for non-CR MIMO ad-hoc and cellular net-
works in downlink or uplink operation.
Channels {Gk} must be perfectly known in order to solve (5.7). A robust version of
(5.7), which accounts for imperfect channel knowledge, is dealt with in the next section.
5.1.2 Robust Interference Constraint
In typical CR scenarios, CR-to-PU channels are challenging to estimate accurately.
In fact, CR and PU nodes do not generally cooperate [172], thus rendering channel
estimation challenging. To model estimation inaccuracies, consider expressing the CR-
to-PU channel matrix Gk as
Gk = Ĝk +∆Gk , k ∈ K (5.9)
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where Ĝk is the estimated channel, which is known at CR transmitter U
t
k, and {∆Gk}
captures the underlying channel uncertainty [6,173]. Specifically, the error matrix ∆Gk
is assumed to take values from the bounded set
Gk :=
{
∆Gk | Tr{∆Gk∆GHk } ≤ ǫ2k
}
, k ∈ K (5.10)
where ǫk > 0 specifies the radius of Gk, and thus reflects the degree of uncertainty
associated with Ĝk. The set in (5.10) can be readily extended to the general ellipsoidal
uncertainty model [26, Ch. 4]. Such an uncertainty model properly resembles the case
where a time division duplex (TDD) strategy is adopted by the PU system, and CRs
have prior knowledge of the PUs’ pilot sequence(s). But even without training symbols,
CR-to-PU channel estimates can be formed using the deterministic path loss coefficients,
and the size of the uncertainty region can be deduced from fading channel statistics.
Compared to [42], the norm-bounded uncertainty model leads to worst-case interference
constraints that ensure PU protection for any realization of the uncertain portion of the
propagation channels.
Based on (5.10), a robust interference constraint can be written as
Tr{(Ĝk +∆Gk)Qk(Ĝk +∆Gk)H} ≤ ιmaxk , ∀ ∆Gk ∈ Gk, k ∈ K (5.11)
and consequently, a robust counterpart of (5.7) can be formulated as follows
maximize
{Qk0}
K∑
k=1
uk ({Qk}) (5.12a)
subject to Tr{Qk} ≤ pmaxk , k ∈ K (5.12b)
Tr{GkQkGHk } ≤ ιmaxk , ∀ ∆Gk ∈ Gk, k ∈ K. (5.12c)
Clearly, once {Qoptk } are found by solving (5.12), the wanted {Woptk } can be readily
obtained via (5.6), since Ak :=
∑K
j=1Hk,jQjH
H
k,j + σ
2
kINk . However,
∑
k uk ({Qk}) is
non-convex in {Qk}, and hence problem (5.12) is hard to solve in general. Additionally,
constraints (5.11) are not in a tractable form, which motivates their transformation.
These issues are addressed in the next section. But first, two remarks are in order.
Remark 5.3 (Uncertain MIMO channels). In an underlay hierarchical spectrum access
setup, it is very challenging (if not impossible) for the CRs to obtain accurate estimates
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of the CR-to-PU channels. In fact, since the PUs hold the spectrum license, they
have no incentive to feed back CR-to-PU channel estimates to the CR system [172].
Hence, in lieu of explicit CR-PU cooperation, CRs have to resort to crude or blind
estimates of their channels with PUs. On the other hand, sufficient time for training
along with sophisticated estimation algorithms render the CR-to-CR channels easier
to estimate. This explains why similar to relevant works [6, 42, 55, 56, 144, 173], CR-
to-CR channels are assumed known, while CR-to-PU channels are taken as uncertain
in CR-related optimization methods. Limited-rate channel state information that can
become available e.g., with quantized CR-to-CR channels [42,45,141], can be considered
in future research but goes beyond the scope of the present thesis.
Remark 5.4 (Radius of the uncertainty region). In practice, radius and shape of the
uncertainty region have to be tailored to the specific channel estimation approach im-
plemented at the CRs, and clearly depend on the second-order channel error statistics.
For example, if ∆Gk has zero mean and covariance matrix Σ∆Gk = σˆ
2
kI, where σˆ
2
k
depends on the receiver noise power, and the transmit-power of the PU (see, e.g. [18]),
then the radius of the uncertainty region can be set to ǫ2k = κξkσˆ
2
k, where ξk denotes the
path loss coefficient, and κ > 0 a parameter that controls how strict the PU protection
is. Alternatively, the model ǫ2k = κσˆ
2
k‖Gˆk‖2F can be utilized [144]. If Σ∆Gk 6= σˆ2kI, then
the uncertainty region can be set to Gk :=
{
∆Gk | Tr{∆GkΣ−1∆Gk∆GHk } ≤ κ
}
[158]
and the robust constraint (5.11) can be modified accordingly. Similar models are also
considered in [125].
5.2 Distributed Robust CR Beamforming
To cope with the non-convexity of the utility function (5.12a), a block-coordinate ascent
solver is developed in this section. Define first the sum of all but the k-th utility as
fk(Qk,Q−k) :=
∑
j 6=k uj , with Q−k := {Qj |j 6= k}. Notice that uk(·) is concave and
fk(·) is convex in Qk [cf. Lemma 5.2]. Then, (5.12) can be regarded as a difference of
convex functions (d.c.) program, whenever only a single variable Qk is optimized and
Q−k is kept fixed. This motivates the so-termed concave-convex procedure [153], which
belongs to the majorization-minimization class of algorithms [70], to solve problem
(5.12) through a sequence of convex problems, one per matrix variable Qk. Specifically,
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the idea is to linearize the convex function fk(·) around a feasible point Q˜k, and thus
to (locally) approximate the objective (5.12a) as (see also [79,116])
K∑
k=1
uk ({Qk}) = uk ({Qk}) + fk(Qk,Q−k)
≈ uk ({Qk}) + fk(Q˜k,Q−k) + Tr
{
DHk (Qk − Q˜k)
}
(5.13)
where
Dk := ∇Qkfk(Q˜k,Q−k) :=
∂fk
∂Q∗k
∣∣∣∣
Qk=Q˜k
. (5.14)
Therefore, for fixed Q−k, matrix Qk can be obtained by solving the following sub-
problem
maximize
Qk
uk (Qk,Q−k) + Tr
{
DHk Qk
}
(5.15a)
subject to Qk  0 (5.15b)
Tr{Qk} ≤ pmaxk (5.15c)
Tr{GkQkGHk } ≤ ιmaxk , ∀ ∆Gk ∈ Gk (5.15d)
where
Dk := −
∑
j 6=k
HHj,kB
−1
j VjB
−1
j Hj,k
∣∣∣∣∣∣
Qk=Q˜k
(5.16)
Bj :=
K∑
i=1
Hj,iQiH
H
j,i + σ
2
j INj (5.17)
Vj := Hj,jQjH
H
j,j. (5.18)
Note that the complex gradient matrix (5.16) can be derived as follows. Using that
∂Tr{XHA}
∂X∗ = A [91], and letting [A]mn denote the (m,n)-th entry of matrix A, it
follows that
∂[BHj ]st
∂Q∗k
=
∂Tr
{
eHs Hj,kQHk H
H
j,ket
}
∂Q∗k
= HHj,kete
H
s Hj,k (5.19)
∂[BHj ]st
∂[Q∗k]mn
= eHmH
H
j,kete
H
s Hj,ken = e
H
s Hj,kene
H
mH
H
j,ket (5.20)
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which can be written in a compact form as
∂BHj
∂[Q∗
k
]mn
= Hj,kene
H
mH
H
j,k. Then, the identity
∂f
∂X∗ = −X−1
(
∂f
∂(X−1)∗
)
X−1 [91], which holds for any Hermitian positive definite matrix
X, is used to obtain
∂uj
∂B∗j
= −B−1j
∂Tr
{
Vj(B
−1
j )
H
}
∂(B−1j )∗
B−1j = −B−1j VjB−1j . (5.21)
Using now the chain rule, one arrives at
∂uj
∂[Q∗k]mn
= Tr
{(
∂uj
∂BHj
)′
∂BHj
∂[Q∗k]mn
}
= Tr
{
−eHmHHj,kB−1j VjB−1j Hj,ken
}
(5.22)
which readily leads to the desired result
∂uj
∂Q∗k
= −HHj,kB−1j VjB−1j Hj,k. (5.23)
At each iteration n = 1, 2, . . ., the block coordinate ascent solver amounts to updat-
ing the covariance matrices {Qk} in a round robin fashion via (5.15), where the solution
obtained at the (n−1)-st iteration are exploited to compute the complex gradient (5.16).
The term Tr
{
DHk Qk
}
discourages a selfish behavior of the k-th CR-to-CR link, which
would otherwise try to simply minimize its own MSE, as in the game-theoretic formu-
lations of [123] and [144]. In the next subsection, the robust interference constraint will
be translated to a tractable form, and (5.15) will be re-stated accordingly.
5.2.1 Equivalent Robust Interference Constraint
Constraint (5.15d) renders (5.15) a semi-infinite program [cf. [12, Ch. 3]]. An equivalent
constraint in the LMI form will be derived next, thus turning (5.15) into an equivalent
semi-definite program (SDP), which can be efficiently solved in polynomial time by
standard interior point methods. To this end, the following lemma is needed.
Lemma 5.1 (S-Procedure [26, p. 655]). Consider A,D ∈ Hn×n,b ∈ Cn, c, e ∈ R, and
assume the interior condition holds, i.e., there exists an x¯ satisfying x¯HDx¯ < e. Then,
the inequality
xHAx+ 2ℜ(bHx) + c ≥ 0, ∀ xHDx ≤ e (5.24)
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holds if and only if there exists θ ≥ 0 such that[
θD+A b
bH c− eθ
]
 0 . (5.25)
Using Lemma 5.1, the robust constraint (5.15d) can be equivalently reformulated as
follows.
Proposition 5.1 There exists θk ≥ 0, so that the robust interference constraint (5.15d)
is equivalent to the following LMI:
θkIL×Mk − (IL ⊗Qk) −vec(QHk ĜHk )
−vec(QHk ĜHk )H
ιmaxk − ǫ2kθk
−Tr{ĜkQkĜHk }
  0 . (5.26)
Proof: Using the properties of the trace operator Tr(ZHAZ) = vec(Z)H(I ⊗A)vec(Z)
and Tr(BHZ) = vec(B)Hvec(Z), constraint (5.15d) can be re-written as
− gHk (IL ⊗Qk) gk − 2ℜ
(
vec(QHk Ĝ
H
k )
Hgk
)
+ ιmaxk − Tr{ĜkQkĜHk } ≥ 0, ∀ ‖gk‖2 ≤ ǫk (5.27)
where gk := vec(∆G
H
k ). Then, applying Lemma 5.1 to (5.27) yields readily (5.26).
Proposition 5.2 Problem (5.15) can be equivalently re-written as the following SDP
form:
minimize
Qk0,T,θk≥0
Tr {T} − Tr{DHk Qk} (5.28a)
subject to Tr{Qk} ≤ pmaxk (5.28b)[
Hk,kQkH
H
k,k +Rk,k R
1/2
k,k
R
1/2
k,k T
]
 0 (5.28c)
θkIL×Mk − (IL ⊗Qk) −vec(QHk ĜHk )
−vec(QHk ĜHk )H
ιmaxk − ǫ2kθk
−Tr{ĜkQkĜHk }
  0 . (5.28d)
Proof: First, note that [cf. (5.8)]
uk (Qk,Q−k) = Tr
{
INk −Rk,k
(
Hk,kQkH
H
k,k +Rk,k
)−1}
.
94
Algorithm 5.1 Centralized robust sum-MSE minimization
1: Collect all channel matrices {Hj,k}, and noise powers {σ2k}
2: Collect all CR-to-PU channel matrices {Ĝk}, and confidence intervals {ǫk}
3: Initialize Q
(0)
k = 0,∀ k ∈ K
4: repeat (n = 1, 2, . . .)
5: for k = 1, 2, . . . ,K do
6: Compute D
(n)
k via (5.16)
7: Update Q
(n)
k by solving (5.28) [(5.46) for the proximal point-based method]
8: end for
9: until U (Q(n))− U (Q(n−1)) < υ
10: Calculate {Woptk } via (5.6)
11: Broadcast optimal transmit- and receive-beamformers
Thus, (5.15) is equivalent to
minimize
Qk
Tr
{
R
1/2
k,k
(
Hk,kQkH
H
k,k +Rk,k
)−1
R
1/2
k,k
}
− Tr{DHk Qk}
subject to (5.15b)− (5.15d).
Then, an auxiliary matrix variable Y is introduced such that
Y  R1/2k,k
(
Hk,kQkH
H
k,k +Rk,k
)−1
R
1/2
k,k
which can be equivalently recast as (5.28c) by using the Schur complement [26]. Com-
bining the LMI form of the robust interference constraint (5.26), the formulation of
(5.28) follows immediately.
Problem (5.12) can be solved in a centralized fashion upon collecting CR-to-CR
channels {Hj,k}, CR-to-PU estimated channels {Ĝk}, and confidence intervals {ǫk} at
a CR fusion center. The optimal transmit-covariance matrices can be found at the
fusion center by solving (5.28), and sent back to all CRs. This centralized scheme is
tabulated as Algorithm 5.1, where Q
(n)
k denotes the transmit-covariance matrix of CR
U tk at iteration n of the block coordinate ascent algorithm; Q
(n) :=
(
Q
(n)
1 , . . . ,Q
(n)
K
)
represents the set of transmit-covariance matrices at iteration n; U(·) is the objective
function (5.12a). A simple stopping criterion for terminating the iterations is U (Q(n))−
U (Q(n−1)) < υ, where υ > 0 denotes a preselected threshold.
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Algorithm 5.2 Distributed on-line robust sum-MSE minimization
1: Initialize Q
(0)
k = 0,∀ k ∈ K
2: repeat (n = 1, 2, . . .)
3: for k = 1, 2, . . . ,K do
4: U tk acquires Hj,k from its neighboring U
r
j
5: transmit {B(n)k ,V(n)k } to neighboring nodes
6: receive {B(n)j ,V(n)j }j 6=k from neighboring nodes
7: Compute D
(n)
k via (5.16)
8: Measure R
(n)
k,k
9: Update Q
(n)
k by solving (5.28) [(5.46) for the proximal point-based method]
10: Update W
(n)
k via (5.6)
11: Transmit and receive signals using Q
(n)
k and W
(n)
k
12: end for
13: until uk
(
Q(n)
)− uk (Q(n−1)) < υ, ∀ k ∈ K
To alleviate the high communication cost associated with the centralized setup, and
ensure scalability with regards to network size and enhanced robustness to fusion center
failure, a distributed optimization algorithm is generally desirable. It can be noticed
that the proposed coordinate ascent approach lends itself to a distributed optimization
procedure that can be implemented in an on-line fashion. Specifically, each CR U tk
can update locally Qk via (5.28) based on a measurement of the interference R
(n)
k,k [79],
and the following information necessary to compute the complex gradient (5.16): i) its
covariance matrix Q
(n−1)
k obtained at the previous iteration; ii) matrices {B(n)j } and
{V(n)j } obtained from the neighboring CR links via local message passing. Furthermore,
it is clear that the terms in (5.16) corresponding to CRs located far away from CR U tk are
negligible due to the path loss effect in channel {Hj,k}j 6=k; hence, summation in (5.16)
is only limited to the interfering CRs, and consequently, matrices {B(n)j } and {V(n)j }
need to be exchanged only locally. The overall distributed scheme is tabulated as Al-
gorithm 5.2. The on-line implementation of the iterative optimization allows tracking
of slow variations of the channel matrices; in this case, cross-channels {Hj,k} in Algo-
rithm 5.2 need to be re-acquired whenever a change is detected. Finally, notice that
instead of updating the transmit-covariances in a Gauss-Seidel fashion, Jacobi iterations
or asynchronous schemes [14] can be alternatively employed.
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Remark 5.5 (Multiple PU receivers). For ease of exposition, the formulated robust
optimization problems consider a single PU receiver. Clearly, in case of NPU > 1
receiving PU devices, or when a grid of NPU potential PU locations is obtained from
the sensing phase [41], a robust interference constraint for each of the KNPU CR-to-PU
links must be included in (5.12). As for (5.28), it is still an SDP, but with NPU LMI
constraints (5.28d), and one additional optimization variable (θk) per PU receiver.
Remark 5.6 (Network synchronization). Similar to [6, 36, 45, 55, 56, 79, 110, 116, 123,
132, 141, 144, 157–159, 173], time synchronization is assumed to have been acquired. In
practice, accurate time synchronization among the CR transmitters can be attained
(and maintained during operation) using e.g., pairwise broadcast synchronization pro-
tocols [105], consensus-based methods [155], or mutual network synchronization ap-
proaches [117]. To this end, CRs have to exchange synchronization beacons on a regular
basis; clearly, the number of time slots occupied by the transmission of these beacons
depends on the particular algorithm implemented, the CR network size, and the tar-
geted synchronization accuracy. For example, the algorithm in [105] entails two message
exchanges per transmitter pairs, while the message-passing overhead of consensus-based
methods generally depends on the wanted synchronization accuracy [155]. Since the CR
network operates in an underlay setup, this additional message passing can be performed
over the primary channel(s). Alternatively, a CR control channel can be employed to
avoid possible synchronization errors due to the interference inflicted by the active PU
transmitters.
5.2.2 Convergence of Block Coordinate Ascent
Since the original optimization problem (5.12) is non-convex, convergence of the block
coordinate ascent with local convex approximation has to be analytically established. To
this end, recall that (5.15) and (5.28) are equivalent; thus, convergence can be asserted
by supposing that (5.15) is solved per Gauss-Seidel iteration instead of (5.28). The
following lemma is needed first.
Lemma 5.2 For each k ∈ K, the feasible set of problem (5.15), namely Qk := {Qk|Qk ∈
(5.15b)−(5.15d)}, is convex. The real-valued function fk(Qk,Q−k) is convex in Qk over
the feasible set Qk, when the set Q−k := {Qj, j 6= k} is fixed.
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Proof: First, convexity of Qk can be readily proved by the definition of a convex set [26,
Ch. 2]. Re-write the function uj(Qk,Q−k) as [cf. (5.8) and (5.18)]
uj(Qk,Q−k) = Tr
{
V
1/2
j P
−1
j (Qk)V
1/2
j
}
(5.29)
where
Pj(Qk) = Hj,kQkH
H
j,k +
∑
i 6=k
Hj,iQiH
H
j,i + σ
2
j INj
is an affine map with respect to Qk. Since uj is convex in Pj [87, Thm. 2], and convexity
is preserved under affine mappings and nonnegative weighted-sums [26, Ch. 3], it follows
that fk(Qk,Q−k) is convex in Qk.
Based on Lemma 5.2, convergence of the block coordinate ascent algorithm is estab-
lished next.
Proposition 5.3 The sequence of objective function values (5.12a) obtained by the
coordinate ascent algorithm with concave-convex procedure converges.
Proof: It suffices to show that the sequence of objective values (5.12a) is monotonically
non-decreasing. Since the objective function value is bounded from above, the function
value sequence must be convergent by invoking the monotone convergence theorem.
Letting U˜k(·) denote the objective function (5.15a), which is the concave surrogate of
U(·) as the original objective (5.12a), consider
Q
(n)
k := argmax
Qk∈Qk
U˜k
(
Qk;Q
(n)
1 , . . . ,Q
(n)
k−1,Q
(n−1)
k+1 , . . . ,Q
(n−1)
K
)
(5.30)
where n stands for the iteration index. Furthermore, define
Z
(n)
k := (Q
(n+1)
1 , . . . ,Q
(n+1)
k ,Q
(n)
k+1, . . . ,Q
(n)
K ), (5.31)
Q˜
(n)
−k := (Q
(n+1)
1 , . . . ,Q
(n+1)
k−1 ,Q
(n)
k+1, . . . ,Q
(n)
K ). (5.32)
Then, for all k ∈ K, it holds that
U
(
Z
(n)
k
)
= uk
(
Q
(n+1)
k , Q˜
(n)
−k
)
+ fk
(
Q
(n+1)
k , Q˜
(n)
−k
)
(5.33a)
≥ uk
(
Q
(n+1)
k , Q˜
(n)
−k
)
+ fk
(
Q
(n)
k , Q˜
(n)
−k
)
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+ Tr
{
DHk
(
Q
(n+1)
k −Q(n)k
)}
(5.33b)
≥ uk
(
Q
(n)
k , Q˜
(n)
−k
)
+ fk
(
Q
(n)
k , Q˜
(n)
−k
)
+Tr
{
DHk
(
Q
(n)
k −Q(n)k
)}
(5.33c)
= U
(
Z
(n)
k−1
)
(5.33d)
where (5.33b) follows from the convexity of fk(·) established in Lemma 5.2; (5.33c) holds
because Q
(n+1)
k is the optimal solution of (5.15) for fixed Q˜
(n)
−k .
To complete the proof, it suffices to show that U (Q(n+1)) is monotonically non-
decreasing, namely that
U
(
Q(n+1)
)
≥ U
(
Z
(n)
K−1
)
≥ . . . ≥ U
(
Z
(n)
1
)
≥ U
(
Q(n)
)
(5.34)
Interestingly, by inspecting the structure of {Hk,k, k ∈ K}, it is also possible to show
that every limit point generated by the coordinate ascent algorithm with local convex
approximation satisfies the first-order optimality conditions. Conditions on {Hk,k, k ∈
K} that guarantee stationarity of the limit points are provided next. First, it is useful
to establish strict concavity of the objective (5.15a) in the following lemma.
Lemma 5.3 If the channel matrices {Hk,k, k ∈ K} of the CR links {U tk → U rk} have
full column rank, then the objective function (5.15a) is strictly concave in Qk.
Proof: First, notice that the objective function (5.15a) can be re-written as
U˜k(Qk) = Nk +Tr
{
DHk Qk
}− Tr{Rk,k (Hk,kQkHHk,k +Rk,k)−1} . (5.35)
Then, it suffices to prove strict convexity in Qk of the third term on the right hand side
of (5.35). This is equivalent to showing that (subscripts are dropped for brevity)
J(t) := Tr
{
R
(
HQHH +R
)−1}
(5.36)
is strictly convex in t ∈ {t | Q := X + tY ∈ Q} for any given X ∈ Hn×n+ and nonzero
Y ∈ Hn×n.
To this end, consider the second-order derivative of J(t), which is given by
J¨(t) = 2Tr{CRCLCL} (5.37)
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where C :=
(
R+H(X+ tY)HH
)−1
and L := HYHH. Note that matrix CRC is
Hermitian positive definite, since C and R are Hermitian positive definite too. With
H full column rank, it readily follows that L 6= 0 for any Y 6= 0. This ensures that the
Hermitian positive semi-definite matrix LCL is not an all-zero matrix, i.e., LCL 6= 0.
Let ν1 ≥ ν2 ≥ · · · ≥ νN > 0 and µ1 ≥ µ2 ≥ · · · ≥ µN ≥ 0 denote the eigenvalues of
matrices CRC and LCL, respectively. Since matrix LCL 6= 0, µ1 is strictly positive,
and thus
J¨(t) ≥ 2
N∑
i=1
νiµN−i+1 (5.38a)
≥ 2νNµ1 > 0 (5.38b)
where (5.38a) follows from von Neumann’s trace inequality [94]. Finally, (5.38b) shows
the strong convexity (and hence strict convexity) of J(t).
For completeness, we provide an alternative proof of the lemma. With some manip-
ulations, function h(Q) := Tr
{
R
(
HQHH +R
)−1}
can be re-expressed as
h(Q) = g(R−1/2HQHHR−1/2)
= Tr
{(
I+R−1/2HQHHR−1/2
)−1}
(5.39)
where g(X) := Tr
{
(I+X)−1
}
. Let λ1(X), . . . , λn(X) denote again the eigenvalues of a
matrix X. Note that the spectral function g(X) = s(λ(X)) :=
∑
i
(
1
1+λi(X)
)
is strictly
convex if and only if the corresponding symmetric function s(·) is strictly convex [43].
To this end, the strict convexity of 11+x for x ≥ 0 implies the strict convexity of s(·), and
thus of g(X). Under the condition of full column rank of H, we will show that strict
convexity is preserved under the linear mapping in (5.39). Specifically, define
Qˇi := R
−1/2HQiHHR−1/2, i = 1, 2.
Then, for any Q1 6= Q2 ∈ Q and 0 < λ < 1, we have that
h(λQ1 + (1− λ)Q2) = g(λQˇ1 + (1− λ)Qˇ2) (5.40a)
< λg(Qˇ1) + (1− λ)g(Qˇ2) (5.40b)
= λh(Q1) + (1− λ)h(Q2) (5.40c)
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where (5.40b) follows from the strict convexity of g(·), and the fact that Qˇ1 6= Qˇ2 holds
for any Q1 6= Q2, since H is full column rank.
We are now ready to establish stationarity of the limit points.
Theorem 5.1 If matrices {Hk,k, k ∈ K} have full column rank, then every limit point
of the coordinate ascent algorithm with concave-convex procedure is a stationary point
of (5.12).
Proof: The proof of Theorem 5.1 relies on the basic convergence claim of the block
coordinate descent method in [12, Ch. 2] and [116]. What must be shown is that
every limit point of the algorithm satisfies the first-order optimality conditions over the
Cartesian product of the closed convex sets. Let Q¯ :=
(
Q¯1, . . . , Q¯K
)
be a limit point
of the sequence {Q(n)}, and {Q(nj)|j = 1, 2, . . .} a subsequence that converges to Q¯.
First, we will show that lim
j→∞
Q
(nj+1)
1 = Q¯1. Argue by contradiction, i.e., assume that
{Q(nj+1)1 −Q(nj)1 } does not converge to zero. Define γ(nj) := ‖Q(nj+1)1 −Q(nj)1 ‖F . By
possibly restricting to a subsequence of {nj}, it follows that there exists some γ¯ > 0
such that γ¯ ≤ γ(nj) for all j. Let S(nj)1 := (Q(nj+1)1 −Q(nj)1 )/γ(nj). Thus, we have that
Q
(nj+1)
1 = Q
(nj)
1 +γ
(nj)S
(nj)
1 and ‖S(nj)1 ‖F = 1. Because S(nj)1 belongs to a compact set,
it can be assumed convergent to a limit point S¯1 along with a subsequence of {nj}.
Since it holds that 0 ≤ ǫγ¯ ≤ γ(nj) for all ǫ ∈ [0, 1], the point Q(nj)1 + ǫγ¯S(nj)1 lies on
the segment connecting two feasible points Q
(nj)
1 and Q
(nj+1)
1 . Thus, Q
(nj)
1 + ǫγ¯S
(nj)
1
is also feasible due to the convexity of Q1 [cf. Lemma 5.2]. Moreover, concavity of
U˜1(·;Q(nj )−1 ) implies that U˜1 is monotonically non-decreasing in the interval connecting
point Q
(nj)
1 to Q
(nj+1)
1 over the set Q1. Hence, it readily follows that
U˜1(Q(nj+1)1 ;Q(nj)−1 ) ≥ U˜1(Q(nj)1 + ǫγ¯S(nj)1 ;Q(nj)−1 ) ≥ U˜1(Q(nj)1 ;Q(nj)−1 ). (5.41)
Note that U˜1(·) is a tight lower bound of U(·) at each current feasible point. Also,
from (5.34), U˜1(Q(nj+1)1 ;Q(nj)−1 ) is guaranteed to converge to U˜1(Q¯) as j → ∞. Thus,
upon taking the limit as j →∞ in (5.41), it follows that
U˜1(Q¯1 + ǫγ¯S¯1; Q¯−1) = U˜1(Q¯), ∀ ǫ ∈ [0, 1] . (5.42)
However, since γ¯S¯1 6= 0, (5.42) contradicts the unique maximum condition implied by
the strict concavity of U˜1(·; ·) in Q1 [cf. Lemma 5.3]. Therefore, Q(nj+1)1 converges to
Q¯1 as well.
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Consider now checking the optimality condition for Q¯1. Since Q
(nj+1)
1 is the local
(and also global) maximum of U˜1(·;Q(nj)−1 ), we have that
ℜ
{
Tr
{
∇1U˜1
(
Q
(nj+1)
1 ;Q
(nj)
−1
)H (
Q1 −Q(nj+1)1
)}}
≤ 0, ∀ Q1 ∈ Q1 (5.43)
where ∇1U˜1(·) denotes the gradient of U˜1(·) with respect to Q1. Taking the limit as
j →∞, and using the fact that ∇1U˜1(Q¯) = ∇1U1(Q¯), it is easy to show that
ℜ{Tr{∇1U(Q¯)H(Q1 − Q¯1)}} ≤ 0, ∀ Q1 ∈ Q1. (5.44)
Using similar arguments, it holds that
ℜ{Tr{∇iU(Q¯)H(Qi − Q¯i)}} ≤ 0, ∀ Qi ∈ Qi, i = 1, 2, . . . ,K (5.45)
which establishes the stationarity of Q¯ and completes the proof.
5.2.3 Proximal Point-based Robust Algorithm
The full column rank requirement can be quite restrictive in practice; e.g., if Mk > Nk
for at least one CR link, or in the presence of spatially correlated MIMO channels [77].
Furthermore, computing the rank of channel matrices increases the computational bur-
den to an extent that may not be affordable by the CRs. In this section, an alternative
approach based on proximal-point regularization [118] is pursued to ensure convergence,
without requiring restrictions on the antenna configuration and the channel rank.
The idea consists in penalizing the objective of (5.15) using a quadratic regulariza-
tion term 12τk ‖Qk −Q
(n−1)
k ‖2F , with a given sequence of numbers τk > 0. Then, (5.28)
is modified as
minimize
Qk0,θk≥0
T,Y
Tr {T} − Tr{DHk Qk}+ 12τkTr{Y} (5.46a)
subject to
[
IMk Qk −Q(n−1)k
Qk −Q(n−1)k Y
]
 0 (5.46b)
(5.28b), (5.28c), (5.28d)
where (5.46b) is derived by using the Schur complement through the variable Y.
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The role of 12τk ‖Qk −Q
(n−1)
k ‖2F is to render the cost in (5.46a) strictly convex and
coercive. Moreover, for small values of τk, the optimization variable Qk is forced to stay
“close” to Q
(n−1)
k obtained at the previous iteration, thereby improving the stability of
the iterates [13, Ch. 6]. Centralized and distributed schemes with the proximal point
regularization are given by Algorithms 5.1 and 5.2, respectively, with problem (5.46)
replacing (5.28). Convergence of the resulting schemes is established in the following
theorem. To avoid ambiguity, these proximal point-based algorithms will be hereafter
referred as Algorithms 5.1(P) and 5.2(P), respectively.
Theorem 5.2 Suppose that the sequence {Q(n)} generated by Algorithm 5.1(P) (Algo-
rithm 5.2(P)) has a limit point. Then, every limit point is a stationary point of (5.12).
Proof: The Gauss-Seidel method with a proximal point regularization converges without
any underlying convexity assumptions [61]. A modified version of the proof is reported
here, where the local convex approximation (5.13) and the peculiarities of the problem
at hand are leveraged to establish not only convergence of the algorithm, but also
optimality of the obtained solution.
Assume there exists a subsequence {Q(nj)|j = 1, 2, . . .} converging to a limit point
Q¯ :=
(
Q¯1, . . . , Q¯K
)
. Let Q
(n+1)
k be obtained as
Q
(n+1)
k := argmax
Qk∈Qk
U˜k
(
Qk;Q
(n+1)
1 , . . . ,Q
(n+1)
k−1 ,Q
(n)
k+1, . . . ,Q
(n)
K
)
− 1
2τk
‖Qk −Q(n)k ‖2F .
(5.47)
Thus, it follows that [cf. (5.32)]
U˜1(Q(nj+1)1 ; Q˜(nj)−1 ) ≥ U˜1(Q(nj)1 ; Q˜(nj)−1 ) +
1
2τk
‖Q(nj+1)1 −Q(nj)1 ‖2F . (5.48)
Going along the lines of the proof of Theorem 5.1, it holds that
lim
j→∞
U˜1(Q(nj+1)1 ; Q˜(nj)−1 ) = limj→∞ U˜1(Q
(nj)
1 ; Q˜
(nj)
−1 ) = U˜1(Q¯). (5.49)
Therefore, taking the limit as j →∞ in (5.48), one arrives at
lim
j→∞
‖Q(nj+1)1 −Q(nj)1 ‖2F = 0 (5.50)
which implies that Q
(nj+1)
1 also converges to Q¯1.
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Since Q
(nj+1)
1 is generated as in (5.47), it satisfies the optimality condition
ℜ
{
Tr
{[
∇1U˜1(Q(nj+1)1 ;Q(nj)−1 )−
1
τ1
(Q
(nj+1)
1 −Q(nj)1 )
]H
(Q1 −Q(nj+1)1 )
}}
≤ 0,
∀ Q1 ∈ Q1. (5.51)
Taking the limit as j →∞ in (5.51), and using again the fact that ∇1U˜1(Q¯) = ∇1U1(Q¯),
we obtain
ℜ{Tr{∇1U(Q¯)H(Q1 − Q¯1)}} ≤ 0, ∀ Q1 ∈ Q1 . (5.52)
Then, repeating the same argument for all k ∈ K, leads to
ℜ{Tr{∇kU(Q¯)H(Qk − Q¯k)}} ≤ 0, ∀ Qk ∈ Qk (5.53)
which shows that the limit point Q¯ is also a stationary point.
As asserted in Theorem 5.2, Algorithms 5.1(P) and 5.2(P) converge to a station-
ary point of (5.12) for any possible antenna configuration. The price to pay however,
is a possibly slower convergence rate that is common to proximal point-based meth-
ods [13, Ch. 6] (see also the numerical tests in Section 5.5.1). For this reason, the
proximal point-based method should be used in either a centralized or a distributed
setup whenever the number of transmit-antennas exceeds that of receive-antennas in at
least one transmitter-receiver pair. In this case, Algorithms 5.1(P) and 5.2(P) ensure
first-order optimality of the solution obtained. When Mk ≤ Nk, for all k ∈ K, the
two solvers have complementary strengths in convergence rate and computational com-
plexity. Specifically, Algorithms 5.1 and 5.2 require the rank of all CR direct channel
matrices {Hk,k} beforehand, which can be computationally burdensome, especially for
a high number of antenna elements. If the rank determination can be afforded, and the
convergence rate is at a premium, then Algorithms 5.1 and 5.2 should be utilized.
5.2.4 Aggregate Interference Constraints
Suppose now that the individual interference budgets {ιmaxk } are not available a priori.
Then, the aggregate interference power {ιmax} has to be divided among transmit-CRs
by the resource allocation scheme in order for the overall system performance to be
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optimized. Accordingly, (5.12) is modified as follows to incorporate a robust constraint
on the total interference power inflicted to the PU node:
maximize
{Qk}Kk=1
K∑
k=1
uk({Qk}) (5.54a)
subject to Tr{Qk} ≤ pmaxk , k ∈ K (5.54b)
K∑
k=1
Tr{GkQkGHk } ≤ ιmax, ∀ ∆Gk ∈ Gk, k ∈ K. (5.54c)
The new interference constraint (5.54c) couples the CR nodes (or, more precisely, the
subset of transmit-CR nodes in the proximity of the PU receiver). Thus, the overhead
of message passing increases since cooperation among coupled CR nodes is needed.
A common technique for dealing with coupled constraints is the dual decomposition
method [12], which facilitates evaluation of the dual function by dualizing the coupled
constraints. However, since problem (5.54) is non-convex and non-separable, the duality
gap is generally non-zero. Thus, the primal variables obtained during the intermediate
iterates may not be feasible, i.e., transmit-covariances can possibly lead to violation of
the interference constraint. Since the ultimate goal is to design an on-line algorithm
where (5.54c) must be satisfied during network operation, the primal decomposition
technique is well motivated to cope with the coupled interference constraints [79]. To
this end, consider introducing two sets of auxiliary variables {ιk} and {tk} in problem
(5.54), which is equivalently re-formulated as
maximize
{Qk ,ιk,tk}
K∑
k=1
Tr
{
Hk,kQkH
H
k,k
(
Hk,kQkH
H
k,k +Rk,k
)−1}
(5.55a)
subject to Tr{Qk} ≤ pmaxk , k ∈ K (5.55b)
Tr{GkQkGHk } ≤ tk, ∀ ∆Gk ∈ Gk, k ∈ K (5.55c)
0 ≤ tk ≤ ιk, k ∈ K (5.55d)
K∑
k=1
ιk ≤ ιmax . (5.55e)
For fixed {ιk}, the inner maximization subproblem turns out to be
p({ιk}) := maximize{Qk,tk}
K∑
k=1
Tr
{
Hk,kQkH
H
k,k
(
Hk,kQkH
H
k,k +Rk,k
)−1}
(5.56a)
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subject to Tr{Qk} ≤ pmaxk , k ∈ K (5.56b)
Tr{GkQkGHk } ≤ tk, ∀ ∆Gk ∈ Gk, k ∈ K (5.56c)
0 ≤ tk ≤ ιk, k ∈ K (5.56d)
which, as discussed in preceding sections, can be solved using the block coordinate
ascent algorithm (or its proximal point version) in either a centralized or a distributed
fashion. After solving (5.56) for a given set {ιk}, the per-CR interference budgets {ιk}
are updated by the following master problem:
maximize
{ιk}
p({ιk}) (5.57a)
subject to {ιk} ∈ I (5.57b)
with the simplex set I given by
I :=
{
{ιk} | ιk ≥ 0,
K∑
k=1
ιk ≤ ιmax
}
. (5.58)
Overall, the primal decomposition method solves (5.55) by iteratively solving (5.56)
and (5.57). Notice that the master problem (5.57) dynamically divides the total inter-
ference budget ιmax among CR transmitters, so as to find the best allocation of resources
that maximizes the overall system performance. Using the block coordinate ascent al-
gorithm, the k-th transmit-covariance matrix Qk is obtained by solving the following
problem [cf. Algorithm 5.2]
p˜k(ιk) := maximize
Qk0,tk≥0
uk (Qk,Q−k) + Tr
{
DHk Qk
}
(5.59a)
subject to Tr{Qk} ≤ pmaxk (5.59b)
Tr{GkQkGHk } ≤ tk,∀ ∆Gk ∈ Gk (5.59c)
tk ≤ ιk (5.59d)
where the proximal point-based regularization term is added if Algorithm 5.2(P) is
implemented. Since (5.59) is a convex problem, it can be seen that the subgradient of
p˜k(ιk) with respect to ιk is the optimal Lagrange multiplier λk corresponding to the
constraint (5.59d) [12, Ch. 5]. Thus, it becomes possible to utilize the subgradient
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Algorithm 5.3 Distributed on-line robust sum-MSE minimization with aggregate in-
terference constraint
1: Initialize Q
(0)
k (0) = 0, and ιk(0) = ι
max/K, ∀ k ∈ K
2: repeat (ℓ = 1, 2, . . .)
3: [CRs]: Solve (5.56) via Algorithm 5.2 or 5.2(P)
4: [CRs]: Transmit {λk(ℓ)} to the cluster-head node
5: [Cluster-head node]: Update {ιk(ℓ+ 1)} via (5.60)
6: [CRs]: Receive {ιk(ℓ+ 1)} from the cluster-head node
7: until uk
(
Q(n)(ℓ)
)− uk (Q(n′)(ℓ− 1)) < υ, ∀ k ∈ K
projection method to solve the master problem. Strictly speaking, due to the non-
convexity of the original objective (5.55a), primal decomposition method leveraging
the subgradient algorithm is not an exact, but rather an approximate (and simple)
approach to solve (5.55). However, because (5.59a) is a tight concave lower bound
of (5.55a) around the approximating feasible point, p({ιk}) is well-approximated by
p˜k(ιk) as {Q(n)k } approaches the optimal value {Qoptk }. Hence, λk also comes “very
close” to the true subgradient of pk({ιk}) with respect to ιk. Therefore, at iteration ℓ of
the primal decomposition method, the subgradient projection updating the interference
budgets ι := [ι1, ι2, . . . , ιK ]
′ becomes
ι(ℓ+ 1) = ProjI [ι(ℓ) + s(ℓ)λ(ℓ)] (5.60)
where λ := [λ1, λ2, . . . , λK ]
′; s(ℓ) is a positive step size; ProjI [·] denotes projection onto
the convex feasible set I. Projection onto the simplex set in (5.58) is a computationally-
affordable operation that can be efficiently implemented as in e.g., [109].
Once (5.56) is solved distributedly, each CR that is coupled by the interference con-
straint has to transmit the local scalar Lagrange multiplier λk(ℓ) to a cluster-head CR
node. This node, in turn, will update {ιk(ℓ + 1)} and will feed these quantities back
to the CRs. The resulting on-line distributed scheme is tabulated as Algorithm 5.3.
Notice however that in order for the overall algorithm to adapt to possibly slowly vary-
ing channels, operation (5.60) can be computed at the end of each cycle of the block
coordinate ascent algorithm, rather than wait for its convergence.
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5.3 Smart-Grid Powered Cooperative Multipoint Systems
Consider a smart-grid powered cluster-based CoMP downlink. A set I := {1, . . . , I} of
distributed BSs (e.g., macro/micro/pico BSs) provides service to a set K := {1, . . . ,K}
of mobile users; see Fig. 5.2. Each BS has M ≥ 1 transmit antennas and each user
has a single receive antenna. Each BS is equipped with one or more energy harvesting
devices (solar panels and/or wind turbines), and is also connected to the power grid
with a two-way energy trading facility. Different from [27, 151, 152], each BS has an
energy storage device (possibly consisting of several large-capacity batteries) so that it
does not have to consume or sell all the harvested energy on the spot, but can save it
for later use.
For each CoMP cluster, there is a low-latency backhaul network connecting the set of
BSs to a central controller [156], which coordinates energy trading as well as cooperative
communication. The central entity can collect both the communication data (transmit
messages) from each of the BSs through the cellular backhaul links, as well as the energy
information (energy buying/selling prices) from these BSs via smart meters installed at
BSs, and the grid-deployed communication/control links connecting them.
Assume slot-based transmissions from the BSs to the users. While the actual har-
vested energy amounts and wireless channels cannot be accurately predicted, uncer-
tainty regions for the wireless channels and renewable energy arrivals can be obtained,
based on historical measurements and/or forecasting techniques. The slot duration is
selected equal to the minimum time interval between the changes of the (channel or
energy) uncertainty regions. Consider a finite scheduling horizon consisting of T slots,
indexed by the set T := {1, . . . , T}. For convenience, the slot duration is normalized
to unity unless otherwise specified; thus, the terms “energy” and “power” will hereafter
be used interchangeably throughout the section.
5.3.1 Downlink CoMP Transmission Model
Per slot t, let htik ∈ CM denote the vector channel from BS i to user k, ∀ i ∈ I, k ∈ K;
and let htk := [h
t
1k
′
, . . . ,htIk
′
]′ collect the channel vectors from all BSs to user k. With
linear transmit beamforming performed across BSs, the vector signal transmitted to
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Figure 5.2: A two-BS CoMP system powered by smart grids, where BSs with local
renewable energy harvesting and storage devices implement two-way energy trading
with the main grid.
user k is
qtk = w
t
ks
t
k, ∀ k
where stk denotes the information-bearing symbol, and w
t
k ∈ CMI denotes the beam-
forming vector across the BSs for user k. For convenience, stk is assumed to be a complex
random variable with zero mean and unit variance. The received vector at user k is
therefore
ytk = h
t
k
H
qtk +
∑
l 6=k
htk
H
qtl + n
t
k (5.61)
where htk
H
qtk is the desired signal for user k,
∑
l 6=k h
t
k
H
qtl is the inter-user interference
from the same cluster, and ntk denotes additive noise, which may also include the down-
link interference from other BSs outside this cluster. It is assumed that ntk is a circularly
symmetric complex Gaussian random variable with zero mean and variance σ2k.
The SINR at user k can be expressed as
SINRk({wtk}) =
|htkHwtk|2∑
l 6=k(|htkHwtl |2) + σ2k
. (5.62)
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The transmit power at each BS i clearly is given by P tx,i =
∑
k∈Kw
t
k
H
Biw
t
k, where the
matrix Bi ∈ RMI×MI is defined as
Bi := diag
0, . . . , 0︸ ︷︷ ︸
(i−1)M
, 1, . . . , 1︸ ︷︷ ︸
M
, 0, . . . , 0︸ ︷︷ ︸
(I−i)M

that selects the corresponding rows out of {wtk}k∈K to form the i-th BS’s transmit-
beamforming vector.
The channel state information htk is seldom precisely available a priori in practice.
Relying on past channel measurements and/or reliable channel predictions, we adopt
the following additive error model: htk = hˆ
t
k + δ
t
k, where hˆ
t
k is the predicted channel.
The uncertainty of this estimate is bounded by a spherical region [140]:
Htk :=
{
hˆtk + δ
t
k |
∥∥δtk∥∥ ≤ ǫtk} , ∀ k, t (5.63)
where ǫtk > 0 specifies the radius of Htk. This leads to the worst-case SINR per user k
as [cf. (5.62)]
S˜INRk({wtk}) := min
ht
k
∈Ht
k
|htkHwtk|2∑
l 6=k(|htkHwtl |2) + σ2k
. (5.64)
To guarantee QoS per slot, it is required that
S˜INRk({wtk}) ≥ γk, ∀ k (5.65)
where γk denotes the target SINR value per user k.
5.3.2 Energy Storage Model
Let C0i denote the initial energy, and C
t
i the amount of stored energy in the batteries
of the i-th BS at the beginning of time slot t. With Cmaxi bounding the capacity of
batteries, it is clear that 0 ≤ Cti ≤ Cmaxi , ∀ i ∈ I. Let P tb,i denote the power delivered
to or drawn from the batteries at slot t, which amounts to either charging (P tb,i > 0) or
discharging (P tb,i < 0). Hence, the stored energy obeys the dynamic equation
Cti = C
t−1
i + P
t
b,i, t ∈ T , i ∈ I. (5.66)
The amount of power (dis-)charged is also bounded by
max−̟iCt−1i , Pminb,i ≤ P tb,i ≤ Pmaxb,i (5.67)
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where Pminb,i < 0 and P
max
b,i > 0, while ̟i ∈ (0, 1] is the battery efficiency at BS i. The
constraint −̟iCt−1i ≤ P tb,i means that at most a fraction ̟i of the stored energy Ct−1i
is available for discharge.
5.3.3 Energy Harvesting and Transaction Cost Models
Let Eti denote the energy harvested during the last slot that is available at the begin-
ning of slot t at each BS i ∈ I; and let ei := [E1i , . . . , ETi ]′. Due to the unpredictable
and intermittent nature of RES, ei is unknown a priori. In general, uncertain quan-
tities can be modeled by postulating either an underlying probability distribution or
an uncertainty region. Probability distributions (possibly mixed discrete/continuous)
of the RES generation are seldom available in practice. Although (non-)parametric ap-
proaches can be used to learn the distributions, the processes can be very complicated
due to the spatio-temporal correlations incurred by various meteorological factors. On
the other hand, the approach of postulating an uncertainty region provides the decision
maker range forecasts instead of point forecasts, which are essentially distribution-free.
Suppose that ei lies in an uncertainty set Ei, which can be obtained from historical
measurements and/or fine forecast techniques. From the perspective of computational
tractability, two practical paradigms for Ei are considered here.
i) The first model amounts to a polyhedral set [165]:
Epi :=
{
ei | Eti ≤ Eti ≤ Eti, Emini,s ≤
∑
t∈Ti,s
Eti ≤ Emaxi,s , T =
S⋃
s=1
Ti,s
}
(5.68)
where Eti (E
t
i) denotes a lower (upper) bound on E
t
i ; time horizon T is partitioned
into consecutive but non-overlapping sub-horizons Ti,s, s = 1, . . . , S. Each sub-
horizon can consist of multiple time slots, and the total energy harvested by BS i
over the sth sub-horizon is bounded by Emini,s and E
max
i,s .
ii) The second model relies on an ellipsoidal uncertainty set (see e.g. [34])
Eei :=
{
ei = eˆi + ςi | ς ′iΣ−1ςi ≤ 1
}
(5.69)
where eˆi := [Eˆ
1
i , . . . , Eˆ
T
i ]
′ denotes the nominal energy harvested at BS i, which
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can be the forecasted energy, or simply its expected value. Vector ςi is the corre-
sponding error in forecasting. The known matrix Σ ≻ 0 quantifies the shape of
the ellipsoid Eei , and hence determines the quality of the forecast.
Remark 5.7 (Spatio-temporally correlated energy harvesting models). The aforemen-
tioned two practical models capture RES uncertainty across the scheduling (sub-)horizons
per BS. The parameters required for constructing the sets {Epi , Eei } can be obtained of-
fline via statistical learning techniques using historical data. In general, green energy
harvested at different BSs can be spatially correlated if some BSs are geographically
close. In this case, joint spatio-temporal uncertainty models can be postulated when-
ever the underlying correlations are known a priori; see details in [165]. In general, a
refined uncertainty model quantifying the actual harvested energy in a smaller region
with a higher confidence level can be less conservative in the robust optimization formu-
lation. However, the complexity of solving the resulting optimization problems directly
depends on the choice of the uncertainty set.
Note that the coherence time of RES arrivals can be much longer than that of wireless
channels in practice [150, 151]. Yet, coherence times corresponding to the uncertainty
regions of wireless channels can be much larger than those of the channel itself. In Sec-
tion II-A, we implicitly assume that channel htk remains unchanged per slot. However,
S˜INRk in (5.64) can be easily redefined as the worst-case SINR over multiple channel
coherence times with the same uncertainty region (and possibly different channel realiza-
tions). This way the issue of different time scales becomes less critical. In addition, the
aforementioned models in fact accommodate cases where uncertainty regions for RES
arrivals remain unchanged over multiple time slots. The proposed approach presented
next readily applies to obtain the robust ahead-of-time schedule in this setup.
For the i-th BS per slot t, the total energy consumption P tg,i includes the transmission-
related power P tx,i, and the rest that is due to other components such as air condition-
ing, data processor, and circuits, which can be generally modeled as a constant power,
Pc,i > 0 [126,152]; namely,
P tg,i = Pc,i + P
t
x,i/ξ = Pc,i +
∑
k∈K
wtk
H
Biw
t
k/ξ
where ξ > 0 denotes the power amplifier efficiency. For notational convenience, we
absorb ξ into Bi by redefining Bi := Bi/ξ; and further assume that P
t
g,i is bounded by
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Pmaxg,i .
In addition to the harvested RES, the power grid can also supply the needed P tg,i
per BS i. With a two-way energy trading facility, the BS can also sell its surplus energy
to the grid at a fair price in order to reduce operational costs. Given the required
energy P tg,i, the harvested energy E
t
i , and the battery charging energy P
t
b,i, the shortage
energy that needs to be purchased from the grid for BS i is clearly [P tg,i − Eti + P tb,i]+;
or, the surplus energy (when the harvested energy is abundant) that can be sold to the
grid is [Eti − P tg,i − P tb,i]+ Note that both the shortage energy and surplus energy are
non-negative, and we have at most one of them be positive at any time t for BS i.
Suppose that the energy can be purchased from the grid at price αt, while the energy
is sold to the grid at price βt per slot t. Notwithstanding, we shall always set αt > βt
for all t, to avoid meaningless buy-and-sell activities of the BSs for profit. Assuming
that the prices αt and βt are known a priori, the worst-case transaction cost for BS i
for the whole scheduling horizon is therefore given by
G({P tg,i}, {P tb,i}) := max
ei∈Ei
T∑
t=1
(
αt[P tg,i − Eti + P tb,i]+ − βt[Eti − P tg,i − P tb,i]+
)
. (5.70)
5.4 Energy Management for CoMP Beamforming
Based on the models in Section 5.3, we consider here robust energy management for
transmit beamforming in a CoMP cluster. Knowing only the uncertainty regions of
the wireless channels and renewable energy arrivals, the central controller per clus-
ter performs an (e.g. hour-) ahead-of-time schedule to optimize cooperative transmit
beamforming vectors {wtk} and battery charging energy {P tb,i}, in order to minimize
the worst-case total cost
∑
i∈I G({P tg,i}, {P tb,i}), while satisfying the QoS guarantees
S˜INRk({wtk}) ≥ γk, ∀ k, over the scheduling horizon T . For convenience, we introduce
the auxiliary variables P ti := P
t
g,i + P
t
b,i, and formulate the problem as
minimize
{wt
k
,P t
b,i
,Ct
i
,P t
i
}
∑
i∈I
G({P ti }) (5.71a)
subject to P ti = Pc,i +
∑
k∈K
wtk
H
Biw
t
k + P
t
b,i, i ∈ I, t ∈ T (5.71b)
0 ≤ Pc,i +
∑
k∈K
wtk
H
Biw
t
k ≤ Pmaxg,i , i ∈ I, t ∈ T (5.71c)
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Cti = C
t−1
i + P
t
b,i, i ∈ I, t ∈ T (5.71d)
0 ≤ Cti ≤ Cmaxi , i ∈ I, t ∈ T (5.71e)
Pminb,i ≤ P tb,i ≤ Pmaxb,i , i ∈ I, t ∈ T (5.71f)
−̟iCt−1i ≤ P tb,i, i ∈ I, t ∈ T (5.71g)
S˜INRk({wtk}) ≥ γk, k ∈ K, t ∈ T . (5.71h)
Consider for simplicity that (5.71) is feasible. The problem can in fact become infeasible
if the SINR thresholds γk are high and the wireless channel qualities are not good
enough. In this case, the subsequent problems (5.81a) are always infeasible. Recall
that the proposed scheme is proposed to determine the ahead-of-time beamformers and
energy schedules (oﬄine). Such an infeasibility, once detected, can naturally lead to an
admission control policy, i.e., to a criterion for dropping users or SINR requirements
that render the problem infeasible [145].
Solving (5.71) can provide a robust solution for the smart-grid powered CoMP down-
link with worst-case performance guarantees. It is worth mentioning here that thanks
to the worst-case cost G({P ti }), randomness introduced due to the wireless fading prop-
agation and also due to the RES uncertainty has been eliminated; thus (5.71) contains
only deterministic variables. Because of (5.71b), (5.71c), and (5.71h), the problem is
nonconvex, which motivates the reformulation pursued next.
5.4.1 Convex Reformulation
First, let us consider convexity issues of the objective function G({P ti }). Define ψt :=
(αt − βt)/2 and φt := (αt + βt)/2, and then rewrite:
G({P ti }) = max
ei∈Ei
T∑
t=1
(
ψt|P ti − Eti |+ φt(P ti − Eti )
)
.
Since αt > βt ≥ 0, we have φt > ψt > 0. It is then clear that ψt|P ti −Eti |+ φt(P ti −Eti )
is a convex function of P ti for any given E
t
i . As a pointwise maximization of these
convex functions, G({P ti }) is also a convex function of {P ti } (even when the set Ei is
non-convex) [13].
Except for (5.71b), (5.71c), and (5.71h), all other constraints are convex. We next
rely on the popular SDP relaxation technique to convexify (5.71h). By the definitions
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of Htk and S˜INRk({wtk}), the constraint S˜INRk({wtk}) ≥ γk can be rewritten as:
Fk(δ
t
k) ≥ 0 for all δtk such that δtkHδtk ≤ (ǫtk)2 (5.72)
where
Fk(δ
t
k) := (hˆ
t
k + δ
t
k)
H
wtkwtkH
γtk
−
∑
l 6=k
wtlw
t
l
H
 (hˆtk + δtk)− σ2k.
To this end, it clearly holds that Xtk := w
t
kw
t
k
H ∈ CMI×MI is positive semidefinite,
and rank(Xtk) = 1. By using the S-procedure in Lemma 5.1, constraint (5.72) can be
transformed to
Γtk :=
(
Ytk + τ
t
kI Y
t
khˆ
t
k
hˆtHk Y
tH
k hˆ
tH
k Y
t
khˆ
t
k − σ2k − τ tk(ǫtk)2
)
 0 (5.73)
where τ tk ≥ 0 and
Ytk :=
1
γk
Xtk −
∑
l 6=k
Xtl . (5.74)
Introducing auxiliary variables τ tk and dropping the rank constraints rank(X
t
k) = 1,
∀ k, t, we can then relax (5.71) to:
minimize
{Xt
k
,τ t
k
,P t
i
,P t
b,i
,Ct
i
}
∑
i∈I
G({P ti }) (5.75a)
subject to (5.71d)− (5.71g)
P ti = Pc,i +
∑
k∈K
Tr(BiX
t
k) + P
t
b,i, ∀ i, t (5.75b)
0 ≤
∑
k∈K
Tr(BiX
t
k) ≤ Pmaxg,i − Pc,i, ∀ i, t (5.75c)
Γtk  0, τ tk ≥ 0, Xtk  0, ∀ k, t. (5.75d)
In addition to the linear constraints (5.71d)–(5.71g), the quadratic power constraints
(5.71b) and (5.71c) have now become linear, and SINR constraints (5.71h) become a
set of convex SDP constraints in (5.75). Since the objective function is convex, prob-
lem (5.75) is a convex program that can be tackled by a centralized solver; e.g., using
the projected subgradient descent approach. However, the feasible set (5.75b)–(5.75d)
is the intersection of a semi-definite cone and a polytope, for which the iterative pro-
jection is complicated. To reduce computational complexity and enhance resilience to
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failures, we next develop an efficient algorithm to solve (5.75) in a distributed fashion
coordinated by different agents.
5.4.2 Lagrangian Dual Approach
Since (5.75) is convex, a Lagrange dual approach can be developed to efficiently find
its solution. Let λti, ∀ i, t denote the Lagrange multipliers associated with the con-
straints (5.75b). With the convenient notation Z := {Xtk, τ tk, P tb,i, Cti , P ti } andΛ := {λti},
the partial Lagrangian function of (5.75) is
L(Z,Λ) :=
∑
i∈I
[
G({P ti }) +
T∑
t=1
λti
(
Pc,i +
∑
k∈K
Tr(BiX
t
k) + P
t
b,i − P ti
)]
. (5.76)
The Lagrange dual function is then given by
D(Λ) := minimize
Z
L(Z,Λ)
subject to (5.71d)− (5.71g), (5.75c)− (5.75d)
(5.77)
and the dual problem of (5.75) is:
maximize
Λ
D(Λ). (5.78)
Subgradient iterations: Let j denote the iteration index. To obtain the optimal
solution Λ∗ to the dual problem (5.78), we resort to the dual subgradient ascent method,
which amounts to the following update
λti(j + 1) = λ
t
i(j) + µ(j)gλti (j), ∀ i, t (5.79)
where µ(j) > 0 is an appropriate stepsize. The subgradient g(j) := [gλti (j), ∀ i, t] can
then be expressed as
gλt
i
(j) = Pc,i +
∑
k∈K
Tr(BiX
t
k(j)) + P
t
b,i(j)− P ti (j), ∀ i, t (5.80)
where Xtk(j), P
t
b,i(j), and P
t
i (j) are given by
{Xtk(j)}Kk=1 ∈ argmin
{Xt
k
,τ t
k
}
∑
i∈I, k∈K
λti(j)Tr(BiX
t
k)
s.t. (5.75c)− (5.75d), ∀ t (5.81a)
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{P tb,i(j)}Tt=1 ∈ argmin
{P t
b,i
,Ci,t}
T∑
t=1
λti(j)P
t
b,i
s.t. (5.71d)− (5.71g), ∀ i (5.81b)
{P ti (j)}Tt=1 ∈ argmin
{P ti }
{
G({P ti })−
T∑
t=1
λti(j)P
t
i
}
. (5.81c)
Solving the subproblems: Subproblems (5.81a) are standard SDPs per t ∈ T ; hence,
{Xtk(j)}Kk=1 for all t can be efficiently solved by general interior-point methods [13].
The subproblems (5.81b) are simple linear programs (LPs) over {P tb,i, Cti}Tt=1 per
i ∈ I; hence, {P tb,i(j)}Tt=1, ∀ i, can be obtained by existing efficient LP solvers.
Due to the convexity of G({P ti }), the subproblems (5.81c) are convex per i ∈ I.
Yet, because of the non-differentiability of G({P ti }) due to the absolute value operator
and the maximization over ei ∈ Ei, the problem is challenging to be handled by existing
general solvers. For this reason, we resort to the proximal bundle method to obtain
{P ti (j)}Tt=1. Upon defining G˜(pi) := G(pi) −
∑T
t=1 λ
t
i(j)P
t
i , where pi := [P
1
i , . . . , P
T
i ]
′,
the partial subgradient of G˜(pi) with respect to P
t
i can be obtained as
∂G˜(pi)
∂P ti
=
αti − λti(j), if P ti ≥ Eti
∗
βti − λti(j), if P ti < Eti ∗
(5.82)
where e∗i := [E
1
i
∗
, . . . , ETi
∗
]′ for the given pi is obtained as
e∗i ∈ arg max
ei∈Ei
T∑
t=1
(
ψt|P ti − Eti |+ φt(P ti − Eti )
)
. (5.83)
It can be readily checked that the objective function in (5.83) is convex in ei under the
condition αt > βt, ∀ t ∈ T . Hence, the globally optimal solution is attainable at the
extreme points of Ei. Leveraging the special structure of Ei, we utilize an efficient vertex
enumerating algorithms to obtain e∗i directly, as detailed next.
5.4.3 Proximal Bundle Method
Given the partial subgradient in (5.82), nonsmooth convex optimization algorithms can
be employed to solve the subproblem (5.81c). A state-of-the-art bundle method [13,
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Ch. 6], [51] will be developed here with guaranteed convergence to the optimal {P ti (j)}Tt=1;
see also [165].
Similar to cutting plane methods, the idea of bundle method is to approximate
the epigraph of an objective by the intersection of a number of halfspaces. The latter
are generated through the supporting hyperplanes, referred to as cuts, by using the
subgradients. Specifically, letting ℓ denote the iteration index of the bundle method, the
iterate pi,ℓ+1 is obtained by minimizing a polyhedral (piecewise linear) approximation
of G˜(pi) with a quadratic proximal regularizer
pi,ℓ+1 := argmin
pi∈RT
{
Gˆℓ(pi) +
ρℓ
2
‖pi − yℓ‖2
}
(5.84)
where Gˆℓ(pi) := max{G˜(pi,0) + g′0(pi − pi,0), . . . , G˜(pi,ℓ) + g′ℓ(pi − pi,ℓ)}; gi,ℓ is the
subgradient of G˜(pi) evaluated at the point p = pi,ℓ [cf. (5.82)]; and the proximity
weight ρℓ controls the stability of iterates.
Different from the proximal CPM, the bundle method updates its proximal center
yℓ according to a descent query
yℓ+1 =
{
pi,ℓ+1, if G˜(yℓ)− G˜(pi,ℓ+1) ≥ θηℓ
yℓ, if G˜(yℓ)− G˜(pi,ℓ+1) < θηℓ
(5.85)
where θ ∈ (0, 1) is a pre-selected constant, and ηℓ := G˜(yℓ)−
(
Gˆℓ(pℓ+1) +
ρℓ
2 ‖pℓ+1 − yℓ‖2
)
is the predicted descent of the objective in (5.84). Essentially, if the actual descent
amount G˜(yℓ) − G˜(pℓ+1) is no less than a θ fraction of the predicted counterpart ηℓ,
then the iterate takes a “serious” step updating its proximal center yℓ+1 to the latest
point pℓ+1; otherwise it is just a “null” step with the center unchanged. The intelligent
query (5.85) enables the bundle method to find “good” proximal centers along the it-
erates, and hence it converges faster than the proximal CPM. In addition, depending
on whether a serious or a null step is taken, the proximity weight ρℓ can be updated
accordingly to further accelerate convergence [83]; that is,
ρℓ+1 =
{
max(ρℓ/10, ρmin), if G˜(yℓ)− G˜(pi,ℓ+1) ≥ θηℓ
min(10ρℓ, ρmax), if G˜(yℓ)− G˜(pi,ℓ+1) < θηℓ.
The algorithm terminates if yℓ = pi,ℓ+1, while finite termination is achievable if both
the objective and the feasible set are polyhedral [13, Sec. 6.5.3].
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Now, to complete the proximal bundle method for solving (5.81c), we only need
solve problem (5.84). Using an auxiliary variable u, (5.84) can be re-written as
minimize
pi,u
u+
ρℓ
2
‖pi − yℓ‖2 (5.86a)
subject to G˜(pi,n) + g
′
i,n(pi − pi,n) ≤ u, n = 0, 1, . . . , ℓ. (5.86b)
Introducing multipliers ξ ∈ Rℓ+1+ and letting 1 denote the all-ones vector, the Lagrangian
function is given as
L(u,pi, ξ) = (1− 1′ξ)u+ ρℓ
2
‖pi − yℓ‖2 +
ℓ∑
n=0
ξn
(
G˜(pi,n) + g
′
i,n(pi − pi,n)
)
. (5.87)
The optimality condition ∇piL(u,pi, ξ) = 0 yields
p∗i = yℓ −
1
ρℓ
ℓ∑
n=0
ξngi,n. (5.88)
Substituting (5.88) into (5.87), the dual of (5.86) is
maximize
ξ
− 1
2ρℓ
∥∥∥∥∥
ℓ∑
n=0
ξngi,n
∥∥∥∥∥
2
+
ℓ∑
n=0
ξn
(
G˜(pi,n) + g
′
i,n(yℓ − pi,n)
)
(5.89a)
subject to ξ  0, 1′ξ = 1 . (5.89b)
It can be readily seen that the dual problem (5.89) is essentially a QP over the probability
simplex, which can be solved efficiently; see e.g., [11].
5.4.4 Optimality and Distributed Implementation
When a constant stepsize µ(j) = µ is adopted, the subgradient iterations (5.79) are
guaranteed to converge to a neighborhood of the optimal Λ∗ for the dual problem (5.78)
from any initial Λ(0). The size of the neighborhood is proportional to the stepsize µ. If
we adopt a sequence of non-summable diminishing stepsizes satisfying limj→∞ µ(j) = 0
and
∑∞
j=0 µ(j) =∞, then the iterations (5.79) will asymptotically converge to the exact
Λ∗ as j →∞ [13].
The objective function (5.75a) is not strictly convex because it does not involve
all optimization variables. Hence, when it comes to primal convergence, extra care is
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necessary [53, 148]. Specifically, the optimal primal can be attained either by adding a
strictly convex regularization term, or, by utilizing the augmented Lagrangian. Here,
we will simply implement the Cesa´ro averaging method [84] to obtain the optimal power
schedules. With µmsum :=
∑m
j=1 µ(j), the running average is
Z¯m :=
1
µmsum
m∑
j=1
µ(j)Z(j) (5.90)
which can be efficiently computed in a recursive way
Z¯m :=
µ(m)
µmsum
Z(m) +
µm−1sum
µmsum
Z¯m−1 . (5.91)
Note that if a constant stepsize µ(j) ≡ µ is adopted, (5.90) and (5.91) boil down to the
ordinary running average
Z¯m =
1
m
m∑
j=1
Z(j) =
1
m
Z(m) +
m− 1
m
Z¯m−1 .
If the obtained solution to problem (5.75) satisfies the condition rank(Xtk
∗
) = 1∀ k, t,
then it clearly yields the optimal beamforming vectors wtk
∗
as the (scaled) eigenvector
with respect to the only positive eigenvalue of Xtk
∗
for the original problem (5.71).
Fortunately, it was shown in [128, Thm. 1] that the S-procedure based SDP (5.75)
always returns a rank-one optimal solution Xtk
∗
, ∀ k, t, when the uncertainty bounds ǫtk
are sufficiently small. If ǫk is large, the existence of rank-one optimal solutions of (5.75)
cannot be provably guaranteed. In this case, a randomized rounding strategy [137]
needs to be adopted to obtain vectors wtk
∗
from Xtk
∗
to nicely approximate the solution
of the original problem (5.71). Even though no proof is available to ensure a rank-one
solution when ǫk is large, it has been extensively observed in simulations that the SDP
relaxation always returns a rank-one optimal solution [128]. This confirms the view that
the optimal beamforming vectors for the original problem (5.71) will be obtained by the
proposed approach with high probability.
The subgradient iterations can be run in a distributed fashion. Specifically, the
central controller can maintain the Lagrange multipliers Λ(j) and broadcast them to
all BSs via backhaul links. Given the current Λ(j), the central controller solves the
subproblems (5.81a) to obtain the beamforming vectors for all BSs. On the other hand,
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each BS solves its own subproblems (5.81b)–(5.81c), which are decoupled across BSs.
The BSs send back to the central controller {P tg,i(j)}Tt=1, {P tb,i(j)}Tt=1, and {P ti (j)}Tt=1,
which are in turn used to update Λ(j + 1) through the subgradient iterations (5.79).
5.5 Numerical Tests
Numerical test are implemented in this section to demonstrate the performance of the
novel approaches. Section 5.5.1 presents the simulation results for the MIMO CR net-
work (Sec. 5.1–5.2), while Section 5.5.2 is for the green CoMP system (Sec. 5.3–5.4).
5.5.1 Simulations for MIMO CR Networks
In this section, numerical tests are performed to verify the performance merits of the
novel design. The path loss obeys the model d−η, with d the distance between nodes,
and η = 3.5. A flat Rayleigh fading model is employed. For simplicity, the distances
of links U tk → U rk are all set to dk,k = 30 m; for the interfering links {U tk → U rj , j 6= k}
distances are uniformly distributed over the interval 30 − 100 m. As for the distances
between CR transmitters and PU receivers, two different cases are considered: (c1) the
PU receivers are located at a distance from the CRs that is uniformly distributed over
70−100 m; and, (c2) the CR-to-PU distances are uniformly distributed over 30−100 m.
Finally, the maximum transmit-power and the noise power are identical for all CRs. For
the proximal point-based algorithm, the penalty factors {τk} are selected equal to 0.1.
To validate the effect of the robust interference constraint, the cumulative distribu-
tion functions (CDF) of the interference power at the PU are depicted in Fig. 5.3. Four
CR pairs and one PU receiver are considered, all equipped with two antennas. The
maximum transmit-powers and noise powers are set so that the (maximum) signal-to-
noise ratio (SNR) defined as SNR := pmaxk (d
−η
k,k)/σ
2
k equals 15 dB. The total interference
threshold is set to ιmax = 4 · 10−7 W, and it is equally split among the CR transmitters.
The channel uncertainty is set to ǫ2k = ρ · ‖Gˆk‖2F [144], with ρ = 0.05. CDF curves are
obtained using 2, 000 Monte Carlo runs. In each run, independent channel realizations
are generated. The Matlab-based package CVX [59] along with SeDuMi [131] are used to
solve the proposed robust beamforming problems.
The trajectories provided in Fig. 5.3 refer to the block coordinate ascent (BCA)
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Figure 5.3: Interference cumulative distribution function (CDF).
algorithm described in Section 5.2; the one with the proximal point-based regularization
(proximal-BCA) explained in Section 5.2.3; and the non-robust solver of (5.7), where
the estimates {Gˆk} are used in place of the true channels {Gk}. Furthermore, the green
trajectory corresponds to (5.55), where the subgradient projection (5.60) is implemented
at the end of each BCA cycle, which includes K updates of Qk for k = 1, . . . ,K. As
expected, the proposed robust schemes enforce the interference constraint strictly in
both scenarios (c1) and (c2). In fact, the interference never exceeds the tolerable limit
shown as the vertical red solid line in Fig. 5.3. The CDFs corresponding to the proposed
BCA and its proximal counterpart nearly coincide. In fact, the two algorithms frequently
converge to identical stationary points in this particular simulation setup. Notice that
with the primal decomposition approach the beamforming strategy is less conservative.
On the contrary, the non-robust approach frequently violates the interference limit (more
than 30% of the time). Finally, comparing Fig. 5.3(a) with Fig. 5.3(b), one notices that
the interference inflicted to the PU under (c1) and the one under (c2) are approximately
of the same order. Since in the second case the CR-to-PU distances are smaller, the CR
transmitters lower their transmit-powers to protect the PU robustly.
Convergence of the proposed algorithms with given channel realizations and over
variable SNRs is illustrated in Fig. 5.4. It is clearly seen that the total MSEs decrease
monotonically across fast-converging iterations, and speed is roughly identical in (c1)
and (c2). As expected, the proximal point-based algorithm exhibits a slightly slower
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Figure 5.4: Convergence of proposed algorithms (SNR = 10, 20, and 30 dB).
convergence rate. Notice also that the primal decomposition method returns improved
operational points, especially for medium and low SNR values. Furthermore, the gap
between the sum-MSEs obtained with and without the primal decomposition scheme is
more evident under (c2). Clearly, the sum-MSEs at convergence in (c2) are higher than
the counterparts of (c1). This is because CRs are constrained to use a relatively lower
transmit-power in order to enforce the robust interference constraints; this, in turn, leads
to higher sum-MSEs and may reduce the quality of the CR-to-CR communications.
In Fig. 5.5, the achieved sum-MSE at convergence is reported as a function of
the total interference threshold. Two sizes of the uncertainty region are considered
with ρ = 0.05 and ρ = 0.1. Focusing on the first case, it can be seen that the two
achieved sum-MSEs first monotonically decrease as the interference threshold increases,
and subsequently they remain approximately constant. Specifically, for smaller ιmax,
the transmit-CRs are confined to relatively low transmit-powers in order to satisfy the
interference constraint. On the other hand, for high values of ιmax, the interference
constraint is no longer a concern, and the attainable sum-MSEs are mainly due to CR
self-interference. Notice also that for ρ = 0.1 the sum-MSEs are clearly higher, although
they present a trend similar to the previous case. This is because the uncertainty region
in (5.12c) becomes larger, which results in a higher sum-MSE.
In order to compare performance of the proposed algorithms, the total MSE obtained
at convergence is depicted in Fig. 5.6(a) for 50 different experiments. In each experi-
ment, independent channel realizations are generated. The SNR is set to 15 dB. It is
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Figure 5.5: Achieved sum-MSE as a function of ιmax (SNR = 10 dB).
clearly seen that the objectives values of the two proposed methods often coincide. The
differences presented in a few experiments are caused by convergence to two different
stationary points. In this case, it is certainly convenient to employ the first algorithm,
as it ensures faster convergence (see Fig. 5.4(a)) without appreciable variations in the
overall MSE. Notice that a smaller mean-square error can be obtained by resorting to
the primal decomposition technique.
In Fig. 5.6(b), the simulation setup involves eight CR pairs and one PU receiver. The
CR transmitters have four antennas, while the receiving CRs and the PU are equipped
with two antennas. The distances dk,k are set to 50 m, while {dk,j}k 6=j distances are
uniformly distributed in the interval between 30 and 250 m. Finally, CR-to-PU distances
are uniformly distributed between 100 and 200 m. Clearly, matrices {Hk,k} here do
not have full column rank. It is observed that about 10% of the times the proximal
point based algorithm yields smaller values of the sum-MSE than Algorithm 5.1. This
demonstrates that Algorithm 5.1 may not converge to a stationary point, or, it returns
an MSE that is likely to be worse than that of the proximal point-based scheme.
Fig. 5.7 depicts the CDFs of the difference between the sum-MSE obtained with
BCA, along with the ones obtained with proximal-BCA and with the primal decompo-
sition method. The simulation setups of Figs. 5.6(a) and 5.6(b) are considered. In the
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Figure 5.6: Achieved sum-MSE (SNR = 15 dB).
first case, it can be seen that for over 80% of the trials the BCA and proximal-BCA
methods yield exactly the same solution. Moreover, BCA with primal decomposition
performs better than the BCA method about 90% of the time. Specifically, the gain
can be up to 0.765, which corresponds to approximately 14% of the average sum MSE
of the BCA. In the second case, the proximal-BCA returns a smaller sum-MSE with
higher frequency.
5.5.2 Simulations for CoMP Systems
In this section, simulated tests are presented to verify the performance of the pro-
posed approach. The Matlab-based modeling package CVX 2.1 [59] along with the
solvers MOSEK 7.0 [5] and Sedumi 1.02 [131] are used to specify and solve the resulting
optimization problems. All numerical tests are implemented on a computer workstation
with Intel cores 3.40 GHz and 32 GB RAM.
The scheduling horizons of the considered CoMP network is T = 8. Two configura-
tions are tested: (C1) I = 2 BSs and K = 10 end users (small size); and (C2) I = 6 BSs
and K = 30 end users (large size). All wireless channels are assumed to be flat Rayleigh
fading, and normalized to unit power. The noises are modeled as circularly-symmetric
Gaussian random vectors. Without loss of generality, the effects of path loss, shadowing,
and Doppler fading are ignored. Parameters including the limits of PGi , Ci, Pbi and
the discharging efficiency ̟i are listed in Table 5.1. A polyhedral uncertainty set (5.68)
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with a single sub-horizon (no time partition) is considered for the RES. In Table 5.2,
the energy purchase price αt is given across the entire time horizon. The selling price is
set as βt = rαt with r ∈ [0, 1]. In addition, the lower limits {Eti}i∈I are listed therein,
which were rescaled from real data we obtained from the MISO [93]. The upper limits
were set to E
t
i = 10E
t
i, while the total horizon bounds are E
max
i = 0.9
∑
tE
t
i.
First, convergence of the objective value (5.75a), and the ℓ2-norm of the subgradient
of the running-average Lagrange multiplier (5.80) is verified in Fig. 5.8(a). It can be seen
that both metrics converge within a few hundred iterations, which confirms the validity
of the dual decomposition approach along with the subgradient ascent algorithm. With
the Cesa`ro averages, convergence of the dual and primal variables was also confirmed,
but it is omitted due to limited space.
Fig. 5.8(b) depicts the effectiveness of the proposed bundle method minimizing the
convex nonsmooth objective (5.81c). Clearly, incorporating the scheme of dynamically
changing the proximity weight ρℓ, the bundle algorithm converges very fast; typically,
within 10 iterations.
The optimal power schedules of P¯ ti are depicted in Figs. 5.9(a) and 5.9(b). For both
configurations, the stairstep curves show that the lowest levels of P¯ ti occur from slot 4
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Table 5.1: Generating capacities, battery initial energy and capacity, charging limits
and efficiency.
Unit PminGi P
max
Gi
C0i C
max
i P
min
bi
Pmaxbi ̟i
1 0 50 5 30 -10 10 0.95
2 0 45 5 30 -10 10 0.95
3 0 45 5 30 -10 10 0.95
4 0 45 5 30 -10 10 0.95
5 0 50 5 30 -10 10 0.95
6 0 45 5 30 -10 10 0.95
to 6. This is because the energy selling and purchase prices are relatively high during
these horizons [cf. Table 5.2], which drives the BSs’s power consumption low in order
to minimize the transaction cost.
Figs. 5.10(a) and 5.10(b) show the optimal battery (dis-)charging amount P¯ tBi , while
Figs. 5.11(a) and 5.11(b) depict the state of charge C¯ti . As a component part of P¯
t
i , P¯
t
Bi
exhibits a similar trend in response to the price fluctuation; that is, there is a relative
large amount of battery discharging (P¯ tBi < 0) when the corresponding price is high.
Note that both P¯ tBi and C¯
t
i never exceed their lower and upper limits [cf. Table 5.1].
Robustness of the worst-case design to the uncertainty of channel estimates [cf. (5.63)]
is confirmed in Figs. 5.12(a) and 5.12(b). The red solid line indicates the SINR threshold
γk = 0.1 that is set common to all users for simplicity. The non-robust scheme simply
considers the estimated channel hˆtk as the actual one, and plugs it into the worst-case
SINR control design (5.65). This constraint can be relaxed to a linear matrix inequality:
hˆtHk Y
t
khˆ
t
k−σ2k ≥ 0, which is a relaxed version of the proposed counterpart in (5.73). For
both the robust and non-robust approaches, each transmit beamformer wtk is obtained
as the principal eigenvector associated with the largest eigenvalue of the resulting X¯tk.
The CDF of the actual SINR is obtained by evaluating (5.62) with 5, 000 independent
and identically distributed (i.i.d.) channel realizations. The channel perturbations {δtk}
are first generated as complex Gaussian, and then rescaled to the boundary of the spher-
ical region Htk [cf. (5.63)]. It can be seen that 20% of the realizations of the non-robust
scheme does not satisfy the SINR constraint, while only about 2% for the proposed
approach. Note that the SDP relaxation is not always exact, which results in violating
the SINR threshold for a few channel realizations.
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Table 5.2: Limits of forecasted wind power and energy purchase prices
Slot 1 2 3 4 5 6 7 8
Et1 2.47 2.27 2.18 1.97 2.28 2.66 3.10 3.38
Et2 2.57 1.88 2.16 1.56 1.95 3.07 3.44 3.11
Et3 2.32 2.43 1.27 1.39 2.14 1.98 2.68 4.04
Et4 2.04 1.92 2.33 2.07 2.13 2.36 3.13 4.16
Et5 2.11 1.19 2.26 2.19 1.55 2.71 3.37 2.45
Et6 2.01 2.29 2.20 0.98 2.43 3.22 2.74 3.93
αt 0.402 0.44 0.724 1.32 1.166 0.798 0.506 0.468
Finally, CDFs of the transaction cost are depicted in Fig. 5.13. The proposed robust
approach is compared with a heuristic scheme that assumes the expected renewable gen-
eration Eˆti =
1
2(E
t
i + E
t
i) is available and prefixed for problem (5.75). The CDF curves
were plotted by evaluating the transaction cost (5.75a) with 105 realizations of {Eti}i,t
and the obtained optimal solutions {P¯ ti }i,t. The RES realizations were generated as
{E˜ti}i,t = Eti + κU(E
t
i − Eti), where U is a uniform random variable on [0, 1]. Three
cases with κ = 0.01, 0.1, 0.5 were tested. Clearly, transaction costs of both the proposed
and the heuristic methods decrease with the increase of κ. Since a larger value of κ
implies more harvested renewables energy yielding a reduced transaction cost. Note
that negative transaction costs means net profits are obtained by selling surplus re-
newables back to the smart grid. Interestingly, for all cases, the proposed approach
always outperforms the heuristic scheme with less transaction costs. This is because
the proposed schedules of {P tg,i, P tb,i}i,t are robust to the worst-case renewable gener-
ation {Eti}i,t. However, in practice more RES is often available than the worst case.
Hence, the proposed method has a larger profit-making capability than the heuristic
alternative.
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Figure 5.8: (a) Convergence of the objective value and the subgradient norm of Lagrange
multipliers (M = 2, K = 10, r = 1). (b) Convergence of the bundle method solving the
subproblem (5.81c) (M = 2, K = 10, r = 1, j = 2).
1 2 3 4 5 6 7 8 9
0
5
10
15
20
25
Time slot
Po
w
er
 s
ch
ed
ul
in
g 
(kW
h)
 
 
P1
P2
1 2 3 4 5 6 7 8 9
0
5
10
15
20
25
Time slot
Po
w
er
 s
ch
ed
ul
in
g 
(kW
h)
 
 
P1
P2
P3
P4
P5
P6
Figure 5.9: (a) Optimal power schedule of P¯ ti (I = 2, M = 2, K = 10, r = 1). (b)
Optimal power schedule of P¯ ti (I = 6, M = 2, K = 20, r = 1).
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Figure 5.10: (a) Optimal power schedule of P¯ tBi (I = 2, M = 2, K = 10, r = 1). (b)
Optimal power schedule of P¯ tBi (I = 6, M = 2, K = 20, r = 1).
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Figure 5.11: (a) Optimal power schedule for C¯ti (I = 2, M = 2, K = 10, r = 1). (b)
Optimal power schedule for C¯ti (I = 6, M = 2, K = 20, r = 1).
130
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
SINR
CD
F
 
 
SINR threshold
Non−robust
Proposed
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
SINR
CD
F
 
 
SINR threshold
Non−robust
Proposed
Figure 5.12: (a) SINR CDF (I = 2, M = 2, K = 10, r = 1). (b) SINR CDF (I = 6,
M = 2, K = 20, r = 1).
−60 −40 −20 0 20 40
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Transaction cost
CD
F
 
 
Proposed, κ = 0.01
Expected RES, κ = 0.01
Proposed, κ = 0.1
Expected RES, κ = 0.1
Proposed, κ = 0.5
Expected RES, κ = 0.5
Figure 5.13: Cumulative distribution function (CDF) of the transaction cost (I = 2,
M = 2, K = 10, r = 0.3).
Chapter 6
Conclusions and Future
Directions
Leveraging modern optimization and signal processing tools, robust and distributed
resource management techniques were developed in this thesis for potential use by the
smart power grid and wireless communication networks. To conclude the present thesis,
a summary of the main results and interesting directions for future research are provided
in this final chapter.
6.1 Thesis Summary
In Chapter 2, a distributed energy management approach is developed tailored for mi-
crogrids with high penetration of renewable energy sources. By introducing the notion
of committed renewable energy, a novel model is introduced to deal with the challenging
constraint of the supply-demand balance raised by the intermittent nature of renewable
energy sources. Not only the conventional generation costs, utilities of the adjustable
loads, and distributed storage costs are accounted for, but also the worst-case transac-
tion cost is included in the objective. To schedule power in a distributed fashion, the
dual decomposition method is utilized to decompose the original problem into smaller
subproblems solved by the LCs of conventional generators, dispatchable loads, DS units
and the RES. The material in this chapter draws from [162,165,166].
Chapter 3 deals with multi-period economic dispatch and DC-OPF with multiple
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wind farms. Risk-constrained optimization problems are formulated based on the LOLP.
To circumvent the lack of knowledge of the spatio-temporal joint distribution of the
wind power outputs, a scenario approximation technique via Monte Carlo sampling
is developed. The attractive features and practical impact of this work are is three
directions: i) the risk-constrained formulation is applicable to many practical power
systems, including microgrids in island mode, where energy import from the main grid
is not possible; ii) the scenario approach enables economic and risk-limited scheduling of
smart grids with increasingly higher renewable energy penetration, without relying on
specific probabilistic assumptions about the renewable generation; and iii) the special
problem structure renders the scenario approach applicable to large-scale problems and
very computationally efficient. The material in this chapter draws from [164,167].
In Chapter 4, the day-ahead market clearing problem is investigated with control-
lable loads and/or renewable energy. A fast convergent and scalable distributed solver
is first developed for MC with large-scale residential DR. Leveraging the dual decom-
position technique, only the aggregator-users balance constraint is dualized in order to
separate problems for the ISO and each aggregator, while respecting end-user privacy
concerns. Simulated tests highlight the merits of the proposed approach for multiplier
updates based on the disaggregated bundle method. MC with high-penetration wind
power is further analyzed by formulating a stochastic optimization problem that aims
at minimizing the market social cost consisting of the generation cost, the utility of
dispatchable loads, as well as the CVaR-based transaction cost. The SAA method is
introduced to bypass the inherent high-dimensional integral, while an ADMM-based
solver is developed to clear the market in a distributed fashion. Extensive tests on a
modified WECC system corroborated the effectiveness of the novel approach, which
offers risk-limiting dispatch with considerably reduced conventional generation. The
material in this chapter draws from [163,168].
Chapter 5 turns attention to robust resource allocation tasks for wireless networks.
Two beamforming schemes are first introduced for underlay MIMO CR systems in the
presence of uncertain CR-to-PU propagation channels. Robust interference constraints
are derived by employing a norm-bounded channel uncertainty model, which captures
errors in the channel estimation phase, or, random fading effects around the determin-
istic path loss. Accordingly, a robust beamforming design approach is formulated to
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minimize the total MSE in the information symbol reconstruction, while ensuring pro-
tection of the primary system. In order to solve the formulated non-convex optimization
problem, a cyclic block coordinate ascent algorithm is developed, and its convergence
to a stationary point is established when all CR-to-CR direct channel matrices have full
column rank. A second algorithm based on a proximal point regularization technique
is also developed. Although slower than the first, the proximal point-based scheme
is shown capable of converging to a stationary point even for rank-deficient channel
matrices. The two solutions offer complementary strengths as far as convergence rate,
computational complexity, and MSE optimality are concerned. They can both afford
on-line distributed implementations. In addition, the primal decomposition is employed
to approximately solve the robust beamforming problem with coupled interference con-
straints. The developed centralized and distributed algorithms are also suitable for
non-CR MIMO ad-hoc networks as well as for conventional downlink or uplink multi-
antenna cellular systems.
Finally, robust ahead-of-time energy management and transmit-beamforming de-
signs are developed for the CoMP downlink powered by a grid with smart-meter based
dynamic pricing and RES available at the BSs. The task goal is to minimize the worst-
case energy transaction cost subject to the worst-case user QoS guarantees. Relying on
semidefinite relaxation and dual decomposition techniques, efficient decentralized algo-
rithms are developed to obtain the optimal solutions. The proposed scheme provides
the oﬄine ahead-of-time beamformer and energy schedules over a finite time horizon.
The material in this chapter draws from [146,160,161,170].
6.2 Future Directions
A number of interesting research directions open up towards extending the frameworks
presented in this thesis, which will be briefly discussed in the following subsections.
6.2.1 Stochastic and Robust Power System Operations
 Unit Commitment and AC-OPF. The robust and risk-limiting frameworks and ap-
proaches for the energy management tasks can be naturally extended to the problems
of UC and AC-OPF that are worth re-investigating given the growth of RES usage in
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microgrids. Accounting for the uncertainties of non-dispatchable loads and transaction
prices will make these tasks more challenging to cope with. Lagrangian relaxation and
Benders decomposition will be adapted for solving the mix-integer UC problem effi-
ciently. The intrinsic non-convexity of the OPF task can be dealt with by resorting
to the recent progress in conic relaxations. Conditions for achieving global optimal-
ity have to be established for the new problem structures. Moreover, it is desired to
develop efficient distributed algorithms for stochastic UC and AC-OPF in large-scale
power systems.
Regarding the risk-constrained energy management, the distributed implementation
should be re-investigated since the local control problems and message exchange mech-
anism will arise from the sampling and constraint-combining procedure. Furthermore,
the distribution-free sample bound may end up improving the wind power output by
utilizing the information of the wind speed distribution and the mapping relationship
from wind speed to wind power. For the islanded microgrid, changes in power demand
cause changes in the frequency and voltage levels. Therefore, frequency regulation is
important to maintain system stability. The economic dispatch model proposed in this
thesis could be improved by incorporating a frequency control method.
Yet another important direction is the real-time power dispatch. The various options
include online convex optimization, Markov decision processes, and economic model pre-
dictive control; see e.g. [101,135]. Meanwhile, efforts will be made in pursuit of scalable
and privacy-preserving approaches that are operational even in possibly adversarial en-
vironments.
 Nonconvex market clearing and transmission switching. In Chapter 4, the electric-
ity market clearing is based on the DC-OPF model that many ISOs currently adopt.
However, certain advantages have been identified by clearing the market using the UC
model with start-up (-down) and no-load costs [60,143]. This nonconvex MC results in
the so-termed convex hull pricing (CHP) or extended LMP that essentially minimizes
the uplift payment. In addition, the system enjoys another degree of freedom from
controlling the topology of the transmission network. More economical dispatch can
thus be obtained by switching certain transmission lines. Clearly, both the CHP and
topology control problems involve combinatorial complexity, which means that they are
intrinsically hard to solve. Extensive research efforts are needed here, especially with
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the vision of high-penetration renewables and large-scale dispensable loads. Additional
topics worth further investigation include congestion management, reserve procurement,
as well as security assessment issues.
6.2.2 Big Data Analytics for Future Power Grids
Current grid monitoring systems have to deal continuously with a large pool of data
samples at different time scales. There is no denying that the data size of the future grid
will be even more massive with the advent of phasor measurement units and DR rapidly
gaining popularity worldwide. The value of global utility data analytics is pegged at
a cumulative $20 billion from 2013 to 2020. It now becomes imperative to delineate
theoretical underpinnings and develop efficient approaches to extract “wisdom” from
massive and streaming energy data.
 Low-rank and sparse inference of market prices, renewable energy, and load de-
mand. Accurate inference of market prices, renewable generation, and load demand is
of paramount importance for grid economic and reliable operations. The tasks involved
here are basically interpolation and extrapolation of the missing and future values. Stat-
ical inference via low-rank and sparse models is particularly attractive because the data
of interest typically have periodic and repetitive patterns, while deviations from nomi-
nal operation introduce sparsely appearing components. Initial efforts have been made
towards this direction, e.g., multi-kernel learning approaches for predicting day-ahead
LMPs [76], and nonnegative sparse coding for wind power inference [169]. New research
effort should aim to construct appropriate kernels with good feature selection, and de-
velop efficient online algorithms with streaming data. Graph-based learning and deep
learning are also promising approaches towards the goal of achieving improved forecast
accuracy.
 Online energy disaggregation. As a task of decomposing a whole-home energy con-
sumption into device-level signals, energy disaggregation techniques are useful to sup-
port DR programs, make optimal incentive strategies, and detect energy fraud and theft.
Online disaggregation via online convex optimization and switched linear systems is a
promising direction. Leveraging the model of low rank plus sparse matrix or tensor
factorization, new methods are expected to outperform existing approaches in terms of
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prediction accuracy and computational efficiency.
 Anomaly detection. Economic operations and robust control of power systems crit-
ically hinge on accurate data. Since phasor measurement units are prone to false data
injection attacks, anomaly detection becomes imperative for enhancing smart grid cyber-
security. Robust statistical learning methods, e.g., robust regression and outlier-aware
principal component analysis, are suited to the task.
Applications of energy data analytics also include predictive modeling for building
automation and wide-area monitoring, dynamic pricing of charging plug-in vehicles, as
well as strategic asset management. More importantly, the privacy issue and unique
features and structures in energy data have to be taken into account.
6.2.3 Stochastic Resource Allocation of Wireless Networks
Infrastructure of both communication networks and electricity grids is now on the verge
of major paradigm changes. These changes include joint base station selection and
coordinated beamforming designs to achieve energy efficiency in a robust manner for
multi-cell heterogeneous networks with renewable-sourced power. Joint optimization of
UC, DR and storage sizing will also be investigated for green wireless communication
systems. Distributed, robust, and real-time designs with guaranteed convergence will
be interesting directions to pursue in future works.
Research thrusts will be also directed towards cross-fertilizing the framework and
methodology from wireless networks to data centers, where there is also a growing
demand for integrating renewables. Such a trend is driven by the considerably high
energy consumption of data centers, and the corporate social responsibility for carbon
neutrality. It is clear that substantial cost savings and major impact can be achieved
through data center efficiency initiatives.
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Appendix A
Notations
The following notational conventions are adopted in this thesis. Other notations are
explicitly specified when necessary.
Table A.1: Notations
Notation Definition
A Upper boldface letters represent matrices
x Lower boldface letters represent column vectors
S Calligraphic letters stand for sets
R (C) Space of real (complex) numbers
Rn (Cn) Space of n× 1 real (complex) vectors
Rn+ n-dimensional non-negative orthant
Rn1×n2 (Cn1×n2) Space of n1 × n2 real (complex) matrices
Hn×n Space of n× n Hermitian matrices
x′ and xH Transpose and Hermitian transpose of x
‖x‖2 Euclidean norm of x
‖A‖F Frobenius norm of A
x · y Inner product of x and y
A⊗B Kronecker product of A and B
Tr(A) Trace of A
⌊I⌋ Lower endpoint of the interval set I
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Notation Definition
[a]+ := max{a, 0} Projection to the nonnegative reals
|a| Absolute (magnitude) value of a ∈ R (a ∈ C)
⌈a⌉ Smallest integer greater than or equal to a ∈ R
ℜ(a) Real part of a ∈ C
x  y Element-wise inequality between vectors x and y
A  B Matrix B−A is positive semidefinite
E[·] Expectation
Appendix B
Acronyms
A number of acronyms are frequently used throughout this thesis for the sake of con-
ciseness. These acronyms and their meanings are alphabetically listed in the following
table.
Table B.1: Acronyms
Acronym Meaning
ADMM Alternating Direction Method of Multipliers
BCA Block Coordinate Ascent
CDF Cumulative Distribution Function
CLT Central Limit Theorem
CPM Cutting Plane Method
CoMP Coordinated Multipoint
CR Cognitive Radio
CVaR Conditional Value-at-Risk
DA Day-Ahead
DR Demand Response
DSM Demand Side Management
ED Economic Dispatch
i.i.d. Independent and Identically Distributed
ISO Independent System Operator
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Acronym Meaning
LMI Linear Matrix Inequality
LMPs Locational Marginal Prices
LOLP Loss-of-Load Probability
LP Linear Program
MC Market Clearing
MIMO Multiple-Input Multiple-Output
MO Market Operator
MSE Mean Squared Error
OPF Optimal Power Flow
PDF Probability Density Function
PHEV Plug-in Hybrid Electric Vehicle
QoS Quality-of-Service
QP Quadratic Program
RES Renewable Energy Sources
RT Real-Time
RTO Regional Transmission Organization
SAA Sample Average Approximation
SCED Security-Constrained Economic Dispatch
SCUC Security-Constrained Unit Commitment
SDP Semi-Definite Program
SINR Signal-to-Interference-plus-Noise Ratio
SOLP Satisfaction-of-Load Probability
UC Unit Commitment
VaR Value-at-Risk
w.l.o.g. Without Loss of Generality
WPPs Wind Power Producers
w.r.t. With Respect To
