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Abstract
This paper gives various asymptotic formulae for the transition probability associated with discrete time
quantum walks on the real line. The formulae depend heavily on the ‘normalized’ position of the walk.
When the position is in the support of the weak-limit distribution obtained by Konno (2005) [5], one
observes, in addition to the limit distribution itself, an oscillating phenomenon in the leading term of
the asymptotic formula. When the position lies outside of the support, one can establish an asymptotic
formula of large deviation type. The rate function, which expresses the exponential decay rate, is explic-
itly given. Around the boundary of the support of the limit distribution (called the ‘wall’), the asymptotic
formula is described in terms of the Airy function.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
The notion of discrete time quantum random walks, often called quantum walks, was intro-
duced by Aharonov, Davidovich and Zagury [1] in 1993 as a quantum counterpart of the classical
1-dimensional random walks. Since then, quantum walks (and generalizations) have been investi-
gated in various contexts from both sides of mathematics and physics. See [4,6] for the historical
backgrounds and the recent developments. In this paper, we shall give various asymptotic formu-
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lae for the transition probability associated with the 1-dimensional quantum walks. Our formulae
explain the peculiar phenomena of the probability distribution on the whole interval [−1,1]
(Fig. 13) which is quite a bit different from the case of classical walks.
The quantum walk we consider is concerned with a particle with spin 1/2 whose position is
restricted to Z. To explain the set-up, we consider the Hilbert space
2
(
Z,C2
)= {f : Z → C2; ‖f ‖2 :=∑
y∈Z
∥∥f (y)∥∥2 < ∞}
with the inner product defined by
〈f,g〉 :=
∑
x∈Z
〈
f (x), g(x)
〉
, f, g ∈ 2(Z,C2),
where ‖ · ‖ and 〈·,·〉 are the standard norm and inner product on C2, respectively. For x ∈ Z and
u ∈ C2, define δx ⊗ u ∈ 2(Z,C2) by
(δx ⊗ u)(y) =
{
u (y = x),
0 (y 
= x).
Then, the set {δx ⊗ e1, δx ⊗ e2}x∈Z, where {e1, e2} denotes the standard basis in C2, forms an
orthonormal basis of 2(Z,C2). One has
∥∥f (y)∥∥2 = ∣∣〈f (y), e1〉∣∣2 + ∣∣〈f (y), e2〉∣∣2 = ∣∣〈f, δy ⊗ e1〉∣∣2 + ∣∣〈f, δy ⊗ e2〉∣∣2.
Let A ∈ SU(2), and write
A =
(
a b
−b a
)
, a, b ∈ C, |a|2 + |b|2 = 1. (1.1)
3 These figures are due to Dr. Takuya Machida, and who kindly allowed us to use these pictures.
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A = P +Q, P =
(
a 0
−b 0
)
, Q =
(
0 b
0 a
)
. (1.2)
A quantum walk is described by a unitary operator U : 2(Z,C2) → 2(Z,C2) defined by
(Uf )(x) = P (f (x + 1))+Q(f (x − 1)), f ∈ 2(Z,C2), x ∈ Z. (1.3)
For a vector ϕ ∈ C2 with ‖ϕ‖ = 1, the quantity
pn(ϕ;x, y) =
∥∥Un(δx ⊗ ϕ)(y)∥∥2, (1.4)
represents the transition probability that the particle with the initial state δx ⊗ ϕ is found at y
after the n-step evolution. The unitarity of the operator U and the assumption that ‖ϕ‖ = 1 tell
that the sequence {pn(ϕ;x, y)}y∈Z is a probability distribution on the lattice Z. As in the case of
classical random walks on Z, the transition probability has the property
pn(ϕ;x, y) = pn(ϕ;0, y − x), x, y ∈ Z. (1.5)
Thus it is enough to consider the case where x is the origin. Furthermore one can easily check
that pn(ϕ;0, y) = 0 when n+ y is odd or |y| > n. From now on, we set pn(ϕ;y) := pn(ϕ;0, y).
Our aim is to give asymptotic formulae for pn(ϕ;y) as n tends to infinity. When a = 0 or b = 0,
the distribution pn(ϕ;x) can be easily computed. In fact,
(1) if a = 0, we have p2n(ϕ;x) = δx,0 and p2n+1(ϕ;x) = |ϕ1|2δx,−1 + |ϕ2|2δx,1, and
(2) if b = 0, we have pn(ϕ;x) = |ϕ1|2δx,−n + |ϕ2|2δx,n,
where ϕ = t (ϕ1, ϕ2). Thus we only consider the case where ab 
= 0.
To state our main theorems, we define the function λA(ϕ) for ϕ ∈ C2 (‖ϕ‖ = 1) by
λA(ϕ) = |ϕ2|2 − |ϕ1|2 + 1|a|2 (abϕ1ϕ2 + abϕ1ϕ2), ϕ =
t (ϕ1, ϕ2) ∈ C2. (1.6)
It is shown in [5] that the probability measure,
dmn,ϕ =
∑
y∈Z
pn(ϕ;y)δy/n, (1.7)
converges weakly to the 1-dimensional distribution,
χ(−|a|,|a|)ρ(ξ) dξ, ρ(ξ) = |b|(1 + λA(ϕ)ξ)
π(1 − ξ2)√|a|2 − ξ2 , (1.8)
4 Some of authors (as in [4,5]) use the decomposition of the matrix A by the row vectors instead of the decomposi-
tion (1.2). See below.
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interval (−|a|, |a|). Roughly speaking, our asymptotic formulae for pn(ϕ;y) heavily depend on
the normalized position y/n according as
(1) y/n is inside the interval (−|a|, |a|),
(2) y/n stays around the wall; say, y/n ∼ ±|a|, or
(3) y/n is outside the interval; say, |y/n| > |a|.
It is interesting to point out that our formulae described below resemble the Plancherel–Rotach
formula for the Hermite functions (Theorem 8.22.9 in [7]), which tells us that the Hermite func-
tions are
(1) asymptotically oscillating when the position is in the classically allowed region,
(2) approximated by the Airy function around the wall of the potential, and
(3) exponentially decaying in the classically hidden region.
In this view,
(1) the interval (−|a|, |a|) is called the ‘allowed’ region,
(2) ±|a| is called the ‘wall’, and
(3) the outside of (−|a|, |a|) is called the ‘hidden’ region.
The precise statement for the ‘allowed’ region is stated as follows.
Theorem 1.1. Let α be a real number with 0 < α < |a|. Then, for the integers y satisfying
|ξn| α, ξn = y/n, (1.9)
we have
pn(ϕ;y) = (1 + (−1)
n+y)|b|
πn(1 − ξ2n )
√|a|2 − ξ2n
[
1 + λA(ϕ)ξn + OSCn(ξn)+O(1/n)
] (1.10)
as n → ∞ uniformly in y satisfying (1.9). Here OSCn(ξ) is a function of the form
A(ξ) cos
(
nθ(ξ)
)+B(ξ) sin(nθ(ξ)) (1.11)
with functions θ(ξ), A(ξ), B(ξ) defined by
θ(ξ) = 2 Cos−1
(√ |a|2 − ξ2
1 − ξ2
)
− 2ξ Sin−1
( |b|ξ
|a|√1 − ξ2
)
,
A(ξ) = 1|a|2|b|
(|ϕ2|2 − |ϕ1|2 − |a|2λA(ϕ))ξ√|a|2 − ξ2,
B(ξ) = − 1|a|2
(
ξ2 + |a|2λA(ϕ)ξ
)
. (1.12)
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fying
yn = nξ +O(1) (n → ∞), (1.13)
and the integers y in Theorem 1.1 can be replaced by such a sequence {yn}. Furthermore, if we
allow {n} to be a sequence of positive integers, then we can construct a sequence {yn} satisfying
yn = nξ +O(1/n) (n → ∞), (1.14)
by using the theory of continued fractions. For such a sequence satisfying (1.14), all of ξn in
(1.10) can be replaced by ξ .
The factor 1 + (−1)n+yn in the right-hand side of (1.10) comes from the fact that pn(ϕ;y)
vanishes when n+ y is odd.
Observe that the distribution function ρ(ξ) defined in (1.8) appears also in the asymptotic
formula (1.10) with the factor 1/n. In fact, from Theorem 1.1, one can deduce the following
corollary which is a special case of Theorem 1 in [5].
Corollary 1.2. Let α, β be real numbers with −|a| < α < β < |a|. Then we have
lim
n→∞
∑
y∈Z;αy/nβ
pn(ϕ;y) =
β∫
α
ρ(ξ) dξ, (1.15)
where the function ρ(ξ) is defined in (1.8).
The distribution pn(ϕ;y) mainly concentrates on the interval (−|a|n, |a|n) when n is large
enough. However, pn(ϕ;y) can be positive even when |y| |a|n. Hence it would be quite natural
to consider its asymptotic behavior for {yn} with yn ∼ ±n|a| or |yn| > n|a|.
Theorem 1.3. Suppose that a sequence of integers {yn} satisfies the following:
yn = ±n|a| + dn, dn = O
(
n1/3
)
. (1.16)
Then we have
pn(ϕ;yn) =
(
1 + (−1)n+yn)α2n−2/3∣∣Ai(±αn−1/3dn)∣∣2(1 ± |a|λA(ϕ))
+O(1/n), (1.17)
where α = (2/|a||b|2)1/3 and Ai(x) is the Airy function.
In the formula (1.17), the variable in the Airy function is bounded, and hence its leading term
is of order O(n−2/3).
The asymptotic formula in the ‘hidden’ region takes the following form.
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fies (1.13). Then we have
pn(ϕ;yn) = (1 + (−1)
n+yn)|b|
πn(1 − ξ2)√ξ2 − |a|2 e−nHQ(ξn)
(
G(ξ)+O(1/n)), (1.18)
where ξn = yn/n, G(ξ) is a smooth non-negative function in |a| < |ξ | < 1, and the function
HQ(ξ), which is positive and convex in this region, is given by
HQ(ξ) = 2|ξ | log
(|b||ξ | +√ξ2 − |a|2 )− 2 log(|b| +√ξ2 − |a|2 )
+ (1 − |ξ |) log(1 − ξ2)− 2|ξ | log |a|. (1.19)
This asymptotic formula tells that a large deviation property with the rate function HQ(ξ)
holds in the ‘hidden’ region. Indeed, we have the following as a direct consequence of Theo-
rem 1.4.
Corollary 1.5. Under the same assumption as in Theorem 1.4, we have
lim
n→∞
1
n
logpn(ϕ;yn) = −HQ(ξ), (1.20)
where n runs over positive integers such that n+ yn is even.
Here is a remark. As seen above, we have defined the unitary operator U by employing the
decomposition (1.2) in terms of the column vectors of A. Some authors use the decomposition
A = R + S, R =
(
a b
0 0
)
, S =
(
0 0
−b a
)
,
to define the unitary operator
(Vf )(x) := R(f (x + 1))+ S(f (x − 1)), f ∈ 2(Z,C2), x ∈ Z,
and the associated transition probability
qn(ψ;x) =
∥∥V n(δ0 ⊗ψ)(x)∥∥2, ψ ∈ C2, ‖ψ‖ = 1.
It is easy to see that VA∗ = A∗U on 2(Z,C2), and from this we have
qn(ψ;x) = pn(Aψ;x), x ∈ Z, ψ ∈ C2, ‖ψ‖ = 1.
Hence the use of different decompositions does not cause any significant differences in conclu-
sion.
We close Introduction by mentioning the strategy to prove Theorems 1.1, 1.3, 1.4 and the
organization of the present paper. First, we express the transition probability pn(ϕ;y) as the sum
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pn(ϕ;y) =
∣∣〈Un(δ0 ⊗ ϕ), δy ⊗ e1〉∣∣2 + ∣∣〈Un(δ0 ⊗ ϕ), δy ⊗ e2〉∣∣2. (1.21)
Thus it is enough to find asymptotic formula for the transition amplitudes 〈Un(δ0 ⊗ϕ), δy ⊗ ei〉
(i = 1,2). The starting point is the following integral formula
〈
Un(δ0 ⊗ ϕ), δy ⊗ψ
〉

= 1
2πi
∫
C
z−y−1
〈
A(z)nϕ,ψ
〉
dz
= ω
−y
2πi
∫
C
z−y−1
〈
A(ωz)nϕ,ψ
〉
dz, (1.22)
where ω = a/|a| and ψ ∈ C2 with ‖ψ‖ = 1. The contour C is a simple closed path around the
origin, and the matrix A(z) is defined by
A(z) := Pz−1 +Qz =
(
az−1 bz
−bz−1 az
)
=
(
a b
−b a
)(
z−1 0
0 z
)
. (1.23)
The integral formula (1.22) was also used in [2] to obtain the weak limit of the probability
measure (1.7) by considering the r-th moment of (1.7). Our strategy is to analyze the integral
(1.22) by using a refined method of stationary phase due to Hörmander (Theorem 7.7.5 in [3]).
Indeed, applying this method to the case where the contour C is the unit circle, one can prove
Theorem 1.1 (Section 2). When y/n stays around the wall, the phase function for this integral has
degenerate critical points. But the third derivatives at the critical points do not vanish, and we can
use the argument given in the proof of Theorem 7.7.18 in [3] to prove Theorem 1.3 (Section 3).
Finally, we change the contour C in the integral (1.22) to pick up a suitable critical point of the
phase function and apply again the refined method of stationary phase. A detail of the proof of
Theorem 1.4 is given in Section 4.
2. Asymptotics in the allowed region
This section gives a proof of Theorem 1.1. To analyze the integral (1.22), we use a diagonal-
ization of the matrix A(ωz). The characteristic equation of the matrix A(ωz) is given by
λ2 − 2|a|φ(z)λ + 1 = 0, (2.1)
where, for z ∈ C \ {0}, we set φ(z) = (z + z−1)/2. Thus the matrix A(ωz) is diagonalizable
except when the parameter z satisfies φ(z) = ±1/|a|, or equivalently, when
z = 1 ± |b||a| , −
1 ± |b|
|a| . (2.2)
Define the function λ(z) by
λ(z) = |a|φ(z) + i
√
1 − |a|2φ(z)2, (2.3)
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D = C \ {x ∈ R; |x| (1 − |b|)/|a| or |x| (1 + |b|)/|a|}. (2.4)
Then, for z ∈ D, the eigenvalues of A(ωz) are λ(z) and λ(z)−1, where
λ(z)−1 = |a|φ(z) − i
√
1 − |a|2φ(z)2. (2.5)
From (2.3), (2.5), we have λ(−z) = −λ(z)−1 for z ∈ D. Since (1 − |b|)/|a| < 1 < (1 + |b|)/|a|,
the function λ(z) is holomorphic around the unit circle. In the rest of this section, we take the
unit circle S1 for the contour C in the integral (1.22). Note that λ(z) ∈ S1 for each z ∈ S1. Define
the unit vector u(z) ∈ C2 for z ∈ S1 by
u(z) = 1
p(z)
(
ab
|a|z
λ(z)− |a|z
)
, p(z) =
√
|b|2 + ∣∣λ(z)− |a|z∣∣2.
For ψ ∈ C2 with ‖ψ‖ = 1, define a vector Jψ ∈ C2 by
Jψ =
(−ψ2
ψ1
)
, ψ =
(
ψ1
ψ2
)
.
The matrix [ψ,Jψ] formed by two column vectors ψ , Jψ is in SU(2). We may easily check
A(ωz)u(z) = λ(z)u(z), A(ωz)Ju(z) = λ(z)Ju(z).
Thus any ϕ ∈ C2 is represented as ϕ = 〈ϕ,u(z)〉u(z) + 〈ϕ,Ju(z)〉Ju(z), and hence the integral
formula (1.22) becomes
〈
Un(δ0 ⊗ ϕ), δy ⊗ψ
〉

= ω
−y
2πi
∫
|z|=1
z−y−1λ(z)nfψ(z) dz
+ ω
−y
2πi
∫
|z|=1
z−y−1λ(z)ngψ(z) dz, (2.6)
where we set
fψ(z) =
〈
ϕ,u(z)
〉〈
u(z),ψ
〉
, gψ(z) =
〈
ϕ,Ju(z)
〉〈
Ju(z),ψ
〉
. (2.7)
Lemma 2.1. For any z ∈ S1, we have fψ(−z) = gψ(z).
Proof. The vector u(−z) is an eigenvector of A(−ωz) = −A(ωz) with the eigenvalue λ(−z).
Note that, for z ∈ S1, we have λ(−z) = −λ(z)−1 = −λ(z). Thus we see that A(ωz)u(−z) =
λ(z)u(−z), which means that u(−z) is an eigenvector of A(ωz) with the eigenvalue λ(z). But,
Ju(z) is also an eigenvector with the same eigenvalue λ(z). Hence, there exists a constant
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fψ(−z) =
〈
ϕ, c(z)Ju(z)
〉〈
c(z)Ju(z),ψ
〉= c(z)c(z)〈ϕ,Ju(z)〉〈Ju(z),ψ 〉= gψ(z). 
On the unit circle, the function λ(z) can be written as
λ
(
eit
)= |a| cos t + i√1 − |a|2 cos2 t = eiμ(t), t ∈ R, (2.8)
where we set
μ(t) = Cos−1(|a| cos t). (2.9)
Note that 0 μ(t) π . Define
J (n, y) = J (ψ,n, y) := 1
2πi
∫
|z|=1
z−y−1λ(z)nfψ(z) dz
= 1
2π
π∫
−π
e−iyt+inμ(t)fψ
(
eit
)
dt. (2.10)
Then, from Lemma 2.1, it follows that
〈
Un(δ0 ⊗ ϕ), δy ⊗ψ
〉

= ω−y(1 + (−1)n+y)J (ψ,n, y). (2.11)
Theorem 1.1 will be deduced easily from the following proposition.
Proposition 2.2. Define the function t (η) on the open interval (−|a|, |a|) by
t (η) = Sin−1
( |b|η
|a|√1 − η2
)
, |η| < |a|. (2.12)
Let α be a real number with 0 < α < |a|. Then, for the integers y satisfying (1.9), we have
〈
Un(δ0 ⊗ ϕ), δy ⊗ψ
〉

= (1 + (−1)n+y)ω−y
√
|b|
2πn(1 − ξ2n )
√|a|2 − ξ2n
× {ein[μ(t (ξn))−ξnt (ξn)]+πi/4fψ(eit (ξn))
+ e−in[μ(t (ξn))−ξnt (ξn)]−πi/4gψ
(
e−it (ξn)
)+O(1/n)} (2.13)
uniformly in y satisfying (1.9).
Proof. For η with −|a| < η < |a|, we set
t1(η) =
{
π − t (η) (η 0),
−π − t (η) (η < 0).
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ε < min{(π − 2t (α))/6, (|a| − α)/2,π/8}. Take a function χ(t) ∈ C∞0 (−π/4,π/4) such that
χ(t) = 1 for |t | ε and χ(t) = 0 for |t | 2ε. We set χn(t) = 1 − χ(t − t (ξn)) − χ(t − t1(ξn)),
where, as in (1.9), we set ξn = y/n. Note that t (η) = t1(η) if and only if η = ±|a|. The function
χ(t) is chosen so that χn(t) = 0 near t = t (ξn) and t = t1(ξn). The integral (2.10) can be written
in the form
J (ψ,n, y) = e−iyt (ξn)J0(n)+ (−1)n+yeiyt (ξn)J1(n)+R(n),
where J0(n), J1(n) and R(n) are given by
J0(n) = 12π
π∫
−π
ein[μ(t+t (ξn))−ξnt]fψ
(
ei(t+t (ξn))
)
χ(t) dt,
J1(n) = 12π
π∫
−π
e−in[μ(t−t (ξn))+ξnt]gψ
(
ei(t−t (ξn))
)
χ(t) dt,
R(n) = 1
2π
t(ξn)+2π∫
t (ξn)
ein[μ(t)−ξnt]fψ
(
eit
)
χn(t) dt.
Note that, in the above, we have used
μ
(
t + t1(η)
)= π −μ(t − t (η)), fψ(ei(t+t1(η)))= gψ(ei(t−t (η))),
which is easily shown by using Lemma 2.1 and the definition of μ(t). To use the method of
stationary phase, we need the first and the second derivatives of μ(t), which are given by
μ′(t) = |a| sin t√
1 − |a|2 cos2 t , μ
′′(t) = |a||b|
2 cos t
(1 − |a|2 cos2 t)3/2 . (2.14)
From (2.14), μ′(t) = η if and only if t = t (η) or t = t1(η). Let c0 > 0 be the minimum of the
function |μ′(t)− η| on the complement of the set
{
(η, t); ∣∣t − t (η)∣∣< ε, |η| < α + ε}∪ {(η, t); ∣∣t − t1(η)∣∣< ε, |η| < α + ε}
in the rectangle [−|a|, |a|] × [−π,π]. Then we have |μ′(t)− ξn| c0 near the support of χn(t).
In the integral R(n), we extend χn(t) as a function on R so as to be zero for t  t (ξn) + 2π
and for t  t (ξn). Then it is still smooth depending on the parameters n and y. The support of
the function χn(t) on R, so obtained, is contained in the bounded interval [−t (α), t (α) + 2π].
Note that, each higher derivative of χn(t) is bounded uniformly in n and y, and hence we see
R(n) = O(n−∞) by Theorem 7.7.1 in [3]. Since μ′(−t) = −μ′(t), it is clear that the functions
μ(t ± t (ξ)) ∓ ξ t have critical points only at t = 0 in a neighborhood of the support of χ(t).
A direct computation gives
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(
t (η)
)= μ′′(−t (η))= (1 − η2)
√|a|2 − η2
|b| ,
which shows that the critical point t = 0 of the functions μ(t ± t (ξ))∓ ξ t is non-degenerate. The
derivatives of functions fψ(ei(t+t (ξn)))χ(t) and gψ(ei(t−t (ξn)))χ(t) are bounded uniformly in n,
we can apply Theorem 7.7.5 in [3] to obtain
J (ψ,n, y) = 1√
2πnμ′′(t (ξn))
[
ein[μ(t (ξn))−ξnt (ξn)]+πi/4fψ
(
eit (ξn)
)
+ (−1)n+ye−in[μ(t (ξn))−ξnt (ξn)]−πi/4gψ
(
e−it (ξn)
)+O(1/n)].
Note that, in the above, the term O(1/n) is uniform in y satisfying (1.9). Thus, multiplying
the above by ω−y(1 + (−1)n+y) and simplifying the terms involving (−1)n+y , we get the for-
mula (2.13). 
Proof of Theorem 1.1. Put fi(η) = fei (eit (η)), gi(η) = gei (e−it (η)) (i = 1,2), where {e1, e2} is
the standard basis in C2. Define
zn = ein[μ(t (ξn))−ξnt (ξn)]+iπ/4, ξn = yn/n. (2.15)
Taking the modulus square of (2.13) for ψ = e1 and ψ = e2 and summing up them, we get
pn(ϕ;y) = (1 + (−1)
n+y)|b|
πn(1 − ξ2n )
√|a|2 − ξ2n
[∣∣znf1(ξn)+ zng1(ξn)∣∣2
+ ∣∣znf2(ξn)+ zng2(ξn)∣∣2 +O(1/n)]
= (1 + (−1)
n+y)|b|
πn(1 − ξ2n )
√|a|2 − ξ2n
[∣∣f1(ξn)∣∣2 + ∣∣f2(ξn)∣∣2
+ ∣∣g1(ξn)∣∣2 + ∣∣g2(ξn)∣∣2 + OSCn(ξn)+O(1/n)],
where the function OSCn(η) is given by
OSCn(η) = e2in[μ(t (η))−ηt (η)]+iπ/2
(
f1(η)g1(η)+ f2(η)g2(η)
)
+ e−2in[μ(t (η))−ηt (η)]−iπ/2(f1(η)g1(η)+ f2(η)g2(η)). (2.16)
Now, a simple, but a little bit long computation gives
∣∣f1(η)∣∣2 + ∣∣f2(η)∣∣2 + ∣∣g1(η)∣∣2 + ∣∣g2(η)∣∣2 = 1 + η
(
|ϕ2|2 − |ϕ1|2 + 1|a|2 (abϕ1ϕ2 + abϕ1ϕ2)
)
,
which proves the asymptotic formula (1.10), and the formulas (1.11), (1.12) follow directly
from (2.16). 
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In this section we give a proof of Theorem 1.3. As in the previous section, we take the unit
circle S1 for a contour C in (1.22). However, the phase functions μ(t) ∓ |a|t , which appear in
the integral (2.10), have degenerate critical points, and thus we cannot use Theorem 7.7.5 in [3].
Instead one could use Theorem 7.7.18 in [3] directly to obtain the following proposition.
Proposition 3.1. Suppose that a sequence of integers {yn} satisfies (1.16) Then we have
〈
Un(δ0 ⊗ ϕ), δyn ⊗ψ
〉

= ω−yneiπ(n∓yn)/2(1 + (−1)n+yn)fψ(±i)αn−1/3 Ai(±αn−1/3dn)+O(n−2/3), (3.1)
where α = (2/|a||b|2)1/3, and Ai(x) is the Airy function defined by
Ai(x) = 1
2π
∞∫
−∞
eiξ
3/3+iξx dξ.
Proof. For simplicity, we consider only the case where yn = |a|n + dn with the assumption
dn = O(n1/3). We need to analyze J (ψ,n, yn) defined in (2.10). For this sake, take a function
ρ(t) ∈ C∞0 (−π/4,π/4) satisfying ρ(t) = 1 near t = 0. Set ρ1(t) = 1 − ρ(t), and write
J (ψ,n, yn) = J1(n)+ J2(n), J1(n) = e
−iπyn/2
2π
3π/2∫
−π/2
einφ(t)+idntρ(t)fψ
(
ie−it
)
dt,
where the integral J2(n) is defined by replacing ρ(t) with ρ1(t) in the definition of J1(n), and
the function φ is given by
φ(t) = μ(−t + π/2)+ |a|t.
The derivatives of φ up to the third order are given by
φ′(t) = − |a| cos t
(1 − |a|2 sin2 t)1/2 + |a|, φ
′′(t) = |a||b|
2 sin t
(1 − |a|2 sin2 t)3/2 ,
φ′′′(t) = |a||b|
2 cos t (1 + 2|a|2 sin2 t)
(1 − |a|2 sin2 t)5/2 .
Thus, on the interval [−π/2,3π/2], φ′(t) = 0 if and only if t = 0, and we have
φ(0) = π/2, φ′(0) = φ′′(0) = 0,′ φ′′′(0) = |a||b|2 > 0.
Since φ′(t) 
= 0 on the support of ρ1(t), a standard argument involving an integration by parts
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φ(t) = π/2 + t3A(t), A(t) = 1
2
1∫
0
(1 − x)2φ′′′(xt) dx.
Note that A(0) = |a||b|2/6 > 0. Set B(t) := (3A(t))1/3t on a small neighborhood of t = 0. Then
we have
φ(t) = π/2 +B(t)3/3, B(0) = 0, B ′(0) = α−1 = (|a||b|2/2)1/3 > 0. (3.2)
Choosing ρ(t) whose support is small enough, we may suppose that B ′(t) > 0 near the support
of ρ(t). A change of variable leads us to
J1(n) = e
iπ(n−yn)/2
2π
∫
ein(s
3/3+dnB−1(s)/n)u(s) ds,
u(s) = ρ(B
−1(s))fψ(ie−iB
−1(s))
B ′(B−1(s))
. (3.3)
Taking ρ(t) whose support is small enough if necessary, we may suppose that u(s) is a compactly
supported smooth function. One can now apply Theorem 7.7.18 in [3] directly to the integral
J1(n) to finish the proof. For the sake of completeness, we shall give a detail. Define a function
ϕ(s, r) by
ϕ(s, r) = s3/3 + rB−1(s). (3.4)
Since
ϕ(0,0) = (∂sϕ)(0,0) =
(
∂2s ϕ
)
(0,0) = 0, (∂3s ϕ)(0,0) = 2,
we can apply Theorem 7.5.13 in [3] which tells that there exists smooth real-valued functions
T (s, r), a(r), b(r) defined on a neighborhood of (s, r) = (0,0) satisfying
a(0) = b(0) = T (0,0) = 0, (∂sT )(0,0) > 0,
ϕ(s, r) = 1
3
T (s, r)3 + a(r)T (s, r) + b(r). (3.5)
By (3.4), the functions T , a, b have the properties
T (s,0) = s, a′(0) = α, b′(0) = 0. (3.6)
Indeed, setting r = 0 in the second line of (3.5), we have T (s,0) = s. Computing the derivative
(∂rϕ)(s,0), we also get
B−1(s) = b′(0)+ a′(0)s + s2(∂rT )(s,0).
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a smooth function s(t, r), defined on a neighborhood of (t, r) = (0,0) such that T (s(t, r), r) = t .
Since T (s,0) = s, we have s(0,0) = 0, (∂t s)(0,0) = 1, (∂2t s)(0,0) = 0. A change of variables
in the integral (3.3) gives
J1(n) = e
iπ(n−yn)/2
2π
∫
ein(t
3/3+a(βn)t+b(βn))v(t, βn) dt,
v(t, r) = u(s(t, r))(∂t s)(t, r), (3.7)
where we set βn = dn/n which is of order O(n−2/3). Choosing ρ(t) whose support is small
enough, one can assume that the function v(t, r) is compactly supported around (t, r) = (0,0).
Thus we can choose a function χ(t) ∈ C∞0 (R) such that 0  χ(t)  1 and χ(t) = 1 when
v(t, r) 
= 0, and hence v(t, r) = χ(t)v(t, r). The Malgrange preparation theorem (Theorem 7.5.6
in [3]) tells that there are smooth functions q(t, r), c(r), d(r) satisfying
v(t, r) = q(t, r)(t2 + a(r))+ c(r)t + d(r). (3.8)
Note that v(0,0) = u(0), (∂t v)(0,0) = u′(0) where the function u(s) is defined in (3.3). Thus
we have
d(0) = u(0), c(0) = u′(0). (3.9)
Inserting (3.8) into (3.7) and integrating by parts, we obtain
J1(n) = e
iπ(n−yn)/2
2π
einb(βn)
(
d(βn)
∫
ein(t
3/3+a(βn)t)χ(t) dt + c(βn)
∫
ein(t
3/3+a(βn)t)tχ(t) dt
− 1
in
∫
ein(t
3/3+a(βn)t)∂t
(
χ(t)q(t, βn)
)
dt
)
. (3.10)
The last term in (3.10) is of order O(1/n). For the first and the second integrals, a change of
variables shows∫
ein(t
3/3+a(βn)t)χ(t) dt = 2πn−1/3 Ai(n2/3a(βn))
− n−1/3
∫
ei(t
3/3+n2/3a(βn)t)(1 − χ(n−1/3t))dt,∫
ein(t
3/3+a(βn)t)tχ(t) dt = −2πin−2/3 Ai′(n2/3a(βn))
− n−2/3
∫
ei(t
3/3+n2/3a(βn)t)t
(
1 − χ(n−1/3t))dt. (3.11)
By the assumption βn = dn/n = O(n−2/3) and the properties (3.5), (3.6), we have
Ai
(
n2/3a(βn)
)= Ai(n2/3αβn)+O(n2/3β2n)= Ai(αn−1/3dn)+O(n−2/3). (3.12)
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O(n−2/3). To estimate each integral in the right-hand side of (3.11), we need the following
lemma.
Lemma 3.2. Let an be a sequence of real numbers such that an → 0 as n → ∞. Let 0 < δ < c,
ε > 0 be constants satisfying δ < 1, δ + ε < c− ε, and χ(s) be a smooth function on R such that
χ(s) = 1 for |s| δ + ε and χ(s) = 0 for |s| c − ε. Then the integrals
∫
ein(s
3/3+ans)(1 − χ(s))ds, ∫ ein(s3/3+ans)s(1 − χ(s))ds, (3.13)
are of order O(n−∞) as n → ∞.
Assuming Lemma 3.2, one sees that the integrals in the right-hand side of (3.11) is of order
O(n−∞). Using d(βn) = u(0)+O(n−2/3) and nb(βn) = O(nβ2n) = O(n−1/3), we get
J1(n) = e
iπ(n−yn)/2
2π
einb(βn)
(
2πn−1/3u(0)Ai
(
αn−1/3dn
)+O(n−2/3))
= eiπ(n−yn)/2n−1/3u(0)Ai(αn−1/3dn)+O(n−2/3).
By the definition (3.3) of u(s), we have u(0) = αfψ(i), and hence we conclude the proof. 
Proof of Lemma 3.2. For the integrals (3.13), the integrals on the negative real line have the
same form as the integrals on the positive real line except the sign of n. Thus it is enough to
prove that the integrals
R1(n) :=
∞∫
0
einψn(s)
(
1 − χ(s))ds, R2(n) :=
∞∫
0
einψn(s)s
(
1 − χ(s))ds
are of order O(n−∞), where we set ψn(s) = s3/3 + ans. We give a detail only for the integral
R2(n) since the arguments for R1(n) is the same. We may assume |an| < δ2/2 for every n. Take
R > c and write R2(n) = S(n,R)+ T (n,R), where
S(n,R) =
R∫
δ
einψn(s)s
(
1 − χ(s))ds, T (n,R) =
∞∫
R
einψn(s)s ds.
Since ψ ′(s) = s2 + an 
= 0 for δ  s, we can use the differential operator ψ ′(s)−1(d/ds) to
perform an integration by parts, and get
S(n,R) = Re
inψn(R)
in(R2 + an) −
1
in
R∫
einψn(s)
s∂s[(1 − χ(s))]
s2 + an dsδ
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R∫
δ
einψn(s)
(
1 − χ(s)) −s2 + an
(s2 + an)2 ds,
where we have used that χ(R) = 0 and χ(δ) = 1. By the assumptions of χ(t), the function
∂s(1 − χ(s)) = −χ ′(s) has a compact support on the interval (δ,R), and hence the integral
in the second term is of order O(n−∞). Repeating this procedure, we have, for any N > 0,
an expression of the form
S(n,R) =
N−1∑
k=0
qk+1(R)einψn(R)
(in)k+1(R2 + an)2k+1 +
1
(in)N
R∫
δ
einψn(s)
(
1 − χ(s)) qN+1(s)
(s2 + an)2N ds
+O(n−∞),
where qk(s) is a polynomial of degree at most k independent of R. Note that the estimate
O(n−∞) does not depend on R (but depends on N ). From this expression, it is easy to show
that
S
(
n,nN−1
)= O(n−N ).
Next, let us consider the integral T (n,R). We set f (ζ ) = ζein(ζ 3/3+anζ ), ζ ∈ C. We take L > 0
and η > 0 such that R <L and 0 < η < c/2. Integrating f (ζ ) on the rectangle determined by R,
L, L+ iη, R + iη and letting L → ∞, we have
T (n,R) =
∞∫
R
f (s + iη) ds + i
η∫
0
f (R + it) dt. (3.14)
It is clear that
∣∣f (R + it)∣∣ CRe−n(R2t−t3/3+ant)  CRe−nR2t/2, 0 t  η,
where C > 0 is a constant independent of n, R, and R > 0 is chosen so that R2 − δ2 > 2η2. Thus
the integral in the second term in (3.14) is of order O(1/R). The first term in (3.14) is estimated
as
∞∫
R
∣∣f (s + iη)∣∣ds  C
∞∫
R
se−nη(s2−η2/3+an) ds  Cn−1e−nη(R2−η2/3+an).
Thus, if we take R = nk with k > 1, then the first term in (3.14) is of order O(n−1e−ηn2k+1/2),
and hence T (n,nN−1) = O(n−N+1). Therefore, we get
R2(n) = S
(
n,nN
)+ T (n,nN )= O(n−N )
for any N > 0, which gives the assertion. 
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fe1(±i) =
|b|2
2(1 ± |a|)ϕ1 ±
ab
2|a|ϕ2, fe2(±i) = ±
ab
2|a|ϕ1 +
1 ± |a|
2
ϕ2,
and hence we have
∣∣fe1(±i)∣∣2 + ∣∣fe2(±i)∣∣2 = 12 ± |a|2
(
|ϕ2|2 − |ϕ1|2 + abϕ1ϕ2 + abϕ1ϕ2|a|2
)
= 1
2
(
1 ± |a|λA(ϕ)
)
.
Taking the modulus square of (3.1) for ψ = e1, e2 and summing up them, we con-
clude (1.17). 
4. Asymptotics in the hidden region
The purpose of this section is to prove Theorem 1.4. As in the previous sections, we first
handle the transition amplitude.
Proposition 4.1. Let ξ satisfy |a| < |ξ | < 1, and suppose that a sequence of integers {yn} satis-
fies (1.13). Then we have
〈
Un(δ0 ⊗ ϕ), δyn ⊗ψ
〉

= (1 + (−1)n+yn)ω−yn e−nHQ(ξn)/2√
2πn
×
√
|b|
(1 − ξ2)√ξ2 − |a|2 eπi(n−|yn|)/2
(
Fψ(ξ)+O(1/n)
)
, (4.1)
where ξn = yn/n and Fψ(ξ) is a smooth function in |a| < |ξ | < 1 which is given in (4.36),
(4.37), and HQ(ξ) is a convex positive-valued function defined in (1.19).
In the previous sections, we have taken the unit circle for a contour C in the formula (1.22).
The phase function, however, has no critical points when the parameter ξ is outside the interval
(−|a|, |a|). Therefore, it would be reasonable to change the contour C to pick up a suitable
critical point. Here a ‘phase function’ means essentially the logarithm of the eigenvalues of the
matrix A(ωz).
Before proceeding to the details, let us give a rough description of the phase function and
its critical points. Recall that, when z ∈ C \ 0 does not coincide with the values in (2.2), the
matrix A(ωz) is diagonalizable. Hence, by diagonalizing A(ωz), (1.22) is expressed as a linear
combination of integrals of the form∫
C
z−y−1λ(z)nf (z) dz,
where f (z) is holomorphic on a domain containing C, and λ(z) is an eigenvalue of A(ωz) (we
assume here that λ(z) is also holomorphic). By expressing the path C by a function z = z(t) with
z′(t) 
= 0, the integral above is written as
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∫
enΦ(t)f
(
z(t)
)z′(t)
z(t)
dt, Φ(t) = logλ(z(t))− η log z(t),
where we set η = y/n. The critical point c of the ‘phase function’ Φ(t) satisfies the equation,
z
λ′(z)
λ(z)
− η = 0 (z = z(c)). (4.2)
Our strategy is to change the path C so that it passes through a point satisfying Eq. (4.2) and is
to use Theorem 7.7.5 in [3]. To make it possible, we need to cut the complex plane so as to be
able to take the eigenvalue λ(z) depending holomorphically on z.
In what follows, we divide the discussion into the following three cases:
(A)
1√
1 + |b|2 < |ξ | < 1, (B) |a| < |ξ | <
1√
1 + |b|2 ,
(C) |ξ | = 1√
1 + |b|2 . (4.3)
In the rest of this section, the following two functions play important roles:
D(η) := |b| +
√
η2 − |a|2√
1 − η2 , r(η) :=
|b|η +√η2 − |a|2
|a|√1 − η2
(|a| < |η| < 1). (4.4)
Note that one has
D(η)−1 = |b| −
√
η2 − |a|2√
1 − η2 , r(η)
−1 = |b|η −
√
η2 − |a|2
|a|√1 − η2 .
The function HQ(η) defined in (1.19) can be expressed as
HQ(η)/2 = η log
∣∣r(η)∣∣− logD(η) = |η| log r(|η|)− logD(η). (4.5)
4.1. Proof of Proposition 4.1 for the region (A)
In this subsection, we assume that the parameter ξ in the statement of Proposition 4.1 is in the
region (A).
4.1.1. Some lemmas
Let ψA(ζ ) be a function in ζ ∈ C \ [−1,1] defined by
ψA(ζ ) = ζ + (ζ − 1)
√
ζ + 1
ζ − 1 ,
where the branch of the square root is chosen so that it is positive on the positive real axis.
The function φ(z) = (z + z−1)/2 maps the domain {|z| > 1} conformally and injectively onto
C \ [−1,1], and the function ψA(ζ ) is its inverse. Thus, if we set
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(|a|φ(z)), z ∈ DA,
then the eigenvalues of A(ωz) are given by λA(z) and λA(z)−1, where the domain DA is defined
by
DA := C \
(
S1 ∪ {0} ∪ [−(1 + |b|)/|a|,−(1 − |b|)/|a|]∪ [(1 − |b|)/|a|, (1 + |b|)/|a|]).
The function λA(z) is obviously holomorphic on the domain DA. Define the vectors uA(z),
vA(z) ∈ C2 by
uA(z) =
( ab
|a|z
λA(z) − |a|z−1
)
, vA(z) =
( ab
|a|z
λA(z)
−1 − |a|z−1
)
. (4.6)
One can easily check that the vector uA(z) (resp. vA(z)) is an eigenvector of A(ωz) with the
eigenvalue λA(z) (resp. λA(z)−1). For any ϕ = (ϕ1, ϕ2) ∈ C2, we set
ϕ1A(z) = |a|(|a|z
−1 − λA(z)−1)ϕ1 + abzϕ2
abz(λA(z)− λA(z)−1) ,
ϕ2A(z) = −|a|(|a|z
−1 − λA(z))ϕ1 + abzϕ2
abz(λA(z)− λA(z)−1) (4.7)
so that
ϕ = ϕ1A(z)uA(z)+ ϕ2A(z)vA(z), z ∈ DA. (4.8)
For ψ ∈ C2, we set
fAψ(z) = ϕ1A(z)
〈
uA(z),ψ
〉
, gAψ(z) = ϕ2A
〈
vA(z),ψ
〉
. (4.9)
Then the integral formula (1.22) is written as
〈
Un(δ0 ⊗ ϕ), δy ⊗ψ
〉

= ω−y(IA1(n)+ IA2(n)),
IA1(n) = 12πi
∫
C
z−y−1λA(z)nfAψ(z) dz,
IA2(n) = 12πi
∫
C
z−y−1λA(z)−ngAψ(z) dz. (4.10)
Lemma 4.2. Let η ∈ R with |a| < |η| < 1. Then the solutions of Eq. (4.2) with λ(z) = λA(z),
z ∈ DA, are given by z = ±ir(η), where r(η) is defined in (4.4).
Proof. Since ψ ′A(ζ ) = ψA(ζ )ζ−1
√
(ζ − 1)/(ζ + 1), we have
z
λ′A(z)
λ (z)
= |a|μ(z)|a|φ(z) − 1
√
|a|φ(z) − 1
|a|φ(z) + 1 , μ(z) =
z − z−1
2
. (4.11)
A
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φ(z)2 = −(η2 − |a|2)/|a|2(1 − η2). Hence z is of the form z = iy with a real number y. Since
φ(iy) = iμ(y), we see μ(y) = ±√η2 − |a|2/|a|√1 − η2. Since
√
ir − 1
ir + 1 =
⎧⎨
⎩
r+i√
r2+1 (r > 0),
− r+i√
r2+1 (r < 0),
we have φ(y) = ±|b|η/|a|√1 − η2. Our claim is a consequence of the relation y = μ(y) +
φ(y). 
The following lemma is used to find a suitable contour C in (4.10).
Lemma 4.3. Let r > (1 + |b|)/|a| or 0 < r < (1 − |b|)/|a|. Then we have
∣∣λA(±r)∣∣ ∣∣λA(reit)∣∣ ∣∣λA(±ir)∣∣ (−π  t  π).
The equality in the first inequality holds if and only if t = 0,±π , and the equality in the second
holds if and only if t = ±π/2.
Proof. Let r > (1+|b|)/|a|, and let Cr be the circle of radius r centered at the origin. The image
of Cr under the map φ(z) = (z + z−1)/2 is the following ellipse
φ(Cr) : φ
(
reit
)= φ(r) cos t + iμ(r) sin t (−π  t  π),
and thus the curve |a|φ(Cr) is also an ellipse, where, as before, we set μ(z) = (z− z−1)/2. Take
two positive numbers x, y such that
φ(x) = |a|φ(r), μ(y) = |a|μ(r), x, y > 1.
The numbers x, y satisfying the above are uniquely determined. The ellipse |a|φ(Cr) lies outside
φ(Cx) and inside φ(Cy). Furthermore |a|φ(Cr) is tangent to φ(Cx) at the points ±|a|φ(r) =
±φ(x), and tangent to φ(Cy) at the points ±i|a|μ(r) = ±iμ(y). Hence the curve λA(Cr) =
ψA(|a|φ(Cr)) lies between the two circles Cx , Cy . Since the map ψA is conformal, the curve
λA(Cr) is tangent to Cx at ±x from the outside of Cx and is tangent to Cy at ±iy from the inside
of Cy . Thus we have x  |λA(reit )| y. Since φ(iy) = iμ(y), we see
±iy = ψA
(
φ(±iy))= ψA(±iμ(y))= ψA(±i|a|μ(r))= ψA(|a|φ(±ir))= λA(±ir),
and similarly ±x = λA(±r). This proves the desired inequalities. The conditions for the equal-
ities are a consequence of the fact that the curve λA(Cr) is tangent to Cx only at ±x and to Cy
only at ±iy. Next, let us consider the case where 0 < r < (1 − |b|)/|a|. Since |a|/(1 − |b|) =
(1 + |b|)/|a|, we have (1 + |b|)/|a| < r−1. Thus, from what we have just proved for the case
where r > (1 + |b|)/|a|, we see
∣∣λA(±r−1)∣∣ ∣∣λA(r−1eit)∣∣ ∣∣λA(±ir−1)∣∣.
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inequality, we obtain the desired inequalities together with the conditions for the equalities. 
4.1.2. Proof of (4.1) for the case ξ > 0 in the region (A)
The condition 1/
√
1 + |b|2 < ξ < 1 is equivalent to the inequality (1 + |b|)/|a| < r(ξ). Set
ξn = yn/n as in the statement of Proposition 4.1 and take the circle Cn = Cr(ξn) of radius r(ξn)
for the contour C in (4.10). Since ξn → ξ as n → ∞, we have r(ξn) > (1 + |b|)/|a| for every
sufficiently large n. The integral IA1(n) with y = yn defined in (4.10) can be written in the form
IA1(n) = e
−n[ξn log r(ξn)−logD(ξn)]
2π
π∫
−π
e−iynt
[
λA(r(ξn)e
it )
D(ξn)
]n
fAψ
(
r(ξn)e
it
)
dt
= e
−nHQ(ξn)/2
2π
π∫
−π
e−iynt
[
λA(r(ξn)e
it )
D(ξn)
]n
fAψ
(
r(ξn)e
it
)
dt,
where D(ξ) is defined in (4.4) and we have used (4.5). A direct computation shows
λA
(±ir(η))= ±iD(η), |a| < |η| < 1. (4.12)
By Lemma 4.3, for each η with 1√
1+|b|2 < η < 1, we have the inequality |λA(r(η)e
it )/
D(η)| 1, and the equality holds if and only if t = ±π/2 on the interval [−π,π]. Take a function
χ(t) ∈ C∞0 (−π/4,π/4) with χ(t) = 1 near t = 0. Setting χ1(t) = 1−χ(t −π/2)−χ(t +π/2),
the integral IA1(n) can be written as
IA1(n) = e−nHQ(ξn)/2
(
A+(n)+A−(n)+R(n)
)
,
where we set
A±(n) = e
∓iπyn/2
2π
∫
e−iyntfAψ
(±ir(ξn)eit)χ(t)
[
λA(±ir(ξn)eit )
D(ξn)
]n
dt,
R(n) = 1
2π
∫
e−iyntfAψ
(
r(ξn)e
it
)
χ1(t)
[
λA(r(ξn)e
it )
D(ξn)
]n
dt.
We can choose a positive constant 0 < c < 1 such that
∣∣∣∣λA(r(ξn)eit )D(ξn)
∣∣∣∣ c
for every n and every t near the support of χ1(t). Setting R = − log c > 0, we see |R(n)| =
O(e−nR). Next, take a look at the integrals A±(n). By (4.12), one can take χ(t) having a support
so small that a branch of the logarithm log(λA(±ir(ξn)eit )) exists near the support of χ(t). Then
the integrals A±(n) are written as
A±(n) = e
∓iπyn/2 ∫
enΦ±(ξn,t)fAψ
(±ir(ξn)eit)χ(t) dt,2π
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Φ±(η, t) = log
(
λA
(±ir(η)eit ))− logD(η)− iηt.
We have Φ±(η,0) = ±iπ/2. The real part of Φ±(η, t) is non-positive, and is zero if and only if
t = 0 near the support of χ(t). If we put z(t) = ±ir(η)eit , then the first and the second derivatives
are given by
∂tΦ±(η, t) = i
[
z(t)
λ′A(z(t))
λA(z(t))
− η
]
,
∂2t Φ±(η, t) = −z(t)
[
λ′A(z(t))
λA(z(t))
+ z(t)λ
′′
A(z(t))λA(z(t)) − λ′A(z(t))2
λA(z(t))2
]
.
This shows that, near the support of χ(t), ∂tΦ±(η, t) = 0 if and only if t = 0. A direct computa-
tion using (4.11) yields
d
dz
(
z
λ′A
λA
)
= − |a||b|
2φ(z)
z(|a|φ(z) − 1)(|a|φ(z) + 1)2
√
|a|φ(z) + 1
|a|φ(z) − 1 .
Substituting z = ±ir(η) for this identity, we get
∂2t Φ±(η,0) = −
(1 − η2)√η2 − |a|2
|b| ,
and hence the critical point t = 0 is non-degenerate. Note that each higher derivative of Φ±(η, t)
is bounded and |∂2t Φ±(η, t)| is bounded from below when (η, t) is close to (ξ,0). This allows us
to use Theorem 7.7.5 in [3] to obtain
A±(n) = e
±iπ(n−yn)/2
√
2πn
√
|b|
(1 − ξ2n )
√
ξ2n − |a|2
(
fAψ
(±ir(ξn))+O(1/n)).
The leading term in the above is a function in ξn. Recall our assumption ξn = ξ +O(1/n). Hence
the functions in ξn in the leading term, except the exponential term, can be replaced by the values
at ξ of the same functions plus terms of order O(1/n). A simple computation shows
fAψ(−ir) = fAψ(ir)
(
r ∈ R \ {0,±1}). (4.13)
Since e−iπ(n−yn)/2 = (−1)n−yneiπ(n−yn)/2, we get
IA1(n) = e
−nHQ(ξn)/2
√
2πn
√
|b|
(1 − ξ2)√ξ2 − |a|2 eiπ(n−yn)/2
× ((1 + (−1)n+yn)fAψ(ir(ξ))+O(1/n)). (4.14)
Next, let us consider the integral IA2(n) in (4.10). Lemma 4.3 shows
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√
(1 + |b|2)η2 − 1√
1 − η2 (4.15)
for 1/
√
1 + |b|2 < η < 1. From this, we have
∣∣IA2(n)∣∣ e−n(ξn log r(ξn)−logE(ξn)) max|z|=r(ξn)
∣∣gAψ(z)∣∣,
and hence, by (4.5),
enHQ(ξn)/2
∣∣IA2(n)∣∣ Ce−n(logD(ξn)−logE(ξn)).
It is easy to see that D(η)/E(η) > 1 for 1/
√
1 + |b|2 < η < 1. Since ξn = ξ + O(1/n), one can
find a positive constant c such that D(ξn)/E(ξn) 1 + c uniformly in n. This leads us to
IA2(n) = e
−nHQ(ξn)/2
√
2πn
O
(
n1/2e−n log(1+c)
)
. (4.16)
Recalling that 〈Un(δ0 ⊗ ϕ), δy ⊗ ψ〉 = 0 when n + y is odd, and in view of (4.14) and (4.16),
we get the formula (4.1) with
Fψ(ξ) = fAψ
(
ir(ξ)
)
. (4.17)
4.1.3. Proof of (4.1) for the case ξ < 0 in the region (A)
In this case, we have −1 < ξn < −1/
√
1 + |b|2, −(1 − |b|)/|a| < r(ξn) < 0 for every suffi-
ciently large n. We take the circle of radius −r(ξn) = |r(ξn)| for the contour C in (4.10) and
discuss in a way similar as in the case where ξ > 0. Note that, when −1 < η < −1/√1 + |b|2,
we have |r(η)| = −r(η) = r(|η|)−1. Since λA(z−1) = λA(z), the integral IA1(n) with y = yn
in (4.10) is expressed as
IA1(n) = e
−nHQ(ξn)/2
2π
π∫
−π
e−iynt
[
λA(r(|ξn|)e−it )
D(|ξn|)
]n
fAψ
(−r(ξn)eit)dt.
By Lemma 4.3, we have |λA(r(|ξn|)e−it )|  D(|ξn|). Since D(η) = D(|η|), the same dis-
cussion as in the case where ξ > 0 leads us to the formula (4.14) by replacing eiπ(n−yn)/2
with eiπ(n−|yn|)/2. For the integral IA2(n), remark that λA(r(η)) = −λA(r(|η|)) for −1 < η <
−1/√1 + |b|2, and hence, by Lemma 4.3,
∣∣λA(−r(η)eit )−1∣∣= ∣∣λA(r(|η|)e−it)−1∣∣ ∣∣λA(r(|η|))−1∣∣= E(|η|).
From this, it is straightforward to obtain
enHQ(ξn)/2
∣∣IA2(n)∣∣ Ce−n(logD(|ξn|)−logE(|ξn|)),
which yields the same estimate as (4.16). Therefore the formula (4.1) with the function Fψ(ξ)
given by (4.17) is proved.
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In this subsection, we assume that the parameter ξ is in the region (B).
4.2.1. Some lemmas
Define the function ψB(ζ ) by
ψB(ζ ) = ζ + i
√
1 − ζ 2, ζ ∈ C \ {x ∈ R; |x| 1},
where the branch of the square root is chosen to be positive for positive reals. Then ψB is holo-
morphic in the domain indicated as above, and ψB(ζ )−1 = ζ − i
√
1 − ζ 2. The function ψB maps
the above domain injectively and conformally onto the upper half plane, and it is the inverse of
the map φ(z) = (z + z−1)/2 restricted to the upper half plane. We set, as in (2.3),
λB(z) := ψB
(|a|φ(z)),
which is holomorphic on the domain DB = D given in (2.4). Then the eigenvalues of A(ωz)
for z ∈ DB are λB(z), λB(z)−1. Since ψB(−ζ ) = −ψB(ζ )−1, we have λB(−z) = −λB(z)−1.
Note that, in this case, ImλB > 0. For z ∈ DB , define the vectors uB(z), vB(z) ∈ C2 by the
formula (4.6) with replacing λA with λB . Similarly, define the functions ϕ1B(z), ϕ2B(z) on DB
by the formula (4.7). Then uB(z) (resp. vB(z)) is an eigenvector of A(ωz) with the eigenvalue
λB(z) (resp. λB(z)−1), and, for any ϕ ∈ C2, the formula (4.8) holds by replacing the letter ‘A’
with ‘B’. Define, for ψ ∈ C2, the functions fBψ , gBψ by (4.9) by replacing ‘A’ with ‘B’. The
integral formula corresponding to (4.10) which is obtained by replacing ‘A’ with ‘B’ takes the
form
〈
Un(δ0 ⊗ ϕ), δy ⊗ψ
〉

= ω−y(IB1(n)+ IB2(n)),
IB1(n) = 12πi
∫
C
z−y−1λB(z)nfBψ(z) dz,
IB2(n) = 12πi
∫
C
z−y−1λB(z)−ngBψ(z) dz. (4.18)
It is easy to see that uB(−z) = −vB(z), ϕ1B(−z) = −ϕ2B(z), fBψ(−z) = gBψ(z), and hence we
have
IB2(n) = (−1)n+yIB1(n),
〈
Un(δ0 ⊗ ϕ), δy ⊗ψ
〉

= ω−y(1 + (−1)n+y)IB1(n).
Therefore, to prove Proposition 4.1, it is enough to consider the asymptotic behavior of the
integral IB1(n). The following lemma is used to specify the solutions of Eq. (4.2) for λ = λB .
Lemma 4.4. Let η ∈ R with |a| < |η| < 1. Then the solutions of Eq. (4.2) with λ(z) = λB(z),
z ∈ DB , are given by z = ir(η) and z = ir(η)−1, where r(η) is defined in (4.4).
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√
1 − ζ 2, and hence
z
λ′B(z)
λB(z)
= −i |a|μ(z)√
1 − |a|2φ(z)2 , (4.19)
where, as before, μ(z) = (z− z−1)/2. Then a similar computation as in the proof of Lemma 4.2
shows the claim. 
The following is used to find a suitable path C in the integral formula (4.18).
Lemma 4.5. Let 0 < c < 1 and μ> 0. Let ζ = ζ(t) (−π  t  π) be an ellipse given by
ζ(t) = c cos t + iμ sin t.
Then we have
∣∣ψB(−iμ)∣∣ ∣∣ψB(ζ(t))∣∣ ∣∣ψB(iμ)∣∣.
The equality in the first inequality holds if and only if t = −π/2, and the equality in the second
holds if and only if t = π/2.
Proof. For each ζ ∈ C \ {x ∈ R; |x| 1}, set
α = α(ζ ) = Re(√1 − ζ 2), β = β(ζ ) = Im(√1 − ζ 2). (4.20)
If ζ = x + iy, one has α2 − β2 = 1 − x2 + y2, αβ = −xy. Since α > 0, we see ψB(ζ ) =
(α+y)(x/α+ i) and ψB(ζ )−1 = (α−y)(x/α− i). From this, we have (α2 −y2)(1+x2/α2) = 1
which shows that α > |y| and ImψB(ζ ) = α + y > 0. It is straightforward to check
2α2(ζ ) = (1 − x2 + y2)+√(1 − x2 + y2)2 + 4x2y2, ζ = x + iy. (4.21)
Now, put α(t) = α(ζ(t)). From the facts mentioned above, it follows that |ψB(ζ(t))|2 = (α(t)+
μ sin t)/(α(t)−μ sin t). Setting
A(t) := α(t)
μ
(
α(t)−μ sin2 t)2 d
dt
∣∣ψ(ζ(t))∣∣2,
we see A(t) = 2α(t)2 cos t − 2α(t)α′(t) sin t . A direct computation using (4.21) shows
A(t) = cos t√
D(t)
[(
1 − c2)√D(t)+ (1 − c2)(1 − c2 cos2 t)+μ2(1 + c2) sin2 t],
where we set
D(t) = (1 − c2 cos2 t +μ2 sin2 t)2 + 4c2μ2 sin2 t cos2 t.
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say that (d/dt)|ψB(ζ(t))|2 = 0. On the other hand, we have
∣∣ψB(ζ(−π/2))∣∣= ∣∣ψB(−iμ)∣∣= −μ+√μ2 + 1 < ∣∣ψB(ζ(π/2))∣∣= ∣∣ψ(iμ)∣∣= μ+√μ2 + 1.
From this, our claim follows. 
4.2.2. Proof of (4.1) for the case ξ > 0 in the region (B)
In this case, we have |a| < ξ < 1/√1 + |b|2 and 1 < r(ξ) < (1 + |b|)/|a|. We take the circle
C = Cn : z(t) = zn(t) := r(ξn)eit (−π  t  π)
of radius r(ξn) for the contour C in the integrals (4.18). Then the curve |a|φ(z(t)) is an ellipse
since
|a|φ(z(t))= |a|φ(r(ξn)) cos t + i|a|μ(r(ξn)) sin t.
Since 1 < r(ξ) < (1 + |b|)/|a|, we have |a| < |a|φ(r(ξn)) < 1 and 0 < |a|μ(r(ξn)). By
Lemma 4.5, we see
∣∣ψB(−i|a|μ(r(ξn)))∣∣ ∣∣λB(z(t))∣∣= ∣∣ψB(|a|φ(zn(t)))∣∣ ∣∣ψB(i|a|μ(r(ξn)))∣∣.
Note that ψB(±i|a|μ(r(ξn))) = λB(±ir(ξn)). For |a| < η < 1, it is easy to check that
λB
(
ir(η)
)= iD(η),
λB
(−ir(η))= −λB(ir(η))−1 = iD(η)−1 = i |b| −
√
η2 − |a|2√
1 − η2 . (4.22)
The integral IB1(n) in (4.18) is written as
IB1(n) = e
−nHQ(ξn)/2
2π
π∫
−π
e−iynt
[
λB(zn(t))
D(ξn)
]n
fBψ
(
zn(t)
)
dt.
By Lemma 4.5, when |a| < η < 1/√1 + |b|2, the equality |λB(r(η)eit )| = D(η) (−π  t  π )
holds if and only if t = π/2. Therefore, for a compact neighborhood K ⊂ (|a|,1/√1 + |b|2)
of ξ , there exists a constant c > 0 such that
|λB(r(η)eit )|
D(η)
 e−c, η ∈ K, −π/2 t  π/2, |t − π/2| ε,
where we fix ε with 0 < ε < π/8. Take χ(t) ∈ C∞0 (R) such that χ(t) = 1 for |t | ε and χ(t) = 0
for |t | 2ε. By using the above estimate, the integral IB1(n) can be written as
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−nHQ(ξn)/2
2π
(
J (n)+O(e−cn)),
J (n) =
∫
e−iynt
[
λB(r(ξn)e
it )
D(ξn)
]n
χ(t − π/2)fBψ
(
r(ξn)e
it
)
dt
= e−iπyn/2
∫
e−iynt
[
λB(ir(ξn)e
it )
D(ξn)
]n
χ(t)fBψ
(
ir(ξn)e
it
)
dt.
By (4.22), one can choose ε > 0 so that a branch of the logarithm logλB(ir(η)eit ) is well defined
when |t | 2ε and η stays in a compact neighborhood K of ξ . Define
Φ(η, t) = logλB
(
ir(η)eit
)− iηt − logD(η), η ∈ K, |t | < 2ε
so that the integral J (n) can be written as
J (n) = e−iπyn/2
∫
enΦ(ξn,t)χ(t)fBψ
(
ir(ξn)e
it
)
dt.
Note that Φ(η,0) = iπ/2. By Lemma 4.5, we have ReΦ(η, t) 0. We can also check
∂tΦ(η, t) = i
(
z
λ′B(z)
λB(z)
− η
)
,
∂2t Φ(η, t) = −z
(
λ′B(z)
λB(z)
+ zλ
′′
B(z)λB(z) − λ′B(z)2
λB(z)2
) (
z = ir(η)eit ).
Thus, by Lemma 4.4, ∂tΦ(η, t) = 0 if and only if t = 0. Furthermore, since, by (4.19),
d
dz
(
z
λ′B(z)
λB(z)
)
= λ
′
B(z)
λB(z)
+ zλ
′′
B(z)λB(z)− λ′B(z)2
λB(z)2
= −i |a||b|
2φ(z)
z(1 − |a|2φ(z)2)3/2 ,
we have
∂2t Φ(η,0) = −
|a||b|2μ(r(η))
(1 + |a|2μ(r(η))2)3/2 = −
(1 − η2)√η2 − |a|2
|b| .
Therefore, the critical point t = 0 of Φ(η, t) is non-degenerate, and hence Theorem 7.7,5 in [3]
gives
J (n) =
√
2π
n
|b|
(1 − ξ2n )
√
ξ2n − |a|2
eiπ(n−yn)/2
(
fBψ
(
ir(ξn)
)+O(1/n)).
Since ξn = ξ +O(1/n), one can replace ξn with ξ in the above expression to obtain
IB1(n) = e
−nHQ(ξn)/2
√
2πn
eiπ(n−yn)/2
√
|b|
(1 − ξ2)√ξ2 − |a|2
(
fBψ
(
ir(ξ)
)+O(1/n)).
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Fψ(ξ) = fBψ
(
ir(ξ)
)
. (4.23)
4.2.3. Proof of (4.1) for the case ξ < 0 in the region (B)
In this case, we have −1 < r(ξn) < −(1 − |b|)/|a| for every sufficiently large n. We take
the circle of radius |r(ξn)| = r(|ξn|)−1 for the contour C in the integral IB1(n) in (4.18).
Then the argument can be carried out in the same way as in the case where ξ > 0. Note that
λB(|r(ξn)|eit ) = λB(r(|ξn|)e−it ). By Lemma 4.5, the integral IB1(n) is written as
IB1(n) = e
−nHQ(ξn)/2
2π
(
J (n)+O(e−cn)),
J (n) =
∫
e−iynt
[
λB(r(|ξn|)e−it )
D(|ξn|)
]n
χ(t + π/2)fBψ
(
r
(|ξn|)−1eit)dt
= eiπyn/2
∫
enΦ(ξn,t)χ(t)fBψ
(−ir(|ξn|)−1eit)dt,
where χ(t) ∈ C∞0 (R) is chosen in a similar way as in the proof for the case where ξ > 0, and the
function Φ(η, t) is defined by
Φ(η, t) = logλB
(
ir
(|η|)e−it)− logD(|η|)− iηt.
Note that Φ(η, t) is defined on a neighborhood of (ξ,0), and Φ(η,0) = iπ/2. By Lemma 4.5,
we see ReΦ(η, t) 0. A direct computation leads us to
∂tΦ(η, t) = −i
(
z
λ′B(z)
λB(z)
+ η
)
,
∂2t Φ(η, t) = −z
(
λ′B(z)
λB(z)
+ zλ
′′
B(z)λB(z)− λ′B(z)2
λB(z)2
) (
z = ir(|η|)e−it).
From this, it follows that ∂tΦ(η, t) = 0 if and only if t = 0. This critical point t = 0 is non-
degenerate since
∂2t Φ(η,0) = −
(1 − η2)√η2 − |a|2
|b| .
Thus an application of Theorem 7.7.5 in [3] gives
J (n) =
√
2π
n
|b|
(1 − ξ2)√ξ2 − |a|2 ei(n+yn)π/2
(
fBψ
(−ir(|ξ |)−1)+O(1/n)).
Noting −r(|ξ |)−1 = r(ξ), we see that the asymptotic formula (4.1) holds with Fψ(ξ) in (4.23)
whenever −1/√1 + |b|2 < ξ < −|a|.
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In this case, we have
ξ = ξ± := ±1/
√
1 + |b|2, r(ξ±) = ±r±, r± :=
(
1 ± |b|)/|a|.
We use the function λB(z) as in the case of the region (B). But, since z = (1 ± |b|)/|a| are
branched points of the function λB(z), we need to choose a contour C in (4.18) so that it does
not pass through these points. This is done by using Lemma 4.6 below. Let ε > 0 be a small
constant satisfying
0 < ε < min
{
1, r2+, r2−,
(
−3 +
√
5 + 4r2+
)
/2,
(
3 −
√
5 + 4r2−
)
/2
}
. (4.24)
Consider the following function:
z±(t) = z±(r, s, t) :=
(
r2± + s
)1/2
cos t + i(r2± + r)1/2 sin t,
where the parameters, r, s, t , satisfy
|r| ε, |t | π,
{−ε  s < 0 for z+(t),
0 < s  ε for z−(t).
(4.25)
Note that if ε > 0 satisfies (4.24), we have
0 < ε < 1, ε < r2±,
√
r2− + ε < 1 − ε < 1 + ε <
√
r2+ − ε,
and the curve z±(t) is an ellipse in the domain DB .
Lemma 4.6. Let K ⊂ R be a bounded closed interval. Then there exists ε > 0 satisfying (4.24)
such that
(1) for every ξ ∈ K , s ∈ (−ε,0) and |r| < ε satisfying |r − s| 2|s|, the function
log
∣∣λB(z+(r, s, t))∣∣− ξ log∣∣z+(r, s, t)∣∣
has critical points only at t = ±π/2, and
(2) for every ξ ∈ K , s ∈ (0, ε) and |r| < ε satisfying |r − s| 2|s|, the function
log
∣∣λB(z−(r, s, t))∣∣− ξ log∣∣z−(r, s, t)∣∣
has critical points only at t = ±π/2.
The proof will be given later.
End of the proof of the formula (4.1). Assuming Lemma 4.6, let us prove the asymptotic
formula (4.1) for the case ξ = ξ±. First we consider the case where ξ = ξ+. Let {yn} be a
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interval centered at ξ+ such that ξn ∈ K for every sufficiently large n. Take ε > 0 as in Lemma 4.6
and fix s ∈ (−ε,0). Set rn := r(ξn)2 − r2+. Then rn → 0 as n → ∞. Thus, for every sufficiently
large n, the sequence rn satisfies |rn − s| < 2|s|. For any η ∈ K , let rη := r(η)2 − r2+. Taking K
small enough if necessary, we may assume that |rη − s| < 2|s| and |rη| < ε for every η ∈ K . We
set
z(η, t) := z+(rη, s, t) =
√
r2+ + s cos t + ir(η) sin t, −π  t  π.
By Lemma 4.6, the function
φη(t) = log
∣∣λB(z(η, t))∣∣− η log∣∣z(η, t)∣∣
has critical points only at t = ±π/2. Since
φη(π/2) = logD(η)− η log r(η) = −HQ(η)/2 > φη(−π/2) = − logD(η)− η log r(η),
the function φη(t) attains its maximum at t = π/2 and its minimum at t = −π/2. As a contour
C in (4.18), we take the ellipse
C = Cn : zn(t) = z(ξn, t) =
√
r2+ + s cos t + ir(ξn) sin t (−π  t  π).
Then we can write the integral IB1(n) as
IB1(n) = e
−nHQ(ξn)/2
2πi
π∫
−π
(
zn(t)
r(ξn)
)−nξn(λB(zn(t))
D(ξn)
)n
fBψ
(
zn(t)
)z′n(t)
zn(t)
dt.
By Lemma 4.6 and the discussion above, we have
∣∣∣∣z(η, t)r(η)
∣∣∣∣
−η∣∣∣∣λB(z(η, t))D(η)
∣∣∣∣ 1, (4.26)
where the equality holds if and only if t = π/2. Thus one can choose a function χ(t) ∈ C∞0 (R)
having a small support such that χ(t) = 1 near t = π/2 and
∣∣∣∣z(η, t)r(η)
∣∣∣∣
−η∣∣∣∣λB(z(η, t))D(η)
∣∣∣∣ e−c (η ∈ K, t ∈ supp(1 − χ(t)))
with a constant c > 0. Since λB(z(η,π/2)) = iD(η) and z(η,π/2) = ir(η), taking K and the
support of χ(t) small enough, we may assume that a branch of the logarithms logλB(z(η, t)),
log z(η, t) exist when t stays in a neighborhood of the support of χ(t) and η ∈ K . Then the
integral IB1(n) can be written as
IB1(n) = e
−nHQ(ξn)/2( ∫
enΦ(ξn,t)χ(t)fBψ
(
zn(t)
)z′n(t) dt +O(e−cn)),
2πi zn(t)
2638 T. Sunada, T. Tate / Journal of Functional Analysis 262 (2012) 2608–2645where the smooth function Φ(η, t), which is defined on a neighborhood of (η, t) = (ξ,π/2), is
given by
Φ(η, t) = logλB
(
z(η, t)
)− η log z(η, t)− logD(η)+ η log r(η).
Note that Φ(η,π/2) = πi(1 − η)/2. By (4.26), we have ReΦ(η, t) 0, and the equality holds
if and only if t = π/2. The first and the second derivatives of Φ(η, t) are given by
∂tΦ(η, t) = z
′
z
(
z
λ′B(z)
λB(z)
− η
)
,
∂2t Φ(η, t) = −z
λ′B(z)
λB(z)
+ (z′)2 λ′′B(z)λB(z)− λ′B(z)2
λB(z)2
+ η
(
1 +
(
z′
z
)2)
,
where we set z = z(η, t) and z′ = ∂t z(η, t). By Lemma 4.4, ∂tΦ(η, t) = 0 if and only if t = π/2.
By a direct computation, we find
∂2t Φ(η,π/2) = −
r2+ + s
r(η)2
|a||b|2μ(r(η))
(1 + |a|2μ(r(η))2)3/2 = −
r2+ + s
r(η)2
(1 − η2)√η2 − |a|2
|b| < 0.
Note that each higher derivative of Φ(η, t) is bounded from above uniformly in η ∈ K and
t in the support of χ(t), and |∂2t Φ(η,π/2)| is bounded from below when η ∈ K . Since
∂t z(η,π/2)/z(η,π/2) = i
√
r2+ + s/r(η), Theorem 7.7.5 in [3] gives
IB1(n) = e
−nHQ(ξn)/2
2πi
√
2π
n
r(ξn)2
r2+ + s
|b|
(1 − ξ2n )
√
ξ2n − |a|2
eπi(n−yn)/2
×
(
i
√
r2+ + s
r(ξn)
fBψ
(
ir(ξn)
)+O(1/n))
= e
−nHQ(ξn)/2
√
2πn
√√√√ |b|
(1 − ξ2+)
√
ξ2+ − |a|2
eπi(n−yn)/2
(
fBψ
(
ir(ξ+)
)+O(1/n)).
This proves the asymptotic formula (4.1) with Fψ(ξ) = fBψ(ir(ξ+)) in the case ξ = ξ+. When
ξ = ξ−, take ε > 0 and s ∈ (0, ε) as in Lemma 4.6, and take the ellipse
zn(t) =
√
r2− + s cos t + i
∣∣r(ξn)∣∣ sin t
for the contour C in (4.18). Then, a similar argument as in the case ξ = ξ+ will show the formula
(4.1) with Fψ(ξ) = fBψ(ir(ξ−)). 
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Let r, s, t be the parameters as in (4.25). For simplicity, we write z(t) = z±(r, s, t). It is
enough to show that the derivative of the function
f (t) = f (r, s, t) := log∣∣λB(z(t))∣∣2 − ξ log∣∣z(t)∣∣2, ξ ∈ K,
with respect to t does not vanish when −π  t  π , |t | 
= π/2. By a simple computation, we
have
∂tf (t) = 2 Re
[
∂t z(t)
z(t)
(
z(t)
λ′B(z(t))
λB(z)
− ξ
)]
.
We use the following notations to examine ∂tf (t).
D = D(t) := ∣∣z(t)∣∣=√r2± + s cos2 t + r sin2 t, x(t)+ iy(t) := |a|φ(z(t)),
k = (r2± + s)1/2, l = (r2± + r)1/2, α(t)+ iβ(t) =
√
1 − |a|2φ(z(t))2,
F (t) = (1 − x(t)2 + y(t)2)2 + 4x(t)2y(t)2. (4.27)
We have
x = |a|kφ(D)
D
cos t, y = |a|lμ(D)
D
sin t, l2 − k2 = r − s,
2α2 = (1 − x2 + y2)+ √F, α2 + β2 = √F . (4.28)
Then,
z
λ′B
λB
= |a|
D
√
F
[(
αlφ(D) sin t − βkμ(D) cos t)− i(αkμ(D) cos t + βlφ(D) sin t)],
z′
z
= r − s
D2
sin t cos t + i kl
D2
,
Re
(
z′
z
z
λ′B
λB
)
= |a|(r − s)
D3
√
F
sin t cos t
(
αlφ(D) sin t − βkμ(D) cos t)
+ |a|kl
D3
√
F
(
αkμ(D) cos t + βlφ(D) sin t).
From this we have
D3
√
F
2|a| ∂tf (t) = R(t)(r − s) sin t cos t + klS(t), (4.29)
where we set
2640 T. Sunada, T. Tate / Journal of Functional Analysis 262 (2012) 2608–2645R(t) = −ξD
√
F
|a| + αlφ(D) sin t − βkμ(D) cos t,
S(t) = αkμ(D) cos t + βlφ(D) sin t. (4.30)
We need to examine the function S(t). Substituting
β = −xy
α
= −|a|
2kl
αD2
φ(D)μ(D) sin t cos t
for S(t), we have
S(t) = kμ(D) cos t
2α
A(t), A(t) = 2α2 − 2 |a|
2l2
D2
φ(D)2 sin2 t. (4.31)
Substituting the concrete forms of x(t), y(t) for the second line of (4.28), we have
A(t) = √F + 1 − |a|2φ(D)2 − |a|
2l2
D2
sin2 t. (4.32)
Lemma 4.7. There exists ε > 0 satisfying (4.24) such that, for any r, s, t in (4.25), one has
√
F  |a|
2l2 sin2 t
D2
+ |a|
2l2μ(D)2 sin2 t
D2
+ 1 − |a|2φ(D)2.
Proof. Using the definition of F in (4.27), we have
F =
(
1 − |a|2φ(D)2 + |a|
2l2
D2
sin2 t
)2
+ 4 |a|
2l2μ(D)2
D2
sin2 t,
from which one has
√
F  1 − |a|2φ(D)2 + |a|2l2 sin2 t/D2. To improve this estimate, write
F =
(
1 − |a|2φ(D)2 + |a|
2l2
D2
sin2 t + |a|
2l2μ(D)2
D2
sin2 t
)2
+G.
Then, the function G is computed as
G = |a|
2l2μ(D)2
D2
G1(t) sin2 t + 2|a|
4l2μ(D)2
D2
G2(t) sin2 t,
where G1, G2 are given by
G1(t) = 2 − |a|
2l2μ(D)2
D2
sin2 t, G2(t) = φ(D)2 − l
2
D2
sin2 t.
We would like to show that ε > 0 can be chosen so that G 0 for any r, s, t in (4.25). For this
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sin2 t
D2
 1
l2
= 1
r2± + r
 1
r2± − ε
, −π  t  π. (4.33)
For r, s, t satisfying (4.25), the following holds
{
1 < (1 + ε)2 < r2+ − ε D2  r2+ + ε for z+(t),
0 < r2− − ε D2  r2− + ε < (1 − ε)2 < 1 for z−(t).
By this and (4.33), G1 and G2 are estimated as
G1(t) 2 − |a|2μ
(√
r2± ± ε
)2
, G2(t) φ(D)2 − 1 0.
Since |a|μ(r±) = ±|b|, we can take ε > 0 so that 2 − |a|2μ(
√
r2± ± ε )2 > 0, and then G 0 as
required. 
From (4.32) and Lemma 4.7, we see that the function A(t) has the estimate
A(t)A1(t) := |a|
2l2μ(D)2 sin2 t
D2
+ 2(1 − |a|2φ(D)2).
Lemma 4.8. One can choose ε > 0 satisfying (4.24) with the property that, there exist positive
constants A, B such that, for any r, s, t in (4.25), we have
A1(t)A|s| cos2 t +B sin2 t.
Proof. Set f (t) = f (r, s, t) := s cos2 t + r sin2 t so that D2 = r2± + f (t). Since r, s, t sat-
isfy (4.25), we have |f (t)| ε < r2±. The Taylor expansion gives
1
D2
= 1
r2±
− f (t)
r4±
+O(f (t)2), 1
D4
= 1
r4±
− 2f (t)
r6±
+O(f (t)2),
where the constants in the terms O(f (t)2) can be chosen uniformly in r, s, t . Noting
|a|2φ(r±)2 = 1, we see
A1(t) = −|a|
2f (t)
2
(
1 − 1
r4±
)
+ |a|
2l2
4
sin2 t
(
1 − 1
r2±
)2
+ |a|
2l2f (t)
2r4±
sin2 t
(
1 − 1
r2±
)
+O(f (t)2).
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1 − 1
r2±
= ± 2|b||a|r± , 1 −
1
r4±
= ± 4|b||a|2r2±
.
Substituting this for the above expression of A1(t), we can write
A1(t) = |b|
r2±
(
g±(t)+O
(
f (t)2
))
,
g±(t) = ∓2f (t)+ |b|l2 sin2 t ± |a|l
2f (t)
r3±
sin2 t. (4.34)
We need to estimate g±(t) from below. First we consider g+(t). Write
g+(t) =
(
2 − |a|l
2
r3+
sin2 t
)
|s| cos2 t +
(
|b|l2 − 2r + |a|l
2r
r3+
sin2 t
)
sin2 t.
Then we easily find
2 − |a|l
2
r3+
sin2 t  2 − |a|(r
2+ + ε)
r3+
,
|b|l2 − 2r + |a|l
2r
r3+
sin2 t  |b|r2+ −
(
2 − |b| + |a|/r+
)
ε.
From this, one can choose ε > 0 small enough so that there exist positive constants A, B with
g+(t) = g+(r, s, t)A|s| cos2 t +B sin2 t (4.35)
for any r, s, t satisfying the first line of (4.25). The function g−(t) can also be estimated in a
similar way. Indeed, g−(t) is written as
g−(t) =
(
2 − |a|l
2
r3−
sin2 t
)
s cos2 t +
(
|b|l2 + 2r − |a|rl
2
r3−
sin2 t
)
sin2 t.
In this turn, the parameters r, s, t satisfy the second line of (4.25). One has
2 − |a|l
2
r3−
sin2 t  2 − |a|
r−
− |a|
r3−
ε,
|b|l2 + 2r − |a|rl
2
r3−
sin2 t  |b|r2− −
(
2 + |b| + |a|
r−
+ |a|
r3−
)
ε.
Since 2− |a|
r− > 0, this shows that there exist positive constants A, B such that (4.35) holds by re-
placing g+(t) with g−(t) for any r, s, t satisfying the second line of (4.25). Since f (t)2 = O(ε2),
the assertion follows from the inequalities (4.34) and (4.35) by replacing g+(t) with g±(t). 
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E(t) = 2αR(t)(r − s) sin t + k2lμ(D)A(t),
so that
D3
√
F
2|a| ∂tf (t) =
E(t) cos t
2α
.
Since the function α(t)R(t) is bounded for r, s, t satisfying (4.25), we take C > 0 such that
∣∣2α(t)R(t)∣∣ C.
We divide the discussion into two cases.
(1) Consider the case where s satisfies the first line of (4.25). Then we have D > 1 and hence
μ(D) > 0. Thus there exist positive constants A, B such that
k2lμ(D)A(t)A|s| cos2 t +B sin2 t
for any r, s, t in (4.25). Hence, for r, s with |r − s| 2|s|, we have
E(t)
(
B −A|s|) sin2 t − 2C|s||sin t | +A|s|.
If 0 < ε < min{B/A,AB/(A2 +C2)}, then the polynomial
p(T ) = (B −A|s|)T 2 − 2C|s|T +A|s|
is positive for every T , and hence E(t) > 0 for every r, s, t in the first line of (4.25).
(2) Next, let us consider the case where s satisfies the second line of (4.25). In this case,
0 <D < 1 and μ(D) < 0. Thus there exist positive constants A, B such that
k2lμ(D)A(t)−A|s| cos2 t −B sin2 t
for any r, s, t . Then, for r, s with |r − s| 2|s|, we see
E(t)−(B −A|s|) sin2 t + 2C|s||sin t | −A|s|.
If 0 < ε < min{B/A,AB/(A2 +C2)}, then the polynomial
p(T ) = −(B −A|s|)T 2 + 2C|s|T −A|s|
is negative for every T , and hence E(t) < 0 for every r, s, t in the second line of (4.25).
Therefore, for both cases, taking ε > 0 small enough, we see that
f ′(t) = |a|
αD3
√
F
E(t) cos t
can vanish if and only if cos t = 0. This shows Lemma 4.6. 
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We have proved the formula (4.1) with Fψ(ξ) given by (4.17) and (4.23) for the cases (A),
(B) and (C), respectively. Since
λA
(
ir(ξ)
)= λB(ir(ξ))= iD(ξ) = i
√
ξ2 − |a|2 + |b|√
1 − ξ2 , |a| < |ξ | < 1,
we have uA(ir(ξ)) = uB(ir(ξ)), vA(ir(ξ)) = vB(ir(ξ)), and fAψ(ir(ξ)) = fBψ(ir(ξ)). There-
fore, we can write
Fψ(ξ) = ϕ(ξ)
〈
u(ξ),ψ
〉
, (4.36)
where the function ϕ(ξ) and the vector u(ξ) are given by
ϕ(ξ) = i|a|(|a|r(ξ)
−1 −D(ξ)−1)ϕ1 − ir(ξ)abϕ2
r(ξ)ab(D(ξ)+D(ξ)−1) ,
u(ξ) =
( ir(ξ)ab
|a|
iD(ξ)+ i|a|r(ξ)−1
)
. (4.37)
Finally, let us prove the positivity and the convexity of the function HQ(ξ).
Lemma 4.9. The function HQ(ξ) defined by (1.19) is positive and convex on |a| < |ξ | < 1.
Moreover HQ(ξ) has no critical points.
Proof. Since HQ(ξ) = HQ(−ξ), it is enough to prove the lemma by assuming |a| < ξ < 1.
For simplicity, we set δ(ξ) := HQ(ξ)/2 so that δ(ξ) = ξ log r(ξ) − logD(ξ), and hence δ′(ξ) =
log r(ξ)+ ξ r ′(ξ)
r(ξ)
− D′(ξ)
D(ξ)
. A direct computation shows
ξ
r ′(ξ)
r(ξ)
= D
′(ξ)
D(ξ)
= |b|ξ
(1 − ξ2)√ξ2 − |a|2 .
Since 1 < r(ξ) for ξ > |a|, we see δ′(ξ) = log r(ξ) > 0. It is easy to show
lim
ξ→|a|+0 δ(ξ) = 0, limξ→1−0 δ(ξ) = − log |a| > 0,
and which implies δ(ξ) = HQ(ξ)/2 > 0. We also have
δ′′(ξ) = r
′(ξ)
r(ξ)
= |b|
(1 − ξ2)√ξ2 − |a|2 > 0,
which shows the convexity of HQ(ξ). 
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Taking the modulus square of (4.1) with ψ = e1 and ψ = e2, and summing up these formulae,
we have the asymptotic formula (1.18) with
G(ξ) = ∣∣Fe1(ξ)∣∣2 + ∣∣Fe2(ξ)∣∣2 = ∣∣ϕ(ξ)∣∣2(∣∣〈u(ξ), e1〉∣∣2 + ∣∣〈u(ξ), e2〉∣∣2)
= ∣∣ϕ(ξ)∣∣2∥∥u(ξ)∥∥2, (4.38)
which is a non-negative function, where the function ϕ(ξ) and the vector u(ξ) are given in (4.37).
This completes the proof of Theorem 1.4.
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