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Abstract
Let D be a division ring and F a subfield of its center. We prove a Wedderburn–Artin type theorem
for irreducible F-algebras of F-algebraic matrices in Mn(D). We then use our result to show that, up to
a similarity, Mn(F) is the only irreducible F-algebra of triangularizable matrices in Mn(D) with inner
eigenvalues in F provided that such an F-algebra exists. We use this result to prove a block triangularization
theorem, which is a well-known result for algebras of matrices over algebraically closed fields, for F-algebras
of triangularizable matrices in Mn(D) with inner eigenvalues in the subfield F of the center of D. We use
our main results to prove the counterparts of some classical and new triangularization results over a general
division ring. Also, we generalize a well-known theorem of W. Burnside to irreducible F-algebras of matrices
in Mn(K) with traces in the subfield F of the field K.
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1. Introduction
Semigroups of matrices with traces or spectra in a subfield have been studied in [13] as well
as [14]. In this article, we consider F -algebras of F -algebraic matrices in Mn(D) as well as
semigroups of matrices with traces in a subfield. A version of a celebrated theorem of Burnside
asserts that the only irreducible algebra in Mn(F) is Mn(F) provided that F is algebraically
closed. In this note, we prove a Wedderburn–Artin type theorem for irreducible F -algebras of F -
algebraic matrices in Mn(D). Using our results, we generalize Burnside’s Theorem to irreducible
F -algebras of matrices with traces (resp. inner eigenvalues) in a subfield, thereby we partially
answer a question asked in [14]. We use our generalization of Burnside’s Theorem to extend a
well-known Block Triangularization Theorem to F -algebras of triangularizable matrices over a
general division ring D with inner eigenvalues in a subfield F of its center. Then, we use our
main results to extend certain classical triangularization results to F -algebras of matrices over
a general division ring D with inner eigenvalues in a subfield F of its center. Also, we give a
criterion for triangularizability of F -algebras of matrices over a general division ring D with inner
eigenvalues in a subfield F over which there exists an irreducible quadratic polynomial where F
is a subfield of the center of D. Finally, with our second generalization of Burnside’s Theorem at
our disposal, we can characterize all fields F such that Burnside’s Theorem holds in Mn(F) (see
Corollary 2.11 and the first remark following the corollary).
To set the stage, let us begin by establishing some definitions and standard notation. Throughout
the paper,K andD denote a general field and division ring respectively; andF stands for a subfield
of K or a subfield of the center of D. As is usual, we use the symbol Z(D) to denote the center
of D. We view the members of Mn(D) as linear transformations acting on the left of Dn where
Dn is the right-vector space of n × 1 column vectors. The subspaces {0} and Dn are called the
trivial subspaces of Dn.
A subspace M is invariant for a collection F of matrices if TM ⊆M for all T ∈F. A
collectionF of matrices in Mn(D) is called reducible ifF = {0} or it has a nontrivial invariant
subspace. This definition is slightly unconventional, but it simplifies some of the statements in
what follows.
A collection F of matrices in Mn(D) is called simultaneously triangularizable or simply
triangularizable if there exists a basis for the vector space Dn relative to which all matrices in
the family are upper triangular. Equivalently, there exists an invertible matrix S over D such that
each member of S−1FS is upper triangular.
For A ∈ Mn(D), we say that λ ∈ D is an inner eigenvalue of A relative to a memberM of a
triangularizing chain C for A if there exists a column vector x ∈M such that Ax − xλ ∈M−
where M− is the predecessor of M in C (note that dimM/M− = 1). If D = K , then inner
eigenvalues of A ∈ Mn(K) relative to the members of a triangularizing chain C for A are the
eigenvalues of A. Inner eigenvalues of A ∈ Mn(D) relative to a memberM of a triangularizing
chain for A are also known as diagonal coefficients relative to M. If A ∈ Mn(D) has inner
eigenvalues in F relative to the members of a triangularizing chain for A, then it is easy to verify
that the inner eigenvalues of A relative to the members of any other triangularizing chain for A
are in F .
By an F -algebra A in Mn(D), we mean a subring of Mn(D) that is closed under scalar
multiplication by the elements of the subfield F . For a semigroupS in Mn(D), we use AlgF (S)
to denote the F -algebra generated by S. By Alg(S) we simply mean AlgZ(S) where Z de-
notes the center of D. A matrix A ∈ Mn(D) is called F -algebraic if it is algebraic over the
subfield F .
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For a given field F and k ∈ N with k > 1, we say that F is k-closed if every polynomial of
degree k over F is reducible over F . It is plain that a field F is algebraically closed if and only
if F is k-closed for all k ∈ N with k > 1. It can be shown that finite extensions of prime fields,
e.g., finite fields, are not k-closed for all k ∈ N with k > 1.
Let D, E be division rings. The division ring E is called an extension of D if D ⊂ E and
Z(D) ⊂ Z(E). A collection F of matrices in Mn(D) is called absolutely irreducible if it is
irreducible over all extensions of D. If D = K , then, by Burnside’s Theorem, the collectionF is
absolutely irreducible if and only if Alg(F) = Mn(K). It is plain that an absolutely irreducible
family of matrices in Mn(K) is irreducible and its commutant consists of scalars. Let V be a
finite-dimensional right- or left-vector space over a division ring D. A collection F in L(V)
is called absolutely irreducible if there exists a basis for the vector space relative to which the
family is absolutely irreducible in Mn(D) where n = dimV. It is easy to see that an absolutely
irreducible family of linear transformations onV is absolutely irreducible relative to any basis
of the vector spaceV.
Just as in the commutative case, for a right- or left-vector spaceV over a division ring D, the
concept of a quotient space relative to a given subspaceM can be defined in a natural way. With this
at our disposal, for a transformation A ∈L(V) the concept of quotient transformation relative
to two invariant subspaces M ⊂N of A can be defined naturally. From there, one can prove
an analogue of a useful lemma namely The Triangularization Lemma for collections of linear
transformations on finite-dimensional vector spaces over a division ring (see page 2 of [18]).
If S is a multiplicative semigroup, a subset J of S is called a semigroup ideal of S if
JS, SJ ∈ J whenever J ∈ J and S ∈S. In what follows, we make frequent use of the elemen-
tary well-known lemma below.
Lemma 1.1. Let D be a division ring, n ∈ N, andS a semigroup in Mn(D). IfS is (absolutely)
irreducible, then so is every nonzero semigroup ideal ofS.
Proof. IfS is irreducible, the proof is identical to Lemma 2.1.10 of [18].
Next suppose thatS is absolutely irreducible. Then, the assertion is a quick consequence of
the proof above in view of the definition of absolute irreducibility. 
Motivated by Lemma 2.1.12 of [18], we state the following useful lemma.
Lemma 1.2. LetV be a finite-dimensional right or left-vector space over a division ring D,S
a semigroup in L(V), and T a nonzero linear transformation in L(V). If S is (absolutely)
irreducible, then so is TS|R where R = TV is the range of T .
Proof. The proof is easy (see Lemma 2.1 of [22] or Lemma 4.2.1 of [23]). 
We now use the preceding lemma to give a new proof of Levitzki’s Theorem on division rings.
Theorem 1.3 (Levitzki’s Theorem). Let D be a division ring andV a finite-dimensional right or
left-vector space over D. Then every semigroupS of nilpotent matrices inL(V) is triangular-
izable.
Proof. In light of the Triangularization Lemma (Lemma 1.1.4 of [18]) it suffices to show thatS
is reducible. We prove this by induction on n = dimV. If n = 1, then we have nothing to prove.
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Suppose that the conclusion is true for dimensions less than n. Now suppose that dimV = n.
Let S be a semigroup of nilpotent transformations inL(V), pick a nonzero T in S, and note
that rank(T ) < n = dimV by nilpotency of T . Define R :=TV. Therefore, in light of Lemma
1.2, reducibility of TS|R implies that of S. Now note that TS|R is a semigroup of nilpotent
transformations on the vector space R whose dimension is less than n. Thus TS|R must be
reducible by the induction hypothesis, completing the proof. (See Theorem II.35 of [10], or
Proposition 1.4(h) of [15] for two other proofs.) 
Levitzki’s Theorem implies the following result which shows that triangularizability of a
collection of triangularizable matrices with inner eigenvalues in the center of a division ring D
does not depend on the ground division ring D.
Corollary 1.4. Let D ⊂ D′ be two division rings, F a subfield of Z(D) ∩ Z(D′), n ∈ N, and
F a family of triangularizable matrices in Mn(D) with inner eigenvalues in F. Then F is
triangularizable over D if and only ifF is triangularizable over D′. In particular, a collection
of nilpotent matrices in Mn(D) is triangularizable if and only if it is triangularizable over any
division ring D′ that includes D.
Proof. The “only if” part is obvious. To see the “if” part, it suffices to show that F̂, the induced
quotient transformations on N
M
, is reducible whenever M ⊂N are two D-invariant subspaces
forFwith dim N
M
> 1. If F̂ is commutative, then reducibility easily follows from the hypothesis
that each member ofF is triangularizable and has inner eigenvalues in F . If there are A,B ∈F
such that ÂB̂ /= B̂Â, then the ideal Iˆ generated by ÂB̂ − B̂Â in AlgF (F̂) is in particular an
F -algebra of nilpotent transformations on N
M
, for F is triangularizable over D′ and has inner
eigenvalues in F . Hence, it follows from Levitzki’s Theorem that Î is triangularizable, and hence
reducible, over F . Now reducibility of AlgF (F̂), hence F̂, follows from that of the nonzero ideal
Î in light of Lemma 1.1, completing the proof. 
Motivated by Theorem 4 of [13], the following was proved in [23].
Theorem 1.5. Let n ∈ N, K a field, F a subfield of K, and S an irreducible semigroup in
Mn(K) such that {0} /= tr(S) ⊆ F. LetA = AlgF (S) and r ∈ N be the smallest nonzero rank
present inA. Then, the integer r divides n and after a similarityA = Mn/r(Dr ) whereDr is an
irreducible division F -algebra Mr(K). Furthermore, the minimal polynomial of every A ∈A is
in F [X], and that after a similarity,A = Mn(F) if and only if r = 1.
Proof. See Theorem 2.9 of [20] or Theorem 2.3.11 of [23]. 
Remark. In the preceding theorem if r = 1, then trace cannot be identically zero on the semi-
groupS.
2. Main results
For a collection C ⊂ Mn(D), we say that C is defined over a subfield F of the center of D if
there exists an invertible S ∈ Mn(D) such that S−1CS ⊂ Mn(F). For instance suppose that S
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is as in Theorem 1.5, then S is defined over F if r = 1. The following question was asked in
[14]. As pointed out there, an affirmative answer to the following question would be a sweeping
generalization of a celebrated theorem of Brauer.
Question. Letting S be any irreducible semigroup in Mn(K) with σ¯ (S) ⊆ F where F is a
subfield of K , must S be defined on F ? In other words, does there exist an invertible matrix
T ∈ Mn(K) such that T −1ST ⊆ Mn(F)? (here σ¯ (S) ⊆ F means the spectrum of every member
ofS in the algebraic closure of F is a subset of F .)
By proving that every such semigroupS in the above question is absolutely irreducible, one
may assume, with no loss of generality, that the fieldK is algebraically closed. We have not yet been
able to prove or disprove this for irreducible semigroups with spectra in a subfield F . However, as
shown in Theorem 2.4 below, this is indeed the case for irreducible F -algebras of triangularizable
matrices in Mn(D) with inner eigenvalues in the subfield F . In particular, Theorem 2.4 below
not only gives an affirmative answer to the above question for irreducible F -algebras of matrices
in Mn(K) with spectra in the subfield F , but it also characterizes all such subfields F as well as
irreducible F -algebras. It is also worth noting that the aforementioned theorem can be regarded
as a generalization of Burnside’s Theorem to F -algebras of triangularizable matrices in Mn(D)
with inner eigenvalues in the subfield F . In order to prove our Wedderburn–Artin type theorem,
we need the following lemma (see Proposition 1.5 of [15]).
Lemma 2.1. Let D be a division ring and F a subfield of its center. If A ∈ Mn(D) is algebraic
over the subfield F and rank(A) = rank(A2), then there is an idempotent E in the F -algebra
generated by A which projects Dn onto the range of A along ker(A), i.e., Dn = ran(A) ⊕ ker(A)
and E(x + y) = x where x ∈ ran(A) and y ∈ ker(A).
Proof. LetAm + am−1Am−1 + · · · + a1A + a0I =0 wherem is minimal and a0, a1, . . . , am−1 ∈
F . If a0 /= 0, then we have nothing to prove. If a0 = 0, then (Am−1 + am−1Am−2 + · · · +
a1I )A = 0. We claim that a1 /= 0. If not, then (Am−2 + am−1Am−3 + · · · + a2I )A2 = 0. Now,
since ran(A) = ran(A2), because rank(A) = rank(A2), it follows that (Am−2 + am−1Am−3 +
· · · + a2I )A = 0, a contradiction. So a1 /= 0. Set G = a−11 Am−1 + a−11 am−1Am−2 + · · · + I
and note that Dn = ker(A) ⊕ ran(A) because ran(A) = ran(A2). Then E = I − G is the desired
idempotent. 
The following is our Wedderburn–Artin type theorem for irreducibleF -algebras ofF -algebraic
matrices in Mn(D). Note that no finite-dimensionality assumption is made on the F -algebra nor
on the ground division ring. We do not even assume that the ground division ring is algebraic over
the subfield F nor over its center.
Theorem 2.2. LetD be a division ring, F a subfield of its center, andA an irreducibleF -algebra
of F -algebraic matrices in Mn(D). Let r ∈ N be the smallest nonzero rank present inA. Then,
the integer r divides n and after a similarityA = Mn/r(Dr ) whereDr is an irreducible division
F -algebra of F -algebraic matrices in Mr(D). In particular, after a similarity, A = Mn(D1)
where D1 is an F -algebraic subdivision ring of D if and only if r = 1.
Proof. Let r be the minimal nonzero rank present in A. First we show that, after a similarity,
A contains an idempotent E = Ir ⊕ 0n−r where Ir is the identity matrix of size r and 0n−r is
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the zero matrix of size n − r . To this end, set I :={A ∈A : rank(A) = 0 or r}. Since I is a
semigroup ideal of A, it follows from Lemma 1.1 and Levitzki’s Theorem that there exists a
nonzero A ∈ I that is not nilpotent. It follows that rank(A) = rank(A2). Therefore, in light of
Lemma 2.1, it follows that, after a similarity, A contains the idempotent E = Ir ⊕ 0n−r . We
can write EAE = Dr ⊕ 0n−r where Dr is an F -algebra of F -algebraic matrices in Mr(D).
From Lemma 1.2 and the minimality of r , we see that Dr is an irreducible division F -alge-
bra. We now use induction on n to show that r divides n. If n = 1, we have nothing to prove.
Suppose that the assertion holds for all irreducible F -algebras of F -algebraic matrices of size
less than n over D. For a given irreducible F -algebra of F -algebraic matrices in Mn(D), find
E = Ir ⊕ 0n−r as described in the above. If r = 1, we have nothing to prove. So without loss
of generality assume that r  2 and E ∈A (note that rank is invariant under similarity). From
I − E = (Ir ⊕ In−r ) − (Ir ⊕ 0n−r ) = 0r ⊕ In−r , it is easily seen that
A′ := (I − E)A(I − E) = 0r ⊕Ar ,
whereAr ⊆ Mn−r (D). SinceA is an irreducible F -algebra of F -algebraic matrices in Mn(D),
it follows from Lemma 1.2 that so isAr in Mn−r (D). Let r ′ be the smallest nonzero rank present
inAr ⊆ Mn−r (D). We conclude from the induction hypothesis that r ′ divides n − r . So to prove
that r divides n, it suffices to show that r ′ = r . The fact that 0r ⊕Ar = (I − E)A(I − E) ⊆A,
implies that r  r ′. To see r ′  r , first we claim that (I − E)AE /= 0. Suppose (I − E)AE = 0.
It is then evident that M :=EDn is a nontrivial subspace of Dn which is invariant under A.
That is,A is reducible, a contradiction. So there exists A ∈A such that (I − E)AE /= 0. Note
that A is an irreducible F -algebra in Mn(D) and 0 /= (I − E)AE ∈A. Hence, Lemma 1.2,
with T := (I − E)AE ∈A, together with Levitzki’s Theorem implies that there exists B ∈A
such that (I − E)2AEB = (I − E)AEB is not nilpotent. Therefore, (I − E)AEB(I − E) is not
nilpotent either which in turn implies that (I − E)AEB(I − E) /= 0. It is now plain that
0 < rank((I − E)AEB(I − E))  rank(E) = r.
Since 0 /= AEB ∈A, we conclude that
r ′  rank((I − E)AEB(I − E))  r.
So r ′  r , hence r = r ′, finishing the proof.
We prove the rest by induction on n. If n = 1, we have nothing to prove. Suppose that the
assertion holds for all F -algebras of F -algebraic matrices of size less than n over D. We prove the
assertion for all F -algebras of F -algebraic matrices of size n over D. Let an irreducible F -algebra
A of F -algebraic matrices in Mn(D) be given. After a similarity, we can write
EAE = Dr ⊕ 0n−r , (I − E)A(I − E) = 0r ⊕Ar ,
whereE = Ir ⊕ 0n−r ∈A, andDr ⊆ Mr(D),Ar ⊆ Mn−r (D) are as described before. Since the
smallest nonzero rank present inAr is r and n − r < n, it follows from the induction hypothesis
that after a similarity of the form T −1r (·)Tr with Tr ∈ Mn−r (D), we haveAr = Mn−r
r
(D′r ) where
D′r ⊆ Mr(D) is an irreducible division F -algebra of F -algebraic matrices over D. Applying the
similarity Ir ⊕ Tr toA, we may assume that
EAE = Dr ⊕ 0n−r ⊂A, (I − E)A(I − E) = 0r ⊕Ar ⊂A, (∗)
where E = Ir ⊕ 0n−r ∈A,Ar = Mn−r
r
(D′r ) andDr ,D′r ,Ar are as described above. Note that
every element of A ∈A can be represented in the block form, i.e., A = (aij ) n
r
× n
r
where the
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blocks, i.e., aij ’s, are matrices of size r over D. For A = (aij ) ∈A, Aij ∈ Mn
r
(Mr(D)) is used
to denote the block matrix with aij ∈ Mr(D) in the ij place and 0r ∈ Mr(D) elsewhere. Let
Eij ∈ Mn
r
(Mr(D)) denote the block matrix with the identity Ir ∈ Mr(D) in the ij place and
0r ∈ Mr(D) elsewhere. It follows from (∗) that Eij ∈A for i = j = 1 and for all 2  i, j  nr .
Thus, if A ∈A, then A1j = E11AEjj , Ai1 = EiiAE11 ∈A for all 1  i, j  nr .
As we saw before, it follows from irreducibility of A that (In − E11)AE11 /= 0 (note that
in fact E11 = E = Ir ⊕ 0n−r ∈A). Since In − E11 = E22 + · · · + En
r
n
r
, we see that there ex-
ists 2  i0  nr such that Ei0i0AE11 /= 0. That is, there exists A ∈A such that 0 /= Ai01 =
Ei0i0AE11 ∈A. This along with the minimality of r implies that ai01 ∈ Mr(D) is invertible (note
that A = (aij ) ∈A). Likewise, it follows from the irreducibility ofA that E11A(In − E11) /= 0.
Therefore, there exist 2  j0  nr and A′ ∈A such that 0 /= A′1j0 = E11A′Ej0j0 ∈A. This
together with the minimality of r implies that a′1j0 ∈ Mr(D) is invertible (note that A′ = (a′ij ) ∈
A).
We claim that after applying the similarity T = diag(Ir , a, . . . , a) ∈ Mn(D) to A where
a :=ai01 ∈ Mr(D) we have A′ :=T −1AT = Mn/r(Dr ) where Dr is the irreducible division
F -algebra described before and this would finish the proof. To this end, first it is easily verified
that
T −1BT =


Ir 0r . . . 0r
0r a−1 . . . 0r
...
...
.
.
.
...
0r . . . 0r a−1




b11 b12 . . . b1 n
r
b21 b22 . . . b2 n
r
...
...
.
.
.
...
b n
r
1 . . . . . . b n
r
n
r




Ir 0r . . . 0r
0r a . . . 0r
...
...
.
.
.
...
0r . . . 0r a


=


b11 b12a . . . b1 n
r
a
a−1b21 a−1b22a . . . a−1b2 n
r
a
...
...
.
.
.
...
a−1bn
r
1 a
−1bn
r
2a . . . a
−1bn
r
n
r
a

 .
From the preceding block matrix identity we see that Eij ∈A′ whenever i = j = 1 or 2  i,
j  n
r
. This in particular implies that if C = (cij ) ∈A′ then Cij = EiiCEjj ∈A′ for all 1 
i, j  n
r
.
Since 0 /= Ai01 = Ei0i0AE11 ∈A, again it follows from the block matrix identity above that
Ei01 = T −1Ai01T ∈A′. Having
Ei1 = Eii0Ei01, Eii0 , Ei01 ∈A′
for all 2  i  n
r
, we conclude that Ei1 ∈A′ for all 2  i  nr . In particular, Ej01 ∈A′ where
j0 is as in the above.
Recall that 0 /= A′1j0 = E11A′Ej0j0 ∈A. So by the block matrix identity above, we see
that B1j0 :=T −1A′1j0T ∈A′, that B1j0 , in its block matrix representation, has b1j0 = a′1j0a =
a′1j0ai01 ∈ Mr(D) in the 1j0 place and 0r ∈ Mr(D) elsewhere. Let B ′j01 = (b′ij ) ∈ Mnr (Mr(D))
denote the block matrix with b′j01 = b−11j0 ∈ Mr(D) and 0r ∈ Mr(D) otherwise. As B1j0 , Ej01,
Eii ∈A′ for all 1  i  nr andA′ is an F -algebra, we can write
C :=B1j0 + Ej01 +
n
r∑
j0 /=i=2
Eii ∈A′.
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Now it is a matter of a straightforward calculation to see that
C−1 = B ′j01 + E1j0 +
n
r∑
j0 /=i=2
Eii .
Since C ∈A′ is algebraic over F , it follows that C−1 ∈A′. This in turn yields
E1j0 = E11C−1Ej0j0 ∈A′
for Eii ∈A′ for all 1  i  nr . Now since E1j0 , Ej01 ∈A′, we conclude that
Eij = Eij0Ej01E1j0Ej0j ∈A′
for all 1  i, j  n
r
. It is now easily verified that we haveA′ = Mn/r(Dr ), as desired. 
Corollary 2.3. Let D be a division ring, F a subfield of its center, and A an irreducible F -
algebra of F -algebraic matrices in Mn(D). Let r ∈ N be the smallest nonzero rank present in
A. Then, the integer r divides rank(A) for all A ∈A.
Proof. In view of the preceding theorem, without loss of generality, we may assume thatA =
Mn/r(Dr ) where Dr is as in the theorem. We first claim that for any A ∈A, there is a diagonal
matrix I in the F -algebraA sharing the same rank with the matrix A such that I is a direct sum
of Ir ’s and 0r ’s where Ir and 0r denote the identity and zero matrix of size r , respectively. To this
end, let A ∈A be given. Suppose that f = f m11 f m22 . . . f mkk is the minimal polynomial of A over
the subfield F , where f1 = x, the f1, . . . , fk ∈ F [X] are distinct irreducible monic polynomials
which are pair-wise relatively prime, m1 is a nonnegative integer, and mi’s are natural numbers
(2  i  k). Mimicking the standard proof of the Primary Decomposition Theorem (e.g., see
Theorem 6.8.12 of [8]), one can prove its counterpart for F -algebraic matrices in Ml() where
l ∈ N and  is a division ring whose center includes the field F . Therefore, without loss of
generality, we may assume that A = A1 ⊕ · · · ⊕ Ak where Ai’s are matrices of appropriate sizes
over the division ring Dr and that the minimal polynomial of Ai over the subfield F is f mii
(1  i  k). In particular, we see that A1 is nilpotent and A2, . . . , Ak are invertible F -algebraic
matrices over Dr . Also, adjusting the proof of the Jordan Canonical Form presented in [7, pp.
123–127], one can proof its counterpart for triangularizable matrices in Ml() (l ∈ N) with inner
eigenvalues in the center of the division ring . So we may assume that the nilpotent matrix A1 is
a direct sum of Jordan sub-blocks corresponding to the scalar zero. Now, in view of this, since the
matrices Ai’s (2  i  k) are invertible, it is plain that there is a diagonal matrix I , of the form
of a direct sum of Ir ’s and 0r ’s, in the F -algebraA = Mn/r(Dr ) sharing the same rank with the
matrix A. This establishes our claim. Since I is a direct sum of Ir ’s and 0r ’s, it follows that the
integer r divides the rank of I which is the same as that of the matrix A; this is what we want. 
Remark. Let D be a division ring. It was observed by Dr. H. Momenaee Kermani and the author
that the proof of the Jordan Canonical Form as presented in [7, pp. 123–127], can be adjusted
to prove its counterpart for triangularizable matrices in Mn(D) (n ∈ N) with inner eigenvalues
in the center of the division ring D. We refer the interested reader to [12] for a detailed proof
of this observation for nilpotent matrices which would settle the observation in view of the
Primary Decomposition Theorem (e.g., see Theorem 6.8.12 of [8]) for Z(D)-algebraic matrices
in Mn(D).
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As pointed out before, the following result can be thought of as a generalization of Burnside’s
Theorem to irreducible F -algebras of triangularizable matrices in Mn(D) with inner eigenvalues
in the subfield F .
Theorem 2.4. Let D be a division ring, F a subfield of its center, and A an irreducible F -
algebra of triangularizable matrices in Mn(D) with inner eigenvalues in F. Then after a similarity
A = Mn(F). Therefore,A is defined over F,A is absolutely irreducible, and the subfield F is
k-closed for each k = 2, . . . , n.
Proof. Plainly,A is an algebraic algebra over F . With the notation of the preceding theorem, we
see that r = 1 and D1 = F because Dr is an irreducible division F -algebra of triangularizable
matrices in Mr(D) with inner eigenvalues in F . Therefore, after a similarity, say T , T −1AT =
Mn(F)which is what we want. The rest easily follows fromT −1AT = Mn(F) and the hypothesis
that the members ofA have inner eigenvalues in F . 
Remarks
1. In [21], it is observed that the Halperin–Rosenthal proof of Burnside’s Theorem provides a
simpler proof for Theorem 2.4 in the special case F = D. Also, if F = D, a modification of
the proof of Theorem 2.2 provides a simple proof of Burnside’s Theorem (see [24]).
2. It is easy to see that if F is a subfield of the center of D and if every F -algebraA in Mn(D)
with inner eigenvalues in F is reducible, then F is not k-closed for some 2  k  n.
3. In view of the preceding theorem, it would be natural to ask the following question.
Question. Let D be a division ring, F a subfield of its center, n > 1, and A an irreducible
F -algebra of matrices in Mn(D). Is it true that, up to a similarity, A = Mn(F) if and only if
the algebraA, as a linear space over F , is spanned by triangularizable matrices that have inner
eigenvalues in F ?
Let A be an F -algebra in Mn(D) so that A is in block upper triangular form with diag-
onal blocks of sizes ni × ni , 1  i  t , n1 + · · · + nt = n. Following [19], for A ∈A, we use
dg(A) = (A1, . . . , At ) and i-dg(A) = Ai to, respectively, denote the diagonal blocks of A and the
ith diagonal block of A. With the preceding theorem at our disposal, we can prove the following
Block Triangularization Theorem for F -algebras of triangularizable matrices in Mn(D) with inner
eigenvalues in the subfield F .
Corollary 2.5 (The Block Triangularization Theorem). Let D be a division ring, F a subfield of
its center, and A an F -algebra of triangularizable matrices in Mn(D) with inner eigenvalues
in F. Then, after a similarity,A is in block upper triangular form such that the zero diagonal
blocks of A, if there is any, are all one-dimensional and the nonzero diagonal blocks of A
occur in either linked or independent pairs. That is, after a similarity, A is in block triangu-
lar form with diagonal blocks of sizes ni × ni, 1  i  t, n1 + · · · + nt = n so that for each
pair (i, j), 1  i, j  t, either ni = nj = 1 and idg(A) = jdg(A) = 0 as A ranges overA,
or ni = nj  1 and {idg(A) = jdg(A) : A ∈A} = Mni (F ), or {(idg(A), jdg(A)) : A ∈
A} = Mni (F ) × Mnj (F ).
Proof. In light of Theorem 2.4, one can adjust the proof of Theorem 1.5.1 of [18] to settle the
corollary. We omit the details. 
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Remark. A consequence of the preceding corollary is the following: Let A be as in the cor-
ollary. If the F -algebra A is semi-simple, then it contains the identity matrix if and only if
ker(A) := ⋂A∈A ker(A) = {0}.
Let D and F be as in the preceding corollary. The following result, up to a similarity, charac-
terizes all simple F -algebras of triangularizable matrices in Mn(D) with inner eigenvalues in F
containing the identity matrix.
Corollary 2.6. Let n ∈ N,D a division ring, F a subfield of its center, andA a simple F -algebra
of triangularizable matrices in Mn(D) with inner eigenvalues in F containing the identity matrix.
Let r,m ∈ N be the minimal nonzero rank inA and the dimension of a minimal nonzero invariant
subspace ofA respectively. Then
(i) The integer m divides n, r = n/m, and after a similarity A = diag(A, . . . , A) where
A ∈ Mm(F). Furthermore, the minimal nonzero rank inA, i.e., r, divides rank(A) for all
A ∈A.
(ii) After a similarity,A = Mn(F) if and only if r = 1.
Proof. Corollary 2.5 implies that, after a similarity,A = diag(A, . . . , A) where A ∈ Mm(F) and
Mm(F) is an irreducible F -algebra of triangularizable matrices in Mm(D) with inner eigenvalues
in F . Thus, m divides n and r = n/m and the rest of the assertion is obvious. It is plain that (ii)
is a quick consequence of (i). 
LetF be a field, andC a collection of matrices inMn(F). A polynomialP inmnoncommutative
variables with coefficients from F is called a nilidentity ofC if P(Cm) consists of nilpotents. The
polynomial P is called an n-trivial nilidentity, or simply n-trivial, if it is a nilidentity of Mn(F).
The third part of the following corollary extends a special case of a result of Guralnick (see [5])
to division rings. Part (iv) extends Lemma 1.3.7 of [18] to division rings.
Corollary 2.7. Let D be a division ring and F a subfield of its center. LetA be an F -algebra of
triangularizable matrices in Mn(D) with inner eigenvalues in F.
(i) The F -algebraA is triangularizable iffA has a nil-identity that is not 2-trivial.
(ii) The F -algebra A is triangularizable if rank(P (A1, . . . , Am))  1 for all A1, . . . , Am ∈
A where P is a polynomial in m noncommutative variables over F for which there are
B1, . . . , Bm ∈ M2(F ) such that rank(P (B1, . . . , Bm)) > 1.
(iii) The F -algebraA is triangularizable iff AB − BA is nilpotent for each A,B ∈A.
(iv) If rank(AB − BA)  1 for each A,B ∈A, then the F -algebraA is triangularizable.
Proof. (i) and (ii) obviously imply (iii) and (iv), respectively.
(i) Necessity is obvious because A has inner eigenvalues in F which is a subfield of the
center of D. So we need to prove sufficiency. In light of the Triangularization Lemma we need
to prove reducibility. Suppose otherwise. So A is an irreducible F -algebra of triangularizable
matrices in Mn(D) with inner eigenvalues in F . It follows from Theorem 2.4 that after a similarity
A = Mn(F) which obviously contradicts the hypothesis that A has a nil-identity that is not
2-trivial, a contradiction.
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(ii) Again, in light of the Triangularization Lemma, we need to prove reducibility. To prove
reducibility by contradiction, suppose that A is an irreducible F -algebra of triangularizable
matrices in Mn(D) with inner eigenvalues in F . It follows from Theorem 2.4 that after a similarity
A = Mn(F) which obviously does not satisfy the hypothesis of (ii), a contradiction, finishing
the proof. 
Remark. In [16], it is shown that a one-sided ideal of the ring of linear transformations (resp.
continuous linear operators) on a left or right-vector space over a division ring D (resp. on a real
or complex locally convex space) is triangularizable if and only if the one-sided ideal is generated
by a rank-one idempotent if and only if rank(AB − BA)  1 for all A, B in the one-sided ideal.
The following result gives a criterion for triangularizability of F -algebras of matrices with
inner eigenvalues in the subfield F provided that F is not 2-closed.
Theorem 2.8. Let D be a division ring, F a subfield of its center that is not 2-closed, and A
an F -algebra of matrices in Mn(D) with inner eigenvalues in F. ThenA is triangularizable if
and only if every A ∈A is triangularizable. Conversely, let a subfield F of the center of D be
given. If every F -algebraA of triangularizable matrices in Mn(D) with inner eigenvalues in F
is triangularizable, then F is not 2-closed.
Proof. It suffices to prove the “if part” of the assertion. To this end, suppose that every A ∈A
is triangularizable. In view of the Triangularization Lemma (Lemma 1.1.4 of [18]), it suffices to
show thatA is reducible. ButA is reducible by Theorem 2.4, finishing the proof.
For the converse, we use contradiction. Suppose that F is 2-closed. This hypothesis eas-
ily implies that the nontriangularizable F -algebraA :=diag(M2(F ), 0n−2) consists of triangu-
larizable matrices with inner eigenvalues in F . Therefore, A must be triangularizable by the
hypothesis, a contradiction. 
Remarks
1. It is not difficult to see that finite-dimensional extensions of the prime fields are not 2-closed
(e.g., any finite field). Therefore, the conclusion of the preceding theorem holds whenever the
subfield F is a finite-dimensional extension of the prime field of K .
2. Since the field of reals is not 2-closed, the conclusion of the preceding theorem holds with
K = F and F = R.
3. In the case of characteristic zero, it is not difficult to see that the theorem above still holds for
any Z-algebra in Mn(K) where Z is the subring of integers in K , i.e., Z = Z1. As a matter of
fact, in view of the preceding theorem, it is easy to prove: Letting K be a field, R a subring
of K whose field of quotients, denoted by F, is not 2-closed, andA an R-algebra in Mn(K)
with spectra R. ThenA is triangularizable if and only if every A ∈A is triangularizable. (see
Theorem 2.4.8 of [23].)
LetF be a field, andC a collection of matrices inMn(F). A polynomialP inmnoncommutative
variables with coefficients from F is called a trace identity of C if tr(P (C1, . . . , Cm)) = 0 for all
Ci ∈ C (1  i  m). The polynomial P is called an n-trivial trace identity, or simply n-trivial,
if it is a trace identity of Mn(F). It is obvious that f = x1x2 − x2x1 is an n-trivial trace identity
for all n ∈ N. It is not difficult to see that (x1x2 − x2x1)2x3x4 − (x1x2 − x2x1)2x4x3 is a 2-trivial
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trace identity but not a 3-trivial trace identity. Motivated by the proof of Radjavi’s Trace Theorem
(Theorem 2.2.1 of [18]) we state the following.
Theorem 2.9. Let n ∈ N, K a field with ch(K) > n/2 or = 0, and F a subfield of K. LetA be
an F -algebra of triangularizable matrices in Mn(K) with spectra in F, and f a polynomial in
m noncommutative variables with coefficients from F that is not a 2-trivial trace identity. Then
the F -algebraA is triangularizable if and only if f is a trace identity ofA.
Proof. The “only if” part is easy. So, it is sufficient to prove the “if part”. To this end, suppose
that the F -algebraA has a trace identity f that is not 2-trivial. By Corollary 1.3 of [20], with no
loss of generality, we may assume that the ground field F is algebraically closed. Now, in light
the Block Triangularization Theorem above, a proof almost identical to that of Theorem 2.2.1 of
[18] establishes the theorem. 
Remarks
1. If the subfield F is not 2-closed, then, in view of the preceding theorem, any identity f of
F [X1, . . . , Xm] is a trace identity for any F -algebraA of triangularizable matrices in Mn(K)
with spectra in F .
2. In the theorem the condition on the characteristic of the ground field F cannot be dropped. By
dropping the condition, we can only get the reducibility of the algebraA in the theorem.
3. In light of Theorem 7.5.9 of [18], one can prove the counterpart of the preceding theorem for
trace class (resp. finite-rank) operators over an arbitrary Hilbert (resp. Banach) space.
We now give an affirmative answer to the Brauer type question above under the weaker hypoth-
esis that the semigroup in the question has traces in the subfield F provided the subfield F is
k-closed for each k dividing n with k > 1, or it is finite.
Theorem 2.10. (i) Let n > 1, K a field, F a subfield of K that is k-closed for each k dividing n
with k > 1, andS an irreducible semigroup in Mn(K) such that {0} /= tr(S) ⊆ F. Then after a
similarity AlgF (S) = Mn(F), and henceS is defined over F. In particular, if F is algebraically
closed, then after a similarity AlgF (S) = Mn(F) and soS is defined over F.
(ii) Let n > 1, K a field, F a finite subfield of K, andS an irreducible semigroup in Mn(K)
such that {0} /= tr(S) ⊆ F. ThenS is finite and is defined over F.
Proof. (i) Let A :=AlgF (S) denote the F -algebra generated by S, and let r and Dr be as in
Theorem 1.5. It suffices to show that r = 1. To prove this by contradiction, suppose r > 1. First
we show that Z(Dr ) = {cI : c ∈ F } where Z(Dr ) denotes the center ofDr . To this end, suppose
that D ∈ Z(Dr ) ⊂ Dr . By Theorem 1.5, the minimal polynomial for D, denoted by mD , is an
irreducible polynomial in F [X]. On the other hand, since D ∈ Z(Dr ) and Dr is irreducible in
Mr(K), it follows that mD is irreducible overK , for otherwise the matrixD ∈ Z(Dr )would have a
nontrivial hyperinvariant subspace, contradicting irreducibility ofDr in Mn(K). Now since mD is
irreducible over K , it follows from the Rational Canonical Form Theorem that deg(mD) divides r ,
yielding deg(mD) = 1, for F is k-closed for all k dividing n with k > 1. That is, D = cI for some
c ∈ F , and hence Z(Dr ) = {cI : c ∈ F }. Now let Fm denote a maximal subfield of Dr (such a
maximal subfield exists by Exercise IX.6.4 of [6]). SinceF is the center ofDr , it is contained inFm
and, by Theorem IX.6.6 of [6], dimF Dr = (dimF Fm)2. By showing that Fm = F we complete
the proof. By Remark 5 following Theorem 2.3.12 of [23], dimK Dr = dimF Dr = (dimF Fm)2
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divides n2 and so dimF Fm divides n. Now since Fm is an extension field of F , we conclude that
the minimal polynomial of every D ∈ Fm is irreducible over F . On the other hand, we can write
dimF Fm = [Fm : F ] = [Fm : F [D]].[F [D] : F ].
But [F [D] : F ] = deg(mD). Therefore, deg(mD) divides dimF Fm, and hence n. From this, due
to the fact that mD ∈ F [X] is irreducible over F and the hypothesis, we obtain deg(mD) = 1. So
we have shown that the minimal polynomial for every D ∈ Fm has degree one. That is, Fm = F
so dimF Dr = (dimF Fm)2 = 1, a contradiction.
(ii) The proof is a quick consequence of Corollary 2.11 of [20]. 
Remarks
1. LetA in M2(C) be the following representation of quaternions as an R-algebra
A :=
{(
z1 −z¯2
z2 z¯1
)
∈ M2(C) : z1, z2 ∈ C
}
.
The R-algebra A is irreducible in M2(C) for dimC〈A〉C = 4. It is easily seen that A is a
division R-algebra and has traces in R. Therefore, the R-algebra A is not defined on R for
dimRA = dimC〈A〉C = 4. This shows that the hypothesis that “F is k-closed for each k
dividing n with k > 1” cannot be dropped.
2. Let Z2 be the field of integers modulo 2, let Z2 denote the algebraic closure of Z2, Z2[X] the
ring of polynomials over Z2, and F :=Z2(X) the quotient field of Z2[X] (note that Z2[X] is
an integral domain). The field F is not perfect nor is it 2-closed, and we have ch(F ) = 2. It is
easily seen that the matrix A ∈ M2(F ) defined by
A :=
(
1 x
1 1
)
is irreducible in M2(F ) and that the irreducible algebraA :=Alg(A) = F [A] has traces zero,
hence in the subfield Z2 which is algebraically closed. The algebraA, however, is not defined
on Z2, for otherwise the characteristic polynomial for the matrix A would be in Z2[X], a
contradiction. Therefore, the irreducible algebraA is not defined on Z2 either. Therefore, in
both parts of the preceding theorem the hypothesis that trace in not identically zero on the
semigroup cannot be dropped.
3. In the preceding theorem if the ground field K satisfies one of the following conditions: (a)
ch(K) = 0 or ch(K) does not divide n, (b) K is a perfect field, (c) K is k-closed for each k
dividing n with k > 1, then the hypothesis that trace is not identically zero on the irreducible
semigroupS is easily seen to be redundant.
We now use the preceding theorem, to give a second generalization of Burnside’s Theorem to
irreducible F -algebras of matrices with traces in the subfield F as follows.
Corollary 2.11 (Generalized Burnside Theorem). Let n > 1, and let K be a field, F a subfield
of K.
(i) If F is k-closed for each k dividing n with k > 1, then, up to a similarity, the only irreducible
F -algebra of matrices in Mn(K) with traces in F but not identically zero is the F -algebra
of all matrices on F.
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(ii) If, up to a similarity, the only irreducible F -algebra of matrices in Mn(K) with traces
in F is the F -algebra of all matrices on F, then for each k dividing n with k > 1 every
polynomial f ∈ F [X] of degree k is reducible over K. In particular, if F = K and the
conclusion of Burnside’s Theorem holds, then F is k-closed for each k dividing n where
k > 1.
Proof. (i) This is an immediate consequence of Theorem 2.10(i).
(ii) Use contradiction: suppose there exists a polynomial f ∈ F [X] of degree r dividing n
with r > 1 that is irreducible over K . Let A ∈ Mr(F ) denote the companion matrix of f . It
follows from elementary algebra that Dr :=F [A] is indeed an irreducible commutative division
F -algebra in Mr(K) with traces in F . It is easily seen thatA :=Mn/r(Dr ) is an irreducible F -
algebra in Mn(K) with traces in F which is not similar to Mn(F), for the smallest nonzero rank
inA :=Mn/r(Dr ) is r > 1 (note that the smallest nonzero rank in Mn(F) is 1), contradicting the
hypothesis. 
Remarks
1. The irreducible Z2-algebra A in the second remark following Theorem 2.10 shows that the
converse of Corollary 2.11(ii) is not true. It is however worth mentioning that if K = F , then
the converse holds by Theorem 2.2.21 of [23]. This would give us a characterization of all
fields F such that Burnside’s Theorem holds in Mn(F) where n > 1.
2. In view of the remark following Corollary 2.3.14 of [23], we see that the Generalized Burnside
Theorem above holds whenever the field K is k-closed for all k dividing n with k > 1 and the
subfield F finite.
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