Abstract. In this expository paper we collect some combinatorial problems in the additive theory that can be easily solved in ordered Abelian groups. We study how such results, obtained by simple combinatorial arguments, can be extended to other Abelian groups. In many cases, best results can be obtained with the help of the so-called polynomial method that has evolved to a very powerful tool in the additive theory during the last decade.
Introduction
Let G = 0 denote any Abelian group. Define p(G) as the smallest positive integer p for which there exists a nonzero element g of G with pg = 0. If no such integer exists, we write p(G) = ∞. Thus, p(G) = ∞ if and only if G is torsion free, otherwise it is a prime number that equals the order of the smallest nontrivial subgroup of G. In particular, if G is finite, then p(G) is the smallest prime divisor of |G|.
For nonempty subsets A, B ⊆ G with |A| = k and |B| = , we will consider the sets A + B = {a + b | a ∈ A, b ∈ B} and A+B = {a + b | a ∈ A, b ∈ B, a = b}.
Assume that, like in the case of Z and Q, there is a linear order < on G, which is compatible with the addition on G, that is, for arbitrary elements a, b, c ∈ G, a < b implies a + c < b + c. It is immediate that such a linearly orderable group cannot have any nonzero element of finite order. It is also easy to see, that if the Abelian groups G and H are linearly orderable, then so is their direct sum G ⊕ H. Thus, every finitely generated torsion free Abelian group can be equipped with such a linear order. In fact, it can be proved using transfinite induction, that even the direct sum of infinitely many linearly orderable Abelian groups can be ordered. Since every torsion free Abelian group is a subgroup of the direct sum of some isomorphic copies of Q (see e.g. [38] ), we arrive at the (well known) conclusion that an Abelian group can be ordered if and only if it is torsion free.
Thus, if G is torsion free, then the elements of A and B can be enumerated as a 1 < a 2 < . . . < a k and b 1 < b 2 < . . . < b such that
Moreover, at most one element of A can be equal to b 1 , and no more than one member of B can equal a k . It follows that the following statements are valid in any torsion free Abelian group G. In particular, Statement 3. If A is a finite subset of the Abelian group G, |A| = k, then |A+A| ≥ 2k − 3.
If A is different from B, then we can say something stronger: Statement 4. If A and B are nonempty finite subsets of the Abelian group G such that |A| = k, |B| = and A = B, then |A+B| ≥ k + − 2.
Indeed, if k = 1, then |A+B| ≥ |B| − 1 = k + − 2, and we can argue in a similar way if = 1. Thus, we may assume that k, ≥ 2 and we have already proved that |A | + |B | < k + and |A + B | = |A | + |B | − 3 implies A = B . If a 1 = b 1 , then we may assume without any loss of generality that b 1 < a 1 . In this case no element of A can be equal to b 1 , so at least k + − 2 out of the k + − 1 different numbers a 1 + b 1 < a 2 + b 1 < . . . < a k + b 1 < a k + b 2 < . . . < a k + b belong to A+B. Thus, we may assume that a 1 = b 1 , and also that k ≤ , say. Since A = B, there is a smallest integer t with the property that a t = b t but a t+1 = b t+1 . If t = k, that is, a t+1 does not even exist, we find that > k ≥ 2 and then A+B contains the following k + − 2 different numbers:
Otherwise we may assume that a t+1 < b t+1 , and even if t = 1, we can consider the following 2t − 2 elements of A+B: a 1 + b 2 < . . . < a 1 + b t < . . . < a t−1 + b t < a t+1 + b t−1 .
Defining A = A\{a 1 , . . . , a t } and B = B \{b 1 , . . . , b t } we find that A = B , so by our induction hypothesis, |A + B | ≥ (k − t) + ( − t) − 2. This way we found k + − 2t − 2 elements of A+B, each larger than the previously found 2t − 2 numbers. Finally, the elements a t+1 + b t and a t + b t+1 also belong to A+B and they are both larger than the first 2t − 2 numbers and at the same time smaller than the elements of A + B . That is,
as we wanted to prove.
It is not difficult to characterize the sets A and B for which equality holds in Statement 1, a proof can be found in [33] .
Statement 5. If A and B are nonempty finite subsets of the Abelian group G such that |A| = k ≥ 2, |B| = ≥ 2 and |A + B| = k + − 1, then A and B are both arithmetic progressions of the same difference.
In view of Statement 4, |A+B| = k + − 3 is only possible if A = B. If k is 2 or 3, then clearly |A+A| = 2k − 3. If k is 4, then |A+A| is either 5 or 6, where the first case happens if and only if a 1 + a 4 = a 2 + a 3 . Otherwise the analogue of the previous statement is true, see [33] . Statement 6. If A is a finite subset of the Abelian group G such that k = |A| ≥ 5 and |A+A| = 2k − 3, then A is an arithmetic progression.
Consequently, the following statement is also valid in every torsion free Abelian group G.
Statement 7.
If A and B are subsets of the Abelian group G, each of cardinality k, then there are numberings a 1 , a 2 , . . . , a k and b 1 , . . . , b k of the elements of A and B, respectively, such that the sums a 1 +b 1 , a 2 +b 2 , . . . , a k + b k are pairwise different.
Note that this is also true if A is a multiset. Finally, if A is a finite multiset of at least two nonzero elements in a linearly ordered Abelian group, then it can be partitioned into two nonempty multisets containing the negative and the positive elements of A, respectively, such that no elements in the same part can add up to zero (take any partition if all the elements of A have the same sign). Consequently, the following is true in torsion free Abelian groups G. Statement 8. Any multiset of k ≥ 2 nonzero elements of G can be partitioned into two nonempty parts such that in none of the parts does a zero subsum occur.
Common features of all the above statements are that for fixed values of k and they can be written as a closed formula in the first order language of Abelian groups, and that they are valid in every linearly ordered, and thus also in every torsion free Abelian group. Based on a compactness argument that we indicate in the following section it follows that the same statements hold in any Abelian group G for which p(G) is large enough compared to k and . The drawback of this argument on one hand is that it depends on the axiom of choice, and on the other hand is that it does not say how large p(G) should indeed be. An effective, though in general exponentional admissible bound can be obtained by the rectification principle of Freiman [19] , worked out by Bilu, Ruzsa and Lev for cyclic groups of prime order in [7] . We elaborate on this idea in Section 3.
Such a strong restriction on p(G) is sometimes necessary, as it happens in the case of Statement 8, see [25] . In many cases, however, more effective results can be obtained. For example, in Section 4 we will show a combinatorial argument that extends Statement 1 to arbitrary Abelian groups with p(G) ≥ k + − 1. According to Vosper's theorem [41] , in the case k, ≥ 2, Statement 5 is valid in the group Z p = Z/pZ, where p is any prime number larger than k + .
We devote the rest of the paper to some recent developments that can be obtained by the so-called 'polynomial method' that was first applied in the combinatorial theory by Alon and Tarsi [6] and introduced to the additive theory by Alon, Nathanson and Ruzsa [4, 5] . We will describe in Section 5 this method and its use for the statements concerning restricted addition, and also for Statement 7, in the case of cyclic groups whose order is a prime.
In Section 6 we demonstrate how a multiplicative variant of this method can be used to obtain Statement 7 for every cyclic group of odd order. A similar idea can be used to extend Statement 2 to cyclic groups of prime power order with p(G) ≥ k + − 3; this we carry out in Section 7. This in turn, combined with a result of Section 4, makes it possible to extend Statement 3 to arbitrary groups with p(G) ≥ 2k − 3, see Section 8. Finally, in the last section we sketch how the polynomial method can be used to prove Statement 6 in Z p , where p is any prime larger than 2k − 3.
We could have mentioned many more statements in the same spirit. However, with the purpose of writing an expository paper instead of a survey, we only tried to present a more or less coherent collection of examples that represent various levels of difficulty and at the same time are quite suitable for the demonstration of the methods we are going to present. The interested reader may get a broader perspective from the monographs of Freiman [19] and Nathanson [33] , and also from the papers of Alon [1, 3] and Freiman [20] .
The Compactness Argument
Theorem 9. Let Φ be any statement that can be formulated as a sentence in the first order language of Abelian groups. Assume that Φ is true in every linearly orderable Abelian group. Then there is an integer p 0 = p 0 (Φ) such that Φ is valid in every Abelian group G with p(G) ≥ p 0 .
Proof. Assume that, on the contrary, there is an infinite sequence of prime numbers p 1 < p 2 < p 3 < . . . such that, for every positive integer i, there is an Abelian group G i with the property that p(G i ) = p i and Φ is not valid in G i . Let U denote any non-principal ultrafilter on the set of positive integers Z + , it contains all co-finite subsets of Z + . Let G = G i /U be the ultraproduct of the groups G i with respect to U .
According to the fundamental theorem of ultraproducts, also known as Loś's theorem (cf. [9, 22] ), a sentence Ψ in the first order language of Abelian groups is true in G if and only if the set {i ∈ Z + | Ψ is valid in G i } belongs to U . Since ¬Φ is valid in every G i and, by definition, Z + ∈ U , it follows that Φ is not valid in G.
Notice that, for any fixed k, the statement Ψ k 'there is no nonzero element whose order is less than k' is in fact a first order sentence for Abelian groups. Since for any fixed k there is only a finite number of indices i with p i < k, the set of indices for which Ψ k is valid in G i belongs to U . It follows that for every k, no element of G other than 0 can have an order less than k, implying that G is torsion free. Consequently, G can be ordered, and thus Φ is valid in G. This contradiction completes the proof.
We note that a similar argument has also been suggested by Ambrus Pál [34] , see also [25] .
As we have already mentioned, all the statements of the previous section can be expressed as a first order sentence, and thus must be valid, in the view of the above theorem, whenever p(G) is large enough compared to k and . Now we turn our attention to more efficient methods.
The Rectification Principle
Let Φ be any closed formula in the first order language of Abelian groups, written inductively in the usual way. Every atomic formula that occurs in Φ is of the form τ = σ where
such that x 1 , x 2 , . . . , x v(τ ) and y 1 , y 2 , . . . , y v(σ) are not necessarily different variables of Φ. We say that Φ is an (s, t)-sentence if Φ = ∀x 1 . . . ∀x t Ψ, where Ψ only contains the open variables x 1 , . . . , x t and, for every atomic formula τ = σ that occurs in Φ, we have v(τ ) + v(σ) ≤ s. We will assume that s ≥ 2. For example, Statement 8 in the case k = 3 can be written as a (2, 3)-sentence as follows:
a formula that is clearly valid in every Abelian group G with p(G) > 2. Here, in the atomic sub-formula x + y = 0, we have v(x + y) = 2 and v(0) = 0.
An effective version of Theorem 9 is the following Theorem 10. Let Φ be an (s, t)-sentence in the first order language of Abelian groups. If Φ is true in Z, then it is valid in every Abelian group G with p(G) > s t .
Thus we have a tool even for such problems, where we cannot argue using the appropriate ordering of torsion free Abelian groups, but instead of that we somehow can exploit the arithmetic and/or some other properties of Z, like in the following well-known exercise: If n 1 , n 2 , . . . , n 2k+1 are integers with the property that, whichever number we omit, the rest can be partitioned into two k-element groups with equal sums, then all the numbers are equal.
To prove Theorem 10 we follow [7] . Note that we may readily assume that G is finitely generated. We use the following notion of Freiman-isomorphism. For subsets K and L of the Abelian groups G and H, respectively, we say that the bijection ϕ : K → L is anF s -isomorphism, if for any a 1 , . . . , a u ∈ K and b 1 , . . . , b v ∈ K with u + v ≤ s, we have
Denote by z 1 , z 2 , . . . , z t the variables that occur in Φ. Let g 1 , g 2 , . . . , g t be arbitrary elements of G and let K = {g 1 , g 2 , . . . , g t }, then |K| ≤ t. Assume that K isF s -isomorphic to some subset K of Z, and denote by ϕ the corresponding bijection. In G, substitute z i = g i in Φ; in Z, do the same with z i = ϕ(g i ). Then we get the same truth assignment in the case of each atomic sub-formula of Φ. Since Φ is valid in Z, it follows that the above substitution makes Φ valid in G. Thus, it is enough to prove the following Theorem 11. Let K be a t-element subset of the finitely generated Abelian group G. If p(G) > s t then there exists anF s -isomorphism ϕ :
The starting point is the following direct generalization of [7, Theorem 3 .1] whose proof we include for the sake of completeness.
Lemma 12. Let K be a t-element subset of Z q where q is a power of a prime p > s t . Then there exists a set of integers K such that the canonical homomorphism
Proof. Identify the elements of K with the unique integers 0 ≤ a 1 , . . . , a t < q they represent. Let e i (0 ≤ i ≤ t) be the standard basis for Z t+1 and consider the lattice Λ generated by the vectors
The volume of the fundamental domain of Λ is 1. Since p(1/s) t > 1, it follows from Minkowski's convex body theorem that Λ has a nonzero vector in the rectangular box
that is, there are integers n i , not all of them zero, such that |n 0 | < p and
Were n 0 = 0 it would imply n i = 0 for 1 ≤ i ≤ t. Thus we can conclude that n 0 is not divisible by p and that there are integers m i such that |m i | < q/s and n 0 a i ≡ m i (mod q). If r is any multiplicative inverse of n 0 modulo q, then rm i ≡ a i (mod q), and thus the canonical homomorphism ϕ : Z → Z q maps K = {rm 1 , . . . , rm t } onto K. Moreover,
is divisible by q, which by (n 0 , q) = 1 exactly happens if
is divisible by q. Since |m i | < q/s, under the assumption that u + v ≤ s this is equivalent with saying that the above expression is zero, or what is the same,
This indicates that ϕ indeed induces anF s -isomorphism.
Since the identical map ı : Z → Z obviously induces anF s -isomorphism of any subset of Z onto itself, in view of the fundamental theorem of finitely generated Abelian groups, to verify Theorem 11, it is enough to prove that whenever the theorem is true for the Abelian groups G 1 and G 2 , it is true for their direct sum G = G 1 ⊕ G 2 as well. This we can do as follows. Assume
and define K 2 in a similar way as the projection of K to G 2 . Then t i = |K i | ≤ |K| ≤ t, so s t i < p(G i ) and by our hypothesis there existF s -isomorphisms ϕ i : K i → K i for some appropriate t i -element sets K i ⊂ Z. With m = max{|n| : n ∈ K 2 } and with any integer α > sm, define the map
Since αn 1 + n 2 = αn 1 + n 2 implies that α divides the number n 2 − n 2 whose modulus is not larger than 2m < α, that is, it implies n 2 = n 2 , and in turn also n 1 = n 1 , we find that ϕ is a bijection. A similar argument shows that ϕ is in fact anF s -isomorphism, and thus its restriction to K is also anF s -isomorphism. This completes the proof of Theorem 11 and in turn also that of Theorem 10.
Theorem 10 can be applied to all statements of Section 1, with t = k or t = k + and s = 4 or, in the case of Statement 8, s = k − 1.
A Combinatorial Argument
According to the Cauchy-Davenport theorem [8, 12] , if p is a prime number and p ≥ k + − 1, then |A + B| ≥ k + − 1 holds for any A, B ⊆ Z/pZ with |A| = k, |B| = . This result has been generalized in several ways, see e.g. [10, 14, 17, 35, 36, 42] . In particular, the following result nicely fits into our framework. This idea has eventually led to Vosper's inverse theorem [41] and also to Kneser's theorem [30] 
The Polynomial Method
Below we state two lemmas that stem in the fact that, in any field, the number of roots of a nonzero polynomial cannot exceed the degree of the polynomial. It is straightforward to prove, by induction on the number of variables, the following multivariate extension of this result: If f = f (x 1 , x 2 , . . . , x k ) is a polynomial over a field F , whose degree as a polynomial in x i is at most t i for 1 ≤ i ≤ k, and f (s 1 , s 2 , . . . , s k ) = 0 for all s 1 ∈ S 1 , s 2 ∈ S 2 , . . . , s k ∈ S k where, for 1 ≤ i ≤ k, S i ⊆ F such that |S i | > t i , then f is the zero polynomial. Thus, nonzero multivariate polynomials cannot vanish on 'large' Cartesian products. The application of some more delicate versions of this observation is what is often referred to as 'the polynomial method'. One is the so-called 'Combinatorial Nullstellensatz' of Alon. Lemma 14. Let F be an arbitrary field and let f = f (x 1 , . . . , x k ) be a polynomial in F [x 1 , . . . , x k ]. Let S 1 , . . . , S k be nonempty subsets of F and define
This result in turn implies what we will call the 'polynomial lemma'.
Lemma 15. Let F be an arbitrary field and let f = f (x 1 , . . . , x k ) be a polynomial in F [x 1 , . . . , x k ]. Suppose that there is a monomial
i such that k i=1 t i equals the degree of f and whose coefficient in f is nonzero. Then, if S 1 , . . . , S k are subsets of F with |S i | > t i then there are s 1 ∈ S 1 , s 2 ∈ S 2 , . . . , s k ∈ S k such that f (s 1 , . . . , s k ) = 0.
The proof of these lemmas can be found in [1] .
Let us first see an application of the latter lemma for the problems of restricted addition that were not possible to attack with the well developed combinatorial arguments.
In 1994 Dias da Silva and Hamidoune [13] proved that for A ⊂ Z p , p a prime, |A+A| ≥ min{p, 2|A| − 3}, thus settling a problem of Erdős and Heilbronn (see e.g. [18] ). Note that it is enough to prove the result under the assumption that 2k − 3 = 2|A| − 3 ≤ p. Thus in other words, they verified Statement 3 in the case G = Z p where p is any prime ≥ 2k − 3. Their proof that depended on exterior algebra methods was later simplified by Alon, Nathanson and Ruzsa [4, 5] . Their idea was first to verify Statement 4, under the additional assumption that k = , in Z p , where p ≥ k+ −2, then to apply the result in the particular case when B is obtained from A by the omission of one element of A. This goes as follows. Assume that A and B are nonempty subsets of Z p , of cardinality k and , respectively, where k = . Identify Z p with the additive group of the p-element finite field F p . Suppose that 0 < |A+B| ≤ k+ −3 < p and let C ⊂ Z p be any set of k + − 3 elements that contains the restricted sumset |A+B|. Consider the polynomial
k+ −3 + terms of lower degree.
Note that f (x, y) = 0 for every x ∈ A and y ∈ B. Moreover, f has a total degree exactly k + − 2, in particular the coefficient of the monomial term
which is a nonzero element of F , according to the assumptions that 0 < |k − | < p and 0 < k + − 3 < p. Thus we can apply Lemma 15 to find a ∈ A and b ∈ B such that f (a, b) = 0. This contradiction completes the proof.
As it is already noted in [4] , essentially the same argument performed in other finite fields implies Statement 3 for any elementary Abelian group G with p(G) ≥ 2k − 3. In Sections 7 and 8 we will show how it is possible to extend this result to arbitrary Abelian groups. Note that some lower estimates on the cardinality of A+B in arbitrary Abelian groups were obtained recently by Lev [31, 32] , and also by Hamidoune, Lladó and Serra [24] in the case A = B. Moreover, some more refined results in elementary Abelian groups have been proved by Eliahou and Kervaire, see [14, 15, 16] . For example, they apply the polynomial method in finite fields to obtain that Statement 2 is valid in elementary p-groups, provided that
is not divisible by p. They also give a lower bound on |A+B| in general, which is sharp for almost all pairs k, , see [14] for details.
Another application concerns Statement 7. Note that the statement cannot be true if k = p(G) = 2. Indeed, in such a group G, take A = B = {0, g}, with g an involution, to get a counterexample. According to a conjecture of Snevily [39, Conjecture 1], Statement 7 is valid in every cyclic group of odd order. This has been verified in [11] , the proof we will describe in the following section. In fact, it is also conjectured that the statement in true in every finite Abelian group G with p(G) > 2, see [39, Conjecture 3] . Alon [2] proved the conjecture in the particular case when G is a cyclic group of prime order. Actually he proved a stronger result which can be considered as a special case of the following result when α = 1.
Theorem 16. Let p be a prime number, α a positive integer and In other words, Statement 7 holds, even if A is a multiset, in every elementary p-group and in cyclic groups whose order is a power of p, whenever p is a prime larger than k. Note that the above theorem is not true with k = p (see [2] ). For the case G = ⊕ α i=1 Z p , the proof of Theorem 16 is almost the same as the one given by Alon in [2] which we sketch here. For the case G = Z p α we refer to [11] .
Let p be a prime number and let F q be the finite field of order q = p α . Identify the group G = ⊕ α i=1 Z p with the additive group of F q . Consider the polynomial
The degree of f is k(k − 1) and the coefficient of Section 6) . Since the characteristic of the field is p > k, it follows that c is a nonzero element. By applying Lemma 15 with t i = k − 1 and S i = B for i = 1, . . . , k, we obtain elements
Therefore, the elements b 1 , . . . , b k are pairwise distinct and so are the k sums b 1 + a 1 , . . . , b k + a k . This completes the proof for G = ⊕ α i=1 Z p . So far we only have exploited the additive structures of finite fields; and it is clear that G = ⊕ α i=1 Z p are the only groups that can be treated this way. On the other hand, every cyclic group is the subgroup of the multiplicative group of certain fields, and there exists a multiplicative analogue of the above described method, which we will demonstrate in the following section.
The Multiplicative Analogue
In this section we study how to modify Alon's method if we wish to identify G with a subgroup of the multiplicative group of a suitable field. This will reduce the original problems to the study of permanents of certain Vandermonde matrices. We prove the following 
The degree of f is clearly not greater than k(k − 1). Note that
which can be written as
or, in a more useful form as
Therefore, the coefficient c(a 1 , . . . , a k ) of the monomial
is different from 0 (in particular, c(1, . . . , 1) = (−1) (
Consequently, f is of degree k(k −1), and we can apply Lemma 15 with t i = k −1 and S i = B for i = 1, . . . , k to obtain k distinct elements b 1 , . . . , b k in B such that the products a 1 b 1 , . . . , a k b k are pairwise distinct. This completes the proof of the lemma. Now we can prove Theorem 17 as follows. Write |G| = m and let α = φ(m), where φ is Euler's totient function; then 2 α ≡ 1 (mod m). Consider F = F 2 α , its multiplicative group F × is a cyclic group of order 2 α − 1. Thus, G can be identified with a subgroup of F × , the operation on G being the restriction of the multiplication in F . Since F is of characteristic 2, we have
The result follows immediately from Lemma 18.
An extension of this result was very recently obtained by Sun [40] .
Restricted Addition in Cyclic Groups of Prime Power Order
In this section we prove that Statement 2 is valid in cyclic groups whose order is a power of a prime p ≥ k + − 3.
Theorem 19. Let A, B ⊆ Z/qZ, where q = p α is a power of a prime p. Then |A+B| ≥ min{p, |A| + |B| − 3}.
Proof. We may clearly assume that |A| = k ≥ 2 and |B| = ≥ 2. Since A ⊇ A and B ⊇ B implies |A + B | ≥ |A+B|, we also may assume that k + − 3 ≤ p. Our proof will again depend on the polynomial lemma. Like in the previous section, we will use this lemma in a multiplicative setting. Let ε = e 2πi/q and consider the unique embedding ϕ : G → C × of G into the multiplicative group of the field of complex numbers with the property ϕ(1) = ε. Write C = A+B and definẽ
Observe that for a ∈ A and b ∈ B,
Thus, if x ∈Ã and y ∈B, then either xy − 1 = 0, or there exists a c ∈C such that x − cy = 0. We wish to prove that |C| ≥ k + − 3. Assume that on the contrary, |C| = |C| ≤ k + − 4, and choose any setC ⊆ G, of cardinality k + − 4, that containsC. Consider the polynomial P ∈ C[x, y] defined as
then P (x, y) = 0 for every x ∈Ã, y ∈B. Since the degree of P is clearly not greater than k + − 2, in view of Lemma 15, the desired contradiction comes from the fact that the coefficient of the monomial x k−1 y −1 in P is different from 0.
To verify this fact, observe that writingC = {c 1 , c 2 , . . . , c k+ −4 }, this coefficient is
where Q(x 1 , x 2 , . . . , x k+ −4 ) is the ( − 2) nd elementary symmetrical polynomial in the variables x 1 , . . . , x k+ −4 . In particular, Q(c 1 , c 2 , . . . , c k+ −4 ) is the sum of
numbers, each of which is a product of −2 terms. These terms, each being equal to some c i , are all elements of ϕ(G). Consequently, each of the
summands is an element of ϕ(G), hence equals some q th root of unity. We recall the following simple lemma whose proof we include for the sake of completeness. As p > k + − 4, the binomial coefficient
is not divisible by p. Thus, it follows from Lemma 20 that Q (c 1 , c 2 , . . . , c k+ −4 ) cannot be zero. Accordingly, coeff P (x k−1 y −1 ) = 0, which completes the proof of Theorem 19.
Transfer to Direct Sums
We prove the following extension of the Dias da Silva-Hamidoune theorem:
To see that the bound is tight for k ≤ p(G), consider a subgroup P of G with |P | = p(G) and assume that P = g . If A = {0, g, 2g, . . . , (k − 1)g}, then clearly A+A = P if k > p(G)/2 + 1, and |A+A| = 2k − 3 otherwise.
Since A is contained in a finitely generated subgroup of G, it is enough to prove the above theorem for finitely generated Abelian groups. Each such group is a direct sum of a finite number of cyclic groups whose order is either a power of a prime or infinite. According to Statement 3 and Theorem 19, for such cyclic groups the result holds. In view of the structure theorem, it is enough to show that, if the statement of the theorem is valid for two groups, then it is so for their direct sum, too.
Suppose that we have already proved Theorem 21 for the Abelian groups G 1 and G 2 . Let
where addition in G is defined by
We define X 2 in a similar way. For every A ⊆ G with |A| = k we have to prove that |A+A| ≥ min{p(G), 2k − 3}. Again, we may assume that 2k − 3 ≤ p(G). Then 
Lemma 22. For 1 ≤ α, β ≤ t, α = β we have
and
the first estimate follows directly from our hypothesis on G 2 . On the other hand we have
and thus Theorem 13, applied to G 2 , immediately implies
Turning back to the proof of the estimate |A+A| ≥ 2k − 3, we will focus on the generic case t ≥ 4. Note that if t = 0, then
based on our assumption on the group G 1 . The case 1 ≤ t ≤ 3 requires a more delicate analysis, whose details can be found in [26] .
Thus, assume that t ≥ 4, and consider the t numbers c i + c t ∈ G 1 for 1 ≤ i ≤ t. Based on the hypothesis on G 1 we have |C 1+ C 1 | ≥ 2t − 3 ≥ t + 1, and thus there exist indices α = β different from t such that c α + c β ∈ G 1 differs from each number c i + c t . Then
by Lemma 22. Since m = |C 1 + C 1 | ≥ 2t − 1 > t + 1 by Theorem 13, there is a set I of m − t − 1 pairs (γ, δ) such that the numbers
are all different. Lemma 22 implies |C γ+ C δ | ≥ 1 for these pairs (γ, δ). Based on the following
and consequently
according to our hypothesis concerning A 1 ⊆ G 1 . Based on our previous remarks and Lemma 22, we have
Consequently,
as we intended to prove. This completes the proof of the generic case t ≥ 4.
Note that, although it does not make too much sense, we could have proved Theorem 13 in a similar way. One may be tempted to apply some transfer principle to direct sums in the case of Snevily's conjecture too, such a transfer however seems quite impossible.
An Inverse Theorem for the Restricted Addition
As we have seen, Statement 6 is valid in every Abelian group G with p(G) large enough. This has been first proved in Z p where p is a large enough prime by Pyber [37] . The same is proved in [7] under the assumption that p > ck, where c is an effective constant. Further improvements can be derived from the works of Freiman, Low and Pitman [21] and Lev [31] in the case when k is large enough. Here we sketch how to obtain Statement 6 for Z p where p is any prime larger than 2k − 3. Note that in view of the Dias da Silva-Hamidoune theorem, this restriction on p is necessary.
Theorem 24. Let A be a set of k ≥ 5 residue classes modulo a prime p > 2k−3. Then |A+A| = 2k−3 if and only if A is an arithmetic progression.
To prove this theorem we first embed the group Z p that contains A in an algebraically closed fieldF p of characteristic p. We assume that C = A+A = {c 1 , c 2 , . . . , c 2k−3 }, and the elements of A are a 1 , a 2 , . . . , a k . We define the polynomial
and also an auxiliary polynomial
Notice that f (x, y) = 0 for arbitrary x, y ∈ A. According to the Combinatorial Nullstellensatz (Lemma 14) there exist polynomials h , h ∈F p [x, y] of degree at most k − 2 such that
Since the polynomial f alternates we can write
to obtain that
where h(x, y) = (1/2)(h (x, y) − h (y, x)) is a polynomial of degree at most k − 2. Thus we can write
where
We can also rewrite f (x, y) in the form
Here s 0 = 1 and, for 1 ≤ i ≤ 2k − 3, s i is the i th elementary symmetrical polynomial of c 1 , c 2 , . . . , c 2k−3 , while
where B ii = 1, B i,0 = −1, and otherwise
If we also denote, for 1 ≤ i ≤ k, by σ i the i th elementary symmetrical polynomial in a 1 , a 2 , . . . , a k , after comparing coefficients we arrive at certain relations between the numbers s i , the numbers σ i and the coefficients A ij . Instead of going into the very tedious details that can be found in [28] , let us only demonstrate how we can proceed in the special case of k = 5. Comparing terms of degree 6 we find that Here we assume that d = 0 (a simple argument shows that the case d = 0 cannot in fact occur). Note that sinceF p is an algebraically closed field of characteristic greater than 7, these numbers are elements ofF p . Moreover, although d can attain two different values, they both yield the same set A 0 . For this set A 0 ⊆F p we clearly have |A 0+ A 0 | = 7, thus the five elementary symmetrical polynomials of its elements must satisfy the above three equations. Since the first two elementary symmetrical polynomials of the elements of A 0 are exactly σ 1 and σ 2 , we can conclude that the only set A that may belong to the pair (σ 1 , σ 2 ) is A 0 , whose elements indeed form an arithmetic progression. This completes the proof of the theorem in the case k = 5.
If we wish to extend this argument to larger values of k, we encounter several difficulties, the most serious being that the leading coefficient of certain equations may be divisible by p and thus equal to 0 inF p . Therefore we only refer to the paper [28] for a complete proof of the result and also for more general inverse theorems. In particular, with the method introduced in [27] it is possible to extend Theorem 24 as follows.
Theorem 25. Let A be a set of k ≥ 5 elements in an Abelian group G with p(G) > 2k − 3. Then |A+A| = 2k − 3 if and only if A is an arithmetic progression in G.
