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第1章 緒論
20世紀後半に飛躍的な発展を遂げた加工熱処理技術により、高性能の構造材料が安定に大
量生産できるようになった。その中でも鉄鋼材料は、構造材料として金属の中でも最も汎用
性が高く、優れた素材であるのは既知のとおりである。近年では鉄鋼材料の機械的特性に対
する要求がますます高度化する一方で、省エネルギー・省資源・環境調和などの社会的要請
も強まっている。そのため２１世紀における鉄鋼材料の開発の大きな目標のひとつは、組成
を単純化し、省資源化をはかると同時にリサイクルも可能とするような高性能鉄鋼材料の製
造技術の確立にあるといっても過言ではない 1, 2, 3)。
このような鉄鋼材料を開発するためには、従来の鉄鋼材料よりも高強度・高靭性・高耐久
性でなければならない。鉄鋼材料の強化機構としては、固溶強化・加工硬化・析出強化・分
散強化および結晶粒微細化による強化が挙げられる 4)。しかしながらこれらの要請を満足す
るものは、結晶粒微細化による強化である。この強化方法は、析出強化や加工硬化などの強
化方法に比べて延性や靭性をあまり損なわずに、鉄鋼材料の強度を上昇させることができる
ため、強靭化という観点からは最も有効な手段である。現在ではこの強化手法を利用して従
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来以上の性能を持つ鉄鋼材料の開発がおこなわれている 1, 2, 3)。
従来の鉄鋼材料のなかで、汎用性の高いもののひとつに２相ステンレス鋼がある。２相ス
テンレス鋼は、高強度・高溶接性・応力腐食割れに対する高耐食性などの特徴を持っている
ため、化学プラントなど過酷な環境下で使用しても優れた性能を発揮している。しかしなが
ら、建設後２０年以上経過しているものもある。このような老朽化した機器では、材料の劣
化現象が進行している可能性が高い。このような材料の劣化の原因として、熱脆化が挙げら
れる。この現象は、７００Ｋから８００Ｋ程度の温度域で長時間時効すると脆化する現象で
あり、フェライト相を含むステンレス鋼に特有の劣化現象である。時効中にフェライト相が
スピノーダル分解を起こし、Fe-richな α相とCr-richなα′相の２相に分離することにより生
ずる。
本論文は、材料組織形成のはじまりである核形成現象に関して従来用いられている核形成
理論を再考し得られた成果と、材料組織形成過程のなかで重要な相分離挙動に関して計算機
シミュレーションをおこなった成果をまとめたものである。本論文は第 1章「序論」、第 2章
「従来の研究」、第 3章「核形成頻度の時間依存性」、第 4章「核形成過程のモデルと結晶粒微
細化への応用」、第 5章「相分離挙動のシミュレーション」、第 6章「総括」の 6章から構成
されている。以下に各章の概要を述べる。
第 1章は序論であり、本研究の背景と近年精力的におこなわれている超微細粒鋼の研究に
関して概説し、これらの背景に基づき本研究の目的を述べ、本論文の構成について述べる。
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第 2章においては、材料組織形成過程に関わる理論で、特に本論文に直接関連が深い内容、
核形成理論および相分離過程の基礎理論について述べる。最初に、古典的核形成理論に基づ
く動力学モデルによる核形成について基本事項を説明し、基本式である Fokker-Planck型方
程式を導出 5, 11, 12, 13)する。次に、クラスターどうしの相互作用を考慮したクラスターダイ
ナミックスモデル 15, 16, 17, 18, 19) について議論をおこない、特別なメカニズムを考慮せずに
Fokker-Planck型方程式を導出できることを示す。また相分離過程の基礎理論 6, 7, 8, 9, 10)とし
て、CahnとHilliardによる相分離挙動の研究について述べる。
第 3章においては、核形成初期における核形成頻度の時間依存性について述べる。従来の
核形成頻度の時間依存性を表わす式は、理論式としては理解しにくい点がある。そこで核形
成の動力学を記述する Fokker-Planck型方程式の解の漸近挙動を利用して、核形成頻度の時
間依存性を表わす式を導出する。さらに均一な状態から系内にゆらぎが発生し、臨界核が形
成されるまでの時間、いわゆる潜伏時間が存在する。この潜伏時間を Strum-Liouville型境界
値問題における固有値の上界と下界を求め評価をおこない、従来の数値シミュレーションに
より得られている潜伏時間と比較検討をおこなっている。
第 4章においては、古典的核形成理論を用いて臨界核形成の動力学を再考し、材料組織形成
との関連について述べている。そのためにまず、非線形偏微分方程式 ut = F (t, x, u, ux, uxx)
の古典解の性質を、平均値の定理 22, 23, 24) を用いて一般的な立場から考察する。そして核形
成の動力学を記述する Fokker-Planck型方程式の古典解の性質を平均値の定理を用いること
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によって、時間に依存しない駆動力が存在するならば、安定核の数が時間とともに増加する
ことを示す。
第 5章においては、CahnとHilliardにより導出されたCahn-Hilliard方程式を用いた相分
離挙動について計算機シミュレーションをおこなった結果について述べている。多元系合金
を想定したシミュレーションが可能となるように Cahn-Hilliard方程式を再導出し、Fe-Cr2
元合金、Fe-Cr-Mo3元合金の相分離初期に着目して解析をおこなった。さらにCahn-Hilliard
方程式の制限を緩め、ut = F (t, x, u, ux, uxx)と表現される方程式の中で、最も代表的な拡散
方程式を考え、方程式の解が具体的にどのような挙動を示すのかを考察した。平均値の定理
と最大値原理 22, 23, 24)を用いて解の定性的性質を解析し、計算機シミュレーションとあわせ
て詳細な検討をおこなった。
第 6章では、本論文の各章で得られた成果を総括して述べる。
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第2章 従来の研究
2.1 緒言
A–B2元合金において、十分高温で単相状態にある α′固溶体を 2相共存領域に焼入れたと
きに起こる組織形成を考える。α′固溶体はB原子主体の β相と α′相と同じ結晶構造を持ち、
β 相と平衡する α相に分離する。このような現象を相分離という。
現在相分離の過程には主に 2つの過程が考えられている。1つは、温度などの変化に対して
系の状態が不安定状態になると、系は新しい安定な相に向けて変化する組織形成過程である
スピノーダル分解と、もう 1つは、温度などの変化に対して系の状態が準安定状態となり、系
の安定性をくつがえさないが、まれに出現する安定な相の核の形成によって進行する組織形
成過程である核形成–成長とが考えられている。スピノーダル分解に関してはCahnとHilliard
らの研究 1, 2, 3) をはじめとして、現在では相当なところまで現象が解明されている。しかし
核形成現象の研究 5, 6, 7, 13, 24) は古くからおこなわれてはいたものの、実験的な検討が困難な
こともあり、現在でも古典的核形成理論による研究から脱却していない。
また新材料を開発する上で核形成理論は欠かせないものである。最近では 1µm以下の結晶
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粒をもつ鉄鋼材料の開発がおこなわれているが 16, 17, 18) 、こうした超微細粒組織を形成する
ためのキーポイントは核形成のコントロールであると思われる。構造材料の核形成に関して
はやはり古典的核形成理論が用いられているが、経験的なパラメータが数多く含まれるため
適用範囲に限界があり、超微細粒のような極限的な条件には対応できないこともある。また
組織形成過程の計算機シミュレーションの発展に関しても近年目を見張るものがあり、その
シミュレーションモデルは熱力学を基礎とし、古典的核形成理論により定式化されている。
しかし、このモデルの一部は経験式で構成されているため、材料組織形成の各段階にはその
まま適応可能であるとは限らない。
本章では、本論文に直接関係のある古典的核形成理論について述べるとともに、Binderや
Stauﬀerによるクラスターダイナミックスの方法 19, 20, 21, 22) やCahn-Hilliard方程式 1, 2, 3)に
ついて原典および「組織形成と拡散方程式」10)から関連箇所を引用しながら要点をまとめる。
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2.2 古典的核形成理論
核形成理論は1930年代にVolmerとWeber4)およびBeckerとDo¨ring 5)により基礎が作られ
た。その後、核形成理論はさまざまな展開を示したが、基本的な考え方はそのまま引き継がれ
ている。はじめに液滴モデル 4, 6, 7, 8, 9)について述べ、その後Becker-Do¨ring理論 5, 8, 9, 11, 12)
について述べる。
2.2.1 液滴モデル
A−B2元系合金を考える。十分高温 (T > Tc)で単相状態にあるα′固溶体を、圧力を一定
に保ったまま 2相共存域に焼き入れ、B原子主体の β相が析出する核形成について考える。
このモデルでは、系を相互作用しない液滴のガスから構成されていると考えている。
平衡状態において l個の原子を含むクラスターの数は Boltzmann因子により以下の式で与
えられる。
nl = N exp
(
− ε(l)
kBT
)
(2.2.1)
ここでNは全原子数であり、ε(l)はクラスターを形成するのに必要な自由エネルギーである。
古典的核形成理論では、クラスター形成に伴う自由エネルギー変化には、簡略化のためひず
みエネルギーの影響を無視すれば、次の 2つの項が寄与する。
1. 析出相 (β相)が形成可能な温度 (T < Tc)において、l個の原子を含むクラスターの形成
9
に伴う自由エネルギー変化は、−δµlである。ここで δµは原子 1個あたりの母相と析出
相の自由エネルギー差である。
2. α/β界面の形成に伴う自由エネルギー変化は、表面積に比例し σl
2
3 である。ここで σは
界面エネルギーに比例する定数である。
したがって、液滴が形成されることによる自由エネルギー変化は
ε(l) = −δµl + σl 23 (2.2.2)
と表わされる。ε(l)の l依存性は図 2.1 のとおりである。
また (2.2.2)式は以下のことを考慮する必要がある。
1. δµ < 0のとき
クラスター形成エネルギー ε(l)は正となるので、lが増加すると ε(l)は単調に増加する
ため、nlの値は lの増加とともに急激に減少する。
2. δµ > 0のとき
(2.2.2)式の右辺の第 1項 (バルクエネルギー項)と第 2項 (界面エネルギー項)が競合する
ため、さらに以下のことを考慮しなければならない。
(a) lが小さいときは、第 2項が勝って ε(l) > 0、nl > 0となる。
(b) lが大きいときは、第 1項が勝って ε(l) < 0、nl > 0となる。
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また液滴の大きさが臨界サイズ lc ∗ より小さければ消滅してしまうが、臨界サイズ以上の液
滴は成長し、やがて安定相への状態の移行をひきおこす。
∗ここで臨界サイズは lc = ( 2σ3δµ )
3 である。
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0
図 2.1: クラスター形成にともなう自由エネルギーの変化
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)(0 ln
lcl
0
0
図 2.2: 液滴モデルによるクラスターサイズ分布
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2.2.2 Becker-Do¨ring理論
2.2.1で述べたVolmerとWeberにより提案された静的モデル 4)を、BeckerとDo¨ringによ
り動力学モデルにまで発展させた核形成理論について述べる 5, 8, 9, 11, 12, 13, 14)。
今、時間 tにおいて l個の原子を含むクラスターの平均個数を n(l, t)とすると、n(l, t)の時
間発展は以下のようなメカニズムにのみ依存すると仮定している。
まず、1個の原子を含むクラスター (モノマー)が形成され、さらにもう 1個の原子が吸着
して 2個の原子を含むクラスターが形成され、さらにそれから 3個の原子を含むクラスター
が形成されるという過程をたどり、逆に l個の原子を含むクラスターから 1個の原子が離脱
して、l− 1個の原子を含むクラスターが形成されるという逆の過程も考えられる。これを模
式的に表わすと以下のようになる。
[1]
a(1)⇐⇒
b(2)
[2]
a(2)⇐⇒
b(3)
[3]
a(3)⇐⇒
b(4)
· · · a(l−2)⇐⇒
b(l−1)
[l− 1] a(l−1)⇐⇒
b(l)
[l]
a(l)⇐⇒
b(l+1)
[l+ 1]
a(l+1)⇐⇒
b(l+2)
· · ·
ここでは、クラスターとクラスターとの吸着・離脱による成長は考慮していない。サイズ l−1
のクラスターからサイズ lのクラスターに変化する正味の成長速度を J(l)とすると、J(l)は
サイズ l− 1のクラスターがサイズ lのクラスターになる数から、サイズ lのクラスターから
原子 1個失ったクラスターになる数を引いたものであって、以下の式で表される。
J(l) = a(l − 1)n(l − 1, t)− b(l)n(l, t) (2.2.3)
ここで a(l− 1)は単原子がサイズ l− 1のクラスターに吸着する速度定数を示し、b(l) はサイ
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ズ lのクラスターから単原子が離脱する速度定数を示している。サイズ lのクラスターからサ
イズ l + 1のクラスターへの成長によるサイズ lのクラスターの個数の減少も考慮に入れると
n(l, t)の変化は以下のようになる。
n(l, t + ∆t)− n(l, t)
∆t
= J(l)− J(l + 1) (2.2.4)
熱平衡状態を考えると、吸着速度と離脱速度が同じになるとすれば、それぞれの隣接する段
階間の流れ J(l)が見かけ上ないように見えるので、J(l) = 0として以下の詳細つりあい原理
が得られる。
a(l − 1)n0(l − 1) = b(l)n0(l) (2.2.5)
平衡状態でのクラスター分布関数 n0(l)は、液滴モデルにより以下の式で表わされる。
n0(l) = n(1) exp
(
− ε(l)
kBT
)
(2.2.6)
ここで n(1)はモノマーの数であり、ε(l)はサイズ lのクラスター形成のための仕事である。
クラスター形成のための仕事 ε(l)は、クラスター形成にともなう駆動力の変化を示すバルク
エネルギー項と界面エネルギー項の和で記述できることは 2.2.1で述べた。
ε(l) = −δµl + σl 23 (2.2.7)
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(2.2.3)式と (2.2.5)式により物質の流れ J(l)は以下のように記述できる。
J(l) = a(l − 1)n0(l − 1)
{
n(l− 1, t)
n0(l − 1) −
n(l, t)
n0(l)
}
= −a(l − 1)n0(l− 1) ∂
∂l
{
n(l − 1, t)
n0(l − 1)
}
(2.2.8)
さらに (2.2.8)式を (2.2.4)式に代入し、クラスター中の原子の数 lを連続変数とみなし、さら
に∆t → 0とすると、クラスター形成の動力学を記述する Fokker-Planck型方程式が得られ
る 8, 9, 11, 12, 13, 14) 。
∂n(l, t)
∂t
=
∂
∂l
{
a(l)n0(l)
∂
∂l
(
n(l, t)
n0(l)
)}
(2.2.9)
次に Fokker-Planck型方程式の定性的な性質を利用して定常解の存在を示す。そのために
まず、以下のような変数変換をおこなう 20)。
u(l, t) =
n(l, t) − ns(l)
n0(l)
(2.2.10)
(2.2.10)を用いて Fokker-Planck型方程式 (2.2.9)を以下のように書き換える。
rhs =
∂
∂t
{n0(l)u(l, t) − ns(l)}
= n0(l)
∂u(l, t)
∂t
(2.2.11)
lhs =
∂
∂l
{
a(l)n0(l)
∂
∂l
{
u(l, t) +
ns(l)
n0(l)
}}
=
∂
∂l
{
a(l)n0(l)
∂u(l, t)
∂l
}
+
∂
∂l
{
a(l)n0(l)
∂
∂l
{
ns(l)
n0(l)
}}
=
∂
∂l
{
a(l)n0(l)
∂u(l, t)
∂l
}
(2.2.12)
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ここで a(l)n0(l) ∂∂l
[
ns(l)
n0(l)
]
= const. なので ∂
∂l
[
a(l)n0(l)
∂
∂l
[
ns(l)
n0(l)
]]
= 0 となることを利用した。
(2.2.11)式と (2.2.12)式により (2.2.9)式は、以下のように書き換えることができる。
n0(l)
∂u(l, t)
∂t
=
∂
∂l
{
a(l)n0(l)
∂u(l, t)
∂l
}
(2.2.13)
(2.2.13)式の境界条件を以下に示す。
u(l, t) → 0 , l → 0
u(l, t) → 0 , l →∞
(2.2.14)
u(l, t) ≡ 0でなければ、上記の境界条件を満足する u(l, t)は必ず正の極大値と負の極小値を
もつ。
∂u
∂l
= 0における解の性質を考える。
∂u
∂l
(l1, 0) = 0 ,
∂2u
∂l2
(l1, 0) < 0 (2.2.15)
となる l = l1を考える (図 2.3参照)と、これは極大値を与えるクラスターサイズとなる (付録
A参照)。そこで極大値を与えるクラスターサイズにおける u(l, t)の値の時間変化を考える。
このとき
F (t, l, u, ∂u(l,t)
∂l
, ∂
2u(l,t)
∂l2
)を
F
(
t, l, u(l, t),
∂u(l, t)
∂l
,
∂2u(l, t)
∂l2
)
≡ ∂
∂l
{
a(l)n0(l)
∂u(l, t)
∂l
}
(2.2.16)
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と定義する。(2.2.16)式は
F
(
t, l, u,
∂u(l, t)
∂l
,
∂2u(l, t)
∂l2
)
=
{
∂a(l)
∂l
n0(l) + a(l)
∂n0(l)
∂l
}
∂u(l, t)
∂l
+a(l)n0(l)
∂2u(l, t)
∂l2
(2.2.17)
となるので、∂u(l,t)
∂l
= 0、∂
2u(l,t)
∂l2
= 0とすると、
F (t, l, u(l, t), 0, 0) = 0 (2.2.18)
が得られる。ここで合成関数に関する平均値の定理 15)により、0 > ζ > ∂
2u(l,t)
∂l2
に対して以下
の式が得られる。
∂u(l, t)
∂t
=
1
n0(l)
{
F
(
t, l1, u(l1, t),
∂u(l1, t)
∂l
,
∂2u(l1, t)
∂l2
)
− F (t, l1, u(l1, t), 0, 0)
}
=
1
n0(l)
(
∂2u(l1, t)
∂l2
)
∂F (t, l1, u(l1, t), 0, ζ)
∂
(
∂2u(l1,t)
∂l2
) < 0 (2.2.19)
このことから極大値は時間とともに減少することが分かる。また同様な議論により、負の値
を示す極小値は時間とともに増加することを示すことができる。極大値、極小値を与えるク
ラスターサイズにおいて u(l, t)の絶対値が減少することから u(l, t)は長時間において 0に漸
近することがわかる。以上の議論により、定常解の存在を示すことができた。
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図 2.3: 最大値と最小値の時間変化
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Fokker-Planck方程式の境界条件を以下に示す。
ns(l)
n0(l)
→ 0 , l →∞ (2.2.20)
ns(l)
n0(l)
→ 1 , l → 0 (2.2.21)
境界条件 (2.2.20)、(2.2.21)での (2.2.9)式の定常解を求める。∂n(l,t)
∂t
= 0として、時間に依存
しない定常解を求める。
a(l)n0(l)
∂
∂l
(
ns(l)
n0(l)
)
= −Js (2.2.22)
lについて 0から∞まで積分し、境界条件を用いると以下の関係が得られる。
Js
∫ ∞
0
1
a(l)n0(l)
dl = 1 (2.2.23)
故に以下の定常解が得られる。
Js =
1∫∞
0
1
a(l)n0(l)
dl (2.2.24)
n0(l)は (2.2.6)式で与えられる。(2.2.24)式の積分は n0(l)が最小値を持つ lの範囲、すなわ
ち ε(l)が最大値を持つような lの範囲 (臨界核に近い範囲)の値によって支配される。ε(l)が
最大値 ε(lc)となる lを lcとする。(すなわち臨界核は lc個の原子よりなる。)ここで被積分関
数を lcのまわりでTaylar展開することにより (2.2.24)式を評価することができる。
ε(l) = ε(lc) + (l − lc) ∂ε(l)
∂l
∣∣∣∣
l=lc
+
(l − lc)2
2
∂2ε(l)
∂l2
∣∣∣∣
l=lc
(2.2.25)
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∂ε(l)
∂l
∣∣∣
l=lc
= 0 なので (2.2.25)式は
ε(l) = ε(lc) +
(l − lc)2
2
∂2ε(l)
∂l2
∣∣∣∣
l=lc
(2.2.26)
となる。このことから定常核形成頻度 Jsを求めると以下のようになる。
Js = a(lc)

−
∂2ε(l)
∂l2
∣∣∣
l=lc
2πkBT


1
2
n0(lc)
= J0 exp
{
−ε(lc)
kBT
}
(2.2.27)
ここで

 − ∂2ε(l)∂l2
 
 
 
 
l=lc
2πkBT


1
2
は Zeldovich因子と呼ばれており、Zで表される。ε(lc)は臨界核形成
の活性化エネルギーである。
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2.3 クラスターダイナミックスモデル
Beckerと Do¨ringの核形成理論 5, 8, 9, 11, 12, 13, 14) ではクラスターと単原子の吸着・離脱の
みを考慮していたが、実際はクラスターどうしの融合・分裂も考慮するべきである。そこで
Binderと Stauﬀerはこのようなクラスターどうしの反応も考慮したクラスターダイナミック
スモデルを提唱した 8, 19, 20, 21, 22)。
まず拡散過程を無視すると、クラスターサイズ分布関数 n(l, t)の時間発展を記述する方程
式は以下のように記述できる。
∂n(l, t)
∂t
=
∞∑
l′=1
S(l + l′, l′)n(l + l′, t) − 1
2
l−1∑
l′=1
S(l, l′)n(l, t)
+
1
2
l−1∑
l′=1
C(l − l′, l′)n(l′, t)n(l − l′, t) −
∞∑
l′=1
C(l, l′)n(l, t)n(l′, t) (2.3.1)
(2.3.1)式の右辺の第 1項はサイズ [l + l′]のクラスターの分裂反応 [l + l′]→ [l] + [l′]によるサ
イズ [l]のクラスターの増加を表している。ここで S(l + l′, l)は分裂反応の速度定数である。
第 2項はサイズ [l]のクラスターの分裂反応 [l] → [l− l′] + [l′]によるサイズ [l]のクラスターの
減少を表している。ここで 1
2
は同じ反応のペアを 2重に数えて和を求めていることを補正す
るための係数である。第 3項はサイズ [l− l′]と [l′]のクラスターの融合反応 [l− l′] + [l′]→ [l]
によるサイズ [l]のクラスターの増加を表している。ここでC(l, l′)は融合反応の速度定数で
ある。第 4項はサイズ [l]と [l′]のクラスターの融合反応 [l] + [l′]→ [l + l′]によるサイズ [l]の
クラスターの減少を表している。
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ここでクラスターの分裂反応の速度定数と融合反応の速度定数の関係を求める。熱平衡状
態を考えると、分裂反応と融合反応の詳細つりあい原理が成り立つと仮定する。
S(l + l′, l′)n0(l + l′) = C(l, l′)n0(l)n0(l′) ≡W (l, l′) (2.3.2)
ここでW (l, l′)は単一の速度定数である。(2.3.2)式を (2.3.1)式に代入すると以下の式を得る。
∂n(l, t)
∂t
=
∞∑
l′=1
W (l, l′)
n(l + l′, t)
n0(l + l′)
− 1
2
l−1∑
l′=1
W (l − l′, l′)n(l, t)
n0(l)
+
1
2
l−1∑
l′=1
W (l − l′, l′)n(l
′, t)
n0(l′)
n(l − l′, t)
n0(l− l′) −
∞∑
l′=1
W (l, l′)
n(l, t)
n0(l)
n(l′, t)
n0(l′)
(2.3.3)
以下の 1.、2.、3.の近似をおこない、(2.3.3)式を書き換える。
1. l >> l′の場合、反応に寄与するクラスターを l′  [l/2]に限ると
∂n(l, t)
∂t
=
[l/2]∑
l′=1
W (l, l′)
n(l + l′, t)
n0(l + l′)
− 1
2
[l/2]∑
l′=1
W (l − l′, l′)n(l, t)
n0(l)
+
1
2
[l/2]∑
l′=1
W (l − l′, l′)n(l
′, t)
n0(l′)
n(l − l′, t)
n0(l− l′) −
[l/2]∑
l′=1
W (l, l′)
n(l, t)
n0(l)
n(l′, t)
n0(l′)
(2.3.4)
2. 小さなクラスターの分布は平衡状態に近いと仮定し、n(l
′,t)
n0(l′)
の平衡値のずれを無視する ∗
ことにより、(2.3.4)式は以下のように書き換えられる。
∂n(l, t)
∂t
=
[l/2]∑
l′=1
{
W (l, l′)
{
n(l + l′, t)
n0(l + l′)
− n(l, t)
n0(l)
}
+W (l− l′, l′)
{
n(l − l′, t)
n0(l − l′) −
n(l, t)
n0(l)
}}
(2.3.5)
∗ n(l′,t)
n0(l′)
= 1とする。
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3. n(l±l
′,t)
n0(l±l′) およびW (l − l′, l′)を lのまわりでTaylar展開する。
n(l ± l′, t)
n0(l ± l′) =
n(l, t)
n0(l)
± l′ ∂
∂l
{
n(l, t)
n0(l)
}
+
1
2
l′2
∂2
∂l2
{
n(l, t)
n0(l)
}
(2.3.6)
W (l − l′, l′) = W (l, l′)− l′ ∂W (l, l
′′)
∂l
(2.3.7)
(2.3.6)式と (2.3.7)式を (2.3.5)式に代入することにより以下のFokker-Planck型方程式を得る。
∂n(l, t)
∂t
=
∂
∂l
{
a(l)n0(l)
∂
∂l
(
n(l, t)
n0(l)
)}
(2.3.8)
ここで a(l)は以下のように記述できる。
a(l) =
1
n0(l)
[l/2]∑
l′=1
l′2W (l, l′) (2.3.9)
以上の結果より Becker-Do¨ringのモデルを一般化したクラスターモデルにおいても Fokker-
Planck型方程式が導出できることが示された 8, 21)。ただし、上記の近似は濃度が非保存であ
る場合に限られることに注意する必要がある。
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2.4 CahnとHilliardによる相分離挙動
古典的核形成理論においては、厚さのない相界面を想定していたが、CahnとHilliardは有
限の厚さをもつ相界面を想定したモデルにより核形成およびスピノーダル分解を記述する理
論を提唱した。ここではCahnとHilliardの研究について述べる 1, 2, 3, 26, 27, 28, 29)。
2.4.1 不均一系の自由エネルギー
まず不均一系の自由エネルギーについて述べる 1, 28, 29)。
温度・圧力が一定であったと仮定し、自由エネルギー F は、系を構成している組成の濃度
によって決まるものとする。濃度ゆらぎがある系では、濃度 cは位置 xの関数となるので、
局所的な自由エネルギー f は、局所的な濃度 cと位置に関する濃度プロファイルにより得ら
れる。よって fは、系全体を定義域とする自由エネルギー
∫
V
f{c(x)}で表される。局所的な
自由エネルギー f を系全体で積分したものが、系全体の自由エネルギー汎関数 F である。
ここで f の関数の形を求める。テイラー展開を用いて、濃度とその位置微分による項で展
開する。
f(c,∇c,∇2c, · · · ) = f0(c) +
∑
i
Li
(
∂c
∂xi
)
+
∑
i,j
k
(1)
ij
(
∂2c
∂xi∂xj
)
+
1
2
∑
i,j
k
(2)
ij
(
∂c
∂xj
)(
∂c
∂xj
)
+ · · · (2.4.1)
式 (1)の右辺の第 1項は局所的な濃度に依存する項で、第 2項以下は濃度ゆらぎに依存する
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項である。また、係数 Li, k
(1)
ij , k
(2)
ij は以下の通りである。
Li =

 ∂f
∂
(
∂c
∂xi
)


0
k
(1)
ij =

 ∂f
∂
(
∂2c
∂xi∂xj
)


0
k
(2)
ij =

 ∂2f
∂
(
∂c
∂xi
)
∂
(
∂c
∂xj
)


0
ここで、立方格子を考える。結晶格子の対称性を考慮すると、自由エネルギーは反射 (xi →
−xi)、回転 (xi → xj)に対して不変である。このことから、
Li =

 ∂f
∂
(
∂c
∂xi
)


0
= 0
k
(1)
ij =

 ∂f
∂
(
∂2c
∂xi∂xj
)


0
=
(
∂f
∂∇2c
)
0
= k1 (i = j)
k
(1)
ij =

 ∂f
∂
(
∂2c
∂xi∂xj
)


0
= 0 (i = j)
k
(2)
ij =

 ∂2f
∂
(
∂c
∂xi
)
∂
(
∂c
∂xj
)


0
=

 ∂2f
∂
(
∂c
∂xi
)2


0
= k2 (i = j)
k
(2)
ij =

 ∂2f
∂
(
∂c
∂xi
)
∂
(
∂c
∂xj
)


0
= 0 (i = j)
となる。立方格子を考えているので、(2.4.1)式は次のように表せる。
f(c,∇c,∇2c, · · · ) = f0(c) + k1∇2c + 1
2
k2(∇c)2 + · · · (2.4.2)
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溶液の体積Vで (2.4.2)式を積分すると、系の全自由エネルギーが得られる。よって系の全自
由エネルギーは、
F =
∫
V
f{c(x)}dV
=
∫
V
(
f0(c) + k1∇2c + 1
2
k2 (∇c)2
)
dV (2.4.3)
となる。そしてGaussの定理を用いると、
∫
V
(k1∇2c)dV = −
∫
V
(∇k1∇c) dV +
∫
S
(k1∇c · n) dS
= −
∫
V
dk1
dc
(∇c)2 dV +
∫
S
k1 (∇c · n) dS (2.4.4)
となる。しかし外表面からの寄与は考慮しないので、境界で∇c · n = 0となるように積分の
境界をとると表面の積分は 0となるので、(2.4.4)式は次のようになる。
∫
V
(
k1∇2c
)
dV = −
∫
V
dk1
dc
(∇c)2 dV (2.4.5)
この結果を式 (2.4.3)に代入すると、
F =
∫
V
(
f0(c)− dk1
dc
(∇c)2 + 1
2
k2 (∇c)2
)
dV
=
∫
V
(
f0(c) +
1
2
(
−2dk1
dc
+ k2
)
(∇c)2
)
dV (2.4.6)
ここで、第 2項の最初の括弧をKとおくと、
K = −2dk1
dc
+ k2
= −2
(
∂2f
∂c∂∇2c
)
0
+

 ∂2f
∂
(
∂c
∂xi
)2
0


27
となり、故に (2.4.6)式は、
F =
∫
V
(
f0 +
1
2
K (∇c)2
)
dV (2.4.7)
となる。積分の内部が f{c(x, t)}である。
2.4.2 Cahn–Hilliard方程式の導出
不均一系の自由エネルギー汎関数 1, 28, 29)を用いてA-B2元系のスピノーダル分解の動力学
を導出する 2, 3, 28, 29)。
A-B２元系合金のB原子の濃度を cとすると、濃度 cが秩序パラメータとなる。濃度の局
所的な変化はほかの部分からのB原子の流入によって起こる。つまり濃度は保存量であるの
で、以下の質量保存則が成り立つ。
∂c(r)
∂t
+∇J(c, t) = 0 (2.4.8)
となる。(2.4.8)式中の JはB原子の流れである。
Onsagerの不可逆課程の熱力学によると、流れ Jは化学ポテンシャル µの傾きに比例する。
J(c, t) = −M(c)∇µ(r, t) (2.4.9)
ここでMは易動度であり、濃度 cの関数である。濃度ゆらぎのある時の化学ポテンシャルは、
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次のように定義できる。
µ =
δF
δc(r)
(2.4.10)
不均一系の自由エネルギー (2.4.1参照)から、濃度ゆらぎのある時の自由エネルギーは、
F =
∫
V
f{c(r)}dV
=
∫
V
{
f0(c) +
1
2
K(∇c)2
}
dV
である。そうすると化学ポテンシャルは、
µ(r, t) =
∂f0(c)
∂c
−K∇2c (2.4.11)
となる。よって流れ J(c, t)は (2.4.9)式より、
J(c, t) = −M(c)∇
{
∂f0(c)
∂c
−K∇2c
}
(2.4.12)
これを (2.4.8)式に代入する。
∂c(r)
∂t
+ ∇
{
−M(c)∇
(
∂f0(c)
∂c
−K∇2c
)}
= 0
∂c(r)
∂t
= ∇
{
M(c)∇
(
∂f0(c)
∂c
−K∇2c
)}
(2.4.13)
濃度 cの時間発展を示す 2元系Cahn–Hilliard方程式を得る。
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2.5 まとめ
古典的核形成理論と Cahn-Hilliardの理論により材料組織形成の初期過程について研究を
行なった結果をまとめると、以下のようになる。
1. クラスターダイナミックスから見た古典的核形成理論の位置づけ
古典的核形成理論では、クラスターと単原子との吸着と離脱という特定のメカニズムに
より核形成の動力学を記述する Fokker-Planck型方程式を導出しているが、クラスター
ダイナミックスでは古典的核形成理論の考え方を発展させたクラスター同士の吸着と離
脱というメカニズムを考えることにより Fokker-Planck型方程式を導出した。このこと
から核形成の動力学を記述する Fokker-Planck型方程式は、古典的核形成理論の適用範
囲に限定されず、一般的な材料組織形成における核形成挙動の検討に利用できる。
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第3章 核形成頻度の時間依存性
3.1 緒言
1つの相をそれが不安定になる温度に急冷した場合、変態して別の相になったり、分解し
て 2つの相になってより安定な状態をとろうとする。この変態が母相全体にわたって一挙に
起こることはない。まず、相の中に変態の中心となる新しい相の核が形成され、原子が吸着
と合体を繰り返して成長する。このような核となるものが形成される過程 (エネルギー障壁
を乗り越える過程)は核形成と呼ばれている 1, 2)。核形成は相変態の基礎過程として相変態の
様相を最も大きく支配する。また、核形成頻度は成長速度とともに相変態速度を支配するた
め、非常に重要である。第 2章において核形成頻度を求めたが、このとき核形成頻度は定常
状態におけるものであり、クラスターが常に平衡分布をしているという仮定に基づいている
3, 4, 5, 6) 。しかしながら実際には、変態の初期からただちにこのことが成り立つというわけで
はない。核形成頻度が定常状態に達するためには時間の経過が必要である。また、均一な状
態から急冷してもすぐには変態が起こらない。臨界核が形成されるまでには時間が必要であ
る。この時間のことを潜伏時間といわれている 1)。このような臨界核が形成する頻度は時間
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に依存する。
本論文では、核形成頻度が時間とともにどのように変化するのかを求めるため、Fokker-
Planck方程式の漸近挙動を利用して核形成頻度の時間依存性を表す式を導出する。さらに
潜伏時間の評価をおこなう。そして、従来用いられている核形成頻度の時間依存性を表す式
1, 15)と比較検討する。
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3.2 核形成頻度の時間依存性
核形成頻度の時間依存性を 2.2.2で導出した Fokker-Planck型方程式の漸近挙動により求
める。
核形成の動力学を記述する Fokker-Planck型方程式は以下の式であった 2, 3, 4, 5, 6)。
∂n(l, t)
∂t
=
∂
∂l
{
a(l)n0(l)
∂
∂l
(
n(l, t)
n0(l)
)}
(3.2.1)
ここで以下のような変数変換 ((3.2.2)式)をおこない 10) 、Fokker-Planck型方程式を書き換
える。
u(l, t) =
n(l, t) − ns(l)
n0(l)
(3.2.2)
∂u(l, t)
∂t
=
1
n0(l)
{
a(l)n0(l)
∂u(l, t)
∂l
}
(3.2.3)
(3.2.3)式の境界条件を以下に示す。
u(l, t) → 0 , l → 0 (3.2.4)
u(l, t) → 0 , l →∞ (3.2.5)
(3.2.4)式は小さなクラスターの分布は平衡分布 ns(l)に等しいこと意味しており、(3.2.5)式
は大きなクラスターは存在しないことをを意味している。(3.2.3)式の解が時間 tに依存する
項と、クラスターサイズ lに依存する項の積で表せるとし、さらに変数分離法により解を求
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めると以下のように表せる。
u(l, t) =
∞∑
k=1
ck exp(−λkt)uk(l) (3.2.6)
ここで uk(l)はクラスターサイズに依存する項であり、この項は以下のようなStrum-Liouville
型常微分方程式の解である。
Luk(l) =
d
dl
(
a(l)n0(l)
d
dl
uk(l)
)
+ λkn0(l)uk(l) = 0 (3.2.7)
Lは Strum-Liouville演算子であり、uk(l)はLの固有関数、λkはLの固有値である。(3.2.7)
式の境界条件を以下に示す。
uk(l) → 0 , l → 0 (3.2.8)
uk(l) → 0 , l →∞ (3.2.9)
問題は Strum-Liouville境界値問題における固有値の上・下界を求めることである。そのため
にまず汎関数 I [u]を以下のように定義する。
I [uk(l)] =
∫∞
0
a(l)n0(l)
(
dutk(l)
dl
)2
dl∫∞
0
n0(l)u
t
k(l)
2dl
(3.2.10)
Rayleigh-Ritzの変分法 12, 13) により、境界条件を満足し (3.2.7)式の解となる任意の試行関数
utk(l)に対して以下の不等式が成り立つ。
λk  I [utk(l)] (3.2.11)
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最小固有値 λ1を求めるため、境界条件を満足するような試行関数 ut1(l)を考える
3, 4, 10)。
ut1(l) =
sin
[
π
2
(
1− 2Js
∫ l
lc
dl′
a(l′)n0(l′)
)]
n0(l)
(3.2.12)
(3.2.12)式を (3.2.10)式に代入し、最小固有値の上界を求める。
l = lc近傍において
ε(l) = ε(lc) +
(l − lc)2
2
∂2ε(l)
∂l2
∣∣∣∣
l=lc
であり、Z =

− ∂2ε(l)∂l2
 
 
 
 
l=lc
2πkBT


1
2
を用いると
ε(l) = ε(lc) + πZ
2kBT (l − lc)2 (3.2.13)
よって以下の式が得られる。
n0(l) = n0(lc) exp
[
πZ2(l− lc)2
]
(3.2.14)
まず (3.2.12)式、(3.2.14)式と鞍部点法を用いて (3.2.10)式の分母の計算をおこなうと以下の
ようになる。
∫ ∞
0
n0(l)u
t
1(l)dl =
∫ ∞
0
sin2
[
π
2
(
1− 2Js
∫ l
lc
dl′
a(l′)n0(l′)
)]
n0(l)
dl
=
1
Zn0(lc)
(3.2.15)
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次に (3.2.10)式の分子の計算をおこなう。
∫ ∞
0
a(l)n0(l)
(
dut1(l)
dl
)2
dl
=
∫ ∞
0
a(l)n0(l)
(
dut1(l)
dl
)
·
(
dut1(l)
dl
)
dl
=
{
a(l)n0(l)
(
dut1(l)
dl
)
ut1(l)
}∞
0
−
∫ ∞
0
d
dl
{
a(l)n0(l)
(
dut1(l)
dl
)}
ut1(l)dl
= −
∫ ∞
0
d
dl
{
a(l)n0(l)
(
dut1(l)
dl
)}
ut1(l)dl (3.2.16)
ここで− d
dl
[
a(l)n0(l)
(
dut1(l)
dl
)]
ut1(l)を計算すると
− d
dl
{
a(l)n0(l)
(
dut1(l)
dl
)}
ut1(l)
=
{
J2sπ
2
a(l)n30(l)
+
a(l)
n0(l)
d2 lnn0(l)
dl2
}
· sin2 π
2
(
1− 2Js
∫ l
lc
dl′
a(l′)n0(l′)
)
− Jsπ
n20(l)
d lnn0(l)
dl
sinπ
(
1− 2Js
∫ l
lc
dl′
a(l′)n0(l′)
)
(3.2.17)
となる。ここで (3.2.14)式と鞍部点法を用いて計算をおこなうと以下の結果が得られる。
∫ ∞
0
n0(l)u
t
1(l)dl =
J2s π
2
√
3a(lc)n0(lc)Z
+
2πa(lc)Z
n0(lc)
(3.2.18)
以上の結果と Js = a(lc)n0(lc)Zを利用すると I [ut1(l)]は以下のようになる。
I
[
ut1(l)
]
= 4a(lc)Z
2π
2
(
π
2
√
3
+ 1
)
(3.2.19)
故に最小固有値の上界について以下の関係が得られる。
λ1  λ1 = I
[
ut1(l)
]
= 4a(lc)Z
2π
2
(
π
2
√
3
+ 1
)
(3.2.20)
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最小固有値の下界に関しては以下のように求める 14)。
a(l)n0(l) > 0であるから (3.2.7)式を以下のように書き換える。
d2uk(l)
dl2
+
1
a(l)n0(l)
d
dl
[a(l)n0(l)]
duk(l)
dl
+
λkn0(l)
a(l)n0(l)
uk(l) = 0 (3.2.21)
境界条件を以下に示す。
uk(l) → 0 , l → 0 (3.2.22)
uk(l) → 0 , l →∞ (3.2.23)
0 < l <∞において
∣∣∣∣2Js
∫ l
lc
dl
a(l)n0(l)
∣∣∣∣ < 1 (3.2.24)
である。そのとき 0 < l <∞において以下の関係が得られる。
ut1(l) > 0 (3.2.25)
また
ut1(l) → 0 , l → 0 (3.2.26)
ut1(l) → 0 , l →∞ (3.2.27)
である。したがって (3.2.21)式の最小固有値の下界は以下の式により決まる。
λ1  inf
0 l<∞
φ(l) (3.2.28)
φ (λ) =
∂
∂l
[
a(l)n0(l)
∂
∂l
u′t1(l)
]
n0(l)u′t1(l)
(3.2.29)
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ここで u′t1(l)は境界条件 (3.2.22)、(3.2.23)を満足し、積分範囲 0  l <∞で符号を変えない
任意の試行関数である。u′t1(l) = u
t
1(l)として最小固有値に対する下界を求めると以下の結果
を得る。
λ1 
π
2
· 4a(lc)Z2 (3.2.30)
以上の結果より u(l, t)の漸近挙動を以下のように示すことができた。
u(l, t) ∼ exp (−λ1t) u(l, 0) (3.2.31)
π
2
 λ1
4a(lc)Z2
 π
2
{
1
2
√
3
+ 1
}
(3.2.32)
核形成頻度 J(t)を以下のようにして評価する。
J(t) = −a(l)n0(l) ∂
∂l
{
n(l, t)
n0(l)
}
= −a(l)n0(l) ∂
∂l
{
u(l, t) +
ns(l)
n0(l)
}
= −a(l)n0(l)∂u(l, t)
∂l
− a(l)n0(l) ∂
∂l
{
n(l, t)
n0(l)
}
= Js − a(l)n0(l)∂u(l, t)
∂l
= Js − a(l)n0(l)∂u(l, t)
∂y
dy
dl
= Js
{
1− 2∂u(l, t)
∂y
}
(3.2.33)
ここで yは
y = Js
∫ l
lc
dl′
a(l′)n0(l′)
(3.2.34)
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である。(3.2.4)、(3.2.5)の境界条件は次のようになる。
u(−1, 0) = 0 (3.2.35)
u(1, 0) = 0 (3.2.36)
この条件はサイズ lが小さいクラスター (l = 0)は平衡分布に近い (n(l, 0) = ns(l))とし、さ
らに大きなクラスターは存在しない (n(l, 0) = 0)ことを意味している。t = 0において大きな
クラスターは存在しないと仮定すると 10, 16)
u(l, 0) = −ns(l)
n0(l)
= −1 + Js
∫ ∞
0
dl′
a(l′)n0(l′)
= −1 + Js
{∫ lc
0
dl′
a(l′)n0(l′)
+
∫ ∞
lc
dl′
a(l′)n0(l′)
}
=
y − 1
2
(3.2.37)
となる。故に核形成の時間依存性として以下の式が得られる。
J(t) = Js [1− exp (−λ1t)]
= Js
{
1− exp
(
− t
tlag
)}
(3.2.38)
1
6.3a(lc)Z2
 tlag 
1
12.0a(lc)Z2
(3.2.39)
ここで tlagは潜伏時間である。
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3.3 まとめ
本章は Fokker-Planck方程式の漸近挙動を利用して核形成頻度の時間依存性を導出し、潜
伏時間 tlagの評価をおこなった。従来の核形成頻度の時間依存性 J(t)は
J(t) = Js exp
(
−tlag
t
)
と記述されていたが 1, 15)、t = 0においては理論的に考え難い式である。
Fokker-Planck方程式の漸近挙動を利用して導出した核形成頻度の時間依存性はBinderと
Stauﬀerによって議論されており、そこで我々は以下のように提案する。
J(t) = Js
{
1− exp
(
1− t
tlag
)}
Jsは定常核形成頻度である。潜伏時間 tlagを以下のように提案する。
1
6.3a(lc)Z2
 tlag 
1
12.0a(lc)Z2
Zは Zeldovich因子であり、a(lc)は臨界サイズ lcのクラスターに単原子が吸着する速度定数
である。
本章で得られた結果は、Kanne-DannetschekとD.Stauﬀerによる計算機シミュレーション
の結果 16)
tlag =
1
6.4a(lc)Z2
によく一致している。
43
引用・参考文献
1) 榎本正人, ”金属の相変態”, 内田老鶴圃 (2000)
2) 本間敏夫編, ”固体動力学�”, 丸善 (1978)
3) Y.Saito, M.Honjo, T.Konishi and K.Kitada, J. Phys. Soc. Japan, 69,pp.3304(2000)
4) 齊藤良行，本庄稔, ”「相分解による組織形成過程の研究最前線」”, 日本鉄鋼協会 (2001)
5) 齊藤良行，本庄稔, ”「鉄鋼材料の計算機支援による組織制御」－平衡論から速度論ま
で－” 日本鉄鋼協会 (2000)
6) 齊藤良行，本庄稔，森本賢治，小西徹治，北田韶彦, 鉄と鋼, 86,pp.591(2000)
7) M.Volmer and A.Weber, Z. Phys., 119,pp.277(1926)
8) R.Becker and W.Do¨ring, Ann. Phys., 24,pp.719(1935)
9) J.Feder, K.C.Russel, J.Lothe and G.M.Pound, Adv. Phys., 15,pp.117(1966)
10) K.Binder and D.Stauﬀer, Adv. Phys., 25,pp.343(1976)
11) K.Binder, Rep. Prog. Phys., 50,pp.783(1987)
12) G.B.Arfken and H.J.Weber, ”Mathematical Methods for Physicists”, Academic Press(2001)
44
13) H.Sagan, ”Boundary and Eigenvalue Problems in Mathematical Physics”, Dover(1989)
14) M.H.Protter and H.F.Weinberger, ”Maximum Principles in Diﬀerential Equations”, Springer-
Verlag, New York(1984)
15) H.I.Aaronson and J.K.Lee, ”Lectures on the Theory of Phase Transformations，2nd
Edition”, ed. by H.I.Aaronson, TMS(1975)
16) I.Kanne-Dannetschenk and D.Stauﬀer, J. Aerosol. Sci, 12,pp.105(1981)
45
第4章 核形成過程のモデルと結晶粒微細
化への応用
4.1 緒言
近年、輸送・エネルギー・建築や土木などの産業分野における技術の進展はめざましく、機
器や装置の高性能化や使用環境の一層の過酷化に伴い、使用される金属材料の強度・靭性・
耐食性・耐久性・新機能などの諸性質に対する要求がますます高度化してきた。特に鉄鋼材
料は、構造材料として金属の中でも最も汎用性の高い材料であるが、原料となる鉄鉱石資源
および鉄鋼生産にかかわるエネルギー資源が有限であるため、鉄鋼資源およびエネルギーの
有効利用を図ることが必要となってくる。そこで、鉄鋼材料の持つ特性を最大限に引き出す
とともにリサイクル性を向上させるため、シンプルな組成で従来以上の高性能の材料を開発
する必要がある。現在、このような鉄鋼材料を開発するために不可欠な手段である結晶粒の
超微細化をめざして精力的な研究がおこなわれており 1, 2, 3)、ゴールも見えつつあるように
も思えるが、最終的な解決にはさらなるブレークスルーが必要であると思われる。結晶粒の
超微細化に関して核形成の観点から考えると、相変態時に大量の小さな核を持続的に形成さ
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せることがポイントとなる。
本論文では、核形成理論を用いて臨界核形成の動力学を再考し、材料組織形成との関連に
ついて検討をおこなう。そのために必要な基礎事項について述べるとともに、Fokker-Planck
方程式の古典解の性質について検討をおこなう。
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4.2 2階非線形発展方程式の古典解の性質
はじめに Fokker-Planck方程式の古典解の性質を議論するのに必要となる極値問題につい
て述べる 4, 5, 6)。まず関数 fが点 (x0, y0)において真の極小となるための十分条件について考
える。(詳しくは付録A参照)
fを 2階微分可能で連続な関数 (f ∈ C2(R2)∗)であり、


fxx(x0, y0) fxy(x0, y0)
fxy(x0, y0) fyy(x0, y0)

が正定
符号であるとする。このとき fx(x0, y0) = fy(x0, y0) = 0ならば点 (x0, y0)で f(x, y)は真の極
小値をとる。
ここでは 2階非線形発展方程式の古典解の性質 4, 7, 8) に関して、上で述べた極値問題を用
いて検討をおこなう。
まずはじめに、関数 u(x1, x2, t) ∈ C2(R3)が
ut = F (x1, x2, t, u, ux1 , ux2 , ux1x1, ux2x2), t > 0, x1 ∈ R1, x2 ∈ R1 (4.2.1)
を満たすものとする。ただし、F (x1, x2, t, u, ux1 , ux2 , ux1x1, ux2x2) ∈ C1(R8)であるとする。そ
して F (x1, x2, t, u, ux1 , ux2, ux1x1, ux2x2)は以下の条件 i)、ii)を満たすとする。
i) Fqi(x1, x2, t, u, p1, p2, q1, q2) > 0
† , i = 1, 2
∗Ck(Ω)は Ω上で k回連続微分可能 (すなわち k回までの偏導関数が存在してすべて連続)な関数の全体を
表わす。
†Fq とは F (x, t, u, p, q)(ここで uxを pと uxxを qとおく)の qによる偏導関数を表わす。すなわち Fq = ∂F∂q
を表わす。
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ii) F (x1, x2, t, u, 0, 0, 0, 0) = 0
ここで (4.2.1)の解が条件 i)、ii)のもとでどのような振る舞いをするかについて考える。t = t0
において谷底が存在していたとする。そして
1. ux1(g1(t), g2(t)) = ux2(g1(t), g2(t)) = 0, t ∈ I Iはある区間
2. 2次対称行列A(t) =


uxx(x, y, t) uxy(x, y, t)
uxy(x, y, t) uyy(x, y, t)

 は I上で正定符号である。すなわち
ux1x1(g1(t), g2(t), t) > 0 , ux2x2(g1(t), g2(t), t) > 0
を満たすような x = g(t) = (g1(t), g2(t))という軌跡を考える。上の議論よりこれは真の極小
値となる。(詳しくは付録A参照)
さて、この軌跡の上で解 u(g1(t), g2(t), t)の値がどのように変化するのかを考える。そのた
めに u(g1(t), g2(t), t)の時間変化を求めてみる。
du(g1(t), g2(t), t)
dt
= ux1(g1(t), g2(t), t)
dg1(t)
dt
+ ux2(g1(t), g2(t), t)
dg2(t)
dt
+ ut(g1(t), g2(t), t)
ここで先の条件 ii)より
du(g1(t), g2(t), t)
dt
= F (g1(t), g2(t), t, u(g1(t), g2(t), t), p1, p2, q1, q2)− F (g1(t), g2(t), t, u(g1(t), g2(t), t), 0, 0, 0, 0)
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ここで平均値の定理 4)から
du(g1(t), g2(t), t)
dt
= Fqi(g1(t), g2(t), t, u(g1(t), g2(t), t), 0, 0, ζ1(t), ζ2(t))ux1x1(g1(t), g2(t), t)
− F (g1(t), g2(t), t, u(g1(t), g2(t), t), 0, 0, 0, 0)ux2x2(g1(t), g2(t), t) (4.2.2)
ここで 0 < ζi(t) < uxixi(g1(t), g2(t), t) , i = 1, 2 である。また (4.2.2)式は条件 i) より
Fqi(g1(t), g2(t), t, u(g1(t), g2(t), t), 0, 0, ζ1(t), ζ2(t)) > 0 , i = 1, 2であり、2次対称行列が正
定符号であったから uxixi(g1(t), g2(t), t) > 0 , i = 1, 2となるので、
du(g1(t), g2(t), t)
dt
> 0 (4.2.3)
という結果を得る。故に谷底は時間とともに浅くなることが示された。
負定符号を考えることにより、逆に山頂は時間とともに低くなることを示すこともできる。
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4.3 Fokker-Planck方程式の古典解の性質
2.2.2で述べた核形成理論を用いて臨界核形成の動力学を再考し、材料組織形成との関連に
ついて検討をおこなう。
核形成の動力学を記述する Fokker-Planck型方程式を以下に示す 9, 10, 11, 12)。
∂n(l, t)
∂t
=
∂
∂l
{
a(l)n0(l)
∂
∂l
(
n(l, t)
n0(l)
)}
, a(l) > 0 (4.3.1)
ここで Fokker–Planck方程式 (4.3.1)を書き換えると以下のようになる。
∂n(l, t)
∂t
= a(l)
∂2n(l, t)
∂l2
+
{
∂a(l)
∂l
+
a(l)
kBT
∂ε(l)
∂l
}
∂n(l, t)
∂l
+
1
kBT
{
∂a(l)
∂l
+ a(l)
∂2ε(l)
∂l2
}
n(l, t)
(4.3.2)
ここで駆動力は一定で時間に依存しないと仮定する。以下の関係が成り立つクラスターサイ
ズ l = lcを考える。
dε(lc)
dl
= 0 ,
dn0(lc)
dl
= 0 (4.3.3)
∂n(l, t)
∂l
∣∣∣∣
l=lc
= 0 ,
∂2n(l, t)
∂l2
∣∣∣∣
l=lc
> 0 (4.3.4)
このとき l = g(t)(図 4.1参照)において n(l, t)は極小値をとる。(詳しくは付録A参照) ここ
で l = lcにおける n(l, t)の時間変化に注目する。このときG
(
t, l, n(l, t), ∂n(l,t)
∂l
, ∂
2n(l,t)
∂l2
)
を
G
(
t, l, n(l, t),
∂n(l, t)
∂l
,
∂2n(l, t)
∂l2
)
≡ ∂
∂l
{
a(l)n0(l)
∂
∂l
(
n(l, t)
n0(l)
)}
(4.3.5)
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と定義すれば、
Gq (t, l, n(l, t), p, q) = a(l) > 0 (4.3.6)
G (t, l, n(l, t), 0, 0) = 0 (4.3.7)
ここで 4.2の議論に基づき、合成関数に関する平均値の定理 4)により 0 < ζ <
(
∂2n(l,t)
∂l2
)
に対
して以下の式が得られる。
∂n(l, t)
∂t
= G (l, t, n(l, t), nl(l, t), nll(l, t))
dn(g(t), t)
dt
=
∂n
∂l
(g(t), t)
dg
dt
(t) +
∂n
∂t
(g(t), t)
= G (g(t), t, n(g(t), t), nl(g(t), t), nll(g(t), t))−G (g(t), t, n(g(t), t), 0, 0)
=
∂2n(g(t), t)
∂l2
· ∂G (t, g(t), n(g(t), t), 0, ζ(t))
∂
(
∂2n
∂l2
)
> 0 (4.3.8)
以上により、l = lcにおけるクラスターサイズは図 4.1に示すように時間とともに増加するこ
とが分かる。すなわち変態の進行によっても駆動力が変化しないとすれば時間とともに臨界
核サイズ達する安定核の数は増加することが示唆される。
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図 4.1: クラスターサイズ分布関数 n(l, t)のピークトップの軌跡
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4.4 まとめ
構造材料の結晶粒の超微細化に関して核形成理論の観点から検討をおこない、以下の結果
を得た。
1. 核形成の動力学を記述するFokker-Planck方程式の解を定性的に検討することにより、変
態中に時間に依存しない一定な駆動力があるならば、安定核の数は時間とともに増加す
ることが示された。もし相変態時において、化学的な駆動力の低下を補うような駆動力
が外部から供給されれば、安定核の数は時間とともに増加し、その結果として結晶粒の
超微細化をおこなえる可能性があることが示唆された。
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第5章 相分離挙動のシミュレーション
5.1 緒言
フェライト／オーステナイト 2相ステンレス鋼は、オーステナイトステンレス鋼の欠点で
ある耐応力腐食割れ性に優れているのみならず、孔食・すき間腐食などに対する耐食性にも
優れているため、塩化物を含む化学装置・海洋開発関連機器などの構造材料として用いられ
ている。しかしながら 2相ステンレス鋼は、高温で長時間使用すると α′相などのような脆い
Cr-rich相がフェライト相中やフェライト／オーステナイト粒界に析出するといった時効現象
を起こす。それによって 2相ステンレス鋼本来の特性が減退するのみだけではなく、機械的
性質も劣化する。たとえば α′相は 500°C以下の温度で形成され、これらの微量に存在する相
が衝撃強さを大幅に低下させる。このような α′相の析出する現象のことを 475°C脆性と呼ば
れている。
2相ステンレス鋼を用いて建設されたものの中には数十年も経過し、寿命を迎えつつもの
も存在する。このような老朽化した建設物では材料の劣化現象が進行している可能性は高い。
しかしながら長期間にわたる材料の劣化現象を事前に調査することはほとんど不可能である
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ため、現在では実験による研究 1, 2, 3, 4, 5, 6, 7, 8)だけではなく、計算機シミュレーションを用
いた研究 9, 10, 11)もおこなわれている。
本研究では、従来 2元合金を対象としていた計算機シミュレーションモデル 10)を多元系化
し、実用合金を想定したモデルを提案し、このモデルを用いて Fe系 2元合金および Fe系 3
元合金における材料の劣化現象の予測をおこなう。さらにCahn-Hilliard方程式の制限を緩め
ることにより、どのようなことがいえるのかを、解の定性的性質として平均値の定理と最大
値原理から、解の定性的性質として計算機シミュレーションにより議論をおこなう。
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5.2 Cahn-Hilliard方程式による数値シミュレーション
系の全体積 V における成分 iの平均濃度 uiは以下の式で表わされる。
ui =
1
V
∫
ui (
−→x , t) d3−→x (5.2.1)
系は保存系を考えているため、uiは保存している。このため時間に依存した濃度場 ui (
−→x , t)
は以下の連続の式を満足する。
∂ui (
−→x , t)
∂t
+∇Ji (−→x , t) = 0 (5.2.2)
ここでJi (
−→x , t)は成分 iの拡散流である。Onsagerの非平衡熱力学 ∗ によれば拡散流Ji (−→x , t)
は局所的化学ポテンシャル µi(
−→x , t)の勾配に比例する。
Ji (
−→x , t) = −Mi∇µi (−→x , t) (5.2.3)
ここでMiは成分 iの易動度である。
均一系の合金であれば成分 iの化学ポテンシャルは、局所的な自由エネルギーの編微分 ∂f
∂ui
に
より計算することができるが、濃度ゆらぎがあるときには成分 iの化学ポテンシャルµi(
−→x , t)
を自由エネルギー汎関数 f の濃度 ui (
−→x , t)による汎関数微分で定義する。
µi (
−→x , t) = δf
δui
(5.2.4)
∗Onsagerの非平衡熱力学によれば、拡散流 Ji (−→x , t)は熱力学的力 −∇µiT に比例する 13)。ここでは温度 T
は一定と考えている。
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不均一系の自由エネルギー汎関数 f を以下のように与える 13, 14)。
f =
∫
V
{
f0(u1, · · · , uN ) + 1
2
N∑
i=1
N∑
j=1
(Kiδij + Lij)∇ui∇uj
}
dV (5.2.5)
ここで δijはクロネッカーの δ、LijとKijは以下のように与える。
Lij =
1
2
{
∂2f
∂ (∇ui∇uj)
}
0
(5.2.6)
Ki = −
{
∂2f
∂ui∇2ui
}
0
+
1
2
{
∂2f
∂ |∇ui|2
}
0
(5.2.7)
以上のことから多元系Cahn-Hilliard方程式が得られる。
∂ui (
−→x , t)
∂t
= ∇
{
Mi∇
(
∂f0
∂ui
−Ki∇2ui −
N∑
j=1
Lij∇2uj
)}
(5.2.8)
ここで
[
∂f/∂ |∇ui|2
]
0
と [∂f/∂∇ui∇uj]0の項の寄与が [∂2f/∇ui∇uj]0より小さいとして無視
すると、以下のCahn-Hilliard方程式が得られる。
∂ui (
−→x , t)
∂t
= ∇
{
Mi∇
(
∂f0(u)
∂ui
−Ki∇2ui
)}
(5.2.9)
本研究ではFe基 3元合金に着目し、その例としてFe-Cr-Mo3元合金のシミュレーションを
おこなった。
まず、易動度とエネルギー勾配係数を評価するためにCahn-Hilliard方程式を以下のように
線形化する。
∂ui(
−→x , t′)
∂t′
= D˜i
∂2ui
∂x2
−MiKi∇4ui , t′ = t× 100 (5.2.10)
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ここで D˜iは相互拡散係数で以下のような関係が成り立つ。
D˜i = Mi
(
∂2f0
∂u2i
)
(5.2.11)
正則溶体モデルを用いることにより、局所自由エネルギー f0は以下のように表せる。
f0 = fFe(1− uCr − uMo) + fCruCr + fMouMo
+ΩFeCruCr(1− uCr − uMo) + ΩFeMouMo(1− uCr − uMo) + ΩCrMouCruMo
+RT [(1− uCr − uMo) ln(1 − uCr − uMo) + uCr lnuCr + uMo ln uMo] (5.2.12)
ここでRは気体定数、T は絶対温度、ΩFeCr,ΩFeMo と ΩCrMo は相互作用パラメータであり、
fFe, fCr と fMoは各元素のモル自由エネルギーである。(5.2.11)式に (5.2.12)式を代入するこ
とにより、以下の Fe-Cr-Moにおける易動度とエネルギー勾配係数が得られる。
MCr =
DCr
2ΩFeCr − 4RT (5.2.13)
MMo =
DMo
2ΩFeMo − 4RT (5.2.14)
KCr =
1
6
× (lattice constant)2 ×ΩFeCr (5.2.15)
KMo =
1
6
× (lattice constant)2 ×ΩFeMo (5.2.16)
ここでDCrはFe-50at.%Cr合金におけるCrの拡散係数であり、DMoはFe-50at.%Mo合金に
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おけるMoの拡散係数である。以下にDCrとDMoの値を示す 16)。
DCr = 0.19× exp
(−246000
RT
)
(5.2.17)
DMo = 0.29× exp
(−266000
RT
)
(5.2.18)
さらに数値シミュレーションで用いた相互作用パラメータΩijの値は以下のとおりである。
Interaction parameter kJ/mol
ΩFeCr 18.6
ΩFeMo 18.2
ΩCrMo 8.0
数値シミュレーションは、750Kから 800Kの温度においておこなった。
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5.3 考察
5.3.1 Fe基合金のシミュレーション
750K、775K、800KでFe-40at.%Cr2元合金を時効した場合のCr-rich相の時間発展を図 5.1
から図 5.3に示す。200時間経過後、750Kで時効した場合は周期が約 2nm、775Kで時効し
た場合は周期が約 3nm、800Kで時効した場合は周期が約 4nmとなっており、時効温度が高
いと濃度プロファイルの周期が広がり相分離の進行が短くなっていることが見てとれる。以
上のことより Fe-40at.%Cr2元合金においてCrの濃度プロファイルは周期構造を示した。こ
の結果は、報告されているAtom-probe FIMによる実験結果 4, 5)と一致している。
次に 800Kで Fe-40at.%Cr-5at.%Mo3元合金を時効した場合のCr-rich相とMo-rich相の時
間発展を図 5.4から図 5.6に示す。相分離により時間の経過とともにCr-rich相、Mo-rich相が
形成されていくのが見てとれる。200時間経過後、Cr-rich相の濃度プロファイルの周期は約
4nmであり、Mo-rich相の濃度プロファイルの周期もCr-rich相の濃度プロファイルの周期と
似た形になる。図 5.6よりMo-rich相はCr-rich相の内部に形成されることがわかる。さらに
Cr-rich相のピーク位置でMo-rich相のピークが下がっていることが見てとれる。この原因に
ついては、Cahn-Hilliard方程式の定性的解析によりそのメカニズムが解明されている 20)。
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図 5.1: Fe-40at.%Cr2元合金を800Kで時効した場合におけるCr濃度プロファイルの時間変化
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図 5.2: Fe-40at.%Cr2元合金を775Kで時効した場合におけるCr濃度プロファイルの時間変化
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図 5.3: Fe-40at.%Cr2元合金を750Kで時効した場合におけるCr濃度プロファイルの時間変化
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 nm30
0hr. 50hr.
100hr. 200hr.
図 5.4: Fe-40at.%Cr-3at.%Mo3元合金を 800Kで時効した場合におけるCr-rich相の時間発展
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図 5.5: Fe-40at.%Cr-3at.%Mo3元合金を 800Kで時効した場合におけるMo-rich相の時間発展
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図 5.6: Fe-40at.%Cr-3at.%Mo3元合金を 800Kで時効した場合におけるCr,Mo濃度プロファ
イルの時間発展
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5.4 線形Cahn-Hilliard方程式の性質
Cahn-Hilliard方程式を線形化すると以下のようになる。
∂u(−→x , t)
∂t
= D˜
∂2u(−→x , t)
∂x2
−MK∇4u(−→x , t)
この線形Cahn-Hilliard方程式の性質を検討し、さらにもっと一般的な場合について検討をお
こなう 21, 22, 23)。
5.4.1 発展方程式の古典解の性質
まず ut = F (t, x, u, ux, uxx)と表現される方程式の中で最も代表的なものとして、いわゆる
拡散方程式
ut = Duxx , D > 0 (5.4.1)
を考える 21, 22, 23)。ここでDは拡散係数である。この方程式の右辺を uxxで微分するとD と
なるから、右辺を uxxで微分したとき、その導関数の値が正であるということがこの方程式
のひとつの特徴である。また、uxx = 0とおくと方程式の右辺がゼロになるということも特
徴のひとつである。このふたつの性質を備えていることを念頭において、拡散方程式を以下
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のように一般化する。
ut = F (t, u, ux, uxx) , x ∈ R1 , t > 0 (5.4.2)
F (t, u, p, q) ∈ C1(R4)
i) Fq(t, u, p, q) > 0
ii) F (t, u, 0, 0) = 0
さて条件 i)は拡散方程式の右辺を uxxによって微分したとき、それが正となるという事実に
対応する。また、条件 ii)は拡散方程式の右辺は uxx = 0のときゼロであるという事実の一般
化である。はじめに一般化された拡散方程式 (5.4.2)式の解は条件 i)と ii)のもとでどのよう
な振る舞いをするのかを考える。この方程式 (5.4.2)式の開曲面 u(x, t)の中に t = t0におい
て図 5.7のような山と谷が存在しているものとする。これらの山と谷が時間とともにどのよ
うに変化するのかについて検討する。今、山頂の軌跡を x = g(t), t  t0とする。この軌跡の
上で解 u(x, t)の値はどのように変化するのか u(g(t), t)の時間変化を求めてみる。
du(g(t), t)
dt
= ux(g(t), t)
dg(t)
dt
+ ut(g(t), t) (5.4.3)
= F (t, u(g(t), t), ux(g(t), t), uxx(g(t), t)) (5.4.4)
となるが、山頂が ux(g(t), t) = 0,uxx(g(t), t) < 0で特徴付けられるとすると、条件 ii)を考慮
して
du(g(t), t)
dt
= F (t, u(g(t), t), 0, uxx(g(t), t))− F (t, u(g(t), t), 0, 0) (5.4.5)
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となるが、ここで平均値の定理 21)を用いると
du(g(t), t)
dt
= Fq(t, u(g(t), t), 0, ζ(t))uxx(g(t), t) , 0 > ζ(t) > uxx(g(t), t) (5.4.6)
を得る。条件 i)を考慮すれば
du(g(t), t)
dt
< 0 (5.4.7)
となって、山頂は時間とともに低くなっていくことがわかる。さらに谷底 bの x, t平面内に
おける軌跡を x = g(t)とすると、谷底を特徴付ける条件 ux(g(t), t) = 0, uxx(g(t), t) > 0を用
いて、さらに同様の手順によって、関係
du(g(t), t)
dt
> 0 (5.4.8)
を得る。すなわち、山頂と反対に谷底は時間とともに上昇し、谷が浅くなっていくことがわか
る。すなわち、全体として平滑になろうとする。これはまさに拡散現象として思い描いてい
る状況である。すなわち、条件 i)、ii)こそがいわゆる拡散現象を特徴付けていた条件であっ
たことがわかった。ところでこのふたつの条件のうち、ひとつの条件だけを課したならば、
どのようなことになるのかを考察する。今、条件 i)だけを残して、条件 ii)を要求しないこ
とにする。このような方程式について定性的にいえることはどのようなことかを検討するた
めに、5.4.2で最大値原理とよばれる定理を用意する 22, 23)。
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図 5.7: x = g(t), t  t0は山頂 aの軌跡
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5.4.2 最大値原理
発展方程式 (5.4.2)式の解の特徴を調べるために、以下のような 2階線形方程式
ut + a(x, t)uxx + b(x, t)ux + c(x, t)u = f(x, t) , x ∈ R1 , t > 0 (5.4.9)
の解の性質について検討する 21, 22, 23)。ここで a(x, t) < 0, c(x, t) ∈ C0(R2), f(x, t) ∈ C0(R2)
とする。今、x− t平面内の 1点 (ξ, τ)を固定して、図 5.8のような領域Ωを考える。方程式の
解 u(x, t)のこの領域Ωの境界 γ上における値やあらかじめ与えられている係数 c(x, t), f(x, t)
などの値を用いて、点 (ξ, τ)における解の値 u(ξ, τ)を上下から評価する。図 5.8の点 (ξ, τ)を
含むところの開線分 l = {(x, t) ∈ R2; a < x < b}は領域Ωに含まれるものとし、境界 γは領
域Ωに含まれないものとする。また点 (a, τ), (b, τ)は γの点である。ここで係数 c(x, t)はR2
の有界閉集合Ω∪ γ上の連続関数だから最小値をとる。点 (x, t) ∈ Ωにおいて常に以下の関係
min
(x,t)∈Ω∪γ
c(x, t)  c(x, t) (5.4.10)
が成り立っているのだから、c(x, t)は領域Ωで下に有界となる。実数の下に有界な集合は下
限をもつから、λ  0を
−λ < inf
(x,t)∈Ω
c(x, t) (5.4.11)
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となるようにひとつ定める。この非負の数 λと解 u(x, t)を用いて新たな関数 v(x, t)を以下の
ようにして導入する。
v(x, t) = e−λtu(x, t) (5.4.12)
この v(x, t)を (5.4.9)式に代入すると以下の式を得る。
vt + a(x, t)vxx + b(x, t)vx + (c(x, t) + λ)v = f(x, t)e
−λt (5.4.13)
v(x, t)は有界閉集合Ω ∪ γ上の連続関数であるから、Ω ∪ γのなんらかの点で最大値をとる。
その点を (x, t)とする。(x, t)はΩの点であるか γの点であるかいずれかである。
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図 5.8: x− t平面内の有界領域Ω
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1. (x, t) ∈ Ωとなる場合
まず点 (x, t)がΩの内点である場合について考える。(図 5.9参照)この場合には点 (x, t)
において関数 v(x, t)は極大をもつから
vx(x, t) = 0 (5.4.14)
vxx(x, t)  0 (5.4.15)
vt(x, t) = 0 (5.4.16)
となっている。次に (x, t) ∈ lとなる場合 (図 5.10参照)には、(5.4.16)式は vt(x, t)  0
と書きかえなければならない。故に (x, t) ∈ Ωとなる場合には、図 5.9、図 5.10いずれに
おいても方程式
vt(x, t) + a(x, t)vxx(x, t) + b(x, t)vx(x, t) + (c(x, t) + λ)v(x, t) = f(x, t)e
−λt (5.4.17)
から
(c(x, t) + λ)v(x, t)  f(x, t)e−λt (5.4.18)
なる不等式が得られる。(x, t)はΩ∪γにおける v(x, t)の最大値を与える点であったから、
v(ξ, τ)  v(x, t)  f(x, t)e
−λt
c(x, t) + λ
(5.4.19)
を得る。ところで (x, t)はΩの点であったから
f(x, t)e−λt
c(x, t) + λ
 sup
(x,t)∈Ω
f(x, t)e−λt
c(x, t) + λ
(5.4.20)
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であるから v(x, t)を u(x, t)に戻すことによって
u(ξ, τ)  sup
(x,t)∈Ω
f(x, t)eλ(τ−t)
c(x, t) + λ
(5.4.21)
なる評価に到達する。
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図 5.9: x− t平面内の有界領域Ω，点 (x, t)は領域Ωの内点
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図 5.10: x− t平面内の有界領域Ω，点 (x, t)は l上の点
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2. (x, t) ∈ γとなる場合 (図 5.11参照)
v(ξ, τ)  v
(
x, t
)
= sup
(x,t)∈γ
v(x, t) = sup
(x,t)∈γ
e−λtu(x, t) (5.4.22)
であるから
u(ξ, τ)  sup
(x,t)∈γ
u(x, t)eλ(τ−t) (5.4.23)
となる。ここで 1、2の場合をひとつに書けば
u(ξ, τ)  max
{
sup
(x,t)∈Ω
f(x, t)eλ(τ−t)
c(x, t) + λ
, sup
(x,t)∈γ
u(x, t)eλ(τ−t)
}
(5.4.24)
となる。同様にして v(ξ, τ)のΩ∪ γ上の最小値を考えると、u(ξ, τ)に対する下からの評
価を得る。
u(ξ, τ)  min
{
inf
(x,t)∈Ω
f(x, t)eλ(τ−t)
c(x, t) + λ
, inf
(x,t)∈γ
u(x, t)eλ(τ−t)
}
(5.4.25)
ただし、ここでmax{a, b}なる記号は a, bのうちで大きいほうを指し、min{a, b}なる記
号は a, bのうちで小さいほうを指す。
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図 5.11: x− t平面内の有界領域Ω，点 (x, t)は γ上の点
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5.4.3 ux(ξ, τ )の評価，山の分岐
線形方程式 (5.4.9)式の解に対する評価 (5.4.24)式、(5.4.25)式を用いることにより、非線
形方程式 (5.4.2)の解の幾何学的特性について議論をおこなう 21, 22, 23)。
今、非線形方程式 (5.4.2)式の解が時刻 t = t0において図 5.12のような山を持ち、その山が
時間の経過とともに 1点 pからふたつの山に分岐したとする。そのとき新たに出現した谷底
p1の軌跡は図 5.13の γ1を描き、一方新たに出現した山の山頂 p2の軌跡は γ2を描くとする。
軌跡 γi(i = 1, 2)は ux(x, t) = 0, (x, t) ∈ γiによってそれぞれ特徴付けられている。(5.4.2)式
を xで微分すると以下のようになる。
uxt − Fq(t, u(x, t), ux(x, t), uxx(x, t))uxxx
−Fp(t, u(x, t), ux(x, t), uxx(x, t))uxx
−Fu(t, u(x, t), ux(x, t), uxx(x, t))ux = 0 (5.4.26)
これは関数 ux(x, t)に関する線形方程式である。5.4.1の条件 i)から
Fq(t, u(x, t), ux(x, t), uxx(x, t)) > 0 (5.4.27)
であるから、(5.4.9)式の係数 a(x, t)の符号に関する条件を満足していることになる。
また 5.4.1における F ∈ C1なる条件は、連続な u(x, t), ux(x, t), uxx(x, t)に対しては
Fu(t, u(x, t), ux(x, t), uxx(x, t))がx, tの関数として連続であることを保証するので、(5.4.9)式
の係数 c(x, t)に関する条件も満たされていることになる。
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図 5.12: 山の分岐
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図 5.13: Ωの閉包= Ω ∪ γ, γ = γ1 ∪ γ2
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すなわち、なんらかの値 λ  0により、
inf
(x,t)∈Ω
−Fu(t, u(x, t), ux(x, t), uxx(x, t)) > −λ (5.4.28)
とできる。そこで ux(x, t)に関する線形方程式 (5.4.9)式の解に対して、図 5.13の領域Ωにお
いて最大値原理 (5.4.24)式、(5.4.25)式をそれぞれ適用すると、(5.4.26)式の右辺 f(x, t)は 0
であるから以下を得る。
ux(ξ, τ)  max
{
sup
(x,t)∈Ω
f(x, t)eλ(τ−t)
−Fu(t, u(x, t), ux(x, t), uxx(x, t)) + λ, sup(x,t)∈γ
ux(x, t)e
λ(τ−t)
}
= max
{
sup
(x,t)∈Ω
0× eλ(τ−t)
−Fu(t, u(x, t), ux(x, t), uxx(x, t)) + λ, sup(x,t)∈γ 0× e
λ(τ−t)
}
= max{0, 0} = 0 (5.4.29)
ux(ξ, τ)  min
{
inf
(x,t)∈Ω
f(x, t)eλ(τ−t)
−Fu(t, u(x, t), ux(x, t), uxx(x, t)) + λ, inf(x,t)∈γ ux(x, t)e
λ(τ−t)
}
= min
{
inf
(x,t)∈Ω
0× eλ(τ−t)
−Fu(t, u(x, t), ux(x, t), uxx(x, t)) + λ, inf(x,t)∈γ 0× e
λ(τ−t)
}
= min{0, 0} = 0 (5.4.30)
したがって
ux(ξ, τ) = 0 (5.4.31)
でなければならない。しかしながら図 5.13から明らかなように ux(ξ, τ) > 0であるからこれ
は矛盾である。すなわち図 5.13に示されたような山の分岐は決して起こらないことになる。
これが (5.4.1)式の右辺に対して条件 i)だけを仮定したときに得られる結果である。
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条件 i)と ii)がそろった場合には谷が埋まってふたつの山の合体が促され、また山の高さ
も低くなることから、全体として平滑化していくことがわかる。これに対して条件 1だけの
場合には、ひとつの山がふたつの山に分岐するというような平滑化と逆の現象は少なくとも
起こらないことがわかる。
5.4.4 Fq(t, u(x, t), ux(x, t), uxx(x, t)) < 0の場合
さらに Fq(t, u(x, t), ux(x, t), uxx(x, t)) < 0の場合には 5.4.1、5.4.2、5.4.3の議論と平行な議
論を方程式 (5.4.1)における条件 i)を Fq(t, u(x, t), ux(x, t), uxx(x, t)) < 0に変えた場合におこ
なうことができる 21, 22, 23)。
まず山頂の高さの変化に関しては、時間とともに解u(x, t)にある山の山頂の高さは増大し、
一方谷の谷底は深くなることがわかる。すなわち 5.4.1と全く逆の現象が起こる。次に最大
値原理について検討する。これまでは線形方程式 (5.4.9)式において係数 a(x, t)を負としてい
たが、これ以降係数 a(x, t)は正として考える。c(x, t), f(x, t)は再び連続として、図 5.8のか
わりに図 5.14のような領域 Ωを考える。すなわち開線分 lが下にくるような領域を考える。
l ⊂ Ωおよび γの点はΩに属さないことは前の議論と同様とする。係数 c(x, t)のΩにおける
上界 λ  0をひとつとって以下のようにする。
sup
(x,t)∈Ω
c(x, t) < λ (5.4.32)
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このとき (5.4.24)式、(5.4.25)式に対応して以下の評価 (5.4.33)式、(5.4.34)式がそれぞれ成
り立つことがわかる。
u(ξ, τ)  max
{
sup
(x,t)∈Ω
f(x, t)eλ(t−τ)
c(x, t)− λ , sup(x,t)∈γ u(x, t)e
λ(t−τ)
}
(5.4.33)
u(ξ, τ)  min
{
inf
(x,t)∈Ω
f(x, t)eλ(t−τ)
c(x, t) − λ , inf(x,t)∈γ u(x, t)e
λ(t−τ)
}
(5.4.34)
そこで ut = F (t, u, ux, uxx) , Fq < 0の解 u(x, t)に関して ux(ξ, τ)の評価を前と同様にしてお
こなう。その結果、この場合は図 5.12の時間経過を全く逆にたどることによって、すなわち
図 5.13の時間軸を逆に見ることによって図 5.12のようなふたつの山の分岐は決して起こらな
いことを評価 (5.4.33)式、(5.4.34)式に基づいて示すことができる。
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図 5.14: x− t平面内の有界領域Ω
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5.5 考察
5.5.1 Cahn-Hilliard方程式における4階微分項の意味付け
Cahn-Hilliard方程式
∂u(−→x , t)
∂t
= D˜
∂2u(−→x , t)
∂x2
−MK∇4u(−→x , t) (5.5.1)
の制限を緩めて ∗ 、以下の方程式を考える。
∂u(−→x , t)
∂t
= D˜
∂2u(−→x , t)
∂x2
(5.5.2)
ここで D˜は拡散係数である。5.4.1、5.4.2、5.4.3、5.4.4により (5.5.2)式の解に対する評価
21, 22, 23)をおこない、以下のことを示すことができた。
1. D˜ > 0のとき、谷が埋まってふたつの山の合体が促され、山の高さも低くなることから
全体として平滑化していくことが示された。
2. D˜ < 0のとき、谷はますます深くなり、山の高さはますます高くなる。また、ふたつの
山の分岐は起こらないことが示された。
このように D˜の符号が変わらない場合には、Cahn-Hilliard方程式の数値シミュレーション
により示されたピークの分岐や合体という現象は再現できないということが上記の議論によ
∗第 2項の寄与が小さいとする。
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り示唆された。
次に (5.5.2)式を用いて数値シミュレーションをおこなった結果を図 5.15と図 5.16に示す。
D˜ > 0のとき、時間が経過するとともに全体として濃度プロファイルは平滑化し、さらにふ
たつの山が合体しているのが見てとれる。また D˜ < 0の場合には数値解が不安定となること
はこれまでにもよく知られているとおりである。相分離が起こるためには、D˜が濃度依存性
をもつ必要がある。実際のシミュレーションでの山の合体が起こるのは、非線形項の寄与が
大きいためである。また 4階微分項は解の振動を防ぐ働きをしており、ピークを丸くする効
果がある 24)。
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図 5.15: ∂u
∂t
= D˜ ∂
2u
∂x2
, D˜ > 0の場合
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図 5.16: ∂u
∂t
= D˜ ∂
2u
∂x2
, D˜ < 0の場合
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5.6 まとめ
2元合金を想定したCahn-Hilliard方程式を多元系に拡張し、計算機シミュレーションによ
り Fe-Cr合金と Fe-Cr-Mo合金における材料組織形成の予測をおこない、以下の結果を得た。
1. 多元合金の相分離挙動を記述するCahn-Hilliard方程式を導出し、Fe-Cr合金、Fe-Cr-Mo
合金を用いてシミュレーションをおこない、実験結果とよく一致することがわかった。
2. Fe-Cr-Mo合金においてCrとMoの濃度プロファイルはFe基 2元合金における第 2元素
の濃度プロファイルと似た形になる。
3. Fe-Cr-Mo合金のMoの濃度プロファイルは、Crの濃度プロファイルのピーク位置で減
少することが確認された。
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第6章 総括
本論文では、材料組織形成過程の中でも重要な核形成現象と相分離挙動について考察した。
まず第 2章、において核形成の動力学を記述する Fokker-Planck方程式を導出し、定常解の
存在について議論した。第 3章、第 4章において、Fokker-Planck方程式の性質を議論した。
第 5章では、相分離挙動について定性的、定量的に議論をおこなった。以下、各章ごと得ら
れた結果について要約する。
第 1章では、本論文の目的および構成について述べた。
第 2章では、相変態の基礎過程の中でも特に本論文で扱う古典的核形成理論と相分離挙動
について従来の研究をまとめた。まず、核形成の動力学を記述する Fokker-Planck方程式を
導出し、長時間での Fokker-Planck方程式の定常解の存在を示した。クラスターどうしの融
合・分裂を考慮したクラスターダイナミックスモデルを検討し、特別なメカニズムを考慮し
なくても Fokker-Planck方程式が導出できることを示した。さらに空間的不均一性を考慮し
た秩序変数場による核形成の問題についても検討をおこなった。
相分離挙動に関しては、不均一系の自由エネルギーを記述するCahn-Hilliardモデルを用い
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て定式化をおこなった。
第 3章では、核形成初期における核形成頻度の時間依存性を示した。Fokker-Planck方程式
の解の漸近挙動を利用することにより、核形成頻度の時間依存性
J(t) = Js
{
1− exp
(
− t
tlag
)}
を導出した。さらに高温状態から急冷したとき、高温状態でのクラスターのサイズが急冷後
の臨界クラスターサイズよりも小さい場合には、臨界核が形成されるまでの潜伏時間 (tlag)が
必要である。この潜伏時間は Strum-Liouville境界値問題の固有値の上界と下界を求めること
により
1
6.3a(lc)Z2
 tlag 
1
12.0a(lc)Z2
となることを示した。この結果は、報告されている計算機シミュレーションの結果とよく一
致している。
第 4章では、構造材料の結晶粒微細化に関して核形成理論を用いて臨界核形成の動力学を
再考し、材料組織形成との関連について検討をおこなった。Fokker-Planck方程式の定性的な
性質を検討することにより、変態中に時間に依存しない一定な駆動力があるならば、安定核
の数は時間とともに増加することが示された。相変態時において化学的な駆動力の低下を補
うような駆動力が外部から供給されれば、安定核の数は時間とともに増加し、結晶粒微細化
がおこなえることが示唆された。
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第 5章では、Fe基合金の相分離挙動に関して、Cahn-Hilliard方程式を用いて検討をおこ
なった。従来のCahn-Hilliard方程式を多元系化し、数値シミュレーションを行った結果、Fe
基 3元合金において、第2元素と第 3元素が同じ位置で濃度ピークを持つことが明らかとなり、
また第 3元素の濃度ピークが第 2元素のピークトップの位置で減少することがわかった。さら
にCahn-Hilliard方程式の数値シミュレーションの数学的妥当性について議論した。まず方程
式 ut = F (t, u, ux, uxx)の古典解の性質を一般的な立場から考察をおこない、 ddtu(g(t), t) > 0
という性質を持つこと、すなわちこの方程式の古典解が時間の経過にしたがって谷底はその
深さを増し、山頂はその高さを増すことを示した。このことから、時間の進行とともにピー
クが合体し、相分離が進行するためには、拡散係数が濃度依存性をもつ必要があり、安定解
を得るためには 4階偏微分項の存在が不可欠であることを示した。
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付 録A 極値問題
第 2章と第 4章において極値問題を用いて方程式の古典解の性質について検討をおこなっ
た。ここでは極値問題について詳しく述べることにする 1, 2, 3, 4, 5)。
領域R2内で定義された関数 z = f(x, y)が 2階微分可能で連続であるとする。このとき
fが点 (x0, y0)で極小 (真の極小でもよい)となるための必要条件は、fx(x0, y0) = fy(x0, y0) = 0
かつ ∀(h, k) ∈ R2において fxx(x0, y0)h2 + 2fxy(x0, y0)hk + fyy(x0, y0)k2  0が成り立つこと
である。
[証明]
h ∈ R1, k ∈ R1を固定する。Taylarの定理から ∀t ∈ R1に対して 0 < ∃θ < 1 s.t.
f(x0 + th, y0 + tk) = f(x0, y0) + thfx(x0, y0) + tkfy(x0, y0)
+
1
2
[
(th)2fxx(x0 + θth, y0 + θtk) + 2(th)(tk)fxy(x0 + θth, y0 + θtk) + (tk)
2fyy(x0 + θth, y0 + θtk)
]
となる。ここで点 (x0, y0)はそれぞれ x方向 y方向でも極小を与える点だから
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fx(x0, y0) = 0 , fy(x0, y0) = 0でなければならない。よって
f(x0 + th, y0 + tk) − f(x0, y0)
=
1
2
[
(th)2fxx(x0 + θth, y0 + θtk) + 2(th)(tk)fxy(x0 + θth, y0 + θtk) + (tk)
2fyy(x0 + θth, y0 + θtk)
]
ここで f(x0 + th, y0 + tk) − f(x0, y0)  0であるから
1
2
[
(th)2fxx(x0 + θth, y0 + θtk) + 2(th)(tk)fxy(x0 + θth, y0 + θtk) + (tk)
2fyy(x0 + θth, y0 + θtk)
]
 0
0  h2fxx(x0 + θth, y0 + θtk) + 2hkfxy(x0 + θth, y0 + θtk) + k2fyy(x0 + θth, y0 + θtk) = F (t)
なる関数は t = 0で連続となる。ゆえに目的の結果を得る。
次に 2変数関数の極小・極大の十分条件について考える。2変数関数の極小・極大の十分条
件を示すにあたり、以下の [補題 1]、[補題 2]を用意する。
[補題 1]
pを以下に示すようなR1からR1への写像とする。
p : R1 −−−→ R1
∈ ∈
x −−−→ ax2 + bx + c , a > 0
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このときD = b2 − 4ac < 0ならば ∀t ∈ R1に対して、p(x) > 0となる。また逆も成り立つ。
[証明]
p(x) = ax2 + bx + c = a
(
x +
b
2a
)2
− b
2 − 4ac
4a
となりD = b2 − 4ac < 0ならば ∀x ∈ R1に対して p(x) > 0となる。
また、例えば x = − b
2a
とすると p(x) = − b2−4ac
4a
> 0となりD = b2 − 4ac < 0となる。
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[補題 2]
qを以下に示すようなR1からR1への写像とする。
p : R1 −−−→ R1
∈ ∈
x −−−→ ax2 + bx + c , a > 0
このときD = b2 − 4ac > 0ならば ∀t ∈ R1に対して、p(x) < 0となる。また逆も成り立つ。
ここで 2次対称行列A

a11 a12
a12 a22

 , detA = a11a22 − a212
が (0, 0) = ∀(x1, x2) ∈ R2に対して a11x21 + 2a12x1x2 + a22x22 > 0となるとき 2次対称行列A
は正定符号であるという。また、2次対称行列 A =


a11 a12
a12 a22

 が正定符号であるとき以
下のことが成り立つ。
1. x1 = 1, x2 = 0とおくと a11 > 0
x1 = 0, x2 = 1とおくと a22 > 0
2. x2 = 1とおくと a11x21 + 2a12x1x2 + a22x
2
2 > 0となり detA = a11a22 − a212であるから
detA > 0となる。
103
a11 > 0,detA > 0は 2次対称行列Aが正定符号であるための必要十分条件であることを以下
に示す。
[証明]
(⇐=) 前の 1 , 2に示したとおりである。
(=⇒) ∀(x1, x2) = (0, 0)なので、一般性を失わず x2 = 0とする。ここで x1 を変数とみ
て、それが R1を動くとき a11x21 + 2a12x1x2 + a22x
2
2は仮定 detA = a11a22 − a212 > 0、そし
て 4a11a22 − 4a212 = −D > 0であるからD < 0となり、a11 > 0であるので [補題 1]から
a11x
2
1 + 2a12x1x2 + a22x
2
2 > 0となる。故に 2次対称行列Aは正定符号である。
fをR2からR1への写像とする。このとき f(x1, x2) = a11x21 + 2a12x1x2 + a22x
2
2 , a11 = 0
の連続性について議論する。
まず与えられた ε > 0に対して δ > 0を
δ =
−β +
√
β2 + 4αε
2α
α = |a11|+ 2|a12|+ |a22| = 0
β = 2[|a11x1|+ |a12|(|x1|+ |x2|) + |a22x2|]
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とおけば、|f(x1 + δ1, x2 + δ2)− f(x1, x2)| < εとできる。ただし、
√
δ21 + δ
2
2 < δである。
|f(x1 + δ1, x2 + δ2)− f(x1, x2)|
= |a11(x1 + δ1)2 + 2a12(x1 + δ1)(x2 + δ2) + a22(x2 + δ2)2 − a11x21 − 2a12x1x2 − a22x22|
= |2a11δ1x1 + a11δ21 + 2a12δ2x1 + 2a12δ1x2 + 2a12δ1δ2 + 2a22δ2x2 + a22δ22|
 |2a11δ1x1|+ |a11|δ21 + |2a12| [|δ2x1|+ |δ1x2|+ |δ1δ2|] + |2a22δ2x2|+ |a22|δ22
< |2a11x1|δ + |a11|δ2 + |2a12|
[|x1|δ + |x2|δ + δ2]+ |2a22x2|δ + |a22|δ2
= [|a11|+ 2|a12|+ |a22|] δ2 + [|2a11x1|+ |2a12|(|x1|+ |x2|) + |2a22x2|] δ2
= αδ2 + βδ
= ε
故に |f(x1 + δ1, x2 + δ2)−f(x1, x2)| < εとなり、f(x1, x2) = a11x21 +2a12x1x2 + a22x22, a11 = 0
の連続性が示せた。
2次対称行列 A =


a11 a12
a12 a22

 が正定符号であるためには以下が成り立つことが必要十
分条件となる。
∀(x1, x2) ∈ R2に対して ∃c > 0 s.t. a11x21 + 2a12x1x2 + a22x22  c(x21 + x22)
ここで cは (x1, x2)に依存しないものとする。
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[証明]
(⇐=) ∀(x1, x2) = (0, 0)に対して a11x21 +2a12x1x2 + a22x22 > 0となっているから、2次対称
行列Aが正定符号となることは明らかである。
(=⇒) S1 = {(x1, x2) ∈ R2;
√
x21 + x
2
2 = 1}を平面R2内の compact集合であり、f(x1, x2) =
a11x
2
1 + 2a12x1x2 + a22x
2
2は compact集合S
1上で連続である。したがって S1上で最小値をと
る。f は S1上で常に正だから (S1は点 (0, 0)を含んでいないから)、この最小値は正となる。
その値を cとおく。(0, 0) = ∀(x1, x2) ∈ R2に対して、p
(
x1√
x21+x
2
2
, x2√
x21+x
2
2
)
なる点 pを考えれ
ば、この点 pは S1上の点である。故に
f
(
x1√
x21 + x
2
2
,
x2√
x21 + x
2
2
)
=
a11x
2
1
x21 + x
2
2
+
2a12x1x2
x21 + x
2
2
+
a22x
2
2
x21 + x
2
2
 c 
さて関数 f が点 (x0, y0)において真の極小となるための十分条件について考える。
まず f を 2階微分可能で連続な関数 (f ∈ C2(R2))であり、


fxx(x0, y0) fxy(x0, y0)
fxy(x0, y0) fyy(x0, y0)

が
正定符号であるとする。このとき fx(x0, y0) = fy(x0, y0) = 0ならば点 (x0, y0)で f(x, y)は真
の極小値をとる。
[証明]
(0, 0) = ∀(h, k) ∈ R2
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Taylarの定理により
0 < ∃θ < 1 s.t.
f(x0 + h, y0 + k) = f(x0, y0) + hfx(x0, y0) + kfy(x0, y0)
+
1
2
[
h2fxx(x0 + θh, y0 + θk) + 2hkfxy(x0 + θh, y0 + θk) + k
2fyy(x0 + θh, y0 + θk)
]
fx(x0, y0) = fy(x0, y0) = 0であるから
f(x0 + h, y0 + k)
=
1
2
[
h2fxx(x0 + θh, y0 + θk) + 2hkfxy(x0 + θh, y0 + θk) + k
2fyy(x0 + θh, y0 + θk)
]
=
1
2
[
h2{fxx(x0, y0) + ε1(h, k)}+ 2hk{fxy(x0, y0) + ε2(h, k)}+ k2{fyy(x0, y0) + ε3(h, k)}
]
=
1
2
[
h2fxx(x0, y0) + 2hkfxy(x0, y0) + k
2fyy(x0, y0) + h
2ε1(h, k) + 2hkε2(h, k) + k
2ε3(h, k)
]
正定符号という仮定から
A(h, k) = h2fxx(x0, y0) + 2hkfxy(x0, y0) + k
2fyy(x0, y0) > 0
である。そして
B(h, k) = h2ε1(h, k) + 2hkε2(h, k) + k
2ε3(h, k)
と置くと、
f(x0 + h, y0 + k) − f(x0, y0) = 1
2
{A(h, k) + B(h, k)}
=
1
2
A(h, k)
{
1 +
B(h, k)
A(h, k)
}
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f ∈ C2(R2)なので fxx, fxy, fyyは点 (x0, y0)で連続である。故に
∀ε > 0 , ∃δ > 0 s.t. √h2 + k2 < δに対して |ε1| < ε , |ε2| < ε , |ε3| < ε
とできる。一方
|B(h, k)| = |h2ε1(h, k) + 2hkε2(h, k) + k2ε3(h, k)|
 ε|h2 + 2hk + k2|
 2ε(h2 + k2)
となる。また正定符号の性質から ∃c > 0 s.t. A(h, k) ≥ c(h2 + k2)とできるから
|B(h, k)|
A(h, k)
 2ε(h
2 + k2)
c(h2 + k2)
=
2ε
c
→ 0 (|h|, |k| → 0)
となる。故に f(x0+h, y0+k) > f(x0, y0)が任意に小さな |h|, |k|についても成り立つ。よって
f ∈ C2(R2)で


fxx(x0, y0) fxy(x0, y0)
fxy(x0, y0) fyy(x0, y0)

が正定符号であるとき fx(x0, y0) = fy(x0, y0) = 0
ならば点 (x0, y0)で f(x, y)は真の極小値をとることが示せた。
同様に上の行列が負定符号であるときfx(x0, y0) = fy(x0, y0) = 0ならば点 (x0, y0)で f(x, y)
は真の極大値をとることが示せる。
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付 録B 1階線形方程式の最大値原理
5.4.2から 5.4.4では 2階線形方程式の最大値原理について述べたが、1階線形方程式の場
合にはどのようになるのかを考えてみる 1, 2, 3)。
以下のような 1階線形方程式を考える。
ut + b(x, t)ux + c(x, t)u = f(x, t) , x ∈ R1 , t > 0
この場合は 5.4.2の証明において vxx
(
x, t
)
に関する項が無い場合に対応しているので、図 5.8
の状況に関しては評価 (5.4.24)式、(5.4.25)式が、一方図 5.14の状況に関しては評価 (5.4.33)、
(5.4.34)がそれぞれそのまま成り立つことがわかる。そこで ut = F (t, u, ux) , F (t, u, ux) ∈
C1(R3)の両辺を xで微分して ux(x, t)に関する線形方程式
uxt − Fp(t, u(x, t), ux(x, t))uxx − Fu(t, u(x, t), ux(x, t))ux = 0
を得れば、(5.4.24)式、(5.4.25)式からひとつの山の分岐が、一方 (5.4.33)式、(5.4.34)式か
らふたつの山の合体がそれぞれ決して起こらないことが理解される。5.4.3、5.4.4において述
べたひとつの山の分岐やふたつの山の合体は、ut = F (t, u, ux)の解に関してはいずれもおこ
らないことがわかる。これは ut = F (t, u, ux)の解の著しい特徴である。
110
引用・参考文献
1) 北田韶彦, ”実用解析入門”, 八千代出版 (1994)
2) 北田韶彦, 応用物理, 62,pp.322(1993)
3) 北田韶彦, ふぇらむ, 5,pp.749(2000)
111
謝辞
本研究を遂行するに当たりまして、終始懇篤なる御指導を賜りました早稲田大学 齊藤良行
教授に深く感謝申し上げます。
また、本論文をまとめるに当たりまして、有益なる御指導や御教示を賜り早稲田大学 北田
韶彦教授、南雲道彦教授に深く感謝申し上げます。
北田韶彦教授には、絶えず熱心な御指導を頂戴し、ときに暖かく、ときには厳しく御助言
を賜りました。研究のみならず人間としての成長に対しても多大なる御助言を賜り、重ねて
感謝申し上げます。
南雲道彦教授には、温かい御指導、御助言を頂戴し、特に本論文について鉄鋼材料学の側
面から適切なる御指導を賜ました。重ねて感謝申し上げます。
本論文について温かい御指導、御助言をいただいたばかりか、人間としての成長に対して
も多大なる御助言をいただきました早稲田大学 中江秀雄教授、酒井潤一教授に深く感謝申し
上げます。
本論文に関する現象について多くの有益な御助言を賜りました早稲田大学 伊藤公久教授に
感謝申し上げます。伊藤公久教授には、研究のみならず人間としての成長に対しても多大な
る御助言を賜り重ねて感謝申し上げます。
北田研究室 小笠原義仁氏には、多くの有益なる御助言を賜り、研究以外の側面におきまし
ても大変お世話になり、暖かい励ましをいただきました。心から御礼申し上げます。
112
研究業績
論文 (○は筆頭著者を表す)
[1] Yoshiyuki Saito, Minoru Honjo, Tetsuji Konishi and Akihiko Kitada
”Time-Dependent Nucleation Rate”
Journal of the Physical Society of Japan,69,pp3304(2000)
[2] 齊藤良行，本庄稔，森本賢治，小西徹治，北田韶彦
”時間に依存しない駆動力にもとづく核形成挙動”
鉄と鋼,86,pp591(2000)
[3] ○Minoru Honjo and Yoshiyuki Saito
”Numerical Simulation of Phase Separation in Fe-Cr Binary and Fe-Cr-Mo Ternary
Alloys with Use of the Cahn-Hilliard Equation”
ISIJ International,40,pp914(2000)
[4] Yoshiyuki Saito, Minoru Honjo, Yoshihiro Suwa
”Computer Simulation Models of Grain Growth”
The fourth International Conference on Recrystallization and Related
Phenomena, The Japan Institute of Metals,pp579(1999)
113
学会発表
[1] 小笠原義仁，伊藤公久，齊藤良行，本庄稔
「Mullinsモデルの一般化」
日本物理学会 第 56回年次大会 (2001)
[2] 本庄稔，齊藤良行
「Phase Field法による結晶粒成長のシミュレーション」
日本鉄鋼協会 第 136回秋季講演大会 (1999)
[3] 本庄稔，齊藤良行
「Cahn-Hilliard-Cook方程式による多元合金の相分離挙動の予測」
日本鉄鋼協会 第 135回春季講演大会 (1999)
114
