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Abstract 
Real-time traffic has stringent delay requirement. However, bandwidth lim-
ited and error-prone wireless networks are often designed with variable bit 
rate and error control mechanisms. For instance, 3G networks have progres-
sively intervaled bit rates, causing large performance variation and significant 
delay jitter. Traditional packet discarding schemes designed for high speed 
wired networks, such as Random Early Detection (RED), are inadequate for 
wireless networks with high latency and delay variability. 
In this thesis, we study a random discard policy, Variable Buffer Limit 
(VABL), which adapts to the input loading by varying the maximum allow-
able buffer size. This deterministic discard approach is superior to RED but 
its performance deteriorates with increasing channel variability. Next, we 
develop an analytical framework for designing lifetime packet discard poli-
cies. We propose the Channel State Aware Packet Discard on Expiration 
Likelihood (CAPEL) algorithm, which only admits packets with expiration 
likelihood below a pre-defined requirement. Its effectiveness for reducing 
bandwidth wastage due to packet expiration is quantified under a time vary-
ing channel modeled by the Markov-Modulated Poisson Process (MMPP) . 
CAPEL can be used as a reference for setting RED parameters. Finally, we 
use Gamma Distribution to approximate the conditional system time distrib-







在本論文中，我們首先硏究一個名爲「可變緩衝限制」（V A B L )的隨機 
丟棄策略，其因應輸入負載而改變緩衝的限制，以達至最高生產率。採用 




我們提出了「基於截至可能性的訊道狀態可知的包丟棄」（C A P E L )算 
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The booming popularity of real-time services has made them an important 
class of traffic in the wireless network. However, providing QoS support for 
real-time traffic in the wireless environment has always been a challenge due 
to its bit rate and delay variability. Our work focuses on the QoS support for 
real-time traffic over the wireless network using packet discarding policies. 
As an introduction, we first look at a few properties of real-time traffic and 
various sources of delay variation in the wireless network. Together they lead 
to the two main themes of our work: lifetime packet discard and channel state 
awareness. 
1.1 Nature of Real-Time Traffic 
With the rapid advance in wireless technology and proliferation of fancy 
mobile devices, mobile content has grown substantially in terms of variety 
and demand. More cutting edge real-time services, such as online game, 
video streaming, video conference, VoIP and even TV broadcast [41] emerge 
and become increasingly popular in the wireless world. 
1 
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Real-time traffic is characterized by its demand for timely delivery. Real-
time packets bear limited lifetime beyond which they are useless to the re-
ceiver. For example, the end-to-end delay of VoIP may not exceed 200ms for 
satisfactory user experience. There are also control messages [24], which can 
mislead management decisions when protracted delay occurs. 
On the other hand, real-time traffic is more fault tolerant than data traf-
fic. For example, speech coded with PCM and adaptive DPCM allows losses 
of 2% to 5% without interpolation [26]. Error concealment schemes are de-
veloped to minimize the impacts of transmission error on applications such 
as compressed images and videos [48]. Hence real-time traffic can withstand 
loss of certain fraction of packets with only minor deterioration in the quality 
of service. 
Its fault tolerance suggests the possibility of achieving timeliness at the 
expense of packet loss. 
1.2 Delay Variability in Wireless Networks 
Although the rapid advance in wireless network technology has brought to 
life many real-time applications, the wireless environment possesses a number 
of properties that are inherently hostile to real-time traffic, among which the 
most forbidding factor is delay variability. 
Confronted with an unpredictable propagation medium and limited ca-
pacity, wireless networks are often designed with dynamic bit rate allocation 
and error control mechanisms. These result in significant delay variation 
which is undesirable to real-time services. In the case of multimedia stream-
ing [51] and interactive game, delay jitter causes playback throttling [30 
and poor responsiveness. Time sensitive information such as financial data 
carries less value or no value to the receiver after prolonged delay. 
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Figure 1.1 [19] shows delay spikes of several seconds when UDP packets 
were downloaded at 30kbps over a cellular link using GPRS [6] under mobile 
conditions. [7] shows that ping latencies varied between 179ms to over Is in 
a 3G1X system (Figure 1.2). High throughput fluctuation was also observed 
in IEEE802.il WLAN [30] (Figure 1.3). 
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Figure 1.1: Delay jitter in a streaming test in a live GPRS network (Source: 
Gurtov et.al. [19]) 
There are many factors contributing to the delay fluctuation in wireless 
networks. Some of them are caused by imperfections of the propagation 
medium while others are the side effects due to the implementation of certain 
protocols. 
1.2.1 Propagation Medium 
Unlike wired channels, which are more stationary and predictable, wireless 
channels are extremely susceptible to defects in the radio wave propagation 
environment. The transmission path between the transmitter and the re-
ceiver can be obstructed by buildings, mountains and vegetation. Fading 
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Figure 1.2: Cumulative distribution function of ping latency in a 3G1X sys-
tem (Source: Chan et.al. [7]) 
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Figure 1.3: IEEE802.11b link effective throughput with additional interfer-
ence (a microwave oven nearby) introduced for the interval from 5 to 13 s 
(Source: Kozlov et. al. [30]) 
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44], [42], which refers to the time variability of the received signal power, is 
common and subject to many factors such as the speed of the mobile and am-
bient motion in the vicinity. In addition, wireless transmission suffers from 
interference due to other mobiles and base stations operating at the same 
channel (co-channel interference) band, as well as energy leak from adjacent 
channels (adjacent channel interference). Consequently, wireless channels are 
highly unreliable and variable [43 . 
1.2.2 Impacts of Network Designs 
Besides the natural phenomenon, the implementation of various protocols 
and network standards also exacerbates the problem of delay variability. In 
this section, we use 3G networks to illustrate the impact of various measures 
on delay variability. However, delay variability is not limited to 3G networks. 
Variable Bit Rate 
Many wireless networks are designed with progressively intervaled discrete bit 
rates. For example, bit rates of 12.2kbps, 64kbps, 144kbps and 384kbps are 
available in 3G Release 99. The allocation of bit rates depends on numerous 
factors including the instantaneous loading, type of service (video, data or 
voice), radio link quality etc. and varies across different service providers [49 . 
Periodic allocation and deallocation of high speed channels in 3G networks 
is referred to as Bandwidth oscillation [27]. Obviously, variable bit rate has 
prominent impact on delay variability. 
Retransmission 
Link layer retransmission is a common technique to resolve collisions, packet 
losses and transmission errors. Retransmission can be implemented in form 
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of error control schemes such as forward error correction (FEC), automatic 
repeat request (ARQ) and their hybrids [33]. 
In 3G, selective repeat ARQ is used in Radio Link Control (RLC) [1] be-
tween the mobile and the Radio Network Controller (RNC) (Figure 1.4). The 
probability of retransmission increases with the bit error rate (BER). These 
mechanisms ensure packet loss probability of less than 1% on the wireless 
link. However, frequent retransmissions also produce significant delay varia-
tion. 
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UTRAN: UMTS Terrestrial Radio Access Network 
Figure 1.4: 3G network architecture 
Mobil i ty Management 
Handoff [29],[16], which refers to the process of transferring an ongoing con-
nection from one channel to another, is necessary for maintaining user con-
nectivity in the presence of mobility. In 3G, excessive delay may occur due 
to computational loading at the mobile switching centre (MSG) or that no 
channel is available on any of the nearby base stations, forcing the MSG to 
wait until a channel becomes available. The delay worsens under heavy traf-
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fic conditions. Handoff can result in frequent delay spikes of 3s to 15s in wide 
area cellular networks [20]. In addition, the queued messages for a mobile 
that has moved away from a service area have to be forwarded to its new 
service area. Message forwarding [22] due to user mobility is another source 
of delay variability. 
Although many handoff schemes have been designed to make handoff 
imperceptible to users, delay is still an issue of concern. 
Scheduling 
In 3G, channel state based scheduling techniques which take the quality of the 
wireless channel into account are introduced in the base station [3]. While 
these techniques can increase throughput by giving priority to users with 
better channel quality, they also increase delay variability. 
Congestion Control 
Some congestion control mechanisms in TCP are not suitable for delay vary-
ing networks [7]. For example, bursty ACK arrivals at the source (ACK 
compression) mislead the source to overestimate the bandwidth availability. 
Another example is spurious timeout. TCP interprets any missing acknowl-
edgement within the timeout limit as packet loss. If the packet is not lost 
but held up in the queue, TCP will still retransmit the packet and lower its 
congestion window to a minimum. In short, the congestion mechanisms in 
TCP add on to the delay variability. 
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1.3 The Keys - Packet Lifetime Sz Channel 
State 
The discussion above draws our attention to the lifetime constraint of real-
time traffic as well as the existence of delay variability in the wireless network. 
Under all circumstances, stale packets are useless to the receiver but they are 
consuming scarce resources such as bandwidth and buffer slots. Their trans-
mission time also adds to the waiting times of subsequent packets, causing 
more packets to expire before arriving at the destination. To mitigate the sit-
uation, we should avoid delivering packets that have little chance to survive 
over the wireless link. Lifetime packet discard is the first theme of our work. 
The timestamp option in the IP Header provides a readily available field for 
conveying the lifetime information from the application to the network layer. 
Hence no change in the existing header structure is required. 
In addition, effective packet discarding schemes should be optimized to 
operate in the largely fluctuating wireless environment. Hence the second 
theme of our work is channel state awareness. The design of channel state 
aware policies requires accurate modeling of the channel dynamics. There-
fore, wireless channel modeling also plays an important role in our design. 
1.4 Contributions of the Thesis 
Delay variability is inevitable in the wireless environment. Our goal is to 
minimize its hindrance to the quality of real-time services, as well as to 
increase the network efficiency. 
In our previous work entitled "Channel State Dependent Packet Discard 
Policy for 3G Networks" [55], we have shown the existence of optimal lifetime 
discard threshold per channel state and illustrated the goodput decrement 
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when inappropriate lifetime thresholds are used in different channel states by 
simulation. This has been accepted for poster presentation in IEEE Vehicular 
Technology Conference, May 2006. 
In this thesis, we establish an analytical framework for designing lifetime 
packet discard algorithms. Based on this framework, we have proposed the 
Channel State Aware Packet Discard on Expiration Likelihood (CAPEL) 
algorithm, which takes into account both channel variability and packet 
lifetime. For analysis, we model the time varying channel as an Markov-
Modulated Poisson Process ( M M P P ) . The performance of CAPEL under 
channels of different packet rates and delay variations is evaluated and com-
pared with that of its channel state indifferent counterpart (CIPEL) and 
RED. By exploiting the information of packet lifetime and channel state, 
CAPEL is proved to be more effective for reducing bandwidth wastage due 
to packet expiration. Both simulation and analysis corroborate and quantify 
the advantage of CAPEL over the other schemes. In addition, CAPEL can 
serve as a quantitative reference for setting parameters of RED. 
To improve the tractability of our model, we use Gamma Distribution 
to approximate the conditional system time distribution under the MMPP 
channel. The close match between simulation and analysis results validates 
our approximation. This approximation can certainly enhance future analysis 
on systems which require knowledge of the conditional system time distrib-
ution in the MMPP environment. 
1.5 Organization of the Thesis 
The rest of the thesis is organized as follows. Chapter 2 is a literature re-
view on the efforts paid to providing QoS support for real-time traffic, with 
emphasis on active queue management and channel modeling. In Chapter 
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3，we explain the design of various packet discarding policies, including the 
Channel State Aware Packet Discard on Expiration Likelihood (CAPEL) al-
gorithm and its variants. The system model based on the MMPP channel 
and goodput analysis of the schemes are also covered. Chapter 4 is a detailed 
presentation of the simulation and analytical results of the packet discarding 
policies. The whole thesis is concluded in Chapter 5. 
• End of chapter. 
Chapter 2 
Background Study 
A lot of efforts have been made to provide QoS for real-time traffic in the 
wired network. However, when deployed over the wireless network, significant 
performance degradation is observed. Most schemes for the wired network 
assume the communication link to have high speed and fixed capacity, which 
are no longer true in the wireless environment. Fading, interference, high 
latency, delay variability etc make the wireless network substantially differ-
ent from the wired network. In light of the performance degradation, more 
schemes tailored for the wireless network are proposed. More attention is 
paid to the fluctuation of channel conditions and delay analysis. 
There is a huge volume of work in literature covering different means to 
provide QoS for real-time traffic, such as packet scheduling, call admission 
control, active queue management etc. Since this research focuses on the 
modeling and performance analysis of packet discarding policies, more em-
phasis will be put on active queue management and various approaches for 
characterizing the channel variability. 
11 
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2.1 Packet Scheduling 
Packet scheduling, which prioritizes packets according to certain criteria, is 
critical in the support of QoS. For instance, fair scheduling aims at distrib-
uting resources fairly among the flows with no specific concern for real-time 
traffic. [4], [36], [35] are examples of fair scheduling in the wireless domain. [4 
obtains delay guarantees for sessions that do not experience channel errors, 
whereas [36] and [35] also present the worse case delay bound for head-of-line 
packets in sessions with channel errors. 
Another type of packet scheduling, commonly known as earliest deadline 
first (EDF) scheduling [47], [32], uses the remaining packet lifetime to pri-
oritize packets. It is very effective for minimizing delay violations, thus is 
particularly useful for providing QoS for real-time traffic. [32] considers both 
the channel conditions and packet lifetime. Packets are arranged in descend-
ing order of the priority metrics, which is defined as the ratio of expected 
transmission time to remaining lifetime. Transmission can proceed only if 
the destined mobile is in favourable channel conditions or the priority metrics 
exceeds a pre-defined threshold. 
Packet Scheduling can help to minimize the occurrence of packet dis-
carding due to expiration. However, the actual amount of expiration drops 
depends on the traffic load, bandwidth availability and transmission condi-
tions. The performance may become unacceptable if the traffic load is not 
regulated. It leads to another class of work known as call admission control. 
2.2 Call Admission Control (CAC) 
Call admission controls are mechanisms which restrict access to network re-
sources so as to maintain QoS for both the existing and new connections. 
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Many call admission controls assess the availability of network resources 
based on the buffer occupancy. For example, a persistent growth in queue 
length can be a signal for capacity saturation or congestion. Call admis-
sion control should regulate incoming traffic to mitigate the overloading. 
Therefore, CAC goes hand in hand with active queue management (AQM). 
Moreover, different types of services have different QoS demands, such as de-
lay sensitivity, throughput requirement, fault tolerance. Hence CAC is also 
coupled with service prioritization. We will defer our discussion on specific 
examples of CAC to the section on Active Queue Management. 
2.3 Active Queue Management (AQM) 
Active Queue Management (AQM) protocols are packet dropping policies in 
general. They are commonly used for limiting end-to-end delay and reducing 
overloading. 
Although buffering can accommodate temporal fluctuation in delay, ex-
tensive buffering leads to problems of large start-up delay, queueing delay, 
unfairness between competing flows, long retransmission timeout and loss 
recovery [19] [18] [45] etc. By controlling the queue length, AQM can limit 
the end-to-end delay. Also, prolonged backlog in the queue is regarded as a 
sign for congestion. To alleviate the burden imposed on the network, AQM 
can block the admission of new packets to the buffer or drop packets already 
accumulated in the buffer. Hence AQM can help to reduce overloading. 
Among the proposed schemes, Random Early Detection (RED) [15] has 
gained the widest acceptance in the wired network. In the following, we will 
review a few AQM schemes designed for the wired network and how they are 
evolved to adapt to the wireless network. 
CHAPTER 2. BACKGROUND STUDY 14 
2.3.1 AQM for Wired Network 
Schulzrinne et. al. [46] studied a tandem system of nodes with deadline 
requirements enforced in intermediate nodes. Real-time packets that cannot 
meet the local deadlines are discarded. They derived the cumulative density 
functions of the end-to-end system and waiting times. Since their scheme 
is designed for high speed wired networks, delay variability is not a major 
concern. Only fixed service rate was investigated. 
RED [15] is the most widely deployed active queue management scheme. 
It monitors the low pass filtered queue length and defines two thresholds: 
mirith and maxth- If the average queue size is below mirith (the early con-
gestion threshold), no packet is dropped. If the queue length exceeds maxth, 
all packets are dropped. For average queue size between mirith and maxth, 
each incoming packet is dropped with probability Pa，where Pa depends on 
the average queue size {avg) and is bounded above by a maximum dropping 
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Figure 2.1: Dropping probability for RED algorithm 
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RED is suitable for high speed network in various aspects. Firstly, drop-
ping packets probabilistically instead of deterministically can avoid bias against 
bursty source and the global synchronization effect, in which all senders re-
duce their send windows together. Secondly, in the case of statistical multi-
plexing, probabilistic dropping can reduce the chance of losing several seg-
ments of the same TCP window. Thirdly, using average queue length for 
judgement allows temporary fluctuation in the queue length. Since the wired 
links are of high capacity, unless the overloading is persistent, sudden buildup 
of queue length can be drained away quickly. 
A number of modifications exist [14]. Flow Random Early Drop (FRED) 
34] promotes fair buffer allocation between flows by imposing on each flow a 
loss rate based on its buffer usage. RIO, which stands for RED with in/out 
bit, is an example which incorporates packet prioritization into RED. In this 
algorithm, packets are tagged as in or out. RIO maintains two sets of RED 
parameters, mm^^, max in, Pmax.in for in packets and miriout, max out, Pmax.out 
for out packets (Figure 2.2). They are configured so that out packets are 
preferentially dropped over in packets. 
RED and its variants work well in the wired network. However, when 
applied to the wireless network, their performance is not so satisfactory. In 
the wireless network, the queueing delay caused by each additional packet is 
not negligible. Use of probabilistic discard and average queue size prevents 
them from reacting promptly to congestion. Moreover, last hop wireless 
links usually have low degree of statistical multiplexing. Hence probabilistic 
dropping cannot help much in reducing multiple drops from the same TCP 
window, but, on the contrary, will degrade its performance under congestion. 
Another group of work uses class-based approach to provide QoS for real-
time traffic. While studies on RED mainly focus on TCP, many multimedia 
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Figure 2.2: Dropping probability for RIO algorithm 
flows are not TCP or TCP-like flows. Class-Based Threshold (CBT) was pro-
posed in [40] to ensure acceptable throughput and latency for well-behaved 
UDP flows. Another class-based mechanism, Alternative Best Effort (ABE) 
23], allows applications to label their packets as delay sensitive or throughput 
sensitive. [39] gives priority to interactive traffic and connections with large 
TCP window size. A short coming of class-based schemes is that they require 
rigid definition of classes. To enable finer differentiation of delay sensitivity, 
10] proposed a traffic sensitive AQM which allows applications to specify a 
delay hint for their packets. Packets with lower delay hints are allowed to 
"cut-in-line" towards the front of the queue, but they will be dropped at the 
head-of-line with greater probability. 
In [5], Blake et. al. proposed a differentiated service (DiffServ) model 
in which packets are treated with different per hop behaviours (PHB) based 
on the 8-bit Type-of-Service (TOS) field in their IP Headers [38]. Assured 
Forwarding (AF) [21], one of the per hop behaviours, divides packets into 
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four classes with three drop precedence levels per class. It implements RIO 
such that high priority classes experience lower loss rate and delay than low 
priority classes. Another PHB, Expedited Forwarding (EF) [25], provides 
low loss, low latency and low jitter service by shaping the traffic so that the 
arrival rate at any node is always less than the minimum departure rate. 
2.3.2 AQM for Wireless Network 
In [45], Sagors et. al. proposed an AQM similar to RED but can better suit 
the wireless environment. This scheme monitors the instantaneous queue 
length. If mirith is exceeded, one packet is always discarded to signal conges-
tion to the TCP sender. The Packet Discard Prevention Counter algorithm 
is introduced to avoid multiple losses from the same TCP send window. Its 
performance is comparable to that of RED but its implementation is sim-
pler. In addition, mirith can be adjusted dynamically to reflect the varying 
network conditions. 
19], [9], [8] and [54] concern more with the delay constraint of real-
time traffic. In particular, the lifetime packet discard policy was studied by 
Gurtov and Ludwig in [19]. This policy uses the timestamp option in the 
IP Header to convey information of the application-specific packet lifetime. 
Last-hop routers examine the packet lifetime and drop packets which are 
unlikely to survive after the transmission delay over the wireless link. In 
this way, lifetime packet discard is a mean to tailor the tradeoff between the 
maximum delay jitter and reliability. The authors used simulation to verify 
the effectiveness of the lifetime discard policy in reducing stale packet delivery 
over the wireless link. However, no analytical treatment was presented. 
In [9], Chen and Leung developed an analytical model which takes into 
account packet lifetime. Based on the argument that the queueing delay of 
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a packet is the sum of the transmission time of the packets in front of it in 
the queue, the authors applied the central limit theorem and modeled the 
queueing delay as a Gaussian random variable. By comparing the packet 
lifetime against the delay distribution, the expiration probability of each 
packet can be estimated. The relationship between the expiration packet 
drop rate and the queue length was analysed (Figure 2.3). 
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Figure 2.3: Gaussian expiration drop rate at different queue lengths. The 
straight lines are piece wise linear approximations (Source: Chen and Leung 
[9]) 
As mentioned before, channel variability is the key challenge in providing 
QoS for real-time services in the wireless network. Therefore, successful 
queue management strategies should demonstrate robust performance even 
under a time varying channel. In light of this, various mathematic models 
have been developed to capture the dynamics of the wireless channel as well 
as the impacts of various error control mechanisms in the link layer, namely 
automatic repeat request (ARQ) and forward error control (FEC) [33], [42 . 
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Several Markov models have been proposed to characterize the wireless 
channel. Among these, the two-state Gilbert-Elliot model [11], [17] is the 
most widely known. In this model, state 0 corresponds to a low loss (good) 
state whereas state 1 corresponds to a high loss (bad) state. The two-state 
model is extended to a finite-state Markov chain (FSMC) in [53] where the 
received signal to noise ratio of the Rayleigh fading channel is partitioned 
into a finite number of intervals and each interval is mapped to a state in the 
Markov chain [52],[56],[2 . 
The two-state model is applied in [8], [12], [28] and [31]. The analysis 
presented by Chaporkar and Sarkar in [8] considers packet lifetime and chan-
nel errors. Erroneous transmissions call for retransmissions, which increase 
the waiting time of subsequent packets. In order to limit the transmission 
delay, an upper bound is imposed on the number of connections having bad 
channel state within a busy period. The packets of each session also bear a 
deadline, which is examined before admission. 
Fantacci [12] presented an analytical approach for finding the mean packet 
delay and mean queue length in the wireless network with ARQ. The two-
state model is used to capture the nonstationary channel behaviour. Each 
state is associated with a transmission failure probability. By dividing time 
into time slots of duration equal to the transmission time of each packet, a 
discrete time Markov chain is constructed to model the queueing delay at 
the transmitter. 
A fluid version of the Gilbert-Elliot model is used in [28] and [31] to 
approximate the time varying wireless channel. Delay is described as a func-
tion of the traffic source, service rate and error control schemes (ARQ and 
FEC). The delay distribution is derived using two alternative approaches: 
Laplace transform and uniformization. Their focus is to obtain the effective 
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bandwidth requirement given a probabilistic delay constraint. 
In [54], Wang et. al. defined probabilistic real-time guarantee as a bound 
on the probability of delay exceeding a deadline. The input traffic is modeled 
as the sum of many independent flows, and thus a normal random variable. 
For the service model, the two-state model used in [31] is extended to a more 
general fluid version of the finite-state Markov model. Their scheme compares 
the amount of traffic that the system has to process with the amount of traffic 
that the system is capable of processing within the packet deadline. A call 
will be admitted if the end-to-end delay requirements can be met for both 
the newly arriving and existing connections. 
• End of chapter. 
Chapter 3 
Intelligent Packet Discarding 
Policies 
In this chapter, we investigate several packet discarding policies and their 
performance under the time varying channel. The rationale behind these 
discarding policies is to minimize the impact of delay variation on the quality 
of real-time services. We want to enable more packets to arrive at the receiver 
within their useful lifetime by controlling the queue length and by preventing 
stale packets from consuming the scarce wireless bandwidth. 
There is always tradeoff between simplicity and effectiveness. We start 
with the simpler case, known as random packet discard, in which no consid-
eration is taken for the lifetime of each individual packet. Then we move on 
to the more sophisticated approach, known as Packet Discard on Expiration 
Likelihood (PEL), which utilizes the lifetime information of individual pack-
ets in making the discard decision. With the help of an analytical framework, 
we are able to come up with the Channel State Aware Packet Discard on Ex-
piration Likelihood (CAPEL) algorithm, which outperforms Random Early 
Detection (RED), the most widely accepted packet discarding algorithm up-
21 
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to-date. The system model for performance evaluation is described, followed 
by the goodput analysis of the discarding policies. 
Packet Discard Policy 
I ^ I 
Packet Discard on „ . „ , . 
r . .. •.‘ ... . Random Packet 
Expiration Likelihood 
(PEL) 佩 ard 
I " “ I 
Channel State Aware Channel State Indifferent 
Packet Discard on Packet Discard on Variable Buffer Limit 
Expiration Likelihood Expiration Likelihood (VABL) 
(CAPEL) || (CIPEL) || 
I ^ Z Z ] 
CAPEL for CAPEL for CIPEL for 
End-of-Line Head-of-Line End-of-Line 
Figure 3.1: Intelligent packet discarding policies studied in this thesis 
3.1 Random Packet Discard 
In this section, we discuss a packet discarding strategy called Variable Buffer 
Limit (VABL), which controls the queue length by dropping packets deter-
ministically once the queue length threshold is exceeded. 
3.1.1 Variable Buffer Limit (VABL) 
Design 
As in any buffer limited system, arriving packets which find the buffer full 
are blocked. A larger buffer results in smaller blocking probability, but also 
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longer response time and higher lifetime expiration probability. These two 
sides must be balanced to achieve the optimal goodput. 
In VABL, the maximum allowable buffer size can be tuned according to 
the input loading so as to achieve the greatest goodput. By setting differ-
ent buffer limits, VABL can actively control the queue length and limit the 
queueing delay when congestion occurs. 
Although VABL is reactive to the input loading, it provides no consider-
ation for the relative degrees of urgency of the packets. Discarding packets 
randomly may forgo packets with good prospects of meeting their dead-
lines and retain packets that can barely survive after the transmission delay. 
Therefore, to be more worthwhile for real-time services, it is important for 
discarding policies to be able to differentiate between packets of different 
deadlines. It leads to our discussion on lifetime packet discard. 
3.2 Packet Discard on Expiration Likelihood 
(PEL) 
Packet Discard on Expiration Likelihood (PEL) are lifetime packet discard 
policies which assess and limit the expiration probability of packets before 
they can consume the wireless resources. 
In this section, we develop an analytical framework for designing packet 
discarding policies using expiration likelihood. Based on this framework, 
we are able to formulate more sophisticated policies, namely the Channel 
State Aware Packet Discard on Expiration Likelihood (CAPEL) and the 
Channel State Indifferent Packet Discard on Expiration Likelihood (CIPEL) 
algorithms. The performance of both of these packet discarding policies is 
shown to surpass that of RED in providing QoS support for real-time traffic. 
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3.2.1 Working Principle 
The principle behind Packet Discard on Expiration Likelihood (PEL) is to 
filter packets whose chance of survival after the transmission is slim. This 
idea can be quantified by the survival probability, which is the probability 
for a packet to reach its destination before it expires. PEL sets a minimum 
requirement on the survival probability and drops packets that cannot fulfill 
this probability requirement. 
Mathematically, let the probability that an admitted packet can even-
tually reach the destination before expiration be 尸露c. In this approach, 
a packet is allowed to enter the system only if its Psucc exceeds a certain 
requirement Preq. This probability of success requirement Preq is the only 
design parameter in this scheme and applies universally to all the packets. 
All other parameters hinge on this requirement Preq. 
In order to evaluate the probability of success Psucc of a packet, we need 
to compare the lifetime of the packet with the time it has to wait before it 
can reach the destination. This period of time is equivalent to the remaining 
system time observed by this packet. Let the cumulative distribution function 
of the remaining system time observed by this packet be a general function 
S(t) and denote the lifetime of the packet by I. Since S{t) is monotonically 
increasing, its inverse exists. For this packet to meet the probability 
of success requirement, 
Psucc ^ Preq 
S {I) ^ Preq 
I > S-\Pre,) (3.1) 
It is the lifetime threshold for admission. In other words, any packet with 
lifetime below this threshold will be discarded by PEL. It helps to reduce 
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bandwidth wastage by ensuring that packets admitted to the system would 
have at least probability Preq to be useful to the receiver. 
Although all the packets are subject to the same probability of success 
requirement Preq, the remaining system times and thus lifetime thresholds for 
them may not be the same. The remaining system time of a packet depends 
on a number of factors, including queue length and channel conditions. If 
PEL is enforced at the entrance of the queue, the remaining system time of 
a packet is the sum of its queueing delay and transmission delay. Intuitively, 
the remaining system time of a packet is related to the queue length at the 
moment the packet enters the system. 
Besides, the quality of the wireless link also affects the system time that 
the packet has to withstand before reaching the destination. As the wireless 
link is continuously undergoing bit rate and delay variation, the system time 
distribution is also influenced by the channel conditions. 
The success of PEL depends on the choice of Preq and its accuracy in 
estimating the system time. In the following, we introduce two versions of 
PEL, namely the Channel State Aware Packet Discard on Expiration Likeli-
hood (CAPEL) algorithm and its simplified version, Channel State Indiffer-
ent Packet Discard on Expiration Likelihood (CIPEL) algorithm. Goodput 
analysis and simulation results in Chapter 4 show that CAPEL performed 
70% and 41% better than RED and VABL respectively for offered load in the 
range of 100% to 200%. In addition, the performance gain from its channel 
state awareness is readily verified when compared with the performance of its 
channel indifferent counterpart CIPEL under a largely fluctuating channel. 
The performance of CAPEL at the end-of-line and head-of-line are studied. 
CHAPTER 3. INTELLIGENT PACKET DISCARDING POLICIES 26 
3.2.2 Channel State Aware Packet Discard on Expira-
tion Likelihood (CAPEL) 
Design of CAPEL 
Channel State Aware Packet Discard on Expiration Likelihood (CAPEL) is 
a lifetime packet discard policy which can react to changes in the channel 
state. It is accomplished by examining both the instantaneous queue length 
and channel state when estimating the remaining system time of packets. 
The dependence of remaining system time on the instantaneous queue 
length and channel state requires more careful mathematical treatment. With-
out going into details of system time analysis, we indicate this relationship 
by introducing the subscript (m, n) in the system time distribution function 
Sm,n{t)^ where m and n represents the position of the new packet if it is 
admitted and the channel state at the moment of packet arrival respectively. 
Since queue length and channel state can fully describe the system at the 
snapshot of packet arrival, we refer to (m, n) as the state of the system using 
CAPEL. 
CAPEL is adaptive to changes in the channel conditions because it en-
forces different lifetime thresholds for different channel states. Following the 
design principle outlined in Section 3.2.1, the lifetime threshold /^^(m, n) for 
a packet finding m — 1 packets in the queue and channel state n can be found 
as follows: 
Psucc ^ Preq 
Sm,n(S) — Preq 
:Ath{m,n) = S二 Preq) (3.2) 
Hence the admission lifetime threshold for each state can be computed ac-
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cording to the desired Preq- For a given channel, the optimal Preq depends 
on the input loading and mean packet lifetime. If these two parameters are 
known, the optimal Preq and hence the optimal lifetime thresholds for all the 
states in the system can be computed and stored in the memory. Results in 
Section 4.1.4 show that the performance of CAPEL is not sensitivity to mild 
deviation of Preq from its optimal value. 
CIPEL 
As its name suggests, Channel State Indifferent Packet Discard on Expira-
tion Likelihood (CIPEL) does not pay attention to changes in the channel 
state. Instead, it observes the average system time distribution and uses it 
for setting lifetime thresholds. While CAPEL uses two parameters (queue 
level, channel state) to specify the system state, CIPEL only retains the first 
parameter (queue level). Denote the steady state probability for the system 
to be in state j by ttj. The system time distribution observed by CIPEL at 
queue level m is given by 
Sm{t) = 7TjSm,j{t). (3.3) 
j 
For any given probability of success requirement Preq, the lifetime thresh-
old for a packet finding m — 1 packets in the system is given by Equation 
3.4. 
Psucc ^ Preq 
^miP) — Preq 
I > S-\Pre,) 
lth{m) = S:�Preq� (3.4) 
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CAPEL at the Head-of-Line 
The idea of CAPEL can be moved to the head of the queue as shown in 
Figure 3.2. In this approach, the discard decision is made at the head of the 
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Figure 3.2: Possible positions to deploy CAPEL 
If a packet reaches the head of the line while the instantaneous channel 
state is n, the distribution of its remaining system time is effectively the 
same as the conditional system time distribution 5^ i’n � of a packet finding 
the system empty when it arrives. Using similar notion as the discard from 
end-of-line approach, we can define a minimum probability requirement Preq 
at which the packet should arrive at the receiver without expiration. The 
lifetime requirement for a packet at the head of the line to be admitted to 
the wireless channel while the channel is at state n can be found as follows: 
Psucc ^ Preq 
*5*l’n(0 — Preq 
I — 
r.lthihn) = S^liPre,) (3.5) 
When compared with the end-of-line, the variance of the remaining sys-
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tern time at the head-of-line is smaller. Further away from the channel, larger 
the uncertainty. Hence with more reliable knowledge of the remaining sys-
tem time, CAPEL at the head-of-line can exercise more accurate judgement 
based on the expiration likelihood of the packet. 
On the other hand, dropping at the head-of-line cannot prevent stale 
packets from occupying the buffer. If buffer is limited, more packets will be 
dropped due to buffer full before CAPEL can make any intelligent selection. 
The problem is more prominent if the source traffic is bursty. 
Therefore, whether CAPEL should be implemented at the head-of-line or 
end-of-line depends on the buffer limit and the pattern of the source traffic. 
For a sufficiently large buffer, blocking due to deferred discarding is less 
serious. In addition, further away from the channel, larger the variance in 
the system time as observed by CAPEL at the end-of-line. CAPEL at the 
end-of-line tends to discard packets prematurely. In this sense, CAPEL at the 
head-of-line should yield better performance than CAPEL at the end-of-line. 
However, if buffer is limited, deferring the discard action to the head-of-
line will cause many packets to be dropped due to buffer full. Drop on full is 
undesirable and the performance will eventually degrade to that of random 
packet discard. 
3.3 System Modeling 
In our design of Packet Discard on Expiration Likelihood (PEL) algorithms, 
the system time distribution has been generalized as a function of queue 
length and channel state. To analyse the performance of the proposed 
schemes, a system model is needed. In this section, we establish a model for 
our wireless system with bit rate and delay variation. We introduce the tool 
that we use in our wireless channel modeling, namely the Markov-Modulated 
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Poisson Process {MMPP) and illustrate its use in our system time analysis. 
An understanding of this system model is important for our analysis of the 
intelligent packet discarding policies. 
3.3.1 Wireless Channel as an Markov-Modulated Pois-
son Process [MMPP") 
Channel State 
In order to develop a reasonably accurate channel model while minimizing 
the complexity of our analysis [56], a four-state Markov channel is considered. 
The channel is partitioned into four states and each Markov state represents 
a channel state. 
To be general, the service time at each state is exponentially distributed 
with rate /ij, where j is the index of the channel state. It can include the 
effects of ARQ/FEC, exponential backoff after collision, handoff latency etc. 
We consider real-time traffic over UDP. No effect of TCP is considered. 
Variable Delay 
The transition between channel states is modeled as an MMPP, where the 
channel state is determined by the state of a continuous time 4-state Markov 
chain (Figure 3.3). MMPP is capable of capturing the correlation among 
channel states, making it more flexible and realistic. It also has the advantage 
of being more tractable than general service distribution. 
3.3.2 System Analysis 
Figure 3.4 shows the state diagram of our queueing system before the admin-
istration of any packet discarding policy. We assume a system with Poisson 
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Figure 3.3: MMPP service process 
arrival and MMPP service process. A state is specified by two parameters. 
The first parameter represents the queue level. The packet at queue level 
one is the packet being served. The second parameter specifies the current 
channel state. Other parameters are explained as follows: 
• A: arrival rate of incoming packets 
• fij： service rate when the channel is in state j 
• a f transition rate from channel state j to j + 1 
• Pj： transition rate from channel state j to j — 1 
• State (z, j ) : the state with i packets in the system operating at service 
rate fij 
When packet discarding policies are applied, the state diagram has to be 
modified according to the specific scheme being used. The transition rate 
matrix Q can be derived from the state diagram. 
Denote the steady state probabilities for the system to be at queue level 
i by the row vector tt“ where 
沉i = [ 7ri’o TTi^i 7Ti^2 7ri’3 丨 （3.6) 
We have 
7rQ = 0,7re = 1 (3.7) 
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Figure 3.4: State diagram of our system with Poisson arrival and MMPP 
service process 
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where e = [1,1, ...，1]^ . 
The steady state probabilities can be solved directly or by applying the 
matrix geometric technique from Neuts [37]. The calculation for steady state 
probabilities can be found in Appendix A.l . 
3.3.3 System Time Distribution 
System time is defined as the time duration from the moment the packet 
arrives at the sender's buffer to the moment it is received by the receiver. 
Prolonged system time can cause packets to expire before reaching their 
destination. Therefore, the system time distribution is extremely important 
when we design our packet discarding policies. 
To find the system time distribution S(t), we define a queueing system 
similar to the one in Figure 3.4 but with no arrival process. It is also known 
as a pure death process. The state diagram is given in Figure 3.5. It describes 
the scenario in which a packet joins the queue and gradually drifts towards 
the head-of-line until it is served. Suppose a packet joins the queue at level K, 
then all the states associated with queue levels one to K are transient states, 
whereas the states associated with queue level zero are absorbing states. 
Once the packet has reached an absorbing state, it stays there forever. It 
symbolizes the completion of service for this packet, and hereupon, puts an 
end to the system time of this packet. 
Let P{i,j)\{m,n){'t) be the transition probability function that the system 
is at state (z, j ) at time t, given that it starts from state (m, n) at 力= 0 , 
0 < z < m < < j,n < 3. Service is completed as long as the packet 
arrives at any of the absorbing states. We will first solve for P{ij)\{m,n){t) and 
derive the system time distribution afterwards. 
The transition rate matrix in block notation and the expanded blocks are 
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Figure 3.5: Absorbing and transient states in a pure death process 
given in Table 3.1 and Equation 3.8. 
-(Mo + 0!o) a o 0 0 
01 —(//i + A+ai) ai 0 
D 二 
0 02 — 
_ 0 0 Ps — + 
/io 0 0 0 
0 /ii 0 0 
A2 = 
0 0 /i2 0 
0 0 0 
(3.8) 
Using Kolmogorov's Forward Equations, and let matrix P(t) be a matrix 
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Table 3,1: Transition rate matrix Q in block notation 
Levels 0 1 2 3 ... 
0 0 0 0 0 " . 
1 A2 D 0 0 ... 
2 0 D 0 ... 
3 0 0 A2 D ... 
4 0 0 0 乂2 ... 
consisting of elements 尸(ij)|(m,n)(力)，from [50], 
P\t) = QP(t),t�Q (3.9) 
The solution of this system of differential equations is given by 
P{t) = = J2 "fQ几’ t > 0 (3.10) 
_ TZt n=0 
By the notion of absorbing states, it implies that it takes less than 
time t for the packet to proceed from its arrival to service completion. 
In other words, the transition probability functions with queue index zero 
(P(oj)\(m,n)(i)) give us information of the system time distribution. Using 
the same notation as the analytical framework for PEL, let Sm,n(i) be the 
conditional system time distribution given that the packet starts at state 
(m，n). The CDF and PDF of the system time is given by Equation 3.11 and 
Equation 3.12 respectively. 
5 V n ’ n � = P ( 0 ’ 0 ) | ( m ’ n ) � + 巧0’l)|(m’n)� + P(0,2)l(m,n)(t) 
+ P(0,3)\(m,n)W (3.11) 
= ^，n � （3.12) 
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3.3.4 Approximation of System Time Distribution by 
Gamma Distribution 
The conditional system time distribution derived in Section 3.3.3 can be eval-
uated numerically by many mathematical packages. However, to facilitate 
further analysis, it is desirable to have a closed-form approximation for the 
distribution. 
Simulation results (Figure 3.6) suggest that the conditional system time 
distribution can be approximated by the Gamma Distribution, 
9{x) = 制 - (3.13) 
[ 0 , , if X < 0 
where the two parameters a and /i are found by matching the first two 
moments of the distribution given by Equation 3.12. The use of Gamma 
Distribution can be justified by the fact that the overall system time is a 
weighted sum of several exponential random variables which constitute the 
transition times from one state to another state. 
The validity of the Gamma Distribution approximation is verified by sim-
ulation in the subsequent chapter. For each packet discarding scheme, the 
analytical results based on Gamma Distribution approximation are compared 
side by side with the results from simulation. The results show that Gamma 
Distribution can serve as an accurate approximation to the conditional sys-
tem time distribution in an MMPP time varying channel. 
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Figure 3.6: The conditional system time distributions for packets arriving at 
different states when the queue length is ten 
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3.4 Goodput Analysis of Intelligent Packet 
Discarding Policies 
In this section, we analyse the performance of the packet discarding policies 
proposed in this thesis. In our analysis, we follow the same notation as 
Section 3.3.兀…几 denotes the steady state probability and Sm,n{t) denotes 
the conditional system time distribution given that a packet enters the queue 
at state (m, n). Goodput G, which is the load that can reach the destination 
before expiration, is used as the performance metrics. Other values of interest 
are 
• Pd{m,n)'' probability for a packet arriving at state (m, n) to be dropped 
due to the discarding policy 
•巧 ( m n): probability that a packet arriving at state (m, n) is not dropped 
by the discarding policy 
• Punexpire\d{m n)' Probability that a packet admitted at state (m, n) is 
not expired when it reaches its destination 
• Pserve'' probability that a packet is transmitted and can reach the des-
tination in time 
3.4.1 Variable Buffer Limit (VABL) 
The design parameter of VABL is the maximum allowable buffer limit K for a 
given packet arrival rate A. Assume that a packet is admitted at state (m, n), 
l < m < X , 0 < n < 3 . Probability that it will not expire is equivalent to 
the probability that its lifetime is larger than or equal to the system time. 
It is given in Equation 3.14. The parameters of the Gamma Distribution, 
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f^ m’n and am,n, are state dependent but the subscripts are omitted in the 
derivation for Equation 3.14 for the clearness of presentation. 
POO 
^unexpire\d{m,n) ~ / 爪，…(:r)e ^^dx 
Jo 
— r fie-^fu：)。-、-虹 
二 Jo 虹 
= X — ^ 机 l e t " 二 + 咖 ’ 
— 广 卜 y e - y - i 
f fi Y 
= [ V T e ) (3.14) 
Based on the buffer limit K, the state diagram of VABL is a truncated 
version of the one shown in Figure 3.4. The transition rate matrix Q and the 
steady state probabilities 兀爪，几 can be evaluated as illustrated in Appendix 
A.l . 
Using theorem of total probability, the percentage of packets which can 
reach the destination before expiration using VABL with buffer limit K is 
given by 
K 3 / ^ \ « m , n 
Pserve 二 〉 乂 〉 ^ “~~7： 1 (3.15) 
m = 丄 n = U \ ' , ‘ 
Note that the steady state probabilities also depend on the arrival rate. 
Therefore, the optimal buffer size and the corresponding goodput vary as the 
arrival rate changes. 
3.4.2 CAPEL at the End-of-Line 
In this section, we calculate the goodput achieved by CAPEL as a function of 
the arrival rate A, mean packet lifetime 1/(9 and Preq. The ability to calculate 
the goodput analytically enables us to find the optimal Preq without intensive 
simulation. 
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To be regarded as a successful packet, the packet must, first, pass the 
admission lifetime threshold (i.e. is not discarded) and second, remain un-
expired when it arrives at the destination. In the following, the discard 
probability Pd(m,n) for a packet arriving at state (m, n) is calculated. Then 
the probability for an undiscarded packet to remain unexpired Punexpiref^ — n) 
is found. With these two probabilities, Pgerve and finally the goodput G of 
the system, can be computed. Our goal is to find an optimal Preq so as to 
maximize the goodput, given the arrival rate A and mean packet lifetime 1/(9. 
• Discard Probability 
A packet arriving at state (m, n) will be discarded if its lifetime is below 
the threshold /认(m,n) for this state. Since the packet lifetime follows 
the exponential distribution with rate 6, 
Pdim,n) = 1-6為(— 
= 1 _ e - 貼 。 ? n ( 尸 ( 3 . 1 6 ) 
With CAPEL at the end-of-line, the actual arrival rate at each state 
is smaller than A. A factor of (1 — Pd{m,n)) is multiplied to the arrival 
rate. Hence the arrival rate becomes queue level and channel state 
dependent. The state diagram is shown in Figure 3.7. 
• Expiration Probability 
Since only packets with lifetime above the threshold /认(m,n) can en-
ter the queue, the lifetime distribution of the admitted packets is no 
longer the original exponential distribution of rate 9. Instead, none of 
these packets should have lifetime below the threshold /^ /^ (m, n) and 
the probability for the lifetime to be equal to or larger than the thresh-
old should scale up accordingly. Hence the new lifetime distribution 
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Figure 3.7: State diagram with CAPEL implemented at the end-of-line 
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becomes 
⑴ = I ， t > J 和、 ( 3 . 1 7 ) 
L^At) = j l 一 一 ， t > — l 如 ) ( 3 . 1 8 ) 
[ 0 ,t< lth{m,n) 
Suppose that a packet arriving at state (m, n) is not discarded, its sur-
vival probability is given by Equation 3.19. Since the lifetime threshold 
is understood to be arrival state dependent, /^ /^ (m, n) will be written 
as Ith in Equation 3.19 for the ease of notation. 
^unexpire\d{m,n) 
poo 
= / � n W ( l - i W _ f 
Jo 
=广 Sm,n{t)dt + r SrrUt)e-.lt�dt 
Jo Jlth 
_ r(a) Jlth r(a) 
= r w � , 广 i ) e � 
— r ( a ) 十 Jit“一) + 
— F w W + ( 上 ） “ 广 1 — (3 19) 
- r ( a ) ^[m + J^ “ � 1 r(a) J (丄 
• Goodput 
The packet is successfully served if it is not discarded and remains 
unexpired after the delivery. This probability is given in Equation 
3.20. Finally the goodput is calculated by multiplying the average 
offered load by Pgerve (Equation 3.21). 
K 3 
Pserve = ^ ^71"爪一l’n(l _ Pi{m,n))Punexpire\d{m,n) (3.20) 
m = l n=0 
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Goodput G = 3 � —Pserve (3.21) 
3.4.3 CAPEL at the Head-of-Line 
The analysis of CAPEL at the head-of-line is not straight forward. For 
goodput analysis, we need to consider the expiration probability of packets 
at the head-of-line. Unfortunately, when packet discarding is performed at 
the head-of-line, the actual queueing delay of a packet varies according to the 
number of packets in front of it which are not discarded. This dependence 
makes the evaluation of the distribution of remaining lifetime very difficult. 
Only simulation is available for performance evaluation. 
In practice, we need to rely on simulation to identify the best range for 
Preq- It Hiakes this approach less attractive. 
• End of chapter. 
Chapter 4 
Performance Evaluation 
In this chapter, we evaluate and compare the performance of the intelligent 
packet discarding policies proposed in Chapter 3 under various channel con-
ditions. Simulation results are presented together with analytical results de-
rived in Section 3.4. Both simulation and analysis demonstrate that CAPEL 
excels its channel state indifferent version CIPEL as well as the random dis-
card policies, VABL and RED. Its advantage is especially conspicuous in 
channels experiencing a large range of bit rate changes. In addition, the 
Gamma Distribution is shown to be a close approximation to the conditional 
system time distribution under the MMPP transmission environment. 
4.1 Simulation 
The packet discarding policies were implemented on CSIM. Settings common 
to all the policies are contained in Section 4.1.1. 
44 
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4.1.1 General Settings 
In all the cases, the arrival process was Poisson with constant rate A. Each 
packet bore an exponentially distributed lifetime limit I with mean 1/6. In 
the simulations, the packet lifetime was determined at the moment when the 
packet attempted to join the queue. Finite buffer was used. If the buffer 
was fully occupied when a packet arrived, the packet would be dropped 
immediately. Otherwise, the packet would be admitted or discarded based 
on the discarding policy being studied. 
The service process was an Markov-Modulated Poisson Process {MMPP) 
with four states. In each state, the service time per packet was exponentially 
distributed with a different service rate. The transition process between 
service states was also Poisson. 
In each simulation, statistics for the percentages of packets blocked, dis-
carded, expired and served were recorded. The mean and variance of the 
queue length were obtained using the built-in function of CSIM. Goodput G, 
which is the load that can reach the destination before expiration, was used 
as the performance metrics. 
For each set of input parameters, results obtained using RED were col-
lected for comparison. Following the suggestions in [13], maxJh was set to 
three times minJh. In RED, the purpose of using an average queue length 
is to accommodate sudden burst of data. However, in our setting, the pack-
ets arrived according to the Poisson process at a constant rate. No bulk 
arrival was assumed. On the other hand, the system was operating at the 
overloaded regime. Using instantaneous queue length should allow RED to 
be more responsive to overloading and yield better throughput. Finally the 
maximum discard probability was set to 20% as suggested in [13 . 
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4.1.2 Choices of Parameters 
We set the stage for our performance evaluation by explaining the parameters 
used in the simulations. Four sets of parameters (Tables 4.1, 4.2，4.3, 4.4) 
were prepared to study the strengths and weaknesses of the packet discarding 
policies under different packet rates and channel variabilities. 
• Service Rates 
As described in section 3.3.1，we adopted a four-state MMPP model 
for the wireless channel with mean bit rates of 64kbps, 144kbps, 384kbps 
and 2048kbps. These values are comparable to those of some existing 
wide area networks such as WCDMA. 
• Packet Size 
The packet size was chosen to contain a payload size common for VoIP, 
plus 2 bytes of compressed IP/UDP/RTP headers and 6 bytes of Layer 
2 header. 
• Packet Lifetime 
The packet lifetime was exponentially distributed with mean 50ms. For 
VoIP, the maximum end-to-end delay is 200ms. As our system was only 
one node in the end-to-end system, 50ms was chosen. 
• Transition Rates between Service States 
The transition rates were chosen so that the mean service rate was 
around 500kbps. Our time scale of interest is to have the mean time 
between rate transitions comparable to the queueing delay of the pack-
ets. 
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Parameter Value 
Buffer 100 
Packet size 28 bytes 
Mean packet lifetime 50ms 
Service rates (kbps) 64kbps/144kbps/384kbps/2048kbps 
Service rates (packet/s) 286/643/1714/9143 
Transition rate from j to j + 1(a) 20 (per s) 
Transition rate from j to j — 1{P) 25 (per s) 




Packet size 28 bytes 
Mean packet lifetime 50ms 
Service rates (kbps) 144kbps/384kbps/778kbps/1024kbps 
Service rates (packet/s) 643/1714/3473/4571 
Transition rate from j to j + 1(a) 40 (per s) 
Transition rate from j to j - 1{P) 50 (per s) 
Table 4.2: Parameter Set 2: Channel with high packet rate and moderate 
variability 
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Parameter Value 
Buffer 100 
Packet size 56 bytes 
Mean packet lifetime 50ms 
Service rates (kbps) 64kbps/144kbps/384kbps/2048kbps 
Service rates (packet/s) 143/321/857/4571 
Transition rate from j to j + 1(a) 16 (per s) 
Transition rate from j to j — l(/3) 20 (per s) 




Packet size 56 bytes 
Mean packet lifetime 50ms 
Service rates (kbps) 144kbps/384kbps/768kbps/1536kbps 
Service rates (packet/s) 321/857/1714/3428 
Transition rate from j to j + 1(a) 14 (per s) 
Transition rate from j to j — l(/3) 21 (per s) 
Table 4.4: Parameter Set 4: Channel with medium packet rate and moderate 
variability 
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4.1.3 Variable Buffer Limit (VABL) 
The arrival process and service process were as described in Section 4.1.1. In 
probe for the optimal buffer limit for a given input rate A, a range of buffer 
limits were tried until the maximum turning point of goodput was observed. 
The four sets of parameters listed in Section 4.1.2 were applied to the 
simulations. The simulations were run with different values of arrival rate A 
and buffer limit K. 
Results and Discussion 
• Effect of Changing Buffer Limit on Goodput 
Figure 4.1 shows that the goodput increased initially as more buffers 
were available. It is expected because the initial goodput is severely 
limited by buffer overflow. Increasing the buffer size in this range can 
reduce the blocking probability and hence increase the goodput. The 
goodput rose to a maximum and decreased afterwards. The reason is 
that as queue length is allowed to grow, more packets fail to meet their 
deadline requirement due to excessive queueing delay. When the loss 
due to expiration surpasses the gain from reduced blocking, the overall 
goodput falls. 
The goodput is more sensitive to the change in buffer size when the 
buffer limit is below the optimal point. For the case of 100% loading, 
under estimating and over estimating the buffer limit by five resulted 
in a loss of 4.4% and 0.66% respectively in the goodput. Therefore, the 
penalty of over estimating the buffer limit is smaller than that of under 
estimating the buffer limit. 
• Goodput 
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Figure 4.1: Effect of changing buffer limit on goodput when VABL is used 
Figure 4.2 indicates that VABL achieved higher goodput than RED in 
all the four cases. The average performance gains recorded for offered 
load in the range of 100% to 200% are tabulated in Table 4.5. The 
results reveal that VABL performed distinctively better in the moder-
ately ranging channels (Channel 2 and Channel 4) than in the highly 
fluctuating channels (Channel 1 and Channel 3), even though the four 
channels had the same average bit rate (500kbps). 
• Optimal Buffer Size 
As shown in Figure 4.3, the optimal buffer limit for Channel 1 and 
Channel 2 was 21 and 56 respectively. This large discrepancy suggests 
that channel variability has a great impact on the optimal buffer limit. 
For the same offered load, the optimal buffer limit for Channel 1 was 
more conservative than that of Channel 2. Due to the wide range 
of service rates (64kbps - 2048kbps) in Channel 1，the scheme has to 
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Figure 4.2: Goodput achieved by VABL in different channels 
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Channel Percentage Gain of VABL over RED 
Channel 1 30.0% 
Channel 2 44.9% 
Channel 3 44.5% 
Channel 4 82.7% 
Table 4.5: Average goodput gain of VABL over RED for offered load in the 
range of 100% to 200% 
cater for time of poor bit rate. Even though larger buffer limit can 
produce much better goodput in time of favourable channel conditions, 
the overall buffer limit still has to be tightly controlled. 
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Figure 4.3: Optimal buffer size for different offered loads in VABL 
By choosing the appropriate buffer size, VABL yields better performance 
than RED. It shows the advantage of deterministic discarding over proba-
bilistic discarding under heavy loading. The exact performance gain depends 
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on the input loading and channel conditions. Its performance deteriorates 
when the channel is widely fluctuating. 
4.1.4 CAPEL at the End-of-Line 
The first set of simulations was run as described in Section 4.1.1 without any 
packet discarding policy. The four sets of parameters listed in Section 4.1.2 
were applied to the simulations, i.e. Channels 1 and 3 displayed larger delay 
variability than Channels 2 and 4 while Channels 1 and 2 had higher packet 
rate than Channels 3 and 4. In this initial run, the empirical system time 
distributions for states (m, n) were captured for 1 < m < 100 and 0 < n < 3. 
They were used to find the lifetime thresholds for different success probability 
requirements Preq in CAPEL. The empirical average system time distribution 
for each queue level m was also obtained for use in CIPEL. 
Next, simulations were run with CAPEL implemented at the end-of-line. 
At the beginning of the simulations, the lifetime threshold for each state 
was initialized according to the Preq input and the empirical system time 
distribution Sm,n{t) using Equation 3.2. Packets arriving at state (m, n) 
with lifetime below /认(m,n) were discarded. 
Similar procedure was followed for CIPEL. Lifetime threshold for each 
queue level was initialized using Preq and the average system time distribution 
Sm{t) based on Equation 3.4. 
For both CAPEL and CIPEL, simulations were run with different values 
of arrival rate A and probability of success requirement Preq. For a particular 
A, the Preq which gave the highest goodput was taken as the corresponding 
optimal Preq-
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Results and Discussion 
• Goodput 
From Figures 4.4 and 4.5, both CAPEL and CIPEL performed better 
than RED in all the four cases, with CAPEL achieving the highest 
goodput. The advantage of CAPEL over its channel state indifferent 
version CIPEL was more significant in Channels 1 and 3 where the 
delay variation was larger. Figure 4.6 summarizes the performance 
gain of CAPEL, CIPEL and VABL over RED across the channels. 
The results demonstrate the power of being channel state aware. CAPEL 
can respond to changes in the channel state and apply thresholds that 
best fit the current channel conditions. 
• Resource Wastage due to Packet Expiration 
Figures 4.7 and 4.8 indicate a significant improvement in wireless re-
source usage brought about by the PEL schemes. With CAPEL, the 
fraction of packets found to be expired after transmission was kept 
below 5% in all the cases. CIPEL could also control the bandwidth 
wastage due to packet expiration to 12%. In contrast, the wireless 
channel was quickly overwhelmed by stale packets when RED was used. 
This result reinforces the importance of being selective in packet dis-
carding when dealing with delay sensitive real-time traffic. By sacrific-
ing packets that have little chance of successful delivery, more useful 
packets can be consigned over the wireless link. 
• Parameter Sensitivity 
Figure 4.9 illustrates the impact Preq has on the goodput of CAPEL 
in Channel 3. For 90% offered load, the optimal Preq was 85%. Using 
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Figure 4.4: Goodput achieved by CAPEL and CIPEL in high packet rate 
channels 
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CHAPTER 4. PERFORMANCE EVALUATION 57 
120 ~ 〜 閲 , 
255 CAPEL 
^ GDCIPEL ™ 
t 100 I • 侧 L g — — — 
I 80 B t 
o _ 雜 丨 
iSS i l 
Channel 1 Channel 2 Channel 3 Channel 4 
Figure 4.6: Performance gain of CAPEL, CIPEL and VABL over RED 
75% and 95% for Preq only reduced the goodput from 44.1% to 43.9% 
and 43.2% respectively. Similarly, for the heavily overloaded case with 
offered load of 180%, the optimal Preq was 80%. Deviating from this op-
timal value by 10% below and above only reduced the goodput slightly 
from 63% to 62.3% and 62.7% respectively. 
Although Preq is the only parameter to be tuned in CAPEL, the per-
formance of CAPEL is not sensitive to mild deviation of Preq from the 
optimal value. This is especially beneficial to systems that lack the 
computational power for tracking the instantaneous input loading. 
• Mean and Standard Deviation of Queue Length 
In all the four cases, CAPEL resulted in smaller standard deviation 
in queue length than CIPEL (Figures 4.10, 4.11). Hence CAPEL can 
prevent the queueing delay from fluctuating largely due to the time 
varying channel. 
• Effective Discard Probabilities 
Figure 4.12 shows the effective discard probabilities across the buffer in 
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Figure 4.7: Percentage of bandwidth wastage due to packet expiration in 
high packet rate channels when different packet discarding policies were used 
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Figure 4.8: Percentage of bandwidth wastage due to packet expiration in 
medium packet rate channels when different packet discarding policies were 
used 
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Figure 4.9: Sensitivity of the performance of CAPEL to the probability of 
success requirement Preq 
different channel states as a result of CAPEL and CIPEL. For CAPEL, 
the observed discard probabilities for different channel states deviated 
greatly from each other. If its channel state awareness was removed, 
as in the case of CIPEL, the discard probabilities would be dominated 
by the effect of states with higher steady state probabilities, hence the 
states with lower service rates in our examples. Since CIPEL applies 
the same thresholds for all the states, it tends to drop packets too 
aggressively under good channel conditions and too leniently under 
severe channel conditions. 
4.1.5 CAPEL at the Head-of-Line 
For CAPEL at the head-of-line, the simulation setup was the same as that for 
CAPEL at the end-of-line except that packet discard only happened at the 
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Figure 4.11: Mean and standard deviation of queue length for CAPEL and 
CIPEL in channels with medium packet rate 
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Figure 4.12: Discard probabilities along the buffer in Channels 1 and 2 when 
the probability of success requirement Preq was set to 80% 
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front of the queue. The lifetime thresholds for the four channel states were 
set according to the observed service time distributions *S i ’n� ’ • S 几 S 3 
and Preq using Equation 3.5. 
Results and Discussion 
• Goodput 
Figures 4.13 and 4.14 indicate that exercising CAPEL at the head of 
the line resulted in average performance gain of 6.4%, 2.9%, 8.3% and 
3.3% in the four channels respectively for offered load in the range of 
100% to 200%. This improvement can be attributed to the decrease in 
variance in the estimation of packet transmission delay and that buffer 
was not the limiting resource in these scenarios. 
參 Source Traffic 
Figure 4.15 compares the performance of CAPEL at the end-of-line and 
head-of-line with different patterns of source traffic. To simulate bursty 
arrival, MMPP source is used with ratio of on-off period being 1:9. 
Results show that tail discard can control the quality of the packets 
occupying the buffer and prevent packets of high expiration likelihood 
from blocking packets of better survival probability. 
4.2 General Discussion 
4.2.1 CAPEL vs RED 
Simulation and analysis corroborate that CAPEL provides better QoS sup-
port than RED for real-time traffic in the wireless network. In this section, 
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Figure 4.13: Goodput achieved by CAPEL at the end-of-line and head-of-line 
in channels of high packet rate 
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Figure 4.14: Goodput achieved by CAPEL at the end-of-line and head-of-line 
in channels of medium packet rate 
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Figure 4.15: Goodput achieved by CAPEL at End-of-Line and Head-of-Line 
with different arrival behaviours 
we present a more comprehensive discussion on the merits of CAPEL over 
RED, 
CAPEL has several advantages over RED. Firstly, it can differentiate 
between packets of different degrees of urgency. It discards packets which 
have little chance to meet their deadline preferentially over packets which 
are more likely to be able to add value to the real-time service. RED does 
not have this capability and treats all packets the same. In face of limited 
bandwidth, CAPEL can make more intelligent discard decision than RED 
and reduce bandwidth wastage due to packet expiration at the receiver. 
Secondly, CAPEL can adapt to changes in the channel state. From the 
graph of effective discard probability (Figure 4.12), more packets are dropped 
in time of slow service rate. It helps to counteract the delay variation due 
to fluctuation in the channel. It is especially important for delay sensitive 
real-time traffic where delay jitter can cause significant degradation in the 
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quality of service perceived by end users. In contrast, RED does not have 
the capability to react to channel changes. 
Thirdly, CAPEL only has to maintain one design parameter, which is the 
probability of success requirement Preq, and the goodput is not sensitive to 
slight deviation of Preq from its optimal value. Once it is set, the lifetime 
thresholds for all the states can be computed. On the contrary, RED has to 
deal with more parameters. Not only is it a challenge to find the best fit for 
a particular channel state, searching for a set of parameters that works well 
under different channel states is even more difficult. Hence the performance 
of RED under a time varying channel is bound to be suboptimal. 
Unlike RED, which heuristically restricts the discard probability to be a 
linear function of queue length, the actual discard probabilities that occur in 
CAPEL are the results of the combined effects of the packet lifetime, prob-
ability of success requirement and channel state. It is more comprehensive 
than the linear relationship used in RED. The actual discard probabilities 
observed in CAPEL can serve as a reference for setting parameters in RED. 
One possible implementation is to apply the same discard probability in RED 
as that in CAPEL for each queue level. However, since RED is neither se-
lective in packet discarding nor channel state responsive, the improvement is 
limited. Nevertheless, CAPEL can help to remove the linear constraint be-
tween the discard probability and the average queue length with quantitative 
reasoning. 
Last but not least, packet dropping in CAPEL is deterministic. It can 
react promptly to the rapid growth in queue length under overloading. It is 
especially important for wireless systems where the bit rate can vary across 
a wide range in the order of from 10kbps to 10Mbps. 
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4.2.2 Gamma Approximation for System Time Distri-
bution 
Throughout Section 4.1, analytical results are presented side by side with 
simulation results for VABL, CAPEL and CIPEL under various channel set-
tings. On average, the goodput obtained by calculation only deviated from 
the simulation result by 0.64%, with the largest deviation encountered being 
1.42%. 
This small discrepancy validates our use of Gamma Distribution to ap-
proximate the system time distribution under the MMPP service model. 
Since the chance for the waiting time of a packet to exceed the 90,� percentile 
is low, the deviation of the Gamma Distribution from the true distribution 
over that range has negligible impact on the goodput calculation. 
The usage of this model is not limited to packet discarding policies but 
can be extended to the analysis of any mechanism that requires knowledge 
of the system distribution under the MMPP service model. 
Chapter 5 
Conclusion 
With the rapid advance in wireless technology and launch of more and more 
mobile devices with full range of multimedia capabilities, real-time appli-
cations such as video conference, video streaming, VoIP, online game etc. 
have become an important class of traffic in the wireless network. However, 
supporting real-time traffic on the wireless network is not straight forward. 
Real-time traffic has stringent delay requirement, whereas the error-prone 
and capacity limited wireless channel is constantly experiencing bit rate and 
delay variation. Transitions between progressively intervaled discrete bit 
rates and error control schemes all cause significant delay jitter, which im-
poses great hindrance to the quality of real-time services. 
This thesis addresses the problem of providing QoS support for real-time 
traffic over the wireless network using packet discarding policies. Traditional 
packet discarding schemes such as Random Early Detection (RED) have 
shown significant performance degradation when applied to the wireless net-
work. Their deficiency lies in their approach of probabilistic random discard 
and irresponsiveness to changes in the channel state. 
In our thesis, we have presented two types of packet discarding policies. 
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The first one, Variable Buffer Limit (VABL), enforces different maximum 
allowable buffer limits for different input loadings and drops packets deter-
ministically once the limit is exceeded. By choosing the appropriate buffer 
sizes, VABL yields better throughput than RED when overloading occurs. 
However, its performance deteriorates when the channel is widely fluctuating. 
The second one, namely the Channel State Aware Packet Discard on 
Expiration Likelihood (CAPEL) mechanism, features packet lifetime differ-
entiation and channel state responsiveness. Since expired real-time packets 
are no longer useful to the receiver but still consume scarce wireless resources, 
CAPEL monitors the expiration probability of packets before they can be re-
leased to the wireless link. By comparing the packet lifetime against the sys-
tem time distribution, CAPEL can evaluate a packet's expiration likelihood 
and admit only packets whose expiration likelihood is below a pre-defined 
threshold. Since the system time distributions for packets arriving at dif-
ferent channel states are different, CAPEL can apply thresholds that best 
fit the current channel conditions and adaptively minimize the percentage of 
bandwidth wastage due to packet expiration at the receiver. 
Simulation and analysis verify that CAPEL can deliver distinctively higher 
goodput than VABL and the widely accepted discarding algorithm RED. The 
advantage of its state awareness is clearly illustrated when its performance 
is compared with that of its state indifferent variant (CIPEL). Detailed com-
parison between CAPEL and RED is presented, highlighting the significance 
of being channel state reactive and discarding selectively on expiration like-
lihood. Moreover, as there exists no quantitative reasoning for the setting of 
RED parameters, our scheme can serve as a reference to enhance its para-
meter setting. 
CAPEL is founded on the analytical framework that we have devel-
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oped for designing lifetime packet discard policies. The performance of our 
proposed schemes are analysed in a time varying channel, modeled by the 
Markov-Modulated Poisson Process (^MMPP). To facilitate our analysis, we 
use Gamma Distribution to approximate its conditional system time distrib-
ution. The close match between simulation and analysis results has validated 
our approximation. Due to its simplicity and tract ability, this approxima-
tion is valuable to the design of any algorithm that requires knowledge of the 
conditional system time distribution under an MMPP channel. 
• End of chapter. 
Appendix A 
Equation Derivation 
A. l Steady State Probabilities 
The steady state probabilities for the queue system defined in section 3.3.2 
can be found as follows. 
If the arrival rate and service rates are not queue level dependent, the 
repeating structure of the transition rate matrix allows it to be expressed in 
block notation (Table A.l). The expanded blocks can be found in Equation 
A.l. 
—(ao + A) ao 0 0 
D Pi —(/^i+ai + A) 0 
BQ = 
0 + + A) 
0 0 03 -(/?3 + A) 
一 」 
A 0 0 0 
0 A 0 0 
A o = 
0 0 A 0 
0 0 0 A 
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Table A.l : Transition rate matrix Q in block notation 
Levels 0 1 2 3 ... 
0 Bo Ao 0 0 ... 
1 A2 Ao 0 ... 
2 0 A2 A). . . 
3 0 0 A2 Ai ... 
4 0 0 0 … 
-(/io + ao + A) ao 0 0 
, A —(/ii+A + ai + A) 0 
= 
0 fh -(灼+/^2+«2 + A) 
0 0 -(//3+/?3 + A) _ 
/io 0 0 0 
0 /ii 0 0 
A2 == 
0 0 0 
0 0 0 /i3 
(A.l) 
Denote the steady state probabilities for queue level i by the row vector tTj. 
巩 i = n3 (A.2) 
We have 
7rQ = 0,7re = l, (A.3) 
where e = [ 1 , 1 , 1 ] ^ . Assume that there is a matrix R such that TTJ = -KQW. 
From the transition rate matrix (Table A.l), 
TTqBQ + TTi 成 = 0 
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ttqBO + 7roRA2 = 0 
RA2 = - B o (A.4) 
TTQAQ + TTiAi 4- 二 0 
TTqAQ + TTQRAI + TToi^Ma 二 0 
.4o + RAi 4- R'^A2 = 0 
+ RAi - RBo = 0 (A.5) 
R = Ao{Bo-A,)-' 
A 0 0 0 
MO 
二 0 A 0 0 
0 0 ^ 0 
0 0 0 A 
_ fer 0 0 � _ 
0 � J 0 0 
0 0 fe) 0 
: 0 0 0 (念广 
/^ o 0 0 0 
0 d 0 0 
W = (A.6) 
0 0 p^o 0 
0 0 0 p^o 
For infinite buffer, 
00 
ETTie 二 l,e = [ 1 1 1 1 Y 
i=0 
00 
TTo Y^ R'e = 1 (A.7) 
i=0 
APPENDIX A. EQUATION DERIVATION 76 
0 0 0 
l-po 
0 0 0 
[TTO’�TTO,! 71"0’2 兀0，3 J 外 1 6 = 1 (A.8) 
1 - P 2 
0 0 0 T ^ 
L 1 - P 3 � 
7ro,o f^T"^) +7ro,i ( j ^ — ) + 兀0’2 f r ^ ) + 兀o’3 ( 二 1 (A.9) 
V l - P o / V l - P l / Vl—P3 乂 
Consider the phase transitions within the same queue level, we have 
«0兀0’0 二 AtTo,! 
(ai + A)7ro，i = Qfo7ro’o + /%兀0’2 
+ /^ 2)7r�’2 = Q^ lTTo,! + 兀 0,3 
A7ro,3 二 0^ 2兀0’2 
ao 
兀0’1 = 瓦兀0,0 
ai ao 
- = i l l - (A.10) 
From Equations A.9 and A. 10， 
_ [" 1 ceo f 1 \ ^^ f 1 \ ^^^ / 1�"|_i 
= [ r ^ 十 A v i ^ y A A v i ^ y A A A v i ^ y 
(A . l l ) 
Similarly, for a system with buffer limit k, 
_ [1-pg+i ,，广 l -pt+i ) ,，，广1-"2 '+1� ,，，，广 
仰’。-[1-P0 A v^^^y A A v^^^y A P2 A \i-P3 J 
(A.12) 
• End of chapter. 
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