Let fP n g n2N 0 be a sequence of orthogonal polynomials P n 2 n with respect to h ; i. Here n denotes the set of polynomials of degree n. Then In general the realization of (1.4) or (1.5) requires O(NM) arithmetical operations, to much for practical purposes with large N. Hence we look for a fast algorithm to solve our problems only with O(N log 2 N) + O(M log M) arithmetical operations. A fast algorithm for (1.4) implies the factorization of the transform matrix P into a product of sparse matrices. Consequently, once a fast algorithm for (1.4) is known, a fast algorithm for the \transposed" problem (1.5) with the transform matrix P T is also available by transposing the sparse matrix product. Therefore, we restrict our attention to the fast computation of (1.4).
There are several papers addressing the above problems (see 7, 6, 9, 11, 12, 15, 16] ). If the orthogonal polynomials are the Chebyshev polynomials of rst kind T n (x) := cos(n arccos x) (x 2 ?1; 1]) ; which are orthogonal with respect to w(x) := (1 ? x 2 ) ?1=2 (x 2 (?1; 1)), problem (1.4) can be computed via fast cosine transforms (see 17, 18, 19, 2] ) in O(M log M) arithmetical operations. Hence, a straightforward idea for the fast solution of (1.4) with arbitrary orthogonal polynomials P n is to realize a basis exchange from fP n g N n=0 to fT n g N n=0 followed by a fast cosine transform.
In the case of Legendre polynomials P n , Alpert and Rokhlin 1] have proposed an O(N log 1=") basis exchange algorithm based on the approximation of the elements in the basis transform matrix. Here " denotes the desired precision. Our direct approach computes the basis exchange with O(N log 2 N) arithmetical operations by a divide{and{conquer technique combined with fast polynomial multiplications. The algorithm can be designed for arbitrary polynomials P n satisfying a three{term recurrence relation. It requires multiplications with precomputed values of associated polynomials of P n occupying O(N log N) elements of storage. Numerical tests for various orthogonal polynomials, especially ultraspherical polynomials, result in small relative errors between the \exact" solution calculated in high precision arithmetic and the solution obtained by our algorithm in double precision arithmetic. It is interesting that the \transposed" version of our (slightly modi ed) algorithm for the solution of the \transposed" problem (1.5) can be considered as a modi ed Driscoll{Healy algorithm 6, 7, 10] in which the original fast Fourier transforms are replaced by fast cosine transforms. In our feeling, the following approach to fast polynomial transforms is simpler and more straightforward than the original Driscoll{Healy algorithm for the problem (1.5). This paper is organized as follows: Taking into account that our whole polynomial transform algorithm is based on fast realizations of di erent discrete cosine transforms, Section 2 deals with discrete cosine transforms. Section 3 describes our fast polynomial transform. A modi ed Driscoll{Healy algorithm and the relation with our algorithm is sketched in Section 4. Numerical results are presented in Section 5. Finally, Section 6 contains some concluding remarks.
Discrete cosine transforms
The heart of our fast polynomial transform consists in the fast polynomial multiplication via fast cosine transforms. Let 
Fast polynomial transform
Let fP n g n2N 0 be a sequence of polynomials de ned by the three{term recurrence relation P ?1 (x) := 0 ; P 0 (x) := 1 ; P n (x) = ( n x + n ) P n?1 (x) + n P n?2 (x) (n = 1; 2; : : :) (3.1) with n ; n ; n 2 R and n > 0 ; n 6 = 0 (n 2 N). By Favard's theorem, fP n g 1 n=0 is an orthogonal polynomial sequence with respect to some quasi- T n (x) = 2x T n?1 (x) ? T n?2 (x) (n = 2; 3; : : :) : Shifting the index n in (3.1) by c 2 N 0 , we obtain the associated polynomials P n ( ; c) of P n de ned by P ?1 (x; c) := 0 ; P 0 (x; c) := 1 ; P n (x; c) := ( n+c x + n+c ) P n?1 (x; c) + n+c P n?2 (x; c) (n = 1; 2; : : :) :
Now induction yields (see 3]) Lemma 3.1 For c; n 2 N 0 , it holds P c+n (x) = P n (x; c) P c (x) + c+1 P n?1 (x; c + 1)P c?1 (x) :
Lemma 3.1 implies P c+n P c+n+1 = U n ( ; c) T P c?1
with U n (x; c) := c+1 P n?1 (x; c + 1) c+1 P n (x; c + 1) P n (x; c) P n+1 (x; c) :
Let N = 2 t and M = 2 s (s; t 2 N; s t) be given. Consider Step 0. Compute a (0) k (x) (k = 0; : : : ; 2 t ? 1) by (3.5). For = 1; : : : ; t ? 1 do Step . For every k = 0; : : : ; 2 t? ?1 ? 1 form (3.7) by Algorithm 2.2 for the fast polynomial multiplications.
Step t. Computeã n (n = 0; : : : ; N) by (3.8) and (3. 
Modi ed Driscoll{Healy algorithm
In the following, we modify the Driscoll{Healy algorithm by replacing the original fast Fourier transforms by fast cosine transforms which seem to be more natural in the context of the algorithm. As consequence the modi ed algorithm is simpler, requires fewer arithmetical operations and avoids the arithmetic with complex numbers. l := (z(k; l)) N=2 k=0 (l = 0; 1; N=2; N=2 + 1) : This is the result of step 1 of our modi ed Driscoll{Healy algorithm. Compare with step t?1 of Algorithm 3.2. Note that U N=2?1 (? N+1 ; 1) is a block{ diagonal (2N + 2; 2N + 2){matrix. Now we continue in a similar manner as in 6, 7] but with respect to circulant matrices related to DCT{I. Take into consideration that the description of the following steps involves some more ideas than step 1. The resulting modi ed Driscoll{Healy algorithm does not agree with the \transposed" version of Algorithm 3.2, but it can be considered as a \transposed" version of a modi ed Algorithm 3.2 in which the fast polynomial multiplications are realized by DCT{I instead of DCT{II and DCT{III as mentioned in Remark 2.3. However, in our opinion the derivation of the (modi ed) Driscoll{Healy algorithm is less straightforward than the development of Algorithm 3.2.
5 Numerical tests Table 2 6 Conclusions A motivation to consider the discrete polynomial transforms (1.4) and (1.5) with respect to the 2N + 1 Chebyshev nodes c 2N j (j = 0; : : : ; 2N) arises from the Clenshaw{Curtis quadrature which seems to be very useful for the computation of the Fourier coe cients in (1.2) in the case of Legendre polynomials P n , i.e. w = 1. However, other quadrature rules may be of interest. So Gaussian quadrature reduces the number of required nodes in (1.3) from 2N + 1 to N + 1. Hence a natural question is how to compute N X k=0 a k P k (x M j ) (j = 0; : : : ; M; M N) for arbitrary x M j 2 ?1; 1] and a k 2 R in an e cient way. The heart of our method, the basis exchange in Algorithm 3.2 is independent of the choice of knots x M j . So it remains to perform the nal step of our algorithm, the computation of N X k=0ã k T k (x M j ) (j = 0; : : : ; M) ; (6.1) in a fast way. One possibility for realizing (6.1) in O(M log 2 M) arithmetical operations based on a (heuristic) stabilization of the Borodin{Munro algorithm was suggested in 14]. We prefer the application of the fast adaptive multipole method (see 8]) which computes (6.1) in O(M log 1=") arithmetical operations, where " denotes the desired precision. This approach seems to be interesting in connection with fast Fourier transforms on spheres and on distance transitive graphs, too (see 7]). The results will be presented in a forthcoming paper.
