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We live in a world of omnipresent uncertainty, and its consideration in our actions is an
essential part of the human experience ever since. More often than not, our intuition on
how to deal with the experienced uncertainty is right. In rare cases, however, we know we
must mistrust our intuition. Our desire to better understand our uncertain environment
led to the development of numerous theories to describe uncertainty qualitatively and to
model it quantitatively. With this we were able to calculate in a scientiﬁc way what was
once just a feeling. The “objective” and unbiased consideration of uncertainty during
the design soon became a requirement, and a large amount of methods and procedures
was established. It seems that a vast majority of engineers still correlates uncertainty
one to one with probability theory. However, recently developed alternatives for the
quantiﬁcation of uncertain information with non-probabilistic characteristics start to be
applied successfully in industry as well. As of today, the consideration of uncertainty,
once a big hit and proof for sophistication, became engineering mainstream. The scientiﬁc
community has turned to other subjects.
A glance into the proceedings of any engineering related conference on risk analysis,
reliability, or safety conﬁrms my impression that the current big hit within this speciﬁc
group of engineering scientists is “robustness”. Robust design was introduced in the
1970’s as an approach to improve the quality of a product by adjusting its parameter
settings such that its performance would always meet the prescribed target, even when
exposed to the various sources of internal and external noise. Since then, robustness was
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introduced in a rather inﬂationary and undiﬀerentiated manner to all kinds of design
aspects and tasks. Who is to be blamed, after all nobody wants an “un-robust” design,
even if the meaning of robust is not deﬁned precisely. Next to the original and truly unique
ideas and concepts about robustness, the lack of a crisp deﬁnition gave room to much
interpretation of what else robustness may be. Over the years, many existing solutions to
known safety and reliability problems were reinterpreted as tools to provide robustness,
although robustness is in a much more general sense concerned with quality, to which
reliability is just one of many aspects. Abraham Maslow said in 1966: “I suppose it is
tempting, if the only tool you have is a hammer, to treat everything as if it were a nail.”
Some robustness measures are nothing but relabeled measures of strength, sensitivity, or
probabilities of failure, derived from the ﬁeld of stochastic structural analysis. A good
example is the “probability of regret”, a measure speciﬁcally created to make “robust
decisions”. A closer investigation reveals that “regret” is deﬁned as a negative net present
value (NPV) for the selected option, and the robustness measure is simply the probability
of a negative NPV. Another example is the robustness measure based on the ratio of direct
consequences and the sum of direct and indirect consequences in the case of an accident.
It is an easy to follow and intuitive deﬁnition, by which a perfectly robust structure
exhibits no cascading failure mechanism. However, this robustness measure is really just
a compound measure for the conditional probability of system failure and the associated
economic consequences.
It is not my intend to criticise any of the many ideas and methods proposed with
respect to robust design, most of them are logical in concept and comprehensible in pro-
cedure. Very likely each and every interpretation of robustness will lead to methods and
algorithms which can improve a given design in one way or the other. I do, however,
despise the confusion which is created when engineering scientists with a strong bias for
mathematical algorithms and procedures claim to have discovered the ultimate robustness
measure, which should be used from now on, despite it being just old wine in new skins.
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The smoke and mirrors one encounters when looking for procedures to robust design do
not just create confusion, but bear the critical potential of total refusal of all what is
good about “robust design”. Within this dissertation, I will treat the necessary pursuit
of robustness as a qualitative design goal. Instead of a number-crunching procedure with
the greatest possible generality to be applicable to a large set of problems, the speciﬁc
design situation determines what is needed to create, maintain, or improve robustness.
Furthermore, I will not prescribe robustness characteristics and their associated mathe-
matical representation. The robustness measures, where needed, will be named as what
they are: a signal to noise ratio, a sensitivity, a probability of failure, a residual strength,
or an ultimate load factor.
When searching for publications related to robust design, one cannot help but get the
impression that a lot of eﬀort is put into investigations on how to increase the stability,
accuracy, and eﬃciency of numerical evaluation methods designed to increase robustness.
There wouldn’t be anything “wrong” with such eﬀorts if it wasn’t for other aspects of
design being kept untouched all the while, aspects which I think have a signiﬁcantly
higher impact on the ﬁnal robustness.
Any design project, independent of its scale, progresses through a phase of initially
large ﬂexibility in terms of product design and layout. In this conceptual design phase,
where almost every aspect of the ﬁnal design is still in ﬂux, the design engineers have
to make many decisions, individually or in groups, which largely determine the overall
project success. Similar to the synthesis of candidate design concepts, a creative act which
cannot be automated, decision making and concept selection as well require imagination,
intuition, knowledge, and creativity. Similar to concept generation, decision making
can be seen as an art. The necessary qualities of the people involved, as well as the
potentially useful methods to support synthesis and selection, are not yet core element
of the engineering domain1. In my opinion, concept generation and concept selection are
1Based on the distribution of teaching eﬀort between subjects concerned with technical analysis and
subjects concerned with creativity, innovation, invention, and design.
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the design phases which should be looked at when proposing robust design.
Concept selection is a crucial point in engineering design, and it is never just the
conclusion of a comparative evaluation process. Instead, concept selection is always
multi-criteria decision making, which exhibits by default many levels of conﬂicting criteria
that inﬂuence the decision. One can easily feel overwhelmed, stressed, and stuck; doubt
and hesitation are the consequence. The problem is not the lack of knowledge about the
alternative concepts between which the engineer has to choose: each can be investigated to
a large extent, speciﬁcations and responses can be compared, and performance measures
optimized. Problematic is the lack of appreciation of the bigger picture, and the lack
of knowledge about discipline independent decision analysis tools to model that bigger
picture in a decision problem. The big picture includes all the diﬀerent “whys”: why
does the ﬁnance department need to cut material costs, why does the marketing and
design department need to have certain design changes, why does the manufacturing
department insist on a certain product layout, why has the legal department objections
and fears lawsuits due to copyright infringements. These superordinate targets must be
considered during the design process, speciﬁcally in the decision making and selection of
the design concept. The engineer knows the “hows”, and can provide a design concept
which does not require economists, lawyers, and marketing experts to belatedly override
engineering decisions. There is no “law of nature” which dictates that only marketing
specialists should focus on the problem statement, based on which engineers and designers
create design alternatives, from which business experts select the most beneﬁcial, before
engineers take over again to do basic and detailed design, while everything is supervised
by some external corporate consultant whose main task is to ensure a frequent and focused
communication.
During my years in industry I came to realize that engineering design is not just
wheels and gears, but that economic, social, and political aspects are equally important.
Appreciating this minimizes situations in which a technically sound solution concept is
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rejected for “other” reasons, a truly frustrating experience. Proactively considering what
is outside the box (full with textbooks about engineering analysis), rather than passively
reacting to what non-engineers demand for, will certainly improve the eﬃciency of any
design process. It is my belief that the result would be a design much more robust than





The development of a deepwater oil ﬁeld is a timely and costly endeavor. The progression
into deeper water not only increases signiﬁcantly the cost and time pressure, which limits
ﬁeld exploration to acquire reservoir information, but also imposes a novel set of eco-
nomic and technological challenges, almost always requiring the implementation of some
“industry ﬁrsts”. Design, development, and testing of components incorporating novel
and unproven technology runs parallel to the project, not in advance, with a potentially
devastating impact on project budget and schedule if these components fail to deliver as
expected. Mitigating the economic and technological risks when pressed for time requires
a robust design based on a well structured engineering design approach.
Industry has long acknowledged that independent of project scale and schedule, the
earliest design decisions in the conceptual design phase incur the largest investment costs,
while the impact on project costs is smaller for the much later conducted parameter
optimization and detailed design. A poorly chosen design concept cannot be transformed
into a beneﬁcial one by means of number crunching. Robust design must start during
the conceptual design phase, when design decisions are made about the functions and
features to be implemented, the signiﬁcant attributes of quality to be considered, the
relevant design criteria used for concept evaluation and comparison, and the ﬁnal selection
of the most promising concept itself. Concept selection should consider proportionally
economic, technical, political, and environmental aspects. However, a consensus on how
to combine these extremely diverse, tangible and intangible aspects in one decision does
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not exist, and usually the advantages and disadvantages of each alternative are in some
kind of balance. Concept selection becomes a decision problem.
Successful decision making depends on the ability to make meaningful trade-oﬀs be-
tween contradicting evaluation criteria and subjective judgment values, and the ability
to clearly communicate the derivation of a decision to other people. Decision problems in
conceptual design can be attacked with methods originating in the ﬁelds of economic, po-
litical, and social science. Particularly appealing is the Analytic Network Process (ANP),
a prescriptive decision theory which combines the human aspects of decision making with
a sound mathematical foundation. It allows for dependence and feedback characteristic
for the complex decision problems encountered during the conceptual design. Prereq-
uisite for engineering application and industry acceptance is a consistent coupling of
the intangibles and their subjective judgments with the objective performance measures
obtained from engineering analysis. For this purpose, inspired by the Kano model, a
novel approach based on feedback which depends on the non-linear degree of function
implementation is developed.
Next to engineering analysis results, a justiﬁed decision requires knowledge, expe-
rience, reasoning, a clear vision of the goals, and intuition to cover for the remaining
uncertainties. These essential qualities of a good decision maker cannot be emulated
by an algorithm, decisions cannot be computed. The herein presented approach is not
intended to replace the decision making engineer, but to provide a support tool for the




The Big Picture. From hearsay or own experience we all know the sometimes ﬁerce dis-
cussions between technically oriented engineers, economically oriented project managers,
and artistically motivated people with background in the arts and marketing, about how
a design should be ﬁnalised, and who is qualiﬁed to make that call.1 Such conﬂicts of
competence are a widespread phenomenon in many engineering industries including the
building and construction industry, the automotive industry, and the oﬀshore industry.
The phrase “Form Follows Function”, referable to a quote from American architect Louis
Sullivan in 1896 [304], is nowadays, ironically, often used by engineers with the intention
to kill any further discussion, implying that engineering calculations should have over-
riding priorities over all economical, legal, social, or artistic considerations. Fortunately,
one has to say, discussions rarely ever end in the engineer’s favor, unless the other aspects
are appreciated according to their importance, and their impact on the ﬁnal design is
anticipated during the earliest stages of the design process.
Form does, or at least should, follow function, but the interpretation of function goes
well beyond technical functionality. Engineering calculations are not self serving, and en-
1Such discussions are both cause and eﬀect of the ongoing rivalry between architects and structural
engineers, who despite their diﬀerences share a common aversion to “technocrats” in regulatory bodies
and “ignorant” contractors.
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gineering design activities must not take place in isolated environments of mathematics,
science, and technology. Function includes next to technological also economic, social,
and political aspects. Their simultaneous consideration during the design is necessary
to achieve the main objective: to be proﬁtable by providing a product at a lower cost
than the price the customer is willing to pay for it. Economic success demands for a
high quality product at a competitive price in the shortest time possible. Independent
of the industry, it always requires engineering eﬀorts to blend with discipline indepen-
dent design activities in a holistic, well structured design process, which is in principle
straightforward. After the statement of the design problem is formulated, useful solu-
tions can be synthesized. Based on a comparison of advantageous and disadvantageous
attributes, a tentative design concept is selected from the set of useful solutions to the
design problem. A mathematical model which describes with a set of equations the design
concept is formulated to evaluate and validate all possible manifestations of the product
to identify the regions of feasible designs within the parameter space. An optimization
provides conclusive evidence for ﬁxing the interim design concept and selecting for it
the combination of design parameters which will yield the best results as speciﬁed by
the overall design criterion. Unsurprisingly, in practice the design process is not straight
forward, but exhibits a highly iterative nature.
Illustration: Deepwater Project. A deep water project is a timely and costly endeavor.
Project completion from ﬁrst discovery to the start of production usually takes years,
and with capital costs in the billions of $US, the payback phase adds to this signiﬁcantly
[295]. Despite these enormous amounts of money and a time frame of a decade or more
from ﬁrst discovery to ﬁnancial break-even, a ﬁeld development project is executed under
permanent cost and time pressure. The exclusive right for exploration and production
of hydrocarbons within a speciﬁc area (License Area or Block) is granted only for a
given time period. This limits the time companies can aﬀord to investigate the ﬁeld and
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Figure 1.1: Design process for a ﬂoating platform.
acquire reservoir information, especially so for deep water ﬁelds for which it takes months
to drill a single well.2 Next to the time pressure is cost pressure. Depending on the Host
Nation, licensing is based on a concessionary system, or some form of production sharing
contracts (PSA). In either case, the oil producing companies (IOCs) are not able to fully
beneﬁt from an increase in oil price, while almost inevitably facing cost increases during
the operational phase.
The progression into ever deeper water imposes a novel set of technological challenges,
2The lack of permanent drill ship availability adds to the causes for limited reservoir information.
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such as how to guarantee well drilling, completion, control, and intervention, despite the
remoteness of the seabed, or how to maintain a steady ﬂow despite higher reservoir
pressures and higher hydrostatic pressures to overcome, longer ﬂowlines and risers with
increased exposure to cold water, and greater distances to shore. Eventually advances in
design and technology will provide a solution to each of these challenges.
Project management philosophy prescribes to only use mature technology for which
there is several suppliers. However, time and cost pressure on one side, and technological
challenges on the other, almost always force the developer to implement some “industry
ﬁrsts”, inevitably provided by only one supplier [313]. The situation is further exacer-
bated as the design development and testing of the components incorporating new and
thus far unproven technology runs parallel to the project, not in advance. The negative
impact on project budget and schedule, if any one of these components fails to deliver as
expected, can be devastating. Mitigating the associated economical and technical risks
when pressed for time requires a well structured design process.
Figure 1.1 illustrates the design process for an oﬀshore production facility. During the
Assess Phase, various exploration and production schemes are evaluated and compared,
resulting in a rough prediction of the ﬁeld’s economical feasibility.3 Once the need for an
oﬀshore deepwater development has been established, the design problem is formulated,
which includes the identiﬁcation of all diﬃculties such as economic and technological risks
imposed by the reservoir, the ocean, and the market. The space of possible solutions to
the design problem from which a set of feasible concepts must be synthesized includes
ﬁxed and ﬂoating structures, but also the abdication of a ﬂoating support structure.
The Select Phase includes all reservoir related activities concerned with the acquisition
of reliable reservoir information. This allows the speciﬁcation of production equipment,
facilities, and transport systems, and the subsequent generation, evaluation, and valida-
3Without detailed information about recoverable reserves of hydrocarbons, future market conditions
and development alternatives, the evaluation of economic viability, including a ﬁrst concept and risk
assessment, is relying almost exclusively on past experience.
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tion of alternative ﬁeld development concepts, from which the most suitable is selected.4
The selection is based on the designers’ judgments about the signiﬁcance of individual
evaluation results and their relevance for comparing the competing design concepts. The
outcome of the Select Phase is a blueprint on how to produce the ﬁeld, referred to as the
Field Development Plan (FDP). It describes in detail the selected concept including all its
required systems and subsystems which are most suitable for the given ﬁeld, considering
the site and ﬁeld characteristics, the economic and political situation, and all relevant
operators preferences.
With the FDP serving as the framework, the objective of the Deﬁne Phase is to estab-
lish a thorough execution plan and a detailed engineering bid document, which will serve
as a guide and basis for the detailed design (BOD). Full production system functionality
must be established, which necessitates fundamental decisions about process ﬂow (PFDs),
piping and instrumentation (P&IDs), deck and facility layouts, equipment and materi-
als, and provides detailed information about conﬁgurations, schedules, and estimated
costs. The concluding step of the Deﬁne Phase is to achieve parameter optimality5 for
all major components of the ﬁeld development project, such as subsea equipment, ﬂoating
production unit, and export system. At this stage, however, it is nearly impossible to
signiﬁcantly improve the design.
Final Authorization marks the point of no return without substantial ﬁnancial losses,
as it triggers the production system related Execute Phase of EPCI.6 EPCI is a common
form of contracting arrangement for oﬀshore ﬂoating platforms, and stands for engi-
neering, procurement, construction, and installation. For a ﬁxed price the integrated
engineering contractor (IEC) is fully responsible for the ﬁnal and detailed design in-
4A subset decision problem is the selection of the ﬂoater type, which will be discussed in great detail
in Chapter 5.
5Optimality is often a prescribed compromise between conﬂicting objectives such as maximum exploita-
tion of materials, minimum costs, and minimum production time. Parameter optimality with respect to
multiple criteria requires appropriate numerical procedures developed in the domain of engineering sci-
ence.
6Final Authorization also triggers the reservoir related activities of production drilling and completion,
usually parallel to the execution of EPCI using specialized drill ships.
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cluding dimensioning, detailing, and preparation of “approved for construction” design
drawings.7 The IEC carries the project risk for schedule as well as budget, although often
the contractor and customer divide the risk, for example the risk of delays and cost over-
runs due to necessary design changes. To achieve compatibility with other components,
it may become necessary to change already ﬁxed design parameters. Such changes re-
quire a repeated analysis of the key responses and checks for compliance with prescribed
limits. Any violation of these limits may put the whole design project at risk, because
the number of design parameters which are still adjustable without restriction have been
reduced signiﬁcantly.
The Importance of Concept Selection. Independent of industry and project size, the
design process is by far not a straight forward progression from the abstract to the con-
crete, passing through each phase in a uni-directional sequence. Similar to the iterative
nature of the design process of each phase, it is on a much larger level an iteration itself,
with loops, feedback, and revisions. There is an endless variety of possible causes for such
iterations, however, three categories of causes can be distinguished. The ﬁrst category
includes all causes related to a change in design objectives which act as an envelope and
guideline for all design phases. It is not uncommon for the objectives to evolve in the
course of a design project, especially if it stretches over many years. Identifying as pre-
cisely as possible what the design goals are, and the rigorous and systematic adherence to
the principle of minimum commitment will minimize unnecessary iterations. The second
category of causes for iterations is related to scenarios where the newly gained analysis
results of the selected concept serves as evidence that the currently preferred solution is
in fact inferior. The third category includes all causes where the design concepts strongly
depend on parameters which are partially unknown or unpredictable, in the case of an
oﬀshore development ﬁrst and foremost the reservoir and the future market condition.
7The contractor is also responsible for the procurement of all necessary materials, the construction,
transportation, and installation. Often, such tasks are performed by specialized sub-contractors.
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Figure 1.2: Costs and ﬁnancial commitments over the life cycle of a product.
The ability to revoke a former decision made in an earlier design phase, when evidence
to do so emerges, is a fundamental prerequisite for an approach to design a cost-eﬀective
quality product. However, due to the ﬁnancial commitments made at the end of each
design phase, the necessity to go back several steps becomes exponentially more expansive.
To save research and development costs and minimize the time-to-market, the goal is to
get it right the ﬁrst time.
The conceptual design phase is characterized by a large ﬂexibility with respect to
design changes. Associated is also a high level of inﬂuence on the total project costs,
while the costs to make those changes within the conceptual design phase are relatively
low, see Figure 1.2. Intensiﬁed design eﬀorts during the conceptual design phase, referred
to as Front-End Loading (FEL), usually add to the early project expenditures (incurred
costs), but these expenditures are small compared to the costs and eﬀorts required to make
changes at a later stage in the project. Once a concept is selected, the design freedom
decreases, and a large portion of the project cost is committed, or “locked” [320]. In
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conclusion, it is with no doubt the earliest decisions in a design project that have the
largest economic impact. Especially for capital intensive projects with long life cycles,
typical for example for the oﬀshore industry and the aerospace industry where billions of
dollars are spent over several years before any revenue is produced, the conceptual design
phase is key to success.
1.2 Problem Speciﬁcation
1.2.1 The Optimal Design
Within this thesis, optimality is deﬁned with respect to two objectives. The ﬁrst is
to acknowledge the necessity to provide a high quality product at a competitive price
in the shortest time possible to be economically successful. Thus the optimal design
describes a product which performs as expected in the face of an uncertain, ever changing
environment, while it enables the use of low quality materials and parts without sacriﬁcing
the product’s quality, and is insensitive to day-to-day variations in production. The
second objective, driven by the economic reality that the earliest design decisions commit
the largest investment costs, is to avoid concept changes. This requires the optimal
design to be ﬂexible enough to allow for late and penalty-free adjustments or changes of
components and parts, necessary and inevitable to mitigate the risks induced by novel
technologies.
An optimal design is characterized by concept optimality and parameter optimality.
Optimization based design approaches focus primarily on parameter optimality, while
concept optimality is either neglected entirely, or at most achieved in a weak form by
iterative improvements through very costly revisions. Neither Reliability Based Optimiza-
tion (RBO), Robust Design Optimization (RDO), any derivation of the Taguchi Method,
nor any other numerical procedure, no matter how correct these methods may consider
uncertainty, will transform a poorly chosen design concept into a beneﬁcial one, reducing
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its negative impact on the overall project, be it technically or ﬁnancially, or both. In
fact, parameters can be optimized for even the silliest concept, with little freedom in
parameter selection and marginal optimization potential with respect to the objective
function, suggesting optimality while the design is actually far from being optimal.
Could the course of action simply be to perform some kind of parameter optimiza-
tion prior to concept selection? No, because a measure for concept optimality which
can be extracted from parameter optimality does not exist. The diﬃculties in applying
“unsupervised”, “independent” and “unbiased” numerical methods prior to concept se-
lection arise from the fact that genuine like-for-like comparisons are not possible, because
the beneﬁts, costs, risks, and opportunities associated with each option are not directly
comparable. Each alternative will have clear advantages over all others, and each will
have clear disadvantages as well. The subjective combination of these conﬂicting at-
tributes cannot be substituted by an objective, deterministic number simply derived by
some algorithm. Real world decision problems cannot be avoided by searching for some
“all-deciding” number. The optimal design concept will always be subject to perception.
Optimal design should always end with a rigorous parameter study, utilizing many
of the numerical design optimization methods described above and in greater detail in
Section A.2.4. But it starts much earlier, with design decisions during the conceptual
design phase, before the sheer power of numerical methods can even be utilized. Those
decisions have a signiﬁcantly stronger impact on the overall success of the design project,
and deserve the most attention. Crucial decisions to be made include the selection of:
• the functions and features that should be implemented into the product,
• the signiﬁcant attributes of quality in order to achieve customer satisfaction,
• the design criteria to evaluate competing concepts,
• the most promising concept itself to achieve the design goals.
1. Introduction 10
1.2.2 The Conceptual Design Phase
The derivation of an optimal design concept requires to focus equally on the following
tasks: problem deﬁnition, concept generation, concept evaluation, and concept selection.
One cannot compensate with increased eﬀort in one task for neglected eﬀorts in any
other.
Problem Deﬁnition. First step towards an optimal design is to derive a detailed state-
ment of the problem and to identify the decision criteria, which are not just engineering
properties, but must include economic, social, political, and environmental design goals.
Aspects of quality, robustness, and costs must be considered. A poorly formulated list
of design objectives is the main reason for economic failure. It is essential to understand
what the customer requirements are and what their relative importance is with respect
to overall customer satisfaction, and how these customer requirements are translated into
engineering speciﬁcations. This is the domain of Total Quality Management (TQM) - a
movement which gained increasing importance and signiﬁcance in many industries related
to consumer products with relatively short product cycles. The origin of TQM in business
science, and the countless connections to social science, may be one of the reason why
these disrespectfully labeled “marketing methods” still ﬁnd little appreciation amongst
engineers, leading to the conﬂicts of competence as outlined in the beginning of this chap-
ter. And this albeit the fact that every engineer will undoubtedly agree that the quality
and variety of candidate concepts strongly depends on the problem statement. Although
there will be no additional contribution towards TQM within this work, a comprehensive
overview of established concepts and methods will be given in Section A.2.1. To further
emphasize the importance of a properly formulated problem statement for a robust de-
sign, the illustrative application in Chapter 5 features a very detailed description of the
design problem, its challenges, and its constraints.
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Concept Generation. A design problem has always many acceptable solutions with un-
countable possibilities of variation, which cannot be found by routinely applying a mathe-
matical formula in a structured way, as design problems are open-ended and ill-structured
[93]. The objective of any attempt towards an automated design is to formulate an al-
gorithm which is able to generate a set of useful and distinguishable solutions to a given
problem, and select from this set of solutions the “best”. A proposed method for the
synthesis task is based on developments originating in the research ﬁeld of artiﬁcial in-
telligence. So far, the success of these attempts is rather limited; in engineering practice,
the number and quality of physically realizable solutions still depends greatly on the
designer’s knowledge, expertise, intuition, and creativity. A huge variety of supporting
tools and methods is available: common approaches in concept generation are creativity
methods [77, 78, 114, 294], brainstorming [98, 226, 317], analogy concepts [125], con-
cept maps [52, 219], functional decomposition [143, 196, 228, 230, 286], morphological
charts [340], the theory of inventive problem solving (TRIZ) [5, 225], and axiomatic de-
sign [302, 303].8 Again, one ﬁnds a surprisingly widespread ignorance amongst engineers
about the existence of these methods. The actual process of concept generation itself is
not of this work’s concern.
Concept Evaluation and Validation. Optimal design must include a “robust” concept
evaluation. The diﬃculties arise from the necessity to limit investigation eﬀorts as much
as possible. This prohibits, at least at the stage of conceptual design, the setup of full
scale experimental models or the application of advanced numerical models to assess the
various aspects of performance, quality, and robustness individually for each and every
possible candidate design concept. The objective must be to use simple and fast order of
magnitude evaluation tools which can indicate for each candidate concept its potential to
meet all quality requirements and being strong, ﬂexible, and insensitive. As previously
8Systematic approaches concerned with the direct synthesis of the best concept do not qualify as
concept generation, for they simply improve, based on optimization algorithms (see Section A.2.4), a
generally formulated concept to meet speciﬁc criteria.
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indicated, an important aspect is the estimation of how much potential of optimization
exists. Although parameter optimization is not part of the conceptual design stage, the
underlying concepts of ideal design [236] and quality loss [306] should be in mind. This is
the domain of “Robust Engineering”. A comprehensive overview of established concepts
and methods will be given in Section A.2. Furthermore, the models to evaluate the crite-
ria must be robust themselves, meaning the calculated values used for comparison don’t
change too much in a more rigorous analysis in the detailed design phase. Prerequisite
is that the evaluation tools are capable of operating in conjunction with arbitrary uncer-
tainty models, while having no restrictions to the mathematical models used to describe
the design concept. Only a strong dependability on the evaluation result, when utilized
in a decision making analysis, will lead to a dependable concept selection.
Concept Selection. The concluding step of the conceptual design phase is the compari-
son of the evaluation results of all valid concepts among each other and with respect to
the criteria deﬁned in the statement of the problem. Ideally the conceptual design phase
ends with the selection of the optimal concept. Most of the time, however, concept selec-
tion becomes a decision problem. The problem, in this regard, is how to choose between
various concepts, when for each the amount of information is limited and uncertain due to
the restrictions on the evaluation models, and when their advantages and disadvantages
appear to be in balance.
It is the lack of knowledge about decision analysis, the dislike for subjectivity, and the
desire for accountability, which makes engineers turn back to concept evaluation, trying
to avoid the decision problem by throwing more evaluation results in the ring. It’s the
very reason why from the four tasks in the conceptual design stage which are required
to derive an optimal design concept, concept evaluation and validation is the one which
gets the most attention. However, in stand-oﬀ situation between equally attractive, but
conceptually diﬀerent designs, more evaluation results might not create clarity, only more
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confusion.
1.2.3 Comparison, Decision, and Final Selection
Option 1a: Selection through Rigorous Evaluation. Design engineers need to make
design decisions. The ﬁrst decision is concerned with the problem itself, how it is deﬁned
and how it can be attacked. Crucial to the overall success of the design project is the
decision towards an overall design concept. This fundamental design decision is followed
by an entire sequence of further decisions: the decision between various product architec-
tures and the necessary components, their integration, and the used materials. Planning
for manufacturing and distribution adds to the total amount of necessary decisions. As
diﬀerent as the approach towards a decision may be, there is no argument about the
necessity of a good understanding of the overall situation in which the decision problem
is embedded. This requires the study of technical papers, codes, and standards, the
consultation of experts and fellow engineers, and the rigorous evaluation of the various
options among which the designer has to decide, their implications and consequences, by
means of:
• analysis with mathematical formula,
• simulation with numerical procedures,
• experimentation using physical models.
A designer could, if time and budget would allow, pursue the design of many possible
candidate solutions to a great depth of detail, until enough information, enough certainty,
on how each of the alternatives will perform is collected. “Enough” is deﬁned as the state
where the remaining uncertainty is small compared to the certain “gap” in performance
between the best concept and its follow-up. The selection is based on numbers, hard
numbers at that. The reason for this approach is accountability, as any decision which
was based on hard numbers, given the underlying analysis was correct and conducted
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according to accepted codes and standards, cannot be turned “against” the person who
made the ﬁnal call.
Option 1b: Selection through Uncertainty Evaluation. A reﬁnement of the evaluation
with “more accurate” models becomes necessary in all cases where the diﬀerences in per-
formance are too small to clearly identify the superior concept. To utilize this additional
power of “accuracy”, the engineer is required to take better care of the uncertainties
associated with the processed data. Mathematicians and scientists have provided proven
tools and mathematically sound methods for that purpose. When a deterministic perfor-
mance gap between alternatives could not be established, the decision could be based on
a diﬀerent set of hard numbers, for example a measure of uncertainty overlap, a variance,
or a probability of failure. Based on this idea, analytical and numerical design proce-
dures were developed to deliver those hard numbers, and again “objective” superiority
could be identiﬁed. The ﬁrst batch of such methods were deﬁned in a purely proba-
bilistic framework. These reliability based design methods have been proposed as the
cure to all design problems associated with uncertainty. Engineers and mathematicians
soon discovered that uncertainty does not show equal characteristics every time it is en-
countered. Soon, design methods were generalized to overcome the restrictions of purely
probabilistic modelling and to allow for the consideration of all kinds of uncertainty and
imprecision, and they keep getting more. These myriads of numerical methods, proposed
by the smartest people, most of them requiring powerful computers and precisely deﬁned
imprecision, are all designed to identify, with a hard number of some sort, the one al-
ternative which is superior to all others. The sophisticated math which prohibits rule of
thumb checks, the hidden assumptions and a lack of sense about their impact, and the
diﬃculties to relate to extremely small fuzzy probabilities the same way we can relate to a
weight or a distance, are some of the major drawbacks of evaluation methods considering
uncertainty. It is not so much of a surprise that a herewith derived recommendation to
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select a certain alternative is even less accepted in group discussions between engineers,
marketing experts, and project managers.
Option2: Selection through Decision Making. Decision making, especially in the con-
ceptual design phase, is often the proverbial “comparison of apples to oranges”9. Each
candidate concept will have advantages and disadvantages, and the search for an “objec-
tive” combination of these conﬂicting attributes to automate a selection is futile. What-
ever is done to collect the necessary information to better understand the problem and
the candidate solutions, eventually a decision has to be made, with a potentially heavy
impact on the entire company and beyond, for the better or the worse. This is why
decision making might possibly be the most important aspect of design.
1.3 Research Objective
With the initial situation at hand, the need for a robust engineering design approach
during the conceptual design phase can be established, for which the concluding step is
the selection of a design concept. Concept selection has a considerable impact on project
schedule and budget. Depending on how much eﬀort was put into concept generation, the
selection must be made from a set of equally attractive, yet very diﬀerent alternatives,
where each has its own set of speciﬁc advantages, but also disadvantages, which have to
be dealt with when the concept is chosen.
In situations where no matter how one looks at it no concept seems truly superior,
the team of design engineers, technicians, and economists, could be tempted to introduce,
often jumbled, a wide set of additional, diverse, and sometimes rather subjective criteria
to identify the preferred design concept. However, additional analysis and evaluation,
with or without the consideration of uncertainties, might not break the tie, and concept
9Some would use this to disregard the possibility of any meaningful comparison, let alone a justiﬁed
decision. Such an argument is obviously nonsense, as apples can be compared to oranges in terms of
color, nutrition, price per weight, ﬂavour, and many more.
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selection becomes a decision problem. Consequently, the people involved in “solving” this
problem are referred to as decision maker. Within this work, the abbreviation “DM” is
used to denote speciﬁcally those who take full responsibility for the “ﬁnal call”, be it a
group of people or an individual.
To minimize the residual doubt about the future dependability on the ﬁnally selected
concept, foremost the DM’s own, is the major challenge associated with decision making
towards a robust design. In general terms, decision making requires us to [253]:
• structure the decision problem into a goal, criteria, and alternatives,
• making comparative judgments that reﬂect our perception of the problem,
• represent those judgments with meaningful numbers,
• and synthesize those numbers to support a decision.
The comparative judgment, and the translation of those judgements into numbers,
is often criticized for being “subjective” and thus a source of error. However, combin-
ing the results of various evaluations with some objective function into a single number
which identiﬁes the best alternative that must be selected, is not objective either, as
both the selection of the evaluation criteria, and the way the results are combined, are
subjective. Furthermore, such approaches have the disadvantage of being restricted to
quantiﬁable engineering properties, and lack transparency on how exactly the weighting
factors were derived. Rather than hoping for the optimal concept to emerge when we
just keep analysing all alternatives, the research objective is to investigate possibilities of
proactive decision making in concept selection. Starting point is the assessment of the ex-
tensive set of tools for decision analysis with respect to applicability to concept selection.
Fundamental requirement must be the ability for meaningful trade-oﬀs between advan-
tages and disadvantages of each alternative, and the consideration of non-quantiﬁable
intangibles in the decision process. A further research objective is thus to develop a con-
sistent, intuitive, and mathematically sound interface between quantiﬁable engineering
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properties and the intangible oriented decision analysis tools.
1.4 Solution Strategy
1.4.1 A Proactive Decision Making Approach
The Impossible Answering Machine. Let us for a moment assume we had a black box
device based on some algorithm which would always make the right decision, where right
is magically deﬁned to be just that: “right”. The device would accept the following input:
“We have option A and option B. We like this-and-that about A, and the so-and-so of
option B. We need to choose one. Which one?”. After some time of analysis, the device
would provide the following output: “A”, see Figure 1.3.
Figure 1.3: Schematic of an impossible answering machine.
Would we blindly follow the advice of that machine, without making our own judge-
ment? If we don’t care about making a wrong decision and just test the machine to our
amusement, maybe. But certainly not if the decision had some impact on us. Would
we change our opinion if the inventor of that device had published the algorithm and
explained to us the underlying theory, but it is too complicated for us to understand?
Still, probably not. If we don’t understand why A is the better choice, we will not choose
A just because that device said so. As decision makers we have all the right, and also the
obligation, to be suspicious. Neither in concept selection, nor anywhere else, is a need for
a patronizing black box device which tells us to choose A instead of B. To fully support
a decision requires us to understand it. Confusion in this regard will create doubt, hes-
itation, and ultimately objection. So while we are looking for a dependable method to
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select the best concept, as objective as possible and well protected against human error,
we also have doubts about an answering machine, even if someone were to tell us that
it is ﬂawless in that it never makes bad decisions. Remedy to this dilemma is to ﬁnd a
suitable approach originating from the domain of decision theory.
Many theories for decision making were set up in areas where most of the information
is not obtained by measurement or mathematical analysis, but where intangibles such
as human perception and expert judgment is the predominant source of data to make
a decision. The decision analysis tools originating from those discipline independent
decision theories bear a huge potential of successful application to concept selection in
virtually all engineering industries. Unsurprisingly, a trivial recipe-book-like adoption,
which is at the same time still meaningful, is hardly ever possible. One reason is the
engineer’s assessment of how signiﬁcant physically measurable quantities and derived
evaluation results should be, which is very diﬀerent from less “number-ﬁxated” sciences.
While total dependence on numbers artiﬁcially conﬁnes the necessary vision and ﬂexibility
in decision making, one must not discard hard numbers from objective measurements as
insigniﬁcant. Instead, the ideal decision support tool must be able to process evaluation
results from engineering analysis, and it must also be able to capture the decision maker’s
tacit knowledge and experience. Due attention must be paid to a consistent interface.
Selection of a Suitable Decision Making Approach. The theory of decision making,
and the implications related to human behaviour when facing decision problems, are
discussed in Section 2.4. To identify potentially useful methods and their shortcomings,
the extensive set of methods and approaches related to multi-criteria decision making
(MCDM) is investigated with respect to the following objectives:
• Identiﬁcation of a generally applicable decision analysis tool,
• with the potential to process with some consistency evaluation results typical for
engineering analysis during the conceptual design phase.
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As will be shown in Section 2.4.4, a suitable decision analysis tool based on a solid
mathematical foundation was found in the Analytic Network Process (ANP). Its theory
allows to model, in principle, any decision problem by grouping alternatives, criteria,
and elements which inﬂuence alternatives and criteria into clusters, establishing decision
inﬂuencing relationships between these clusters, and deriving priorities which indicate
the most preferred alternative. The mathematical aspects which are concerned with the
derivation of these priorities are well investigated and do not require further research.
The working mechanisms of the ANP are presented in Chapter 3.
1.4.2 Novelties and Contributions
Closing the Gap. The results obtained from engineering analysis to evaluate alternative
design concepts are quantiﬁed on ratio scales, and concept comparison is usually based
on ratios of these evaluation results, yielding in what is referred to as ratio ratio scales10.
In contrast, core element of the ANP is the fundamental ratio scale which is necessary
to combine and trade-oﬀ both the tangible and also the intangible criteria used for the
comparison of the alternatives. The acceptance of ANP in an engineering application such
as concept selection thus hinges on the ability to combine the two scales in a consistent
way.
Inspired by the Kano Diagram [169] (see Figure 1.4), the novel approach of Implemen-
tation Dependent Feedback (IDF) is developed within this thesis. This approach provides
a consistent coupling of the DM’s subjective experience, knowledge, and intuition with
the objective measures of engineering analysis. The coupling is required for a successful
communication of the derived priorities: it provides trust in the plausibility of the de-
cision making process and dependability on the decision outcome, two very important
aspects when promoting a decision to others, such as a review board.
10Ratio Ratio Scale is not a typo
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Figure 1.4: The Kano diagram, developed by Dr. Noriako Kano.
Judgment Consistency with Implementation Dependent Feedback. The IDF approach
is based on a non-linear relationship between the quantiﬁable performance measure and
the degree of functional implementation, which provides the required judgment consis-
tency during the comparison of alternatives with respect to tangible criteria. The frame-
work also allows for consistency in the feedback, when the criteria are evaluated with
respect to the alternatives. The level of feedback depends on the expectations of what
the implementation level ought to be for the function of interest. The novel approach is
based on three interrelated concepts:
• Degree of Implementation
• Level of Satisfaction
• Intensity of Excitement
A detailed derivation of these concepts is provided in Chapter 4. The applicability of
IDF to real-world problems is demonstrated on a simple bridge selection problem, and the
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sub-problem of identifying from a set of ﬂoater concepts the one which provides largest
functionality. Of course, next to technical aspects, ﬂoater concept selection requires the
consideration of a variety of economical and political aspect.
Creating a Model for Concept Selection. The sole purpose of illustrative applications is
to demonstrate, often with easily comprehensible toy problems characterized by a ton of
simplifying assumptions, the working mechanisms of a proposed method. A fundamental
diﬃculty is to ﬁnd the right balance between the desired simplicity of the problem setup
and the necessary complexity to actually resemble the real-world problems the method
is designed to attack. Whenever the former is favored too much over the latter, the
method’s usefulness is in doubt. To counter this perception, the level of detail provided
for the setup of the ﬂoater concept selection problem in Chapter 5 will be extensive.
So far, concept selection in a deepwater development project is predominantly based
on the computation of economic measures such as the Net Present Value (NPV) to iden-
tify the most promising concept [69, 211, 218]. The limitations of such one-dimensional
approaches are known [295]. As an alternative, the complex decision problems encoun-
tered in the concept selection process of a deepwater development project can be ap-
proached with the ANP incorporating the herein developed IDF. This application of the
ANP to an engineering problem such as concept selection is, as will be shown, much
easier said than done.
Unfortunately, solving a decision problem with ANP is not simply applying some
procedure, as for example is the use of Finite Elements. Similar to FEM, which we
use to analyse any structure by solving for deformations, stresses, or velocities, we can
use the ANP to compute in a mathematically sound approach, based on a given set of
interdependence relationships amongst criteria and alternatives, a meaningful priority
vector. Similar to FEM, where the mathematical formulation of the elements in form of
ansatz functions does not contain information about the structure to be analyzed, the
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mathematical foundation of the ANP does not contain information about the structure
of the decision problem. However, in contrast to FEM, where the (shape of the) structure
to be analysed is known, the structure of the decision problem is unknown. In fact, before
the structure of a decision is established, its existence is not even guaranteed, and the
ANP does not provide a rulebook about what elements may or may not be important in
a particular decision, let alone how to identify them in the ﬁrst place.
Thomas L. Saaty, inventor of the ANP, acknowledged that the creation of a deci-
sion model which ﬁts the situation in which the DM ﬁnds himself is equivalent to solving
a problem never been solved before [263]. The creation of a decision model cannot be
performed by simply applying a standard algorithmic process. Structuring a complex de-
cision problem requires a considerably greater degree of abstraction compared to solving
it, and necessitates substantial amounts of thinking and imagination - human capabili-
ties which cannot be replaced by computers. The DM, not the decision tool, is the key
component. This is interpreted by many as a disadvantage, as it imposes a signiﬁcant
obstacle in project progress. The negative signiﬁcance of this aspect will decrease with
an increasing set of available and documented decision models which can be used as an
inspiration. However, within the collections of documented applications in Politics, Busi-
ness, Energy, Health, and Transportation [258, 259, 262, 270], an engineering application
dealing with the speciﬁc problems in concept selection is not included.
The proposed ﬁrst iteration of an oﬀshore concept selection model in Chapter 5 is thus
a novel contribution to the collection of ANP applications. It will serve as a starting point
to develop a variety of more elaborate and detailed decision models where the speciﬁc
situation demands for reﬁnement. Furthermore, despite the model being speciﬁcally
created for the concept selection in a deepwater project, there is no restriction to oﬀshore
industry, and the range of applications can easily be extended to the conceptual design
stage of other engineering industries.
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1.4.3 Scientiﬁc Environment
This thesis focuses on the selection of the optimal design concept during the preliminary
design stage, and the decisions which need to be made. The proposed decision model,
novel in its application to concept selection during the engineering design process, is
based on a multi-disciplinary approach which combines research results from a wide va-
riety of scientiﬁc areas, including business science, marketing, and psychology. “Decision
making” is not an activity tied exclusively to engineering, and neither is it an activity
performed by just a few individuals. Decision making is an everyday experience to every
single person. As Saaty puts it [253]:
“To be a person is to be a decision maker.”
Therefore, we are all experts in decision making in our own right, with our own per-
ception of what measures to take to come to a decision. Decision making is considered by
many to be an art rather than a science, and rightfully so. However, this “classiﬁcation”
does not elude decision making from the set of activities which can be approached in
a structured and systematic manner, a misconception encountered quite often. Against
this background it is important to acknowledge that also expressions such as “design”,
“quality”, “robustness”, and “risk”, used to describe and evaluate design concepts and
communicate decision results, are not exclusive to some speciﬁc engineering vocabulary.
They are equally often used by scientists, economists, politicians and many more in var-
ious, sometimes rather diﬀering ways. And each professional group usually consists of
more than one discourse community, all having their own speciﬁc way of talking. A brief
discussion of all research areas related to the activities in the conceptual design phase is




Concept Selection and Decision Making
2.1 The Aspects of Conceptual Design
Decision making in the conceptual design phase is the activity which is concerned with the
largest variety of diﬀerent aspects of engineering design. The decision making engineer
must be familiar with the following three distinct aspects:
• the structure of a design project,
• the available information basis,
• methods of decision analysis.
An essential prerequisite to decision making in engineering design is to acknowledge
the structure of a design project, and its ramiﬁcations on the information basis and the
questions to ask in the decision problem. Details will be discussed brieﬂy in Section 2.2.
The structure of the design project also impacts the available information basis required
for a justiﬁed decision, its acquisition, its processing, and its interpretation. The informa-
tion basis must be suﬃcient to compare the alternative design concepts with respect to
beneﬁts, costs, opportunities, and risks, see Section 2.3. With the structure of the design
project serving as the framework to acquire a suﬃcient information basis, the decision
maker must be familiar with possible options to structure and prioritize the obtained
evaluation results. Decision analysis is the discipline established as a formal approach
2. Concept Selection and Decision Making 26
to solve decision problems. Theory and methods of decision making will be discussed in
Chapter 2.4.
2.2 The Structure of a Design Project
2.2.1 Design Phases
In the introductory chapter, the design process was illustrated for a deepwater devel-
opment project. The project can be broken down into various stages and phases, which
allows to mature and execute the project in a systematic approach with company tailored
procedures, thus improving capital stewardship and overall project execution eﬀective-
ness [242]. The terms and notations used within the oﬀshore industry to label the various
phases and gates1 of a design project as depicted with Figure 2.1 are derived from ei-
ther activities at the oﬀshore oilﬁeld reservoir or from activities related to the design,
construction and installation of the production system.
What is diﬃcult to discern due to the industry speciﬁc terminology is that the funda-
mental structure of a deepwater project is perfectly in line with the structure of any other
design activity, a structure ﬁrst recognized by Asimow [14] and Dixon [86], initiators of
the formal study of engineering design.2 Independent of the industry, a design project
can always be decomposed into the same stages of preliminary, basic, and detailed design.
Each stage represents a set of imperative design activities irrespective of the design do-
main, sometimes referred to as the design core [239], while each activity or design phase
is an iterative problem-solving process, referred to as design process.
To improve the chance of success in a competitive business environment, each design
phase has been studied in-depth, from both practitioners and researchers, with a strong
focus on industry speciﬁc specialties as well as from a discipline independent point of
1A deepwater development project typically uses a stage-gate process, whereby the project must pass
through formal gates at the end of each design phase before receiving funding to proceed to the next
stage of work.
2The discipline independent classiﬁcation of the various phases as shown in Figure 2.1 is based on the
most prevalent expressions used by [84, 87, 100, 230].
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Figure 2.1: Phases of a design project, in principle and oﬀshore.
view.
2.2.2 Discipline Independent Engineering Design Methods.
Design methods are discipline independent, and therefore industry independent. A con-
clusion which, although very obvious, still seems to be dismissed at times. Especially
in cases where one industry is concerned with mass produced consumer products and
the other with large one-oﬀ manufactured purpose build structures, there seems to be a
doubt amongst some of the practitioners that a design method which has been proven
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to be successful in one industry can be applied to another. This doubt has its origin in
the simple fact that such discipline independent design methods are “lifeless” [239] until
they are applied in a context where a need exists. Their application will always require
speciﬁc tweaks and adjustments to the respective ﬁeld of application in order to become
workable, and this is true for any industry. A detailed discussion of engineering design is
provided in Section A.1, with focus on the following aspects:
• the importance of engineering design principles,
• the ramiﬁcations of a competitive marketplace,
• the key activities characteristic for each design phase,
• the implications of design knowledge and design freedom.
2.3 The Suﬃcient Information Basis.
Risk assessment, cost estimations, and marketing3 are integral parts of rational decision
making in the conceptual design phase. Ideally the DM is familiar with the various
aspects of product development and how they inﬂuence each other, especially when and
in what intensity. Before a decision about the concept to select can be made, a suﬃcient
information basis must be established. Essential to the selection of the optimal design
concept is the consideration of quality and robustness, which drives the design and deﬁnes
the evaluation criteria used in concept selection. Risk and reliability aspects of each
concept must be understood prior to selection, especially so when novel technologies will
be used. In many practical cases the information basis will never be suﬃcient enough to
make a decision without some residual doubt of it being the right one. The decision maker
must be aware of the omnipresence of uncertainty in the obtained evaluation results, and
its impact on the decision making process. This section represents a brief summary of the
3Marketing must not be confused with Advertising. Marketing is the activity of studying the market,
foremost the customers and their expectations, and how their expectations must be translated into design
speciﬁcations.
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relevant aspects to establish the information basis required for decision making during
conceptual design.
2.3.1 Quality and Robust Design
Pursuit of Quality. Product quality has been identiﬁed as the most important key to
economic success in a competitive marketplace [142], for having the potential to transform
a new client into a customer for life. The attempt to develop a successful design, which
includes the selection of the most competitive, most robust, and highest quality design
concept, without knowing “quality” and the underlying principles and concepts would be
comparable to the attempt of reaching the moon without being interested in the cosmos.
Signiﬁcant contributions that engineers should be aware of include:
• the attributes of quality and the design approaches to achieve them,
• the various problem solving tools to maintain and improve quality,
• the principles of quality function deployment (QFD),
• and the connection between customer requirements (CR), engineering characteris-
tics (EC), and product design speciﬁcations (PDS).
Readers not familiar with speciﬁc subjects will ﬁnd detailed information in Sec-
tion A.2. With respect to the conceptual design phase, the tools originating from the
discipline of Total Quality Management (TQM) are of special importance.
TQM and Engineering Design. The engineering design approach has been described as
a multiphase progression from the abstract to the concrete [14]. The problem statement
formulated at the beginning of each design phase has a signiﬁcant inﬂuence on every
subsequent step in the problem-solving process typical to each design phase. Thus, start-
ing each design phase with quality considerations during the formulation of the problem
statement will ultimately lead to a quality product.
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This quality-oriented problem statement is prerequisite for generating as many high-
quality solutions as possible, and as diverse as possible. It deﬁnes critical-to-quality
evaluation criteria, fundamental to a sound standing decision. And even beyond the point
of concept selection the problem statement’s impact on product quality is signiﬁcant, as it
indicates the direction for optimization and will eventually result in reduction of time and
eﬀort for implementing the solution [22]. In conclusion, the quality of the implemented
solution at the end of each phase, and ultimately the success of the entire design project,
depends greatly on the quality of the problem statement. To get the right answer, you
have to ask the right question, and the supporting tools and methods are provided by
TQM (see Section A.2.1).
Robust Design. The pursuit of quality is with no doubt the impetus to the majority
of developments related to Quality Engineering and Robust Design (Section A.2.2), with
the Taguchi Method (TM) being the most prominent. It is a design optimization method
developed speciﬁcally for the parametric design phase. The aim is to reduce as much as
possible the variations in the performance measures, when the product is subjected to the
inevitable internal and external noise. Details are provided in Section A.2.3. Alternative
optimization methods such as Reliability-based optimization (RBO) and robust design
optimization (RDO) are discussed brieﬂy in Section A.2.4.
2.3.2 Risk, Reliability, and Safety
Risk Considerations in Concept Selection. Concept selection is the process of analyz-
ing and comparing each alternative with respect to advantages and disadvantages, and
trading-oﬀ one for the other. Quality considerations can be used to identify the signiﬁ-
cant evaluation attributes: the certain beneﬁts and cost, and the “less certain” beneﬁts
and costs that have a likelihood of materializing, referred to as opportunities and risks
[271]. Risk is commonly deﬁned as a compound measure for chance and magnitude of an
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hazardous event [197].
Concept selection not only requires the consideration of the expected beneﬁts and
cost, but also the “vulnerability of the technology to failure” and the associated risks
imposed on the public in general [279, 299]. While technology helps us to avoid, reduce,
spread, or mitigate known risks, it introduces a new portfolio of risks on its own. We
cannot make our world completely risk-free through application of science and technology
[99], instead we trade-oﬀ risks associated with current technology for hopefully much
lower risks associated with novel technology. However, the consequences of the ever
increasing complexity of our modern technological society are often unknown, and the
most hazardous eﬀects of new technologies are usually the least quantiﬁable. This creates
confusion about the possible impact that small incidents and major accidents can have
on our environment, our society, and our lives.
Engineering Risk Decisions. Risk is a known and accepted part of life. Some risks we
take voluntarily, some are imposed on us by others, and the reaction to these exposures
is actually very diﬀerent for the same level or degree of risk. This observation has an
important implication on engineering decision making. Decisions in engineering design,
for example concept selection for an oﬀshore oilﬁeld development, expose many people
who are not involved in the concept selection process to a variety of risks. Engineering
decisions are the source of risk conﬂict between the DM and the aﬀected public. The
American engineer Chauncey Starr, an expert in nuclear energy, identiﬁed risk as not
just an undesirable property of a design, but an issue that impacts the entire society and
should be considered accordingly in the process of decision making. He raised questions
about what risks to include before full disclosure is reached, how to weight the diﬀerent
risks, and what value system to use to deﬁne risk management priorities [300]. The
limitations of risk decisions are discussed in more detail in Section A.3.1.
Engineering decision making is concerned with a multitude of diﬀerent risks: techno-
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logical risks, economic risks, political risks, and social risks. Some risks can be reduced,
others we have to accept. A classiﬁcation of risks, based on the underlying hazards, their
frequency of occurrence, and their impact, is given in Section A.3.2. The aim of risk
assessment is to deﬁne criteria to evaluate and rank alternatives with respect to risk, and
to provide measures which enable the DM to answer the following fundamental question:
Which of the two alternatives is more risky, and how much more? This requires the
quantiﬁcation of risks in such a way that a meaningful comparison of diﬀerent risks from
diﬀerent categories and classes associated with diﬀerent alternatives is possible. Judg-
ment will play a signiﬁcant role in this activity, and thus the implications of “human
risk perception”, which is concerned with intuition, experience, and feelings about the
risks we are about to take, must be considered. A comprehensive overview is given in
Section A.3.3. To know the risks qualitatively and quantitatively is vital for good de-
cision making. To also know the available options to avoid, reduce, spread, or mitigate
the known risks is even better. How to “manage” the risks associated with a decision is
presented in Section A.3.4.
2.3.3 Quantiﬁcation of Uncertainty
Engineering decision are usually based on the evaluation results obtained for each of the
alternative design concepts. The evaluation results are derived by processing information
with a mathematical model that describes quantitatively the signiﬁcant aspects of the
product: its expected service performance, its costs, and its risks, technical and ﬁnancial.
The dependability on the outcome of any decision making analysis is strongly correlated
to the trustworthiness of the underlying evaluation results. The diﬃculties emerge from
the necessity to perform almost every engineering analysis in the face of uncertainty.
From an engineering point of view, uncertainty could simply be deﬁned as the lack of
certainty, a limitation of knowledge which would be necessary to exactly describe an
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existing state or a future outcome.4 Vital information may be inaccurate, incomplete, or
simply not available, and these aspects should be reﬂected truthfully in the results.
Omissions, in this regard, may lead to biased results with an unrealistic accuracy
and may therefore lead to wrong decisions with the potential for associated serious con-
sequences. Uncertainty modeling has thus already become an engineering task of great
importance and interest. While the proper mathematical description for various types of
uncertainty is still under vivid scientiﬁc discussion, a variety of clear and useful deﬁnitions
is right at hand, and will be discussed in Section A.4.
2.4 Decision Making: Analysis and Theory
2.4.1 The Human Aspect of Decision Making
Decision Problem and Decision Opportunity. Two types of decision problems can be
distinguished [173]. A decision problem can be imposed from outside, by others or by
chance, or it can be created proactively by the DM.
An ultimatum in a negotiation, or the right course of action when dealing with a
natural disaster, are two examples for externally imposed decision problems. In situations
like this the DM is either presented with a set of prescribed alternatives5, or the decision
problem is approached by creating a set of alternatives. This raises the question of
which objectives and criteria to use for their evaluation. The approach is described as
alternative-focused thinking. It is reactive, limited, and backward.
Alternatively, a decision problem can and should be enforced intentionally, to identify
desirable decision situations and then beneﬁt from solving them. Instead of a decision
problem, it should be thought of as a decision opportunity. Decision making in concept
4One should be aware of the consequences of this “practical” point of view. By such a deﬁnition,
uncertainty also includes “natural” variability and probabilities are subjective representations of some
kind of belief. With perfect knowledge the universe would become deterministic, enabling us to predict
with absolute accuracy not only the fall of a coin, but for example the height of any wave anywhere on this
planet, from this day forth until eternity. This contradicts with the uncertainty principle based on the
work of Werner Heisenberg. However, engineers are rarely ever concerned with quantum mechanics.
5“My way or highway: you decide.”
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selection belongs to this second type of decisions. Such decisions require a clearly deﬁned
goal, before actions to reach these goals can be taken. The goal arises out of the DM’s
vision of what he thinks is ultimately of greatest importance to him. This assessment is
based on values, and it enable the expression of goals in terms of objectives. Focusing on
values before generating alternatives is called value-focused thinking.6
The Process of Making a Decision. Many deﬁnitions exist for the verb “to make”:
amongst them “to create”, “to shape”, or “to bring into existence” [222]. Decision making
describes a mental process of creation which results in a ﬁnal choice of a course of action
among several alternative scenarios, and must not be confused with the ﬁnal act of
“deciding”. The decision making process can be examined from . . . :
• a psychological perspective, focusing on individual decisions in the context of the
DM’s needs, preferences, and values,
• a cognitive perspective as a continuous process integrated in the DM’s interaction
with his environment,
• a normative perspective, concerned with the analysis of decisions, the logic and
rationality of decision making, and the choice it inevitably must leads to [167],
• a descriptive perspective, interpreting decision making as a problem solving activity
with the purpose to reach a satisfactory solution, and acknowledging the decision
making process as a combination of reasoning and intuition based on explicit as-
sumptions or tacit knowledge, which can also be irrational.
Figure 2.2 illustrates a decision process. After the decision problem is identiﬁed, the
goal and objectives speciﬁed, and enough promising alternatives generated, all of which
are tasks that require creativity, the problem is “solved” by identifying the alternative
with the highest chance of reaching the goal and achieving the objectives. Approaches
6Adhering to the engineering design principles during the conceptual design phase both stimulates and
demands value-focused thinking.
2. Concept Selection and Decision Making 35
Figure 2.2: Illustration of the decision making process.
to decision making range from uneducated random methods such as ﬂipping a coin, or
forms of divination such as astrology or revelation through meditation, all the way to
advanced decision making techniques to derive an informed decision in a structured and
elaborate manner.
A structured but still rather basic method is rational decision making7, where the
selection is based on a list of advantages and disadvantages for each alternative. The
“Pugh Concept Selection Method” is such a method of rational decision making [239].
Satisﬁcing is a structured search approach which describes the selection of the ﬁrst alter-
native which is acceptable based on some “aspiration level” [285, 45]. Another approach
to decision making is referred to as elimination by aspects, where the set of alternatives
7also referred to as “pros and cons”
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is gradually reduced by alternately introducing an aspect and eliminating all alternatives
without that aspect, until one alternative remains [318]. A reﬁnement of this approach
is given in form of preference trees, where the aspects are ranked in terms of signiﬁcance
[319]. Minimizing the opportunity cost is another way to derive a decision, by which
the selection is based on the missed opportunity for not having chosen the second best
alternative [46].
More elaborate decision making techniques are prioritization methods such as the
simplistic decision matrix, or advanced methods originating in the ﬁeld of multi-criteria
decision making (MCDM). They will be discussed in greater detail in Section 2.4.4. Many
of these methods are based on the alternatives’ utility [198].
Fundamental element of decision making is judgment, which describes the evaluation
of evidence prior to making a decision [165]. Decision describes the selection between
two or more possible actions. The mental act of deciding8, and the investigation of the
neural processes during that activity, lie in the domain of neuroscience, psychology, and
sociology, and are here of no further interest than to acknowledge their impact on the
discipline of Decision Analysis.
2.4.2 Decision Analysis
Formal Representation of a Decision. The discipline of decision analysis was estab-
lished by Ronald A. Howard [146] as a formal approach to solving decision problems.
It includes the various philosophies and resulting decision theories, and provides the cor-
responding procedures, methods, and tools for identiﬁcation, representation, and assess-
ment of all aspects of a decision. The purpose of decision analysis is not the unsupervised
8A straight forward explanation of “deciding” is given in [136] as a change of state in mind. Prior to the
decision the DMmight have assigned to each alternative a preference, based on knowledge, experience, and
intuition, or by analyzing the problem in a structured way. To decide is to reassign all preference to one
alternative which maximizes the chance of achieving the goal. The amount of necessary “reassignment”
inﬂuences signiﬁcantly the psychological stress, because it means to discard all information and knowledge
which favored other alternatives, and also to accept the disadvantages of the alternative to be chosen.
In order to do this, the DM needs to overcome a mental barrier, referred to as “inertia of the mind” or
“obstacle of the mind”, and perform a transition of the mind potential.
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computation of a decision with an “impossible answering machine” as described in Sec-
tion 1.4.1. Instead, the tools and methods of decision analysis are designed to formally
represent a decision, prescribe a recommended course of action, and thereby providing
insight that is necessary for the DM to overcome his mental barrier prior to selection.
The formal representation of a decision is usually based on a graph, such as a ﬂow
chart, a decision tree, or an inﬂuence diagram, which helps to better understand the
decision problem by forcing us to structure it. The necessary decomposition into a goal,
criteria, sub-criteria, and alternatives enables the precise, purposeful, and target-oriented
investigation of the alternatives, with respect to how well they achieve their objectives
in the ﬁnal outcome. The consideration of multiple, possibly conﬂicting objectives and
their trade-oﬀs in the derivation of a formal recommendation is commonly based on
multi-attribute value functions, or multi-attribute utility functions when facing risks. The
many judgments required along the way of evaluation and comparison force us to express
explicitly what we truly feel and think about the decision we are about to make, which
yields an informed decision we can justify to ourselves and communicate to others.
Diﬃculties and Challenges of Decision Analysis. Problems arise when the derived rec-
ommendation is not in line with the DM’s feelings. It means, the derived numbers have
not the power to overcome the mental barrier and change his mind. It is a strong indi-
cator that something is missing in the decision analysis. In this regard it is important to
distinguish again between a decision making process, where as truthful as possible pref-
erences are being derived, and the search for an “objective” conﬁrmation of a decision
which has already been made subconsciously. Cognitive biases can signiﬁcantly distort
the decision making process. Amongst the more common biases are the selective search
for evidence (conﬁrmation bias), the tendency to seek information even when it cannot
aﬀect the decision (information bias), the unwillingness to change familiar thought pat-
terns (inertia), the tendency to rely too heavily on past references (anchoring), and group
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related biases such as peer pressure to conform to the opinions held by the group, and
the tendency to give preferential treatment to other members of the same group (group
think and ingroup bias). A more comprehensible overview on cognitive biases in decision
making is given in [12, 21, 166]. Decision analysis will not prevent someone to put in
poor, counter-intuitive, and biased judgement, thus the DM must be aware of the various
forms of bias to actively obviate them with suitable counter measures.
But even in the case of an unbiased decision analysis, free of any prior preference for
one of the alternatives and indiﬀerent feelings, decision making can be frustrating. The
DM might feel uncomfortable in situations where the decision must be based on informa-
tion which is knowingly incomplete or uncertain. Intuition, experience, and knowledge
may not be enough to dissipate hesitation and doubt. The resulting psychological stress
is increased when facing a decision conﬂict of opposing options9 with almost equal pref-
erences, and further ampliﬁed in situations where the scope of direct consequences and
indirect implications of a decision become overwhelming. The stress arises from concerns
about social and material loss from either course of action, and its impact on the DM’s
reputation [155].
Stressful decision problems could be approached in a bureaucratic manner, by setting
up criteria for automated decisions which ignore new information. Equally imprudent
is to uncritically acquiesce to a person in authority or an expert and adopt what is
recommended while ignoring the lessons of past decisions.10 So is to avoid a decision by
delegating responsibility, or trying to force a decision immediately. Instead, challenging
and stressful decision problems should be attacked by meticulously gathering relevant
information, and derive preferences in an unbiased manner. The quality of a decision
depends on the available facts from which we extract knowledge, on the experience of
past decisions, on an adequate analysis to bring everything together, and on judgment
9A go/no-go decision has always just two options which are perfect opposites.
10A similar defective decision making approach sometimes observed is a combination of these two,
where the DM is taking the most opposite action compared to the advice of mistrusted authorities.
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to do the necessary trade-oﬀs and create meaning [84].
How to structure facts and information to get a clear picture of all positives and
negatives, how to utilize knowledge, experience, and advice from experts, how to reason
between conﬂicting judgment values, and how to ﬁnally make a decision which can be
understood, supported, and relied on, is up to the DM and the selected decision analysis
tools. Independent on the chosen approach, the aim should be to thoroughly think
through a decision before a selection is made.
Thinking and Deciding. There is a diﬀerence between thinking and deciding [263]. To
think is to execute cognitive processes which involve perception, interpretation, imag-
ination, memory, reasoning, and language. We consciously manipulate information to
form concepts, reason, and solve problems. Deciding does not require thinking, as many
decisions are either reﬂexes or made based on intuition [175] rather than on explicit and
detailed reasoning: it’s fast and reasonably reliable for the myriads of daily decisions.
Next to the fast, intuitive, and emotional, but sometimes faulty and always biased way of
deciding, we have a slower, more deliberative, and more logical way of thinking through
a decision to avoid negative consequences of poor choice. Daniel Kahneman, winner
of the Nobel Memorial Prize in Economic Sciences, has shown that these two ways of
thinking and deciding arrive at diﬀerent results for the same problem, using the same
data [164].
To make a thoughtful decision we must collect suﬃcient data which may be too much
to memorize, we need to interpret it and imagine what might be missing. Often new pieces
of information support a diﬀerent solution, and reasoning becomes increasingly challeng-
ing. Thoughtful decision making thus requires a systematic approach which allows us
to structure the problem outside our heads before we can make judgments, choose, and
act accordingly. Geometric structures have been found to be useful in representing our
perception of connections and interactions amongst the various components of a decision
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problem [120].
2.4.3 Decision Theory
Decision theory describes the formal analytical tools and methods to understand, explain,
and predict decisions. Based on a set of clearly deﬁned terms including alternative courses
of action, value, uncertainty, objective, and rationality, decision theory is concerned with
the mathematical formulation of the decision problem to determine the optimal decision.
Some want decision theory to be normative, logical, precise, and free from human ﬂaws
such as a distorted perception of reality, biases, hesitations and doubts. Others under-
stand decision analysis as a discipline to study human decision making behaviour, and
want decision theory to explicitly capture the above mentioned ﬂaws.
Thus a distinction is made between prescriptive and descriptive decision methods [31].
Prescriptive methods assume an ideal DM who has perfect knowledge of the situation and
acts fully rational. Perfectly rational individuals always do or choose what maximizes
their personal advantage [37], and are referred to as “Homo Economicus”11. Prescriptive
methods dictate how people ought to make decisions based on a set of axiomatic rules,
referred to as action axioms, which embody a criterion for recommending an action. The
maximum expected utility action axiom12 used in most prescriptive decision methods is
thus of the form: “If an alternative has the maximum EU13, it must be selected”.
In contrast to prescriptive methods, descriptive methods are concerned with the actual
behaviour of human DM, which is often irrational and thus inconsistent with axiomatic
rules. However, according to Saaty [253]:
“Structure and underlying arithmetic of decision making should naturally
match with our intuitive decision-making process in such a way that the out-
11A common concept in Rational Choice Theory.
12The explicit deﬁnition of a rational decision maker as required in the expected utility theory is given
in [325].
13Expected utility, a detailed discussion is provided in Section B.1
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come either represents our expectations well or is suﬃciently reliable for us
to willingly change our expectations as part of our learning process.”
A detailed discussion of decision theory, the distinctions made between decision under
certainty, uncertainty, and risk, and the various decision methods is given in Section B.1.
Of special interest to decision makers in engineering disciplines are the methods dealing
with multiple criteria and multiple choices.
2.4.4 Multiple Criteria and Multiple Choices
Multi-Criteria Decision Making. The decision problems encountered in the various
phases of an engineering design project usually involve a set of alternative solutions to a
given design problem, and a set of evaluation criteria to measure their performance with
respect to the problem. Criteria might include attributes of quality, costs, or risks, which
should be considered simultaneously. Those criteria are typically in conﬂict: the alterna-
tive of highest quality is rarely also the least costly, the alternative which maximizes the
proﬁt is usually not the most risk-averse option, and saving costs usually increases the
risks. The following is a list of increasingly complex problems which can be solved using
multi-criteria decision making (MCDM) methods:
• ﬁnd the most preferred alternative,
• rank all alternatives in terms of preference,
• determine the relative preference of each alternative.
MCDM methods are concerned with the assignment of weights which express the
signiﬁcance of the multiple criteria, and the combination of these criteria weights with
the evaluation results obtained for each alternative. The diﬀerent approaches towards
the derivation of the criteria weights, and the diﬀerences in composition towards a formal
recommendation is what distinguishes the various MCDM methods [174, 183, 109]. A
critical survey of currently existing MCDM methods is provided in Section B.2.3.
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The Ambiguity of MCDM Methods. Despite of more than 50 years of intense research
and successful application to real world problems, MCDM is still vividly debated as
obviously diﬀerent MCDM methods may yield diﬀerent results when applied on exactly
the same data [315]. Using the MCDM methods themselves as data leads to the decision
making paradox [316], see Section B.1.3. In short, when a set of decision making methods
is used to decide which of them is the “best”, the recommended method varies amongst
the several studies, while most methods do not derive a recommendation for themselves.
Depending on the decision problem, the DM must select the most appropriate method.
Because of the multiple conﬂicting criteria, which are usually interdependent, MCDM
problems do not have a unique optimal solution. Instead, the DM must choose from a set
of non-dominated14 alternatives, characterized by the property of always being inferior
to at least one other alternative with respect to at least one criterion. This requires the
DM to trade-oﬀ, based on preference, one criterion for another. Thus the outcome of
MCDM, be it a ranking order or a fully established distribution of relative preference
among the alternatives, depends not only on the used MCDM method, but even more so
on the “subjective” preference information provided by the DM. This is with no doubt
a source of human error, and therefore seen by some as a major disadvantage. This
conclusion seems to express their lack of trust in the ability of humans to make good
decision15, something decision makers would naturally disagree with. Besides, imagine
a world where machines and algorithms compute what we ought to do, without even
considering the human perception of things. Who could possibly want that?
MCDM in Engineering Design. Concept selection is to choose from a ﬁnite set of n
alternatives the one which is considered the most preferred with respect to a set of
m criteria. The use of MCDM methods in engineering design has been proposed many
times [84, 119, 194, 298, 314]. However, a strong preference for MAUTmethods, reliability
14The concept of dominance will be elaborated in greater detail in Section 3.2.1.
15Or is it just a mistrust in their own ability to make good decisions?
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based decision tree models, and for simplistic hierarchical systems can be observed. These
methods, powerful as they are, lack the ﬂexibility to consider the many intangibles which
inﬂuence the decision, as they rely too much on the requirement to express all criteria
within the same category, usually monetary costs. In contrast, the ANP has an equally
strong and sound mathematical foundation, without some of their shortcomings.
The Beneﬁts of ANP in Concept Selection. The ANP is a general, descriptive decision
making theory of value, reason, and judgment, that matches what people actually do
when making decisions. Based on ratio scales and their trade-oﬀs to attain equilibrium
and derive priorities, it brings scientiﬁc and rational ﬁndings together with a myriad of
intangibles, enabling the DM to combine the “qualitative” experience with the concrete
part of knowledge captured through science. To make the ANP a sound approach it needs
the creative mind with its ability to imagine and reason and the computer to lay things
out explicitly and to keep track of the many judgements made. According to Thomas
L. Saaty, the founder of the ANP [271]:
“The ANP’s assumptions are not some esoteric inventions that make it con-
venient to work out some arithmetic schemes that technical people cleverly
dream up under the cover of an academic umbrella.”
It is this aspect of a solid mathematical foundation which makes the ANP, a general
measurement method of preference, suitable for engineering applications, especially in
concept selection problems. The ANP is based on a precisely deﬁned and in application
very ﬂexible multi-valued logic which allows to reconcile diﬀerent kinds of magnitudes
on diﬀerent properties, attributes, and criteria. Unlike the traditional yes-no, preferred-
not preferred logic does not allow for a trade-oﬀ between various criteria, the ANP scale
admits diﬀerent intensities and captures priorities that indicate a range of possibilities for
our preference rather than just zero for not preferred or one for preferred. A single number
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from its fundamental scale will be used to represent a preference judgement between two
elements. Key aspects of the ANP will be described in the following chapter.
45
Chapter 3
Decision Making with Dependencies and Feedback
3.1 Perspective
To illustrate feedback in a decision, I will adhere to the classical bridge selection problem
popularized by Thomas L. Saaty [253], with the following set-up: The goal is to select
the “best” of two bridges. We deﬁne two criteria: strength, and appearance, to evaluate
independently each bridge. Bridge B1 is very strong, but very ugly too, while bridge B2 is
exceptionally beautiful, and has suﬃcient strength. In terms of strength we would prefer
bridge B1, in terms of appearance bridge B2. Without a trade-oﬀ between appearance
and strength we get stuck with a draw.
To make trade-oﬀs between alternatives and criteria, a multi-valued logic that admits
diﬀerent intensities of preference is required, as ﬁrst the preference for the alternatives
diﬀers for each of the criteria, and furthermore the importance of each criterion is usually
diﬀerent. The relative importance of the criteria with respect to a goal is expressed in
terms of weighting factors, which expresses the subjective feeling of the decision maker
what the trade-oﬀ should be. In principal it’s much better to have an ugly bridge which
works rather than a beautiful which doesn’t. The decision maker may deﬁne the trade-oﬀ
to be 4:1, as he feels that four units of beauty are required be traded against one unit of
strength. Thus the importance of strength is rated with 0.8, and appearance with 0.2.
Trading oﬀ strength for beauty is the human way of deciding.
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Table 3.1: Individual preferences and synthesized priority vector for “best” bridge.
Alternatives Criteria Synthesis Priority Vector
Strength Appearance
(0.8)* (0.2)*
Bridge B1 0.75 0.1 0.75 · 0.8 + 0.1 · 0.2 = 0.62
Bridge B2 0.25 0.9 0.25 · 0.8 + 0.9 · 0.2 = 0.38
*In-principal judgment about the importance of the criteria.
A comparison of the bridges with respect to each criterion and a related deduction
of reasonable “distributions”1 of preference, followed by a weighing and adding process
as shown in Table 3.1, allows the synthesis of a concluding distribution of preference,
labeled priority vector. This vector allows the ranking of alternatives.
Based on the initial “in-principal” judgment of what the trade-oﬀ between strength
and appearance ought to be, bridge B1 is preferred. Re-examining bridge B1 reveals
that its remarkable yet completely unnecessary strength comes at a price in terms of
lack of visual appeal, raising the question: Is strength beyond a certain point worth the
lack of beauty? Both bridges fulﬁl the requirements of strength. As a reaction to this
observation, the decision maker will subsequently change the trade-oﬀ, let’s say to 1:1,
thereby reducing the relative importance of strength. The alternatives with their concrete
properties create a feedback on the criteria they are evaluated against, overriding the
initial judgment that the contribution of strength to the goal of “best bridge” is always
signiﬁcantly more important. A revised analysis with adjusted importance ratings for
the individual criteria is given with Table 3.2.
The priority vector indicates bridge B2 as the preferred bridge, which reﬂects our
intuition. So far, no derivation was provided for the numbers used to indicate preference
with respect to the criteria, but the numbers represent closely what we think and feel
about the decision problem. Furthermore, the adjustment of the trade-oﬀ ratio between
the strength and appearance criteria appears arbitrary, nonetheless the underlying logic
1A distinction is made between distributive mode and ideal mode, see Section 3.2.2
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Table 3.2: Re-analysis with revised criteria preferences.
Alternatives Criteria Synthesis Priority Vector
Strength Appearance
(0.5)* (0.5)*
Bridge B1 0.75 0.1 0.75 · 0.5 + 0.1 · 0.5 = 0.425
Bridge B2 0.25 0.9 0.25 · 0.5 + 0.9 · 0.5 = 0.575
*Adjusted judgment about the importance of the criteria, based on the concrete alternatives.
of adjusting importance ratings in the face of concrete alternatives resemble actual hu-
man decision behavior. After all, the synthesized ﬁnal priorities are in line with our
expectations. All that is needed is a formal mathematical framework which reﬂects this
kind of reasoned human decision making: the Analytic Network Process (ANP).
Within this chapter, the essentials of the ANP, including the conceptual framework
and its fundamental principles, will be explained. Comprehensive overviews with much
greater detail can be found in [252, 253, 255].2
3.2 The Priority Vector
A priority vector can indicate, in relative terms for each alternative, our preference with
respect to a physical property like strength. These priorities are closely related to the
alternative’s level of possession of this property, but usually not in a linear way. A pri-
ority vector can also indicate, in relative terms for each criteria, our preference for them
with respect to the goal. It indicates what our perception of the relative importance of
criteria is when we want to achieve our goal, for example identifying the “best” bridge.
The question is how to derive these priority vectors in a consistent way. For any prop-
erty that can be measured or otherwise quantiﬁed, one can simply divide its reading by
the sum of all, thus they will sum to one. Consistency is guaranteed, as the obtained
2It goes without saying that 30 years of research and development have produced reams of technical
papers illuminating multi-criteria decision making with dependence and feedback from the very basics all
the way to speciﬁc mathematical, technical, and even psychological aspects. Relevant contributions will
be cited elsewhere in this chapter.
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numbers represent objectively the relative possession of that property, though they do
not necessarily represent our actual preference with respect to this property.
The diﬃculties start with attributes that can only be quantiﬁed in a subjective manner
by guessing from our head. The preference ratings of 0.1 and 0.9 for bridges B1 and B2
with respect to appearance as given in Table 3.1 is such a case. We basically assign the
numbers which we think represent our preference for each criteria, all at once. This is
diﬃcult, and some may even say it’s random, especially when we have more than two
alternatives. An elegant method to avoid assigning numbers, but rather deriving them
in a coherent and consistent manner, is to utilize the strength of the human mind in
pairwise comparisons. While it is nearly impossible to deﬁne for a large set of bridges, in
relative terms, values which truly express our preference with respect to the appearance,
we can easily say which of any given two we prefer more.
3.2.1 The Pairwise Comparison
Dominance. A pairwise comparison between two elements can be done with respect to a
physical property or an attribute, which is, opposed to the former, a concept. Attributes,
also referred to as criteria, can be pairwise compared with respect to their partial contri-
bution to an overall goal. Whenever two elements are compared, we are trying to measure
dominance, how much better is e1 compared to e2 with respect to a common property
cr1. How much more do we prefer bridge B1 over bridge B2 in terms of appearance?
We can also compare criteria with respect to a higher goal: How much more important
is strength compared to appearance with respect to identifying the “best” bridge? In
generic terms: How much more important is criterion cr1 compared to cr2 with respect
to the goal?
Saaty introduces the unifying term dominance to express that one element is better,
more important, more signiﬁcant, more preferred, or more likely than another. A dis-
tinction is made between direct and indirect dominance. The former is concerned with
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the possession of a property or attribute, the level of keeping a certain condition, or the
satisfaction of a required standard or criterion, while the latter is concerned with the
element’s inﬂuence on other elements with respect to a property, attribute, or criterion.
Tangibles and Intangibles. As was demonstrated with the introducing bridge example,
engineering decision usually involves objective and subjective aspects. Objective aspects,
referred to as tangibles, include all physical properties which describe an objective reality
that is independent from an observing person. Related to a physical property such as
strength is a set of quantiﬁable engineering characteristics, all of which are tangibles.
Subjective aspects, referred to as intangibles, include psychological attributes such as
ideas, feelings, and beliefs. Appearance is an intangible. Furthermore, the collection of
tangibles to describe strength is an intangible, and so is the collection of criteria which
deﬁne “best” bridge.
To assess preference with respect to tangibles and intangibles requires a way to mea-
sure in both the physical and social domain. To measure is to assign to an object a number
that represents a degree of possession. As elaborated in more detail in Section 2.4.4, mea-
surement requires a scale. Some people, usually those with technical background, hold
on to the idea that measurement stringently necessitates a physical scale with a zero and
a unit, on which objects can be assigned magnitudes individually. Hence, intangibles
like appearance must be represented by a set of tangibles, otherwise they are rejected as
subjective, as if subjectivity is inherently undesirable and must be avoided in engineering
decision making. However, a restriction to tangibles measured on a physical scale is in-
suﬃcient to establish a meaningful preference for a certain alternative.3 Physical scales
tend to be linear and homogeneous indicators of quantity with no intrinsic meaning. A
quantity cannot describe in a meaningful way our nonlinear and inhomogeneous percep-
tion of the physical world. Referring to the bridge example: there is no intrinsic meaning
3Anybody who tried to decide which of two alternatives (camera, car, house) is more preferred when
comparing spec sheets made that experience.
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to a life load capacity of 13.4 kNm2. Meaning must be captured through comparative
judgment. For a pedestrian bridge to be able to carry that load indicates exceptional
strength, while for a road bridge the same quantity indicates suﬃcient strength. Further-
more, a road bridge that is able to carry just 6.7 kNm2 is not simply half as strong, but
rather signiﬁcantly weaker and dangerous. It would be unacceptable even at less than
half the price.
Without a “compendium of absolutes” hardwired to our consciousness, we understand
the world in ratios of varying intensities. The range of judgment for intensity is limited:
something is much better, slightly higher, extremely worse, or a tad smaller.4 A consistent
derivation of preferences necessitates the quantiﬁcation of this judgment with meaningful
numbers. To quantify is to measure, and there is only one way to measure tangibles and
intangibles on a common scale which allows for consistent trade-oﬀs between diﬀerent
criteria, and that is in relative terms expressed in the form of ratios which have an upper
and lower bound of intensity. Assigned to these bounds are absolute numbers which
cannot be changed by some formula to another number.
The Fundamental Ratio Scale. Table 3.3 shows the scale of absolute values for rep-
resenting the intensities of judgments about the dominance of the larger element with
respect to the smaller element [265]. It’s an absolute ratio scale, as it deﬁnes the widest
span of possible dominance in absolute terms. The size restriction in span is owed to the
circumstance that in order to guarantee consistency, the decision maker must be aware
of all graduations simultaneously. As it is, (most) humans cannot compare more than
seven objects (plus minus two) at the same time without getting confused [205, 261],
thus the 1-to-9 scale. A mathematical validation, and a comparison to other scales, is
given in [250]. The fundamental ratio scale allows to measure and quantify relatively and
meaningfully tangibles and intangibles in terms of things we understand: the goals and
4Seemingly absolute judgments such as very good, quite high, really bad, or somewhat small receive
their meaning through an imagined ideal.
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Table 3.3: The fundamental scale of absolute numbers by Saaty.
Intensity Deﬁnition Explanation
1 Equal importance Two activities contribute equally to the objective.
2 Weak
3 Moderate importance




Experience and judgement strongly favor one activity
over another.
6 Strong plus
7 Very strong plus
An activity is favored strongly over another;
its dominance demonstrated in practice.
8 Very, very strong
9 Extreme importance
The evidence favoring one activity over another is of
the highest order of aﬃrmation.
criteria of the decision problem. Its application is intuitive, and its universal suitability to
a wide range of decision problems in virtually all areas of human activity is demonstrated
in [259, 270], extensive collections of application studies.
3.2.2 Matrix of Pairwise Comparison
Construction of the matrix. The matrix of pairwise comparison, also referred to as
judgment matrix or dominance matrix, combines for all pairwise comparisons between
the n homogeneous elements5 the judgments of intensity of dominance [265]. Thus,
element aij of the n×n dominance matrix A describes the relative dominance of element
i over element j expressed in absolute terms of intensity taken from the fundamental scale
from 1 to 9. If the more dominant element i has an intensity of aij when compared to
element j, a reasonable assumption is that when the less dominant element j is compared
to element i with respect to the same criteria, the intensity of dominance is deﬁned by
5Homogeneous elements describe elements which have a common property or attribute, while the
comparison is with respect to the level of possession.
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To construct the reciprocal dominance matrixA with diagonal elements aii = 1 for i =
1, . . . , n, a total of n(n− 1)/2 comparisons is required.
The Eigenvector Solution. While there are many possibilities to extract from the matrix
of pairwise comparisons a priority vector: e.g. the eigenvalue, the least squares, and
the logarithmic least squares method, only one justiﬁable procedure exits to enforce
consistency, as proven mathematically in [254, 266]. The principal eigenvector of the
judgment matrix A is the priority vector w which indicates in relative terms for each
element our preference [249]:
Aw = λw (3.2)
For a consistent judgment matrix, the elements satisfy aijajk = aik for i, j, k =
1, . . . , n. Imagine a vector z = (z1, . . . , zn)
T of measurements of a certain property for
n elements, taken from the same ratio scale. Assuming these measurements are linearly
related to our preference for the corresponding element, we can derive the priority vector







Alternatively, we can use the measurements and construct the judgment matrix by
paired comparison. Instead of assigning to each element aij a value from the fundamental
ratio scale, we assign the actual ratio of the measurements zi/zj = wi/wj . Considering
Eq. 3.3, we obtain:




w1/w1 w1/w2 . . . w1/wn









A judgment matrix constructed from the actual ratios of the measurements is always
consistent: aijajk = (zi/zj)(zj/zk = zi/zk = aik. Therefore, all columns of A are linearly
dependent, hence the rank of A is one and all but the principal eigenvalue λmax are
zero. Since the sum of eigenvalues is equal to the trace, the principal eigenvector for the










The corresponding principal eigenvector can be found by substituting λ of Eq. 3.2




w1/w1 w1/w2 . . . w1/wn


















The priority vector w is recovered from the consistent judgment matrix as the prin-
cipal eigenvector. The true power of this rather obvious algebra exercise is, that the
derivation of the priority vector does not require to know the wi in advance. Instead,
all which is required is intensities aij . Although it is impossible to establish individually
measurements zB1 and zB2 for the appearance of bridges B1 and B2 respectively, we can
easily compare them, and assign a12 a value of 1/9 from the fundamental ratio scale, as
bridge B2 is beyond any doubt to the DM the much better looking bridge.
6
6The intensity a12 is a short form for aB1B2 .
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While consistency is automatically given when using a ratio ratio scale for the judg-
ment of intensity in a pairwise comparison, as shown above, this is not the case when
using an absolute ratio scale for judgment and having three or more alternatives. Whether
or not measurements are available, the judgments of intensity may be inconsistent due
to non-linearities in the properties.
Inconsistency. Inconsistency describes the logical discrepancies that can emerge when
a set of pairwise comparisons is linked to a sequence in diﬀerent ways. For example,
if element A is preferred over B, B is preferred over C, and C is preferred over A, the
three judgments are inconsistent. Inconsistencies occur when newly gained information
which changes our preference contradicts existing knowledge. Inconsistency is argued to
be important [252] to allow for continued adjustment of our understanding. However, it
must not be too large, as this would dissolve our foundation of knowledge.7 To admit a
desirable degree of inconsistency which should not be exceeded, we need to measure it.
It was shown with Eq. 3.5 that for a consistent judgment matrix A, the principal
eigenvalue λmax equals n. For inconsistent matrices it can be proven that λmax > n [250].
The subjective estimates for aij may be inconsistent because of judgment error. As a
result, the principal eigenvector of the now inconsistent judgment matrix has some error.
The variance of this error is utilized as a measure for the underlying inconsistency. It is




The property of this index is that for a consistent judgment matrix the index will be
zero, otherwise μ > 0. The mathematical meaning of μ is illustrated below. The trace of
A equals n, which is also the sum of the principal eigenvalues and the n−1 non-principal
eigenvalues. Thus:
7The conditions for rank preservation in an inconsistent, positive reciprocal matrix are derived in [267].
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Solving Eq. 3.8 for λmax − n and inserting into Eq. 3.7 yields:





From a mathematical point of view, the consistency index μ is the negative average
of the non-principal eigenvectors of the judgment matrix A. The consistency index is a
function of n and is, by itself, not an absolute measure. However, it serves as the basis
to deﬁne a limit for tolerable inconsistency.
Consistency Ratio. To assess the inconsistency of a n × n judgment matrix, its con-
sistency index is compared to the expected value of the consistency index, when the
underlying judgment matrix is constructed based on random intensity judgments for the
elements aij , i < j above the diagonal. The intensity judgments are modeled as inde-
pendent, uniformly distributed, discrete random variables, while the set of values each
can take with non-zero probability is given as {1/9, 1/8, . . . , 1/2, 1, 2, . . . , 8, 9}. Diagonal
elements are deﬁned as aii = 1, and the entries below the diagonal are taken as the recip-
rocals: aji = 1/aij . The values for the expected consistency index, referred to as random
index R.I., were determined by averaging simulation results independently by [115, 124],
and are given in Table 3.4.
Table 3.4: Random index in dependence on number of elements.
n 1 2 3 4 5 6 7 8 9 10
R.I. 0.00 0.00 0.52 0.89 1.11 1.25 1.35 1.40 1.45 1.49
If a set of pairwise comparisons yields a judgment matrix with a consistency index
μ as given with Eq. 3.7 close to the corresponding random index, the judgments are no
better than uneducated guessing. For the derived priority vector to be acceptable, the
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associated consistency index μ should not exceed a certain percentage of the random




0.05 · R.I. for n = 3,
0.08 · R.I. for n = 4,
0.10 · R.I. for n ≤ 5.
Otherwise, the judgments need to be reﬁned to reduce inconsistency. A simple and
eﬃcient approach is suggested in [252], where inconsistency is reduced by identifying the
most inconsistent intensity judgment in the matrix and adjust it accordingly.8 This is
done by comparing each element aij with the corresponding wi/wj from the resulting
principal eigenvector. The deviation of aij from wi/wj can be expressed by their ratio,
which is 1 in the consistent case. The largest deviation indicates the most inconsistent
judgment, which should be adjusted in the direction of wi/wj as much as the informa-
tion used for the pairwise comparisons allows. One then proceeds with the next most
inconsistent judgment until a suﬃciently low consistency index for the revised judgment
matrix is achieved. If a reduction of inconsistency below the threshold is not possible,
the decision problem is not fully understood, and before a meaningful priority vector can
be derived, more information needs to be collected. This is one of the major advantages
of a pairwise comparison over the assignment of weighting factors all at once. The incon-
sistency, which will remain hidden in the latter case, is getting exposed and forces the
decision maker to rethink his preferences, ultimately helping him to better understand
the decision problem.
Incomplete Comparisons. Incomplete comparisons refer to situations in which the DM
is either unwilling or unable to provide all judgments. A missing judgment can be com-
pensated by assuming consistency. Minimum requirement is one judgment in each column
8A more sophisticated method to reduce inconsistency based on gradients of A, yet less eﬃcient
according to Saaty, is given by Harker in [134].
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such that a spanning tree can be constructed [135]. In cases where the incompleteness is
a result of the decision maker’s hesitation to assign a crisp value to his intensity judgment
due to a lack of information that would justify a crisp answer, an approximate articula-
tion of preference, given as a range of scale values, may be used. This is referred to as
preference programming [8].
3.2.3 Ideal Mode and Distributive Mode
Scaling Method and Rank Preservation. The priority vector, derived as the principal
eigenvector of the judgment matrix, is unique to within multiplication with a non-zero
constant. However, the synthesis of all priority vectors obtained with respect to individual
criteria to one combined priority vector on the next higher level requires all priority
vectors to be scaled the same way. Two distinct scaling methods will be required within
the ANP: idealization, by which the priority vector is divided by its largest element
and thus the largest relative preference is one, and normalization such that the sum of
relative preferences is unity. These are referred to as ideal mode and distributive mode.
Contrary to the ideal mode, the priorities in the distributive mode depend on the number
of alternatives.
While the rank within the individual priority vectors obtained through pairwise com-
parison with respect to each criterion cannot be changed by the method of scaling, rank
preservation in the synthesized ﬁnal priority vector which combines priorities of all cri-
teria depends on the use of idealization or normalization, and it is case dependent what
is needed [256]. In general, the ideal mode is used for rating, where the introduction of
further alternatives must not inﬂuence the ranking of the already rated, while the dis-
tributive mode is used for comparison, where rank reversal is acceptable and desirable.
A detailed discussion is given in [255, 269]. Within the ANP as used herein, with the
exception of rating BOCR merits (Section 3.5 and 5.5.6), the distributive mode is used.
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3.3 The Decision Model
The ﬁrst step in solving a decision problem is its abstraction into a model with a clear
structure to fully understand the scope of the problem [263]. Structuring the problem
is called decomposition and requires experience, knowledge, creativity, and imagination.
The task is to identify the goal, the criteria that serve its fulﬁllment, the actors involved,
and the actions to be taken, group these elements into clusters, and organize the clus-
ters in a visually comprehensible manner. The structure must capture accurately the
known relations and decision-inﬂuencing interactions amongst the individual elements
and clusters, including their varying degrees of intensity. This necessitates tools for an
unambiguous geometric representation of the structure.
3.3.1 Model Components
Elements, Levels, and Clusters. A set of elements can be categorized and grouped
into clusters9 according to their similarity in meaning. Clusters should be synergetically
diﬀerent from their elements, otherwise they would be nothing but a collection with no
intrinsic meaning, which will make it impossible to deﬁne meaningful relations with other
clusters and their level of inﬂuence on the distribution of preference. Figure 3.1 depicts
the clusters identiﬁed for the introductory example.
The elements within a cluster do not have a natural order of preference. Rather,
the preference is inﬂuenced from other elements which represent a property or criteria
the elements inside the cluster have in common. For each of these inﬂuencing elements
we are able to derive through pairwise comparison a unique priority vector which indi-
cates in relative terms our preference of the elements within the cluster with respect to
this element. The inﬂuencing element can be an outside element, this is referred to as
outer dependence. Or the preference for the elements within the cluster is conditionally
9In the special case of a hierarchical structure, clusters are referred to as levels as they are arranged
in descending order. In accordance to the graph theory, which is part of the mathematical foundation of
the ANP, a cluster may also be referred to as a vertex.
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Figure 3.1: Grouping of elements into clusters of similar, superordinate meaning.
dependent on itself with respect to a common attribute, which is referred to as inner
dependence.
Arrows of Inﬂuence. The preference for a set of elements within a cluster is usually
inﬂuenced by more than one other element with varying intensities. Furthermore, the
inﬂuencing outside elements may belong to diﬀerent clusters. To relate elements and
clusters, arrows are used as a graphical representation for the ﬂow of inﬂuence on the
outcome of the decision problem. Figure 3.2a depicts two clusters, with an arrow pointing
from cluster Ci to cluster Cj . The arrow into cluster Cj represents an inﬂuence, that
some or all elements eik, k = 1, . . . , ni of the cluster Ci have on the distribution of the
relative importance of the elements ejk, k = 1, . . . , nj in cluster Cj . In short, we say one
of the following things, which all mean the same:
• cluster Ci has an impact on cluster Cj ,
• cluster Cj is inﬂuenced by cluster Ci,
• cluster Cj depends on cluster Ci.
For each element eik of cluster Ci that has an impact on the cluster Cj , we derive a
priority vector w
(eik)
j through the process of pairwise comparison of all elements ejk of
cluster Cj with respect to the element eik. For all elements eik that have no impact on
the cluster Cj , the corresponding priority vector w
(eik)
j is a zero vector. As a result of
cluster Ci inﬂuencing cluster Cj , we obtain a set of ni priority vectors of size nj , where
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Figure 3.2: Arrow depicting the inﬂuence of cluster Ci on cluster Cj .
ni is the number of elements in cluster Ci, and nj the number of elements in cluster Cj .
We combine these ni priority vectors into the following ni × nj block matrix Wji which
indicates the total inﬂuence of cluster Ci on cluster Cj :
Wji = [w
(ei1)


































The direction of inﬂuence. Constructing a legitimate structure for a decision problem
requires a careful consideration of the direction of inﬂuence, a tricky part for the way we
use language. Consider the clusters “C: Criteria” and “A: Alternatives” as given with
Figure 3.1. What is the direction of inﬂuence? Do the criteria inﬂuence the alternatives,
or the alternatives the criteria?
The aim of decision making is to determine preferences, more precisely, the distribu-
tion of preference among elements within each cluster. Inﬂuencing elements are those for
which such a distribution can be established. Thus, the criteria inﬂuence the alternatives,
and the arrow must point from the cluster C to cluster A as shown in Figure 3.2b. The
inﬂuence of strength and appearance on cluster A is that we prefer the stronger and
better looking bridge, not that both bridges become strong and beautiful. Furthermore,
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there is no such thing as “unpreference”. Even the uglier bridge B1, though it is certainly
not preferred with respect to its appeal, has a positive preference for appearance. It’s
just very much smaller compared to bridge B2.
Hierarchies and the Path of Inﬂuence. Such as the criteria inﬂuence the alternatives,
the criteria are inﬂuenced by the superordinate goal.10 The resulting path of inﬂuence
is depicted by a linear top-down structure, referred to as hierarchy. A hierarchy is a
system where the clusters of elements are arranged in levels, with the goal on top and the
alternatives in the bottom level. Composition requires each element to be subordinate
to other elements in the level directly above [253]. Mathematically, hierarchies can be
described as a special type of ordered set, or as a special case of a graph [263], while both
interpretations allow for formal deﬁnition. Within a hierarchy formulation, the criteria
are independent from the alternatives [251]. In this case, the overall priority distribution
with respect to all preference-weighted criteria is obtained by adding the priorities of the
alternatives under each criterion multiplied by its relative importance with respect to
the goal. Hierarchies are rather simple structures, and in many applications, its simplest
variation in form of a Three-Level-Hierarchy with a goal, a set of criteria, and the alter-
natives, is used. Table 3.1 in the introduction of this chapter is an example. However,
from [255]:
“We cannot collapse complexity artiﬁcially into a simplistic structure of two
levels, criteria and alternatives, and hope to capture the outcome of interac-
tions in the form of highly condensed judgments that correctly reﬂect all that
goes on in the world.”
10The associated priority vector is derived by solving the eigenvalue problem for the judgment matrix
constructed using the same methodology of pairwise comparison. The intensities are obtained by answer-
ing the following question: Which of the two criteria, strength or appearance, is more important when
selecting the “best” bridge, and how much more?
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3.3.2 Model Structure
Dependence in Decision Making. Asking someone a simple random question about his
preference for some arbitrarily chosen alternatives, chances are high the answer is: “It
depends.” Dependence is an accepted property of nearly all decisions, with independence
being a rare and special case. In contrast, the majority of decisions, when modeled,
assume independence. The reason is not so much the ignorance of people, but the limi-
tations of the mathematical tools and methods to model decisions, and the great eﬀort
required to overcome them [264]. Assuming independence simpliﬁes composition and
analysis of the model, but may increase the gap between the obtained result and what
we think the result should be. This gap erodes the trust a decision maker is required
to have in the ability of an analysis tool to capture complex problems. Dependability
hinges on the capability to model decisions realistically by considering all known depen-
dencies, which requires more elaborate structures, and more sophisticated methods for
their analysis.
Network Models. In contrast to a linear top-down hierarchy, network models have many
directions of inﬂuence, resulting in loops within and cycles between clusters, as shown in
Figure 3.3. For example, the criteria inﬂuence the alternatives, but with respect to the
same goal, the alternatives also inﬂuence (the distribution of preference of) the criteria.
Whenever there is a cycle, the priorities associated with clusters and elements in that
cycle will completely dominate over the priorities with respect to elements that are not
part of that cycle. These elements, referred to as source nodes11, can be ignored in
the model. As a consequence, networks don’t have a goal cluster. Instead, the goal
represents a comparison inducing criteria, referred to as control criterion, which is not
directly linked, but used for pairwise comparison to determine cluster weights.
Relatively free of rules for what the clusters, elements, and relationships should be,
11Owing to the underlying graph theory, a distinction is made between source nodes, transient nodes,
and sink nodes.
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Figure 3.3: Comparison of a hierarchy and a network model.
the structure of a decision problem is established by the decision maker according to
his perception of the reality in which the decision is embedded. This is considered to
the ANP’s greatest strength, and greatest weakness. Once the structure is established,
pairwise comparison is used to establish the block matrix Wji as given with Eq. 3.10,
for each arrow of impact separately. Each column in each of the block matrices is a
normalized priority vector representing a distribution of preference. Synthesis describes
the mathematical derivation of an equilibrium between all these varying priority vectors.
The necessary mathematical construct is referred to as supermatrix.
3.3.3 The Supermatrix
Cluster weights. The concept of cluster weights is best explained using an illustrative
example. Suppose we have a network structure comprising four clusters as given in
Figure 3.4, with the purpose of the decision to identify from a set of alternatives the
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Figure 3.4: Derivation of Cluster Weights.
most beneﬁcial one.12 Each cluster of elements is both inﬂuenced by other clusters’
elements and inﬂuences the priorities for the elements in other clusters. Cluster weights
are used to determine the relative impact the clusters have on each other with respect to
the control criterion, which represents the goal of the decision. The cluster weights are




0 c12 c13 c14
c21 c22 0 0
c31 0 0 0




The interpretation is straight forward. Rows indicate for each cluster the clusters it
depends on.13 Cluster C1 depends on C2, C3, and C4, cluster C2 depends on C1 and itself,
cluster C3 depends on C1, and so does C4. Columns indicate the level of impact a certain
cluster has on others. Cluster C1 inﬂuences C2, C3, and C4, and the values for c21, c31,
and c41, are derived by pairwise comparison, using the following generic question: With
respect to the goal (to identify the most beneﬁcial alternative), which of two clusters
(take two from the set of C2, C3, and C4) depends more on C1, and how much more?
12There is no mathematical reason for a distinction between criteria, attributes, and alternatives. They
all represent elements clustered in groups of similarity.
13Arrows pointing towards it.
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The normalized principal eigenvector of the resulting judgment matrix represents the ﬁrst
column in the cluster matrix.
The process is repeated for each cluster, while each resulting column in the cluster
matrix represents a normalized principal eigenvector for which the elements sum to one,
indicating the level of inﬂuence the respective cluster has on all other cluster, including
itself. Clusters which are not inﬂuenced will be assigned a weight of zero and dismissed in
the subsequent pairwise comparison process. Therefore, if only one cluster is inﬂuenced,
the derivation of cluster weights becomes trivial. For the given example this is the case for
clusters C3 and C4, which both just inﬂuence C1, and consequently c13 = 1 and c14 = 1.
Composition of the Supermatrix. The composition of the supermatrix representing a
network14 of N clusters is achieved by multiplying the block matrices Wji with the cor-





c11 ·W11 c12 ·W12 . . . c1N ·W1N








Since the elements of each column in each of the block matrices Wji sum to one, and
the cluster weights in each column of the cluster matrix sum to one, each column of the
resulting supermatrix sums to one as a consequence. This essential property is referred
to as column stochastic15. The ﬁnal step is the synthesis of a concluding set of priority
14The supermatrix formulation for a hierarchy requires the identity matrix at position WNN , which
resembles a loop of inner dependence as shown in Figure 3.5. The following two explanations are consistent
and express, from diﬀerent points of view, the same: First, this block matrix entry is required forW to be
a square matrix with column stochasticity, and second the identity matrix indicates that the alternatives
depend entirely on themselves, thus the introduction of further alternatives will not alter their ranking,
which is consistent with the weighting-and-adding synthesis used in the introductory example.
15In cases where a block matrix contains zero vectors, a scenario often encountered for weakly linked
clusters, a renormalization of the respective columns is required. The consistency of this renormalization
with the fundamental logic of the ANP is discussed in [255].
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vectors, referred to as limiting priorities.
3.3.4 Limiting Priorities
All Roads Lead To Rome. The equilibrium of priorities is deﬁned as the “limiting
priority of impact of each element on every other element” [253]. It is thus necessary to
consider all contributions to this impact. Given three elements ei, ej , and ek, the direct
impact of ei on ej is given with wij . The total impact, however, must also include the
indirect impact through element ek, given by the product wik ·wkj . The limiting priority
must consider all such indirect inﬂuences by a third element, and beyond that every other
possible multi-link between the two.
Raising the Supermatrix to Powers. The direct impact of each element on each other
element is given with the n×n supermatrix W of Eq. 3.12, with n = n1+ . . .+nN being
the total number of all elements. The indirect impact of element ei on element ej by




wik · wkj (3.13)
Thus, the supermatrix which considers for all elements all 2-link impacts is given
with the square of the matrix: W2. In the same way, a supermatrix which considers all
3-link impacts is given with the cubic power W3. The result is an inﬁnite sequence of
supermatrices {Wk}. Consequently, the limiting priorities are given by the sum of this
sequence, and since the resulting matrix contains priority vectors we are free to divide it








The expression in Eq. 3.14 is known as Cesa`ro sum. It has been demonstrated that the
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Figure 3.5: Hierarchy and network for the bridge selection problem.
series {Wk} converges, thus its Cesa`ro sum A converges to the same value, that is W∞.
Therefore, to obtain the limiting priorities, it is suﬃcient to raise the supermatrix to
inﬁnite powers. The relevant analytical aspects to be considered, foremost irreducibility,
primitivity, cyclicity, and stochasticity, are discussed in detail in [253]. With respect to
practical (numerical) implementation, the supermatrix is simply raised to large powers
until convergence is reached.16
3.4 Bridge Selection: Revisited
Hierarchical Composition. Figure 3.5a depicts the hierarchical composition of the deci-
sion problem, in which the priorities for the criteria are deﬁned in-principal with respect
to the higher goal of selecting the “best” bridge. The problem requires three sets of
pairwise comparisons to build the respective block matrices as given with Eq. 3.10: (1)
the criteria C with respect to the goal of selecting the “best” bridge, yielding the 1 × 2
block matrix WCG which indicates the total inﬂuence of cluster G on cluster C, (2)
16A matrix with cyclicity c passes through a cycle of c phases which all converge independently. The
average of the c limits must be taken in such cases.
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the alternatives A with respect to strength, and (3) the alternatives A with respect to
appearance, yielding together the 2 × 2 block matrix WAC which indicates the total
inﬂuence of cluster C on cluster A. The following judgments were made:
• Strength is considered to be more important than appearance with respect to the
goal (aSA = 4)
17,
• bridge B1 is considered to be moderately more important than bridge B2 with
respect to strength (a12 = 3),
• and bridge B2 is considered to be extremely more preferred than bridge B1 with
respect to appearance (a12 = 1/9).
The resulting supermatrix is given as follows:
W =
⎡
⎣ 0 0 01 ·WCG 0 0





0 0 0 0 0
0.80 0 0 0 0
0.20 0 0 0 0
0 0.75 0.10 1.00 0
0 0.25 0.90 0 1.00
⎤
⎥⎥⎥⎦ (3.15)




0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0.62 0.75 0.10 1.00 0
0.38 0.25 0.90 0 1.00
⎤
⎥⎥⎥⎦ (3.16)
The ﬁrst column indicates the limiting priorities of the alternatives with respect to
the goal. They were obtained as well by the rating-and-adding synthesis as given in
Table 3.1.
Feedback Composition. Figure 3.5b depicts the structure to allow for feedback. The
impact of cluster G is zero18 and is not considered in the model. However, the purpose of
17aSA is a short form for acScA , which describes the dominance of criterion crS over criterion crA with
respect to the goal.
18The mathematical justiﬁcation is found in graph theory, a detailed discussion is provided in [253].
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the decision must still be considered as the control criterion in each pairwise comparison.
Without the goal to derive the in-principal judgment, the alternatives are thus used to rate
the signiﬁcance of the criteria with respect to selecting the “best” bridge. The problem
requires four sets of pairwise comparisons to build the respective block matrices as given
with Eq. 3.10: (1) the alternatives A with respect to strength, (2) the alternatives A with
respect to appearance, yielding together the 2 × 2 block matrix WAC which indicates
the total inﬂuence of cluster C on cluster A, (3) the criteria C with respect to the
bridge B1, and (4) the criteria C with respect to bridge B2, yielding the 2 × 2 block
matrix WCA which indicates the total inﬂuence of cluster A on cluster C. (1) and (2)
have been completed in the hierarchical composition. The following additional judgments
were made:
• Considering bridge B1 and thinking about its positive aspects which might be con-
sidered to select the “best” bridge, its strength stands out, but not by much, as the
decision maker doesn’t really care about this extra strength. Thus: (aSA = 2).
• Considering bridge B2 and thinking about its positive aspects which might be con-
sidered to select the “best” bridge, its strength is suﬃcient and does not generate
any excitement. Its superior appearance is judged to be strongly more important
for this assessment. Thus: (aSA = 1/5).









0 0 0.667 0.167
0 0 0.333 0.833
0.75 0.10 0 0
0.25 0.90 0 0
⎤
⎥⎦ (3.17)




0.1605 0.1605 0.1605 0.1605
0.3395 0.3395 0.3395 0.3395
0.1543 0.1543 0.1543 0.1543
0.3457 0.3457 0.3457 0.3457
⎤
⎥⎦ (3.18)
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The ﬁrst column (and every other) indicates the limiting priorities of all elements, in-
cluding the alternatives, with respect to the “inducing” goal. A block-wise normalization
shows the distribution of preference for the alternatives to be w = [0.309, 0.691]T, which
indicates an even stronger preference for bridge B2 as suggested by Table 3.2. The reason
is that with the explicit consideration of feedback, the adjusted importance ratings for
the criteria were not chosen arbitrarily as 0.5 each, but were derived in a mathematically
sound manner as 0.321 for strength and 0.679 for appearance.
3.5 The BOCR Model
3.5.1 Perspective and Attitude
The conﬁguration of the structure of the decision model depends on the decision maker’s
perspective and associated interpretation of the problem. Dependent on perspective,
elements and the way they inﬂuence each other can vary signiﬁcantly. In consequence,
the same set of properties which might support a strong preference for a certain solution
from a technical perspective can have a very diﬀerent eﬀect from an economic point of
view. Similar to perspective, the decision maker’s attitude inﬂuences signiﬁcantly the
structure and outcome of a decision problem, since selecting the “best” or avoiding the
“worst” are not simply inverse formulations of the same decision problem.
An elegant way to deal with this situation is to formulate the decision problem, for
example which concept to select during the conceptual design phase, multiple times in
a variety of diﬀerent positive and negative settings, incorporating technical, economic,
environmental, and if necessary even political control perspectives. For each model, re-
ferred to as merits of the decision, a priority vector is derived by composing a supermatrix
and raising it to powers. The synthesis of a ﬁnal ranking is then based on these merits,
whereby a rating process is used.
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3.5.2 The Merits of a Decision
BOCR: Beneﬁts, Opportunities, Costs, and Risks. The favorable and certain aspects
to consider in a decision are referred to as beneﬁts, and they describe the tangible and
intangible advantages, joys and pleasures that are associated with the selection of a cer-
tain alternative. The favorable but uncertain aspects are referred to as opportunities and
describe the pleasures coming from unexpected events that turn out to be advantageous.
Analog, the certain unfavorable aspects are referred to as costs, which describe not just
quantiﬁable monetary losses, but much more general all troubles and pains associated
with the selection of an alternative. Uncertain costs are referred to as risks. A combina-
tion of these opposing merits in one unifying decision network is generally not possible,
as costs and beneﬁts, as well as risks and opportunities, must not be confused as simply
being inverse to each other.
Great care is required to avoid what can be referred to as cross-assignment, a result of
the continuous trade-oﬀs we perform in our minds. These instantaneous trade-oﬀs cause
us to dismiss a beneﬁt because we immediately think of the increased costs associated
with it, and the other way around. Something is not beneﬁcial for being less risky, it is
simply less risky. And a small price is not a beneﬁt either, it’s still a cost. We can only
compare it to the much higher price of the alternative, and prefer the cheaper alternative
for being less costly. Separating the merits of a decision requires knowledge, experience,
creativity, and the ability to abstract thought, but is necessary for a truthful weighing of
the positives against the negatives.
Rating and Synthesis. Let B, O, C, and R be the limiting priority vectors derived under
each merit. Four distinct options for their combination are discussed in [260]:
• BO/CR
• bB + oO + c(1/C) + r(1/R)
3. Decision Making with Dependencies and Feedback 72
• bB + oO + c(1− C) + r(1−R)
• bB + oO − cC − rR
In most decisions these combination rules will yield identical ranking orders. For the
cases where this is not the case it is important to know the reasoning behind the rules
to choose the one which matches the decision problem. The coeﬃcients b, o, c, and r are
obtained by rating them, individually, with respect to a set of prioritized strategic criteria
[270], which represent the value system and attitude of the decision maker.19 Generic
strategic criteria are satisfaction, happiness, convenience, fulﬁllment, order, harmony,
peace, power, eﬃciency, social good, progress, and wealth [271]. In [257], the scope of
human values in decision making is discussed in detail.
19Usually the DM’s attitude is strongly inﬂuenced by the organization, including: corporate culture,




4.1 Limitations of the Fundamental Ratio Scale
The Need for Consistency. As was demonstrated with the bridge selection problem in
Section 3.4, the ANP is an elegant decision making theory which allows to capture the
non-linear feedback nature of human reasoning and decision making. Boon and bane
of the ANP is the lack of consistency-enforcing guidelines on how to “pick” the right
value when performing pairwise comparison. Boon, as any rule would restrict the DM
to model the problem according to his perception of the problem. Bane, as it is nearly
impossible to maintain consistency in the judgments over many years and many diﬀerent
projects. A judgment about bridge B1 being moderately stronger compared to bridge B2
should be the same when made at diﬀerent times, and should be the same for a diﬀerent
set of bridges which happen to be equally apart in terms of strength. Consistency is
important to benchmark the result of a current decision against experience gathered in
past decisions.
Ratio Ratio Scale. When comparing tangibles, the trivial method to enforce consistency
for judgments about dominance is to use a ratio ratio scale instead of the fundamental
ratio scale. Dominance is simply calculated by taking the measurements for the tangible
of each alternative and dividing the larger by the smaller. By constructing the dominance
matrix with these ratios and solving the then trivial eigenvalue problem, the resulting
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priority vector simply contains the same ratios (see Section 3.2.2). Using the ratio ratio
scale for dominance judgments is problematic for three reasons:
• Ambiguity and non-linearity of tangibles
• Non-linearity of perception
• Inconsistency with intangibles
The ﬁrst reason is concerned with the selection of appropriate tangibles to represent
the criteria. We cannot measure1 strength, which is a physical property. We can only
measure engineering characteristics (EC) such as lifeload capacity, ultimate load capac-
ity, stresses, or deﬂections. Which of these is the closest representation for strength?
And what about dynamic loads such as traﬃc, wind, temperature, and ground motions?
There is ambiguity, because most of the EC are not related linearly to each other. Take
two bridges, measure2 for both any of the mentioned EC, and calculate the ratio. The
ratio of any other EC related to the same property will be diﬀerent. Furthermore, if
the design of one bridge is changed such that the ﬁrst of the computed ratios will dou-
ble, the other ratio might change as well, but not necessarily by the factor 2. Tangibles
are ambiguous and non-linear. The second reason to avoid ratio ratio scales in pairwise
comparison is concerned with the non-linearity of our perception of the physical world.
Even if all tangibles were unambiguous and linear, our perception is not. The aspect of
quantities having no intrinsic meaning was discussed in more detail in Section 3.2.1. And
lastly, correlated to the ﬁrst two reasons, restricting oneself to ratio ratio scales renders
comparisons to dominance ratings of intangibles meaningless. There is legitimate reason
to prefer the fundamental ratio scale over the ratio ratio scale, with no exception. How-
ever, the fundamental ratio scale, despite being more appropriate to model dominance,
has two serious limitations with respect to engineering application.
1To measure is to quantify.
2. . . or compute . . .
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The ﬁrst is concerned with the lack of consistency in comparing tangibles in terms of
dominance using the fundamental ratio scale. The second is concerned with consistency
in evaluating which of two properties, represented by EC measured on their respective
scales, is more characteristic for a given alternative, and how much more. Both aspects
will be discussed brieﬂy.
4.1.1 Dominance of Tangibles
Fundamental Ratio Scale for Tangibles. The judgment of dominance should be made
according to the fundamental ratio scale based on the meaning of the comparison of the
tangibles, instead of taking their ratio. The fundamental ratio scale requires homogene-
ity amongst the compared elements, which means the dominance of the largest element
over the smallest element must not exceed 9. Thus in scenarios where measurements for
tangibles are close together on their physical scale, but small diﬀerences can mean big
diﬀerences in the DM’s judgment of preferences, the meaning is not extracted from how
many times larger one element is compared to another, but how close they are. Instead
of assigning dominance judgments around 1, Saaty suggests to deﬁne the fundamental
scale between 1 and the largest possible ratio deﬁned by the smallest and largest values of
physically possible, actual measurements. For example, if the largest possible measure-
ment ratio is 2, a possible judgment of intensities when comparing two elements would
be that a ratio of 1.3 indicates moderately more (3), 1.5 strongly more (5), 1.7 very
strongly more (7), and 1.9 extremely more (9) [253]. There is no rule about the “right”
level of linearity or non-linearity. That is, the DM may perceive a measurement ratio of
1.1 already as very strongly more (7), even though a maximum possible ratio of 2 still
demands to “reserve” a judgment of intensity of “extremely more” (9) for ratios in that
range.
This appears to be a remedy, but it is really just a scaling, the problem with con-
sistency in engineering application is not resolved. Imagine three bridges, and the load
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factor is our measure for strength. Bridge C is at its capacity, bridge B has a capacity of
1.3, and bridge A is very strong, with nearly 100% excess capacity. Bridge A, according
to the suggestion by Saaty and the engineering interpretation provided by Dieter as
given in Table 4.1, would be slightly favored over B, while B is slightly favored over C.
But, by the same logic, “with the highest possible degree of evidence”, A is demonstrated
to be absolutely superior to C, a judgment I would not make when looking at these num-
bers. What about numbers that are less “approachable” in their meaning? What is
the meaning of moderately, what is the meaning of strongly? As soon as results from
engineering calculation is available, the diﬀerence has been demonstrated, leaving only
1, 7, and 9 as possible intensity rating.
In conclusion, the judgment whether something is just a tad better or much bet-
ter depends on the context, which is best considered with the fundamental ratio scale.
However, in my opinion the issues of inconsistency in comparing dominance of tangibles
with the fundamental ratio scale are not yet addressed properly to promote ANP for
engineering decision making.
4.1.2 Dominance of Characteristics.
Fundamental Ratio Scale for Feedback. Measurement requires quantiﬁcation, but how
do we quantify personal preference for a bridge with respect to appearance? It is not
needed, as we simply compare two bridges in relative terms. But what is the other way
around, the feedback? Reexamine the judgments in Section 3.4 about what is character-
istic for each bridge. How much nicer must bridge B1 be before strength and appearance
are judged to be equally characteristic? How much stronger must bridge B2 be to justify
the judgment that appearance is “a tad” more characteristic? Neither in its most gen-
eral form (Table 3.3) nor in its engineering adaption (Table 4.1) does the fundamental
ratio scale provide interpretations of the intensity values that are suﬃcient to answer
these questions. Answers that are needed for feedback to be consistent across various
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Table 4.1: Interpretation of intensities of the fundamental ratio scale.
Intensity Deﬁnition Interpretation by Dieter
Relative importance of Relative performance of
selection criterion cr1 over cr2 alternative A compared to B
1 Equal
cr1 and cr2 have equal A = B,
importance, contribute equally A and B are the same with
to the product’s overall success. respect to a given criterion ci.
2 Weak
3 Moderate
criterion cr1 is thought to be A is thought to be moderately
moderately more important superior to B, the DM slightly
than cr2 to product success. favors A over B.
4 Moderate plus
5 Strong
cr1 is thought to be strongly A is thought to be strongly
more important than cr2 to the superior to B, the DM
product’s overall success. strongly favors A over B.
6 Strong plus
7 Very strong plus
The dominance of criterion cr1 The performance of A is
over cr2 with respect to product demonstrated to be superior
success has been demonstrated. to the performance of B.
8 Very, very strong
9 Extreme
cr1 is demonstrated to have very A is demonstrated to be
much more importance than cr2 absolutely superior to B
to the product’s success. under appropriate conditions.
alternatives, and between diﬀerent decision problems.
4.2 The Concept of Implementation Dependent Feedback
4.2.1 Aligning Ratio Scales
Dependability and Plausibility. As has been elaborated above, the fundamental ratio
scale is necessary for the combination and trade-oﬀ of tangibles and intangibles used to
compare alternatives. The tangibles are quantiﬁed independently for each alternative
on ratio scales, and consistency in the comparison of the alternatives with respect to
the tangibles is achieved by forming ratios, resulting in a ratio ratio scale. The existing
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suggestions to bring the two scales into alignment are somewhat wobbly and thus unsat-
isfying for some applications. In short, the existing framework lacks dependability and
plausibility.
The herein developed novel approach of Implementation Dependent Feedback (IDF) is
concerned with the plausible alignment of the fundamental ratio scale and the consistency-
ensuring ratio ratio scale. This will improve the dependability on the derived limiting
priorities, and thus the acceptance of ANP for engineering application such as concept
selection. Within this section, IDF will be described in detail.
Key Aspects of Implementation Dependent Feedback. Key element of the IDF ap-
proach is the non-linear relationship between the tangible performance measure and the
degree of functional implementation. This relationship anchors quantiﬁable engineering
characteristics in a framework that allows for judgment consistency during the compar-
ison of alternatives with respect to tangible criteria, as well as for consistency in the
feedback, when the criteria are evaluated with respect to the alternatives. IDF is based
on three interrelated concepts:
• Degree of Implementation
• Level of Satisfaction
• Intensity of Excitement
The underlying ideas of these concepts do not require complicated formulas, the
working principles were not derived in an isolated theoretical bubble. IDF is a descriptive
approach, which is best explained by applying it to the same bridge selection problem.
The Tangibles of the Bridge Selection Problem. Suppose the DM has chosen the load
capacity factor (LCF) as a “measure” for strength. The LCF indicates by how much the
characteristic loads3 acting on the bridge can be increased before the bridge fails.4 Let’s
3As deﬁned by codes and standards
4Computed using non-linear ultimate load analysis, sometimes also referred to as pushover analysis.
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Table 4.2: Tangibles to be considered for bridge selection.
Alternatives Strength Appearance
Load Capacity Factor (LCF) Public Rating Score (PRS)
Bridge B1 3.00 0.1
Bridge B2 1.50 0.8
Ratio for intensity a12 2 1/8
further assume that a 3D scale model of each bridge was presented to a large group of
citizens for them to rate the bridges with respect to appearance on a 0-1 scale. The result
of this public survey, the average of all ratings, will be referred to as public rating score
(PRS).5 The results are summarized in Table 4.2 and will be used to make the required
judgments of the feedback network as given with Figure 3.5b.
4.2.2 Degree of Implementation
Implementation is used to translate measurable quantities such as the load capacity factor
and the public rating score into numbers which, when used to form ratios, ﬁt perfectly
into the fundamental ratio scale. The following degrees of implementation (DoI) are
deﬁned:
• Absence, which describes the total lack of implementation and represents the worst
design physically, technically, and practically imaginable.
• Industry Minimum, which describes a level of implementation at which the product
is, theoretically, at the brink of failure, barely fulﬁlling code requirements.
• Industry Standard, characteristic for an average quality product which meets “Best
Practice” requirements.
• High Quality, which describes a product at the technical and technological sweet
spot. Quality engineering methods such as TM (Section A.2.2) aim for high quality
products without excessively increasing production complexity and costs.
5PRS of 0.9 means 90 percent of the people like the way a bridge looks and gave it a 1, while the other
10 percent gave it a 0.
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Table 4.3: Absolute score for degree of implementation.
Engineering Characteristic Degree of Implementation
(Property, Attribute) Absence Industry Industry High Excellence
Minimum Standard Quality
Score: 0 1 2 4 9
LCF (Strength) 1.00 1.35 1.60 2.20 5.00
PRS (Appearance) 0.00 0.10 0.50 0.70 1.00
...
• Excellence, reserved for the level of full implementation characteristic for a product
of highest possible quality with the best physically, technically, and practically
possible design. Such products are frequently referred to as engineering marvel or
engineering masterpiece.
Assigned to these degrees of implementation is a score as shown in the top row of
Table 4.3. The proposed scoring system was designed such that when each of the al-
ternatives is rated, a ratio will never be larger than 9, except when it is below the
industry minimum of implementation. This is an insigniﬁcant technicality, since such
a “below-industry-minimum-alternative” would not be considered for concept selection.
Full implementation does not mean the respective EC, that is the tangible the DM chose
to represent a property such as strength, is inﬁnity (or zero). Instead, this score is as-
signed to what is technically possible for that property. The scoring system is non-linear,
avoiding the problem encountered in Section 4.1.1 that if A is slightly favored over B,
and B is slightly favored over C, consistency requires A to be extremely favored over C.
To ﬁll this score with meaning, it is necessary to relate it to the properties of interest.
Table 4.3 shows such a relation for the two tangibles of the current bridge selection
problem.6 According to the DM’s judgment, a LCF of 1, indicating the bridge is at its
limit for characteristic loads, is equivalent to having no implementation. The same is true
6For each tangible that is considered as an evaluation criteria, this assignment of what is minimum,
average, and maximum must be provided once.
4. Implementation Dependent Feedback 81
for a bridge which nobody would consider beautiful. A LCF of 1.35 is considered industry
minimum, 1.6 is considered industry standard, while any LCF beyond 5 is judged to be
practically impossible. These relations are set up independently of any alternative once,
and they do not change from decision problem to decision problem. They are the DM’s
identity, the ﬁrst foundation of consistency.
Figure 4.1 depicts function of implementation for the two solitary EC selected to rep-
resent strength and appearance. Instead of connecting the points as given by Table 4.3,
a spline function is used.7. The ﬁgure also depicts the score for the degree of implemen-
tation obtained for each bridge. Instead of dividing the values of the tangible properties
to obtain a judgment of dominance, the ratio is formed from the readings for the degree
of implementation. So for strength, instead of a12 = 2, which in the framework of ANP
means “a tad more”, we obtain a12 = 6.039/1.565 = 3.859, which is closer to 4 and
means more preferred, a rating the DM would have given considering bridge B1 is twice
as strong.
For appearance, instead of a12 = 1/8, which in the framework of ANP is close to the
highest score possible, we obtain a12 = 1.000/5.442, which is closer to 1/5 and means
strongly more preferred, a rating which is more in line with the judgments in Section 3.4.
The concept of a constant, non-linear relationship between tangibles and their mean-
ing in terms of degree of implementation provides the consistency required in engineering
decision making. The dominance judgments obtained by dividing the scores for degree
of implementation will be consistent with both the measured EC and the fundamental
ratio scale as given in Table 3.3. This consistency is not endangered if any of the bridges
is changed, a third bridge is introduced, or a completely diﬀerent decision problem must
be solved.
7Intermediate points were used to even the curves. This is up to the DM
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Figure 4.1: Degree of implementation for strength and appearance.
4.2.3 An Engineering Feedback Framework
Characteristic Property. The basic idea of feedback, as demonstrated in Section 3.4, is to
deﬁne the importance of evaluation criteria not with respect to some higher, in-principal
goal, but with respect to the alternatives, as shown in Table 4.4 for the bridge selection
problem.
In the words of Saaty, feedback is concerned with the judgment about which of two
properties (or attributes), measured on their respective scales, is more characteristic for
a given alternative, and how much more. For bridge B1, strength was consider more
characteristic, for bridge B2 it was appearance. From a mathematical point of view,
and ﬁguratively spoken, the alternatives “deﬁne” the rules (priorities) by which they
want to be “judged”. The strong bridge B1 “wants” strength to be more important
in the judgment of what the best bridge is, while the beautiful bridge B2 “demands”
appearance to be the most important criteria. The respective priority vectors are given
in columns 3 and 4 of Table 4.4. The limiting priorities for the criteria as given in column
5 represent the equilibrium between these two sets.8
8The corresponding supermatrix is given with Eq. 3.17.
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Table 4.4: Signiﬁcance of evaluation criteria.
Engineering Characteristic Preference with respect to “best” bridge
(Property, Attribute) In-Principal Considering speciﬁcs of . . . Equilibrium (by W∞)
Bridge B1 Bridge B2 between B1 and B2
LCF (Strength) 0.80 0.666 0.167 0.321
PRS (Appearance) 0.20 0.333 0.833 0.679
There is a serious ﬂaw in the current approach to feedback. For the current example,
the limiting priority for strength is given as ws = 0.321. Imagine a scenario in which
the design team of bridge B2 is required to adjust some of the design parameters prior
to the decision analysis as described in detail above. As a consequence, the LCF has
dropped from 1.5 to 1.35, thus the redesigned bridge barely fulﬁlls the industry minimum
requirements for strength. Because the measurement for appearance stays constant, the
consequence of a decrease in strength would be that strength becomes less characteristic
for bridge B2, since the gap between its properties increases. Since bridge B1 remains
unchanged, the limiting priority for strength, already quite low at 0.321, would decrease
as well. Aside the fact that a weak bridge with a LCF of less than 1.35 would actually
be eliminated from the set of alternatives, in case it was not, its downgrading eﬀect on
the signiﬁcance of strength would be stronger the weaker it is.
While the comparison of bridge B1 to bridge B2 with respect to strength would
increase the dominance rating in favor of bridge B1, the global decrease in signiﬁcance of
strength “works” against it. But actually, engineers would start to consider strength as
very important if it turns out to be a design driver for any of the alternatives.
In conclusion, the logic of using what is characteristic for the alternative is defective.
The fallacy is that the absence of a property might be the most characteristic element,
which is thus far not considered.
From Satisfaction to Excitement. In the following, a framework is developed which
eliminates this problem. The ﬁrst step is to measure what is more characteristic, by
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introducing a quantiﬁcation system based on the level of satisfaction (LoS). Kano has
provided a set of qualitative relationships between the degree of implementation and
the level of customer satisfaction (see Figure 1.4). The form of relationship depends on
the property or attribute, more precisely on whether it is a basic requirement which is
expected, or a feature which creates excitement if there, but isn’t missed in absence. The
level of satisfaction is then used to measure a third dimension of implementation, which
will be referred to as the intensity of excitement (IoE). Excitement is non-negative, it
simply describes what the DM is concerned about when thinking about the decision. If
nothing is wrong and the DM is not dissatisﬁed with any of the properties and how well
they are implemented, excitement is created by the unexpected positives. However, as
soon as one of the properties that belong to the basic requirements, such as strength,
starts to drop and creates dissatisfaction for its poor implementation, all focus shifts
towards this issue. The excitement increases with satisfaction and dissatisfaction.
If bridge B2 is too close to the minimum requirement for strength, the attention the
DM has to pay for strength increases dramatically. Thus, the relative importance of
strength is increased not just by the strong bridge B1, but even more so by the strength-
critical bridge B2, which “ensures” to not be selected by “promoting” the evaluation
criterion it is (or might soon become) “dissatisfyingly” bad at.
Measuring the Level of Satisfaction. The degree of implementation as given with Ta-
ble 4.3 is rated against a level of satisfaction on a scale of -9 to +9. The rating of
-9 represent total dissatisfaction, disappointment, or disgust, 0 represents indiﬀerence
(“whatever”), while +9 represents total satisfaction. Figure 4.2 depicts the relationship
of implementation and satisfaction for strength and appearance. Similar to the degree
of implementation, these relationships are based on judgments, there is no mathemat-
ical formula. Important guideline in establishing these relationships is to ensure they
represent what the DM thinks about the EC, properties, attributes, and criteria. The
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Figure 4.2: Level of satisfaction for strength and appearance.
relationships should be monotonic, and remain constant for the decision problem and
beyond, as they represent the DM’s identity.
Dependent on the property, the same degree of implementation can lead to very
diﬀerent levels of satisfaction. A weak bridge is dissatisfying, while an extremely strong
bridge does not create any signiﬁcant satisfaction.9 Contrary to this, a beautiful bridge
creates a lot of satisfaction, but being used to ugly bridges, most people wouldn’t mind too
much. Figure 4.2 plots for the obtained degrees of implementation the level of satisfaction
for each bridge with respect to both attributes.
Intensity of Excitement The intensity of excitement increases with increasing satis-
faction and dissatisfaction. One option would be to take the absolute of the level of
satisfaction as given with Figure 4.2. However, to account for the “wider” stretch of
indiﬀerence, the functional relationship between the level of satisfaction (LoS) and the
intensity of excitement (IoE) is given as:
IoE =
√
LoS2 + 1 (4.1)
9Nobody feels extremely satisﬁed when walking on a dam, the strongest of all bridges.
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Figure 4.3: Intensity of excitement for strength and appearance.
Figure 4.3 illustrates the functional relationship between the level of satisfaction and
the intensity of excitement, and the relationship between the degree of implementation
and the intensity of excitement. This relationship is the foundation for a consistent
feedback that matches perfectly the expectations of an engineering DM.
4.2.4 Bridge Selection with Implementation Dependent Feedback
Steps of IDF: The following steps are required to model in a consistent manner imple-
mentation dependent feedback:
1. Selected for each property or attribute a representative EC.
2. Establish for each EC the functional relationship for the degree of implementation.
3. Establish for each EC the functional relationship between the degree of implemen-
tation (DoI) and the intensity of excitement (IoE).
4. For all alternatives, retrieve the numbers for DoI and IoE for each EC using the
functional relationships of step 2 and step 3.
5. Form ratios, compose the comparison matrices A, and solve for each the eigenvalue
problem (Eq. 3.2) to obtain the priority vectors w
(ei)
j , as described in Section 3.2.2.
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6. Construct the supermatrix W . . .
7. . . . and raise it to powers to obtain the limiting priorities.
Steps 1 through 3 have been executed. LCF and PRS have been selected as represen-
tations for strength and appearance, respectively. The functional relationships between
these tangible measures and the DoI are given with Figure 4.1. The DoI-IoE relationship
for both criteria is given with Figure 4.3.
The readings from that Figure (Step 4) are summarized in Table 4.5.
Table 4.5: Bridge selection with implementation dependent feedback.
Alternatives Strength Appearance Ratio aSA
LCF DoI IoE PRS DoI IoE
Bridge B1 3.00 6.039 1.189 0.10 1.000 1.011 1.189/1.011 = 1.176
Bridge B2 1.50 1.565 1.091 0.80 5.442 3.910 1.091/3.910 = 1/3.584
Ratio a12 3.859 1/5.442
The ratios of DoI for the two evaluation criteria, and the ratios of IoE for the two
alternative bridges, are used in Step 5 to derive the priority vectors for each inﬂuence as
depicted in Figure 3.5b:
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0 0 0.794 0.155
0 0 0.206 0.845
0.540 0.218 0 0
0.460 0.783 0 0
⎤
⎥⎦




0.1855 0.1855 0.1855 0.1855
0.3145 0.3145 0.3145 0.3145
0.1688 0.1688 0.1688 0.1688
0.3312 0.3312 0.3312 0.3312
⎤
⎥⎦
A block-wise normalization shows the distribution of preference for the alternatives
to be w = [0.371, 0.629]T.
Plausibility Check. In the following, implementation dependent feedback is tested for
plausibility by varying independently each of the tangibles given with Table 4.2 in the
beginning of this section. Figure 4.4 summarizes the investigation. The upper left ﬁgure
plots the resulting priority distribution for bridge B1 and B2 when the LCF of bridge
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Figure 4.4: Variation of priority vector for varying tangibles.
B1 is changed, while the other three parameters were left unchanged. As can be seen,
even if the strength of bridge B1 is further increased, it will not be selected. The upper
right ﬁgure repeats the investigation, while this time the PRS is manipulated. The plot
indicates that a PRS of 0.62 is required to surpass the beautiful bridge B2 with a PRS of
0.80. The bottom row of ﬁgures duplicates the investigation for bridge B2. The bottom
left plot indicates that if the strength of bridge B2 is reduced below 1.35, all its beauty is
“pointless”, and bridge B1 is preferred, despite its unpleasant appeal. The bottom right
plot indicates that if less than 63 percent of the people judge bridge B2 to be beautiful,
again the stronger bridge B1 is preferred.
In conclusion, these results are plausible as they reﬂect appropriately the perception
of most people on how decisions should be derived. The resulting priority vector is
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comprehensible for each possible comparison of two bridges with speciﬁc strength and
appearance characteristics. Therefore, the ﬁnal outcome of the decision analysis to select
bridge B2 instead of bridge B1 can be communicated. Furthermore, introducing a third
bridge B3 would not alter the judgments already made, while the additional judgments
required for the comparison of B1 and B2 to B3 would be consistent and plausible as well.
As a side eﬀect of this analysis, both design teams have learned the particular trade-oﬀ
ratios for their particular design, knowing where to put the eﬀort in design changes if
they want to win the bidding competition.
4.3 Functional Implementation
4.3.1 Properties and Engineering Characteristics
Multi-Functionality. A fundamental assumption made for the bridge selection problem
was that each property and attribute is represented by one dedicated tangible, an EC
which is quantiﬁed using engineering science and analysis tools. Products are usually
designed to perform various functions, while the performance in each function depends
on a large set of EC which is not unique to that function. For each EC separately, the
design speciﬁcations are deﬁned by the governing functional requirement. An assessment
of which product is better must not focus on how well it meets the design speciﬁcations,
but how important it is to meet them with respect to the function that must be achieved.
Again, the best approach to put this in perspective is by means of an illustrative example.
Floater Functionality. Suppose we are required to assess three ﬂoater concepts with re-
spect to their functionality.10 The three alternatives include a Semi-submersible (SEMI),
an Extended Tension Leg Platform (ETLP), and a Spar Platform (SPAR) as given in Fig-
ure 4.5. As will be discussed in greater detail in Section 5.3.1, the functional requirements
10This is one of many sub-problems that have to be solved in the process of decision making in ﬂoater
concept selection. The “big picture” is discussed in Chapter 5, where the investigation results on the
most functional ﬂoater obtained in this section are utilized in the Beneﬁts model.
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Figure 4.5: Selection between alternative platform concepts.




To decide which ﬂoater is most preferred requires to ﬁrst determine the priority vector
for the functional requirements with respect to overall performance. Which functional
requirement is most signiﬁcant in the evaluation of the ﬂoater concepts with respect
to functionality? Similar to the bridge selection problem, instead of an “in-principal”-
judgment about which functional requirement is most important, the ﬂoater performance
is used in a feedback, see Figure 4.6a. For example, well access is a very important func-
tional requirement, and without knowing speciﬁc details about the ﬂoater concepts such
as ﬂoating stability and wave response characteristics, we would judge this functional re-
quirement to have the largest contribution in deriving preferences. However, if all ﬂoaters
meet and exceed the performance requirements for well access, the performance with re-
spect to operational support might determine which ﬂoater concept is most preferred. To
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Figure 4.6: Structure of the decision problem w.r.t. functionality.
allow for feedback, the ﬂoater concepts must be compared with respect to the functional
requirements. For each ﬂoater concept independently a priority vector is derived which
indicates the intensity of excitement with respect to the functional requirements.
Measuring Performance. During the ﬁrst stage of the conceptual design phase, when the
problem statement (PDS) was formulated, the functional requirements were translated
into a prioritized set of EC, with critical-to-quality EC on top. As discussed in detail in
Section A.2.1, for each of the EC a quantiﬁed limit, threshold, or target value is deﬁned
to guarantee the ﬂoater concept will satisfy the functional requirements. These design
speciﬁcations represent the constraints in the preliminary design process to determine
size and conﬁguration of the ﬂoater hull. For simplicity, only four EC are considered in
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Table 4.6: Comparison of engineering characteristics for each ﬂoater.
Engineering Property Minimum Requirement Floater Performance
(based on governing function) SEMI ETLP SPAR
Variable Load Capacity [ t ] 1,000 8,900 1,100 4,000
Lateral Acceleration (RMS) [ g ] 0.060 0.055 0.019 0.041
Vertical Motion [ m ] 7.62 4.32 0.02 1.20
Heel Angle [deg.] 6.00 4.69 0.01 5.14
the following example, as given with Table 4.6.
The direct measurement of performance with respect to the functional requirements
is not possible. Instead, performance must be measured indirectly by utilizing the eval-
uation results for the above mentioned key engineering characteristics obtained from
preliminary sizing. Measuring functional performance requires the consideration of all
EC which represent the required properties. For example, ﬂoating stability, a property
which is important for all functional requirements, can be represented by the following
EC: metacentric height, payload capacity, or variable load capacity. Wave response, an-
other property which is fundamental to all functional requirements, can be represented
by the following EC: heave and pitch period, RMS-values for horizontal and vertical ac-
celerations, or RAOs. Each of the three above listed functional requirements depends on
the four EC selected for this illustration. The signiﬁcance of each EC depends on the
property it represents, and how important that property is to achieve satisfaction with
respect to the functional requirement. The decision model given with Figure 4.6a was
reﬁned by introducing the cluster EC, as shown in Figure 4.6b.
Decomposition. For each of the four EC which can be measured through engineering
analysis, the DoI-IoE relationship must be established. With such a relationship, the
feedback from cluster A to cluster EC as shown in Figure 4.6b can be modelled. For
each ﬂoater the DM derives a priority vector indicating which engineering property is
more characteristic, either because it is far beyond expectations, or close to being below
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Figure 4.7: Decomposing the decision model into sub-networks for each function.
the minimum requirements. However, there is a fundamental obstacle.
While the degree of implementation is independent on the functional requirements,
the intensity of excitement depends on the properties, respectively EC, the DM judges
to be important for each functional requirement, and the expectations of ﬂoater perfor-
mance with respect to those properties. These expectations are attached to the function.
Decision always requires a purpose: it depends on the function whether the DM is excited
about that extra life load capacity, or at most unimpressed. The demands on control-
ling vertical heave motions is very important for well access and production, while a
satisfactory operational support does not hinge as much on vertical motion performance.
Consequently, one general and all-embracing DoI-IoE relationship to capture the inter-
dependence between clusters A and EC is impossible to establish. This necessitates a
decomposition in which the DoI-IoE relationship is established separately for each func-
tional requirement. Figure 4.7 depicts the process of model decomposition.
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Table 4.7: Priority vectors indicating ﬂoater preference w.r.t. function.
Floater Concept Functional Requirement
Well Access Production Operational Support
SEMI 0.1858 0.3254 0.3529
ETLP 0.5540 0.3710 0.3252
SPAR 0.2602 0.3036 0.3219
4.3.2 Floater Preference with Respect to Functional Requirements
The result of the decomposition is a set of sub-problems, each represented by the same
simple feedback network. For each functional requirement independently, the sub-network
is designed to answer the question: Which of the ﬂoater concepts is more preferred with
respect to the functional requirement of interest? The diﬀerence between these sub-
networks is the level of feedback, deﬁned by function-speciﬁc DoI-IoE relationship, as
shown in Figure 4.8. Performing the steps of IDF as outlined in Section 4.2.4, a priority
vector for each functional requirement is obtained, see Table 4.7, indicating the impact
of cluster B1 on cluster A as shown in Figure 4.6.
The interpretation is straight forward: with respect to well access, the ETLP is by far
the most preferred ﬂoater concept, followed by the SPAR. It is important to always have
in mind the set of EC that was used to derive these priorities. Since maneuverability
or deck space were not considered, it is the exceptional vertical motion performance
which put the ETLP in front. With respect to production, the ETLP is again the most
preferred concept, but the preference is not as clear. The SEMI is the most preferred
ﬂoater concept for all operational support.
4.3.3 Signiﬁcance of Function with Respect to Floater Concept
The previous subsection was concerned with the derivation of priority vectors indicating
the preference of ﬂoater concepts with respect to the functional requirements. The de-
cision network as given with Figure 4.6 also requires an assessment of the signiﬁcance
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Figure 4.8: Implementation dependent feedback for various functions.
of each functional requirement. This assessment is “provided” by each ﬂoater concept
in the form of a priority vector indicating which of the functional requirements is most
characteristic for it, either because it exceeds the minimum requirements considerably, or
because it barely meets them. To obtain these priority vectors, another decomposition is
required, this time to consider the ﬂoater dependent feedback onto the next higher level,
as given with Figure 4.9.
The priority vectors are derived using the intensity of excitement a certain prop-
erty, represented by an EC, and its level of implementation creates with respect to each
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Figure 4.9: Decomposing the decision model into sub-networks for each ﬂoater.
functional requirement it is important to. For example, the variable load capacity of the
SEMI yields in the following readings for IoE with respect to the three diﬀerent functions:
2.968 for well access, 2.220 for production, and 8.396 for operational support (Figure 4.8).
Using the ratios of the IoE in a pairwise comparison, the signiﬁcance of each functional
requirement (grouped in cluster B1) with respect to the SEMI’s variable load capacity
(element LC from cluster EC) is given as w
(LC)
B1 = [0.218, 0.163, 0.618]
T. These values









0.000 0.000 0.000 0.000 0.200 0.188 0.500
0.000 0.000 0.000 0.000 0.100 0.188 0.313
0.000 0.000 0.000 0.000 0.600 0.250 0.063
0.000 0.000 0.000 0.000 0.100 0.375 0.125
0.218 0.371 0.252 0.727 0.000 0.000 0.000
0.163 0.312 0.497 0.125 0.000 0.000 0.000
0.618 0.317 0.252 0.148 0.000 0.000 0.000
⎤
⎥⎥⎥⎥⎥⎥⎦
Raising the supermatrix of subnet 4 (with cyclicity c=2) to inﬁnite powers yields the
following limiting priorities:
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Table 4.8: Priority vectors indicating signiﬁcance of functions w.r.t. ﬂoaters.
Functional Requirement Floater Concept
SEMI ETLP SPAR
Well Access 0.3553 0.3941 0.4198
Production 0.2884 0.2934 0.2050




0.152 0.152 0.152 0.152 0.152 0.152 0.152
0.100 0.100 0.100 0.100 0.100 0.100 0.100
0.154 0.154 0.154 0.154 0.154 0.154 0.154
0.094 0.094 0.094 0.094 0.094 0.094 0.094
0.178 0.178 0.178 0.178 0.178 0.178 0.178
0.144 0.144 0.144 0.144 0.144 0.144 0.144
0.178 0.178 0.178 0.178 0.178 0.178 0.178
⎤
⎥⎥⎥⎥⎥⎥⎦
The limiting priority vector obtained by blockwise normalization indicates which func-
tional requirement is most characteristic for the SEMI ﬂoater concept. The procedure
is performed twice more for the ETLP concept and the SPAR concept. The resulting
priority vectors from all three sub-networks are summarized in Table 4.8.
Again, the interpretation is straight forward: from the perspective of the SEMI, well
access should be an important evaluation criteria because the SEMI barely meets the
requirements, and Operational Support should be considered since the SEMI meets those
requirements easily. Both ETLP and SPAR have similar ratings, but for other reasons.
Both ﬂoater concepts perform better than expected to satisfy the minimum requirements
for well access.
Selection of the Most Preferred Floater Concept. The priorities given with Tables 4.7
and 4.8 could now be used to compose the supermatrix for the decision model as depicted
with Figure 4.6. However, the answer would be purely scientiﬁc, since a ﬂoater is not
just selected for its functionality, especially not if functionality just considers the stability
and motion characteristics of the hull. As a matter of fact, ﬂoater functionality depends
equally on the design and technology of the deck equipment, the production capacity,
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maneuverability, and many more. And the most preferred ﬂoater is not simply the ﬂoater
with the best functionality, which is just one of many aspects that must be considered.
The results obtained for the inﬂuence between cluster A and C1 will be used in
the next chapter, when ﬂoater functionality is put into perspective of choosing the most




Floating Platform Concept Selection
5.1 General Remarks
Progression into Deeper Waters. The oﬀshore oil and gas industry becomes increas-
ingly important to the global economy. In 2009, the global oil production averaged at
86.2 MMBOPD, with 27.8 MMBOPD, or 32%, produced oﬀshore [293]. A ﬁxed jacket
type steel structure supporting a wellhead above the sea level is the safest and most
economical way of developing an oﬀshore oilﬁeld. Starting in 1947 with the ﬁrst ﬁxed
platform in shallow water of just 6 m depth, the progression into ever deeper water
reached its ﬁnancially feasible limit in 1988 with the completion of the record breaking
Bullwinkle Platform in the Gulf of Mexico, with 412.1 m from waterline to seabed. The
development of compliant towers enabled the oﬀshore industry to further push that limit.
Compliant towers are similar to ﬁxed steel platforms as they extend from surface to sea
bed to support dry trees, but diﬀerent as they are ﬂexible and “comply” to the wave
motions. The currently tallest compliant tower is the Petronius Oil Platform in the GoM
with a water depth of 535 m, completed in May 2000. The vast majority of new oﬀshore
oilﬁeld developments will occur in much deeper water. Already in 2009 there were 125
proven deepwater ﬁelds in the GoM alone, amongst them the top 20 with the highest
production rate, all together contributing about 72% of the total oil production and 38%
of the total gas production in the GoM [322]. This progression into deeper waters drives
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the use of ﬂoating production systems. The 2007 ﬁnished Independence Hub, a semi-
submersible, reaches a record breaking water depth of 2,413 m, and the Perdido Spar,
ﬁnished in 2010 with a water depth of 2,384 m, follows close behind [296].
Concept Selection in the Petroleum Industry. Selecting the development plan for the
acquired asset, which includes the selection of the most suitable ﬂoater concept, is possibly
the most important activity within the ﬁeld development project, inﬂuenced by both
commercial and technical factors. The maximum bid for lease, the drilling priority for
the detected exploration opportunities, the contracting strategy - some of these decisions
determine the direction of billions of dollars [69]. Concept selection is perceived as the
inevitable, automated, concluding act of a series of preceding activities, starting with
the formulation of a preliminary ﬁeld development plan (FDP) serving as the problem
statement. From there, an iterative process of ﬂoater concept generation, preliminary
screening, reﬁnement, evaluation of total project costs and risks, validation with respect
to absolute criteria, and a comparison amongst the various concepts with respect to
carefully adjusted judgment values is supposed to identify the development option which
is able to capture the upside potential while being protected against the downside risk,
thereby “adding the most value” to the project. The “selection” is simply to pick, based
on hard numbers of one-dimensional economic measures, the development concept and
the corresponding ﬂoater type which is superior to all others.
However, the development of the Marlin ﬁeld, with three additional subsea ﬁelds, Nile,
King, and Dorado, tied back to its platform, the development of the Ram Powell ﬁeld, and
most recently the development of the Thunder Horse ﬁeld, are examples for deepwater
projects for which the structured approach of a repeated reﬁnement and evaluation of
costs and risks was not able to identify among the possible alternatives one truly superior
concept. Instead, the developer faced a decision between various, equally legitimate
development options incorporating diﬀerent ﬂoaters concepts, with both dry trees and
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wet trees still being possible solutions. To resolve such deadlock scenarios in which
concept selection becomes a decision problem, great fortunes can and have been spent to
analyze the concepts in greater depth. Rarely ever has the introduction of more criteria
simpliﬁed a decision problem.
The decision makers in IOCs, typically decision review boards rather than individuals,
soon acknowledged the complexity and outstanding signiﬁcance of the decisions required
during the “Select Phase”, and introduced decision analysis tools such as decision trees1
[218] or utility functions2 [56] to support the identiﬁcation of the “best” development
option. However, decision trees don’t capture the whole picture, and utilities are unable
to model feedback and dependencies. Though advanced, these methods do not allow for
the ﬂexibility required in decision making, and appear to be attractive only to those who
believe a right decision can be “computed”.
Scope of this illustrative application. This illustration is centered around an imaginary
deepwater oilﬁeld in the GoM with characteristics close to those of real developments as
described above. The decisions required prior to commencement of exploratory drilling, a
very expensive endeavour especially in deep water3, are not subject of this illustrative ap-
plication. It is assumed that favorable estimates for costs, schedules, and ﬁnancial returns
indicate viably options for a deepwater oilﬁeld development, that a lease was acquired,
1Decision trees are diagrams used to depict the project as a sequence of events and possible outcomes
to guide subsequent decisions towards the most advantageous solution. A widely used application of
decision trees in the E&P Industry is given in [69] to optimize the expected monetary value (EMV) of a
ﬁeld development option by determining the values of moving ahead or gathering data.
2To “solve” the decision problem when choosing between alternative concepts, each is assigned with a
multi-attribute utility, deﬁned as the weighted sum of individual, mutually independent utilities. These
utilities are computed based on utility functions, often of exponential type, which are deﬁned by the
decision maker by ﬁtting it to some data [211]. The weighting factors to accumulate the individual
utilities which describe the multiple attributes of each concept are also deﬁned by the decision maker.
3The drilling costs can exceed US$100 million per well. To guard against ﬁnancial risks associated
with unsuccessful exploration drills, potential sites are subjected to a gravity survey, a magnetic survey,
passive seismic, or regional seismic reﬂection surveys to detect large scale features of the sub-surface
geology. Studying geological formations allow for a vague assessment of potential hydrocarbon reserves.
A reﬁnement of reservoir information requires more sophisticated methods such as Remote Sensing,
Reservoir Imaging, and 4D Seismic Imaging, which allow to deﬁne with acceptable accuracy the reservoir
characteristics including depth, spread, faults, domes, traps, permeability [171].
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Figure 5.1: Location map of the deepwater oil and gas ﬁeld.
and exploratory drilling resulted in a discovery well. To determine the preferences for
competing ﬂoater concepts in a stand-oﬀ scenario as described above, a full BOCR model
based on ANP with implementation dependent feedback is proposed. A necessary and im-
portant prerequisite is the ﬁeld development plan, for it represents the framework during
concept generation, the rulebook during evaluation and comparison, and the guideline
for the ﬁnal ﬂoater concept selection. Therefore, relevant aspects of the ﬁeld architec-
ture, the derivation of customer requirements, and the selection of appropriate design
speciﬁcations, will be discussed in detail in the following section.
5.2 Field Development Plan
5.2.1 Oﬀshore Oilﬁeld Development
Site and Environmental Characteristics. A deepwater oil and gas ﬁeld in the Miocene
Trend of the Gulf of Mexico is assessed to be suitable for development. The ﬁeld is located
about 250 km oﬀ the coast (see Fig. 5.1), with an average water depth of about 1,600 m.
According to API-RP2A, the entire GoM is designated as Zone 0 for seismic risk [6, 7].
In the unlikely event of an earthquake, the shaking will not impact the performance
of deepwater subsea structures in the GoM [44]. Metocean criteria and design values
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Figure 5.2: Estimated production proﬁle.
for winds, waves, and currents are given in the API-RP2A [6]. Further aspect of the
operating environment include the condition of the seabed, obstacles such as pipelines
and cables, and major shipping routes.
Description of the Reservoir. The information gathered from the discovery drilling
is conﬁrmed by an additional appraisal well 2 km east. The reservoir consists of upper
Miocene turbidite sandstones and lies roughly 4,500 to 6,000 m beneath the seabed, and is
covered by a salt canopy. The net pay4 of accumulated hydrocarbons is 160 m, distributed
among three primary intervals of blocky, unconsolidated high permeability sands. At this
depth the formations holding the hydrocarbons create temperatures ranging from 90 to
130 oC, and pressures ranging from 90 to 125 MPa. A second appraisal well drilled
10 km west from the discovery well, encountered another, smaller reservoir with similar
high pressure / high temperature (HPHT) properties. There is no signiﬁcant connectivity
between the two, thus a combined reservoir access from a single drill center is not feasible.
The ﬁeld consisting of two reservoirs is believed to hold in excess of 600 million barrels
of oil, making it one of the largest reservoirs in the Miocene trend.
The well performance, determined by geologists and petroleum engineers based on
payzone thickness, depth, and permeability and porosity of the reservoir rock, and con-
4Net thickness of reservoir capable of producing hydrocarbons.
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ﬁrmed by a production test, indicates a well rate of about 35 MBOPD oil. Based on
P50-estimates, a maximum processing capacity of 180 MBOPD oil and 150 MMCFD of
natural gas could be achieved at full production of both reservoirs. Peak hydrocarbons
is expected to be reached two years after ﬁrst production. Considering a moderate pro-
duction decline over time despite additional wells and secondary recovery measures, ﬁeld
depletion is estimated to be in about 20 years, see Fig. 5.2. Although continuous improve-
ments in technology and equipment used for the reservoir characterization increases the
reliability of the gathered information, the high costs associated with exploration drilling
in deep and ultra deep water only allowed for three wells, which limits signiﬁcantly the
amount of data. The predictions for the recoverable reserves and the well performance
are therefore still subject to a large degree of uncertainty.
Drilling and Completion Strategy. The drilling and completion strategy deﬁnes the num-
ber and location of wells, and the method of completion. Completion describes the activ-
ities which follow the actual drilling and include strengthening the well hole with casing,
and installing the wellhead structure, colloquially referred to as “Christmas tree”, which
combines all equipment to measure and control the ﬂow and to provide means to main-
tain the well and potentially improve production capacity. Dry completion describes the
placement of the wellhead structure on the deck of an oﬀshore structure, while placing it
below the surface onto the seabed is described as wet completion. Hence the distinction
between “dry tree” and “wet tree”. Dry tree completion is based on simpler hardware
which reduces ﬂow assurance risk and allows for a direct vertical access. This minimizes
well intervention costs and downtime, resulting in lower operating expenditures (OPEX)
and life cycle costs for medium and large developments. Disadvantageous is the restriction
to a single drill center, and the tight requirements on allowable platform motions, which
renders Semi-submersibles unusable in combination with dry trees. Wet tree completion,
on the other hand, allows for multiple drill centers, which maximizes the development
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plan ﬂexibility. Especially for large area extent reservoirs, wet tree completions help to
minimize project schedule, and total drilling costs and risks. An all-subsea development
has a signiﬁcantly lower up-front capital expenditures (CAPEX) exposure compared to
dry tree completion [242]. Downside is a potentially lower recovery, combined with higher
OPEX due to more complex ﬂow assurance issues and the indirect well access complicat-
ing well intervention. The choice between wet or dry completion, a fundamental decision
during ﬁeld development planning, depends on the reservoir. To increase ﬂexibility, dry
and wet tree completion can be combined, as done for the development of the Gunni-
son ﬁeld. In either case, the main objective of the drilling and completion strategy is
to maximize the recovery factor with the fewest wells possible [90]. The well count is
driven more by spatial coverage than by reservoir size, and is therefore mainly a func-
tion of ﬁeld architecture. Within this illustrative application, even development options
centered around a dry tree unit (DTU) will require subsea wells.
Within this illustrative application we shall assume that the challenging HPHT reser-
voir characteristics and the desire to manage well performance and reservoir uncertainty
as best as possible requires a staged development strategy. Core element is to bring
wells “online” sequentially, drilling and completing additional wells while production has
commenced. It is a long lasting “Life-of-ﬁeld” strategy designed to maximize reservoir
recovery with the largest ﬂexibility to capture reservoir upside. Downside of this strategy
is the signiﬁcant capital investment required and the comparatively long schedule to peak
production.
The drilling and completion plan prescribes that both reservoirs are developed si-
multaneously with initial focus on the main reservoir. Geologists, geophysicists, and
petroleum engineers have determined an initial well count of four for the larger main
reservoir, based on the estimated well rate, areal extend, and reservoir connectivity. The
wells can be located in close proximity, enabling a dry tree solution. As soon as a well
is completed, production commences. In general, reservoirs in the Miocene trend ex-
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hibit only moderate production decline due to decreasing reservoir pressure. However,
the large depth of the reservoir requires continuously high pressures to overcome the hy-
drostatic head and maintain ﬂow rates, which will soon require subsea water injection
and treatment as a secondary recovery measure. Once the optimal count of production
wells is reached, additional water injection wells to further maximize the recovery factor
will be required. Upon conﬁrmation by actual reservoir performance, further production
wells at various locations around the ﬁeld could increase the recoverable reserves of the
main reservoir. The rock formation of the main reservoir indicates the necessity of fre-
quent workovers. The smaller western satellite reservoir requires initially two production
wells and likely two water injection wells, with possibly two additional production wells,
subject to actual production rates.
In summary, the plan accounts for a total of at least 20 wells at various locations
around the ﬁeld, while roughly half of them can be clustered underneath a single vessel.
Final decision will be based on the actual production rates, and the additional knowledge
gained from the initial six production wells.
5.2.2 Field Development Process
Development Criteria. Beyond the drilling and completion strategy, a variety of further
technical and economical aspects need to be considered in the process of ﬁeld development
planning, see Figure 5.3. Strong technical and technological dependencies exist between
the reservoir, the execution procedures, and the design of wells, subsea equipment, and
ﬂoating production facility. Cost and complexity depend to a large extend on the reservoir
ﬂuid properties such as temperatures, shut-in pressures, viscosity, and impurities. Their
inﬂuence is deﬁned by ﬂow assurance engineers who must ensure steady ﬂows by avoiding
wax buildup, slugs, and hydrate formation, over the entire expected life of the ﬁeld.
Especially for deepwater projects, the focus during ﬁeld development planning must shift
from steady-state ﬂow assurance onto the overall operating philosophy, including plans
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Figure 5.3: Interdependent aspects of a ﬁeld development.
for managing ﬂow during shutdowns and start-ups. Fluid properties also inﬂuence the
proper method of boosting to maintain ﬂow rates and recovery near depletion. Designing
the physical elements of a ﬁeld architecture, that is the wells including wellhead and BOP,
subsurface elements such as manifolds, ﬂowlines, import and export risers, and pipelines,
and the ﬂoating facility including all topside modules, is in itself a complex task.
Selecting a ﬁeld development plan that satisﬁes an operator’s commercial, risk, and
strategic objectives requires not only to focus on technical aspects, but rather a much
broader view enclosing all regional, economic, and political aspects. The development
plan must be able to mitigate suﬃciently the downside reservoir risk and be ﬂexible
enough to capture upside potential, and it cannot be established without taking into
account the operating strategy and emergency response plans, the expected cashﬂow
based on production proﬁle and future oil price development, tax and royalty payments5,
5The US uses a concessionary, or “royalty/tax” system, for licensing. The oil producing company (IOC)
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export agreements, budget approvals, insurances, local content requirements6 and other
requirements to obtain operating licenses, and so forth.
Concept Generation. Field development planning is a structured process to generate
potential development concepts, and to identify preferred options by assessing the primary
uncertainties and risks. The resulting preliminary ﬁeld development plan is an integrated
solution from reservoir to delivery point which meets all technical and economic criteria
and is ﬂexible enough to accommodate necessary changes and adjustments. Its derivation
is based on high-level technical evaluation and screening methods to identify key costs
and design drivers and to better understand the interfaces as depicted in Figure 5.3.
With the available information gathered in the discovery and appraisal phase serving
as the basis, various options for a ﬁeld development are generated by combining “building
blocks for system components”, as shown exemplarily in Figure 5.4. Meaningless and
mutually-exclusive combinations of components are excluded from the list of options, such
as FPSOs in combination with dry trees. Although not mentioned explicitly in literature,
this concept generation approach of combining alternatives for all sub-functions represents
a morphological chart [84, 75], based on the work of Fritz Zwicky [340]. The set of
options is further reduced by identiﬁcation and application of constraints. For example,
the preferred export strategy is heavily inﬂuenced by the equity interest the developer
has in the existing GoM subsea pipeline network7. This renders any FPSO option for
export economically unworthy.
has to pay to the Host Government a royalty for the produced oil, together with a proﬁts tax. In return,
the IOC or consortium is granted the exclusive right for exploration and production of hydrocarbons
within a speciﬁc area (License Area or Block) for a given time period. Additional signature bonuses or
license fees to the Host Government may apply. An alternative system is based on production sharing
contracts (PSA). However, this is not applicable for ﬁelds in the GoM. [159]
6The only signiﬁcant local content requirement within this illustrative application would be the Jones
Act, Section 27 of the Merchant Marine Act of 1920, requiring U.S.-ﬂag ships, constructed in the U.S.,
owned by U.S. citizens, and crewed by U.S. citizens or U.S. permanent residents, for all transport activities
between the ﬁeld and any U.S. port.
7For example, the Thunderhorse development concept was designed speciﬁcally with one export option
in mind, the Proteus and Endymion oil pipeline systems and the Okeanos gas pipeline system, both part
of the Mardi Gras Transportation System.
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Figure 5.4: Synthesis of ﬁeld development options using a simple morphological chart.
Preliminary Development Plan and Field Architecture. The large capital expenses for
well drilling and completion, subsea equipment, and surface facilities require that the
development plan is able to manage downside reservoir risk imposed by uncertain esti-
mates of the reservoir characteristics. The chosen staged development strategy is able
to largely mitigate these risks, as the reservoir uncertainty is reduced over time. Crucial
part within this mitigation strategy is the ﬂoating production facility. A rigorous eval-
uation and screening process, considering current market conditions, the projected oil
and gas prices, and the associated optimal production proﬁle, revealed one viable ﬁeld
architecture centered around a large production-drilling-quarters (PDQ) ﬂoater serving
both reservoirs, as depicted in Fig. 5.5. Aggregating the reservoirs into one development
creates the recoverable reserves that justify the costs for such a ﬂoater. Fortifying ar-
guments to opt for a PDQ instead of a FPS and a dedicated MODU is the expected
necessity of frequent workovers of the main reservoir’s wells. To free up weight capacity
for secondary recovery equipment, one option is to replace the heavy modular drilling rig
by a smaller and lighter workover rig upon completion of development drilling.
The ﬁnal decision between dry trees or wet trees for the main reservoir depends
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Figure 5.5: Concept drawing of the selected ﬁeld architecture.
on the selected ﬂoater. The western satellite reservoir, which will be developed in the
second phase of the staged development, will be produced from subsea wells and tied
back to the platform.8 With this development plan acting as the framework, the concept
selection has narrowed down to the selection of the ﬂoater concept. Within the oﬀshore
oil&gas industry, four ﬂoater types have been accepted: the Semi-submersible, the Spar
platform, the Tension-Leg platform (TLP) and its variants (ETLP, Mini-TLP), and ship
shape platforms (FPSO). These ﬂoaters are versatile, adaptable, and scalable, and are
proven in many years of operation in a large variety of functions.
The selection of the best concept requires consideration of all available options, includ-
ing those which incorporate new technologies and require out-of-box thinking. Concepts
8A dry tree solution for this reservoir would necessitate a dedicated ﬂoater.
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must be studied with respect to costs, schedules, risks, advantages and disadvantages,
and benchmarks. The options’ impact on execution, competition, and dependence on in-
dustry experience9 must be considered. Past projects can serve as a reference to identify
key drivers for the deepwater facility selection [245]. It is important to maintain an unbi-
ased competition among diﬀerent competing concepts, without letting the subconsciously
preferred concept “win a ﬁxed ﬁght”. With the exception of the FPSO, which has been
excluded from the set of options for not being economically worthwhile, all ﬂoater types
are legitimate options to serve as a PDQ platform.
5.2.3 Shortcut to Concept Selection
Standard Practice and its Limitations. Concept selection describes the concluding step
in establishing the ﬁeld development plan. According to [54], today’s standard practice
is to select the concept which maximizes the return from capital investment. Therefore,
the previously identiﬁed set of technically and economically feasible ﬁeld development
options is evaluated with respect to:
• capital expenditures (CAPEX) and life cycle operating expenditures (OPEX),
• cash-ﬂow,
• the net return on investment,
• and the life cycle risk costs.
Cost evaluation tools are often based on large data bases, accounting for the op-
erator’s past experience. Cash-ﬂow calculations are based on the recoverable reserves,
the production proﬁle including schedule to peak hydrocarbon, and the projected market
price of barrel of oil equivalent. The net return on investment is the sum of all cash-ﬂows,
discounted back to the present assuming a ﬁxed minimum attractive rate of return. Thus
it is referred to as net present value (NPV). The assessment of life cycle risk costs is the
9The most dramatic and fundamental experiences are ususally a result of mistakes and failures as a
consequence of poor decision making in the past.
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most complicated of the four. It is based on a “risk factor”, which is associated with the
reliability characteristics of the production system and the incorporated ﬂoating plat-
form. Reliability is deﬁned as the likelihood that the minimum requirements for safety,
durability, serviceability, and practicality are met. A comprehensive overview is given in
[24]. The four economic measures are utilized to assess the overall economics. A rigorous
evaluation of all alternative development options over a range of possible subsurface and
cost regime outcomes is conducted to identify and understand the uncertainties with the
strongest impact on project outcome. This sensitivity analysis utilizing “Tornado dia-
grams” improves signiﬁcantly the conﬁdence in project predictions. After screening the
alternative ﬁeld development options and possible reﬁnement, the gathered information
is used to start the iterative loop again. Ideally, one superior option with respect to costs
and risks emerges, which is then select as the optimum development scheme.
This approach has three problematic aspects. The ﬁrst is concerned with the ex-
pression of risk in terms of costs, and the proclamation that despite some technical
diﬃculties this is an objective measure for concept evaluation [24, 69, 211, 218]. Given
the limitations of available data and the incomplete knowledge about possibly hazardous
human-technology interactions, and the diﬃculties associated with value judgment, it
seems questionable to justify a decision largely with a presumably objective measure for
risk costs10. Warnings about the insuﬃciency of ﬁnance-based risk measures with regard
to the risks of novel technology have surfaced [295]. A comprehensive overview of the
manifold diﬃculties and challenges in risk identiﬁcation and assessment is given in Sec-
tion A.3. The second problematic aspect is concerned with ambiguity. As pointed out at
the end of Section 5.1 and will be shown in this illustrative application, it is not granted
10For example, the lessons learned from the BP Macondo Well incident include: people can die, the
platform can be lost, and huge amounts of oil and gas can be released into the ocean. BP had to
cover costs for the immediate response to the spill including oﬀshore containment measures, barriers and
other protection onshore, the relief well drilling, and costs covering grants to neighboring countries and
federal claims. Non-quantiﬁable consequences of this accident included the unemployment for workers, the
drill moratorium and its negative impact on the support industry, and obviously the harm to marine and
wildlife. Knowing all this does not in any way provide enough insight to quantify precisely and objectively,
and with the required generality, the risk costs associated with oﬀshore oil and gas exploration.
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that a rigorous ﬁnance-based cost and risk evaluation will always reveal the one superior
concept. The third problem is concerned with the lopsidedness of relying exclusively
on economic measures for concept selection. Rather, the ﬁnally selected development
option, which doesn’t necessarily coincide with the most economical one, should comply
“proportionally” with all the objectives of a company [56], including overall performance,
functionality and operability, servicability, reliability, and safety.
Within this illustrative application the above mentioned ﬁnancial evaluations will be
performed for each legitimate ﬂoater concept, despite the known limitations. Instead of
ignoring them or rejecting the economic measures for that reason, the ANP allows for
an unbiased utilization of this information, and a combination with equally “imperfect”
evaluation results of non-ﬁnancial evaluation criteria. This increases the potential to
break ties of options that are equally attractive with regard to ﬁnancial aspects.
5.3 Floating Platform Concepts
5.3.1 Requirements and Speciﬁcations
Operational and Functional Requirements. The mission11 is to provide a manned plat-
form for parallel drilling and production activities in the GoM, and can be broken down
into operational phases prescribed by the FDP. The ﬁrst phase includes the step-wise
drilling and immediate commencement of production of the initial wells. The second
phase includes the subsequent tie back of additional subsea wells, from both main and
western reservoir, all required workover activities, and secondary recovery measures. The




11Floating structures can be used for a wide variety of missions: exploration, construction and instal-
lation of other oﬀshore structures, production, or simply operational support, subsea and on surface.
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• Operational Support
Well access requirements for drilling, completion, and intervention depend on the
reservoir material and formation, the number of wells and their location, and the asso-
ciated most suitable type of drilling rig. Requirements for production, which embraces
import, processing12, and export, are deﬁned by petroleum experts based on ﬂuid and
reservoir characteristics (e.g. pressures, temperatures, impurities, hydrates), and include
information on maximum processing and injection capacity of the production facility,
appropriate measures of ﬂow assurance, and requirements for secondary recovery. Flow
assurance engineers will select the most suitable system of ﬂowlines, manifolds, and risers
for crude oil import, water re-injection, and the separate export risers for processed oil
and gas. This system needs to match the ﬁeld’s expected production rate at any given
time during the life of ﬁeld, deﬁned in the production proﬁle. Operational support re-
quirements include weight and space requirements for utilities, machinery, equipment,
and personnel, which is needed to perform all operational task and to operate the fully
self contained PDQ itself.
A fundamental question is how to deﬁne the minimum requirements for drilling, pro-
duction, and support. Considering the fact that the decision to develop a ﬁeld is based
on conservative, rather pessimistic models for the recoverable reserves and the projected
oil price, it seems prudent to adjust minimum requirements upward and oversize the hull
of the ﬂoating production platform with respect to the “design payload”. Higher mini-
mum requirements lead to larger structures, increasing procurement, construction, and
installation costs. However, the additional capacity allows to capture upside potential,
a key requirement to add value to the development. It also reduces risk, since it allows
to reduce cycle time due to an earlier commitment and start of fabrication. A conser-
vatively designed platform with considerable headroom allows to shorten the expensive
12Processing describes the separation of well ﬂuids into crude oil, gas, mud, and water, the subsequent
gas treatment, and compression prior to export.
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exploration program, and it increases the probability of successful reuse, for example
serving as a hub to various tie-ins of adjacent ﬁelds, making additional ﬂoaters redun-
dant. A trade-oﬀ between the certain additional costs and the opportunity to utilize the
extra capacity must be made. Traditional ﬁnancial analysis assumes that extra capacity
is worth nothing.
Engineering Characteristics and Design Speciﬁcations. A ﬂoating structure, indepen-
dent of its mission, must resist functional gravity loads such as self weight, static dead
and live load, dynamic loads due to operation, and site speciﬁc forces due to wind, waves,
and currents, throughout its entire life, starting in the dock bay of the yard, until ﬁnal
decommission. Excitation forces and responses must be minimized. While the waves and
winds cannot be controlled, the hull conﬁguration underneath the water surface, and the
shape of the structure above have a signiﬁcant impact on how much force due to wind
an waves is applied to the structure. Furthermore, hull conﬁguration also determines
the responses of the hull towards these loads. In conclusion, the higher level functional
requirements must be translated into the following fundamental requirements: to stably
support a payload above the highest waves, to minimally respond to waves [54], to keep
its position within acceptable limits, and to provide suﬃcient space for all operation. It
is the fundamental requirements which will be translated into engineering characteristics
and will lead to conclusive design speciﬁcations. The key to success is to identify correctly,
for example with a tool known as “House of Quality”, the set of signiﬁcant engineering
characteristics. These quantiﬁable design variables, summarized as design speciﬁcations,
represent target values, which, when met, will result in a high-quality ﬂoater that com-
pletely satisﬁes all fundamental and functional requirements. The main cause for inferior
quality and poor design is often not that a product was not designed to speciﬁcation, or
that the numbers of the speciﬁcations were wrong, but that the speciﬁcations were not
critical to quality, or simply put: irrelevant.
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Table 5.1: Concept speciﬁc total payloads, given in metric tonnes [t].
Concept Facilities Deck* Topside Loads Keel Loads
Light Total Light Total Riser Mooring
SEMI (multi-phase) 26,000 31,500 9,500 35,500 41,000 2,000 12,000
ETLP (multi-phase) 26,000 31,500 4,700 30,700 36,200 600 -
SPAR (Phase 2) 23,000 27,700 4,200 27,200 31,900 600 10,000
*estimate based on total facility payload: 30% for SEMI, 15% for TLP and SPAR
The list of speciﬁcations for a PDQ must enable the engineers and naval architects
to determine the dimension of the ﬂoater such that it meets all fundamental, functional,
and operational requirements, in its entire life cycle. Hence, the speciﬁcations include
a detailed breakdown of the payload13, thresholds for dimensions, areas, and volumes,
design values for wave heights, wave periods, currents, and wind speeds in various weather
conditions14, as well as correlated allowable limits for ﬂoater response15. While metocean
criteria and performance criteria are ﬂoater independent, the required payload capacity
depends on the ﬂoater concept. Table 5.1 summarizes the estimates for the total payload
each platform needs to support.16
5.3.2 Concept Development
Technological Limitations. The selection of a ﬂoater concept is inﬂuenced by a combi-
nation of water depth, metocean conditions, and the payload. A SEMI has virtually no
restrictions for water depth and payload. The “Independence Hub”-platform is installed
in 2,414 m of water, while the “Thunder Horse”-platform provides the largest deck load
13A consistent deﬁnition for “payload” does not exist [129]. Within this illustration, the payload is
assumed as the sum of all vertical loads the ﬂoater has to support to provide full functionality: the deck
structure including all equipment required to perform the above deﬁned functions, the risers, and the
mooring lines, while hull weight and ballast weight are not considered as payload. A weight breakdown
is given in Section D.1.1.
14See Table D.2 in Section D.1.2 for the design values used within this illustrative application.
15An example of performance criteria relevant for ﬂoating structures is given in [129], Table 7.3
16Instead of comparing ﬂoaters with respect to payload capacity, one has to design each ﬂoater to
its design speciﬁc payload capacity requirements and then compare the ﬂoaters with respect to their
functionality for each of the operational tasks.
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Figure 5.6: Floater-speciﬁc application ranges for payload and water depth.
capacity with 44,000 tonnes. Similar to the SEMI, the TLP/ETLP concept can handle
signiﬁcant topside weights, with “Snorre A” and “Ursa” being platforms with topside
capacities in the range of 40,000 tonnes. But due to its sensitivity to weight changes,
the life load capacity is small compared to a SEMI. Furthermore, because the tendon
diameter increases with increasing water depth, its competitiveness drops signiﬁcantly
in water depths far beyond 1,500 m. The Spar concept is equally suitable for drilling
and workover operations, but the hull diameter required to provide suﬃcient stability
imposes a soft upper boundary for feasible topside weights. Still, the “Holstein”-Spar
with a total capacity of nearly 43,200 tonnes proves that even heaviest topside modules
can be supported, while the “Perdido”-platform is the current record holder for deepest
Spar installation, with a water depth of 2,383 m. Fig. 5.6 compares all ﬂoaters currently
installed in deep water, and the thereby derived application ranges of the diﬀerent ﬂoater
concepts. With the maximum topside weights as given with Table D.1, and a water depth
of 1,600 m, all ﬂoater concepts are possible, while the ETLP concepts requires a small
technology stretch worthwhile to be considered at this stage.
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Preliminary Design and Sizing. Based on the list of design speciﬁcations, each ﬂoater
concept needs to undergo a preliminary design and sizing exercise to determine a working
concept including manufacturing, transportation, and installation, to deﬁne the overall
dimensions, and to derive estimates for required materials and expected performance mea-
sures. Sizing is an iterative process, in which, starting with a suitable set of parameters,
a stepwise improvement is aimed at ﬁnding a combination for which each ﬂoater meets
all functional requirements. Whether or not a functional requirement is met can only be
assessed indirectly by means of comparing actual quantitative performance measures, for
example lateral accelerations and resulting forces acting on the structure, the risers, and
the mooring system, to associated performance criteria. This illustrates the importance
of carefully selecting performance measures which must represent the functional require-
ment appropriately. Preliminary design and sizing was performed for all three alternative
design conﬁgurations, the results are summarized in the following sub-sections.
5.3.3 Semi-submersible
Layout and Field Integration. Figure 5.7 depicts the preliminary layout of a Semi-
submersible PDQ-platform as part of the overall ﬁeld development plan. The SEMI is a
column-stabilized ﬂoating hull form with a small water plane area and good seakeeping
characteristics. Motions and loads are primarily controlled by the hull conﬁguration, and
secondarily by the mooring system. It is held in place by steel-polyester semi-taut spread
mooring legs with a relatively large footprint. This low cost passive mechanical mooring
system prohibit the structure to “weather vane”, thus directional metocean conditions
apply for moorings and response. The motion characteristics prohibit the installation of
dry tree wellheads. Drilling and completion of the subsea wells is done in calm metocean
condition using dedicated drilling risers allowing for direct vertical well access. Individual
well tiebacks are expensive and impractical, requiring the ﬂow from the subsea wells to be
bundled in manifolds before transferred to the platform. Steel catenary risers (SCR) are
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Figure 5.7: Proposed layout of a semi-submersible PDQ.
used for import from both the main reservoir and the tied back western reservoir, and also
for the export of the produced oil and gas to the existing pipeline system. The motions
of the ﬂoater need to be controlled, as SCRs are prone to fatigue problems, especially
in water depths of more than 1,500 m. As an alternative to SCRs with less restrictions
on the ﬂoater motion, a hybrid or ﬂexible riser system can be used if necessary. Such a
system usually requires intermediate buoyancy cans to control motions and system loads.
Construction and Installation. It is assumed that a rigorous evaluation process was
conducted to identify the following EPCI particulars to be the most beneﬁcial for this
particular ﬂoater concept, performed by a consortium of three globally active companies.
Design and engineering, including the mounted drilling rig, will be done in the US.
The hull including the deck box will be fabricated and outﬁtted in a dry dock in East
Asia. After ﬂoat-away load out, the drilling rig, which is subcontracted to a specialized
company, living quarters, and a variety of utility equipment, shipped from Europe and
the US, will be integrated at quayside. The pre-commissioned hull, short of all processing
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modules, is then transferred onto a heavy lift ship for dry tow to a shipyard in the US. The
topside modules (PAUs) are fabricated in various places along the coast of the GoM, and
shipped to the same yard. The large deck area allows for uncomplicated deck-equipment
integration at quayside with crane barge for the lift operations of the modules. The
fully commissioned Semi-submersible will be transported via wet tow to site in the GoM,
where it is “hooked-up” to the pre-laid mooring legs using permanent winches installed
on board.
5.3.4 Tension Leg Platform
Layout and Field Integration. Fig. 5.8 depicts the preliminary layout of the Extended
Tension-Leg Platform as part of the overall ﬁeld development plan. The ETLP is, similar
to the SEMI, a ﬂoating hull form which consists of four vertical columns with square
cross-section, connected to a ring pontoon lying below the water surface. It is held in
place by vertical steel tendons with a very small footprint. The tendons are tensioned
using excess buoyancy of the hull, hence their name being tension legs, and anchored
at the tips of extensions ﬁtted to the corners of the ring pontoon. The extended legs
design allows the deck size to be determined based on actual need rather than column
spacing, thus reducing the weight signiﬁcantly while the hydrodynamic performance is
similar to a conventional TLP [61]. Motions and loads are primarily controlled by the
relatively high axial stiﬀness of the tendons, which reduces the platform’s natural periods
for heave, pitch, and roll well below the region of dominant wave energy, thus essentially
eliminating all vertical motions. To a lesser extent, motions and loads are controlled by
the hull conﬁguration, in particular the column to pontoon volumetric ratio. The excellent
vertical motion characteristics result in very high operation up-time, and allow to move
the production wellheads for the initial wells of the main reservoir from the seaﬂoor up
onto the deck (dry trees), connected directly to the subsea wells by rigid risers. Dry
trees allow for simpler well completion, give better control over the production from
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Figure 5.8: Proposed layout of an ETLP PDQ.
the reservoir, and provide easier access for downhole intervention operations. The top-
tensioned riser system (TTR) comprises a group of vertical, large diameter steel pipes
supported by buoyancy cans. Contrary to direct tensioned risers, no signiﬁcant vertical
loads are imposed on the structure. For the western reservoir, which will be tied back to
the ETLP, and for the export of the produced oil and gas to the existing pipeline system,
SCRs will be used.
Construction and Installation. A consortium of three globally active companies will
perform the platform’s EPCI. Design and engineering, including the mounted drilling
rig, which is subcontracted to a specialized company, will be done in the US. The hull
will be fabricated and outﬁtted in East Asia and transported to the US via dry tow. The
entire deck structure including all facility equipment is manufactured and integrated in
the US. To save cost of hook-up and commissioning work oﬀshore, the mating of the fully
integrated deck and the outﬁtted hull is performed at quayside, using a heavy lift derrick
barge. To provide adequate free ﬂoating stability after hull ﬂoat-oﬀ at quayside and
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during deck mating, temporary stability modules (TSM), large buoyancy tanks which also
need to fulﬁll all regulatory requirements for damage control, are attached to each column,
thereby increasing the water plane area. The fully commissioned facility, including the
attached TSMs, will be transported via dry tow to site in the GoM. Parallel to the
fabrication of the TLP, piles and tendons are designed and fabricated in Europe by the
assigned specialized subcontractor. The neutrally buoyant tendons are made of high
strength steel pipe sections which are joined by mechanical connectors. The bottom part
of the tendon is connected to driven piles which are used for the TLP foundation. The
Tendon sections are shipped on a cargo barge to site, lifted, upended, and connected by
a crane barge with a tendon assembly frame. The pre-installed tendons are kept taut
and upright prior to arrival of the TLP at the site using temporary buoyancy modules.
Once the platform arrives at the site, it is ballasted using the TSMs attached to its
columns until the tendon connectors engage the LAJ teeth at the top of the tendons.
These connectors allow for downward motions of the hull in wave draughts, but prevents
upward motions. With this “ratcheting” procedure, and further ballasting, the platform
is submerged to its design draft, at which point de-ballasting operations continue to
adjust the pretension of the tendons to the desired design value.
5.3.5 Spar Platform
Layout and Field Integration. Fig. 5.9 depicts the preliminary layout of a Truss Spar
PDQ-platform as part of the overall ﬁeld development plan. The Truss Spar is a ﬂoating
hull consisting of a cylindrical buoyant hull, a bottom soft tank, and a midsection com-
posed of truss elements connecting the two. Motions and loads are primarily controlled
by the hull conﬁguration, particularly by the draft and number of heave plates, and sec-
ondarily by the mooring system. The Spar is moored to the seabed with semi-taut spread
mooring lines with a relatively large footprint roughly twice the size of water depth in
each direction. This has an impact on the ﬁeld architecture, but allows for drilling ﬂexi-
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Figure 5.9: Proposed layout of a Spar PDQ.
bility, as it allows the Spar to move horizontally and to position itself over wells at some
distance from the main platform location by adjusting the mooring line tensions. The
Spar is in various ways a robust ﬂoater concept: ﬁrst, it is unconditionally stable, which
allows for the use of a simple and fail-safe ballast system; second, a possible mooring line
failure would not be catastrophic, as it ﬂoats by itself; and third, the risers are protected
from loop currents and waves. A Spar is a good choice for a wide range of water depths,
and can handle signiﬁcant topside weights with a considerable life load capacity. Similar
to the ETLP, the motion characteristics, especially the low vertical motions, allow the
installation of dry tree wellheads. For the main reservoir, well drilling and completion,
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and also production, is done using large diameter HPHT deepwater top tensioned risers
with buoyancy air cans. Contrary to the ETLP concept, these large diameter air cans
control the size of the well bay, the well count, and ultimately the design of the SPAR
platform itself. An alternative to the large air cans would be directly tensioned risers,
which would result in additional hull payload. For import from the tied back western
reservoir, as well as for the accumulated export of processed oil and gas, SCR are used.
The motions of the ﬂoater, especially vortex induced oscillation in currents, need to be
controlled, as SCR are prone to fatigue problems.
Construction and Installation. Two globally active companies will join to perform the
platform’s EPCI. Design and engineering will be done in the US. The only suitable
construction yard with suﬃcient skidway spacing, quay depth, and cranes to construct
the hard tank of the hull, that is also available for the anticipated period of time, is
located in Northern Europe. Project schedule, tight market, and the limited availability of
fabrication and welding capacity within that yard requires substantial subcontracting to
other manufacturers, who are also responsible for delivery of the individual ring segments
to the assembly yard. The hard tank will be transported by dry tow to the US, where the
soft tank and truss section is fabricated. A preliminary risk cost assessment indicated wet
mating of the two hull parts as the preferable option, requiring a temporary buoyancy
tank for the upper portion of the truss section. The completed Spar hull, too long for
transportation on a heavy transport ship, is then wet-towed to the ﬁnal site, upended
by ballasting the soft tank, and hooked up to the pre-installed mooring system using
pull-in winches installed on the Spar. The entire deck structure including all facility
equipment is manufactured and integrated in the US. The Jones-Act has an impact on
load-out, transportation, and ﬂoatover operation to install the deck on the Spar hull.
Final commissioning is performed at the site. During transition from development phase
1 to phase 2, a lift barge will be required to swap the heavy drilling rig with a lighter
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version and an extra module for secondary recovery measures.
5.4 Economic Evaluation
Economic Performance Measures. The project economics depend mainly on the drilling
and completion strategy, the subsea equipment, the construction and installation method,
the yard location, and the shipping routes. Rules and regulations, lease terms and con-
ditions, and local content requirements may add substantially to the costs, however, not
equally for each option, thus shifting the balance. Even ﬂoater performance measures
such as heave motions have an impact on the economics, as drilling and operational ex-
penditures can be reduced signiﬁcantly when operational requirements are met for longer
periods, or at best throughout the entire year. Economic performance measures such as
costs and expenditures are without doubt the most important concept validation criteria,
and cost estimation is a fundamental step during concept evaluation.
5.4.1 Expenditures
IOCs have dedicated departments which spend weeks and month to determine, for each
viable ﬁeld development option independently, project time lines and capital and opera-
tional expenditures. It is not the intention of this illustrative application to demonstrate
how to correctly calculate costs; for this, the interested reader may refer to [218]. Sig-
niﬁcant expenditures which will be utilized in the decision analysis are summarized in
Table 5.2, supplemented by a brief discussion on their estimation.17
The capital expenditures (CAPEX) are comprised of three distinct items:
• Costs for subsea equipment include all costs for installation of ﬂow lines, manifolds,
risers, and export pipelines on the seabed, and are slightly higher for the wet-tree-
17The ﬂoater concepts are imaginary, the provided expenditures are thus educated guesses on what
they might be if this was a real-world project. Important for this illustration is not the accuracy of
the numbers, but how they can be utilized in a decision making process which allows for a balanced
consideration of all relevant aspects of a decision, not just economics.
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Table 5.2: Comparison of expenditures for each development option.
Expenditures (in [MM$US]) SEMI ETLP SPAR
Costs for subsea equipment 2,100 1,700 1,700
Construction costs for PDQ (EPC) 580 650 710
Installation costs for PDQ 120 560 250
CAPEX Σ: 2,800 2,910 2,660
Costs for drilling and completing 1 well 120 100 100
DRILLEX Σ: 1,920 2,000 2,200
OPEX p.a. 201 116 93
LCC (discounted to present) 4,669 3,995 3,715
only semi-submersible development option.
• Costs for EPC of the ﬂoater consider speciﬁcally the details provided in Section 5.3
about construction complexity and schedule18 and include the costs for processing
equipment, their integration, and the ﬁnal commissioning of the PDQ.
• Installation costs consider transportation route, time, and method, and include the
costs for the mooring system and the hook-up to it. Due to the technology stretch
required for the ETLP in such deep water, its installation costs are substantial.
Drilling, on average, is slightly more expensive for the wet tree option (assumed
are US$120 million per well instead of US$100 million), but the ability of unrestricted
placement of the drill centers around the ﬁeld reduces the amount of required wells for
the SEMI concept, thus the total drilling costs (DRILLEX) are less.
Operational costs (OPEX) consider the complexity of the structure and its impact on
working eﬃciency, the inspection schedule and the the structures’ accessibility for IMR,
and all costs associated with HSE. The diﬀerence in operational costs is mainly due to
the signiﬁcantly higher workover costs for wet trees.
The computation of the total life cycle costs (LCC) for each development is based on
18Construction simplicity translates into fewer defects during fabrication and assembly, faster construc-
tion and reduced costs. While orthotropically stiﬀened ﬂat plates typically used for pontoons and large
diameter cylindrical shells (ring- and stringer stiﬀened columns) are relatively simple in construction,
radially and transversely stiﬀened columns such as in SPAR’s are hardest to construct.
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Figure 5.10: PVs of future cash ﬂows, accumulated into the nominal NPV.
assumptions for an internal discount rate, an expected inﬂation rate, and an expected
life time of the ﬁeld. Despite the Spar PDQ being the most expensive ﬂoater by itself,
the total project costs are less compared to the other two concepts. However, while costs
are important, ﬂoater concept selection should consider total project economics.
5.4.2 Total Project Economics
Net Present Value. Project duration, from sanction to ﬁrst production to peak produc-
tion to ﬁeld depletion, is somewhere in the range of 20 to 40 years. Appraisal of such a
long-term project is based on a discounted cash ﬂow (DCF) analysis which uses the time
value of money. Based on the expenditures as given with Table 5.2 and the correspond-
ing time lines for construction, installation, and operation, a time series of outgoing cash
ﬂows is created, opposed by a time series of incoming cash ﬂows, based on the production
proﬁle as given in Fig. 5.2 and an expected oil price. A DCF analysis measures the excess
or shortfall of cash ﬂows after tax and royalties in present value terms, based on a ﬁxed
minimum attractive rate of return. The net present value (NPV) of a time series of cash
ﬂows is deﬁned as the sum of the present values (PVs) of the individual cash ﬂows as
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Figure 5.11: “Tornado diagrams” depicting the sensitivity of the nominal NPV.
given in Fig. 5.10 for each of the alternatives.19
A sensitivity analysis for the nominal NPV to better understand the impact of the
many necessary assumptions for incoming and outgoing cash ﬂows helps to protect against
economic failure. This analysis necessitates the assumption of reasonable minimum and
maximum values for each of the input variables used in the calculation of the NPV.20 The
outcome is a variation of the nominal NPV with respect to each input variable separately,
or with respect to groups of related variables. Plotting this variation as a horizontal bar,
placing the largest on top, results in the typical shape of a tornado as shown in Fig. 5.11.
Unsurprisingly, the two major sources of variation in NPV are the uncertainty in the oil
and gas price and reservoir uncertainty.
Expected Monetary Value. A Monte Carlo Simulation (MCS) is performed to assess
the combined impact of all uncertainty, which requires each variable to be modelled as
a random variable.21 Applying sample statistics to the simulation results yields another
set of economic measures popular in the oﬀshore oil and gas industry: the sample mean,
19It is the analysis of NPV which resulted in the notion of “adding value” to the project in the early
design phases.
20At this point, the proclaimed objectivity of ﬁnancial performance measures is replaced by the sub-
jective judgment of the developer. The assumptions used within this illustration are summarized in
Appendix Section D.2.
21The practical limitations of this approach are obvious, since it is impossible to ﬁnd a justiﬁable
joint distribution function, yet alone marginal distribution functions for every variable when interactions
are ignored. Standard procedure is to model the parameters with a normal, uniform, or triangular
distribution, utilizing the previously speciﬁed nominal and extreme values [211].
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Table 5.3: Summary of economic measures for each development option.
Economic Measure (in [MM$US]) SEMI ETLP SPAR
CAPEX 2,800 2,910 2,660
LCC (discounted to present) 4,669 3,995 3,715
NPV (nominal) 3,654 3,875 3,944
P50 (expected monetary value) 3,556 3,717 3,647
P85 (representation of downside risk) 2,600 2,779 2,741
P15 (representation of upside potential) 4,526 4,751 4,609
“Risk” (Standard deviation) 923 951 907
referred to as P50 or expected monetary value (EMV), upper and lower 15%-quantiles,
referred to as P15 and P85, and the sample standard deviation, referred to as “risk”22.
Table 5.3 summarizes the results of the economic evaluation.
5.5 Concept Selection
5.5.1 Deﬁning the Optimal Concept
From Selection to Decision. Considering the three alternative options and the evalua-
tion results given in Table 5.3, it is clear that we have a set of conﬂicting measures, and
the identiﬁcation of the optimal ﬂoater is not trivial. A selection based exclusively on
the comparison of expenditures would result in the SPAR development option. Based on
nominal NPV, the SPAR is still most attractive, but not by much anymore. Consider-
ing the uncertain nature in reservoir and oil price, conﬂicts emerge, as the development
concept featuring an ETLP is superior to the SPAR concept. But even if no conﬂict
would be present, we still face the problem that the numbers only represent estimates.
No alternative has emerged as a clear cut winner, and the uncertainty in the evaluation
22In my opinion the standard deviation is not a good measure for risk, as it makes no distinction between
upside and downside deviations. Risk is generally deﬁned as a compound measure for probability and
consequence. With this in mind, integrating over the range of possible NPVs, with the probability density
function (PDF) of the NPV acting as a weighting function, seems to be a more appropriate measure for
NPV-risk. But given the rather arbitrary nature of the PDF for the NPV, generated with MCS where
the density functions for CAPEX, OPEX, and production decline are all assumed to be triangular, the
value of such information (VOI) is questionable.
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results has the potential to revoke any selection based on comparing just these numbers.
Improving the evaluation method and incorporating more sophisticated analysis tools
does not necessarily resolve this stand-oﬀ scenario, neither does an approach of reﬁning
each option with a level of detail which is suﬃcient enough to be recognized as embodi-
ment design. A decision which concept to select must be made, and it should consider the
ﬂoater’s economics, but also operability, functionality, and safety [313]. But obviously, all
three ﬂoater concepts are suitable, and it was proven within the preliminary design and
sizing exercise that it is possible to ﬁnd for each concept physically realisable, economi-
cally worthwhile, and ﬁnancially feasible conﬁgurations. To identify the optimal ﬂoater,
further selection criteria include lessons learned in the past, potential impacts from au-
thorities and regulatory bodies, politics, the competition, the market condition and global
economy, corporate guidelines, and environmental considerations. Whether these aspects
should be considered as “secondary” and useful only as tie-breakers or relevant every
single time, and with what signiﬁcance at that, is still debated [89, 90, 242, 245]. While
many authors discuss what aspects should be considered in deepwater development con-
cept selection, a consensus on how to combine these extremely diverse, tangible and
intangible aspects in one decision does not exist, and usually the advantages and disad-
vantages of each alternative are in some kind of balance. In the following, a complete
BOCR model will be created as a proposal to concept selection. Where applicable, the
model will implement priorities derived with the novel development of IDF as given in
Chapter 4.
The BOCR Model. In the decision about which ﬂoater concept to choose, the DM must
consider favorable and unfavorable aspects, some of which are certain, while others are
associated with a likelihood of materializing. As described in great detail in Section 3.5,
ﬁrst step in structuring the decision problem is to group these aspects in four distinct
merits of beneﬁts, opportunities, costs, and risks. What are the beneﬁts, risks, costs, and
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opportunities of a ﬁeld development centered around a PDQ? It is actually a risk to have
drilling and production on the same platform, but it costs much more to not have them
on the same platform. Transportability is a beneﬁt, as it reduces construction time, but
the ﬂoater might be costlier due to increased construction complexity. Regional drivers
such as codes and regulations which impact design and construction are priced in as
costs, but their potential of being obstacles when circumstances require design changes
are risks. Wet trees have a much higher risk compared to dry trees for the more complex
hardware, and a potentially limited recovery. But, wet tree ﬁeld layouts as represented
by the SEMI concept have more tolerance to downside scenarios, primarily because the
well count can be updated continuously, which means less risk. Wet trees also increase
ﬂexibility which can be utilized to either save costs or to capture the upsides. In addition
to this, the SEMI concept has a lower project execution risk due to reduced contracts to
manage, less contractors to coordinate, and fewer interfaces which are sources for project
execution problems.
Once the decision aspects for each merit have been identiﬁed, dedicated networks
model must be created to identify separately the priorities for B, O, C, and R. Establishing
BOCR models is not a trivial task. Model elements and model structure cannot be
assessed as right or wrong, at best a model can appear to be reasonable and appropriate
to capture the decision maker’s perception of the decision problem.
The concluding step of concept selection is to synthesize the priorities of the four
merits to a ﬁnal ranking. Therefore, the merits are rated with respect to strategic criteria,
representing a guideline to decision making within the organization. In general, these
criteria don’t change from decision to decision and should represent long term objectives
of the developer.
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5.5.2 The Beneﬁts Model
Identiﬁcation of Beneﬁts. The goal of the beneﬁts model is to determine a distribution of
preference for the alternatives with respect to their certain gains and advantages resulting
from a decision towards one of them. The fundamental task within this investigation is
to identify which ﬂoater concept, when selected, yields the most beneﬁts. Therefore, it
is important to identify what is beneﬁcial in a ﬁeld development, and who does beneﬁt
in what ways. Beneﬁts are closely related to quality considerations, foremost the quality
aspects of performance and features (see Section A.2.1).
Beneﬁts can be partitioned into various categories, for example into economic, techno-
logical, and political beneﬁts, resulting from the selection of a certain ﬂoater type. This
detailed categorization is not necessary for the purpose of this illustrative application,
and only one holistic beneﬁts model is used.
Clusters and Network. Beneﬁts describe all certain gains and advantages. The beneﬁt
of a ﬂoater concept can be evaluated with respect to its expected cash inﬂow. This purely
ﬁnancial consideration reduces beneﬁts to a monetary value, usually the net present value.
Depending on the precision and care to calculate this value, the signiﬁcance of this single
evaluation criterion can be extremely high, and suﬃcient to base the decision on it alone.
In case the NPV for various alternatives is very similar, the beneﬁt of each ﬂoater can
be assessed with respect to its functionality, its basic fundamental characteristics, or its
conformance to general developer’s standards. These groups of beneﬁts represent distinct
clusters of evaluation criteria, which naturally depend on each other. The relative impor-
tance of each cluster, and the relative importance of the elements, is partially inﬂuenced
by the alternative ﬂoater concepts and by the ﬁeld development plan. Figure 5.12 depicts
the six identiﬁed clusters for the beneﬁts model.
The cluster “B1: Functional Requirements” contains as elements three evaluation
criteria related to ﬂoater performance, representing the main functions necessary to pro-
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Figure 5.12: Network model of clusters and elements under Beneﬁts.
duce an oilﬁeld. “WA: Well Access” refers to the beneﬁts associated with uncomplicated
well accessibility for drilling, completion, and workover. “PR: Production” refers to all
major production activities: import, processing, and export. “OS: Operational Support”
refers to the ability of the ﬂoater concept to support utilities, machinery, equipment, and
personnel, to perform all operational task, including the lifting and placement of smaller
subsea equipment and the operation of ROVs, and to operate the fully self contained
PDQ itself.23 Additional advantages beyond the minimum requirements are considered
beneﬁcial. Each ﬂoater is able to perform all functions, however, not every functional re-
quirement is embedded equally satisfactory within each concept.24 An assessment is pos-
sible with respect to how well a ﬂoater meets the fundamental requirements. Engineering
23Including cranes, power supply, control facilities, ﬂare tower, landing and evacuation facilities includ-
ing a helipad and lifeboats, and living quarters.
24However, each ﬂoater concept has concept speciﬁc critical design speciﬁcations which are hardest
to meet and thus have the largest impact on ﬂoater size and weight, thus referred to as design drivers.
The consequence of focusing on the design drivers is that minimum requirements set by other design
speciﬁcations will be exceeded, resulting in a potential beneﬁt. In the case of the Semi-submersible,
stability considerations are the predominant drivers for column cross-section and spacing, resulting in a
signiﬁcantly larger deck area than required. This adds value, as extra space allows for better protected
working areas with large separation from living quarters, thus improving the safety and eﬃciency of
operations. In contrast, additional metacentric height far beyond the target range of 3 m to 6 m, observed
for the SPAR for which the heel angle is a design driver, does not create any signiﬁcant extra value.
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analysis incorporating ﬂoater speciﬁc information about hull conﬁguration, vertical and
horizontal weight distribution, wind area, tank capacity, and freeboard, in combination
with minimum requirements for air gap, metacentric height, and overturning moment,
are used to provide quantitative measures for the ﬂoater’s load capacity and its static
and dynamic stability characteristics25, response characteristics such as natural periods
for heave, sway, pitch, and roll, correlated response ampliﬁcation operators (RAO), heel
angels, vertical motions, and horizontal accelerations. The incorporation of evaluation
results obtained from engineering analysis is described in detail in Chapter 4.3. The most
beneﬁcial concept is deﬁned as the one which, in sum, meets all fundamental requirements
in a satisfying way.
Beyond the fundamental ﬂoater performance with respect to minimum requirements,
the most beneﬁcial concept is deﬁned as the one which provides the most advantageous
features. The cluster “B2: Technology” contains as elements three evaluation criteria
related to technology-dependent ﬂoater functionality. “DL: Deck Layout” refers to the
deck conﬁguration and the working space it provides. The ﬂoater concept providing the
largest space for the drilling rig, the shortest supply chains for drilling risers, casing,
blowout preventer (BOP), and wellhead, and the safest method to store drilling ﬂuids,
is most beneﬁcial. The location of the wellhead, wet or dry, is a signiﬁcant factor to
consider. “EC: Equipment Capacity” refers to the processing capacity and processing
robustness. The performance depends on the size and conﬁguration of processing equip-
ment26 which dominate the minimum requirements for deck area, deck conﬁguration, and
deck load capacity and distribution. Minimum requirements for riser capacity determine
riser conﬁguration with a set of implications, foremost the complex dynamic ﬂoater-riser
interactions and their imposing restrictions on allowable motions and forces. “MM: Mo-
bility and Maneuverability” refers to the ﬂoaters ability to move to a certain position,
25The aspect of damaged stability is considered in the risk model.
26Including gas turbines, equipment, power generators, and pumps for re-injection, required chemicals
for ﬂow assurance, and dead oil storage.
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for example above a bore hole, and to keep this position. It is primarily controlled by
the mooring system. A great ﬂexibility in positioning and better station keeping charac-
teristics in the expected metocean conditions are beneﬁcial.
The cluster “B3: Field Development Plan” contains two elements: “DS: Drilling and
Completion Strategy” describes the demands derived from the strategy for developing
the ﬁeld and managing well performance and reservoir uncertainty. “FA: Field Architec-
ture” describes the demands derived from type and location of subsea systems, ﬂowlines,
risers, export systems, all demands for optimizing production (recovery, ﬂowrates, etc.)
until ﬁnal depletion of the ﬁeld. Successfully developing a deepwater oil ﬁeld requires a
combined eﬀort from the business oriented developer, the operator, and all contractors -
synthesised into the preliminary ﬁeld development plan. The impact of regulatory bodies,
licencing agencies, and other regional drivers such as local content requirements must be
incorporated [90]. The most beneﬁcial PDQ is the one which guarantees a successfully
implementation of the drilling and completion strategy, and an uncomplicated integra-
tion into the most preferred ﬁeld architecture to perform all operations and interventions
necessary to maximize the productivity of the oil ﬁeld.
The cluster “B4: Developer Priorities” describes aspects which must not be ignored
in a decision problem, but which are more diﬃcult to quantify compared to “fundamental
requirements”. However, their impact on the distribution of preference of the alterna-
tive ﬂoater concepts is without doubt [313, 89]. Floater concepts can be evaluated with
respect to their “HE: Health, Safety, and Environment (HSE)” performance, a criterion
often in conﬂict with economics. “SE: Standardization Eﬀorts” describes the continuous
thrive of developers to standardize their ﬂeet, their equipment, and their procedures to
the most practical level. The ﬂoater concept which falls in line with company standards,
and incorporates well understood and in-house technology, is considered most beneﬁcial.
These two aspects are related to the service operability performance of the engineering
systems. “RI: Reputation and Image” refers to the developers bias towards the realization
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of a ﬁeld development with a concept that incorporates novel technologies and thereby
maintains his reputation as innovative and leading in technology, while still being reliable
and dependable.27 “CS: Contracting Strategy” describes the decision maker’s bias related
to the contracting arrangements and refers to all preferences perceived as beneﬁcial. In
the current example, the contracting strategy aims for fewer, larger contracts to capture
economic beneﬁts through scale, aggregation, and volume discounts, preferably with pre-
scribed equipment suppliers and the favored EPCI-Contractor already under contract in
other projects. Other drivers in contracting strategy include the selection of contractor
based on their ability to meet deadlines and the developer’s standards of quality and
safety. The selection of the concept which allows for contracts perfectly in line with this
strategy is considered most beneﬁcial.
The cluster “B5: Economics” contains only one element to evaluate the beneﬁt of
each development option: “MV: Monetary Value”. A cash ﬂow analysis to determine
for each option the NPV or EMV can be used for assessment. Without the need for
explanation, a higher monetary value is more beneﬁcial.
Network Links, Cluster Priorities, and Pairwise Comparison. The identiﬁcation of six
distinct clusters leads to the beneﬁts model as shown in Figure 5.12. Clusters B1, B2,
B4, and B5 inﬂuence cluster A, as they all represent diﬀerent sets of evaluation criteria
to assess the beneﬁts associated with each alternative. While the direct impact of B1 is
related to the fundamental requirements, an indirect impact is given through B2.
The relative importance of the elements within B1 depend on the alternatives them-
selves, and on the elements of B2 and B3. The ﬁrst is a simple feedback loop allowing
to focus on those functional requirements which are not fulﬁlled equally well by all al-
ternatives. The second accounts for the impact of the ﬁeld development plan on the
signiﬁcance of the functional requirements to assess the total beneﬁt of each ﬂoater con-
27An example is the ﬁrst ever installed TLP in 1984 (North Sea, 148m, Hutton Field) by Conoco,
who dismissed the far cheaper ﬁxed platform option to gain the experience required for future deepwater
projects [58].
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cept. B2 and B4 inﬂuence B3 as both clusters represent sets of evaluation criteria to
assess the signiﬁcance of the ﬁeld development plan to the overall beneﬁts. This allows
to capture the various beneﬁcial interdependence relationships. For example, a ﬂoater
which, due to its technology, is assessed most beneﬁcial with respect to its well access ca-
pabilities is certainly beneﬁcial with respect to a successful implementation of the drilling
and completion strategy. This has several implications to the developer. A successful
implementation will have a positive eﬀect on the developers reputation and image, and
it will serve its eﬀorts in HSE. Furthermore, because of the greater generality of the in-
cluded elements, the cluster B4 exhibits internal dependence. For example, the desired
reputation is not only inﬂuenced by selecting a certain ﬂoater concept that increases the
reputation straight away, but also by a ﬂoater which, from a technical point, has the least
beneﬁcial eﬀect on the reputation, but matches the standardization eﬀorts, with positive
side eﬀects on HSE which increases the reputation for safety. The ease of considering
these dependencies is one of the advantages of the ANP.
Instead of assuming the relative importance of each element within clusters B1, B2,
B3, and B4, feedback is utilized to determine the contribution of each element to the
total beneﬁt. Thereby each alternative is assessed with respect to the project ﬁeld devel-
opment plan and the developer priorities, while simultaneously identifying the beneﬁts
with respect to the various drivers for each alternative individually. Raising the Super-
matrix to inﬁnite powers results in the equilibrium that is used to rank the alternatives
with respect to their beneﬁts.
The necessary judgment about the ratio between direct and indirect impact is made in
the pairwise comparison of clusters which leads to the cluster weights given with Table 5.4
(see Section D.3.1).
The elements in each cluster are prioritized with respect to each element that has
an inﬂuence on the cluster, using pairwise comparison. The detailed node comparison,
including the question to ask for each comparison, is given in appendix (see Section D.3.2).
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Table 5.4: Cluster priorities for the Beneﬁts model.
Beneﬁts A B1 B2 B3 B4 B5
A: Alternative Floaters .6667 .5000 .6483 1
B1: Functional Requirements .1093 .5000 1
B2: Technology .1093 .3333
B3: Field Development Plan .1220
B4: Developer Priorities .2090 .2297
B5: Economics .5724
The results are summarized in Table 5.5. The limiting priorities are given in Table 5.11
in Section 5.5.6.
5.5.3 The Opportunities Model
Identiﬁcation of Opportunities. Long after concept selection, during the parametric
design phase, the chosen platform will be optimized, typically for the P50 design ﬂow
rate, although it should be able to capture a substantial part of the upside potential
and be protected against the downside risk. Encouraged by an unbalanced rewards and
incentives, the project development team usually focuses on the latter at the expense
of upside potential. The consequence is bottlenecks, and in such cases the facility has
to undergo an expensive “debottlenecking” to enable the capturing of the full upside
potential28. Opportunities are closely related to the deﬁnition of minimum requirements,
see Section 5.3.1. The main goal of the opportunities model is to determine a distribution
of preference for the alternatives with respect to their ability to capture upside potential.
Clusters and Network. Opportunities can be interpreted as uncertain beneﬁts. It is
obvious to utilize the results from the MCS conducted during the economic evaluation
to assess the ability to capture the ﬁeld’s upside potential. However, this would restrict
opportunities to errors in ﬁeld performance predictions which happen to have a positive
28The following developments are examples: Mars, Auger, Oryx, Neptune
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Table 5.5: Unweighted Supermatrix of the Beneﬁts model.
A B1 B2 B3 B4 B5
SEMI ETLP SPAR WA PR OS DL EC MM DS FA HE SE RI CS MV
A
SEMI .1858 .3254 .3529 .2098 .6250 .5917 .2583 .3090 .4579 .1692 .3202
ETLP .5540 .3710 .3252 .5499 .2385 .0751 .1047 .5815 .4161 .3875 .3422
SPAR .2602 .3036 .3219 .2403 .1365 .3332 .6370 .1095 .1260 .4433 .3376
B1
WA .3553 .3941 .4198 .2583 .1666 .5821 .8333 .2599
PR .2884 .2934 .2050 .1047 .7396 .0695 .4126
OS .3565 .3125 .3752 .6370 .0938 .3484 .1667 .3275
B2
DL .2403 .1634 .1488 .2583 .1000 .5695
EC .5499 .2970 .1604 .1047 .9000 .0974





HE .1073 .1188 .1999 .8333
SE .0979 .2500 .2134 1 .1667
RI .5652 .4959 .0551
SC .2296 .1353 .5316
B5 MV 1 1 1
eﬀect. Further opportunities to add value to the project, which are not considered in the
ﬁnancial analysis, include the tie-back of thus far undiscovered satellite ﬁelds, and the
deployment of the ﬂoater in another development. Yet another opportunity is given in a
successful reuse of the ﬂoater hull, possibly with a complete change of mission.
Obviously, the ability to capture upside potential depends on the structure’s design
and technology, which can also be used to assess opportunities. For reason of simplicity,
and justiﬁed since opportunities are considered to be the least important merit in the
BOCR model for oﬀshore concept selection29, only three clusters of criteria to evaluate
the opportunities are used, as shown in Figure 5.13.
The cluster “O1: Additional Value” contains as elements three opportunities for the
developer to add value to the project, which are used directly as evaluation criteria.
“PI: Production Increase” refers to the ability of the entire development, including the
ﬂoater, to adjust production throughput upwards if well productivity allows to and the
29This might change with more ﬁelds reaching their end of life, leaving IOCs with a ﬂeet of unused
platforms.
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Figure 5.13: Network model of clusters and elements under Opportunities.
global market demands for, thus allowing to capture a signiﬁcant portion of the ﬁeld’s
upside potential. “SF: Satellite Fields” refers to the ability and suitability of the ﬂoater
to serve as a Hub to tie back additional ﬁelds in the not-so-distant future. It depends on
the ﬂoater’s ﬂexibility and ease of adapting the installed equipment to the new crude oil
characteristics, as well as on the ﬂoater’s IMR-history. “ND: New Development” refers
to the general ability of ﬂoater redeployment in a diﬀerent location after ﬁeld depletion.
The cluster “O2: Design and Technology” contains as elements three signiﬁcant as-
pects which determine the ﬂoater’s ﬁtness for future. “EC: Excess Capacity” refers to
the minimum requirements deﬁned in the PDS (Section 5.3.1). Equipment capacity, deck
load capacity, life load capacity, and also the excess capacity in terms of environmental
conditions must be considered in this assessment. “SF: Service Life” refers to the ex-
pected remaining service life, which depends on the structure’s quality and robustness.
“TR: Transportability” refers to the ﬂoaters ability to be relocated, and the necessary
eﬀort to do so.
The cluster “O3: Reuse” contains only one element to evaluate the opportunity of
each ﬂoater concept: “CM: Change of Mission”. Floating structures can be used for a
wide variety of other missions: exploration, construction and installation of other oﬀshore
structures, operational support to other developments.
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Table 5.6: Cluster priorities for the Opportunities model.
Opportunities A O1 O2 O3
A: Alternative Floaters .1667 1 .5000
O1: Additional Value .2426
O2: Design and Technology .6694 .8333 .5000
O3: Reuse .0880
Network Links, Cluster Priorities, and Pairwise Comparison. The identiﬁcation of four
distinct clusters leads to the opportunity model as shown in Figure 5.13. Clusters O1,
O2, andO3 inﬂuence clusterA, as they all represent diﬀerent sets of evaluation criteria to
assess the opportunities associated with each alternative. While the direct impact of O1
is related to the fundamental requirements, an indirect impact is given through O2. The
ability to add value does not only depend on aspect which are important for the current
functional requirements, as in the Beneﬁts network, but also on the transportability,
on the amount of integration which might render a redeployment unfeasible, and the
sea-worthiness in metocean condition diﬀerent from those in the GoM. A robust ﬂoater
concept is certainly preferable with respect to the ability to capture as many opportunities
as possible. The same applies to cluster O3.
The necessary judgment about the ratio between direct and indirect impact is made in
the pairwise comparison of clusters which leads to the cluster weights given with Table 5.6
(see Section D.3.4).
The elements in each cluster are prioritized with respect to each element that has
an inﬂuence on the cluster, using pairwise comparison. The detailed node comparison,
including the question to ask for each comparison, is given in appendix (see Section D.3.5).
The results are summarized in Table 5.7. The limiting priorities are given in Table 5.11
in Section 5.5.6.
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Table 5.7: Unweighted Supermatrix of the Opportunities model.
A O1 O2 O3
SEMI ETLP SPAR PI SF ND EC SL TR CM
A
SEMI .7142 .5815 .6716 .6250 .1692 .6153 .5936
ETLP .1429 .3090 .0630 .1365 .4433 .2922 .1571
SPAR .1429 .1095 .2654 .2385 .3875 .0925 .2493
O1
PI .2500 .1692 .6370
SF .2500 .3875 .1047
ND .5000 .4433 .2583
O2
EC .0974 .1634 .5584 1 .8333 .0887 .2493
SL .3331 .5396 .3196 .1667 .5591 .5936
TR .5695 .2970 .1220 .3522 .1571
O3 CM 1 1 1
5.5.4 The Costs Model
Identiﬁcation of Costs. In general, costs describe the certain disadvantages, pains, and
troubles resulting from a decision. The goal of the costs model is to determine a dis-
tribution of preference for the alternatives with respect to their costs. Therefore, it is
important to identify what is disadvantageous in a ﬁeld development, and who has to
cover the costs. Costs are closely related to quality considerations, speciﬁcally to the loss
as deﬁned by Taguchi (see Section A.2.2) as a consequence of inferior quality.
All costs to which a monetary value can be assigned belong to economic costs:
CAPEX, DRILLEX, and OPEX. However, there is a variety of intangible costs to the
developer for choosing one ﬂoater concept over the others. For example, a certain deci-
sion’s negative impact on future business relationships, the expenses to society related
to the decisions leading to international procurement and a subsequent disregard of the
local industry, and all costs related to the environmental impact each concept will likely
have. A thorough analysis of all costs, not just economic, is essential for good decision
making, especially so for large scale projects such as a deepwater development. However,
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Figure 5.14: Hierarchy model of clusters and elements under Costs.
for the purpose of this illustrative application, only economic costs are considered.
Clusters and Hierarchy. Instead of modelling a cost network, the cost model will simply
utilize the results summarized in Table 5.2 as criteria in a three-level hierarchy as depicted
in Figure 5.14. This is possible since the cost evaluation considers already all signiﬁcant
cost inﬂuencing aspects, including the unfamiliarity with novel design and technology,
the operator’s experience in conjunction with the ﬂoater layout on costs associated with
inspection, maintenance, and repair, and the impact of safety issues on operational costs.
Priced in is also the time-limited availability of suitable equipment, the advantage of
a trained and experienced crew, the export strategy considering the existing pipeline
network and the surrounding developments.
The top cluster “C1: Goal” contains only one element, which is the total project cost.
This is a subjective judgment, based on two evaluation criteria summarized in the mid-
level cluster “C2: Expenditures”. Instead of using just the life cycle costs, this model
allows for a judgment-based prioritisation of immediate costs, since it is often considered
more costly to have higher CAPEX, even though the discounted life cycle costs are
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Table 5.8: Supermatrix of the Costs model.
A C1 C2
SEMI ETLP SPAR PC CX LX
A
SEMI 1 .3345 .3772
ETLP 1 .3477 .3227





equal.30 The bottom level cluster simply contains the three alternative ﬂoater concepts,
while a loop is added to maintain a supermatrix formulation as given with Table 5.8.
The priorities for “CX” and “LX” are obtained by using the actual cost ratios during the
pairwise comparison. The limiting priorities are given in Table 5.11 in Section 5.5.6.
5.5.5 The Risks Model
Identiﬁcation of Risks. The goal of the risk model is to rank the alternatives with
respect to their risks. Risks refer to the unexpected and uncertain losses and other
disadvantages resulting from a decision for one of the ﬂoater concepts. Without a hazard,
and without a value exposed to it, there is no risk. The hazards include all small scale
accidents, ﬂaws, and malfunctions, which can result in delays, unexpected downtime, and
additional costs during project execution (EPCI) and the production phase. Such events
go largely unnoticed by the public, and the consequences are ﬁnancial losses, which
represent the exposed value. The total risk of an alternative also incorporates risks
due to hazards of large-scale system failures and inherent causes to malfunction. The
consequences can be devastating, including loss of life, loss of structure, and signiﬁcant
environmental pollution. Such events will be noticed, since the values exposed go far
30There is no problem with the non-linearity resulting from considering CAPEX multiple times, as it
perfectly resembles human decision making. Excluding the CAPEX from the life cycle costs to recombine
it through an AHP is mathematically a simple linear weighing of CAPEX.
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beyond the monetary losses.
Comparing alternatives with respect to risk requires some kind of risk measure. Risk
assessment, as has been elaborated in detail in Section A.3.3, is a diﬃcult task to say the
least. Considering the current understanding of risk, including the important aspects of
risk perception, and the inability to consider Black Swan events, a convincing, meaningful,
and precise quantiﬁcation method for risk is out of reach. Once again the value of using
ANP in concept selection becomes obvious, since it enables, free of restrictions, the use of
qualitative judgment about risk, without the need to calculate some sort of “risk number”.
Risks can be partitioned into various categories, for example into economic, techno-
logical, and political risks, resulting from the selection of a certain ﬂoater type. In this
regard, economic risks are associated with small scale accidents, ﬂaws, and malfunctions,
and represent in their entirety the variations around the mean. Data from past projects
can be used for the comparison under economic risk. Other categories are associated with
risks of unpredictable events, which we still know exist and have an equally strong impact
on the decision. A separate evaluation for distinct risk categories is not necessary for the
purpose of this illustrative application to demonstrate the applicability of the decision
making method to concept selection. Instead, one holistic risk model is used.
Clusters and Network. Risk describes the risk of additional costs, unexpected delays,
extended downtime, and termination of the project, as a consequence of failure. The
cause for such failure can be technical, political, or related to HOF, as well as all inherent
causes. Thus, the riskiness of the alternatives can be evaluated in terms of robustness
with respect to reservoir uncertainties and the variations in the environment. It can also
be evaluated with respect to the complexity, novelty, and redundancy of the technology
incorporated into the design of the ﬂoater and the ﬁeld. A third possibility to evaluate
the risks associated with each alternative is to compare them with respect to the risk
impact of the business environment in which they have to be built and used. These three
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Figure 5.15: Network model of clusters and elements under Risks.
groups represent three distinct clusters of evaluation criteria, which obviously inﬂuence
each other. The relative importance of each cluster, and the relative importance of the
elements, is partially inﬂuenced by the alternative ﬂoater concepts, and by the project
execution phase. Figure 5.15 summarizes the ﬁve clusters identiﬁed for the risk model.
The cluster “R1: Subsea Oilﬁeld” contains as elements three risk evaluation criteria
related to the working environment. They are closely related to serviceability and safety
requirements31, which, if not met, will lead to downtime, delays, or catastrophic events
like spills, ﬁres and explosions. “TG: Topography and Geology” refers to the risks asso-
ciated with the seabed topography and the rock formation. Risks include diﬃculties of
subsea system installation, additional costs and potential delays due to a more compli-
cated drilling than expected, and stricter workover requirements. The ﬂoater with the
largest ﬂexibility to deal with these unexpected deviations (because the installed equip-
ment has the ﬂexibility to be adjusted to the increased demands) has the lowest risk of
31Safety refers to the requirement to prevent failure from natural hazard, and serviceability refers to
the requirements for drilling and production
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additional costs and delays. “RF: Reserves and Fluid Properties” refers to the risks asso-
ciated with the reservoir and the recoverable reserves with the potential to increase costs
and decrease production eﬃciency. These include an unexpectedly strong production
decline which requires additional boosting measures and unexpected variations in ﬂuid
properties32 which increase ﬂow assurance and processing demands, with the potential
to create bottlenecks in the production systems which limit production or limit increas-
ing production from satellite tie-ins. Reservoir uncertainty in all parameters including
oil-in-place and the recoverable reserves remain until the last barrel has been produced.
The ﬂoater with the largest ﬂexibility to deal with these variations has the lowest risk.
“SE: Site and Environment” refers to the risks associated with the ocean environment.
Despite all ﬂoaters being designed for the same storm events and currents, they exhibit
diﬀerent behaviour. Most signiﬁcantly is the variation in downtime for diﬀerent mo-
tion characteristics, but risks also include major damages in hurricanes. In general, the
ﬂoater with the largest robustness w.r.t. small and large environmental ﬂuctuations has
the lowest risk of decreased production, additional costs, delays, or large system failure.
The cluster “R2: Design and Technology” contains as elements ﬁve risk evaluation
criteria related to the complexity, novelty, and redundancy of the design and technology
incorporated in each ﬂoater. They are closely related to durability and safety require-
ments to limit unexpected degradation and maintenance, and cover the risks of cascading
failure mechanisms due to complex technology in combination with human malfunction.
“FH: FPS Hull” refers to conﬁguration, size, and complexity of the entire ﬂoater includ-
ing the mooring system and balancing system, but not its deck and equipment. The
larger and more complex the hull, the higher the risks associated with it during construc-
tion, installation, and deployment.33 “FD: FPS Deck” refers to the layout, equipment
32Size and conﬁguration of import and export risers, processing equipment, and support equipment
is based on design data for the gas oil ration (GOR), operating pressures and temperatures, ﬂow rates,
water cuts and produced water rates, and crude oil composition (wax, asphaltene content, pour point,
gel point), and contaminants such as H2S or mercury)
33For example, an overly complex and automated balancing system, based on hundreds of sensors,
pumps, and valves, may trigger a major accident in case of partially or fully ﬂooded compartments, if the
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integration, and space restrictions of the deck. Tight spaces, insuﬃcient safety margins,
increasing automation, overly complex system integration, and a lack of familiarity with
control systems increase the risk during construction, installation, and production. These
two elements address the issue of people-hardware interaction during construction, opera-
tion, maintenance, and repair, referred to as ergonomics34 by ABS35 [201, 1]. “SS: Subsea
System” refers to all subsea equipment including import and export risers and the risks
associated with construction, installation, and maintenance, ﬂow assurance, and riser vi-
bration and fatigue issues. “MO: Marine Operations” refers to the cumulative complexity
and technical challenge of all marine operations during the lifetime of the ﬂoater, starting
from ﬁrst roll-out of hull segments and ending at decommission, and including all oﬀshore
operations in between such as wet or dry tow to the site, hook-ups, and ﬂoatovers. The
risks depend on the availability of crew and equipment to perform the operations, as
well as the length and complexity of all critical operations which expose the structure to
dangerous situations. “RR: Rules and Regulations” refers to the proximity of the design
to existing design guidelines, internal and external. Late changes in design required to
accommodate new equipment can lead to an exceedance of prescribed design limits, and
changes in regulations can result in a required redesign of the ﬂoater, both costly sce-
narios. Therefore, the closer the design speciﬁcation is to critical thresholds deﬁned by
existing rules and regulations, the higher is the associated risk of code violation.
Each of the concepts presented in Section 5.3 requires global procurement, which
introduces several inescapable risks of the “R3: Business Environment” in which the
ﬂoater is built and operated. They are closely related to practicality, deﬁned as the
likelihood to meet the requirements of schedule and expenditure. “GS: Global Spread”
refers to the number and global location of yards to built the ﬂoater, risers, and other
subsea equipment. A larger number of dispersed suppliers increases the risk of delays
controller software was incomplete for all damage scenarios.
34The design of marine structures should be based on what what people do, not what they should be
able to do.
35American Bureau of Shipping
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and extra costs, due to limitations in the project monitoring and control, problems with
incompatibility of parts and equipment related to inconsistencies in interpretation of
speciﬁcations, and tightly interlinked component delivery and system assembly schedules.
This links to the second element “SC: Schedule Constraints”, which refers to the ﬂexibility
in the time plan for EPCI. Tighter schedules increase the risk of cascading delays and
additional costs even for execution phases which could have been completed on time and
on budget.36 “BP: Business Partners” refers to the number and reliability of business
partners. Even if contracts deﬁne that business partners are accountable for mistakes for
which they are responsible, a considerable residual risk remains with the developer. More
business partners and less experienced business partners which are nonetheless necessary
to ﬁnish the project increase the risk of additional costs, delays, and accidents.
The cluster “R4: Project Execution” contains as elements the three distinct activities
and project execution phases which contribute to the total lifetime risk of each ﬂoater
concept. The cluster acts as a weighting function, as the risks associated with each
project execution phase depend with varying intensities from some, but not all of the
previously mentioned risk factors. In a hierarchical setting, this cluster would represent
the risk evaluation criteria to which the elements of the other clusters are sub-criteria.
The elements “CI: Construction and Installation”, “DC: Drilling and Completion”, and
“PO: Production and Operation” summarize the risk activities of each phase.
Network Links, Cluster Priorities, and Pairwise Comparison. The identiﬁcation of ﬁve
distinct clusters leads to the risk model as shown in Figure 5.15. Clusters R1, R2,
and R3 inﬂuence cluster A, as they all represent diﬀerent sets of evaluation criteria to
assess the risks associated with each alternative. In the same way, R1, R2, and R3 also
inﬂuence cluster R4, as they represent sets of evaluation criteria to assess the risk of
each project execution phase, independent of the ﬂoater type. Instead of assuming the
36From [295]: “Late component delivery resulting in missed shipping dates and delays to shipping. This
has resulted in some unusual items being transported by air freight.”
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relative importance of each element within clusters R1, R2, and R3 to assess the total
risk, feedback is used to determine the level of contribution. This allows the assessment
of risk associated with each alternative for a given project phase, and for each alternative
individually the riskiness of each project phase. Raising the Supermatrix to inﬁnite
powers results in the equilibrium that is used to rank the alternatives with respect to
their risk.
Additionally to these up-down connections37 of feedback, there is interdependence.
The risks associated with the business environment can be assessed with respect to the
project phase, and with respect to the ﬂoaters. But the risk also depends on the amount
of technology, and more complex design and more novel technology increases the risks
associated with global spread and tight schedules. There is interdependence between R2
and R3. Furthermore, tight schedules automatically increase the risks associated with
global spread, and vice versa: R3 is inner dependent. Finally, the subsea oilﬁeld cluster
R1 has an impact on the design and technology cluster R2. For example, a ﬂoater may
possess a novel and advanced technology of dynamic stabilisation, which reduces the risk
of downtime in stormy weathers. So it would receive a lower ranking in cluster R1.
However, for the same property, novel and advanced technology, it would receive a higher
ranking (higher means riskier) in the tech cluster R2. The connection between R1 and
R2 results in the high-tech ﬂoater to end up with a higher overall R1-risk, because to
the lower direct contribution to risk is added an indirect contribution, from the same
property. The ease of considering these dependencies illustrates the power of ANP.
The necessary judgment about the ratio between direct and indirect impact is made in
the pairwise comparison of clusters which leads to the cluster weights given with Table 5.9
(see Section D.3.8).
The elements in each cluster are prioritized with respect to each element that has
an inﬂuence on the cluster, using pairwise comparison. The detailed node comparison,
37Up-down as if the clusters were organized in a hierarchy.
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Table 5.9: Cluster priorities for the Risks model.
Risks A R1 R2 R3 R4
A: Alternative Floaters .5917 .5954 .2720
R1: Subsea Oilﬁeld .3325 .4433
R2: Design and Technology .5278 .3332 .4829 .3875
R3: Business Environment .1397 .2763 .1570 .1692
R4: Project Execution .0751 .1283 .0881
including the question to ask for each comparison, is given in appendix (see Section D.3.9).
The results are summarized in Table 5.10. The limiting priorities are given in Table 5.11
in Section 5.5.6.
5.5.6 Ratings and Synthesis
Limiting Priorities. Raising the Supermatrix for each network under the four merits
to inﬁnite powers yields the limiting priorities as given with Table 5.11, both in the
distributive mode and the ideal mode. Based on the judgements made under each merit,
the ETLP is the ﬂoater concept which in sum oﬀers the most beneﬁts, but the least
opportunities. In the current situation, it is a “build-for-now”. The SPAR is the opposite:
it oﬀers, given the current scenario, the least beneﬁts, but the highest opportunities.
Furthermore, it is the riskiest of the three options. The SEMI is, unsurprisingly, the
costliest ﬂoater concept, but also the least risky.
Final Synthesis using Strategic Criteria. Each of the four merits, concerned with ben-
eﬁts, opportunities, costs, and risks, contributes to the merit of the decision:
W = bB + oO − cC − rR (5.1)
The priorities b, o, c, and r, which sum up to one, reﬂect the decision maker’s atti-
tude. Start-up entrepreneurs with tight budgets, but little to lose, will rate costs and
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Table 5.10: Unweighted Supermatrix of the Risks model.
A R1 R2 R3 R4
SEMI ETLP SPAR TG RF SE FH FD SS MO RR GS SC BP CI DC PO
A
SEMI .1095 .1260 .5584 .5714 .0880 .7778 .0824 .2158 .6144 .0778 .6370
ETLP .3090 .4161 .1220 .2857 .2426 .1111 .3150 .6817 .2684 .4354 .2583
SPAR .5815 .4579 .3196 .1429 .6694 .1111 .6026 .1025 .1172 .4868 .1047
R1
TG .2385 .3331 .5396 .6667 .1692
RF .1365 .5695 .2970 .4433
SE .6250 .0974 .1634 1 .3333 .3875
R2
FH .2791 .1448 .1057 .8333 .1576 .1141 .1634 .0549 .0786 .0831
FD .0729 .1027 .2775 .7500 .0816 .0516 .5396 .0800 .6586 .3323
SS .4453 .0628 .0569 .2500 .1759 .3269 .2628 .4974
MO .0701 .2536 .4864 .1667 .3190 .3427
RR .1326 .4361 .0735 .7608 .3394 .2970 .1955 .0872
R3
GS .1428 .4433 .1919 .1283 .4433 .0925 .8750 .4286 .1095 .1336 .2500
SC .4286 .3875 .6337 .5954 .1692 .2922 .1250 .4286 .5815 .1194 .2500 1
BP .4286 .1692 .1744 .2763 .3875 .6153 .1428 .3090 .7470 .5000 1
R4
CI .0751 .1095 .1692 .1667 1 .7500 1 1 .5954
DC .8333 .3332 .3090 .3875 .1283
PO .1667 1 .5917 .5815 .4433 .8333 .2500 .2763
Table 5.11: Limiting priorities for BOCR models in distributive and ideal mode.
Alternatives Beneﬁts Opportunities Costs Risks
SEMI (0.3274) 0.9156 (0.4658) 1.0000 (0.3559) 1.0000 (0.3080) 0.8823
ETLP (0.3575) 1.0000 (0.2888) 0.6201 (0.3352) 0.9420 (0.3430) 0.9828
SPAR (0.3151) 0.8813 (0.2454) 0.5267 (0.3089) 0.8682 (0.3490) 1.0000
opportunities high, and risks low. Depending on how well a company has prospered,
this optimistic pioneer’s attitude may be replaced by a conservative, risk-averse attitude,
reﬂecting a shift in priorities towards the protection of acquired possession. In this case,
opportunities will be rated rather low, while risks are rated high. The amount to which
each merit contributes is not determined directly, but through a rating of the merits
against a set of prioritized strategic criteria, which is used to rate other decisions as well.
This set of criteria represents the company’s corporate culture, design philosophy, incen-
tives, and bottom-line objective. With respect to the current illustrative example, the
developer’s strategic criteria may be:
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Table 5.12: Intensity values in ideal form for rating B, O, C, and R.
Very High High Medium Low Very Low
1.0000 0.5099 0.2515 0.1236 0.0650
• Company Development, referring to the long-term strategic goal for survival and
prosper at the market. An economic development of slow but steady growth focus-
ing on the total revenue of all projects is the key consideration.
• Shareholder Interest, which describes the short-term operative goal deﬁned by quar-
terly and annual ﬁgures.
• Customer Satisfaction, the developer’s concern of general public perception as a
reliable business partner. Customer, in this regard, is not just the receiving oil
market, but also the platform operator, and all EPCI contractors.
• Sustainability, deﬁned as capacity to endure, refers to the necessity to constantly
adapt to new technologies, requiring resourcefulness, eﬃciency, and foresight.
• Safety and Environment, a strategic criteria addressing all aspects of HSE, may
incorporate a zero incident policy, the aim for industry leading safety standards,
and proactive environmental engagements.
Especially the last two criteria gain in signiﬁcance, as the oﬀshore energy industry is
facing a variety of ethical boundaries and potential liabilities in the decision making [237].
The set of strategic criteria is prioritized using pairwise comparison (see Section D.4.2),
the priorities are given in the top row of Table 5.13. Each of the four merits is now rated
with respect to its importance to each of the strategic criteria using an intensity value
from Table 5.12.38
The rating process of the four merits will be illustrated for the criterion Company
Development. Starting with beneﬁts, the speciﬁc question the DM must answer is: What
is the contribution of the beneﬁt merit to the decision, given the criteria of Company
38The derivation of the intensity values is given in Section D.4.1.
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Table 5.13: Rating of BOCR with respect to strategic criteria.
Merits Strategic Criteria bocr Priorities
Company Shareholder Customer Sustainability Safety and (Raw) Normalized
Development Interest Satisfaction Reliability
(0.373) (0.330) (0.131) (0.090) (0.076)
B - ETLP
High High Very High Medium Very High
(0.588) 0.2910
(0.5099) (0.5099) (1.0000) (0.2515) (1.0000)
O - SEMI
Medium Low Very Low High Low
(0.198) 0.0981
(0.2515) (0.1236) (0.0650) (0.5099) (0.1236)
C - SPAR
High Very High Low Very Low Medium
(0.561) 0.2779
(0.5099) (1.0000) (0.1236) (0.0650) (0.2515)
R - SEMI
Very High High Medium Medium Very High
(0.673) 0.3330
(1.0000) (0.5099) (0.2515) (0.2515) (1.0000)
Development? Beneﬁts, mostly represented by the ETLP concept, address functionality,
operability, and quality aspects relevant for long-term economic success. Therefore, the
contribution of the beneﬁt merit to the decision is judged to be “high”. Opportunities
are judged to have a medium contribution, because the growth of the company must
not depend on lucky events. The contribution of costs to a decision with respect to this
strategic criteria is high for obvious reasons, while the importance of considering risks is
judged to be very high. The motivation behind this judgment is embedded in the risk
averse attitude of the decision maker.
In the same way, the merits are rated against the remaining strategic criteria. The
results of this rating are summarized with Table 5.13.
Using the priorities of the strategic criteria as weights for the intensity values obtained
by the rating process, the ﬁnal bocr priorities can by synthesized. The risk merit is most
important in a decision, with r = 0.3330, followed by beneﬁts with b = 0.2910 and costs
with c = 0.2779. The signiﬁcance of the opportunity merit’s contribution to a decision is
considered minor. The numbers are close to what could have been guessed using common
sense. The diﬀerence is, that these values are based on judgment with respect to strategic
criteria, and a judgment is much better to communicate than a guess based on gut feeling.
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Table 5.14: Final ranking of the alternative ﬂoater concepts.
Alternatives BOCR Priorities Synthesis Rank
(B) (O) (C) (R) bB + oO - cC - rR
SEMI 0.9156 1.0000 1.0000 0.8823 -0.2071 1
ETLP 1.0000 0.6201 0.9420 0.9828 -0.2341 2
SPAR 0.8813 0.5267 0.8682 1.0000 -0.2661 3
The concluding priorities which indicate the most preferred ﬂoating platform concept




Despite the SEMI concept being the costliest, it is also the least risky of the three, which
is, although not by much, the most important consideration to the DM. Furthermore
it oﬀers some beneﬁts, which are equally valued as costs and risks. Opportunities were
judged to be the least important merit of the decision, but it is also the opportunities
the SEMI concept oﬀers that ﬁnally give it the edge over the ETLP.
Concluding step of the decision analysis would be to perform a sensitivity analysis to
investigate rank stability with respect to bocr priorities. The purpose of such a sensitivity
analysis is to reconﬁrm the judgments, and to better understand possible discrepancies39
between the outcome of the decision analysis and the expected outcome. However, this
is beyond the scope and intention of this illustrative application.
Before the SEMI concept is selected and the ﬁeld development plan is ﬁnalized, it
is important to benchmark the outcome of the decision analysis against other decisions
for similar deepwater developments, for best practice and lessons learned [242]. This
39Either, a diﬀerent option was thought to be superior, or the ranking meets expectations, but the
distribution of priorities deviates from the expectation, indicating larger or smaller superiority with
respect to the second best option.
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additional safety guard depends on the availability of extensive in-house data that does
not sugarcoat the unpleasant details. A benchmark of an imaginary project as used
within this illustrative application against real-world projects is meaningless, especially
since information on runner-up concepts and why they were ﬁnally not chosen is usually
not published, even if the ﬁnally selected concept is described in greater detail.
5.6.2 Verdict
It is a dangerous endeavour to go oﬀshore, especially in deep and ultra deep waters. To
protect against disappointment of the project not delivering to expectations, a scenario
which could have serious commercial implications for the developing IOC [89], it is vital
to choose the “right” concept. Hence it is prudent to consider in the ﬁeld development
planning process carefully all beneﬁts, cost, opportunities, and risks associated with each
development concept. Often, these merits are in conﬂict, and the selection of the best
development option, including ﬂoater selection, becomes a decision problem.
An economically successful deepwater project requires to frame the decision problem,
understand the uncertainties, develop robust solutions, and balance risk against expected
value. Framing the decision problem requires an understanding of the reservoir and the
key parameters of the ﬁeld, including its possibilities. Before solutions can be generated,
an alignment amongst all stakeholders must be established, which requires the commu-
nication of key drivers including safety, schedule, costs, and operability. Experience from
past projects, opinions, and biases of all business partners, including the contractors,
are vital information to consider. Concept generation requires an integrated team of ex-
perts which is able to transform the gathered information in as many diverse concepts as
possible. The selecting of the “right” oﬀshore concept from the set of alternatives must
be based on a structured concept evaluation and decision making process. Thus far, the
main focus seemed to lie on concept evaluation. Various past projects, however, indicated
a need for discipline independent decision-analysis tools which enable the incorporation
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of information from all sources of expertise to support the DM in deriving balanced
and justiﬁed decisions. Because of the many non-technical aspects to be considered in
selecting an oﬀshore production system, it seems impossible to make a computable and
objective statement about the concept optimality. The presented method will not replace
the decision making engineer, but improve the consistency of the decisions as it maps




Conclusion and Final Remarks
6.1 Thesis Summary
6.1.1 Facing the Decision Problem
The conceptual design phase has the largest impact on the project’s economic success.
Following a rigorous concept generation, validation, and evaluation process, the objective
is to select the optimal design concept which meets the technical, ﬁnancial, and economic
requirements for quality and robustness. Frequently, the alternative design concepts, each
with its own set of advantages and disadvantages, are equally attractive to the DM. In
such cases, further analysis and evaluation might not be suﬃcient to identify the optimal
concept, and concept selection becomes a decision problem. Instead of avoiding such
decision problems, they can be faced proactively. Decision making theory is the scientiﬁc
source of a variety of tools to derive and communicate a decision in a systematic way by
structuring and analyzing the decision problem. The relevant decision aspects, usually
interdependent and often conﬂicting in nature, must be related to the alternatives.
6.1.2 Solving the Decision Problem
Analytic Network Process. The ANP, a descriptive decision making theory of value, rea-
son, and judgment, appears to be applicable to quite a large class of engineering problems,
including concept selection. The underlying concept is to link criteria with judgments
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and compute priorities. It was shown herein that it bears the potential to bridge the
gap between the tangible-dominated domain of technical engineering analysis and the
domain of project management, which aside of the tangibles concerned with economics
has to consider a variety of intangibles to mature a project in the optimal direction. Core
element of the ANP is the process of pairwise comparison of two elements with respect
to a common criteria or attribute. For each comparison, the DM must provide an in-
tensity judgment about the relative dominance one element has over the other. Judging
dominance with respect to tangible criteria, it seems, is best done by simply using the
ratio of their measurements. However, the ratio ratio scale is problematic because of
the ambiguity and non-linearity of tangibles and the non-linearity of perception, and the
resulting issues with inconsistency when comparing tangibles to intangibles. The ANP
is thus based on the fundamental ratio scale, necessary for a consistent combination and
meaningful trade-oﬀ of tangibles and intangibles used to compare alternatives.
Implementation Dependent Feedback. The herein developed novel approach of IDF
brings the fundamental ratio scale and the consistency-ensuring ratio ratio scale into
alignment. The IDF approach is based on the non-linear relationship between the tangible
performance measure and the degree of functional implementation. It relates the degree
of implementation with the level of satisfaction and an intensity of excitement, thus
providing a framework for judgment consistency during the comparison of alternatives
with respect to quantiﬁable engineering characteristics. IDF also ensures consistency in
the feedback when the tangible criteria are evaluated with respect to the alternatives,
something that was so far not possible, as the feedback was determined only through
qualitative thinking and hunches. Hence, IDF will improve the dependability on the
derived limiting priorities, and thus the acceptance of ANP for engineering application
such as concept selection.
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The Merits of a Decision. IDF is concerned with judgment consistency in the compar-
ison of alternatives with respect to tangible criteria, usually some engineering character-
istic to measure performance. However, aside from technical aspects, concept selection
in engineering design requires the proportional consideration of economic, political, and
environmental aspect. Each of these aspects has positive and negative elements, only
some of which are certain. In such cases it is advantageous to model a decision from
four distinct perspectives, namely beneﬁts, opportunities, costs, and risks. Each model
requires experience, creativity, and imagination to establish a suitable structure, and
profound knowledge to provide, either through analysis or other means, the necessary
judgments for the pairwise comparisons.
6.1.3 Demonstration of Applicability.
Structuring the Problem. A decision making method based on the ANP, which incor-
porates the novel approach of IDF, is proposed for engineering decision making. The
purpose of the provided examples is to demonstrate the applicability of the proposed
method to decision problems typically encountered in the conceptual design phase of a
design project.
It is important to carefully distinguish between method and judgment. The structure
of the decision model, be it a simple loop of two clusters or a set of complicated networks
under each merit of a decision, are not prescribed by the method, but must be created by
the DM. The clusters and the elements they contain, the criteria and sub-criteria used for
evaluation, and the interdependence relationships are subjective judgments provided by
the DM. The decision models cannot and do not possess any kind of generality, and it is
futile to promote them as “right” or dismiss them as “wrong”. They are suitable for the
herein presented problems: the selection of a bridge concept, if only two criteria have to
be considered, and the selection of the optimal ﬁeld development concept, including the
ﬂoating production platform, if all relevant aspects must be considered proportionally.
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The models capture the respective problem appropriately, and the obtained results are
plausible.
In either case experts may disagree with certain elements and clusters in a network,
or the DoI-IoE relationships established for IDF. However, this does not indicate a lack of
applicability of the method to engineering decision problems. In fact, one of its strengths
is the ability to consider other people’s objections and suggestions of improvements,
having no restriction imposed by prescriptive rules. The two models created within this
thesis, the ﬁrst to “solve” the bridge selection problem and the second to select the overall
most preferred deepwater development concept, may serve as sources of inspiration to
other DM who face comparable problems.
Providing Judgments. The proposed decision method provides a framework in which
the many subjective judgments the DM has to make when comparing alternative con-
cept, each of which may require considerable research and analysis eﬀorts, are crunched
into summarizing priorities. To demonstrate the process, it was necessary to provide
judgments with regard to many aspects for which suﬃcient information to make these
judgment was not available, foremost because both illustrative examples are imaginary
projects. The intention was to mimic experts’ judgments in the ﬁeld, not to do their
job. It is obvious that other intensity ratings during the pairwise comparisons will yield
diﬀerent limiting priorities, with the possibility of a diﬀerent ﬁnal ranking. This, again, is
not a disadvantage: it simply proves that I cannot compute your decision. The outcome
of a decision analysis should not be restricted or even predetermined by a prescriptive
algorithm, but rather it should be the result of reasoned engineering thought. The pre-
sented method is a powerful tool for concept selection, not despite its dependence on
subjective judgment, but because of it.
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6.2 Outlook
6.2.1 Industry Application
Making Better Decisions. Decision making in general, and also speciﬁcally in the con-
ceptual design phase of an engineering project, is an activity of weighing advantages
against disadvantages, gains against losses, beneﬁts against costs, costs against risks.
The decision made to proceed with a certain design concept cannot be validated to be
the best, as the other alternatives were never pursued beyond the phase of evaluation
during conceptual design. In general, a scientiﬁc proof of the successful applicability to a
problem is impossible. At best one can collect circumstantial evidence for the usefulness
of the decision framework, by applying it to speciﬁcally designed benchmark cases where
all beneﬁts, costs, risks, and opportunities are known, including their social and temporal
distribution. However, it is still upon the DM’s judgment whether the decision making
method will provide the expected support. To capture its full potential takes time.
First step towards a successful implementation into corporate decision making would
be to create model templates for the more common decision problems within the organi-
zation. Another prerequisite is to establish a database for the DoI-IoE relationships that
should be utilized in those models. Third step would be to repeatedly apply the method
to the encountered decision problems, thus developing experience with and conﬁdence in
the method. It will take some time, but I believe that gradually decisions will become
better. But, as mentioned above, success cannot be proven, and neither will a decision
derived with the herein presented method that turns out to be disadvantageous be a
proof for inapplicability.
Value of Information. Not every decision problem is meant to be solved by modeling
networks for beneﬁts, opportunities, costs, and risks. In fact, if evaluation results, com-
bined with experience and intuition, justify the selection of the preferred concept, the
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ANP is not required. However, if projects of considerable size and magnitude get stuck
in the process of concept selection, and a host of experts from various groups and orga-
nizations provide analysis results to evaluate the competing concepts with respect to the
many conﬂicting design criteria, it is certainly worth the eﬀort to build a decision model
much more complex than what has been shown in here.
The following question needs to be answered: Where is the trade-oﬀ between the
eﬀorts required for a decision making process to select one alternative and the eﬀorts
of continuing the evaluation and reﬁnement of all available design concepts, until the
optimal concept is identiﬁed? At the start of the design project the investigations of
variants with simple models produces little costs, while the gained information is huge.
However, reﬁning the variants and their model representations makes further evaluation
increasingly expensive, and a decision making process, despite being tedious if the model
is huge, becomes the better choice. One should not get overwhelmed by the hundreds
and thousands of comparisons that have to be made as a consequence of huge models,
as they not only help to better understand the decision problem itself, but also to avoid
mistakes when deciding how to spent millions and billions of dollars.
6.2.2 Potential Future Developments
It is tempting to indicate herein the direction of further development, for example the
direct implementation of uncertain judgments, the fuzziﬁcation of the DoI-IoE relation-
ships, or the development of a measure to assess the robustness of the decision outcome,
especially with respect to rank preservation. The possibilities are endless. Care must be
taken to limit academic exercises which would compromise the simplicity of the proposed
method before an established need to do so exists. Most important is thus to apply the
method to real-world problems. The logical, mathematical, or technical diﬃculties which
will inevitably be encoutered in those applications will provide a much clearer view on




A.1 The Engineering Design Approach
A.1.1 Terminology
Design. As engineers we are constantly confronted with the word “design”. We design
a new bridge, a public transportation system or a manufacturing process. We have a
design philosophy and use a certain design approach. We develop a design project from
a preliminary design stage towards a ﬁnal design stage, and we deal with concepts such
as design criteria and design values for material properties, loads or return periods. A
design, when referring to product properties, can be categorized as conservative, robust,
and eﬃcient. In this context, design is also often just understood as a synonym for the
solely appearance and physical shape of such a product.
A general deﬁnition for design is given in The American Heritage Dictionary
[222] as: “A drawing or sketch.”, “A graphic representation, especially a detailed plan for
construction or manufacture.” and “The purposeful or inventive arrangement of parts or
details”. Morris Asimow establishes the expression of engineering design as the activity
of laying out a plan for a material good or service as a response to a recognized need of
society which can be met by technological factors [14]. This material good or service, in
the following simply referred to as product, can be a single structural element or a large
structure, a small device or a complex system, a simple procedure or a sophisticated
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process. The outcome of engineering design is not the product itself, but the description
for it. This can be a set of drawings, a list of speciﬁcations, or a text of instructions.
Engineering design is distinguished from other design activities as in fashion, art and
poetry by the extent to which technology must contribute to the design and the level of
sophistication required to manipulate technological factors. Technology, in this regard,
is not restricted to one speciﬁc discipline of engineering or science. Irrespective of the
industry, the ﬁnal product will always consist of a variety of diﬀerent technological and
non-technological components. The “partial design” of each of these components requires
specialists of the relevant engineering disciplines with a well-developed understanding of
the underlying physical phenomena to develop analytical procedures and mathematical
models for the prediction and optimization of the outcome. Despite of the best possible
engineering expertise in partial design, the ﬁnal product may still be a failure. Each com-
ponent, technological as well as non-technological, has an impact on the product’s overall
design, while it is their balanced combination in a coherent product which determines the
success in the marketplace. This is what Stuart Pugh is referring to as “total design”
[239].
The word design, whenever used in the following, refers to (total) engineering design
which describes the purposeful or inventive arrangement of appropriate complex tech-
nologies, in a systematic and well-structured manner that encompasses product, process,
people and organisation, with the goal to establish a solution to a problem not solved
before, or a new solution to a problem previously solved in a diﬀerent way [38].
Engineering design principles. Successful design requires the engineer to develop and
pursue a design philosophy. Underlying this philosophy should be the framework of
principles of greatest generality, established by Asimow [14] in 1962. Half a century
after ﬁrst being mentioned in conjunction with engineering design, these principles seem
more appropriate than ever to form a legitimate guideline towards a successful design.
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While some are self-explanatory, others lead to requirements and conclusions which are
not as obvious. Their derivation will be given where needed. With minor modiﬁcations to
match the terminology of this dissertation, the principles can be summarized as follows:
• Design must be a purposeful activity with the aim of fulﬁlling recognized needs.
• The product must be physically realizable.
• The product must be economically worthwhile.
• The product must be ﬁnancially feasible.
• The product’s conceptual design and its parameter manifestation must be optimal.
• Optimality can only be evaluated with respect to a design criterion.
• The aim of design is to reduce the uncertainty about the product’s success or failure.
• Conﬁdence in success must form the basis for decision to proceed with the project.1
• The costs of gaining this kind of conﬁdence must be balanced by its economic worth.
• The solution to a design problem depends on the solution of sub-problems.
• Premature decisions must be avoided. This is called minimum commitment.
• The design must be expressed in the available modes of communication.
• Design is the multiphase progression from the abstract to the concrete.
• Each phase is an iterative problem-solving process, referred to as design process.
Discipline Independent Design Methods. The design of any product requires contribu-
tion from a wide variety of people with diﬀerent backgrounds. To seize the introductory
example of an oﬀshore deepwater development: the design of a ﬂoating platform requires
naval architects to assess hydrodynamic forces and to derive a suitable shape of the hull.
Structural engineers, able to calculate stresses and deﬂections, will design a structural
framework which is able to keep the hull intact in any loading condition, short term
1The reverse conclusion is: Evidence on failure must form the basis for decision to abandon the project.
Whenever this principle is ignored, the consequences are severe. Examples:
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and long term. Mechanical and electrical engineering is required for ﬂoater outﬁtting,
and dependent on the mission of the ﬂoating platform, the design team might include
marine researchers and specialised chemical and geotechnical engineers. Even architects
concerned with the interior design will be involved.
Each and every product is based on a unique technology mix, requiring both discipline-
speciﬁc design and analysis techniques, and inter-disciplinary design methods. The set
of engineering design principles of highest generality must be followed, whether they are
concerned with the single hull, the small series of chain jacks for the anchors, or a mass
product like weather sealed electrical lights, which are used not only on this particular
ﬂoater, but other oﬀshore structures as well. Each of these design activities is considered
partial design, and the list can be extended further. A variety of tools and methods,
which are directly related to design as deﬁned earlier and are based on these engineering
principles, can and should be utilized. These tools include analysis, synthesis, modeling,
decision making, optimization methods, and many more. They are used within each
partial design, as well as on a larger scale to integrate all partial design into one coherent
total design.
Historically, most of the discipline independent design methods were primarily derived
from mechanical engineers and marketing experts concerned with the product develop-
ment process. The underlying ideas, concepts and techniques, many of which form the
basis of the herein developed robust design procedure, originate from research eﬀorts to
improve the design of million-fold produced consumer goods [51, 74, 75, 86, 106, 239,
306, 308]. Therefore, the terms and expressions used to formulate those ideas and con-
cepts, and especially the applications to illustrate them, are closely related to industries
of mass production, for which the technical aspects of the product are usually examined
by mechanical, electrical or chemical engineers. In short, some of their rather speciﬁc ter-
minology like “product”, “competitiveness”, or “time-to-market”, all expressions which
are likely to be associated with a small handheld device rather than a bridge, was “hard-
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wired” into the descriptions of those design methods. This however creates the false
impression of focusing solely on consumable mass products, hiding the fact of the unre-
stricted applicability of robust design procedures to all kinds of design tasks including
those of civil engineering and naval architecture. The product can be any one-oﬀ manu-
factured item like a bridge, an oﬀshore platform or a city-wide drainage system, for which
the competitive marketplace is represented by the call for tender, not the shopping mall.
A.1.2 The Competitive Marketplace.
Strategies to Success. Plain and simple, the main objective of any professional activity
is to make a proﬁt by providing a product or service at a lower cost than the price
a customer is willing to pay for it. To be successful in a competitive and constantly
changing global marketplace, which in many cases simply means to ensure long-term
survival, three distinct strategies exist:
• The ﬁrst strategy is derived from the client’s perspective and focuses on the im-
provement of the products performance and features while keeping manufacturing
cost the same as the competitor. The resulting recognition for delivering superior
quality will justify a higher selling price.
• The second strategy focuses on the suppliers perspective by minimizing the total
costs required to provide the product, while delivering the same quality as the
competitors. This provides larger margins in periods of price war in which each
competitor tries to cut retail prices below those of the others.
• The third strategy focuses on avoiding such competition by delivering products
which incorporate novel technologies and features, thus being unique and unmet.
Until the competitors have implemented at least equivalent technologies into their
products, one can essentially dictate the selling price.
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Obviously, combining these three strategies further improves the competitiveness. As
will be shown next, all three strategies depend on a robust design approach which must
be based on the engineering design principles.
Strategy 1: Improving Quality. From the clients perspective the product must be eco-
nomically worthwhile; the costs of purchasing and operating the product must not exceed
its utility to him. At minimum the client’s expectations towards the product’s perfor-
mance and features, but also its conformance to codes and standards, the product’s
reliability, durability and serviceability as well as aesthetics, ergonomics and perceived
quality must be met. These basic attributes of quality as identiﬁed by Garvin [122]
are not just assessed after production, but must be designed directly into the product
[106]. Exceeding the expectations on performance and features, throughout the product’s
intended life and in all operating conditions, intended and unintended, will considerably
increase its utility to the client. This is the domain of Total Quality Management, see
Section A.2.1. At the same time, increasing the product’s reliability, durability and ser-
viceability will signiﬁcantly reduce the client’s operational costs. In conclusion, proﬁtable
product pricing requires a robust design, as only a product of unexceptionally high qual-
ity will increase the utility to the client and lower the operational costs in the face of
an uncertain, ever changing environment, enabling and encouraging him to pay a higher
price.
Strategy 2: Reducing Costs. From the suppliers perspective the product must be ﬁ-
nancially feasible; the total costs of providing the product must never exceed the selling
price, even in an intense competition which requires signiﬁcant price discounts. The total
costs include product related costs for research, development, production and distribu-
tion, and company related costs of capital equipment, management and staﬀ, warranties
and legal issues. The largest contributors to the total cost of a product are the costs for
materials and manufacturing. A great eﬀort has been spent to reduce them, however,
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material costs are largely controlled by global supply-and-demand, and manufacturing
costs have already been reduced signiﬁcantly by automation and outsourcing to lower-
labor-cost countries. The focus has since shifted to the design phase in which most of
the decisions which inﬂuence the production costs, directly or indirectly, are made. Ef-
fective cost reduction starts with a design which enables the use of low quality materials
and parts2 without sacriﬁcing the products quality and which is insensitive to day-to-day
variations in production. This is the domain of Robust Engineering, see Section A.2. In
conclusion, eﬀective cost reduction requires a robust design.
Strategy 3: Decreasing Time-to-Market. To avoid competition, the method of gradu-
ally improving a design based on past experience, referred to as design by evolution, is
more and more often replaced by the faster method of design by innovation3, where the
rapidly growing body of technical knowledge is utilized to develop an entirely new and
so far untried design.
Market success with innovative products requires a signiﬁcant reduction of the prod-
uct’s time-to-market. This will substantially increase the marketability and market share,
and elongate the time of proﬁtable sales. Reducing time-to-market also helps to mitigate
the economic risks of need expiration and raised client’s expectations, which may happen
when competitors also introduce novel technologies and unexpected features which then
become the expected benchmark.
The downside of this strategy is that hasty market introductions, especially of prod-
ucts designed de novo, increase signiﬁcantly the technical risks. These risks have their
source in a lack of understanding of the novel technologies themselves, and their complex
2A design for which critical attributes of quality are sensitive to small variations in physical properties
such as thickness require “high grade materials” which, by means of a stringent and costly QA, do not
exceed the tight tolerances required to guarantee the products overall anticipated quality. Signiﬁcant cost
reduction is possible if these critical attributes of quality are insensitive to material variations typical for
the much cheaper “low grade materials”.
3Over the years, the simple distinction between design by evolution and design by innovation has been
reﬁned multiple times. In [84] original design, adaptive design, redesign, selection design and industrial
design are introduced as distinct types of design. In addition to this list, [93] introduces variant design
and artistic design, while another addition is introduced by [230] as principal design.
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interactions with other components.4 Resulting product failures, when occurring during
production, will increase manufacturing costs and time-to-market, while failures long af-
ter market introduction may result in costly product recalls or long lasting lawsuits. To
mitigate these technical risks in a completely satisfying manner, extensive research and
testing with the aid of physical representations would be necessary, but the requirement
to reduce time-to-market prohibits such means. Therefore the engineer depends almost
exclusively on analytical models derived from engineering science to predict the perfor-
mance of the novel design, without dependable guarantees about the trustworthiness of
the analysis results. A robust design, which allows for late adjustments or changes of
components and parts, their layout and conﬁguration, will help to mitigate the economic
and technical risks due to the introduction of novel technologies when pressed for time.
A.1.3 Structure of a Design Project
Independent from the industry, economic success requires the design of a cost-eﬀective,
innovative, high quality product in the shortest time possible, whether the product is a
small mechanical devise ought to be produced millions of times for millions of diﬀerent
users, or a single one-oﬀ construction for only one client. Prerequisite is a structured
engineering design approach.
Engineering design describes the purposeful or inventive arrangement of appropriate
technologies to develop a product which satisﬁes a recognized societal need. Underlying
each design activity is a structure of great generality, allowing to decompose a design
4The history of bridge design and engineering, especially in the period of the Industrial Revolution,
provides various examples for the technical risks associated with design by innovation. In the late 19th
century the fast proceedings in engineering science and the ability to mass produce wrought iron were the
key contributions for the development of entirely new types of bridges spanning much longer than ever
before. Similarity of bridges was henceforth limited to (at most) the conceptual level, while the design of
almost every bridge was pushing the technical boundaries a bit further. The collapse of the Ashtabula
Bridge in 1876, the Tay Bridge in 1879, and the Quebec Bridge in 1907 and again in 1916 are just a few
of many tragic accidents. The multitude of these severe accidents had a lasting impact particularly on
bridge design philosophy and on engineering practice in general, by increasing the awareness of risks which
have their source in a lack of understanding of the novel technologies in combination with insuﬃcient
dependable analysis tools.
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project into stages of preliminary, basic, and detailed design [14, 86]. A detailed discussion
about the various phases as classiﬁed in [84] (see Figure 2.1) is given in the following.
Feasibility Study. The feasibility study takes place before the approval of the design
project. The primary objective of this study is to validate the current or latent economic
existence of the need. Presuming a non-existing need by postulating what the costumer
ought to have will almost certainly end in an economic failure, no matter how ﬂawless
the product’s design may be. With the need established and future markets determined,
a preliminary assessment is aimed at investigating the technical and ﬁnancial feasibility.
In case of predominantly positive feedback, the concluding step is to build a business
case, an activity which usually involves all company departments including marketing,
engineering and design, manufacturing, ﬁnance, and legal (see introducing Section 1.1).
Project aspects which impose the hazard of sudden project termination, such as potential
patent infringements, must not be left unattended. Upon management decision, the
project will receive funding, and the design project commences.
Conceptual Design. The objective of the conceptual design phase is to compile a set
of useful solutions to the design problem. The ﬁrst step is to formulate a statement of
the design problem which identiﬁes the goals, diﬃculties, available resources, constraints
and decision criteria; a task which requires full understanding of the situation in which
the problem is embedded. The comprehensive problem statement, in the framework of
engineering design also referred to as product design speciﬁcation (PDS), acts as both
envelope and guideline to the design project. It guides the necessary information ac-
quisition and enables the synthesis of various candidate design concepts5, which must
have the potential to overcome all diﬃculties to accomplish the prescribed goals without
exceeding the available resources or violating any of the constraints. The identiﬁcation
5From the set of all possible solutions these describe the subset of design concepts which are physically
realizable, economically worthwhile, and ﬁnancially feasible.
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of the most promising solution from this selection requires ﬁrst the validation of each
concept with respect to the goals, resources and constraints deﬁned in the PDS. This
evaluation requires for each concept a set of descriptions which are just detailed enough
to accurately predict its particular performance for any given operating condition. These
descriptions are called models6, and are used to explore all signiﬁcant attributes of quality
for any possible manifestation of the product. Based on a comparison of advantageous
and disadvantageous attributes of all valid concepts among each other and with respect
to the criteria deﬁned in the PDS, a tentative concept for which simple and fast order of
magnitude analysis suggests superiority to all other is then selected.
Embodiment Design. With the preliminary design concept serving as the framework,
the objective of the embodiment design phase is to establish a thorough but provisional
master layout of the product which will serve as a guide for the detailed design. The
embodiment design phase is also referred to as Front End Engineering Design (FEED)7,
and the master layout accordingly as Feed Package. Independent on its varying label-
ing, full product functionality must be established within this phase. This necessitates
fundamental decisions about product architecture and the conﬁguration of parts and
components on the lower levels. The product architecture describes the arrangement
of all physical elements of the product into groups or “basic building blocks” and their
interfaces. Depending on the industry, these basic building blocks are called modules,
6Models can take the form of physical representations, both geometric and/or functional, as well as
symbolic representations, such as drawings, diagrams and ﬂow charts, or equations. Physical models can
be anything from purely descriptive, iconic, proof-of-concept models, all the way to full-scale experimental
models and prototypes to predict the actual behaviour. A subset of symbolic models are mathematical
models which describes quantitatively physical or economic aspects of interest using equations. They can
be characterized as theoretical or empirical, analytical or numerical, static or dynamic, deterministic or
non-deterministic. Mathematical models are probably the most important class of models in conceptual
design, for their ability to explore at relatively low cost the design space, either by simulation, or search
methods such as optimization. A comprehensive overview of modelling in engineering design is given in
[84]. The value of mathematical models, that is the amount of useful information that can be generated
with such models, depends on the modeling skills. Closely related to this is the concept of Value Of
Information (VOI). The credo should be: all models are wrong, but some are useful.
7Front End Loading (FEL) and Pre-Project Planning (PPP) are denominations used to embrace the
phases of feasibility study, conceptual design, and embodiment design.
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clusters, or subsystems, and the activity of laying out the product architecture is referred
to as system-level design. The selection of materials and manufacturing processes and the
sizing of parts and components is part of the conﬁguration design. Components which
are critical to quality must be speciﬁed more precisely by a combination of parameters
for dimensions and tolerances which will yield the best results according to the over-
all design criterion and thus improve the chosen design concept to a theoretical level of
perfection. This formal optimization will also provide conclusive evidence to ﬁx the so
far tentative design concept. This step is referred to as parameter design. Depending
on the product and the industry, further steps may include projections into the future,
estimates on investment costs, the prediction of system behavior, and if possible, the
testing of downscaled models or full scale prototypes. Ideally the concluding step in the
embodiment design phase is a rigorous study to reveal any unnecessarily complicating
factors and to discover every possible simpliﬁcation of the design. Revisions, which de-
scribe the subsequent change of the chosen design concept if suﬃcient evidence of it not
being satisfactory emerges, become very costly once the project has progressed into the
detailed design phase.
Detailed Design. The last primary design phase is the detailed design. Based on the
master layout (Feed package) developed in the embodiment design phase, the objective of
this phase is to create the engineering description of a producible design. It includes the
design of subsystems, components and its parts - each of them a design process on its own.
This is a complex and iterative process with multiple loops of analysis and redesign. It is
thus essential that necessary revisions on the component level have little to no impact on
the overall design. The basis for this is laid in the embodiment design phase by rigorously
enforcing the principle of minimum commitment. The detailed design phase ends with the
preparation of a precise and unambiguous design description including assembly drawings
for further implementation. What follows the primary design phases are the secondary
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design phases related to the production-consumption cycle. The phases of planning for
production, distribution, consumption and retirement will vary in name, form, and detail
with the industry involved.
Within the detailed design phase, as well as within each of the secondary design
phases, problems will arise to which the corresponding solution may necessitate a major
change in the overall design concept. This feedback is often extremely costly, since it slows
down the project, and in the most unfavorable event renders a proposed design invalid.
This would require a return to at least the embodiment design phase, with associated
severe economical consequences. As it is, a common form of contracting arrangement in
various industries, including the oﬀshore oil and gas industry, is the EPCI-contract8. En-
gineering, in this regard, incorporates the detailed design phase and all secondary design
phases. This enables an integrated engineering eﬀort to better address issues speciﬁcally
related to the production (that is, procurement of materials, construction and installa-
tion). However, such contract arrangement further increase the costly consequences of
design changes triggered by problems which arise only at the detailed design phase or
beyond. To limit the unfavorable consequences of such feedback, a rigorous pursuit of
the principle of minimum commitment in the preceding primary design phases, especially
during conceptual design, is necessary.
A.1.4 Design Knowledge and Design Freedom.
The structured design approach as described above guides the engineer from the most
abstract level of conceptual design towards the detailed design of components and parts.
Although the individual steps of each design phase are varying in name, scope and com-
plexity, each design phase follows roughly the same sequence of analysis, synthesis, evalu-
ation, decision, optimization, revision, and implementation. Engineering design can thus
be seen as a sequence of analyzing increasingly complex problems, constantly processing
8Engineering, procurement, construction, installation
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recently gained information from previous design phases to generate new information,
until the design problem is fully understood. Likewise, engineering design can be seen as
a sequence of decisions and subsequent implementations of the chosen solution at each
phase, until the design is fully described. In short, while the engineers are moving up the
learning curve, their decision freedom decreases. This is a dilemma typical to all design
projects, especially for those that incorporate novel technologies, where due to the lack
of experience from past projects the knowledge base needs to be build from scratch.
The repeated synthesis and evaluation of possible solutions in each design phase will
continually improve the engineers’ understanding of the overall design problem, its un-
foreseen diﬃculties and the possible solutions to it, including a better understanding of
all required technologies. At the same time, however, the repeated decisions result in the
commitment of more and more resources such as manpower, time, and money, towards
one particular solution. This makes later changes increasingly costly, until they become
prohibitively expensive.
Adhering to the principle of minimum commitment, which prohibits premature design
decisions, helps to reduce the negative eﬀects of the discrepancy between design knowledge
and design freedom. However, it does not resolve the fundamental problem of design
decisions which turn out to be disadvantageous just at a later stage, when ﬁnally enough
knowledge to fully understand the design problem has been accumulated, but the design
is essentially locked.9
9A striking example is given with the development of the Boeing 787 “Dreamliner”, a very ambitious
project seeking for many innovations at once. To become the most comfortable airplane, it will feature
the largest cabin windows ever to be used, provide the most natural cabin climate by increasing cabin
pressure and air moisture, and have the lowest in-cabin noise level. Weight reductions to signiﬁcantly
improve eﬃciency are achieved by using CFRP for fuselage, wings, tail, doors, and interior, around 80
percent of the plane’s total mass. The repeated occurrence of new and unforeseen problems during design,
testing, and production, induced by the shear amount of novel technology, required several redesigns of
essential parts, including the electrical system and the center segment to which the wings are connected.
As a result, the delivery date had to be rescheduled several times, accumulating a gross delay of more than
three years, while development costs have more than tripled. Hal Weitzman, “Boeing admits to 787
redesign work that could cause fresh delay”, FT.com (Financial Times), 20 Mar. 2008, and Susanna Ray
and Rachel Layne, “Boeing 787 Said to Need Redesign of Electrical Parts After Fire”, bloomberg.com,
25 Nov. 2010
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A.2 Quality and Robust Design
A.2.1 Quality Products
From Quality Assessment to Quality Control. Quality assessment describes the passive
approach of screening the ﬁnished product for deviations from predeﬁned speciﬁcations.
In contrast, quality control describes the approach to actively inﬂuence the quality of the
product before it reaches the end of of the production line.
Walter A. Shewhart is very likely the founder of modern quality control [281],
as it is his postulates from 1931 which form the basis of quality practice in today’s
industrial world. Based on this work, Deming created the “chain reaction” [80], which
connects quality to productivity, market share, and jobs. To sustain the chain reaction he
also introduced the world-known Deming Cycle10. Deming and Juran, whose work is
focused on quality management [162], together developed Japans “road map to quality”
after World War II. With this being the basis, it was Ishikawas contribution [153] which
started the success story of “Made in Japan” and its undisputed association with high-
quality products. The “Quality Management Maturity Grid” developed by Crosby is
another tool to improve corporate quality awareness on the management level [74].
Pursuing quality on all levels of hierarchy in all departments of a company, thus
elevating quality to a company-wide integrated eﬀort, is based on the concept of total
quality control by Feigenbaum [106], who is among the ﬁrst to recognize the need
of quality considerations throughout the products life cycle from conception through
production and customer service. The total quality concept started the establishment of
customer-oriented disciplines in marketing, engineering and production, what is known
as Total Quality Management (TQM) [184, 234, 330].
10Also known as PDCA cycle of Plan, Do, Check, and Act.
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Total Quality Management. Quality has been deﬁned as ﬁtness for use [162], as confor-
mance to requirements [74], as an aim at the needs of the present and future customer [80],
or as the loss a product causes to society [306]. Shewhart distinguishes between an ob-
jective and a subjective aspect of quality, the former being independent of the customer,
while the latter addresses the customer’s perception of the product [282]. Eight attributes
of quality were introduced by Garvin: performance, features, conformance to codes and
standards, the product’s reliability, durability and serviceability, aesthetics, ergonomics
and perceived quality [122]. According to ISO 9000, quality is the totality of these at-
tributes that bear on the products ability to satisfy stated and implied needs [154, 147].
Of largest interest are the various means to create, maintain and improve quality, during
design, production, distribution and product use. Five distinct approaches towards the
achievement of quality are presented in [121]:
• the manufacturing based approach with focus on conformance to speciﬁcations,
• the value-based approach with focus on cost and price,
• the user-based approach with focus on user perception and satisfaction,
• the product-based approach with focus on precise and measurable parameters of
quality, and its counterpart,
• the transcendent approach which interprets quality as an absolute and uncompro-
mising standard to be recognized only through experience.
The totality of attributes of quality, and the totality of approaches to achieve this
quality, is central to the philosophy of TQM.
Methods of TQM. Originating from TQM is a set of tools to solve problems which
cause, directly or indirectly, a loss in quality with the potential of decreasing customer
satisfaction. Based on TQM philosophy, successfully solving those problems requires
people with diﬀerent backgrounds and perspectives to get involved, as well as tools to
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ensure fair and equal group interaction, without individuals dominating the group [330,
84]. A comprehensive collection of team-based problem-solving tools is given in [42].
Fundamental requirement in solving a problem in a team is that each person agrees
on the problem itself. First step in formulating a problem statement is a raw list of po-
tential causes for the problem, derived by brainstorming, which are arranged into mean-
ingful groups with an aﬃnity diagram, and prioritized with the process of multi-voting.
A symptom analysis helps to distinguish between causes and mere symptoms. Ishikawa
diagrams11 [153] are used for identiﬁcation and exploration of all possible causes to the
problem to discover the root causes, while why-why diagrams and interrelationship di-
graphs are tools which can be used to investigate them closer. The 80/20 rule states that
roughly 80 percent of the problems come from 20 percent of the causes. A Pareto chart
is used to display the relative importance of root causes to the problem, enabling the
separation of the “vital few” from the “trivial many” [160, 161]. Alternatively, prioriti-
zation work sheets, which use weighted criteria, can be used. At this stage, the problem
statement is formulated.12
Quality Function Deployment. Besides those general tools for team-based problem-sol-
ving, an important tool of TQM is Quality Function Deployment (QFD)13, which is used
in the ﬁrst step of each phase to formulate the problem statement. QFD is a systematic,
team-based problem-solving tool which helps to identify customers needs, and, more
importantly, enforces their consideration in each design phase [63, 65]. It was developed
to better deal with the consequences of a market transition from manufacturer-deﬁned
towards customer-driven, triggered by an increasing overcapacity in cost-eﬀective quality
products, which provides the customer a tremendous array of choices, thus jeopardizing
11Also known as cause-and-eﬀect diagrams because of the relationship they display, or ﬁsh-bone dia-
grams because of the way they look.
12Beyond the generally applicable TQM-tools for deriving problem statements, TQM also provides
tools for the planning and implementation of the later solution, such as how-how diagrams or a force ﬁeld
analysis.
13The ﬁrst industrial application of QFD is recorded to be in the Kobe Shipyard of Mitsubishi Heavy
Industries, Japan, in the 1970s [84].
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his brand loyalty and allowing him to be far more demanding [67].
QFD focuses entirely on customer satisfaction, achievable through the rigorous pur-
suit of quality as perceived by the customers, opposed to scenarios where design engineers
postulate what customers should want and how they ought to evaluate the quality of the
product. Customers, in this regard, are not necessarily just end users, but distribu-
tors, service providers, maintenance personnel, etc., from outside the company, and from
within. First step of the QFD process is to gather information on customers’ needs from
sources such as interviews (individual or focus groups), complaints, large scale surveys,
and warranty data [321]. To clarify the overall objectives of the design project, those
needs must be translated into a ranked list of customer requirements (CR), with the so
called “critical-to-quality”-CRs on top. One way of ranking customer needs is to organize
them with an objective tree [75]. Alternatively, a ranking can be achieved by categorizing
each customer’s need either as an “expected”, as a “spoken”, as an “unspoken”, or as
an “exciter” [66], followed by an assessment of its contribution to overall customer sat-
isfaction based on the Kano diagram [169], a model developed by Dr. Noriako Kano
which links customer satisfaction with the degree of implementation of the “need” ful-
ﬁlling product function. The resulting list of critical-to-quality customer requirements is
mapped, with a tool known as House of Quality (HOQ), to engineering characteristics
(EC). These quantiﬁable design variables represent target values, which, when met, will
result in a high-quality product that completely satisﬁes all customer requirements. The
concluding step of the QFD process is the derivation of a comprehensive product design
speciﬁcation (PDS), which is essentially the problem statement. It should describe pre-
cisely what the product should have and do, based on the above derived engineering
characteristics, while avoiding any indication on how this should be achieved.
QFD in Diﬀerent Industries. Of course, there is no “Engineering Design Court” that
dictates how we should interpret or employ engineering design tools, and we are (luck-
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ily one might say) left to use our ingenuity and common sense. Important to success,
independent of the industry, is thus to be aware of the available resources, and how
they may serve a particular situation. Exemplary, again, may be the activities of a ﬁeld
development project leading to the selection of the ﬁeld development concept.
The design phases are usually referred to as the Assess Phase and Select Phase, or
simply Front-End Loading (FEL), rather than feasibility study and conceptual design
phase. Available resources of information on how to proceed in those phases, such as
the “Handbook of Oﬀshore Engineering” [54], or technical publications [90, 245, 295], all
stress the outstanding signiﬁcance of the Field Development Plan. Unfortunately, one
must add, these primary sources of information remain rather unspeciﬁc and superﬁcial on
how exactly the FDP should be derived, or in what way the various economic, technical,
political, and environmental aspects inﬂuence each other.
The FDP represents in many aspect a PDS, for it serves as the problem statement
for the design of the subsea systems, risers, or the ﬂoating production unit. The tools
and methods provided by TQM, from general problem-solving to speciﬁc and systematic
procedures such as the QFD, seem very suitable for the process of deriving the FDP.
However, at ﬁrst we must be aware of their existence.
A.2.2 Quality Engineering
Quality and Taguchi. A product’s features and its conformance to those features are
the two fundamental components of quality according to Juran [163]. A very similar
distinction is made by Genichi Taguchi, a trailblazer in robust design and a strong
advocate of the engineering approach to quality, as he separates customer quality from
engineered quality [309]. In this context customer quality is concerned with customer sat-
isfaction and describes the entirety of performance characteristics that make the product
attractive to the customer. The necessary identiﬁcation of these “customer wants” is the
domain of product planning and requires, for example, QFD as outlined above. Engi-
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neered quality, on the other hand, describes the absence of ﬂaws, faults, and defects.14
It is not a consumer perception of luxury, but the ability of the product to consistently
deliver on-target performance each time it is used, under all intended operating con-
ditions, throughout its intended life, with no harmful side eﬀects [117]. Adjusting the
performance to match the customer-deﬁned levels while at the same time minimizing
performance variation improves the engineered quality. In summary, engineered quality
is concerned with the problems a customer does not want. The required approach is
referred to as quality engineering, robust engineering, or robust design [64].
The following deﬁnitions for “robust” can be found in [222]: “strong and healthy;
hardy; vigorous”, “strongly or stoutly built” and “suited to . . . strength or endurance”.
Within the engineering community, no unique deﬁnition for robustness exist, as indicated
by the numerous scientiﬁc and technological publications, books, and articles which use
this expressions in a rather unspeciﬁc manner. To date, two distinct points of view re-
garding the understanding of robustness in the context of engineering design have evolved.
The ﬁrst one considers the product’s performance under exceptional conditions, while the
second one is concerned with the performance under normally ﬂuctuating conditions. The
ﬁrst interpretation regards robustness as a quality of strength, toughness, and resilience,
while the second interpretation is based on the work of Genichi Taguchi where robust-
ness is understood as a lack of sensitivity of the product towards day-to-day variations
in manufacturing and operating conditions. These views on robustness do not contra-
dict but rather complement each other, as both are concerned with delivering quality
in the face of uncertainty. Consequently, it is their simultaneous consideration what is
characterized as robust design [13]:
“Not just strong. Flexible! Idiot Proof! Simple! Eﬃcient! A product/process
that produces consistent, high level performance despite being subjected to a
14Three out of four product failures are a result of errors during the design process, and 80 percent of
the defects remain undetected until product release. [305]
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wide range of changing client and manufacturing conditions.”
The aim of robust design is to design the quality attributes deﬁned with TQM into
the product. It involves on-line and oﬀ-line quality control activities. On-line quality
control is aiming at mitigating causes of inferior quality during production, caused by
variability of materials and purchased components, variability in execution, process drift,
tool wear, machine failure, and human error. Process and product control is achieved
by means of monitoring and adjustment as an extension to TQM (see Section A.2.1),
referred to as Six Sigma quality program [73, 235, 331]. Oﬀ-line quality control, on the
other hand, is based on the acknowledgement that quality needs to be designed into the
product and the corresponding manufacturing process.
Oﬀ Line Quality Control and the Taguchi Method. According to Taguchi, the nec-
essary quality related oﬀ-line design measures could be taken during system design, pa-
rameter design, and tolerance design. Parameter design, in this context, refers to an
activity during parametric design in the embodiment design phase (see Figure 2.1 in Sec-
tion 2.2), while everything before and after is referred to as system design and tolerance
design, respectively. Within the phase of system design that involves the design of the
conceptual layout and the selection of pertinent technologies, the only available measure
towards engineered quality is “gut feeling” [307]. It is the parameter design phase which
oﬀers the greatest potential to improve quality while at the same time reduce costs, by
sidestepping possible causes for inferior product quality. Tolerance design describes the
control of those causes for inferior quality which could not be avoided through parameter
design. As this measure to achieve quality comes along with increased costs, it should
serve only as a backup.
The Concept of Loss. Genichi Taguchi’s approach of quality engineering through
parameter design is based on the concept of loss [306]:
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“Quality is the loss a product causes to society after being shipped.”15
Loss, in this context, must be restricted to two categories. The ﬁrst incorporates
losses due to harmful side eﬀects of the product, for example causing environmental
damage by polluting the air or contaminating soil and water. The second category of
losses includes losses related to engineering and management, warranty costs, customer
dissatisfaction and the resulting decrease in company reputation with the potential to
lose market share, all caused by deviation of a quality characteristic from its target value.
The quality characteristics are derived from the critical-to-quality customer requirements
in the QFD process, with the associated target values being speciﬁed in the PDS, see
previous Section A.2.1. Static, dynamic and attribute quality characteristics can be
distinguished. The evaluation of static quality characteristics is based on the conformance
of the response with respect to target values or target limits, while the evaluation of
dynamic quality characteristics is based on the conformance of the response with respect
to a target function or a limit function. Attribute characteristics describe non-quantiﬁable
PDS (eg. appearance) [53].
Variability describes the unpredictable deviations of quality characteristics that result
in a loss. Even though this loss is the major contribution to the total quality loss, its
accurate quantiﬁcation is practically impossible. As an approximation, the Quality Loss
Function (QLF) is introduced. Its fundamental concept is that any deviation of a quality
characteristic from its target value, even if it stays within speciﬁed limits, will result in a
loss, and that this loss will continually increase with increasing deviation. For static and
dynamic quality characteristics, three diﬀerent QLF can be deﬁned:
• Nominal-the-Best (NTB)
• Smaller-the-Better (STB)
15This is a counter-intuitive deﬁnition. The point is: associated with each product, independent of its
quality, is a loss (e.g. costs). A poor quality product causes large losses, while a high quality product
minimizes the losses.
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• Larger-the-Better (LTB)
Nominal-the-Best QLFs are often asymmetric, since losses usually vary for the two
diﬀerent directions of deviation.16 A detailed discussion on diﬀerent types of QLF’s
including their derivation is provided in [117, 236, 306]. The Taguchi Method (TM) of
robust design aims at minimizing the loss, and the quality loss function represents the
constraint which necessitates a design such that quality characteristics not only meet
their target values, but more importantly their variability is minimized.
A.2.3 Robust Design with Taguchi Methods
The Ideal Function, Control Factors, and Noise Factors. A design is fully described
by the set of parameters which speciﬁes its physical properties and the environment in
which it is used, and its ideal function. The ideal function describes the relationship
between product and environment and the products response, including the anticipated
key quality characteristics, explicitly requested or implicitly expected from the customer
[308]. The products ideal function can be described by a mathematical model, usually
a set of equations. These equations link in a symbolic manner the input parameters to
the parameters that describe the products response, and enable the engineer to gain a
quantitative idea about the expected quality characteristics of the product.
The factors which aﬀect the quality characteristics can be divided into two categories:
control factors (CF) and noise factors (NF). Control factors, sometimes referred to as
design factors, are easy to control and allow the adjustment of quality characteristics.
Noise factors on the other hand are diﬃcult and expensive to control, if at all, and
represent the cause for variability. Taguchi distinguishes between external noise caused
16A simple example for an asymmetric nominal-the-best quality loss function would be the loss due to
the diﬀerence between the length of a beam and the spacing between the columns in a steel framework.
If the beam is too short, losses include the preparation and installation of a ﬁller plate, the corresponding
small delay in construction, and possible future losses due to the less-than-ideal connection. If the beam
is too long, the associated losses are several times higher, as it needs to be replaced entirely, adding costs
for the required rework at the shop, additional transportation costs and the costs due to the major delay.
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Figure A.1: The correlation between noise and reliability.
primarily by environmental eﬀects, internal noise caused by deterioration, and unit-to-
unit noise due to manufacturing imperfections. Figure A.1 depicts the change over time
in the frequency of defects, referred to as failure rate, for a product which is exposed to
internal and external noise.
From Sensitivity to Robustness. Sensitivity describes the dependencies between changes
in particular input parameters (CF or NF) and the resulting changes in the products qual-
ity characteristics in an arbitrary but precisely deﬁned environment. It is determined
either locally in diﬀerential terms or globally in terms of ﬁnite diﬀerences. Sensitiv-
ity investigations are generally focused on identifying the most sensitive parameters for
which small variations have the strongest impact. The implications of sensitivity will be
discussed separately for control factors and noise factors.
Highly sensitive, but controllable parameters require careful adjustment, a stringent
control during production, and regular inspections during the entire service life to ensure
that anticipated target values for each quality characteristic are met. Low sensitivity, on
the other hand, provides ﬂexibility in the adjustment of parameters, which can be utilized
to optimize the target performance of the product, or to adjust with little penalty the
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layout of components and parts to cater for required late design changes. Preferably one
would want to start to adjust those parameters which are least sensitive and thus provide
the greatest decision margins.
Highly sensitive, uncontrollable input parameters will always result in large variabil-
ity of the quality characteristics, ultimately causing a large loss. Therefore, the quality
characteristics should neither be sensitive to ﬂuctuations in the parameters describing
the design nor to ﬂuctuations in the parameters describing the environment. A robust
product can withstand a whole spectrum of occasional or frequent ﬂuctuations of environ-
mental conditions (external noise) without noticeable changes in its performance, even if
it deviates from its design speciﬁcation due to ﬂuctuations during fabrication (internal
noise and unit-to-unit noise). The meaning of robust and not sensitive is closely related,
however, robustness is not just an antonym to sensitivity as encountered in [274, 139].
Robustness assessments aim for global statements about the degree of response variations
with respect to ﬂuctuations in all input parameters at once. In this regard, robustness de-
notes a high degree of independence between changes of the product and its environment
and the associated changes of its overall performance.
Robust Design with the Taguchi Method (TM). In engineering design, there is literally
thousand of possible options to combine components and parts, and thousands of possible
combinations of control factors. TM is a powerful analytical tool to avoid expensive and
time-consuming “test-every-combination experiments” to ﬁnd the setup which performs
robust and at the same time minimizes cost [96]. It simpliﬁes dramatically the complex
world of Statistical Design of Experiments (DOE) ﬁrst introduced by Fisher [113], as
it is not any longer statisticians, but engineers who plan, design, analyze, and verify
their own experiments to obtain the “required information with the least expenditure of
resources” [20].
TM describes the adjustment of control factors in the parameter design stage such
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Figure A.2: Two-step optimization of the Taguchi Method.
that the negative impact of noise factors on the quality characteristics of the product is
minimized. The reduction of loss-generating variability due to performance deviations
from the products target response is based on a two-step-optimization procedure as de-
picted in Figure A.2. In the ﬁrst step, the variability of the key quality characteristics
due to the NF is reduced as much as possible by adjusting all CF’s, followed by the ad-
justment of the mean response to the target value by using only the least sensitive CF’s,
thereby only slightly re-increasing the variability.
This two-step-optimization is based on the evaluation of summary statistics ob-
tained from statistical experiments, referred to as control factor optimization experiments.
Within those experiments, control factors and noise factors are treated separately in a
crossed orthogonal array format.17 Each element of a set of precisely selected control
factor combinations, representing possible parameter conﬁguration for the design, is run
against a set of noise factor combinations. For each setting of CF’s the “quality” of
the product is described with one number by a special summary statistics referred to as
Signal-to-Noise ratio (S/N). The S/N ratio has a number of properties which make it an
attractive measure for the two-step-optimization: it reﬂects the variability in response
17Experimentation setups where control factors and noise factors are mixed required much more care
during statistical evaluation [283, 284].
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caused by NF’s, it is independent of the adjustment of the mean, it measures relative
quality, as it can be used to compare diﬀerent parameter combinations, and it “helps to
avoid the necessity of having to model large number of CF×NF interactions” [117]. An
extension of TM to consider multiple responses simultaneously is given in [310], and com-
puter based TM approaches are presented in [311]. Alternative approaches to the control
factor optimization experiments as conducted within TM are given in [20, 19, 40, 276].
TM and many of its deviations have been applied successfully around the world [33, 97].
The Taguchi Method can be summarized as follows: To maximize quality, the loss
associated with poor quality must be minimized by minimizing the QLF. This is achieved
by minimizing the variability around the target value. Since the S/N ratio is inversely
proportional to the QLF and independent of the adjustment of the mean, maximizing
the S/N ratio is suﬃcient to obtain a robust design. The direct speciﬁcation of CF’s can
be achieved by formulating an optimization problem [141].
A.2.4 Optimization and Robust Design
The Theoretical Level of Perfection. Optimization is a design activity performed near
the end of the embodiment design phase as part of the parameter design, see Figure 2.1
in Section 2.2. It aims to improve the chosen solution to a theoretical level of perfection
before the thus far tentative design concept is ﬁxed, by determining the combination of
all major design parameters which will yield the best results according to the overall
design criterion.18
Based on the interpretation of Taguchi, a robust design is ﬂexible enough to account
for the need of late changes to ensure mutual compatibility with all components, while the
ﬁnal product still performs as predicted, despite inappropriate use, exceptional overload-
ing, extreme environmental conditions and unforeseen events. The focus of TM is on the
day-to-day performance, and the reduction of variability will decrease the failure rate in
18With respect to the TM the criterion is the S/N ratio. The goal is to adjust design parameters such
that noise factors have the least impact on the signal, that is the expected performance of the product.
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any given environment. However, explicit statements about the product’s performance
in extreme conditions is not possible. This is more the domain of risk and reliability
assessments (see Section A.3), for which a fundamental prerequisite is the correct quan-
tiﬁcation of uncertainty (see Section A.4). Despite all this, and despite the clear deﬁnition
of robustness by the pioneers of quality engineering, performance in extreme conditions
has been interpreted by some as the single most signiﬁcant aspect of robustness, thus a
short review of strength and reliability based robustness measures and design methods is
given below.
Strength as Robustness. The environment in which the product is used can never be
controlled entirely. Inappropriate use, exceptional overloading, extreme environmental
conditions and unforeseen events are sources of uncertainty about the success or failure
of the design, as they may cause malfunctions or even catastrophic failure. The reduction
of this uncertainty, which is one of the principles of engineering design, is achieved by
looking for a design which will return to its normal equilibrium conﬁguration after being
exposed to an uncommon perturbation. The requirements for inherent stability apply
to the design concept and the parameter space. The product as a whole must not be
inherently unstable. Furthermore, regions within the parameter space which would result
in an unstable design must be avoided. In this context, a design is considered robust if the
product can survive under unusual circumstances such as faulty operation, uncommon
disturbances in the working environment, or accidentally large loads. Especially in civil
and structural engineering, robustness is frequently equated with stability as described
above [181, 238]. A robust structure is intended to operate properly, to not suddenly
collapse, and to not substantially lose resistance even if it is damaged and deformations
exceed the serviceability level. The objective is to avoid disproportional extent of collapse
due to local damage caused by accidental events by ensuring a minimum robustness
of the structure [133]. In [180] robustness is achieved by limiting and mitigating the
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consequences of the unforeseen. Closely related are the developments in the direction
of structural vulnerability with an explicit investigation of the structural performance
with respect to critical failure scenarios; see [3, 104]. A robustness measure which is
based on the ratio of risk due to direct consequences of failure and the total system
risk, where risk is deﬁned as the product of conditional probability of damage and its
associated consequences, is given in [18]. The analysis of overall and local structural
damage progression uses damage indicators which are based on a numerical quantiﬁcation
of robustness and vulnerability as complementary measures [188, 187]. In conclusion, the
strength and reliability oriented view on robustness is concerned with the ability of the
product to survive extreme environmental disturbances by means of redundancy and
residual strength. In contrast to the approach of TM which is based on the design of
experiments, robustness optimization with focus on extreme conditions depend strongly
on the ability to quantify properly all associated uncertainty, both in the product, its
function, and the environment in which it is used, and proper optimization tools - powerful
numerical methods.
Optimization under Uncertainty. An overview of computational methods in optimiza-
tion considering uncertainties, when exclusively traditional probabilistic models to de-
scribe uncertainty are used, is given in [278]. Reliability-based optimization (RBO) and
robust design optimization (RDO) are relevant developments in this direction.
RBO is an optimization approach exclusively focused on the optimality of the ob-
jective function, in many cases the project cost represented by the product’s weight
[2, 118, 156, 157]. Design constraints are based on acceptable limits for the performance,
such as a deﬂection. However, the lack of certainty about the expected performance im-
pedes a direct validation of the compliance with the acceptable limits. Instead, an upper
limit for the probability of an unacceptable performance, referred to as failure probability,
is introduced as the constraint function for a permissible design. The limiting value for
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Figure A.3: Reliability based optimization.
the failure probability depends on the desired level of safety. This implementation of a
safety measure into the optimization is interpreted by some as an implicit consideration
of robustness, because the reliability analysis accounting for the ﬂuctuation of all param-
eters shows that the prescribed limit for an unacceptable performance is not exceeded.
The result of RBO is a set of deterministic design parameter describing a valid design
with parameter optimality, see Figure A.3.
Problems arise from the circumstance that RBO methods do not prescribe a manda-
tory consideration of design sensitivities. Users of RBO methods must be aware this to
avoid the following scenario. For a sensitive design, characterized by a large variability in
its performance even for small changes in the input parameters, the constraint function
itself is subjected to large ﬂuctuation. In consequence, even small deviations in the design
have the eﬀect of shifting the constraint function, which may turn an optimal parameter
combination into a non-permissible design. Another consequence of not considering ro-
bustness in terms of insensitivity is the lack of any decision margin in the set of design
parameters. Later adjustments of these parameters to ensure compatibility with other
components may as well result in an non-permissible design, as illustrated in Figure A.4.
In conclusion, RBO methods do not account for optimality with respect to robustness
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Figure A.4: Possible consequences of neglecting design sensitivities.
as deﬁned by Taguchi. Performance based design [116, 329, 338] and reliability based
design [206, 272] are approaches which can be argued to consider certain aspects of ro-
bustness. These approaches however do not seek directly for parameter optimality.
In contrast to RBO, RDO is explicitly aiming for a design which is relatively in-
variant with respect to parameter changes [36, 168, 232]. The mathematical description
of parameter uncertainty with random numbers renders probabilistic measures, includ-
ing expectancy and dispersion measures, as most useful tools for robustness assessment
[88, 158, 192]. With the expected value and the variance of the involved functions as
the robustness measure, optimal robust design is achieved by solving the correspond-
ing two-criterion optimization problem. The ﬁrst objective is to optimize the expected
value of the objective function and the second objective is to minimize the variance of
the performance function. A compromise must be found and formulated in a mathe-
matical manner, since a unique design parameter combination optimizing both criteria
simultaneously does usually not exist. Numerical eﬃciency in processing the random-
ness of parameters can be improved by various sophisticated approaches from the ﬁeld of
computational stochastic mechanics [277]. In combination with the implementation of a
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desired safety level, RDO explicitly considers robustness, without explicit information on
the decision margins. Any necessary adjustment to ensure compatibility would require
further analysis and design checks. That and the unexceptional reliance on probabilistic
uncertainty models are considerable limitations of RDO methods.
Optimization algorithms which consider uncertainty with non-traditional models are
still rare. Fuzzy numerical techniques for product performance analysis are proposed in
[105]. Developments aiming for the explicit implementation of robustness requirements
in combination with non-traditional uncertainty models are approaches of robust design
under info-gap uncertainty [32], robust design with convex models [15] and with interval
arithmetics [244], and approaches to estimate structural reliability with the aid of conﬁ-
dence intervals for input distribution parameters [202]. In [139] a procedure originating
in the ﬁeld of sensitivity analysis is presented. This procedure combines an initial ex-
ploratory analysis based on a Latin Hypercube sampling with a subsequent evaluation of
scatter plots and an application of rank-based procedures developed in the framework of
evidence theory. An imprecise probabilistic approach to include dependability models of
products within product families is presented in [195].
The Diﬃculties of Taking the Second Step Before the First. As elaborated before, the
economical impact of the embodiment design phase is small compared to the conceptual
design phase. A poorly chosen concept cannot be magically transformed into a good one
by optimization. That is not to take away the important role that robust optimization
has in the design process of high-quality products, but it is important to see parameter
optimization as what it is instead of what some authors promote optimization to be:
the ﬁnal and ultimate tool towards robust design. It does not address the need for an
assessment of concept optimality, nor does it provide not some kind of “robust optimiza-
tion potential” measure that indicates how well the chosen concept could be improved.
This, however, is of greatest importance to the decision making engineer. To obtain such
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information would require a shift of focus away from the mathematical procedures of
optimization, towards the much more important issue of how to properly formulate the
objective function. Many experts in optimization make the second step before the ﬁrst, as
they assume a properly deﬁned objective function and constraints, and then use all their
energy to develop an elegant algorithm to solve the problem with numerical eﬃciency. It
is my belief that the lack of acceptance of optimization methods in concept selection is
not because engineers don’t understand how optimization algorithms work, put because
for a real world decision problem it is almost impossible to formulate an all-enclosing
objective function: too many contradicting attributes, and no common functional base
for the concepts may be very diﬀerent in form and function.
Instead of declaring the ﬁrst step completed19, the goal for now should be to identify
concept optimality with respect to quality indirectly, from a discrete set of alternatives,
without optimization, but through judgment during the decision making in concept se-
lection.
19It can be declared completed only for very simple toy problems or real world problems with tremen-
dous simpliﬁcations
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A.3 Risk, Reliability, and Safety
A.3.1 Risk Decisions and their Limitations.
Decision making is the process of trading-oﬀ beneﬁts and opportunities for costs and
risks. The quality and freedom of decisions concerned with risks is restricted due to four
distinct shortcomings [197]:
• the limitations of available empirical analysis tools,
• the limitation of social value appraisal,
• the best approach to manage risks,
• and the constraints due to the assignment of right and responsibility.
The ﬁrst deﬁciency has its source in the limitations of the available empirical anal-
ysis tools for the many risks we face. Not even within the scientiﬁc community does
exist a consensus on how to deﬁne risk, how to quantify it, and how to deal with un-
quantiﬁable events. Instead of providing a common scientiﬁc ground for fruitful debate,
risk assessment is often mistrusted and perceived as a propaganda tool to persuade the
public by presenting premature conclusions about risks derived from empirical analysis.
Contested risk assessments are frequently based on very elementary scientiﬁc indications,
and the (politically motivated) drawing of either catastrophic consequences, or non at
all. Examples can be found everywhere, including all debates dealing with nuclear power,
climate change, a continent spanning ﬂu pandemic, the current world ﬁnancial crisis, or
international terrorism.
The second limitation on risk decisions is the one of social value appraisal. The proper
attempt of weighing risks against beneﬁts and trading oﬀ risks for costs is not a matter of
cold statistics and economic science. The subject of predicting risk costs and their social
distribution by assigning monetary values to amenities, intangibles, or human life itself
is highly controversial. As of to date, not a procedure, law, or standard, but the ongoing
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social discourse deﬁnes how decision makers should appraise the values at stake. Social
value appraisal is a dynamic problem, meaning risks dubbed “acceptable” today may be
judged to be “unreasonably high” tomorrow.
Closely related to this is the third shortcoming concerned with the “management”
of risk. Risks can be reduced, buﬀered, or shared. Or they can simply be accepted,
while the risk management strategy is to focus on damage control, and on remedy and
redress for those still aﬀected. A hazardous situation might be ignored, enforce, or even
created by a decision made about unregulated aspects of design. The sidelines for such
risk decisions include rules and regulation, market economics, insurance policies, legal
injunctions, and potential law suits. In conclusion, the freedom in risk decision making
is restricted.
The fourth and ﬁnal limitation to our ability to freely make risk decisions are the
constraints due to the assignment of right and responsibilities. With respect to design
decisions which impose a risk on individuals, small groups, or the society as a whole,
including the environment, we need to acknowledge the right of a government to dictate
risk-aversive actions, as well as the right of an individual, organisation, or company
to refuse risk-avoiding measures. Risk decisions also hinge on issues of responsibility.
Companies, and ultimately the engineers working in the respective design departments,
are responsible to take cautionary actions to provide a healthy and safe environment for
their employees (HSE), and are required to protect society from any harm that may come
from their products, both by law and ethical standards.
Decisions involving risk must be made despite these shortcomings with regard to our
ability and freedom to deal with risk individually, on a corporate level, or as a society.
Prerequisites for risk considerations in a decision making process are:
• the classiﬁcation of risk,
• the assessment of risk,
• and the evaluation of risk reduction and mitigation measures.
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A.3.2 Classiﬁcation of Risk
Hazards and Risks. A hazard describes a dangerous scenario that, if not controlled, has
the potential to harm humans, property, or environment, summarized as values. With
hazards being the potential, risk is the level of threat emanating from that hazard to
which the values are exposed to. Risk is a function of both the likelihood that the poten-
tially dangerous scenario becomes reality, typically expressed in terms of a probability,
and the consequences thereof, deﬁned by the aﬀected values. Risk is a compound measure
for chance and magnitude of an hazardous event.
Often a distinction is made between technological risks, environmental risks, ﬁnancial
risks, economic risks, social risks, and political risk. This classiﬁcation may serve as the
ﬁrst step towards the development of criteria in a decision problem with respect to risks.
To translate those generic expressions to speciﬁc criteria, it is important to imagine for
each alternative the hazards which expose our values to some thread. Without a hazard,
and without values at stake, there is no risk. The development of criteria to assess and
compare technological risks of various alternatives, or any other of the above mentioned
risks, starts with the evaluation of hazards that impose such a risk, and the associated
values in harm.
Hazards Related to Engineering Design. Hazards to the public which are related to
engineering design include natural disasters, failures of large engineering systems, discrete
small-scale accidents, and low-level delayed-eﬀect hazards [197]. Low-level delayed-eﬀect
hazards such as radiation, noise, and environmental pollution are either consequences of
poor quality products, and should have been considered as design constraints, or these
eﬀects were unknown or not considered harmful during the design and only subsequent
detection of the product’s negative impact on values such as public health and safety has
revealed them as hazards. Discrete small-scale accidents are usually related to faulty or
inappropriate use of products, and to a lesser extend to defects as a consequence of poor
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design or low-quality manufacturing. Risk decision making during concept selection is
predominantly concerned with natural disasters and failures of large engineering systems.
Natural disasters such as earthquakes, tsunamis, ﬂoods, and hurricanes, are well un-
derstood in terms of mechanism and eﬀect, but predictions about timing and magnitude
cannot be made with certainty. Without the ability to eliminate the hazards directly,
engineers are required to focus on mitigation and reduction eﬀorts to minimize the impact
natural disasters can have on our society. For example, the expected extreme environ-
mental conditions associated with each natural disaster, such as peak ground acceleration
or maximum wave height, can be considered as design constraints to control the damage
they would otherwise cause.
Failures of large engineering systems such as ships and airplanes, reﬁneries, power
plants, bridges, and dams, are characterized as high impact events with typically severe
consequences to a broader part of the society. An engineering system is not just the
physical structure including the facilities, equipment, and control hardware it supports.
Further components of an engineering system such as a ﬂoating production platform
include the procedures, environments, the operator, the institutional framework in which
operations are conducted, referred to as organisation, and the interfaces amongst them
[24]. The life cycle of an engineering system spans from concept development all the way
to decommissioning, and system failure must be examined within this framework. It can
be a result of structural malfunction due to design ﬂaws, but also intended or unintended
misuse, or simply a consequence of an extreme environmental condition. In most cases
however, large-system-failure is the result of “human error” in conjunction with highly
complex technical systems [177, 178]. The assessment of hazards associated with system
failure requires the identiﬁcation of all possible failure scenarios, including all possibilities
of cascading component failure due to complex component interactions in combination
with operating errors, design errors, and accidents. It requires a rigorous study of design
speciﬁc and site speciﬁc factors, and an assessment of the directly and indirectly aﬀected
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values.
Errors, Malfunctions, and Failures. In a very narrow sense, a hazard can be deﬁned as
an unsafe condition that can cause failure [84], while failure is deﬁned as undesirable and
unanticipated impairments in quality [24], due to inherent or exherent causes. Inherent
causes to failure are associated exclusively with natural disasters, and they represent
the residual risk of a design with a ﬂawless construction, installation, operation, and
maintenance record. Exherent causes to failure cover “the rest” and embrace all human
and organisational factors (HOF). Unsurprisingly, the majority of failures are due to
HOF20, or, as frequently stated, due to “human error”. This diction reverses cause
and eﬀect, as an error is actually the result, and what “human error” refers to is a
human malfunction [334, 333, 240]. Human malfunctions are described by types of error
mechanisms such as miscommunication, slips, ignorance, violations, and mistakes, and
they occur during operation as well as on higher organisational levels [241]. Human
malfunctions may lead to failure.
The development process of a major failure starts with an initiating event, usually
an operator malfunction. Initiating events are usually encouraged or even caused by
contributing events, while propagating and exacerbating events are responsible for the
initiating events (incidents) to develop into failures (accidents). Contributing and prop-
agating events are mostly organisational malfunctions such as a ﬂawed company culture,
which describes inappropriate goals, incentives, and values, for example by rewarding
achieved reductions in production costs and times, while actually hoping for quality and
reliability. Other organisational malfunctions are concerned with the structure of the
organisation and its lateral and vertical integration, and deﬁcits in monitoring and con-
trolling. To a lesser extent structure and equipment malfunctions contribute to failure.
These malfunctions are directly related to the system’s serviceability, safety, durability,
20Within the oﬀshore industry, about 80 percent of the failures related to HOF occur during operation
and maintenance, while only 10 percent develop during design, and 10 percent during the construction
phase [23].
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and compatibility. Unnecessary design complexity to fulﬁll excessive performance de-
mands and a close coupling of components which renders the engineering system prone
to cascading failures erodes the ability to buﬀer the negative impact of human malfunc-
tion. In conclusion: a poor design can initiate and propagate failure due to human
malfunctions.
Inherent causes to failure are clearly an engineering problem in designing high quality
products. But so are HOF, which are often regarded as a management problem and
ignored by engineers. While the sequence of events and malfunctions that lead to failure
is usually unique for each case, what almost all failures have in common is the retro-
spective realization that it would not have happened if only one of the malfunctions had
not occurred, or one of the protective barriers had not been breached. To reduce the
occurrence of failures and their negative impact, the risks associated with HOF must be
considered in every phase of the life cycle of an engineering system, including concept
selection and the necessary decision making.
A.3.3 Risk Assessment
Statistics and Judgment. Risk assessment describes the activities of hazard identiﬁ-
cation, value judgment, and the evaluation and quantiﬁcation of the resulting risk. Ap-
proaches to assess a risk can range from intuitive guesstimates to formal empirical analysis
[197]. The former is concerned with capturing what people think about the risk, and re-
lies on judgment of those who assess it. The latter is concerned with the observation and
calculation of the actual risk, and relies on experimental evidence, long term experience
in formulating models and predicting outcomes, and sophisticated analytical tools to cal-
culate probabilities. Risk assessment aims to grasp the reality of a hazardous situation,
and it inevitably involves both “objective” scientiﬁc tools as well as “subjective” aspects
such as perception and intuition [300].
Some hazards are very familiar, and the available statistical data allows to express
A. Engineering Design 205
the odds of such events with conﬁdence. However, we still struggle with the “magnitude”
portion, which is related to value and requires judgment. Other hazards are new and exist
only as an imagination, and the quantiﬁcation of their odds requires complex theoretical
analysis tools, which also strongly depend on judgment. The design of experiments to
study the hazard, the initial collection of data, the structure of fault trees to understand
failure propagation paths, all include subjective human opinion. As a consequence, we
are unable to quantify all risks with equal precision and accuracy. Furthermore, since
judgment is inevitable, understanding the judgmental limitations is crucial to eﬀective
decision making [288].
Risk Perception. Analysis based risk assessment approaches are preferred by technical
people assigned to do a job. In contrast to this, the thinking and actions of most in-
dividuals is dominated by perception rather than calculation. This disparity between
objectivity and subjectivity imposes a set of complications for the decision making pro-
cess in an increasingly technological society. Foremost the tendency of experts to claim
technical estimates of risks to be more valid than perceived risks, which are disregarded
as unreal in this context, erodes the trust between experts and the rest of the public. It
was observed in [172] that the general public regards itself as ill-informed and exposed to
an increased propaganda and indoctrination. Experts are mistrusted for systematically
underestimating actual risks, by repeating omission of important pathways to disaster,
and trading-oﬀ risks and beneﬁts egoistically, as the public is involuntarily exposed to an
increased risk, while the decision makers receive the beneﬁts. The disparity between cal-
culated and perceived risks also complicates the setting of priorities in risk management
and the communication of decisions and resulting actions. If it exists, evidence for the
accuracy of either one of the approaches to risk assessment, analysis based or perception
based, will be treated as circumstantial by the “other side”, and it will not conclude the
argument between the two.
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Perception is biased, yet conclusions and decisions based on risk perception are more
often correct than being absurd. A remarkable study revealed that perceived risk is
predictable and quantiﬁable [289, 290]. This requires the consideration biases in risk
perception, including availability, overconﬁdence, probability neglect, which is the desire
for certainty, and anchoring, which describes the notion of people to hold on to their
opinion about risk despite contrary evidence. The quantiﬁcation of perceived risk levels
is based on three major risk factors, combinations of strongly dependent characteristics:
dread, familiarity, and exposure. Dread describes risks which are uncontrollable and hard
to prevent, diﬃcult to reduce, involuntary, catastrophic, and potentially fatal, thus in-
equitable, and in general threatening on a personal level all the way to future generations.
Familiarity describes risks which are known and observable, and can be characterized by
an immediacy of consequences. Exposure is responsible for the distinction which is made
between many small accidents for which the cumulated risks may even be larger than the
risk associated with one large accident, for which the perceived risk is higher. It is also
the risk factor which is predominantly responsible for disagreement about risk between
experts and the public.
Risk assessment is not just a purely technical activity conducted by selected experts in
statistics. Instead, it must incorporate the psychological rationale that dominates public
risk assessment and political decision making.21 It requires risk communication tools to
gap the bridge between experts and laypeople. Communication of risk should incorporate
community values that go beyond ﬁnancial losses and fatalities, and it should address
the conﬂict between long-term risk mitigation eﬀorts and short-term accountability of
the involved decision makers. Eﬀective risk communication is an important prerequisite
for an eﬃcient risk management. However, the perception of risk levels, individually,
in groups, or by the entire public, is highly subjective, and it strongly depends on the
method of presentation [70, 72]. For the same probabilities of failure, when presented
21The increased public interest in understanding risks and taking precautionary measures lead to a
growing literature about risk assessment [127, 207, 247].
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in diﬀerent ways, the perceived risk was shown to be diﬀerent [71]. The selected cost
presentation method, especially so for low-probability, high-consequence events, has an
equally signiﬁcant impact on the eﬀectiveness of communicating risk and return.
Ludic fallacy. Ludic fallacy describes the inevitable imperfections in modeling the real
world, and the consequences of unquestioned reliance on models despite their limits. In
particular, the fallacy is to rely on reliability methods when assessing risks, or in the
words of Nassim Nicholas Taleb [312]:
“. . . basing studies of chance on the narrow world of games and dice.”
The predictive models originating in probability theory are based on a ﬁxed universe
of possibilities and consider only the known unknowns, not the unknown unknowns, re-
ferred to as black swan events. A black swan event describes a rare, unexpected, and
hard-to-predict high-impact event which can be rationalized by hindsight after its ﬁrst
occurrence as if it could have been expected, because the relevant information for the
prediction was available but unaccounted for. Phrases such as “concatenation of un-
fortunate events”, “ignorance of dead giveaways”, often in combination with “human
error”, illustrate the psychological bias which complicates a truthful recognition of the
non-computability of the probabilities and consequences of black swan events. We have
all the mathematical tools to calculate the probability of even the most unlikely event we
can possibly imagine to occur, but we are lousy in imagining every possible hazard, and
every possible consequence.
A.3.4 Risk Management
Risk and Safety. Once the size for each risk has been determined, the challenging task
is to determine how to deal with the risks present. The following risk treatment options
can be distinguished:
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• Risk avoidance, which describes the omission of any activity that bears a risk. In
many ways risk avoidance is equivalent to stagnation, as the activity related beneﬁts
and opportunities are avoided as well, which at least in the long run represents a
risk on its own.22
• Hazard prevention, which is based on elimination or mitigation eﬀorts of the hazard.
• Risk reduction, which is an optimization process to accept the hazard, but reduce
the likelihood of occurrence if possible, as well as the impact.
• Risk sharing and risk retention, which describe economic strategies where the neg-
ative impact is priced and accepted, because prevention or reduction would cost
more.
Hazard prevention and risk reduction are activities to achieve safety, which is deﬁned
as the relative protection from exposure to hazards. Design for safety requires the as-
sessment of the risk, and a judgment of its acceptability. Safety is a social issue, and a
source of conﬂict. The appropriate risk displacement measure, the distribution of risk
costs, the cost eﬀectiveness of risk mitigation measures, and the setting of priorities, as
in eliminating a small risk entirely, or reducing a large risk to a small but still rather
existing risk, are some of the relevant problems [26, 111, 213].
Acceptable and Unacceptable Risks. The resources available to attack the identiﬁed
risks are always limited, and the aim of risk management is to ﬁnd the most eﬃcient trade-
oﬀ between the two. This is as much a personal as it is a social decision [197]. Success
hinges on the ability to rationalize the acceptance of some risk, where acceptance describes
a notion between willing endurance, passive acquiescence, and fatalistic stoicism. Existing
risk levels can be classiﬁed as acceptable, tolerable, and unacceptable [291]. Regulations
are designed with respect to a baseline risk “as low as reasonably practicable” (ALARP)
22With respect to concept selection: Alternatives with risks so high that it is better to not pursue them
at all should be eliminated from the set of options prior to concept selection.
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[203], and deployed by authorities which are part of and driven by the public, more
than by experts. In this context, the signiﬁcance of public risk perception becomes very
obvious, as it is ultimately the perceived level of a current risk which determines the
degree of adjustments required for the reduction to acceptable levels [290].
Engineering Design Approaches to Risk Reduction and Mitigation. Strategies to min-
imize failure ALARP include the reduction of variability, the implementation of safety
factors and derating, provision of system redundancy, the enforcement of design sim-
pliﬁcations and demands for ease of inspection, and the guarantee of damage tolerance
through robustness23.
Design for safety aims for elimination, mitigation, and reduction of risks by means of
engineering [149], in this order. In cases where the product’s function itself represents the
hazard, elimination becomes impossible. If furthermore mitigation eﬀorts would compro-
mise functionality, design for safety is concerned with the reduction of risks by providing
suﬃcient protective measures, either in a fail-safe design approach, aiming at identifying
the weakest spot in the system and treat it as a fuse, or in an absolute worst-case approach
where design parameters are set to their extremes for all relevant analyses, and then each
component in the system is designed accordingly. Applying quantitative methods which
explicitly consider uncertainty with stochastic models for the purpose of risk reduction
is referred to as reliability engineering. These probabilistic approaches to design aim
at reducing the probability of failure for components and systems of components below
predeﬁned limits. Reliability is interpreted as a measure for the product’s capability to
operate without failure in its service environment, expressed as a probability [84, 24],
and it is compromised by design mistakes, manufacturing defects, inadequate mainte-
nance, and the exceedance of design limits due to HOF or environmental factors [131].
Approaches to achieve reliability have been classiﬁed as proactive, reactive, or interactive
23System robustness, deﬁned as a combination of a beneﬁcial component conﬁguration, ductility, and
excess capacity in those parts that exhibit the largest risks of malfunction [24], ensures a damage and
defect tolerant design that does not fail despite exherent causes including HOF.
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[23]. The latter two focus on activities during or after the occurrence of a malfunction.
In contrast, proactive approaches aim to identify and prevent failures beforehand, either
by increasing the detection and correction rate of malfunctions, or by reducing their like-
lihoods and negative eﬀects. Common proactive approaches to design for reliability are
qualitative methods such as HazOp and HazAn24, or FMEA25, and quantitative methods
such as SRA, PRA, and QRA26.
24Hazard and Operability Studies and Hazard Analysis, see [43, 176]
25Failure Mode and Eﬀects Analysis, see [297]
26Structural Reliability Analysis, Probabilistic Risk Analysis, and Quantiﬁed Risk Analysis
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A.4 Quantiﬁcation of Uncertainty
A.4.1 The Appropriate Uncertainty Model.
Dependability on Evaluation Results. Every engineering design activity, including the
crucial part of decision making, is based on the evaluation results of some form of analysis
conducted for each of the candidate solutions. What comes straight to an engineers mind
is the technical analysis concerned with the products expected service performance. Even
more important is the analysis of economic aspects such as costs and ﬁnancial risks. In all
cases where evaluation results are derived by processing information with a mathematical
model that describes quantitatively the signiﬁcant aspects of the product, physical and
economic, the dependability on the outcome of any decision making analysis is strongly
correlated to the trustworthiness of the underlying evaluation results. This necessitates
accurate mathematical models that comply with the underlying nature of the involved
phenomena, as the processing of the available information with such a models, provided
it is considered properly, ensures that this nature is reﬂected in the results.
The diﬃculties emerge from the necessity to perform almost every engineering anal-
ysis in the face of uncertainty. The information that is available is frequently not certain
or precise but rather imprecise, diﬀuse, ﬂuctuating, vague, ambiguous, dubious, or lin-
guistic. This uncertainty must be reﬂected in the results without distorting it or ignoring
these aspects. The crucial point is thus an adequate modeling and processing of the
available information. Shortcomings, in this regard, may lead to biased results with an
unrealistic accuracy and may therefore lead to wrong decisions with the potential for
associated serious consequences. Uncertainty modeling has thus already become an engi-
neering task of great importance and interest. While the proper mathematical description
for various types of uncertainty is still under vivid scientiﬁc discussion, a variety of clear
and useful deﬁnitions is right at hand. Besides the traditional probabilistic models in-
cluding Bayesian statistics, a variety of non-probabilistic models exist. These include,
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for instance, intervals, convex models, fuzzy sets, theory of rough sets, evidence theory,
theory of fuzzy random variables, interval probabilities, and imprecise probabilities. The
selection of an appropriate uncertainty model out of this variety of choices demands the
investigation of the sources of the uncertainty; the underlying nature dictates the model.
Uncertainty Quantiﬁcation and Engineering Design. An aspect that is way too often
overlooked when proposing more realistic uncertainty models is their practicality. For
every variable that isn’t known precisely, an appropriate uncertainty model must be
chosen and associated parameters speciﬁed. This can be frustrating at times, ﬁrst because
the number of variables in engineering design applications tends to be large even for
rather small problems, see for example [170], and second because a prescription on how
to derive the numbers usually doesn’t exist. So instead of guessing one number for one
parameter, we now have to make many assumptions and come up with lots of numbers,
which may be vaguely right, but could also be wrong. Unfortunately, with increasingly
sophisticated and complex uncertainty models such as imprecise probabilities, it is also
getting increasingly diﬃcult to develop a feeling of the impact of poor assumptions. A
consequence may be that nothing “feels save” anymore. Furthermore, making all these
assumptions, instead of guessing a number which is “about right”, takes a lot of time.
One cannot promote uncertainty quantiﬁcation methods without a convincing answer to
the following question: what is the gain of going through all that trouble? No doubt,
the use of sophisticated uncertainty models produces more realistic results. What is
mathematically correct, is unfortunately not always practical. A more realistic result
means that instead of one crisp number which we know would not be exactly right, we
get many numbers which represent in their totality the more realistic uncertain result, like
for example mean and standard deviation, upper and lower bounds for various conﬁdence
levels, or fuzzy numbers. Not only are the many numbers also not exactly right because
of the many assumptions we had to make, but their interpretation adds another source
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of confusion. What seems to be important is to raise the question about the value of
information before any of the advanced uncertainty quantiﬁcation methods presented in
the following will be used.
A.4.2 Probabilistic Models
Stochastic Methods. The consideration of uncertainty in engineering analysis is tradi-
tionally achieved with established stochastic methods [81, 85, 275]. If the probability
distributions for all input parameters including their dependencies are known with a suf-
ﬁciently high conﬁdence, the obtained results provide a suitable and comprehensive basis
for deriving decisions. An essential precondition is therefore the statistical validation
of the probability distributions, which requires a suﬃcient amount and an appropriate
quality of statistical data and information. Frequently in engineering practice however,
especially during the early design stage, the amount and quality of the available data
and information is not suﬃcient to specify these probability distributions with the de-
sired conﬁdence. Equally important as the reliable prediction of parameter ﬂuctuations
is the consideration of unpredictable inﬂuences. Such inﬂuences are for example devia-
tions in technical boundary conditions due to changes of regulations, subjective decisions
regarding the use of a structure for not intended purposes or beyond its initially planned
lifetime after a reconstruction, social aspects, and also extreme incidents such as terrorist
attacks. The need for a reliable prediction of parameter ﬂuctuation in the absence of
suﬃcient data and the necessity to consider unpredictable inﬂuences in an engineering
analysis demands for a more comprehensive modeling of uncertainty [102, 209].
Aleatory and Epistemic Uncertainty. The amount and quality of the available infor-
mation dictates the selection of the suitable quantiﬁcation concept. This requires some
classiﬁcation of the uncertainty associated with the available information. One option
is to classify it with respect to its source as either aleatory or epistemic uncertainty
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[82, 103, 140, 139, 138, 221]. Aleatory uncertainty refers to irreducible uncertainty as a
property of the system associated with ﬂuctuations and variability. It can be interpreted
as traditional stochastic uncertainty, for which established traditional probabilistic meth-
ods are available. Epistemic uncertainty refers to reducible uncertainty as a property of
the analyst associated with a lack of knowledge. It may be considered as subjective
uncertainty which occurs whenever traditional probabilistic modeling is deﬁed. One ex-
ample is the lack of information which impedes the speciﬁcation of a unique probabilistic
model. Another cause for epistemic uncertainty is the deviation of observations from
a pure random nature. A Bayesian approach utilizing subjective probabilities may be
used if some subjective perception regarding a probabilistic model exists and data for a
model update can be made available [25, 55, 151, 199, 231]. It allows predictions about
future events based on past observations. With a growing amount of data the Bayesian
model update decreases the subjective inﬂuence in the model assumption. This enables
a problem solution in a pure probabilistic framework.
A.4.3 Non-probabilistic Methods.
Limitations of probabilistic uncertainty modelling. The Bayesian approach is less help-
ful if information regarding a probabilistic model and statistical data is missing entirely.
This is the case for any kind of quantity for which mere bounds or linguistic expres-
sions are known. Examples are single measurements under dubious conditions, digital
measurements which do not provide any information beyond the last digit, or physical
inequalities which describe bounds for parameters without providing information regard-
ing ﬂuctuations and value frequencies over some value range. In such cases, without any
probabilistic information and statistical data, even the assumption of a uniform distribu-
tion ascribes certain probabilistic characteristics and thus much more information than
is given by just bounds for a quantity. An appropriate solution requires non-probabilistic
models. A variety of such models have been formulated, for example intervals [4, 215],
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fuzzy sets [246, 337, 339], rough sets [233], clouds [217], and convex models [101].
Imprecise probabilities. In all cases where probabilistic information is vague or dubious
and statistical data is limited or fragmentary, both probabilistic and non-probabilistic
components should be considered simultaneously to build a realistic model which does
not distort or ignore information. A mixed probabilistic/non-probabilistic model requires
an extension from the classiﬁcation concept of aleatory and epistemic uncertainty towards
a classiﬁcation which distinguishes between probabilistic and non-probabilistic character-
istics. Such a classiﬁcation is given with uncertainty and imprecision. While uncertainty
refers to probabilistic characteristics, non-probabilistic characteristics are summarized as
imprecision. To illustrate the simultaneous occurrence of uncertainty and imprecision, we
classify the available information of a set of observations of a physical quantity. Whilst
the scatter of the realizations possesses a probabilistic character, each particular real-
ization from the population can exhibit, additionally, imprecision. Imprecise statistical
in-formation may result from incomplete measurement series which have been gathered
under changing boundary and environmental conditions, it may reﬂect mixed data-based
and expert-speciﬁed information and exhibit ambiguous or dubious ﬂuctuations.
Mixed probabilistic/non-probabilistic models which are able to simultaneously ac-
count for uncertainty and imprecision possess a high degree of generality. Their objective
is the determination of a lower and upper bound for the probability, reﬂected in the ter-
minology of imprecise probabilities [326]. The traditional probability model is included as
a special case. The basic distinction with respect to Bayesian and traditional probabilis-
tic models is the indeterminancy of imprecise probabilities due to ignorance about facts,
events or dependencies [185] and that imprecise probabilities characterize the uncertainty
of an event with two measures - a lower probability and an upper probability.
Imprecise probabilities form a general framework which includes a variety of theo-
ries and mathematical models which cover the concept of upper and lower probabilities
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Figure A.5: Classiﬁcation of uncertainty.
[130], sets of probability measures [108], distribution envelopes [35], interval probabil-
ities [328], p-box approaches [107], Choquet capacities of various order [62], and evi-
dence theory [91, 280] as a theory of inﬁnitely monotone Choquet capacities [179, 220].
Some of these models are special cases of the more general model of fuzzy probabilities
[28, 49] which originates in the theory of fuzzy random variables [186, 190]. Quantiﬁca-
tion methods based on statistics, and a Bayesian quantiﬁcation in case of probabilistic
or fuzzy-probabilistic prior information, have been proposed [27, 301]. The diversity of
imprecise probabilities allows to choose in dependence on the particular case the most
suitable model. In case of an inconclusive model choice the analysis may be performed
with various relevant models. The obtained set of results and associated conclusions helps
to avoid bad decisions due to modeling errors.
Non-traditional uncertainty models are not developed as replacements or competitors
to the established probabilistic models, but as supplementary elements. They can be
combined with probabilistic methods in various manners entailing an improved ﬂexibility
and adaptability with respect to the particular situation. The usefulness and capabilities
of non-traditional uncertainty models has already been demonstrated in the solution of
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Decision Theory and Methods
B.1 Decision Theory
Decision theory is concerned with the identiﬁcation of all relevant aspects of a given de-
cision problem, including the alternative courses of action, their values, the associated
uncertainties, and the objectives which describe the decision maker’s goals. Furthermore,
decision theory is concerned with the decision’s rationality, and the mathematical formu-
lation of the decision problem to determine the optimal decision. The optimal decision
is a central concept in decision theory, and describes the identiﬁcation and selection of
the option which will lead to the best decision outcome. An outcome, in this regard,
describes the combination of an alternative course of action and the state of nature, the
environment in which the decision problem is embedded. Associated with the state of
nature is a state of knowledge which describes the degree of certainty about the environ-
ment. It is usually expressed in terms of probabilities. The identiﬁcation of the optimal
outcome is a mathematical optimization problem1, which necessitates a measure, as de-
scribed in Section A.2.4. In decision theory, the utility is used to measure the desirability
of a decision outcome [198]. In case of uncertainty, the optimal decision maximizes the
1In practice the optimization is often replaced by an intuitive search based on a “satisﬁcing decision
making approach” as proposed by Herbert A. Simon, where the identiﬁcation of a “good enough” is
already suﬃcient.
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expected utility (EU).2
B.1.1 Decision Methods and Models.
The ﬁrst stage in using formal decision methods, either prescriptive or descriptive, is the
formulation of a model of the given decision. Model components such as the alternatives
and the objectives of the decision must be put together in their appropriate relationship,
which is usually unknown. The formulation stage is thus often the most challenging stage
during the application of formal decision methods. The objective of the second, more
algorithmic stage is to evaluate the alternatives and to derive, based on the underlying
logic and associated rules of the decision model, a formal recommendation for the appro-
priate course of action. Appraisal, the third and last stage of formal decision methods,
is concerned with the development of further insight into the decision, by exploring the
implications of the decision model developed during the formulation stage. This includes
model justiﬁcation and model mining.3
B.1.2 Decision under Uncertainty and Risk.
The various options for quantiﬁcation of uncertainty have been discussed in Section A.4.
Decision under uncertainty is deﬁned as the search for the optimal outcome when the
state of nature is uncertain, and each possible state is assigned with a probability of
occurrence. In this case, the optimization problem to identify the optimal decision is
based on the expected value for each performance measure used as a decision criteria. In
many cases, it is simply the expected utility. In cases where the decision maker faces a
sequence of successive decisions under uncertainty, a forecast into the future to ﬁnd the
most beneﬁcial path is possible with decision trees. For example, a design project which
2An alternative to the scientiﬁc framework of utility theory and probability theory to decision making
is given with the prospect theory [167].
3Model justiﬁcation describes an investigation of the key aspects of the reasoning that led to the formu-
lation of a particular decision model, while model mining describes the extracting of further information,
for example the recommendation’s sensitivity with respect to selected variables in the model.
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is matured using a stage-gate process where it must pass through formal gates at the
end of each design phase before receiving funding to proceed to the next stage of work,
represents a sequence of reemerging Shakespearean decision problems: “to proceed or
not to proceed”. Conditional probabilities are used within decision trees to compute the
expected values for the decision criteria.
Closely related to decision under uncertainty is decision under risk, which describes
the case where the probabilities for the various states of nature are unknown. In such
situations, the decision is based on a subjectively selected decision rule applied to a set of
possible decision outcomes, again expressed in terms of utility. Well known decision rules
are Maximin, a conservative selection rule which requires the decision maker to maximize
the minimum beneﬁt4, and the optimistic and risk taking rule ofMaximax, which requires
to maximize the maximum beneﬁt. An index of optimism can be used to combine these
rules for a more balanced selection. In case the future states of nature are replaced by the
actions of other decision makers who’s objective is to reach their goals and who’s decisions
depend on their objectives and on the decisions of all other participants, the situation is
referred to as decision under conﬂict, with game theory being the corresponding decision
theory [16, 216].
Decision theory is largely based on probability theory, mainly for the many close
correlations between statistical decision theory and the Bayes estimator [34, 292, 332].
In particular it has been shown that all admissible decision rules are equivalent to the
Bayesian decision rule for some utility function and some prior distribution [79, 243].
However, the sometimes critical sensitivity of probabilistic decision theory to the as-
sumptions about the probabilities of the states of nature led to alternative developments
in the ﬁeld of decision under uncertainty, utilizing fuzzy logic, the possibility theory, the
Dempster-Shafer theory, or info-gap theory (see Section A.4).
Despite these eﬀorts to make decision making in the face of uncertainty more ap-
4Alternatively, it can be thought of as minimizing the maximum loss, deﬁned as the Minimax decision
rule.
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proachable by generalizing decision models to work in conjunction with many diﬀerent
uncertainty models, they lack the ability to consider what is outside the model. Similar
to the general criticism of predictive risk assessment models about their Ludic fallacy,
models originating in decision theory are not able to consider the “unknown unknowns”,
so called Black Swan Events (see Section A.3).
B.1.3 Decision Making Paradox.
Decision making is not an activity exclusive to a small group of specialists in distinct ﬁelds
of research and application. Consequently, the contributions towards decision making,
theoretical and practical in nature, have their origin in academic disciplines of largest
diversity: sociology, psychology, mathematics, economics, political science, engineering,
and operational research. Neither scientiﬁc background and philosophy, nor methodology,
approach, and application can indicate which decision method is the most suitable for a
given decision problem.
Which decision making method to use in a particular situation is a decision problem
on its own, which leads to the Decision-Making Paradox [316]. It essentially describes the
phenomena observed when a set of decision making methods is used, each individually
and independently from another, to decide which of them (including the method used
to derive a recommendation) is the “best”. While it is not so much of a surprise that
the recommended optimal decision method to choose varies amongst the several studies,
usually a method does not derive a recommendation for itself. It means the DM must
choose what suits the situation, and must not claim the recommendation he derived based
on the method to be right. Instead of being right, signiﬁcant is the methods’ ability to
help the DM overcoming his mental barrier, and enabling him to communicate the derived
recommendation in a convincing manner to all stakeholders, allowing them to overcome
their mental barrier and agree with him.
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B.2 Multi-Criteria Decision Making
B.2.1 Conﬂicting Criteria and the Optimal Outcome
MCDM is a sub-discipline of operations research concerned with the explicit consideration
of multiple conﬂicting criteria in decision-making environments, and the aim to provide a
set of formal methods and approaches. A fundamental element of MCDM is how to rank
the multiple criteria in terms of signiﬁcance, and how to assign to them a corresponding
weight. While for day-to-day decisions we are able to rely on our intuition to weigh the
criteria properly, we may feel uncomfortable when facing complex high-level decisions
which impact and are aﬀected by diﬀerent stakeholders, categories of merits, and other
decision inﬂuencing factors. MCDM allows to structure such decision problems and to
derive explicitly weights for multiple criteria, which will lead to more informed, and
usually better decisions. Another key aspect of MCDM is how to combine the derived
criteria weights and the evaluation results obtained for each alternative with respect to
each criteria to produce a formal recommendation.
The objective of decision making was deﬁned in Section B.1 as “to identify the alter-
native which, in combination with the state of nature, results in the optimal outcome of
the decision problem”. The corresponding optimization problem requires a single crite-
rion to be optimized, which in many cases is the utility. In case of multiple attributes
a prescribed aggregation method is used to express the total utility of each alternative
[92, 137]. Often in practical applications the aggregation is based on the assumption of
mutual independence of the criteria, for the sole purpose of simplifying the math, see for
example [211].
Because of the multiple conﬂicting criteria, which are usually interdependent, most
MCDM problems do not have a unique optimal solution, and the DM must provide judg-
ment to diﬀerentiate between the alternatives. As one person’s preference is diﬀerent from
another person’s preference, the outcome of the decision analysis must not be interpreted
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as “the best alternative”, but as “the DM’s most preferred alternative”.
B.2.2 The necessity to measure.
Whether the task is to only identify the most preferred alternative, or to derive a ranking
order based on explicitly computed values for the relative preferences, MCDM methods
require us to compare the alternatives with respect to the criteria. First, we need to
measure the performance of alternatives with respect to the criteria. This is not always
easy, despite bold statements that everything is measurable, even properties such as tech-
nology ROI, organizational ﬂexibility, customer satisfaction, and technology risk [148].
Based on the various measurements of performance we then want to rate the alternatives.
Rating is also a form of measurement. Measuring is an important activity in MCDM,
and it requires a measurement scale.
A scale describes the mapping of a set of objects to a set of numbers. A variety of
scales exist. The nominal scale is invariant under one-to-one correspondence. It is an
identiﬁer, such as a ZIP code, and comparisons are restricted to matches (same or not?).
The ordinal scale is invariant under monotone transformation. It is a ranking scale, where
the assigned numbers only serve to designate order, while the magnitude has no meaning,
as it does not contain information on how far apart the alternatives are. The interval
scale is invariant under a positive linear transformation. Diﬀerences between pairs of
values from an interval scale can be compared in a meaningful way, however, addition
and multiplication of such values are meaningless, because the zero point is arbitrary5.
The ratio scale is invariant under a similarity transformation. The scale is anchored at
zero, and all arithmetic operations are allowed. Physical properties6 and the majority
of technical and economic parameters encountered in engineering design are measured
on a ratio scale: both diﬀerences of readings and ratios of readings can be compared in
meaningful ways. Further scales are the absolute scale, the logarithmic scale, and the log-
5For example temperature readings in Celsius or Fahrenheit
6For example temperature in Kelvin.
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normal scale. A more detailed discussion about measurement scales and the arithmetic
operations for transformation they allow, see for example [227, 252]. In conclusion, a
ratio scale is required to derive meaningful weighting factors.
B.2.3 A Critical Survey of MCDM Methods
Design Problems and Evaluation Problems. To choose the best alternative from a set
of solutions which is unknown, inﬁnite, or not countable, is deﬁned as a multiple-criteria
design problem. The problem is solved by constructing a mathematical model which
also incorporated the judgments of preference, to which methods originating in linear
programming are applied. For example Goal Programming, a multi-objective optimization
technique based on the generalisation of linear programming, deﬁnes a value function from
the preference judgments [60, 150, 193]. In contrast to multiple-criteria design problems,
the decision problems encountered in concept selection belong to the group of multiple-
criteria evaluation problems, for which the alternative solutions are explicitly deﬁned
prior to the selection.
Weighted Sum and Weighted Product. What distinguishes the many MCDM methods
available today is foremost the approach to derive criteria weights which represent the
relative importance of the criteria or attributes to decision-makers, and the approach of
the concluding composition. Additive composition, as given with the weighted sum model
(WSM) [112, 315], describes the process of multiplying the weights of the alternatives
with the corresponding weights of the criteria, and adding them. WSM is widely used
in most of the MCDM methods, such as the Pugh Concept Selection, or the Weighted
Decision Matrix [239]. An alternative rule for combining the weights of the alternatives
is given by the weighted product model (WPM) [204, 315], by which the weights of the
alternatives are raised to the power of their corresponding criteria, and then multiplied.
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A Classiﬁcation: MCDM methods can be classiﬁed in terms of the uncertainty model
used, the way of articulation of preference, and the timing to do so. Still rather unpopular
are interactive methods which require progressive articulation of preferences [123, 182,
248]. Most MCDM methods require all judgments of preference to be made before the
derivation of the ﬁnal ranking of alternatives, thereby basically reducing the problem to
a single criterion, as for example all methods based on the Multi-Attribute Utility Theory
(MAUT) [92], or the Aggregated Indices Method (AIM), which is based on an aggregate
index for quality [144]. This aggregation of the single indices related to the various criteria
is based on a set of weights which measure the relative signiﬁcance of the criteria.
The uncertainty associated with those weights led to the modiﬁcation of AIM into the
Aggregated Indices Randomization Method (AIRM), where the weights are represented
by a uniformly distributed random weight-vector [145]. Another way of treating uncer-
tainty is given with the Evidential Reasoning Approach (ER), an evidence-based MCDM
approach which uses a belief decision matrix [336]. The weighted decision matrix used in
the conventional decision matrix approach developed by Pugh is a special case of the be-
lief decision matrix [335]. A further alternative of considering uncertainty in information
when facing multi-criteria decision problems is provided with Grey Relational Analysis
(GRA) [59].
Another class of “prior articulation of preference”-MCDM methods based on WSM
are approaches that structure the decision problem into a hierarchy as for example the
Analytic Hierarchy Process (AHP), and its generalization, the Analytic Network Process
(ANP), which allows for dependence and feedback [252, 253]. A variation of AHP is
MAGIQ7, which assigns single, overall measures of quality to each alternative [200]. AHP
and ANP rely on the eigenvector solution for the matrix of pairwise comparisons to obtain
weights [254]. An alternative method to calculate weights is given with PAPRIKA8 [132].
Various approaches for the derivation of a ranking order for the alternatives exist.
7MAGIQ stands for “multi-attribute global inference of quality”.
8PAPRIKA stands for “potentially all pairwise rankings of all possible alternatives”.
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PROMETHEE9 and ELECTRE10 are families of multi-criteria decision analysis methods
based on outranking [41, 110].
An alternative to MCDM methods originating from MAUT are the Disaggregation–
Aggregation Approaches, or simply UTA11 methods, based on the aggregation-disaggre-
gation principles [287]. Preference disaggregation also led to the development of the
Dominance-Based Rough Set Approach (DRSA), an extension of rough set theory for
MCDM [126]. A decision rule preference model via inductive learning is used to rank the
alternatives. Compromise ranking methods such as VIKOR12 and TOPSIS13 are based
on Pareto optimality, where the ranking of each alternative is based on its proximity to
the ideal and negative-ideal solution, represented by virtual composites of all the best
and all the worst of each alternative, respectively [224]. The VIKOR method was later
extended to consider uncertainty with fuzzy numbers [223].
Most MCDM methods require a quantiﬁcation of preference judgments, with some-
times huge diﬀerence in the approach. Contrary to the typically encountered quantitative
representation of preference, MACBETH14, a multiple criteria decision support system,
requires only qualitative judgements about diﬀerences for the quantiﬁcation of the rel-
ative preference of alternatives [95]. Even “one step further” goes the method of Data
Envelopment Analysis (DEA), representing an entirely non-parametric approach to rank
several alternatives [68].
9PROMETHEE stands for “preference ranking organisation method for enrichment evaluations”.
10ELECTRE stands for “elimination et choix traduisant la realite´”, French for “elimination and choice
expressing reality”.
11UTA stand for “utility additive” multi-criteria.
12VIKOR stands for “viˇsekriterijumsko kompromisno rangiranje”, Serbian for “multi-criteria compro-
mise ranking”.
13TOPSIS stands for “technique for order preference by similarity to ideal situation”.




Consideration of Uncertainty with the ANP
Trust and dependability in the decision is important, which raises questions about the
robustness of a given decision. Since the information used for concept evaluation and
comparison, as well as resulting judgment, possesses uncertainty and imprecision, the
priorities derived with the ANP are not certain either. Small ﬂuctuations in the input
must not change the ranking order of the alternatives signiﬁcantly. A simple “work-
around” approach is based on the idea to group all the “unknowns” which impact a
decision, and include this group as an additional criterion [229]. The potential signiﬁcance
of this criterion is judged based on the comparison to the known criteria. Alternatively,
uncertainty can be considered explicitly within the ANP.
Saaty, the founder of the ANP and AHP, started to discuss aspects of uncertainty in
multiple-objective decision problems in 1981, and he proposed a “bundle” of judgments
[252]. Soon after, Vargas ﬁrst assumed random variables for the judgments [324]. Van
Laarhoven and Pedrycz ﬁrst introduced fuzzy sets to AHP by modeling the uncertain
judgment as fuzzy triangular numbers in 1983 [323] to derive fuzzy priorities. At this time,
computational power was limited, and the derivation of fuzzy priorities from a fuzzy re-
ciprocal matrix imposed a standing problem during that time. A direct approach to rank
alternatives using fuzzy numbers was presented by Buckley in [48], which he extended
to hierarchical analysis in [47]. Van Laarhoven and Pedrycz’s approach of fuzzy judg-
ments was reﬁned and extended by Boender, de Graan, and Lootsma, in 1989 [39].
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Over time, various proposals to solve the problem initially stated by Van Laarhoven
and Pedrycz on how to derive fuzzy priorities were oﬀered: Kwiesielewicz [191] pro-
posed a generalized pseudoinverse approach to ﬁnd the structure of the general solution,
but with increasing computational power, numerical methods of direct fuzziﬁcation have
evolved: an alpha-level discretization method to ﬁnd the fuzzy principal eigenvector of a
fuzzy judgment matrix is presented in [76], while the complete fuzziﬁcation of the entire
AHP, performing alpha-level optimization using evolutionary algorithms to ﬁnd directly
estimates for the fuzzy weights, is given in [50].
In a study from 1987 Saaty and Vargas considered the uncertainty experienced
by the DM in making comparisons by using interval judgments, and investigated the
stability on rank order [268]. A ﬁnal ranking is obtained by combining the relative
importance of each alternative with its probability of rank preservation. Arbel and
Vargas introduce a robustness measure given by the probability or rank reversal in [10],
andMoreno-Jimenez and Vargas explore options to determine the most likely ranking
of alternatives when judgments are present as intervals [210].
A diﬀerent approach of deriving priority vectors from a judgment matrix with interval
elements to model the uncertainty of the decision maker is presented by Arbel with his
concept of preference programming [8]. Starting from initial judgments on intervals, a
feasible region of priority vectors is permanently computed with a linear programming
model based on the consistency requirement for the judgment matrix. A stepwise re-
ﬁnement allows to avoid “undecidable” questions of dominance intensity if their impact
on the ﬁnal priorities is insigniﬁcant. This approach is applied to entire hierarchical
structures by Salo and Ha¨ma¨la¨inen [273]. Problems arise from the fact that incon-
sistent judgments may render feasible regions obtained from linear programming into
empty regions. Two dominance relations, pairwise dominance and absolute dominance,
are introduced, which are based on weights known from multi-attribute utility models
[94, 137, 212, 327]. A non-linear model for interval judgments in the AHP is given in [9].
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Finding a priority vector from an interval reciprocal matrix was modeled as a Euclidean
center problem in [11], which was proven to always provide knowledge about the feasible
region.
Insua and French introduce a framework for sensitivity analysis in multi-objective




Floater Selection - Supplemental Documentation
D.1 Floater Design Speciﬁcations
D.1.1 Weight Breakdown and Payload
Function Related Payload. Weight control is essential, especially so for weight sensitive
ﬂoating structures. A comprehensive list of equipment, items, and parts, divided into
consistent categories, continuously updated, will allow to keep track of all weights and
their location. A simpliﬁed weight breakdown is given with Table D.1.
The processing equipment (production, treatment, compression, wax hydrate manage-
ment, power generation) is designed according to the anticipated oil and gas production
throughput at full production of both reservoirs. To mitigate the risks of an over or
under designed production facility, the uncertainty associated with the reservoir charac-
teristics, especially the variables critical to economic success like recoverable reserves and
well performance, is considered in the layout of the processing equipment. An important
consideration in the weight breakdown is the time line. Simply put, not all equipment
is required at all times. During the development phase 1, the SWIT-equipment for sec-
ondary recovery measures is not required. During phase 2, a lighter workover rig would
be suﬃcient enough to perform all required well interventions. First option is to install
all equipment at once at quayside, thus creating a heavy “multi-phase” facility capable
of operating at full functionality throughout the life-of-ﬁeld. The second option allows
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Table D.1: Simpliﬁed weight breakdown, given in metric tonnes [t].
Category Dead+Life Comments
Topside Facility
1.1.Drill Rig Includes drill pipes, casing, ﬂuids, trees and BOP
Drilling and Completion 7,500+1,500 Modular rig
Well Intervention 4,500+ 700 Lighter replacement rig for Phase 2 (only SPAR)
1.2.Processing Modules
Primary Recovery 13,000+2,300 Compressors, generators, pumps, ﬂare tower
Secondary Recovery 3,500+1,200 e.g. SWIT-equipment
1.3.Functional Support 2,000+ 500 Cranes, helipad, ROVs, quarters, lifeboats
Total Phase 1 22,500+4,300 Drill rig + equipment for primary recovery
Total Phase 2 (governing) 23,000+4,700 Workover rig + equip. for secondary recovery
Total Multi-Phase 26,000+5,500 Fully operational in all phases (SEMI and ETLP)
Import&Export*
2.1.Riser for Main Reservoir 1,400 SCRs or ﬂexible risers
2.2.Riser for Western Reservoir 600
Mooring
3.1.Vertical Mooring Loads
for Spar concepts 10,000
for Semi concepts 12,000
*Dry Trees with TTRs and buoyancy cans will not impose signiﬁcant vertical loads.
to replace equipment as needed for the particular phases, with the beneﬁt of a reduced
payload, but the necessity of additional oﬀshore HUC-activities.
Floater Speciﬁc Payload. Usually, alternative ﬂoater concepts work best when utilizing
diﬀerent facility options. Thus, facility weights are not ﬂoater independent. Similarly,
mooring loads and the weight of the deck structure cannot be deﬁned uncoupled from the
ﬂoater design and sizing. Dependent on the ﬂoater hull conﬁguration, mooring system,
spread and taut, the mooring loads will range from 10,000 t to 12,000 t. These estimates
are based on past projects and lie on the safe side. The deck weight including the
structural weight and all outﬁtting ranges from 15% to 30% of the total facility weights
installed on deck, dependent on structural layout, function, and deck span. The semi-
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Figure D.1: Relationship between production capacity and payload.
submersible with its large span, where the deck is part of the hull structure, will have a
signiﬁcantly heavier deck structure compared to the the Spar and TLP platforms, which
can utilize light truss frameworks to support the deck facilities.
Based on data from past projects, the relationship between the production capacity
of the topside facilities and the total payload is depicted in Fig. D.1. Given a maximum
processing capacity of 180 MBOPD oil and 150 MMCFD of natural gas, or roughly
195 MBOEPD, the estimates for the total topside loads, which are ranging between
31,900 t for the Spar platform and 41,000 t for the Semi-submersible, appear to be
reasonable.
D.1.2 Ocean Environment.
Not every function is performed in every weather. Production should continue even in
harsh storms, while workover operation can be timed to take place in calm seasons and
stopped in case of unexpected storms. A comprehensive overview of various metocean
criteria and corresponding design values for winds, waves, and currents is given in [57].
For survival, deviating from API-RP2A [6] and DNV-OS-E01 [83], two distinct design
events are considered [128]. The selection of the design event for the various operational
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Table D.2: Metocean criteria, design values for spectrum, wind, waves, and current.
Condition/ Design Event Spectrum γ Hs Tp U Uw
Operation [-] [m] [s] [m/s] [m/s]
Survival Hurricane JONSWAP 2.4 13.5 14.6 1.08 43.3
Loop JONSWAP 2.4 4.6 9.0 2.06 15.4
Drilling 1-yr storm P-M 1.0 2.0 5.8 0.75 9.0
Processing Winter storm P-M 1.0 4.6 9.0 1.08 15.4
conditions is based on [129], where “Drilling” also includes well intervention and workover.
While processing could be paused during extreme weather conditions, import & export
requires the risers to be intact, even after a severe hurricane, thus the survival criteria
should be applied.
D. Floater Selection - Supplemental Documentation 237
D.2 Details of Economic Evaluation
Parameter Unit SEMI ETLP SPAR
Min. -Nom.-Max. Min. -Nom.-Max. Min. -Nom.-Max.
Prod. Cap. Oil [MBOPD] 135 - 175 - 200 145 - 180 - 190 145 - 180 - 180
Prod. Cap. Gas [MMCFD] 120 - 140 - 160 140 - 150 - 160 140 - 150 - 160
Initial Prod. Eﬀ. [%] 8 - 10 - 30 20 - 50 - 60 20 - 50 - 60
Annual Prod. Decline [%] 11 - 13 - 16 11 - 14 - 17 11 - 14 - 17
Well Count [-] 14 - 16 - 20 15 - 20 - 25 15 - 20 - 25
Time to Peak Oil [month] 18 - 24 - 36 12 - 18 - 24 16 - 20 - 24
Peak Oil Duration [month] 3 - 8 - 30 3 - 8 - 22 3 - 8 - 20
CAPEX [MM$] 1,800-2,100-2,800 1,600-1,700-2,400 1,600-1,700-2,400
Start of SE Inst. [month] 0 - 4 - 12 0 - 4 - 12 0 - 4 - 12
Duration SE Inst. [month] 18 - 20 - 30 10 - 12 - 24 10 - 12 - 24
DRILLEX (1 well) [MM$] 110 - 120 - 150 95 - 100 - 120 105 - 110 - 135
Time First Well [month] 10 - 12 - 14 9 - 10 - 14 9 - 10 - 14
Initial drill period [month] 36 - 48 - 56 40 - 48 - 56 40 - 48 - 56
OPEX [MM$] 10 - 12 - 20 3 - 5 - 8 3 - 5 - 8
Duration EPC of PDQ [month] 18 - 22 - 30 24 - 30 - 36 28 - 32 - 38
CAPEX (EPC of PDQ) [MM$] 480 - 580 - 730 570 - 650 - 800 690 - 710 - 780
Duration PDQ Inst. [month] 2 - 2 - 4 3 - 4 - 5 5 - 6 - 7
CAPEX (Inst. Of PDQ) [MM$] 90 - 120 - 150 500 - 560 - 700 340 - 250 - 310
Oil price [$/bbl] 50 - 80 - 110 50 - 80 - 110 50 - 80 - 110
Gas price [$/MMBtu] 1 - 2.5 - 4 1 - 2.5 - 4 1 - 2.5 - 4
OPEX (Ann. Increase) [%] 1 - 3 - 5 1 - 3 - 5 1 - 3 - 5
OPEX (ﬁxed) [MM$] 70 - 90 - 110 50 - 55 - 75 35 - 40 - 50
OPEX (variable) [MM$] 8 - 15 - 20 4 - 5 - 8 5 - 6 - 8
Figure D.2: CDF of the NPV for all three options, resulting NPV ranges.
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D.3 Judgments of the BOCR Model
D.3.1 Beneﬁts Model: Cluster Comparison
This is a judgment about the relevance of functional and fundamental requirements, developer priorities, and economics
to assess the beneﬁts of each alternative.
.A B1 B2 B4 B5 w
B1 1 1 1/2 1/5 0.1093
B2 1 1 1/2 1/5 0.1093
B4 2 2 1 1/3 0.2090
B5 5 5 3 1 0.5724
If the beneﬁts are assessed with respect to Functional Requirements, is it the direct beneﬁt of ﬂoater performance w.r.t.
fundamental requirements, or the indirect beneﬁt through technology that matters more, and how much more?
.B1 A B2 w
A 1 2 0.6667
B2 1/2 1 0.3333
This is a judgment about the distribution of impact Technology has on Alternatives and Functional Requirements. In
other words, if the beneﬁts are assessed with respect to Technology, is it more important to consider the ﬂoaters speciﬁc
technology, or the functions for which the technology is necessary, and how much more?
.B2 A B1 w
A 1 1 0.5000
B1 1 1 0.5000
This is a judgment about the relevance of alternatives, the ﬁeld development plan, and the developer priorities on the
assessment of beneﬁts w.r.t. developer priorities. The indirect impact of the technology of the ﬂoater on beneﬁcial
aspects of the developer priorities is judged to be less important than the direct impact of the alternatives.
.B4 A B3 B4 w
A 1 5 3 0.6483
B3 1/5 1 1/2 0.1220
B4 1/3 2 1 0.2297
D.3.2 Beneﬁts Model: Node Comparison
B1 → A: Which ﬂoater concept (SEMI/SPAR/ETLP), considering its speciﬁc design, is more beneﬁcial with respect
to the fundamental requirements during WA/PR/OS, and how much more? In other words: Which ﬂoater,
considering its design, is more preferable because of load capacity and motion characteristics, and how
much more?
.WA SEMI ETLP SPAR w .PR SEMI ETLP SPAR w .OS SEMI ETLP SPAR w
SEMI 0.1858 SEMI 0.3254 SEMI 0.3529
ETLP see Section 4.3 0.5540 ETLP see Section 4.3 0.3710 ETLP see Section 4.3 0.3252
SPAR 0.2602 SPAR 0.3036 SPAR 0.3219
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B2 → A: Which ﬂoater concept (SEMI/SPAR/ETLP), considering its speciﬁc design and technology, is more ben-
eﬁcial with respect to the technological aspects, and how much more? In other words: Which ﬂoater,
considering its design and technology, is more preferable w.r.t. DL/EC/MM, and how much more?
.DL SEMI ETLP SPAR w .EC SEMI ETLP SPAR w .MM SEMI ETLP SPAR w
SEMI 1 1/3 1 0.2098 SEMI 1 3 4 0.6250 SEMI 1 7 2 0.5917
ETLP 3 1 2 0.5499 ETLP 1/3 1 2 0.2385 ETLP 1/7 1 1/5 0.0751
SPAR 1 1/2 1 0.2403 SPAR 1/4 1/2 1 0.1365 SPAR 1/2 5 1 0.3332
B4 → A: Which ﬂoater concept (SEMI/SPAR/ETLP), considering its speciﬁc design and technology, the necessary
suppliers, and their novelty and familiarity, is more beneﬁcial with respect to the developer priorities of
HE/SE/RI/CS, and how much more? Remark: within this illustrative application, the necessary information
to make the required judgments is “made up”, based on what seems reasonable w.r.t. the concept
descriptions provided in Section 5.3. Obviously these judgments will vary signiﬁcantly for each concept
selection problem.
.HE SEMI ETLP SPAR w .SE SEMI ETLP SPAR w .RI SEMI ETLP SPAR w
SEMI 1 3 1/3 0.2583 SEMI 1 1/2 3 0.3090 SEMI 1 1 4 0.4579
ETLP 1/3 1 1/5 0.1047 ETLP 2 1 5 0.5815 ETLP 1 1 3 0.4161
SPAR 3 5 1 0.6370 SPAR 1/3 1/5 1 0.1095 SPAR 1/4 1/3 1 0.1260
.CS SEMI ETLP SPAR w
SEMI 1 1/2 1/3 0.1692
ETLP 2 1 1 0.3875
SPAR 3 1 1 0.4433
B5 → A: Which ﬂoater concept (SEMI/SPAR/ETLP), considering its speciﬁc design and technology, has a greater
monetary value, and how much greater?
.MV SEMI ETLP SPAR w
SEMI Based on the 0.3202
ETLP ratios of NPV15 0.3422
SPAR see Figure D.2 0.3376
A → B1: Given the ﬂoater (SEMI/ETLP/SPAR) and its speciﬁc ﬂoating performance, what functional requirement
(WA/PR/OS) is more important for the assessment of beneﬁts, and how much more? The underlying
concept of feedback is this: Associated with each functional requirement is an expected performance. The
given ﬂoater can perform better as a consequence of superior fundamental characteristics, or below expec-
tation. This deviation from the performance benchmark, positive or negative, is what gets us “excited”.
In either case, we want to base our decision on these performances, and the weighting factors get larger
because we assess them to be “more important” for the functionality.
.SEMI WA PR OS w .ETLP WA PR OS w .SPAR WA PR OS w
WA 0.3553 WA 0.3941 WA 0.4198
PR see Section 4.3 0.2884 PR see Section 4.3 0.2934 PR see Section 4.3 0.2050
OS 0.3563 OS 0.3125 OS 0.3752
B2 → B1: Given a certain technology aspect (DL/ES/MM) which equates with being beneﬁcial, what functional
requirement (WA/PR/OS) depends more on it, and how much more? In other words: which functional
requirement beneﬁts most from a beneﬁcial technology?
.DL WA PR OS w .ES WA PR OS w .MM WA PR OS w
WA 1 3 1/3 0.2583 WA 1 1/5 2 0.1666 WA 1 7 2 0.5821
PR 1/3 1 1/5 0.1047 PR 5 1 7 0.7396 PR 1/7 1 1/6 0.0695
OS 3 5 1 0.6370 OS 1/2 1/7 1 0.0938 OS 1/2 6 1 0.3484
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B3 → B1: Given a ﬁeld development plan aspect (DS/FA) and its demands on the functional requirements to be
executed or implemented successfully, which functional requirement (WA/PR/OS) is more important, and
how much more? We want to base our decision on the functional performances we assess to be “more
important” with respect to higher criteria set by the elements of the ﬁeld development plan.
.DS WA OS w .FA WA PR OS w
WA 1 5 0.8333 WA 1 1/2 1 0.2599
PR 0.0000 PR 2 1 1 0.4126
OS 1/5 1 0.1667 OS 1 1 1 0.3275
A → B2: Given the ﬂoater (SEMI/ETLP/SPAR) and its speciﬁcs in technology, which technological beneﬁt is more
important/remarkable/outstanding, and how much more? The underlying concept of feedback is this:
Associated with each technology is a gain in beneﬁt. Which technology aspect gets us “excited”? In either
case, we want to base our decision on these technologies, and the weighting factors get larger because we
assess them to be “more important” for the beneﬁts.
.SEMI DL EC MM w .ETLP DL EC MM w .SPAR DL EC MM w
DL 1 1/2 1 0.2403 DL 1 1/2 1/3 0.1634 DL 1 1 1/5 0.1488
EC 2 1 3 0.5499 EC 2 1 1/2 0.2970 EC 1 1 1/4 0.1604
MM 1 1/3 1 0.2098 MM 3 2 1 0.5396 MM 5 4 1 0.6908
B1 → B2: Given a functional requirement (WA/PR/OS), which beneﬁcial technology aspect(DL/EC/MM) is more
important to the functional performance, and how much more?
.WA DL EC MM w .PR DL EC MM w .OS DL EC MM w
DL 1 3 1/3 0.2583 DL 1 1/9 0.1000 DL 1 5 2 0.5695
EC 1/3 1 1/5 0.1047 EC 9 1 0.9000 EC 1/5 1 4 0.0974
MM 3 5 1 0.6370 MM 0.0000 MM 1/2 1/4 1 0.3331
B4 → B3: Given a developer priority (HE,RI), which ﬁeld development aspect, if successfully implemented, is more
important to assess beneﬁts, and how much more?
.HE DS FA w .RI DS FA w
DS 1 2 0.6667 DS 1 1/3 0.2500
FA 1/2 1 0.3333 FA 3 1 0.7500
A → B4: Given the ﬂoater (SEMI/ETLP/SPAR) and its speciﬁcs in design and technology, which developer priority
is more important for the assessment of beneﬁts, and how much more? The underlying concept of feedback
is this: Associated with each developer priority is an expected target and goal. The given ﬂoater can match
the target, exceed it, or stay below expectation. This deviation from the expected, positive or negative, is
what gets us “excited”. In either case, we want to base our decision on these properties, and the weighting
factors get larger because we assess them to be “more important”.
.SEMI HE SE RI CS w .ETLP HE SE RI CS w .SPAR HE SE RI CS w
HE 1 1 1/5 1/2 0.1073 HE 1 1/2 1/5 1 0.1188 HE 1 1 4 1/3 0.1999
SE 1 1 1/5 1/3 0.0979 SE 2 1 1/2 2 0.2500 SE 1 1 5 1/3 0.2134
RI 5 5 1 3 0.5652 RI 5 2 1 3 0.4959 RI 1/4 1/5 1 1/7 0.0551
CS 2 3 1/3 1 0.2296 CS 1 1/2 1/3 1 0.1353 CS 1/3 3 7 1 0.5316
B4 → B4: Given a certain developer priority, which (other) developer priority is more important for the assessment
of beneﬁts, and how much more? This is inner dependence, for example beneﬁts in SE will translate
into beneﬁts of SE. Furthermore, a higher reputation is gained for industry leading HSE eﬀorts, and the
reputation for reliability and dependability is certainly also inﬂuenced by standardization eﬀorts, though to
a lesser extend.
.HE SE w .RI HE SE w
HE 0.0000 HE 1 5 0.8333
SE 1 1.0000 SE 1/5 1 0.1667
RI 0.0000 RI 0.0000
CS 0.0000 CS 0.0000
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D.3.3 Beneﬁts Model: Weighted and Limiting Supermatrix
A B1 B2 B3 B4 B5
SEMI ETLP SPAR WA PR OS DL EC MM DS FA HE SE RI CS MV
A
SEMI .1239 .2170 .2353 .1049 .3125 .2959 .1674 .3090 .2968 .1692 .3202
ETLP .3693 .2473 .2168 .2750 .1192 .0375 .0679 .5815 .2698 .3875 .3422
SPAR .1735 .2024 .2146 .1201 .0683 .1666 .4130 .1095 .0817 .4433 .3376
B1
WA .0388 .0430 .0459 .1291 .0833 .2911 .8333 .2599
PR .0315 .0320 .0224 .0524 .3698 .0347 .4126
OS .0389 .0342 .0410 .3185 .0469 .1742 .1667 .3275
B2
DL .0263 .0179 .0163 .0861 .0333 .1898
EC .0601 .0324 .0175 .0349 .3000 .0325





HE .0224 .0248 .0418 .1914
SE .0205 .0522 .0446 .2296 .0383
RI .1181 .1037 .0115
SC .0480 .0283 .1111
B5 MV .5725 .5725 .5724
A B1 B2 B3 B4 B5
SEMI ETLP SPAR WA PR OS DL EC MM DS FA HE SE RI CS MV
A
SEMI .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474 .1474
ETLP .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610 .1610
SPAR .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419 .1419
B1
WA .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375 .0375
PR .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269 .0269
OS .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324 .0324
B2
DL .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193 .0193
EC .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270 .0270
MM .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351 .0351
B3
DS .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027 .0027
FA .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041 .0041
B4
HE .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201 .0201
SE .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237 .0237
RI .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357 .0357
SC .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274
B5 MV .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578 .2578
D.3.4 Opportunities Model: Cluster Comparison
This is a judgment about the relevance of diﬀerent sets of criteria to assess the opportunities of each alternative.
Basically, is it more important to look WHERE and WHEN value can be added, or HOW value can be added.
.A O1 O2 O3 w
O1 1 1/3 3 0.2426
O2 3 1 7 0.6694
O3 1/3 1/7 1 0.0880
If the opportunities are assessed with respect to the ability to add value, is it the direct ability due to ﬂoater performance
w.r.t. fundamental requirements, or the ﬂexibility and robustness of design and technology that matters more, and how
much more?
.O1 A O2 w
A 1 1/5 0.1667
O2 5 1 0.8333
D. Floater Selection - Supplemental Documentation 242
If the opportunities are assessed with respect to a future change of mission, is it the ﬂoater performance w.r.t. fun-
damental requirements, or the ﬂexibility and robustness of design and technology that matters more, and how much
more?
.O3 A O2 w
A 1 1 0.5000
O2 1 1 0.5000
D.3.5 Opportunities Model: Node Comparison
O1 → A: Which ﬂoater concept (SEMI/SPAR/ETLP), considering its speciﬁc design and technology, is more suitable
to create additional value, and how much more? In other words: Which ﬂoater, considering its design and
technology, is more preferable w.r.t. PI/SF/ND, and how much more?
.PI SEMI ETLP SPAR w .SF SEMI ETLP SPAR w .ND SEMI ETLP SPAR w
SEMI 1 5 5 0.7142 SEMI 1 2 5 0.5815 SEMI 1 9 3 0.6716
ETLP 1/5 1 1 0.1429 ETLP 1/2 1 3 0.3090 ETLP 1/9 1 1/5 0.0630
SPAR 1/5 1 1 0.1429 SPAR 1/5 1/3 1 0.1095 SPAR 1/3 5 1 0.2654
O2 → A: Which ﬂoater concept (SEMI/SPAR/ETLP), considering its speciﬁc design and technology, fulﬁls more
the technological demands (EC,SL,TR) required to capture upside potential, and how much more? In
other words: Which ﬂoater, considering its design and technology, is more preferable w.r.t. EC/SL/TR,
and how much more?
.EC SEMI ETLP SPAR w .SL SEMI ETLP SPAR w .TR SEMI ETLP SPAR w
SEMI 1 4 3 0.6250 SEMI 1 1/3 1/2 0.1692 SEMI 1 2 7 0.6153
ETLP 1/4 1 1/2 0.1365 ETLP 3 1 1 0.4433 ETLP 1/2 1 3 0.2922
SPAR 1/3 2 1 0.2385 SPAR 2 1 1 0.3875 SPAR 1/7 1/3 1 0.0925
O3 → A: Which ﬂoater concept (SEMI/SPAR/ETLP), considering its speciﬁc design and technology, is more likely
to be used in a completely diﬀerent manner, and how much more?
.CM SEMI ETLP SPAR w
SEMI 1 3 3 0.5936
ETLP 1/3 1 1/2 0.1571
SPAR 1/3 2 1 0.2493
A → O1: Given the ﬂoater (SEMI/ETLP/SPAR) and its speciﬁcs in technology, which opportunity to add value is
more important/remarkable/outstanding, and how much more? The underlying concept of feedback is
this: Associated with each ﬂoater is a certain expectation to what is possible in adding value. Which
option gets us “excited”?
.SEMI PI SF ND w .ETLP PI SF ND w .SPAR PI SF ND w
PI 1 1 1/2 0.2500 PI 1 1/2 1/3 0.1692 PI 1 5 3 0.6370
SF 1 1 1/2 0.2500 SF 2 1 1 0.3875 SF 1/5 1 1/3 0.1047
ND 2 2 1 0.5000 ND 3 1 1 0.4433 ND 1/3 3 1 0.2583
A → O2: Given the ﬂoater (SEMI/ETLP/SPAR) and its speciﬁcs in technology, which technological factor to add
value is more important/remarkable/outstanding, and how much more?
.SEMI EC SL TR w .ETLP EC SL TR w .SPAR EC SL TR w
EC 1 1/4 1/5 0.0974 EC 1 1/3 1/2 0.1634 EC 1 2 4 0.5584
SL 4 1 1/2 0.3331 SL 3 1 2 0.5396 SL 1/2 1 1/3 0.3196
TR 5 2 1 0.5695 TR 2 1/2 1 0.2970 TR 1/4 3 1 0.1220
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O1 → O2: Given a certain opportunity to add value to the project, which technological factor contributes more, and
how much more?
.PI EC w .SF EC SL w .ND EC SL TR w
EC 1 1.0000 EC 1 5 0.8333 EC 1 1/5 1/5 0.0887
SL 0.0000 SL 1/5 1 0.1667 SL 5 1 2 0.5591
TR 0.0000 TR 0.0000 TR 5 1/2 1 0.3522
O3 → O2: Given the opportunity to change mission, which technological factor is more important to do so, and how
much more?
.CM EC SL TR w
EC 1 1/3 2 0.2493
SL 3 1 3 0.5936
TR 1/2 1/3 1 0.1571
D.3.6 Opportunities Model: Weighted and Limiting Supermatrix
A O1 O2 O3
SEMI ETLP SPAR PI SF ND EC SL TR CM
A
SEMI .0000 .0000 .0000 .1191 .0969 .1119 .6250 .1692 .6153 .2968
ETLP .0000 .0000 .0000 .0238 .0515 .0105 .1365 .4433 .2922 .0785
SPAR .0000 .0000 .0000 .0238 .0183 .0442 .2385 .3875 .0925 .1247
O1
PI .0606 .0410 .1545 .0000 .0000 .0000 .0000 .0000 .0000 .0000
SF .0606 .0940 .0254 .0000 .0000 .0000 .0000 .0000 .0000 .0000
ND .1213 .1076 .0627 .0000 .0000 .0000 .0000 .0000 .0000 .0000
O2
EC .0652 .1094 .3738 .8333 .6944 .0740 .0000 .0000 .0000 .1247
SL .2230 .3612 .2140 .0000 .1389 .4659 .0000 .0000 .0000 .2968
TR .3813 .1988 .0816 .0000 .0000 .2935 .0000 .0000 .0000 .0785
O3 CM .0880 .0880 .0880 .0000 .0000 .0000 .0000 .0000 .0000 .0000
A O1 O2 O3
SEMI ETLP SPAR PI SF ND EC SL TR CM
A
SEMI .2074 .2074 .2074 .2074 .2074 .2074 .2074 .2074 .2074 .2074
ETLP .1286 .1286 .1286 .1286 .1286 .1286 .1286 .1286 .1286 .1286
SPAR .1092 .1092 .1092 .1092 .1092 .1092 .1092 .1092 .1092 .1092
O1
PI .0347 .0347 .0347 .0347 .0347 .0347 .0347 .0347 .0347 .0347
SF .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274 .0274
ND .0458 .0458 .0458 .0458 .0458 .0458 .0458 .0458 .0458 .0458
O2
EC .1247 .1247 .1247 .1247 .1247 .1247 .1247 .1247 .1247 .1247
SL .1529 .1529 .1529 .1529 .1529 .1529 .1529 .1529 .1529 .1529
TR .1301 .1301 .1301 .1301 .1301 .1301 .1301 .1301 .1301 .1301
O3 CM .0392 .0392 .0392 .0392 .0392 .0392 .0392 .0392 .0392 .0392
D.3.7 Costs Model: Limiting Supermatrix
A C1 C2
SEMI ETLP SPAR PC CX LX
A
SEMI 1. .0000 .0000 .3559 .3345 .3772
ETLP .0000 1. .0000 .3352 .3477 .3227
SPAR .0000 .0000 1. .3089 .3178 .3001
C1 PC .0000 .0000 .0000 .0000 .0000 .0000
C2
CX .0000 .0000 .0000 .5000 .0000 .0000
LX .0000 .0000 .0000 .5000 .0000 .0000
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D.3.8 Risks Model: Cluster Comparison
As can be seen from the Tornado Diagrams in Fig. 5.11, the impact of variations in project capital expenditures is much
less compared to the impact of variations in recoverable reserves (this is a qualitative assessment which is in line with
experience). Thus, elements which represent OPEX and NPV risks are more important, and in this regard the cluster
design and technology is the most important aspect to risk, as it is the technology which helps to attack reservoir risks.
Least important is R3, as it is almost entirely an EPCI risk, thus mostly a CAPEX risk.
.A R1 R2 R3 w
R1 1 1/2 3 0.3325
R2 2 1 3 0.5278
R3 1/3 1/3 1 0.1397
This is a judgment about the relevance of alternatives, technology, and the project phase on the assessment of risks as-
sociated with uncertainties of the subsea oilﬁeld. The actual alternatives and the indirect impact through the technology
cluster contribute the majority of the risk.
.R1 A R2 R4 w
A 1 2 7 0.5917
R2 1/2 1 5 0.3332
R4 1/7 1/5 1 0.0751
This is a judgment about the relevance of alternatives, business environment, and the project phase on the assessment
of risks associated with design and technology. The actual alternatives and the indirect impact through the business
environment cluster contribute the majority of the risk.
.R2 A R3 R4 w
A 1 2 5 0.5954
R3 1/2 1 2 0.2763
R4 1/5 1/2 1 0.1283
This is a judgment about the relevance of alternatives, design and technology, business environment, and the project
phase on the assessment of risks associated with the business environment. The indirect impact of the technology of the
ﬂoater is judged to be more important than the direct contractual situation. It means a ﬂoater for which EPCI is not
spread around the entire globe, thus the direct risk is low, may still be the most risky concept with respect to business
environment aspects, if it incorporates a high degree of novel and complex technology.
.R3 A R2 R3 R4 w
A 1 1/2 2 3 0.2720
R2 2 1 3 5 0.4829
R3 1/2 1/3 1 2 0.1570
R4 1/3 1/5 1/2 1 0.0881
This is a judgment about the relevance of the diﬀerent risk groups to the total risk when split into project phases. This
allows to emphasize clusters which are predominantly responsible for operational risks.
.R4 R1 R2 R3 w
R1 1 1 3 0.4433
R2 1 1 2 0.3875
R3 1/3 1/2 1 0.1692
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D.3.9 Risks Model: Node Comparison
R1 → A: Which ﬂoater concept (SEMI/SPAR/ETLP) bears a higher risk of delays, increased costs, and accidents,
for its lack of robustness to compensate uncertainties of TG/RF/SE, and how much higher?
.TG SEMI ETLP SPAR w .RF SEMI ETLP SPAR w .SE SEMI ETLP SPAR w
SEMI 1 1/3 1/5 0.1095 SEMI 1 1/3 1/4 0.1260 SEMI 1 4 2 0.5584
ETLP 3 1 1/2 0.3090 ETLP 3 1 1 0.4161 ETLP 1/4 1 1/3 0.1220
SPAR 5 2 1 0.5815 SPAR 4 1 1 0.4579 SPAR 1/2 3 1 0.3196
R2 → A: Which ﬂoater concept (SEMI/SPAR/ETLP) bears a higher risk of delays, increased costs, and accidents,
for its complexity, novelty, challenge, and lack of error margin in FH/FD/SS/MO/RR, and how much
higher?
.FH SEMI ETLP SPAR w .FD SEMI ETLP SPAR w .SS SEMI ETLP SPAR w
SEMI 1 2 4 0.5714 SEMI 1 1/3 1/7 0.0880 SEMI 1 7 7 0.7778
ETLP 1/2 1 2 0.2857 ETLP 3 1 1/3 0.2426 ETLP 1/7 1 1 0.1111
SPAR 1/4 1/2 1 0.1429 SPAR 7 3 1 0.6694 SPAR 1/7 1 1 0.1111
.MO SEMI ETLP SPAR w .RR SEMI ETLP SPAR w
SEMI 1 1/4 1/7 0.0824 SEMI 1 1/3 2 0.2158
ETLP 4 1 1/2 0.3150 ETLP 3 1 7 0.6817
SPAR 7 2 1 0.6026 SPAR 1/2 1/7 1 0.1025
R3 → A: Which ﬂoater concept (SEMI/SPAR/ETLP) bears a higher risk of delays, increased costs, and accidents,
for its higher risks associated with the business environment aspect of GS/SC/BP, and how much higher?
.GS SEMI ETLP SPAR w .SC SEMI ETLP SPAR w .BP SEMI ETLP SPAR w
SEMI 1 3 4 0.6144 SEMI 1 1/5 1/7 0.0778 SEMI 1 3 5 0.6370
ETLP 1/3 1 3 0.2684 ETLP 5 1 1 0.4354 ETLP 1/3 1 3 0.2583
SPAR 1/4 1/3 1 0.1172 SPAR 7 1 1 0.4868 SPAR 1/5 1/3 1 0.1047
A → R1: Given the ﬂoater (SEMI/ETLP/SPAR) and its speciﬁcs in design and EPCI, what hazardous subsea oilﬁeld
aspect (TG/RF/SE) is more important for the risk assessment, and how much more? The underlying
concept of feedback is this: Associated with each subsea oilﬁeld uncertainty is an expected baseline risk.
The given ﬂoater can have a larger risk as a consequence of not being robust, or the risk is much smaller
compared to the baseline risk. This deviation from the expected risk, positive or negative, is what gets us
“excited”. In either case, we want to base our decision on these risk factors, and the weighting factors get
larger because we assess them to be “more important” for that risk.
.SEMI TG RF SE w .ETLP TG RF SE w .SPAR TG RF SE w
TG 1 2 1/3 0.2385 TG 1 1/2 4 0.3331 TG 1 2 3 0.5396
RF 1/2 1 1/4 0.1365 RF 2 1 5 0.5695 RF 1/2 1 2 0.2970
SE 3 4 1 0.6250 SE 1/4 1/5 1 0.0974 SE 1/3 1/2 1 0.1634
R4 → R1: Given the project execution phase, what hazardous subsea oilﬁeld aspect (TG/RF/SE) is more important
to assess the risk in this phase, and how much more? In other words: what subsea oilﬁeld uncertainty
contributes more to the overall risk for a given project execution phase?
.CI SE w .DC TG SE w .PO TG RF SE w
TG 0.0000 TG 1 2 0.6667 TG 1 1/3 1/2 0.1692
RF 0.0000 RF 0.0000 RF 3 1 1 0.4433
SE 1 1.0000 SE 1/2 1 0.3333 SE 2 1 1 0.3875
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R1 → R2: Given a certain subsea oilﬁeld aspect (TG/RF/SE) and its speciﬁc hazards w.r.t. cost, delays, and down-
time, which of the design and technology element is more aﬀected, and how much more? In other words:
Given a certain subsea oilﬁeld risk (TG/RF/SE), to which each complex and novel design and technology
element contributes, which does more, and how much more?
.RF FD SS w .SE FH MO w
FH 0.0000 FH 1 5 0.8333
FD 1 3 0.7500 FD 0.0000
SS 1/3 1 0.2500 SS 0.0000
MO 0.0000 MO 1/5 1 0.1667
RR 0.0000 RR 0.0000
A → R2: Given the ﬂoater (SEMI/ETLP/SPAR) and its speciﬁcs in design and EPCI, what design and technology
aspect (FH/FD/SS/MO/RR) is more important/remarkable/outstanding when thinking about the risk of
delays, loosing money, or accidents during the project entire life cycle, and how much more? The underlying
concept of feedback is this: For each design and technology component there is an expected degree of
complexity. The given ﬂoater can have a larger complexity (which will increase the risk of technology
failure) or the ﬂoater design is much simpler than what is expected. This deviation from the expected
complexity and corresponding risk level, positive or negative, is what gets us “excited”. In either case, we
want to base our decision on these technology and design risk factors, and the weighting factors get larger
because we assess them to be “more important, remarkable, outstanding” for that risk.
.SEMI FH FD SS MO RR w .ETLP FH FD SS MO RR w
FH 1 4 1/2 5 2 0.2791 FH 1 2 2 1/2 1/3 0.1448
FD 1/4 1 1/5 1 1/2 0.0729 FD 1/2 1 2 1/3 1/3 0.1027
SS 2 5 1 5 4 0.4453 SS 1/2 1/2 1 1/5 1/5 0.0628
MO 1/5 1 1/5 1 1/2 0.0701 MO 2 3 5 1 1/3 0.2536
RR 1/2 2 1/4 2 1 0.1326 RR 3 3 5 3 1 0.4361
.SPAR FH FD SS MO RR w
FH 1 1/3 3 1/5 1 0.1057
FD 3 1 5 1/2 4 0.2775
SS 1/3 1/5 1 1/7 1 0.0569
MO 5 2 7 1 7 0.4864
RR 1 1/4 1 1/7 1 0.0735
R3 → R2: Given the business environment element and its speciﬁc hazards w.r.t. cost, delays, and downtime in
all project execution phases, what design and technology aspect (FH/FD/SS/MO/RR) is more impor-
tant/remarkable/outstanding when thinking about the business environment risk, and how much more?
.GS FH FD RR w .SC FH FD SS MO RR w
FH 1 2 1/5 0.1576 FH 1 3 1/2 1/3 1/3 0.1141
FD 1/2 1 1/9 0.0816 FD 1/3 1 1/3 1/5 1/7 0.0516
SS 0.0000 SS 2 3 1 1/2 1/2 0.1759
MO 0.0000 MO 3 5 2 1 1 0.3190
RR 5 9 1 0.7608 RR 3 7 2 1 1 0.3394
.BP FH FD RR w
FH 1 1/3 1/2 0.1634
FD 3 1 2 0.5396
SS 0.0000
MO 0.0000
RR 2 1/2 1 0.2970
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R4 → R2: Given the project execution phase, what design and technology aspect (FH/FD/SS/MO/RR) is more
important to assess the risk in this phase, and how much more? In other words: what novel and complex
technology and design element contributes more to the overall risk for a given project execution phase?
.CI FH FD SS MO RR w .DC FH FD SS w
FH 1 1/2 1/5 1/5 1/4 0.0549 FH 1 1/7 1/4 0.0786
FD 2 1 1/4 1/5 1/3 0.0800 FD 7 1 3 0.6586
SS 5 4 1 1 2 0.3269 SS 4 1/3 1 0.2628
MO 5 5 1 1 2 0.3427 MO 0.0000
RR 4 3 1/2 1/2 1 0.1955 RR 0.0000
.PO FH FD SS MO RR w
FH 1 1/5 1/5 1 0.0831
FD 5 1 1/2 4 0.3323
SS 5 2 1 5 0.4974
MO 0.0000
RR 1 1/4 1/5 1 0.0872
A → R3: Given the ﬂoater (SEMI/ETLP/SPAR) and its speciﬁcs in design and EPCI, what business environment
aspect (GS/SC/BP) is more important for that risk, and how much more? The underlying concept of
feedback is this: EPCI for any given oﬀshore development requires global procurement, will involve many
business partners, and will always have schedule constraints - associated with it a baseline risk. The given
ﬂoater can be more or less risky, and it is this deviation from the expected risk level that gets us “excited”.
In either case, we want to base our decision on these business environment risk factors, and the weighting
factors get larger because we assess them to be “more important” for that risk.
.SEMI GS SC BP w .ETLP GS SC BP w .SPAR GS SC BP w
GS 1 1/3 1/3 0.1428 GS 1 1 3 0.4433 GS 1 1/3 1 0.1919
SC 3 1 1 0.4286 SC 1 1 2 0.3875 SC 3 1 4 0.6337
BP 3 1 1 0.4286 BP 1/3 1/2 1 0.1692 BP 1 1/4 1 0.1744
R2 → R3: Given a certain design and technology element (FH/FD/SS/MO/RR) and its speciﬁc complexity, novelty,
and other potential hazards w.r.t. cost, delays, and downtime, which of the business environment elements
is more aﬀected, and how much more? In other words: Given a certain design and technology risk
(FH/FD/SS/MO/RR), to which each business environment element contributes, which does more, and
how much more?
.FH GS SC BP w .FD GS SC BP w .SS GS SC BP w
GS 1 1/5 1/2 0.1283 GS 1 3 1 0.4433 GS 1 1/3 1/7 0.0925
SC 5 1 2 0.5954 SC 3 1 1/2 0.1692 SC 3 1 1/2 0.2922
BP 2 1/2 1 0.2763 BP 1 2 1 0.3875 BP 7 2 1 0.6153
.MO GS SC w
GS 1 7 0.8750
SC 1/7 1 0.1250
BP 0.0000
R3 → R3: Given a certain business environment element and its speciﬁc hazards w.r.t. cost, delays, and downtime,
which of the other business environment elements to which other business environment elements contribute,
which does more, and how much more?
.GS GS SC BP w .SC GS SC BP w .BP GS SC BP w
GS 1 1 3 0.4286 GS 1 1/5 1/3 0.1095 GS 1 1 1/5 0.1336
SC 1 1 3 0.4286 SC 5 1 2 0.5815 SC 1 1 1/7 0.1194
BP 1/3 1/3 1 0.1428 BP 3 1/2 1 0.3090 BP 5 7 1 0.7470
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R4 → R3: Given the project execution phase, what business environment aspect (GS/SC/BP) is more important
to assess the risk in this phase, and how much more? In other words: what business environment risk
contributes more to the overall risk for a given project execution phase?
.CI GS SC BP w .DC SC w .PO BP w
GS 1 1 1/2 0.2500 GS 0.0000 GS 0.0000
SC 1 1 1/2 0.2500 SC 1 1.0000 SC 0.0000
BP 2 2 1 0.5000 BP 0.0000 BP 1 1.0000
R1 → R4: Given a certain subsea oilﬁeld aspect (TG/RF/SE) and its speciﬁc hazards w.r.t. cost, delays, and downtime
in all project execution phases, which of the activities is more aﬀected, and how much more? In other
words: Given a certain subsea oilﬁeld risk (TG/RF/SE), to which each project phase contributes, which
does more, and how much more?
.TG DC PO w .RF PO w .SE CI DC PO w
CI 0.0000 CI 0.0000 CI 1 1/5 1/7 0.0751
DC 1 5 0.8333 DC 0.0000 DC 5 1 1/2 0.3332
PO 1/5 1 0.1667 PO 1 1.0000 PO 7 2 1 0.5917
R2 → R4: Given a certain design and technology element (FH/FD/SS/MO/RR) and its speciﬁc complexity, novelty,
and other potential hazards w.r.t. cost, delays, and downtime in all project execution phases, which of the
activities is more aﬀected, and how much more? In other words: Given a certain design and technology
risk to which each project phase contributes, which does more, and how much more? Or, same question,
diﬀerent words: Which activity bears a higher risk of delays, increased costs, and accidents, for a given
technology’s complexity, novelty, challenge, and lack of error margin, and how much higher?
.FH CI DC PO w .FD CI DC PO w .SS CI PO w
CI 1 1/3 1/5 0.1095 CI 1 1/2 1/3 0.1692 CI 1 1/5 0.1667
DC 3 1 1/2 0.3090 DC 2 1 1 0.3875 DC 0.0000
PO 5 2 1 0.5815 PO 3 1 1 0.4433 PO 5 1 0.8333
.MO CI DC PO w .RR CI PO w
CI 1 1.0000 CI 1 3 0.7500
DC 0.0000 DC 0.0000
PO 0.0000 PO 1/3 1 0.2500
R3 → R4: Given a certain business environment element and its speciﬁc hazards w.r.t. cost, delays, and downtime in
all project execution phases, which of the activities is more aﬀected, and how much more? In other words:
Given a certain business environment risk (GS/SC/BP), to which each project phase contributes, which
does more, and how much more?
.GS CI w .SC CI w .BP CI DC PO w
CI 1 1.0000 CI 1 1.0000 CI 1 5 2 0.5954
DC 0.0000 DC 0.0000 DC 1/5 1 1/2 0.1283
PO 0.0000 PO 0.0000 PO 1/2 2 1 0.2763
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D.3.10 Risks Model: Weighted and Limiting Supermatrix
A R1 R2 R3 R4
SEMI ETLP SPAR TG RF SE FH FD SS MO RR GS SC BP CI DC PO
A
SEMI .0000 .0000 .0000 .0971 .0746 .3304 .3402 .0523 .4631 .0490 .1776 .1671 .0212 .1732 .0000 .0000 .0000
ETLP .0000 .0000 .0000 .2742 .2462 .0722 .1701 .1445 .0661 .1876 .5608 .0730 .1184 .0702 .0000 .0000 .0000
SPAR .0000 .0000 .0000 .5161 .2709 .1891 .0851 .3985 .0661 .3588 .0843 .0319 .1324 .0285 .0000 .0000 .0000
R1
TG .0793 .1108 .1794 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .2955 .0750
RF .0454 .1894 .0987 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .1965
SE .2078 .0324 .0543 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .4433 .1478 .1718
R2
FH .1473 .0764 .0558 .0000 .0000 .2778 .0000 .0000 .0000 .0000 .0000 .0761 .0551 .0789 .0212 .0305 .0322
FD .0385 .0542 .1465 .0000 .2499 .0000 .0000 .0000 .0000 .0000 .0000 .0394 .0249 .2606 .0310 .2552 .1288
SS .2351 .0331 .0301 .0000 .0833 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0849 .0000 .1267 .1018 .1927
MO .0370 .1339 .2567 .0000 .0000 .0555 .0000 .0000 .0000 .0000 .0000 .0000 .1540 .0000 .1328 .0000 .0000
RR .0670 .2302 .0388 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .0000 .3674 .1639 .1434 .0758 .0000 .0338
R3
GS .0200 .0619 .0268 .0000 .0000 .0000 .0355 .1225 .0256 .2418 .0000 .0673 .0172 .0210 .0423 .0000 .0000
SC .0598 .0541 .0885 .0000 .0000 .0000 .1645 .0468 .0808 .0345 .0000 .0673 .0913 .0187 .0423 .1692 .0000
BP .0598 .0236 .0244 .0000 .0000 .0000 .0764 .1071 .1700 .0000 .0000 .0224 .0485 .1173 .0846 .0000 .1692
R4
CI .0000 .0000 .0000 .0000 .0000 .0056 .0140 .0217 .0214 .1283 .1330 .0881 .0882 .0525 .0000 .0000 .0000
DC .0000 .0000 .0000 .0938 .0000 .0250 .0396 .0497 .0000 .0000 .0000 .0000 .0000 .0113 .0000 .0000 .0000
PO .0000 .0000 .0000 .0188 .0751 .0444 .0746 .0569 .1069 .0000 .0443 .0000 .0000 .0244 .0000 .0000 .0000
A R1 R2 R3 R4
SEMI ETLP SPAR TG RF SE FH FD SS MO RR GS SC BP CI DC PO
A
SEMI .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038 .1038
ETLP .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156 .1156
SPAR .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177 .1177
R1
TG .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474 .0474
RF .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429 .0429
SE .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521 .0521
R2
FH .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571 .0571
FD .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607 .0607
SS .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498 .0498
MO .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650 .0650
RR .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739 .0739
R3
GS .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452 .0452
SC .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535 .0535
BP .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471 .0471
R4
CI .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328 .0328
DC .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115 .0115
PO .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239 .0239
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D.4 BOCR Synthesis
D.4.1 BOCR Intensity Rating
Intensities Intensity Values
Very High High Medium Low Very Low w Ideal
Very High 1 3 5 7 9 0.5128 1.0000
High 1/3 1 3 5 7 0.2615 0.5099
Medium 1/5 1/3 1 3 5 0.1290 0.2515
Low 1/7 1/5 1/3 1 3 0.0634 0.1236
Very Low 1/9 1/7 1/5 1/3 1 0.0333 0.0650
D.4.2 Priorities for Strategic Criteria
SC1 SC2 SC3 SC4 SC5 w
SC1: Company Development 1 1 3 5 5 0.3729
SC2: Shareholder Interest 1 1 2 4 5 0.3301
SC3: Customer Satisfaction 1/3 1/2 1 2 1 0.1310
SC4: Sustainability 1/5 1/4 1/2 1 2 0.0900
SC5: Safety and Environment 1/5 1/5 1 1/2 1 0.0760
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