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Current-driven spin-orbit torques are investigated in a heterostructure composed of a ferromagnet
deposited on top of a three dimensional topological insulator using the linear response formalism. We
develop a tight-binding model of the heterostructure adopting a minimal interfacial hybridization
scheme that promotes induced magnetic exchange on the topological surface states, as well as
induced Rashba-like spin-orbit coupling in the ferromagnet. Therefore, our model accounts for
spin Hall effect from bulk states together with inverse spin galvanic and magnetoelectric effects
at the interface on equal footing. By varying the transport energy across the band structure, we
uncover a crossover from surface-dominated to bulk-dominated transport regimes. We show that
the spin density profile and the nature of the spin-orbit torques differ substantially in both regimes.
Our results, which compare favorably with experimental observations, demonstrate that the large
damping-like torque reported recently is more likely attributed to the Berry curvature of interfacial
states, while spin Hall torque remains small even in the bulk-dominated regime.
I. INTRODUCTION
The conventional way to record information on mag-
netic elements exploits spin transfer torque (STT), a
mechanism that transfers spin angular momentum from
a reference to a free magnetic layer via a spin polar-
ized current1. This effect has been used successfully in
the context of magnetic random access memories2, of-
fering both scalability and fast switching rate. Yet, its
efficiency remains limited by the polarization of the ref-
erence layer and reading/writing operations must be per-
formed through the same channel. These limitations are
overcome in a spin-orbit torque (SOT) device, where the
role of the polarizer is replaced by the spin-orbit cou-
pling (SOC) of the material3–7. Since its first observa-
tion in (Ga,Mn)As8, SOT has drawn significant atten-
tion for its ability to promote fast switching9–11, very
high domain wall motion12–14 and GHz excitations15,16.
Several setups have been proposed to improve the device
efficiency17–21. Most SOT devices are made of a magnetic
layer (FM) deposited on a substrate with strong SOC.
The SOC in the substrate generates a non-equilibrium
spin density that exerts a torque on the adjacent FM
layer and thus can manipulate its order parameter. Two
types of torques are usually observed in such systems22,23:
(i) a field-like torque, TF ∼ m × (z × je), and (ii) an
(anti)damping-like torque, TD ∼m×[(z×je)×m]. Here,
m is the magnetization direction of the magnet, z is the
normal to the interface and je is the injected current.
Two main effects are usually considered to be at the ori-
gin of the SOT: the spin Hall effect (SHE) taking place in
the bulk of the substrate induces (mostly) a damping-like
torque24–26 while the inverse spin galvanic effect (ISGE -
also called Rashba-Edelstein effect27,28) present at the in-
terface produces (mostly) a field-like torque3–6,29. How-
ever, several experimental30–34 and theoretical35 clues in-
dicate that the debate is not settled yet and additional
mechanisms, such as intrinsic magnetoelectric effect36–38
and spin swapping39,40, have been suggested to take place
in ultrathin magnetic multilayers.
Due to their inherent strong SOC, topological insu-
lators display large spin-charge conversion efficiency41–43
and are now viewed as suitable candidates for spintronics
applications44. A three-dimensional time-reversal sym-
metric topological insulator (TI) is characterized by an
insulating bulk and surface spin-momentum locked sin-
gle Dirac cones with well-defined chirality45. Recently
TIs have been found to be a powerful source of SOT46–50
that can be further controlled by gate fields49. Most im-
portantly for memory and logic applications, switching
current as low as ∼ 105 A/cm2 at room temperature51–53
has been reported in Bi2Se3-based bilayers, two to three
orders of magnitude smaller than their heavy metal
counterpart10,54. The parameter conventionally used to
evaluate the SOT efficiency in experiments is the di-
mensionless “effective spin Hall angle”. This angle (ex-
pressed in percent) quantifies the overall efficiency of the
spin-charge conversion processes taking place in the het-
erostructure. In FM-TI heterostructures a gigantic effec-
tive spin Hall angle ranging from 160%51 to 42,500%48
has been reported.
Despite these experimental breakthroughs, the phys-
ical origin of such enormous efficiencies is still under
debate. While it is widely accepted that the spin-
momentum locking of the surface states plays an impor-
tant role, the contribution of bulk states through SHE
has not been unequivocally ruled out. Till now, theo-
ries have either considered the simplistic two-dimensional
Dirac Hamiltonian55–59 that neglects the contributions
of bulk states, or a quasi-three dimensional heterostruc-
ture that disregards intrinsic Berry-curvature induced
properties60,61. In spite of these substantial efforts, the
actual physical mechanism leading to the huge SOT effi-
ciencies reported experimentally remains to be identified
unambiguously.
What makes FM-TI heterostructures unique and sub-
tle is the major role played by the topological character-
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2istics of the bulk states’ wave functions62–64. Although
transport through these bulk states has been neglected
in the above theories, experimental evidence shows that
realistic TIs are conductive and suggests that such states
could substantially contribute to SOT. Another subtlety
comes from the very nature of the orbital hybridization
between FM and TI layers. Density functional theory
reveals that not only the spin texture gets modified in
presence of hybridization with a magnetic overlayer65,
but the TI bands are also pushed below Fermi level66,67,
which can significantly modify the features of SOT. Till
now, there is no clear explanation of how these modifica-
tions of band structure and spin texture affect the spin
density and SOT. A proper description of the SOT effi-
ciency in surface-dominated and bulk-dominated trans-
port regimes is therefore highly solicited.
In the present work, we build a tight-binding model
for the FM-TI heterostructure that describes bulk and
surface spin transport on equal footing. Hence, interface-
driven ISGE and bulk-driven SHE are computed simul-
taneously. By investigating the layer-resolved conductiv-
ity, non-equilibrium spin density and SOT over a wide
range of transport energies, we uncover a crossover be-
tween interface-dominated and bulk-dominated regimes,
associated with a substantial variation of the field-like
and damping-like torque components. We show that the
SOT is maximal when surface transport dominates, while
the SHE arising from the bulk of the TI has a very small
contribution to SOT, even in the bulk-dominated regime.
We demonstrate that the damping-like torque arises from
the Berry curvature of the interfacial states36,55 (also
called magnetoelectric effect), and not from the bulk
SHE.
II. MODEL AND METHOD
A. Tight Binding Model
A TI surface state is characterized by a Dirac cone
with strong spin-momentum locking and a well-defined
chirality. When a FM material is brought to the vicin-
ity of a TI surface, three main effects take place66: (i)
The TI acquires an induced magnetization by proxim-
ity effect which opens a gap, (ii) the FM receives an in-
duced (Rashba-like) SOC resulting in a modification of
the spin texture in both layers, and (iii) the TI Dirac cone
is pushed down in energy due to the increased carrier den-
sity at the surface. The tight-binding model described in
the present section aims at accounting for these three
effects through a simple hybridization scheme.
We define our TI motif with a 4× 4 effective Hamilto-
nian regularized on a cubic lattice68. The onsite Hamil-
tonian (Hˆ0) for each layer reads
Hˆ0 =
(
hˆk + uˆk mˆk
mˆk −hˆk + uˆk
)
, (1)
hˆk = A[σˆy sin(kxa0)− σˆx sin(kya0)], (2)
uˆk = [c− d(cos(kxa0) + cos(kya0))] Iˆ2, (3)
mˆk = [M −B(cos(kxa0) + cos(kya0))] Iˆ2, (4)
whereˆdenotes an operator, σˆi is the i-th Pauli spin ma-
trix and Iˆ2 is the 2×2 identity matrix. The individual
layers are connected by the matrix HˆT
HˆT =
(
0 Iˆ2(A1 −B1)/2
Iˆ2(−A1 −B1)/2 0
)
. (5)
Here A, B, M , c, d, A1 and B1 are the tight binding
parameters of the model and a0 is the lattice constant.
The basic idea behind this model is to create a pair of
chiral states at each layer and then connect each Dirac
node to a state with opposite chirality in the adjacent
layer in such a way that each surface only has a single
Dirac node (see Fig. 1). Such a scheme can be adopted
to model chiral TIs and superconductors69. Depending
on the mode of connection one can create a positive or
negative spin Hall current in the bulk, which in turns
determines the surface spin texture and spin density64.
FIG. 1. (Color online) Schematic of the interlayer coupling
procedure and origin of the bulk spin Hall current and surface
texture.
The real hybridization scheme between the FM (d and
p) orbitals and the TI (p) orbitals is quite complex66,67.
In the present work, we limit ourselves to a minimal,
spin-independent coupling that is sufficient to promote
the effects we are interested in, i.e., induced Rashba spin
splitting in FM and induced magnetization in TI. The
magnetic layers are defined with a 2 × 2 Hamiltonian
HˆM and are coupled together by the 2 × 2 Hamiltonian
TˆM . The coupling between the topmost TI and the bot-
tommost FM layers is governed by a 2 × 4 connection
matrix TˆTM .
3HˆM = (0 − t0(cos kxa0 + cos kya0)) Iˆ2 + ∆σˆz, (6)
TˆM = t0Iˆ2, TˆTM = tTM
(
1 0 1 0
0 1 0 1
)
, (7)
where 0, t0 and ∆ are the onsite, hopping and Zeeman
energy of the FM and tTM is the coupling between TI
and FM layers. For simplicity we define the FM layer
with a cubic lattice with lattice parameter a0. Note that
for magnetic layers we have chosen the hopping t0 along
the vertical direction twice stronger compared to the in-
plane hopping t0/2 to make sure the magnetic bands are
well separated and their slope is smaller than that of the
surface bands of TI. This does not change the qualita-
tive behavior of the physical observables like spin den-
sity and makes is easier to identify the contributions of
the magnetic bands when scanning through the trans-
port energy. The complete Hamiltonian for the FM-TI
heterostructure thus looks like,
Hˆ(kx, ky) =

. . . TˆM 0 0 0
Tˆ †M HˆM TˆTM 0 0
0 Tˆ †TM Hˆ0 HˆT 0
0 0 Hˆ†T Hˆ0 HˆT
0 0 0 Hˆ†T
. . .
 . (8)
A system with n1 FM layers and n2 TI layers is there-
fore defined by a (2n1 + 4n2)× (2n1 + 4n2) matrix. For
our study we choose 20 layers of TI and 5 layers of FM.
We choose the parameter A as our unit of energy and
set the other parameters for the TI with respect to A
as displayed in Table I. We keep the Zeeman splitting
(∆) and coupling strength (tTM) as free parameters for
now. Unless mentioned otherwise we choose 0, the onsite
energy of the magnetic layers, such a way that the de-
coupled magnetic bands starts from energy 0.3A so that
we can identify the contributions coming from the FM
layers and FM-TI coupling easily. The actual values of
these parameters can be determined from a DFT calcula-
tion for the bulk material. For example in case of Bi2Se3
the bulk band gap is ∼ 0.4 eV which can be obtained
with A=0.27 eV.
A B M c d A1 B1 t0 tM
1 1.5 3.5 1.5 0.75 1.5 1.5 0.5 0.5
TABLE I. Tight-binding parameters used in the main text.
The band structure of a system with 20 TI layers and 5
FM layers is shown in Fig. 2 for various coupling param-
eters. At tTM = 0, one distinguishes the surface Dirac
cones (overlapping blue and green), the TI bulk states
(black) and the uncoupled magnetic states (red). Upon
turning on the interlayer coupling, tTM, the Dirac cone of
the top surface (blue) is pushed downward and acquires
a gap due to proximity effect. The magnetic states pro-
gressively hybridize with the surface states away from the
Γ-point and acquire a chiral spin texture. Notice that the
Dirac cone at the bottom surface remains unaffected.
E
/A
X← Γ →M-1.0
-0.5
0.0
0.5
1.0
1.5
(a)
X← Γ →M
(b)
X← Γ →M
(c)
X← Γ →M
(d)
X← Γ →M
(e)
X← Γ →M
(f)
FIG. 2. (Color online) Band structure for 5 FM + 20 TI with
∆ = 0.25A and for different coupling parameter : (a) tTM=0,
(b) 0.1A, (c) 0.2A, (d) 0.3A, (e) 0.4A, (f) 0.5A. The red, blue
and green colors correspond to contributions from FM layers,
top TI layer and bottom TI layer. The black lines correspond
to the bulk TI bands.
The modification of spin texture due to coupling in a
typical FM-TI is demonstrated schematically in Fig. 3,
which is instrumental to understand the modified spin
texture in a multilayer system in the next section. In
order to provide a comprehensive picture of the complex
spin-momentum locking taking place in this structure,
we choose three different momenta denoted by vertical
dashed lines in Fig. 3(a) and the corresponding spin tex-
ture is reported on Figs. 3(b, c, d), respectively. In a
nutshell, one can notice that bands with a dominant TI
character (blue) display a Dirac spin-momentum locking,
S ∼ z × k, while bands with a dominant FM character
(red) display a spin angular momentum S ∼ z. In gen-
eral, the spin texture lies in-between these two cases. No-
tice that the induced chirality of the FM bands changes
sign with the magnetization of the bands (denoted by red
arrows).
FIG. 3. (Color online) (a) Schematic of the band structure of
a typical FM-TI heterostructure. The blue and red colors cor-
respond to contributions from TI and FM layers, respectively.
(b, c, d) Corresponding non-collinear spin texture computed
at different positions in the band structure, as denoted by the
vertical lines in (a).
4B. Non-equilibrium transport formalism
The SOT is calculated within the linear response
framework35,38,70. We start by defining the retarded (ad-
vanced) Green’s function at energy E,
Gˆ
R(A)
E,k = [(E ± iη)Iˆn − Hˆ(k)]−1 (9)
where η is the impurity broadening and In is an n × n
identity matrix, n being the dimension of Hˆ.
In this work, disorder is modeled by a constant broad-
ening η which is found to be a fair approximation for cal-
culating SOT in Co-Pt heterostructure35. We emphasize
that the proper treatment of spin-independent disorder
should account for vertex corrections. Such corrections
are well known to cancel spin Hall conductivity71 as well
as damping-like torque72 in two-dimensional Rashba gas.
This accidental cancellation of intrinsic SHE is an artifact
of the parabolic band dispersion that results in a Berry’s
curvature that is independent on momentum73–75. In
more complex systems, vertex corrections modify quan-
titatively the transport properties but do not affect their
qualitative behavior76,77. Therefore, in order to keep the
computation time reasonable, vertex corrections are not
taken into account in our calculations.
To compute the SOT, we first calculate the non-
equilibrium spin density caused by an applied electric
field E. Without any loss of generality we assume the
the electric field to be along xˆ direction and incorporated
as an interaction term evxE . The non-equilibrium spin
density per unit electric field is described by velocity-spin
correlation functions38,78 and possesses two contributions
S = Ssea + Ssur (10)
where Ssea and Ssur correspond contribution coming from
Fermi sea and Fermi surface and are defined by,
Ssur =
e~
2pi
∫
d2k
(2pi)2
Re(Tr[sˆGˆRE,kvˆ
k
x(Gˆ
A
E,k − GˆRE,k)])EF
(11)
Ssea =
e~
2pi
∫ EF
−∞
dE
∫
d2k
(2pi)2
Re
(
Tr[sˆGˆRE,kvˆ
k
x∂EGˆ
R
E,k
−sˆ∂EGˆRE,kvˆkxGˆRE,k]
)
(12)
sˆn =

. . .
σˆn
. . .
 , vˆkx = ∂~kxHˆ(k). (13)
where σˆn is the spin operator for the nth layer (σˆ for
FM layers and σˆ ⊗ Iˆ2 for TI layers). The integration
over k goes over the first Brillouin zone [±pi/a0,±pi/a0].
Re takes the real part and Tr is the trace on both spin
and orbital spaces. In the case of our slab geometry, we
find that the Fermi sea contribution, Ssea, is negligible
compared to the Fermi surface contribution Ssur. The
spin-orbit torque is defined T = (2∆/~)z×S, and there-
fore Sx and Sy produce the damping, TD, and field-like
torque, TF , respectively.
One can similarly calculate the longitudinal charge
conductivity using the velocity-velocity correlation func-
tion,
σxx = σsea + σsur (14)
σsur =
e2~
2pi
∫
d2k
(2pi)2
Re(Tr[vˆkxGˆ
R
E,kvˆ
k
x(Gˆ
A
E,k − GˆRE,k)])EF
(15)
σsea =
e2~
2pi
∫ EF
−∞
dE
∫
d2k
(2pi)2
Re
(
Tr[vˆkxGˆ
R
E,kvˆ
k
x∂EGˆ
R
E,k
−vˆkx∂EGˆRE,kvˆkxGˆRE,k]
)
(16)
Finally, it is also useful to determine the spin Hall cur-
rent flowing in the bulk of the TI as SHE is considered as
a source for large damping-like SOT. The bulk TI Hamil-
tonian HˆB and spin current operator jˆz are given by
HˆB(k) = Hˆ0 + HˆT e
−ikza0 + Hˆ†T e
+ikza0 , (17)
jˆz = (~/4){vˆBz , sˆB}, (18)
where vˆBz = ∂~kzHˆB , and sˆ
B = σˆ ⊗ Iˆ2. The bulk spin
Hall conductivity, σiz, for a spin current polarized along i
and flowing along z can be calculated by replacing sˆ with
jˆz in Eqs. (11)-(12) and performing a three-dimensional
integration over the Brillouin zone. Unlike the slab geom-
etry we find that the Fermi sea term, Eq. (12), does not
vanish for the bulk σyz and rather provides the main con-
tribution to the quantized Hall conductivity within the
bulk gap region. σxz and σ
z
z , on the other hand, vanish
for the whole energy range.
III. RESULTS AND DISCUSSION
In magnetic multilayers SOT can be caused by two
mechanisms, (i) SHE arising from the bulk of the heavy
metal and (ii) ISGE induced by the interfacial (Rashba,
Dirac) SOC, as illustrated in Fig. 4. These two mecha-
nisms are a priori distinct from each other. SHE gen-
erates a spin current in the bulk of the heavy metal
that is injected into the adjacent FM layer; the result-
ing non-equilibrium spin density penetrates inside the
FM layer, precesses about the magnetization vector and
generates a spatially oscillating spin density. If spin de-
phasing is strong enough (in the case of a strong FM for
instance), Sx component (i.e., the damping-like torque
TD) dominates
25.
In contrast, ISGE generates a spin density at the in-
terface between the heavy metal and the ferromagnet.
While interfacial SOC alone generates an Sy compo-
nent (i.e., TF ) through the extrinsic Rashba-Edelstein
effect28, the coexistence of SOC and magnetic exchange
5FIG. 4. (Color online) Schematic of the origin of different non-
equilibrium spin components in an FM-TI heterostructure. In
the bulk of the TI away from the interface, SHE spatially sepa-
rates the flowing electrons with spin oriented along ±y (large
blue and red arrows). Electrons polarized along +y pene-
trates into the FM layer, generating an effective spin density
oriented along +x (small green arrows). In addition, ISGE at
the interface directly generates a spin density oriented along
+y (small blue arrows). Both spin densities exert a torque
on the magnetization of the FM layer (yellow arrows).
generates an Sx component (i.e., TD) through the intrin-
sic magnetoelectric effect38,55,58. This effect is related to
the Berry curvature in mixed spin-momentum space36,37.
In TIs, the surface properties are caused by their bulk
topology79, so one can expect a tight connection between
SHE and ISGE. We now aim at understanding the inter-
play between SOT arising from transport in the bulk TI
and SOT arising from interfacial SOC.
A. Spin Hall conductivity in the bulk
X Γ M
-1.0
-0.5
0.0
0.5
1.0
1.5
E
/A
(a)
TItop
TIbot
0 1 2 3 4 5
-1.0
-0.5
0.0
0.5
1.0
1.5
σzs (ℏ/2e)104Ω-1.m -1
(b)
σzy
σzx
σzz
FIG. 5. (Color online) (a) Band structure of bulk TI (thick
green lines) and a 20-layer TI slab (black lines). The cor-
responding spin texture of the top and bottom layers of the
slab at E = 0.25A is represented on the insert of (b). (b) Spin
Hall conductivities as a function of the energy computed in
the bulk of the same TI. The spin Hall conductivity is con-
stant as long as the energy lies in the bulk gap and decreases
when bulk states become conductive.
To clarify these aspects, we first calculate the bulk spin
Hall conductivity and the surface spin texture of a TI
slab with 20 layers in the absence of magnetic overlayer.
The band structures of the bulk TI (thick green) together
with the one of the equivalent 20-layer slab (black) are
displayed on Fig. 5(a); the spin texture at E = 0.25A
for both top and bottom surfaces is reported as an inset
on Fig. 5(b). The corresponding bulk spin Hall conduc-
tivity is displayed in the main panel of Fig. 5(b). For
−0.5 < E/A < 1, the TI is bulk insulating and only
conducts through its surface states. Hence, the spin Hall
conductivity is constant, σyz ≈ 5 × 104 (~/2e) Ω−1·m−1,
i.e., an electric field applied along x creates a spin current
polarized along y and propagating along z. For E/A > 1,
the TI is conductive, which results in a progressive de-
crease of the spin Hall conductivity σyz . For the sake of
comparison, the spin Hall conductivity of 5d transition
metals such as Pt, Ta or W has been calculated to be in
the range of 103 to 104 (~/2e) Ω−1·m−1 (Ref. 80), while
a maximum of 105 (~/2e) Ω−1·m−1 was computed for
Bi0.83Sb0.17
81. The value of the intrinsic spin Hall con-
ductivity reported in Fig. 5 is therefore quite large and
should generate large damping-like SOT.
B. Surface versus Bulk Transport
(a) (b) (c) (d)
E
/A
X← Γ →M0.0
0.5
1.0
1.5
-0.37 0. 0.37 -7. 0. 7. 0 12.
FIG. 6. (Color online) (a) Layer-resolved band structure
of the 5 FM + 20 TI slab, energy-resolved non-equilibrium
spin density, (b) Sx and (c) Sy, and (d) longitudinal charge
conductivity σxx across the FM-TI heterostructure, with
tTM = 0.5A and ∆ = 0.25A. In (b,c,d) the FM-TI inter-
face is marked by a vertical dashed line. The color scale gives
Sx,y in units of 10
10 V−1·m−1 and σxx in 10−4 Ω−1.
Figure 6 shows the spatial profile of (b) Sx, (c) Sy and
(d) σxx for a system with 5 FM and 20 TI layers, while
tuning the transport energy through the band structure
[Fig. 6(a)]. Within the bulk gap region (−0.5 < E/A <
1), Sy and σxx are mostly coming from TI surfaces. The
magnetic bands are crossing the surface states at E ∼
0.3A, which is denoted by a progressive rise in Sx, Sy
and σxx within the magnetic layer and a drop in Sy in
the top TI surface (close to FM layer). Interestingly,
the rise of Sx and collapse of Sy at the top TI surface
are correlated with the onset of bulk conduction, when
E > A.
To better understand this behavior, we investigate in
more details the layer-resolved spin density and conduc-
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FIG. 7. (Color online) (a) Sx, (b) Sy and (c) σxx for a 5
FM + 20 TI heterostructure for different coupling constant
(tTM) with exchange coupling ∆ = 0.25A and broadening
η = 0.01A. The vertical dashed lines show the beginning of
decoupled magnetic bands (E = 0.3A) and bulk TI bands
(E = 1.0A). Sx is given in units of 10
9 V−1·m−1, Sy in 1010
V−1·m−1 and σxx in 10−4 Ω−1. The bottom panel shows the
color code for different layers.
tivity as a function of the energy in selected layers. Fig-
ure 7 displays the transport energy dependence of Sx,
Sy and σxx, at the top and bottom TI surfaces, TItop
and TIbot, as well as in the different FM layers, M1,
M2, M3, M4 and M5, for different coupling strengths
(tTM). Based on the band structure shown in Fig. 6(a)
and on the conductivity map of Fig. 6(d), we define three
transport regimes. When 0 < E/A < 0.3, the transport
solely occurs through the surface states of the TI and
the FM behaves like a magnetic insulator. This situa-
tion is comparable to the magnetic Dirac gas studied in
Refs. 55, 56, and 58. Then, for 0.3 < E/A < 1, the
FM layer becomes progressively conductive while the TI
remains bulk insulating. Finally, when E/A > 1 conduc-
tion occurs throughout the entire heterostructure, and
the higher the transport energy the more bulk transport
dominates over surface transport.
Let us first consider the uncoupled situation, i.e., the
TI and FM layers are disconnected (tTM = 0, blue line
in Fig. 7). When varying the transport energy across the
band structure, Sy progressively increases at both TItop
and TIbot, while Sx remains exactly zero. Sy reaches a
maximum close to the bulk conduction edge (E/A ≈ 1)
and decreases monotonously for E/A > 1, consistently
with the behavior of the bulk spin Hall conductivity dis-
played on Fig. 5. Obviously, the FM layers do not show
any non-equilibrium spin density because tTM = 0.
When the FM-TI coupling is turned on, the FM bot-
tom band acquires a Rashba-like SOC, while a gap opens
at the Dirac cone at TItop. To apprehend the physics at
stake, the spin texture in three different energy regimes
has been plotted on Fig. 8, for tTM = 0.5. As mentioned
above, when E/A < 0.3 the transport is dominated by
the Dirac states of the TI surfaces, while the FM is insu-
lating. Turning on the FM-TI coupling pushes the Dirac
cone downwards [see Fig. 8(a1)] and thereby enhances the
density of states at Fermi level resulting in an increase
in both Sy and σxx at TItop (Fig. 7). The first two mag-
netic layers, M1 and M2, become weakly conductive by
proximity effect and acquire a small spin texture aligned
on the one of TItop [see Fig. 8(b1,c1,d1)]. As a result,
Sy penetrates into the FM layers by proximity and the
larger the FM-TI coupling, the stronger the induced spin
density. From the gap of TItop bands, we can estimate
that for tTM = 0.5 the induced magnetic exchange is
roughly 25% of the FM exchange coupling (∆). Conse-
quently, an Sx component progressively appears in both
TItop and M1 via the magnetoelectric effect
36,55, due to
the coexistence of magnetism and SOC. Yet, this compo-
nent remains extremely small.
In the intermediate regime, 0.3 < E/A < 1, the TI
layer is still in a topologically non-trivial state (bulk in-
sulating, conductive chiral surface states), while the FM
layers become more conductive and acquire a complex
spin texture whose chirality depends on the magnetiza-
tion, as displayed in Fig. 8(b2,c2). On the other hand,
the strength of the spin-momentum locking at TItop de-
creases upon increasing the transport energy [Fig. 8(d2)].
Consequently, the competition between the different spin
chiralities produces an oscillating behavior of Sy as a
function of the energy: the dips correspond to FM-TI
band crossing. Notice that increasing the coupling re-
sults in a decrease of Sy at TItop and an increase in the
FM layers (Fig. 7). Indeed, upon increasing the coupling,
the FM layers acquire more SOC and because the FM is
now conducting, Sy penetrates deeply into the FM layers
producing a Sx component upon spin precession. Sx also
increases in the FM layers upon increasing the FM-TI
coupling.
Finally, when E/A > 1 the transport is progressively
dominated by the bulk states of the TI. The central por-
tion of the texture is coming from bulk TI and depending
on whether states are dominated by the top TI layer or
the hybridization of the FM layer, it can have either pos-
itive or negative chirality. As shown in Fig. 8(d3), the TI
bands possess weaker spin-momentum locking, causing a
fall in Sy in TItop and a deeper penetration inside the
FM layers. This penetration is associated with spin pre-
cession in the FM, and therefore a significant increase in
7Sx, as displayed in Fig. 7. Because the wavefunctions are
now delocalized, they expand throughout the structure,
from M5 to TIbot [Figs. 6(b,c)].
FIG. 8. (Color online) (a1, a2, a3) Band structure and Spin
texture of (b1, b2, b3) M1 and (c1, c2, c3) M2, and (d1, d2,
d3) TItop at (1) E = 0.25A, (2) E = 0.75A and (3) E = 1.25A
for tTM = 0.5A, ∆ = 0.25A and η = 0.01A. The texture
colors correspond the Sz component of the spin density. The
band colors have the same meaning as Fig. 2.
In summary, while the Sy component dominates in the
surface-dominated regime, in agreement with all previ-
ous theories on TI55,56,58, a crossover appears upon in-
creasing the transport energy and in the bulk-dominated
regime, the Sx component is significantly enhanced in-
side the FM layer, displaying a large oscillation across
the thickness. This is consistent with the onset of the
SHE in the bulk TI. It is worth noticing that the mag-
nitude of the Sx component is about the same as Sy,
so at this stage it is unclear whether these results can
explain the experimental observations. One possible rea-
son could be the fact that we are modeling each FM layer
with only a pair of parabolic bands, whereas in practice
a real FM material has many more bands crossing Fermi
level. Therefore our results are expected to be up to an
order of magnitude smaller than reported experimentally.
Nevertheless, the physical arguments are still valid for re-
alistic heterostructures. To this end, we now address the
impact of disorder on the magnitude of the SOT compo-
nents, in order to identify their physical origin.
C. Intrinsic versus Extrinsic Spin-Orbit Torque
To better understand the spin-charge conversion mech-
anisms at stake in the FM-TI heterostructure, we in-
vestigate the dependence of the spin density as a func-
tion of the impurity broadening η. As a matter of
fact, it was shown recently that in the context of the
Rashba two-dimensional electron gas or in the bulk of
(Ga,Mn)As, both interband and intraband processes par-
ticipate to the SOT and give rise to two classes of
contributions36,38,58: (i) extrinsic contributions that de-
pend on the amount of disorder in the system and (ii) in-
trinsic contributions that are independent on the amount
of disorder. ISGE is an extrinsic mechanism and is ex-
pected to exhibit a 1/η dependence, like the conductivity,
while the magnetoelectric effect and SHE are both intrin-
sic contributions and should not vary as a function of η.
In fact, the former is related to the Berry curvature in
mixed spin-momentum space of the states present at the
interface36, while the latter is associated with the Berry
curvature in mixed momentum space of the states present
in the bulk75.
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FIG. 9. (Color online) Non-equilibrium (a) SFMy , (c) S
FM
x in
FM and TI conductivity (b) σTIxx with tTM = 0.5A and ∆ =
0.25A for different disorder broadening η. The blue lines cor-
respond to the surface-dominated/magnetic insulator regime,
the red lines correspond to the surface-dominated/magnetic
metal regime, and the green lines correspond to the bulk-
dominated/magnetic metal regime.
Figure 9 displays the dependence of the total spin den-
sity SFMx,y =
∑
FM Sx,y, summed over the FM layers, as
well as the total conductivity of the TI, σTIxx =
∑
TI σxx.
Both SFMy and σ
TI
xx display the 1/η-dependence expected
for extrinsic mechanisms. It means that Sy comes from
the interfacial (Rashba- or Dirac-driven) ISGE, namely
from the spin-momentum locked interfacial states of the
heterostructure. The change of sign of SFMy for E/A =
1.2 can be ascribed to the competition between Rashba-
and Dirac-driven ISGE, as they have opposite sign. The
behavior of SFMx is richer and depends on the transport
regime. As long as the transport is purely interfacial,
SFMx ∼ 1 + O(η), i.e., this component is independent on
the disorder. Since the system is in the quantum SHE
regime, the physical origin of Sx is attributed to the in-
terfacial magnetoelectric effect. In the intermediate and
bulk regimes, when the FM and TI layers are conductive,
SFMx displays a small dependence as a function of the dis-
order, which can be attributed to the diffusion of the spin
density inside the metallic FM. Yet, SFMx converges to a
constant value when η → 0 indicating its intrinsic origin.
8Overlayer Ref. σxx σ
‖
s σ
⊥
s θ
‖
H θ
⊥
H
Bi2Se3(8)/NiFe(8) 46 5.7 16 20 3.5 2.8
Bi2Se3(7.4)/CoTb(4.6) 51 9.4 1.5 0.16
Bi2Se3(5)/CoFeB(7) 52 2.4 3.89 1.6
Bi2Se3(4)/CoFeB(5) 53 0.78 15 18.83
Dirac gas 58 0.19 1.48 2.35 7.66 12.1
TABLE II. Room temperature bulk conductivity, spin
conductivity and SOT efficiency measured in various
Bi2Se3(t)/FM(d) systems, where t and d are the thicknesses
in nm. The bulk conductivity is in 104 Ω−1·m−1 and the spin
conductivity is in (~/2e) 104 Ω−1·m−1. The numbers in the
last column are computed using Eqs. (19) and (20).
D. Understanding the torque efficiency
Let us now complete this study by quantitatively com-
paring the magnitude of the SOT computed with our
model to the one observed in experiments. Assuming
A ∼ 0.27 eV and a0 = 4.2 A˚ gives a group velocity
(a0A/~) ∼ 1.7 × 105 m/s near the Dirac cone, and a
bulk band gap 1.5A = 0.4 eV. Near E ∼ 0.7A, uncou-
pled (tTM = 0) TI surfaces display a non-equilibrium two
dimensional spin density per unit field Sy ∼ 1.5 × 1010
V−1·m−1 (Fig. 7). Assuming the thickness of a single TI
layer to be 1 nm and an applied electric field E = 2×104
V/m46, we obtain a total spin density 0.3 × 1024 m−3
which is in good agreement with the spin density cal-
culated from density functional theory82. This estima-
tion ensures that the TI parameters chosen in the present
study are realistic. The non-equilibrium spin density on
the FM layers on the other hand depends on the coupling
strength (tTM) as well as on the magnetic exchange. In
the strong coupling limit (tTM = 0.5A), within the pre-
vious parameter settings, the first FM layer (M1) can
acquire a spin density Sy that amounts up to 20% of the
value of the decoupled TI surface.
In experiments, the SOT is measured as a magnetic
fieldHSOT (in Oe or T) per unit of current density flowing
in the heavy metal je (in A/cm
2). As briefly explained in
the introduction, it is now conventional to quantify the
torque in terms the spin conductivity σs = HSOTMsd/E
[in (~/2e) Ω−1·m−1] and the dimensionless SOT effi-
ciency θH = (2e/~)σs/σHMxx , where Ms is the saturation
magnetization, d is the FM thickness, and σHMxx is the con-
ductivity of the adjacent heavy metal. It is understood
that θH is equal to the spin Hall angle if and only if SHE is
the only spin-charge conversion mechanism present in the
system - which is clearly not the case of transition metal
bilayers or TI-FM heterostructures, as demonstrated in
the present work.
We selected four experimental works characterizing
SOT on Bi2Se3-based heterostructures, and whose results
are reported on Table II. Overall, the spin conductivity
ranges from 104 to 105 Ω−1·m−1, while the SOT efficiency
spans over two orders of magnitude depending on the es-
timated bulk TI conductivity. These data need to be
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FIG. 10. (Color online) (a) Longitudinal and (b) transverse
spin conductivity, σ
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s , corresponding to the damping-like
and field-like torque components respectively, as a function of
the transport energy, for a system with 5 FM + 20 TI layers
with tTM = 0.5 and η = 0.1A. Their associated effective spin
Hall angle θ
‖,⊥
H are reported on (c) and (d), respectively. Inset
of (d) shows σTIBulk.
taken with sane care, considering the difficulty in accu-
rately estimating the various materials parameters (due
to large interfacial roughness, magnetic dead layers47, in-
homogeneous TI conductivity etc.). In our tight-binding
model, the torque density is T = (2∆/~)z × S, and
the corresponding spin conductivity is defined σ
‖,⊥
s =
±(2e/~)∆∑FM Sx,y. Here ∑FM denotes the summa-
tion over the FM layers and the superscript ‖,⊥ de-
notes the damping-like and field-like SOT components.
The effective bulk conductivity of the TI layer is then
σTIBulk =
∑
TI σxx/W , where W is the thickness of the TI
and the summation is only performed on the TI layers.
Figure 10 displays these four observables as a function
of the transport energy for different magnetic exchange
energies. The impurity broadening is taken as η = 0.1A
(≈ 27 meV), such that the TI conductivity corresponds
to the one observed experimentally, close to the bulk con-
duction regime [see insert of Fig. 10(d)].
We observe that the spin conductivity monotonously
increases with the transport energy, reaching a maxi-
mum around E/A ≈ 0.6− 0.8, which corresponds to the
surface-dominated transport. Beyond this point, the spin
conductivity decreases [Figs. 10(a) and (b)]. In other
words, the maximum SOT magnitude is attained before
reaching the bulk transport regime despite the large bulk
spin conductivity of our system [see Fig. 5]. These results
indicate that SHE is not the main mechanism for SOT
in TIs (as the largest torque magnitude is obtained in
the surface-dominated regime), but rather the interfacial
ISGE. As a matter of fact in the bulk-dominated trans-
port regime, E/A > 1, the SOT efficiency decreases dra-
matically due to the increasingly large conductivity of the
9bulk TI states. Within our set of parameters, the com-
puted σ⊥s and σ
‖
s are comparable to the ones observed in
Refs. 52 and 51, and one order of magnitude smaller than
Refs. 46 and 53, see Table II (probably due to the details
of the band structure and scattering processes). Interest-
ingly, the damping-like SOT efficiency reaches up to ∼
24 (≡ 2, 400%) close to the onset of the bulk-dominated
transport, a magnitude comparable to the one reported
in Ref. 53. Notice though that this quantity is very sen-
sitive to the overall bulk conductivity σTIBulk, which can
be easily tuned by changing the disorder broadening η.
While we do not intend to quantitatively fit the exper-
imental data, these calculations compare favorably with
those reported in Table II and clearly suggest that SHE
from bulk states are inefficient to generate large SOTs in
TI-FM heterostructures.
To complete this discussion, we also report the results
obtained within the Dirac model that assumes a induced
magnetic exchange at the surface. This model gives58
σ⊥s = −eτ∆indεF/(~2vFpi), (19)
σ‖s = 2e∆
2
ind/(~εFvFpi), (20)
where ∆ind is the induced magnetic exchange (about 25
% of the magnetic exchange for tTM = 0.5A), εF is the
Fermi energy, τ is the scattering time and vF is the
Fermi velocity. The surface conductivity of the Dirac
gas reads σ2Dxx = (e
2/h)(τεF/~), giving an effective three-
dimensional conductivity σxx = σ
2D
xx /W (where W ≈ 20
nm). For this estimation, we took the same parame-
ters as for our FM-TI heterostructure, vF = 1.7 × 105
m/s, τ = ~/2η ≈ 10−14 s, εF = 0.2A = 54 meV, and
∆ind = 17 meV. We obtain a spin conductivity that is
comparable to ones observed experimentally, i.e., in the
range (~/2e) 105 Ω−1·m−1 and a small longitudinal con-
ductivity, ∼ 104 Ω−1·m−1, comparable to Ref. 53. In this
experiment, Bi2Se3 is not grown epitaxially but by sput-
tering, which results in a reduced bulk conductivity and
enhanced surface transport. All these considerations rule
out SHE as a source of giant SOT in TI-FM heterostruc-
tures.
IV. CONCLUSION
In summary, we have developed a tight-binding model
for FM-TI heterostructure that accounts for surface and
bulk transport on equal footing. In addition, our minimal
hybridization scheme reproduces properly the induced
magnetic exchange, induced Rashba spin-orbit coupling
and energy shift of the band structure observed using ab
initio calculations66. Our study unveils the momentum-
dependent spin texture across the band structure when
varying the hybridization strength. This approach en-
ables us to compute the SOT emerging from the co-
existence of SHE, ISGE, magnetoelectric effect, as well
as spin precession inside the ferromagnet. Our analysis
shows that SOT increases steadily when increasing the
transport energy and reaches a maximum before the bulk
states start contributing to the transport. This result
indicates that the SHE from bulk states is unlikely to ex-
plain the large damping-like SOTs observed experimen-
tally. In contrast, large damping-like torque is achieved
through the interfacial magnetoelectric effect promoted
by the Berry curvature of the interfacial states and is
therefore very sensitive to the nature of interfacial or-
bital hybridization.
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