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MODULES OF REDUCTION NUMBER ONE
FUTOSHI HAYASAKA
Dedicated to Professor Shiro Goto on the occasion of his sixtieth birthday
Abstract. Let (A,m) be a Noetherian local ring andN a parameter
module in F = Ar and M = N :F m the socle module of N . In this
paper, we shall prove that the module M = N :F m has a reduction
number at most one and hence its Rees algebra R(M) is Cohen-
Macaulay, if the base ring A is Cohen-Macaulay of dimension two
and the rank of N is greater than or equal to two. This result gives
numerous examples of Cohen-Macaulay Rees algebras of modules,
which are not integrally closed and not a parameter module.
Introduction
Let (A,m) be a Noetherian local ring of dimension d = dimA and
F = Ar a free module of rank r > 0. Let M be a submodule of F
such that the length ℓA(F/M) of the quotient F/M is finite. Then the
Rees algebra of the module M is defined to be the image of the natural
homomorphism from SymA(M) to SymA(F ), which is a subalgebra of
the polynomial ring over A (cf. [10, 21]). We denote by R(M) the Rees
algebra of M .
In 1997, Katz and Kodiyalam showed in [17] that the Rees algebra
R(M) is Cohen-Macaulay if and only if the reduction number of M is
at most one when A is Cohen-Macaulay of dimension two (see also [21]).
When r = 1, this can be viewed as the module version of the Goto-
Shimoda theorem on the Cohen-Macaulayness of the Rees algebra of
ideals in dimension two ([14]). In the same paper [17], they also showed
that the reduction number of complete (i.e. integrally closed) modules
over a two dimensional regular local ring is at most one, and hence its
Rees algebra is Cohen-Macaulay. When r = 1, this can be also viewed
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as a generalization of the result of Huneke and Sally [16] on integrally
closed ideals in a regular local ring of dimension two.
Inspired by their results, to construct a large class of modules whose
reduction number is at most one, we shall study the socle module of
a parameter module of any rank. When r = 1, this problem was first
investigated by Corso, Polini and Vasconcelos in [7, 8]. When A is Cohen-
Macaulay, Corso, Huneke, Polini and Vasconcelos gave a complete answer
to this problem in their papers [6, 7, 8]. Let Q be a parameter ideal in A
and I = Q : m the socle ideal of Q. Then Corso and Polini showed in [8]
that the equality I2 = QI holds if A is Cohen-Macaulay but not regular.
In [6], Corso, Huneke and Vasconcelos showed that the socle ideal of an
m-primary Gorenstein ideal contained in m2 has a reduction number at
most one if the embedding dimension of A is at least two. The problem
is related to the integral closedness of parameter ideals. In [11], Goto
studied certain integrally closed ideals and showed that A is regular if
there exists an integrally closed parameter ideal Q in A. He also showed
that Q has a system of generators of special type in this case. So, we
know many things in the case where r = 1 and A is Cohen-Macaulay.
The purpose of this paper is to give a natural generalization of their
results for modules and construct a large class of modules whose reduc-
tion number is at most one. In particular, our focus is in the case where
the rank r is at least two. The main result is the following.
Theorem 5.1. Let (A,m) be a Cohen-Macaulay local ring of dimension
two and N a parameter module in a free module F = Ar of rank r > 0,
namely, ℓA(F/N) < ∞ and µA(N) = r + 1. Assume that N ⊆ mF
and put M = N :F m the socle module of N . Then the following three
conditions are equivalent.
(1) M2 6= NM .
(2) N is an integrally closed module in F .
(3) A is a regular local ring, r = 1 and N is an integrally closed ideal
in A.
Here we consider the products and the powers of modules inside the
symmetric algebra SymA(F ).
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This result is closely related to the result of Simis-Ulrich-Vasconcelos.
They showed in [21] that the Rees algebras of modules of this type are
always Cohen-Macaulay in more general situation. But our method of
proof is different from theirs, and the heart of our theorem is in the
condition of rank one. When r = 1, the above theorem is already known.
Consequently, what we have to prove is that the rank r is just one if
M2 6= NM holds or N is an integrally closed in F .
We explain the construction of this paper. In section 1, we fix our
notations and definitions. In section 2, we introduce a notion of a perfect
matrix, which is a general notion of a regular sequence in some sense. We
shall prove that modules generated by a perfect matrix have the same
property on ideals generated by a regular sequence. In section 3, we
shall give a generalization of results in [13] and discuss integrally closed
modules with finite homological dimension. We shall use these results in
the following sections and the proof of the main theorem. Also, we shall
discuss an analogue of the Levin-Vasconcelos theorem in [19] and give a
generalization of the result in [1]. In section 4, we shall give two classes
of modules with reduction number one, which is a natural generalization
of the results in [6, 7, 8]. Finally, in section 5, we shall give a proof of
Theorem 5.1 and give some examples of modules whose reduction number
is at most one.
1. Notation
In this section, we shall establish our notations and definitions. Let A
be a commutative Noetherian ring and F a free A-module of rank r > 0.
Let M be a submodule of F . Then the Rees algebra of the module M
is defined to be the image of the natural homomorphism from SymA(M)
to SymA(F ), which is a subalgebra of the polynomial ring over A. We
denote by R(M) the Rees algebra of M . We always consider a module
M in a fixed free module F . We refer the reader to [10] for the other
definition of the Rees algebras of modules, which does not depend on the
embedding of the module in a free module. Let S = SymA(F ) be the
symmetric algebra of a fixed free module F , which is a polynomial ring
over A. Then the module F can be identified with the set of linear forms
S1 in S. An element f ∈ F is said to be integral over M if the linear
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form f ∈ S1 is integral over the Rees algebra R(M) of M . The set of
elements in F which are integral over M is called the integral closure of
M in F , and is denoted by M . The integral closure of M is a submodule
of F containing M . M is said to be integrally closed in F if the equality
M = M holds. For each integer n ≥ 0, let Mn denote the homogeneous
component of degree n inR(M). For another submodule N of F , letNM
denote the product of two modules N and M . Here we always consider
the products and the powers of modules inside the symmetric algebra
S = SymA(F ) of a fixed free module F . We say that N is a reduction of
M ifN is a submodule ofM and the equalityMn+1 = NMn holds in Sn+1
for some integer n ≥ 0. Equivalently, N is a reduction of M if and only
if the ring extension R(N) ⊆ R(M) is integral. Also, a submodule N of
M is a reduction of M if and only if M ⊆ N . A reduction of M is said
to be minimal, if it has no proper reductions. Furthermore, we assume
that A is a local ring with the maximal ideal m of dimension d. Then,
for any reduction N of M , one has the inequality µA(N) ≥ λ(M) where
µA(−) denotes the minimal number of generators of the inside module
and λ(M) = dimR(M)/mR(M) the analytic spread of M . A reduction
N of M is minimal if the equality µA(N) = λ(M) holds. Note that the
analytic spread λ(M) = d + r − 1, if the colength ℓA(F/M) is finite.
Following [17], a submodule N of F is said to be a parameter module in
F , if the colength ℓA(F/N) is finite and the equality µA(N) = d+ r − 1
holds. For further facts and details on the Rees algebras of modules, we
refer the reader to [21].
2. Perfect matrix
In this section, we shall introduce a notion of a perfect matrix and
investigate the property of modules with a perfect matrix.
Let A be a commutative Noetherian ring and n ≥ r > 0 integers. Let
F = Ar be a free module over A with rank r > 0. We fix a free basis
{t1, . . . , tr} for F . Let S = SymA(F ) be the symmetric algebra of F ,
which is identified with the polynomial ring A[t1, . . . , tr] over A. Fixing
a free basis for F , every element f of F can be written as a column
with r entries f =t (f1, . . . , fr). Furthermore, since F can be canonically
identified with S1, we can write f ∈ F as a linear form f1t1 + · · ·+ frtr
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in S. Let N be a submodule of F generated by c1, . . . , cn. Fixing a free
basis for F , we have the matrix N˜ = (cij) associated to the module N ,
where cj = c1jt1+ · · ·+ crjtr, (cij ∈ A). Then we first introduce a notion
of a perfect matrix.
Definition 2.1. A matrix ϕ of size r × n over A is called perfect if the
following two conditions are satisfied: (i) Ir(ϕ) ( A, and (ii) Ir(ϕ) has
the greatest possible grade n − r + 1. Here we denote by Ir(ϕ) the ideal
generated by r × r-minors of ϕ.
This is a general notion of a regular sequence in some sense.
Example 2.2. The following matrices are perfect.
(1) A generic matrix (Xij).
(2) A matrix N˜ of a parameter module N over a Cohen-Macaulay
local ring. (The matrix N˜ is a parameter matrix in the sense of
Buchsbaum-Rim [4]. )
(3) A matrix

a1 · · · aℓ 0 · · · 0
0 a1 · · · aℓ
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 a1 · · · aℓ
 , where a1, . . . , aℓ is a
regular sequence on A.
A module with a perfect matrix has the following property, which is a
generalization of the well-known fact in the case where the ideal generated
by a regular sequence.
Proposition 2.3. Let N be a submodule of F generated by c1, . . . , cn.
Assume that the matrix N˜ of N is perfect and n > r. If h1, . . . , hn ∈ F
and satisfy the relation
h1c1 + · · ·+ hncn = 0 in S2,
then we have
hi ∈ (c1, . . . , ĉi, . . . , cn) for all 1 ≤ i ≤ n.
Proof. Since n > r and grade Ir(N˜) = n− r + 1, the generalized Koszul
complex (due to D. Kirby [18]) K•(N˜ ; 2) associated to a matrix N˜ and
an integer 2 is acyclic (cf. [18] and [9, Appendix A2.6]). In particu-
lar, the first homology module of this complex H1(K•(N˜ ; 2)) vanishes.
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By a construction of the generalized Koszul complex, H1(K•(N˜ ; 2)) ∼=
H1(K•(c1, . . . , cn;S))2, where K•(c1, . . . , cn;S) is the ordinary graded
Koszul complex associated to a sequence c1, . . . , cn in S. Looking at the
graded component of degree 2 of the Koszul complex K•(c1, . . . , cn;S),
we have the exact sequence
∧2 ⊗ S0
d2
// ∧1 ⊗ S1
d1
// ∧0 ⊗ S2,
where ∧ is the exterior algebra of a free module G = An of rank n. Let
{e1, . . . , en} be a free basis for G. Then one can easily check that
Claim 1 d1
(
n∑
i=1
ei ⊗ hi
)
=
n∑
i=1
hici.
Since
∑n
i=1 hici = 0, there exists an element ξ ∈ ∧
2 ⊗ S0 such that
d2(ξ) =
n∑
i=1
ei ⊗ hi.
Write ξ =
∑
1≤i<j≤n
(ei ∧ ej)⊗ aij, where aij ∈ A. Then one can also check
that
Claim 2 d2(ξ) =
n∑
k=1
ek ⊗
( ∑
1≤i<k≤n
aikci −
∑
1≤k<j≤n
akjcj
)
.
Consequently, we have
d2(ξ) =
n∑
i=1
ei ⊗ hi
=
n∑
k=1
ek ⊗
( ∑
1≤i<k≤n
aikci −
∑
1≤k<j≤n
akjcj
)
.
By comparing the coefficient of each ei, we get that
hi ∈ (c1, . . . , ĉi, . . . , cn) for all 1 ≤ i ≤ n.

Proposition 2.3 is not true in the case where n = r (i.e., N˜ is a square
perfect matrix). There is the following simple example.
Example 2.4. Let A = K[X ] be a polynomial ring over a field K. Let
N be a submodule of F = A2 = Av+Aw such that the matrix N˜ is given
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by (
X 0
0 X
)
,
a square perfect matrix over A. Then we have the following relation:
w(Xv)− v(Xw) = 0.
This means that Proposition 2.3 is not true in this case.
As a consequence of Proposition 2.3, we have the following. This can
be viewed as a part of the module version of Rees’ theorem for ideals
generated by a regular sequence [20]. We shall discuss in the forthcoming
paper [15] for more results on this topic.
Corollary 2.5. Let N be a submodule of F generated by c1, . . . , cn. As-
sume that the matrix N˜ of N is perfect and n > r. Then the following
natural surjective homomorphism
(F/N)⊕n
[c1···cn]
// // NF/N2
is an isomorphism.
Proof. Let hi ∈ F and
∑n
i=1 hici ∈ N
2. Then there exist elements gi ∈ N
such that
∑n
i=1 hici =
∑n
i=1 gici. Hence
∑n
i=1(hi − gi)ci = 0. Since N˜ is
perfect, each coefficient hi−gi of ci is in N by Proposition 2.3. Therefore
each hi ∈ N . Hence we have the isomorphism. 
3. Integrally closed modules with finite homological
dimensions
The main result in this section is the following.
Theorem 3.1. Let (A,m) be a Noetherian local ring and M a finitely
generated A-module such that depthAM > 0. Assume that there exist
two submodules N and L of M such that
(1) N ⊆ L ⊆ N :M m,
(2) mN 6= mL, and
(3) pdAN <∞.
Then A is a regular local ring.
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Proof. By assumption (2), we can take xy ∈ mL\mN such that x ∈
m\m2 and y ∈ L. Since depthAN > 0, we can choose x as a non-
zero-divisor on N . Note that xy ∈ N . Since xy /∈ mN , we can write
N = Axy+
∑ℓ
i=1Azi, where ℓ = µA(N)−1. Then we have the following.
Claim N/xN = Axy ⊕
∑ℓ
i=1Azi.
Indeed, let a, bi ∈ A and assume that a(xy) +
∑ℓ
i=1 bizi ∈ xN . Since
xN ⊆ mN , we have a, bi ∈ m. Hence a(xy) = x(ay) ∈ xN . We get the
Claim.
Since m(xy) ⊆ xN , Axy ∼= A/m. Therefore we have pdAA/m < ∞
because the residue field A/m is a direct summand of N/xN with finite
projective dimension. Consequently, A is a regular local ring. 
Theorem 3.1 is a slight general form of [13, Theorem 1.1] even if N
and L are ideals in M = A. As a consequence, we have the following,
which was first discovered by Burch [5] when r = 1 (cf. [12, 13]).
Corollary 3.2. Let (A,m) be a Noetherian local ring of positive depth
and F a free A-module of rank r > 0. Assume that there exists a sub-
module N of F such that
(1) N is integrally closed in F ,
(2) m ∈ AssA F/N , and
(3) pdAN <∞.
Then A is a regular local ring.
Proof. Assume A is not regular. By Theorem 3.1, we have m(N :F m) =
mN . Hence the module N :F m is integral over N , using a standard
technique on the determinant. By assumption (1), we have the equality
N :F m = N . This is contradict to assumption (2). Hence A is a regular
local ring. 
As the other consequence of Theorem 3.1, we have the following, which
is the Levin-Vasconcelos theorem [19].
Corollary 3.3. Let (A,m) be a Noetherian local ring and M a finitely
generated A-module with depthAM > 0. If pdAm
nM < ∞ for some
positive integer n > 0, then A is a regular local ring.
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Proof. Let N = mnM and L = mn−1M . Then, by Nakayama’s Lemma,
mN 6= mL, because N is non-zero. Hence A is regular by Theorem
3.1. 
Remark 3.4. All the results in this section work for the other homo-
logical dimensions (for instance, Gorenstein dimension [2]) instead of
the projective dimension. In [1], Asadollahi and Puthenpurakal showed
Corollary 3.3 for various homological dimensions under the assumption
n≫ 0. So our result Corollary 3.3 is a generalization of [1].
4. Classes of modules of reduction number one
In this section, we shall give two classes of modules whose reduction
number is at most one. Let (A,m) be a Noetherian local ring and F a
free module of rank r > 0. We begin with the following.
Lemma 4.1. Let N be a submodule of F generated by c1, . . . , cn, where
n = µA(N). Assume n > r. Put M = N :F m the socle module of N . If
(1) N˜ is perfect,
(2) M ⊆ mF , and
(3) mM = mN ,
then the equality M2 = NM holds.
Proof. By assumption (2), M2 ⊆ mMF ⊆ NF . Take x ∈M2, and write
x =
∑n
i=1 hici, (hi ∈ F ). For each α ∈ m,
αx =
n∑
i=1
(αhi)ci ∈ mM
2 = mN2 ⊆ N2
by assumption (3). By Corollary 2.5, each coefficient αhi of ci is in N .
Therefore each hi ∈ N :F m = M . Hence x ∈ NM . We get the equality
M2 = NM . 
The following is the first class of modules of reduction number one,
which was first discovered by Corso and Polini [8] when r = 1.
Theorem 4.2. Let N be a submodule of F generated by c1, . . . , cn, where
n = µA(N). Assume n > r. Put M = N :F m the socle module of N .
Assume that
(1) N˜ is perfect,
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(2) N ⊆ mF , and
(3) depthA > 0.
Then the equality M2 = NM holds, if A is not a regular local ring.
Proof. By assumption (1), the projective dimension ofN is finite, because
the Buchsbaum-Rim complex of the matrix N˜ is acyclic. By assumption
(3) and A is not regular, we have the equality mN = mM (Lemma 3.1).
Consequently, to prove M2 = NM , it is enough to show that M ⊆ mF .
Assume M * mF and take t ∈ M\mF . Since t is a part of a free basis
for F , the inclusion mt →֒ mF splits. Since mt ⊆ N ⊆ mF , the inclusion
mt →֒ N also splits. Hence the maximal ideal m of A is a direct summand
of N with finite projective dimension. But this is a contradiction to the
assumption A is not regular. Hence M ⊆ mF . Therefore we get the
equality M2 = NM by Lemma 4.1. 
To construct the other class of modules of reduction number one, we
need the following lemma. It is a generalization of [6, Lemma 3.5].
Lemma 4.3. Let (B, n) be an Artinian local ring and W a finitely gen-
erated B-module with dimB/n(SocB(W )) = 1. Let V be a submodule of
W generated by x1, . . . , xℓ, where ℓ = µB(V ). Then, for any non-zero
socle ∆ ∈ SocB(W ), there exist b1, . . . , bℓ ∈ B such that
bixj = δij∆
for all 1 ≤ i, j ≤ ℓ where δij denotes the Kronecker delta.
Proof. Fix an integer 1 ≤ i ≤ ℓ. We look at the following commutative
diagram:
V //


W // EB(W )
ϕi

V/nV
pi
// B/n
∆
// ∆B // W
f
// EB(W ),
where EB(W ) is an injective hull of W , ∆ is a multiplication map and
pi(xj) = δij. Since dimB/n(SocB(W )) = 1, EB(W ) ∼= EB(B/n). Hence
ϕi ∈ EndB(EB(B/n)) ∼= B so that it is a multiplication map for some
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element bi ∈ B. Since the map f is injective, we have
V //


W
bi

V/nV
∆pi
// W.
By this commutative diagram, we have bixj = δij∆ for all 1 ≤ j ≤ ℓ. 
Now let me give the other class of modules of reduction number one,
which was first discovered by Corso, Huneke and Vasconcelos [6, Theorem
3.7] when r = 1.
Theorem 4.4. Let N be a submodule of F generated by c1, . . . , cn, where
n = µA(N). Assume n > r. Put M = N :F m the socle module of N .
Assume that
(1) N ⊆ mF ,
(2) ℓA(F/N) <∞, and
(3) dimk(SocA(F/N)) = 1.
Then the equality M2 = NM holds, if µA(mF/N) ≥ 2.
Proof. Let ℓ = µA(mF/N) and mF/N =
∑ℓ
i=1Axi, where xi ∈ mF .
Let I(N) = Fitt0(F/N) be the 0-th Fitting ideal of F/N and put B =
A/I(N). Then I(N) is an m-primary ideal, because ℓA(F/N) <∞. Let
V = mF/N ⊂ W = F/N and ∆ a non-zero socle of F/N . By Lemma
4.3, there exist b1, . . . , bℓ ∈ B such that bixj = δij∆. Let bi = ai, where
ai ∈ A. We can write
∆ = a1x1 + n1 = a2x2 + n2
for some n1, n2 ∈ N , because ℓ ≥ 2. Since M = N +A∆, it is enough to
show that ∆2 ∈ NM . Then
∆2 = (a1x1 + n1)(a2x2 + n2)
= (a1x2)(a2x1) + a1x1n2 + a2x2n1 + n1n2,
so that we have ∆2 ∈ NM . Hence the equality M2 = NM holds. 
5. The Main Theorem
We are now ready for the main result in the paper.
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Theorem 5.1. Let (A,m) be a Cohen-Macaulay local ring of dimension
two and N a parameter module in a free module F = Ar of rank r > 0,
namely, ℓA(F/N) < ∞ and µA(N) = r + 1. Assume that N ⊆ mF
and put M = N :F m the socle module of N . Then the following three
conditions are equivalent.
(1) M2 6= NM .
(2) N is an integrally closed module in F .
(3) A is a regular local ring, r = 1 and N is an integrally closed ideal
in A.
Proof. As stated in the introduction, it is known in the case where r = 1.
(2) ⇒ (3): Since N is a parameter module over a Cohen-Macaulay
local ring, pdAN < ∞. Therefore A is regular by Corollary 3.2. Since
N is integrally closed in F , N is m-full ([3, Proposition 2.6]). Hence we
have
r + 1 = µA(N) ≥ µA(mF ) = 2r,
by [3, Corollary 2.7]. We get r = 1.
(1) ⇒ (3): Assume M2 6= NM . Since N is a parameter module
over a Cohen-Macaulay local ring, the matrix N˜ is perfect. So we have
A is a regular local ring by Theorem 4.2. Since d = 2, we get that
dimk(SocA(F/N)) = 1. Hence we have µA(mF/N) ≤ 1 by Theorem 4.4.
Consequently,
µA(mF ) = 2r ≤ µA(N) + 1 = (r + 1) + 1 = r + 2.
Therefore r ≤ 2. Assume r = 2. Then we have the following.
Claim
(i) M ⊆ mF .
(ii) mM = mN .
Proof of Claim. (i): Assume M * mF . Similar to the proof of Theo-
rem 4.2, we have that the maximal ideal m is a direct summand of N .
Replacing the generators of N if necessary, we may assume that
N˜ =
(
x y α
0 0 β
)
,
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where m = (x, y) and α, β ∈ m because µA(N) = 3. Then I2(N˜) =
mβ ⊆ (β), which is contradict to ℓA(F/N) <∞. Consequently, we have
M ⊆ mF .
(ii): Since r = 2,
µA(mF ) = µA(N) + 1 = 4.
So the minimal system of generators of N is a part of a system of
generators of mF . This implies that N ∩ m2F = mN . By Claim (i),
mM ⊆ m2F ∩N = mN . Therefore we have mM = mN . 
Consequently, we have the equality M2 = NM by Lemma 4.1. This is a
contradiction. Hence r = 1. 
As a direct consequence, we have the following corollaries.
Corollary 5.2. Let (A,m) be a two dimensional Cohen-Macaulay local
ring and N a parameter module in F = Ar. Assume that N ⊆ mF and
put M = N :F m. Then the equality M
2 = NM holds, if one of the
following assertions is satisfied:
(1) A is not a regular local ring,
(2) the rank r is at least two.
When this is the case, the Rees algebra R(M) of M is Cohen-Macaulay.
Corollary 5.3. Let (A,m) be a regular local ring of dimension two and
I an m-primary ideal in A. Let n = µA(I). Consider the minimal free
resolution of A/I:
F• : 0 // An−1
ϕ
// An // A // A/I // 0.
Taking the A-dual of this complex, we have the exact sequence:
F ∗• : 0 // A // An
ϕ∗
// An−1 // ωA/I // 0,
where ωA/I is the canonical module of A/I. Let N = Imϕ
∗ and F =
An−1. We put M = N :F m the socle module of N . Then the equality
M2 = NM holds, if n ≥ 3. When this is the case, the Rees algebra R(M)
of M is Cohen-Macaulay.
When the dimension of A is one, one can easily construct an integrally
closed parameter module of any rank r as follows: Let (A,m) be a discrete
valuation ring andN = m⊕· · ·⊕m a direct sum of r-copies of the maximal
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ideal m. Then N is an integrally closed parameter module in F = Ar.
Also, one can easily check that M2 6= NM where M is the socle module
of N . So, Theorem 5.1 is not true in the case where the dimension of
A is one. However, I don’t know whether Theorem 5.1 is true or not
in the case where the dimension of A is at least three. At the end of
this paper, we see the following simple example of the socle module of a
typical parameter module over a 3-dimensional regular local ring.
Example 5.4. Let (A,m) be a regular local ring of dimension three and
F = A2 a free module. Let {x, y, z} be a regular system of parameters in
A. Consider a parameter module N in F whose matrix N˜ is given by(
x y z 0
0 x y z
)
.
Put M = N :F m. Since the minimal free resolution of F/N is given by
the Buchsbaum-Rim complex and HomA(A/m, F/N) ∼= Tor
A
3 (A/m, F/N),
we have dimA/mSocA(F/N) = 2. Then it is easy to see that M = m⊕m
and M2 = NM holds.
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