Abstract-Detecting the number of sources is a well-known and a well-investigated problem. In this problem, the number of sources impinging on an array of sensors is to be estimated. The common approach for solving this problem is to use an information theoretic criterion like the minimum description length (MDL), or the Akaike information criterion (AIC). Although it has been gaining much popularity and has been used in a variety of problems, the performance of information theoretic criteria-based estimators for the unknown number of sources has not been sufficiently studied, yet. In the context of array processing, the performance of such estimators were analyzed only for the special case of Gaussian sources where no prior knowledge of the array structure, if given, is used. Based on the theory of misspecified models, this paper presents a general asymptotic analysis of the performance of any information theoretic criterion-based estimator, and especially of the MDL estimator. In particular, the performance of the MDL estimator, which assumes Gaussian sources and structured array when applied to Gaussian sources, is analyzed. In addition, it is shown that the performance of a certain MDL estimator is not very sensitive to the actual distribution of the source signals. However, appropriate use of prior knowledge about the array geometry can lead to significant improvement in the performance of the MDL estimator. Simulation results show good fit between the empirical and the theoretical results.
I. INTRODUCTION

M
OST parametric bearing estimation techniques assume that the number of sources impinging on the array is known or pre-estimated using some technique. The problem of estimating the number of sources impinging on a passive array of sensors has received a considerable amount of attention during the last two decades (see, among many others, [1] - [6] ). The most common approach for estimating this number is to apply information theoretic criteria, like the minimum description length (MDL) or Akaike information criterion (AIC) [7] . Since 1985 [3] , when first suggested for estimating the number of narrowband sources impinging on an array of sensors, the MDL estimator practically became the standard tool for accomplishing this task.
A. Problem Formulation
Assume an array of sensors, and denote by the received, -dimensional, signal vector at time instance . In addition, denote by the number of signals impinging on the array. A common model for the received signal vector is (1) where is a matrix composed of -dimensional vectors, where lies on the array manifold . is called the array response vector or the steering vector, and is referred to as the steering matrix.
is a signals vector, and is a vector of the additive noise. is the unknown parameter vector associated with the th source. Finally, assume also that and are ergodic, independent random vector processes.
Many problems may be formulated using this simple, linear model (see [8] , [9] , and references therein). These problems differ by the structure of the mixing matrix by the assumed knowledge about the unknown parameters or by the statistical modeling. For example, in bearing estimation [9] , is a scalar (namely the bearing of the th source). In other problems, are all the elements of the th column of , which represent a complete lack of knowledge about the steering matrix [3] . Denote by the complete unknown parameter vector, given that sources exist. represents the vector of unknown parameters that do not belong to any specific source, for example the noise level. Denote by the parameter space of . The problem is to estimate the number of sources , given independent snapshots of the array output .
B. MDL Approach
The information theoretic criteria approach is a general approach for choosing a model that fits the data mostly from a family of possible models [7] , [10] . That is, given a parameterized family of probability densities, for various , select such that (2) where is the log-likelihood of the measurements denoted by , is a general penalty function associated with the th family, and . is usually referred to as the maximum likelihood (ML) estimate of the unknown parameters given the th family of distributions.
The MDL estimator is a special case of (2) with a certain penalty function. It is given by minimizing the MDL metric [7] , that is MDL (3) where MDL , and is the number of free parameters in . Since many problems are overparameterized, represents the minimum number of parameters that characterize completely. It is well known that asymptotically, under certain regularity conditions, the MDL estimator minimizes the description length (measured in bits) of both the measurements and the model [7] . Note that the MDL estimator is a function of the second-order statistics, only when is the Gaussian distribution.
Assume the following.
1) The sources are white, complex, stationary, and ergodic Gaussian random process, with zero mean and positive definite covariance matrix.
2) The noise vector is a white, complex, stationary, and ergodic Gaussian vector process, independent of the signals, with zero mean and covariance matrix given by . 3) All the elements of the steering matrix are assumed unknown with the only restriction that is of full rank. When applying these assumptions to (3), the MDL estimator, which is referred to as the GMDL, becomes [3] GMDL (4) where GMDL and are the eigenvalues of the empirical correlation matrix , and denotes the conjugate transpose operation.
The GMDL estimator is analyzed in [10] , and it is shown to be a consistent estimator of the number of sources, i.e., the probability of error decreases to zero as the number of measurements increases to infinity. Moreover, under mild regularity conditions, like finite second moment, it is a consistent estimator of the number of sources, even if the measurements are non-Gaussian. The GMDL is further analyzed in [11] and [12] . This analysis is carried for the case of both Gaussian sources and Gaussian noise, and it uses the asymptotic distribution of the eigenvalues of the empirical correlation matrix.
Minimizing the description length is an information theoretic criterion, whereas in detection problems, minimizing the probability of error is the desired optimization criterion. Define the probability of misdetection as the probability that the estimate is less than the true number of sources, that is, , where denotes the estimate for the number of sources. The probability of false alarm is defined as the probability that the estimate is greater than the true number of sources, that is, . The probability of error is the sum of the two . The aim of any estimator for the number of sources is to minimize the probability of error.
C. Summary of the Paper's Main Results
This paper presents a novel asymptotic analysis of any information theoretic criterion for estimating the number of sources. The analysis includes simple closed-form expressions for the probability of misdetection for any information theoretic criteria-based estimator (2) . This analysis can be used even in cases of mismatches, where, for example, one uses the GMDL estimator (4), but the sources are binary phase shifting key (BPSK) signals. Moreover, a proof wherein, for every MDL-based estimator (3), the probability of misdetection approaches zero as the number of snapshots approaches infinity , is given. For the MDL estimator (3), as seen in many simulations studies [11] - [13] , misdetection is the main source of error, and therefore, the resulting analysis is practically an approximated complete performance (error) analysis of the MDL estimator.
In addition to the general analysis of the MDL estimator (3), special attention is given to three specific cases: 1) probability of misdetection of the MDL estimator of (3), when the measurements are Gaussian and some prior information about the array is utilized; 2) probability of misdetection of the GMDL estimator, when the measurements are Gaussian (note that in this case, no information about the array is utilized); 3) probability of misdetection of the GMDL estimator when the noise is normally distributed while the sources are digital signals, like BPSK. The general analysis of the MDL estimator is used to quantify the improvement of using the MDL estimator instead of the GMDL estimator. Specifically, cases 1) and 2) are compared, and the improvement in performance due to the use of prior information about the array geometry in the MDL estimator (3) instead of using the GMDL estimator is quantified.
The paper is organized as follows. Section II analyzes the performance of the MDL estimator under a very general set of conditions. Section III applies the analysis for two important cases: Gaussian sources and digital modulated sources. Section IV provides simulations that demonstrate the applicability of the theoretical analysis for a wide variety scenarios. Section V provides a discussion and some concluding remarks.
II. PERFORMANCE OF THE MDL ESTIMATOR
The performance of the GMDL estimator (4) is analyzed in [11] and [12] for Gaussian measurements. The main result of this analysis is that the random variable GMDL GMDL is normally distributed. In addition, a simple closed-form expression for the mean and the variance of the random variable GMDL GMDL are given. By approximating the probability of misdetection by the probability of the event GMDL GMDL , i.e., GMDL GMDL , this analysis provides a complete analysis of the probability of misdetection of the GMDL estimator (4), assuming Gaussian measurements.
In this section, the results of [11] and [12] are shown to be applicable to the general MDL estimator (3). It is proven that asymptotically the random variable MDL MDL is normally distributed. In addition, simple closed-form expressions for the mean and variance of this random variable are given. These results hold even when the assumed probability density function (pdf) of the measurements differs from for every and . As in [11] and [12] , by using the approximation MDL MDL , this analysis provides complete analysis of the probability of misdetection of every MDL estimator (3) . For the special case where the measurements are normally distributed and is assumed unknown, the MDL estimator (3) becomes the GMDL estimator (4), and our analysis results unite with those of [11] and [12] .
In order to state and prove the main theorem, some assumptions and definitions are required. Denote by the actual pdf of the received vector . Recall that and are the assumed pdfs of the received data given and sources, respectively. Note that introducing allows us to consider the case of statistical modeling errors, e.g., the case where the sources are assumed Gaussian, whereas, in fact, they are BPSK signals. In this case, as will be seen later, is a mixture of complex Gaussians, whereas is Gaussian. Denote by the Kullback-Leibler divergence between two pdfs and : (5) Assume that and exist for every and , respectively. In addition, assume that there exist two unique, interior points (one in and the other in denoted by and , which minimize and , respectively. That is (6) (7) Denote by and by the following matrices:
where is the expectation of with respect to . Assume that (8) and (9) . Thus, the theorem enables one to compute the asymptotic performance of the MDL estimator under mismodeling.
The asymptotic probability of misdetection is approximated by MDL MDL (12) where (10) and (11) are given in the theorem, and .
Proposition 1:
Under the conditions of Theorem 1, the probability of misdetection of any MDL estimator approaches zero as the number of snapshots goes to infinity.
Proof of Proposition 1: By using (12), proving Proposition 1 is equivalent to proving that approaches infinity as the number of snapshots goes to infinity. It is easily seen that Var Var (13) Since the hypothesis that sources exist is nested in the hypothesis that sources exist, , and thus
Var
The second term in (13) Var approaches zero as approaches infinity. Thus, and therefore, .
III. APPLICATIONS
This section demonstrates the use of Theorem 1 for obtaining new approximations for the probability of misdetection of the MDL estimator (3) in a wide variety of scenarios. The general technique is demonstrated for two important scenarios. The first is the case of Gaussian sources with structured arrays. The second is the case of digital sources where the GMDL estimator is used.
A. MDL Estimator (3) for Gaussian Sources and Structured Arrays
In this subsection, we analyze the performance of the MDL estimator (3) under the assumption of both Gaussian sources and Gaussian noise. Recall that the model for the received signal is given by (14) Assume that both the sources and the additive noise are white, independent, and zero mean complex Gaussian random processes. That is and , where is the correlation matrix of the sources. It is easy to verify that is a white, zero mean, complex Gaussian random vector, and the log likelihood of given , is , where again, is the unknown parameter vector assuming sources, and is a constant independent of . Note that the MDL estimator (3) is used to estimate the number of sources and not the GMDL estimator (4), and represents the amount of a priori knowledge. 
where is the correlation matrix of the received vector given ,
. We also used the fact that for the normally distributed measurements, is equal to Tr . Thus, by using (10) and (11) 
1) Unstructured Arrays:
The case of unstructured arrays corresponds to complete lack of knowledge about the steering matrix, that is, is completely unknown but assumed to be full rank [3] . Assuming sources and using the spectral representation theorem [3] , , where are the largest eigenvalues of and their corresponding eigenvectors, and is the unknown noise level. Thus, the unknown parameters, assuming sources, are . The ML estimate of the unknown parameters for the case of sources is given by [3] : , where are the eigenvalues of the empirical correlation matrix , and are their corresponding eigenvectors.
The MDL estimator is evaluated by plugging back the ML estimator into the likelihood function and adding the appropriate penalty function. The resulting estimator for the number of the sources is the GMDL estimator given by (4) . The value of can be obtained simply by computing the ML estimate for the case of sources, whereas is replaced by its true value . In this case, we obtain (18) Plugging back this result into (16) 
This result is also given in [11] and [12] , where the invariance principal of the maximum likelihood estimator and the asymptotic distribution of the eigenvalues of the empirical correlation matrix are used.
B. GMDL With Digital Sources
As mentioned, the GMDL estimator (4) is a consistent estimator of the number of sources, even if the sources are nonGaussian [10] . In this subsection, we evaluate its explicit performance when the sources are digital modulated sources.
Assume that each signal at each time instant is a discrete random variable taking values in some signal constellation, which is denoted by , of size . The signal vector is a discrete vector taking values in . is the discrete time baseband equivalent model, after down conversion, match filtering, and sampling at the symbol rate. The pdf of , given , is complex Gaussian, with mean and covariance matrix . The pdf of is a finite, mixed, complex Gaussian distribution. This mixture has components, each component corresponds to a different value of the signal vector, and the covariance matrix is [15] . That is (21) where is one of the possible values of the vector . is the unknown parameter vector. We assume, without loss of generality, that the signals are independent, and thus, any scaling can be absorbed in the mixing matrix , i.e., . Computing the performance of the GMDL estimator with digital signals requires a similar procedure to the one done in Section III-A1. The sole difference is that now, the expectations in (16) and (17) are done with respect to the true distribution of the received vector given by (21) and not with respect to the Gaussian distribution.
The correlation matrix of is given by . According to (6) and (7), we first have to find the closest parameter vectors to the true distribution , , and . Straightforward evaluation yields The results of (24) and (25) provide a way to assess the performance of the GMDL estimator in almost any scenario. Since almost any sources distribution can be approximated by a Gaussian mixture, a similar procedure to the one resulting in (24) and (25) can be carried out. This procedure will result in closed-form expressions for and for , similarly to (24) and (25).
IV. SIMULATIONS
This section compares the theoretical performance predicted by the proposed method for approximating the probability of misdetection, with the probability of misdetection obtained by simulations. In all the simulations, a uniform linear array of seven omni-directional elements and half-wavelength spacing is used. The sources are taken to be far-field, narrowband, zeromean, and temporally white random processes. In all the experiments, the noise is a white, zero mean, complex Gaussian random process. For each point on the various graphs, 5000 Monte Carlo runs were carried out, and the probability of misdetection was computed as the number of runs in which the estimated number of sources was smaller than the true number of sources normalized by 5000.
In the first set of simulations, the improvement in performance, due to the use of prior information about the array geometry, of the MDL estimator (3) over the GMDL estimator (4) is examined. Consider the case of two equipower Gaussian sources at bearings 5 and 10 . Assume that the MDL estimator (3) is used. In this case, the unknown parameters are the sources bearings, the sources correlation matrix, and the noise level.
snapshots are taken. The signal-to-noise ratio per element is varied between 16.5 dB and 10 dB.
as a function of the is depicted in Fig. 1 . As can be seen from the graph, when using the MDL estimator, a significant advantage of about 3 dB is gained over the GMDL estimator. Moreover, the theoretical results predict very accurately the empirical ones. Computing the MDL estimator (3) requires huge computational efforts. Each point on the graph is based on 5000 Monte Carlo trials. In each trial, the ML estimates of the sources bearings assuming 0, 1, 2, and 3 sources were obtained using multidimensional searches. The estimates were plugged into the log-likelihood function, and after proper computations, an estimate for the number of sources was obtained. By noting that computing the ML estimates of the bearings of source requires a -dimensional search, a total of 5000 single-dimensional and 10 000 multidimensional searches were required for evaluating each point on the graph. For computing the theoretical graph, the following general approach is taken. First, is evaluated with the aid of (15) . Note that computing requires one -dimensional search. The result is then plugged into (16) and (17), which results in the asymptotic mean and variance of the random variable MDL MDL . Note that this requires only very simple operations like trace and determinant. The asymptotic mean and variance are used in conjunction with (12) for obtaining the desired approximation for the probability of misdetection. The difference in the complexity of computing the empirical graph and the theoretical graph is clearly evident. The theoretical approximation may be used as a simple mean for estimating the performance of the MDL estimator, instead of using simulations. Fig. 2 depicts the same scenario, where the is held fixed at 15 dB, whereas the number of snapshots is varied between 200 to 5400. Again, it is seen that theoretical performance fits well the empirical performance of both the MDL estimator and the GMDL estimator. It is also seen that the MDL estimator has significant advantage over the GMDL estimator. The GMDL estimator needs four times more snapshots in order to perform as well as the MDL estimator.
In the next set of simulations, we examine the performance of the GMDL estimator under various sources signals distributions. Again, consider the case of two equipower sources at bearing 5 and 10 . Assume that the signal-to-noise ratio per element SNR is 10 dB. We use the GMDL estimator for estimating the number of sources. Table I describes the probability of misdetection predicted by the theoretical analysis (19) and (20) as well as (24) and (25) and the empirical probability of misdetection based on simulations as a function of the number of snapshots. We repeat this experiment for Gaussian and for BPSK, QPSK, and 16QAM source signals.
We first note that for all the cases the theoretical approximations are close to the empirical values obtained by simulations. The difference between the theoretical approximation and the empirical results is no more than 5%. Table I also shows that the GMDL estimator is very robust. Its performance is hardly affected by changes in the sources distribution from Gaussian to the digital sources. In all the experiments conducted, the probability of false alarm was very small (less than 1%), and thus, the theoretical results can be used to predict the total probability of error.
Table II describes the performance in a similar scenario, where the number of snapshots is held fixed at 900 for various SNR values. Again, it is seen that the theoretical performance fits well the empirical performance and that the performance of the GMDL estimator is hardly affected by the exact distribution of the sources.
V. DISCUSSION
The simulations of the GMDL estimator show that it is a consistent estimator for the number of sources, insensitive to their actual pdf. Its robustness stems from the fact that it only makes use of second-order statistics. Moreover, the simulations show an interesting phenomenon. Whenever the probability of misdetection is lower (higher) than 50%, the detector performs better (worse) with digital sources than Gaussian sources. In a companion paper [16] , this phenomenon is investigated thoroughly. In estimation problems, robustness means that the estimator's performance is not degraded considerably due to changes in the assumed statistical model. As can be seen from both the simulation results and the theoretical analysis, the performance of the GMDL estimator improves if some specific types of mismatch exist. This phenomena, where mismatch can cause an improvement in the detector performance, is, as far as we know, reported here for the first time.
One of the main questions that arises with any asymptotic analysis is the following: What is the minimum number of snapshots required to the analysis results to hold? The proof of Theorem 1 provides the answer for this question. The analysis results hold when the ML estimate is unbiased and is normally distributed. When these conditions do not hold, the analysis results cannot be guaranteed to predict accurately the performance of the MDL estimator. For high SNR, the probability of misdetection decreases to zero for smaller than predicted by the asymptotic analysis. This happens since the ML estimates are biased, and the bias "helps" the detection procedure to discriminate between the possible number of sources. Since this "bias" is not considered by the asymptotic analysis, the results of this analysis can be used as an upper bound for the probability of misdetection.
Although the GMDL estimator performs quite well when the sources are digital or not all the a priori information about the array is utilized, this performance is worse than that of the MDL estimator designed for the given source distribution. As can be seen in the simulations, in the case of Gaussian sources, the MDL estimator (3) exhibits a 3-dB gain over the GMDL estimator when the array geometry is properly used. In [13] , even larger performance gains are exhibit by the MDL estimator (3) designed for digital sources over the GMDL estimator. Another disadvantage in using the GMDL estimator for digital signals is related to the number of sources that can be detected. Moreover, the GMDL estimator for the number of sources can detect up to noncoherent sources. In many practical scenarios, the number of sources is much larger than the number of sensors. For example, in the IS-95 cellular system [17] , the number of sources received by an array of no more than four sensors, located at the base station, can be up to 20 different sources. In [13] , it was proven that the maximal number of digital sources of a given modulation that can be detected by the MDL designed for that digital sources is not limited to . The MDL estimator has an improved performance and capabilities over the GMDL estimator at the price of an increase in the estimator complexity. This increase might be quite high, for example, if the MDL estimator that utilizes the array geometry requires a series of multidimensional searches. Thus, if one does not require this performance improvement, or the number of sources to be detected is less than , the GMDL will usually suffice. Another interesting question that arises is whether utilizing a priori information always improves the performance of the MDL estimator. In problems associated with parameter estimation, it is well known that by reducing the number of unknown parameters, there is no degradation, and in some cases even improvement, in the performance of the estimator for the remaining unknown parameters. Although it is widely believed that this is the case in detection problem as well, no formal proof exists. In what follows, we demonstrate that for the cases of Gaussian sources by reducing the number of unknown parameters, performance improvement occurs. Consider the case of two parametric models, where one is nested in the other, i.e., . For example, such two parametric models can be found when the noise level is known in advance, and thus, does not contain the noise level as an unknown parameter, whereas one prefers to treat the noise level as unknown and, thus, to use the parametric model that contains the noise level as unknown parameter. In such cases, the asymptotic mean and variance of MDL MDL satisfy (26) where , . For the asymptotic mean, this is easily seen since (27) and thus (28) where the last term is positive since . The same can be seen for the asymptotic variance. This implies that the probability of error increases whenever a more general parameterization is used. In particular, the probability of misdetection is smaller when the model of structured array is applied instead of an unstructured array. This intuitive property is simply because a structured array model implies the use of additional a priori knowledge. [14] . The first two elements of the Taylor's expansion of the functions and , around and , respectively, can be used as an approximation for and [18] (30)
The asymptotic distribution of , is [14] (32) The exact asymptotic distribution of (34) is very complicated. This approximation can be further simplified by noting that and are Gaussian quadratic forms, as such it can be shown that to be distributed as a weighted sum of chi square random variables with one degree of freedom, that is, , respectively. Noting that the mean and variance of these quadratic forms are bounded and that as approaches infinity, the mean and variance of are unbounded, the approximation of can be further simplified by neglecting the quadratic forms. As a result, is asymptotically equal:
Since the first term is the sum of independent and identically distributed random variables, the central limit theory can be invoked, and thus, for large , is asymptotically distributed as a Gaussian random variable. Thus, the asymptotic distribution of MDL MDL is given in the following: where we used the fact that for a zero mean, complex, Gaussian, random vector with correlation matrix , the mean of the quadratic form equals Tr , and the variance of the same quadratic form is Tr .
APPENDIX C GAUSSIAN SOURCES
In this Appendix, we compute (16) and (17) 
