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Abstract
Starting with a very pedestrian point of view we compare two different at the first glance definitions
for an algebra associated to BPS states in supersymmetric fields theories. One proposed by Harvey and
Moore exploits S-matrices of BPS states as structure constants of a new algebra. Another one proposed by
Kontsevich and Soibelman gives a construction according to the structure of cohomological Hall algebras.
We show these two constructions give equivalent algebras.
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1 Introduction and discussion
A purpose of this note is to compare two BPS algebras derived as a scattering algebra of states and as a
cohomological Hall algebra.
∗e-mails: galakhov@berkeley.edu; galakhov@itep.ru
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A special class of states saturating Bogomolny-Prasad-Sommerfeld (BPS) bound has attracted an interest
of both physicists and mathematicians over recent years. For a review see [8, 15, 29, 45, 47, 6, 40]. They
represent an affordable example of a family of quantum states in theories with supersymmetries that admits
simultaneously an exact non-perturbative calculation of some corresponding quantum numbers and non-
trivial dynamics.
String theory proposes an efficient and rather universal description of BPS states in terms of D-branes
(see, for example, [55]), whose IR dynamics [16] gives rise to gauge theories admitting quiver description.
There are multiple examples (see, for instance, [14, 1, 11, 2] and references therein) in the literature imple-
menting a quiver description to derive right counting of BPS states of the corresponding initial gauge or
gravity theory.
Here we will just concentrate on a rather rich class of so called class S models [58, 19, 20]. Class S
theories are known to have a nice low energy effective behavior [50] when Higgs fields acquire vevs and the
gauge group is broken to a factor U(1)r. In this description BPS states are represented by dyonic particles
charged both electrically and magnetically. So that the charges are taking values in an integral charge lattice
Z
2r. An effective model for such particles can be given in terms of quiver N = 4 supersymmetric quantum
mechanics (SQM)[14]. Quiver SQM is just a simple dimensional reduction of N = 1 4d super-Yang-Mills
theory with a matter-field content encoded in a quiver. The choice of the corresponding quiver is dictated
by a charge lattice and Dirac-Shwinger-Zwanziger (DSZ) pairing on it, moduli dependence of the theory
descends to Fayet-Illiopolous (FI) stability parameters.
A remarkable property of BPS spectra in many models is a wall-crossing phenomenon: a theory may
have parameters – moduli, and BPS spectra are only piecewise constant as functions of the moduli breaking
the moduli space into stability chambers all having different BPS spectra. To count BPS states one usually
implements characters of Hilbert spaces of BPS states. A quite useful quantity for 4d N = 2 gauge and
gravity theories is so called protected spin character (PSC) [21], or a refined BPS index [35], defined as
Ω(y) = TrHBPSy
2J3(−y)2I3
where J3 and I3 are SU(2)J spin and SU(2)R isospin Cartan generators correspondingly, and the trace is
taken over the BPS Hilbert space. PSCs are functions of the moduli of the theory and they are piecwise
constant due to wall-crossing phenomena.
In the literature [18] there is a construction of a map from the class S theory with moduli near a marginal
stability wall to the corresponding effective quiver description of BPS states in this theory. As well one may
use localization techniques [42, 43, 13] to calculate corresponding PSCs in this effective quiver SQM.
Supersymmetric theories are, in general, a nice source of various algebraic constructions. A natural choice
here is to consider a subalgebra of operators mapping BPS states to BPS states. Since the BPS Hilbert
spaces are naturally graded by charge lattice vectors and the graded subspaces are usually finite dimensional
there is a good hope that the corresponding algebra turns out to be finitely or at least countably generated.
There are various examples of algebras constructed in this way even including non-local operators, see for
example [41, 28, 7, 3]. Non-local operators are allowed to change numbers of BPS particles and perform
maps between Hilbert spaces with different gradings. Eventually, one may consider the BPS Hilbert space
as an algebra itself with a multiplication:
m : HBPS ⊗HBPS → HBPS
We will compare two approaches to constructing such an algebra for N = 4 quiver SQM: a physical one
proposed by Harvey and Moore in [26] and a mathematical one proposed by Kontsevich and Soibelman in
[30]. The physical approach dictates one to consider two-to-one scattering processes of BPS states and use
corresponding S-matrices as structure constants of the new algebra. In the mathematical approach authors
relate the Hilbert space of BPS states to equivariant cohomologies of quiver representations then construct
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a cohomological Hall1 algebra (CoHA) [30] (see [46] for the most recent systematic review of the subject)
as a natural map beteen corresponding cohomological spaces.
We will use approach of [57] to localize the theory to the Coulomb branch following [35, 36, 34, 13],
further we localize it to the fixed points of the spin J3-generators. Localized states are represented by bound
molecules of dyons, where elementary dyons are confined on the third axis in R3. The wave function will
split into an spin-invariant part and an anti-holomorphic part. The anti-holomorphic part is represented by
a modified version of Hall2 wave functions [32]: multi-particle states occupying Landau levels in an external
magnetic field with certain permutation symmetry.
We will construct Hilbert spaces of framed BPS states and consider their scattereing. We will show
that the corresponding scattering algebra of Hall states coincides with the cohmological Hall algebra. Wall
crossing formulæ [29, 21] describing transitions of BPS spectra across the walls of marginal stability and
combinatorial formulas for PSCs [34] follow automatically.
As we have mentioned a quiver supersymmetric quantum mechanics description of BPS states is origi-
nating from certain Calabi-Yau compactifications of type II string theory [14] where BPS states take form
of wrapped D-branes. A similar description has a quite wide range of applications including class S the-
ories, 5d theories and others [46]. It would be natural to expect an existence of a similar descriptions for
corresponding BPS algebras and, ideally, an explicit physically motivated construction for BPS algebras
corresponding to generic shuffle algebras [17].
Hall algebras have a natural structure of bi-algebras [51]. Considering an algebra as a module over
itself one could identify multiplication and co-multiplication by a reference state of certain charge as rais-
ing/lowering operators of a chiral algebra [41, 28, 7, 3]. Relations inside this algebra lead to relations on a
partition function counting BPS states maybe with some weights. Since usually these relations take a form
of differential, more generally difference, equations, this leads to a spectral problem and spectral curves.
Eventually, one might expect to construct a map inverse to [18]: to a given quiver one would be able to
associate some “minimal” spectral cover description of the BPS states.
Despite we manage to show two definitions of BPS algebra in chosen series of models are equivalent we
do not discuss a conceptual sourse of this equivalence. The construction implementing scattering of two
BPS states proposes as a result in the product a new entangled state of two initial asymptotic states (for a
recent review of entanglement in theories with an enhanced set of symmetries like TQFTs see [37]). On the
other hand the structure of the Hall algebra requires an implementation of extensions [51, 52]3. A natural
second step in this reasoning would be to try to clarify physically this relation between entanglement and
extensions at least in the used family of models.
We leave a deeper analysis and conceptual understanding of these problems to future work.
This note is composed as follows. In Section 2 we review some basics of quiver supersymmetric quantum
mechanics proposed in [14] as a machinery for an effective description of BPS states. In Section 3 we do
all the preliminary work to construct localized wave functions of the ground states. The heart of this note
is an explicit wave function form (3.50) for the Hall state. Eventually, we derive anti-holomorphic wave
functions and reproduce the Manschot-Pioline-Sen formula for the refined index [36]. Finally, in Section 4
we consider scattering of framed BPS states and derive the corresponding scattering algebra. In Appendix
A some examples demonstrating the use of discussed techniques are collected.
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2 Quiver quantum mechanics
In this section we will review briefly a setting of N = 4 quiver supersymmetric quantum mechanics. For an
indepth description the reader is referred to [14, 42]. One associates a quiver quantum mechanics Lagrangian
to quiver data. Quiver data (Q, ~n, ~θ) contain three ingredients. The first ingredient Q is a quiver – an
oriented graph. We will denote the set of vertices of a given quiver as V and the set of arrows as A. The
second ingredient ~n = {nv}v∈V is a dimension vector of non-negative integers nv defining dimensions of
complex vector spaces associated to quiver vertices. Finally, ~θ = {θv}v∈V is a vector of real valued stability
parameters. A quiver representation is defined as a quotient:⊗
(a:v→w)∈A
Hom(Cnv ,Cnw)
/∏
v∈V
GL(nv,C)
The Lagrangian of N = 4 supersymmetric quiver quantum mechanics is constructed as a dimensional
reduction of N = 1 4d super Yang-Mills theory where the field-matter content is encoded by the quiver
data (Q, ~γ, ~θ). A vertex v ∈ V defines vector multiplet (Av ,Xiv, λα,v ,Dv) corresponding to the gauge action
of U(nv). An arrow a : v → w defines a chiral multiplet (qa, ψα,a, Fa) bi-fundamental in U(nv) × U(nw).
Stability parameters θv define FI terms associated with each group factor U(nv). So the Lagrangian is just
a sum of elementary Lagrangians associated to vertices and arrows:
L =
∑
v∈V
Lv +
∑
a∈A
La (2.1)
The gauge symmetry of this Lagrangian is described by a group:
G =
∏
v∈V
U(nv) (2.2)
The vertex Lagrangian reads [42]:4
Lv = Tr
[
1
2
(D0Xiv)2 +
1
4
[
Xiv,X
j
v
]2 − iλ¯vσ¯0D0λv + λ¯vσ¯i [Xiv, λv]+ 12D2v − θvDv
]
(2.3)
The covariant derivative in this case is defined as
D0Xv = ∂0Xv + i [Av,Xv] (2.4)
This Lagrangian is invariant up to total derivatives under the following SUSY transformations:
δAv = −iξσ0λ¯v + iλvσ0ξ¯
δXiv = iξσ
iλ¯v − iλvσiξ¯
δλv = iξDv + 2σ
0iξD0Xiv + iσijξ
[
Xiv,X
j
v
]
δDv = −ξσ0D0λ¯v − iξσi
[
Xiv, λ¯v
]−D0λvσ0ξ¯ − i [Xiv, λv]σiξ¯
(2.5)
4Here and in what follows we use conventions for fermion notations from [56].
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The arrow Lagrangian reads:
L(a:v→w) = Tr
[|D0qa|2 − |Xiwqa − qaXiv|2 − iψ¯aσ¯0D0ψa + ψ¯aσ¯i (Xiwψa − ψaXiv)+ |Fa|2+
+i
√
2
(
(q¯aλw − λv q¯a)ψa − ψ¯a(λ¯wqa − qaλ¯v)
)
+ q¯a(Dwqa − qaDv)
] (2.6)
The covariant derivative in this case correspodns to the following expression:
D0qa = ∂0qa + i(Awqa − qaAv) (2.7)
And SUSY transformations of the fields are:
δqa =
√
2ξψa
δψa = i
√
2
(
σ0ξ¯D0qa + iσiξ¯(Xiwqa − qaXiv)
)
+
√
2ξFa
δFa = i
√
2
(
ξ¯σ¯0D0ψa + iξ¯σ¯i(Xiwψa − ψaXiv)
)
+ 2iξ¯(λ¯wqa − qaλ¯v)
(2.8)
We will follow standard procedures allowing one to define the corresponding Hamiltonian and a Hilbert
space of ground states. At the first step we should define momenta:
Πi = D0X†i , πa = D0q¯a, πa = D0qa (2.9)
Operators satisfy canonical commutation relations:
[(Xi)
a
b , (Πj)
c
d] = iδijδ
a
dδ
c
b ,
[
qcd, π
e
f
]
= iδabδ
c
f δ
e
d,
[
q¯cd, π¯
e
f
]
= iδabδ
c
f δ
e
d{
(λ¯α˙)
a
b , (λα)
c
d
}
= −σ0αα˙δadδcb ,
{
(ψ¯α˙)
a
b , (ψα)
c
d
}
= −σ0αα˙δadδcb
(2.10)
Having those we define supercharges as generators of the SUSY transforms according to the canonical
rule:
δO = i [ξQ+ ξ¯Q¯,O]
Supercharges read:
Q(v)α = Tr
[
−i(σ0λ¯v)αDv − (σiλ¯v)α
(
Πi +
1
2
ǫijk
[
Xjv ,X
k
v
])]
Q¯
(v)
α˙ = Tr
[
i(λσ0)α˙Dv − (λvσi)α˙
(
Πi − 1
2
ǫijk
[
Xjv ,X
k
v
])]
Q(a:v→w)α = i
√
2Tr
[
ψaαπa − 2i(q¯aXiw −Xiv q¯a)(σi0ψ)α
]
Q¯
(a:v→w)
α˙ = −i
√
2Tr
[
ψ¯aα˙π¯a + 2i(ψ¯aσ¯
0i)α˙(X
i
wqa − qaXiv)
]
Qα =
∑
v∈V
Q(v)α +
∑
a∈A
Q(a)α , Q¯α˙ =
∑
v∈V
Q¯
(v)
α˙ +
∑
a∈A
Q¯
(a)
α˙
(2.11)
Fields Av, Dv and Fa are non-dynamical, they do not have associated momentum operators. Instead
they produce additional conditions imposed on the Hilbert space. Fields Av produce a gauge invariance
condition for the wave functions, while Dv acquire expectation values:
Dv = θv +
∑
a:v→•
q¯aqa −
∑
a:•→v
qaq¯a (2.12)
In this note we restrict ourselves to quivers without superpotential, so Fa = 0.
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These supecharges form the following N = 4 1d superalgebra:{
Qα, Q¯α˙
}
= −2σ0αα˙H− 2iσµαα˙
∑
v∈V
gv(Xv,µ)
{Qα, Qβ} =
{
Q¯α˙, Q¯β˙
}
= 0
(2.13)
where H is the Hamiltonian and gv(ϕ) is a gauge transform generator corresponding to an algebra element
ϕ ∈ u(nv), and we have used a 4d vector Xv,µ = (Av,X1v ,X2v ,X3v ).
In addition to supersymmetries the quiver quantum mechanics action is invariant under spin SU(2)J
and phase U(1)R rotations. The corresponding charges are presented in the following table [42]:
A Xi λα D q ψα F
SU(2)J 1 3 2 1 1 2 1
U(1)R 0 0 1/2 0 r r − 1/2 r − 1
(2.14)
Supercharges commute with the angular momentum operator in the following way:
[Jk, Qα] = (σ
k0)α
βQβ,
[
Jk, Q¯α˙
]
= Q¯
β˙
(σ¯k0)β˙ α˙ (2.15)
in particular:
[J3, Q1] = −1
2
Q1, [J3, Q2] =
1
2
Q2,
[
J3, Q¯1˙
]
=
1
2
Q¯1˙,
[
J3, Q¯2˙
]
= −1
2
Q¯2˙
and with R-charge in the following way:
[R,Qα] =
1
2
Qα,
[
R, Q¯α˙
]
= −1
2
Q¯α˙ (2.16)
Obviously, the angular momentum operator commutes with the Hamiltonian. So we may define a
protected spin character as a weighted Witten index:
Ω(y) := Tr(−1)F y2J3 (2.17)
Here H0 is a null-space of the Hamiltonian.
To calculate the protected spin character we will tend to a description of [35], where composed BPS
states are represeted by “molecules” of interacting elementary dyons. Further configuration spaces of these
molecules are localized to J3-invariant fixed points. We will clarify this prescription in what follows. Now
let us say that a more rigorous approach of [42] suggests that one should choose either of Hamiltonian
representations: H = 12{Q1, Q¯1˙} or H = 12{Q2, Q¯2˙} and calculate either of manifest indices:
Ω+ = Tr(−1)F eβ 12{Q1,Q¯1˙}yJ3+R, Ω− = Tr(−1)F eβ 12{Q2,Q¯2˙}yJ3−R (2.18)
Fortunately, due to the no exotics theorem [9] the resulting BPS states are R-singlets. So without loss of
generality we could choose either of supercharges to define a differential on the field space. Eventually, we
will choose Q1.
3 Hilbert space of ground states in quiver quantum mechanics
3.1 Preliminaries
There are various approaches to use a localization in a theory with supersymmetry (see [44] for the most
recent reviews of localization techniques). We will follow an authentic approach of [57] allowing one to
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calculate an approximate Hilbert space of ground states. The particle is moving in a manifold X endowed
with an action of Lie group G. In this setup a supercharge has a form of a conjugated equivariant Cartan
differential:
Q = e
−∑
i
hi
(d+ ιv)e
∑
i
hi
(3.1)
where hi are G-invariant height functions. Then one considers a family of supercharges with rescaled height
function and the Killing vector field:
Q~s = e
−∑
i
sihi
(d+ ιs0v)e
∑
i
sihi
(3.2)
Restricted to a G-invariant Hilbert space the Hamiltonian is just a Laplacian:
H~s = 1
2
(
Q~sQ†~s +Q†~sQ~s
)
(3.3)
following [57] one expects the ground states to be in one-to-one correspondence with the G-equivariant
cohmologies of X, therefore the ground Hilbert space is independent of ~s. The corresponding potential term
in the Hamiltonian behaves as ∑
i
s2i (
~∇hi)2 + s20~v2
So the localization paradigm proposes to scale ~s to infinity where the wave functions are approximated
to the first order by oscillatory modes around G-fixed critical points of hi.
To use this technique in our case let us change coordinates:
Z = X1 + iX2, Z¯ = X1 − iX2, Πz = 1
2
(Π1 − iΠ2), Πz¯ = 1
2
(Π1 + iΠ2) (3.4)
Then supercharges can be rewritten in a much simpler form:
Q1 = e
h1+h2

∑
v∈V
Tr
(
−λ¯1˙vΠ3v − 2λ¯2˙vΠzv
)
+ i
√
2
∑
(a:v→w)∈A
Tr
(
ψa1πa + 2i(q¯aZ¯w − Z¯v q¯a)ψa2
) e−h1−h2
Q2 = e
−h1+h2

∑
v∈V
Tr
(
λ¯2˙vΠ
3
v − 2λ¯1˙vΠz¯v
)
+ i
√
2
∑
(a:v→w)∈A
Tr
(
ψa2πa + 2i
√
2(q¯aZw − Zv q¯a)ψa1
) eh1−h2
Q¯1˙ = e
−h1−h2

∑
v∈V
Tr
(−λ1vΠ3v − 2λ2vΠz¯v)− i√2 ∑
(a:v→w)∈A
Tr
(
ψ¯a1˙π¯a − 2iψ¯a2˙(Zwqa − qaZv)
) eh1+h2
Q¯2˙ = e
h1−h2

∑
v∈V
Tr
(
λ2vΠ
3
v − 2λ1vΠzv
)− i√2 ∑
(a:v→w)∈A
Tr
(
ψ¯a2˙π¯a − 2iψ¯a1˙(Z¯wqa − qaZ¯v)
) e−h1+h2
(3.5)
where
h1 =
∑
v∈V
TrX3v
(
θv +
∑
a:v→•
q¯aqa −
∑
a:•→v
qaq¯a
)
h2 =
1
2
∑
v∈V
TrX3v
[
Zv, Z¯v
] (3.6)
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Rewritten in this way the supercharges have explicitly the form of differential (3.2). Without loss of
generality we could choose Q1 and Q¯1˙ as Q and Q†:
Q = es1h1+s2h2
(∑
v∈V
Tr
(
−λ¯1˙vΠ3v − 2λ¯2˙vΠzv
)
+
+i
√
2
∑
(a:v→w)∈A
Tr
(
ψa1πa + 2is3(q¯aZ¯w − Z¯vq¯a)ψa2
) e−s1h1−s2h2
Q† = e−s1h1−s2h2
(∑
v∈V
Tr
(−λ1vΠ3v − 2λ2vΠz¯v)−
−i
√
2
∑
(a:v→w)∈A
Tr
(
ψ¯a˙1π¯a − 2is3ψ¯a˙2(Zwqa − qaZv)
) es1h1+s2h2
(3.7)
Then the corresponding family of Laplacians reads:
∆s =
1
2
{
Q,Q†
}
=
=
∑
v∈V
Tr

12(Πvi )2 − s
2
2
4
[
Xiv,X
j
v
]2 − s2λ¯vσ¯i [Xiv, λv]+ s212
(
θv +
∑
a:v→•
q¯aqa −
∑
a:•→v
qaq¯a
)2
+
+
∑
(a:v→w)∈A
Tr
{
π¯aπa + s
2
1|X3wqa − qaX3v |2 + s23|Zwqa − qaZv|2−
−ψ¯a(s3σ¯1, s3σ¯2, s1σ¯3) ·
(
~Xwψa − ψa ~Xv
)
− i
√
2s1
(
(q¯aλ
1
w − λ1v q¯a)ψa1 − ψ¯a1˙(λ¯1˙wqa − qaλ¯1˙v)
)
−
−i
√
2s3
(
(q¯aλ
2
w − λ2v q¯a)ψa2 − ψ¯a2˙(λ¯2˙wqa − qaλ¯2˙v)
)}
(3.8)
Eventually one can introduce three types of moment maps labeling various critical points of hi:
µ
(1)
v,ij =
[
Xiv ,X
j
v
]
,
µ(2)v = θv +
∑
a:v→•
q¯aqa −
∑
a:•→v
qaq¯a
µ
(3)
a,i = X
i
wqa − qaXiv
(3.9)
Then the set of G-fixed critical points is given by the standard quotient construction:
M =
(⋂
I
µ−1I (0)
)
/G (3.10)
It is easy to find corresponding U(1)J3+R-charges of corresponding fields just from a requirement that
supercharge Q1 (3.5) remains invariant:
z¯ z λ¯1˙ λ1 ψ2 ψ¯2˙
−1 1 1 −1 1 −1 (3.11)
Other charges are zero.
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3.2 Localization on the Coulomb branch
The localization on the Coulomb branch supports a multi-centered molecular picture we are aiming for, and
it is defined by a particular regime of scaling parameters ~s. We assume s3 = s1 and also we expect that
vector multiplet fields Xiv may acquire expectation values. The expectation values acquired by fields should
lie in the quotient locus M (see (3.10)). Condition µ(3)a,i = 0 in (3.9) implies that in this case fields qa can
not acquire any expectation value, however the latter contradicts condition µ
(2)
v = 0 unless we also rescale
θv as θv/s1. This overall uniform re-scaling of FI parameters does not cause wall-crossing.
3.2.1 Vertex contribution
First of all we tend parameter s2 to infinity, this forces fields to localize on the locus
(
µ
(1)
v,ij
)−1
(0). On this
locus expectation values of Xi commute. Using the gauge transform U(nv) in each quiver vertex v we can
rotate all Xiv to diagonal matrices. So we expand the fields as
Xiv = Xˆ
i
v +
1√
s2
X˜iv
↑ ↑
diagonal off − diagonal
(3.12)
For simplicity let us first consider the case when we have a quiver with a single node v with nv = 2 so that
all Xiv are two-by-two matrices. It turns out that the resulting Hamiltonian depends only on differences of
diagonal values of Xiv. So we choose the following parameterization:
Xiv =
(
xi
1√
s2
wi
1√
s2
w¯i 0
)
(3.13)
And for off-diagonal part of the fermion matrix we use the following noations:
λ =
(
0 χ
ρ 0
)
(3.14)
A leading part of the Hamiltonian for field wi reads:
H = s2
[
−
∑
i
∂wi∂w¯i +
∑
i
|ǫijkwjxk|2 − χ¯σ¯ixiχ+ ρ¯σ¯ixiρ
]
+O
(
s
1
2
2
)
(3.15)
It is natural to choose new coordinates:
ui = ǫijkwjxk
These coordinates are redundant: they satisfy a linear relation wiui = 0. So we introduce the fourth
coordinate:
u4 =
∑
i
wixi
Eventually we choose a new orthonormal basis:
v1 =
x2u1 − x1u2√
x21 + x
2
2|~x|
, v2 =
u3√
x21 + x
2
2
, v3 =
u4
|~x|
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In these coordinates the first order Hamiltonian reads:
H = −
3∑
i=1
∂v¯i∂vi + |~x|2
2∑
i=1
|vi|2 − χ¯σ¯ixiχ+ ρ¯σ¯ixiρ (3.16)
Notice a degree of freedom denoted by v3 does not have a potential term. This happens because v3 is a flat
gauge direction. We can rewrite the bosonic part of gauge rotation generators as
g(ϕ) = Tr
[
ϕ,Xi
]
Πi =
√
s2
2
[Tr (ϕ(σ1 + iσ2)) |~x|∂v3 +Tr (ϕ(σ1 − iσ2)) |~x|∂v¯3 ] +O
(
s
− 1
2
2
)
(3.17)
The resulting G-invariant wave function is independent of v3, therefore we do not require it to be L
2-
integrable, rather it should L2-integrable with the measure d2v1d
2v2, and a direction associated to v3 we
assume to be a compact coordinate direction in the gauge group. To define the wave function one should
define first fermion vacuum |0〉. We define it in such a way that it is annihilated by all bar-less operators:
χα|0〉 = ρα|0〉 = 0
Under these conditions it is not complicated to calculate the ground state of Hamiltonian (3.16):
Ψ = Ce−|~x|
−1|ǫijkwjxk|2 (z¯χ¯1˙ − (x3 − |~x|)χ¯2˙) (z¯ρ¯1˙ − (x3 + |~x|)ρ¯2˙) |0〉 (3.18)
where C is some normalization constant. The first order Hamiltonian did not have a kinetic term for fields
xi. So we may multiply this state by any wave function ψ(~x) or take C to be ~x-dependent. Eventually this is
some common ~x-dependent multiplier of Ψ. We will give a prescription to distinguish ψ and C momentarily,
now let us define the second order condition to fix their values. The composite wave function |ψΨ〉 belongs
to a null-space of the Hamiltonian and of the supercharges. Thus we have conditions:
〈ψ′Ψ|Qα|ψΨ〉 = 〈ψ′|Qeffα |ψ〉 = 0, 〈ψ′Ψ|Qα|ψΨ〉 = 〈ψ′|Q¯effα˙ |ψ〉 = 0 (3.19)
So the ground state wave function ψ is annihilated by effective supercharges:
Qeffα = 〈Ψ|Qα|Ψ〉 = i(σkλ¯)α (∂xk +Bk) (3.20)
Q¯effα˙ = 〈Ψ|Q¯α˙|Ψ〉 = i(λσk)α (∂xk −Bk) (3.21)
where for an effective Berry connection we have:
Bk =
〈Ψ|∂xk |Ψ〉
〈Ψ|Ψ〉 (3.22)
Notice that a choice of another normalization C ′ induces a gauge transform of the Berry connection:
Bk → Bk + ∂xk logC ′ − ∂xk logC (3.23)
So by choosing the normalization C in wave function (3.18) we will fix the gauge of the Berry connection.
It turns out in this case the Berry connection is gauge equivalent to a trivial connection so we choose C in
such a way that Bk = 0, thus we have C = |~x|−2z¯−1, where z = x1 + ix2. Eventually, we define a vertex
wave function corresponding to a pair of diagonal expectation values ~xv,i and ~xv,j for the vector multiplet
in vertex v as
Vv,ij =
1
|~xv,i − ~xv,j |2(z¯v,i − z¯v,j)exp
[−|~xv,i − ~xv,j|−1|~w × (~xv,i − ~xv,j)|−1)|2]×
×
(
(z¯v,i − z¯v,j) χ¯v,ij,1˙ −
(
(x3v,i − x3v,j)− |~xv,i − ~xv,j|
)
χ¯v,ij,2˙
)
×
×
(
(z¯v,i − z¯v,j) ρ¯v,ij,1˙ −
(
(x3v,i − x3v,j) + |~xv,i − ~xv,j |
)
ρ¯v,ij,2˙
)
|0〉
(3.24)
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Such wave function is a basic building block of the vertex contribution to a generic wave function.
We will need properties of this function with respect to the action of the generator J3 +R to calculate
PSCs (2.18) in what follows. The wave function is decomposable in a J3 + R-invariant part and a anti-
holomorphic part:
Vv,ij = Vv,ij,(J3+R)−invVv,ij,holo, Vv,ij,holo = (z¯v,i − z¯v,j)−1 (3.25)
Also it is important to notice that the large gauge transform in the node v permutes zv,i and zv,j and
simultaneously transforms fermions:
χij 7→ ρji, ρij 7→ χji (3.26)
Obviously, Vv,ij,(J3+R)−inv is an invariant of large gauge transformations.
3.2.2 Arrow contribution
In a similar way we construct an arrow contribution. Again to produce a building block wave function it is
enough to consider a simplest non-trivial quiver with an arrow:
1 1
Here numbers in nodes denote the dimension vector. The arrow Lagrangian depends only on the difference
vector ~xw − ~xv, so for brevity in this subsection we will use the following notation ~x := ~xw − ~xv. And we
have just a single field q. Since in this phase field q does not acquire an expectation value we decompose it
around q = 0 critical point redefining q → q/√s1. The first order supercharges read:
Qα = i
√
2s1
(
ψαπ − 2iq¯xi(σi0ψ)α
)
+O(s01)
Q¯α˙ = −i
√
2s1
(
ψ¯α˙π¯ + 2i(ψ¯σ¯
0i)α˙x
iq
)
+O(s01)
H = s1
(−∂q¯∂q + |~x|2|q|2 − ψ¯σ¯ixiψ) +O(s01)
(3.27)
The ground state wave function annihilated by these supercharges reads:
Ψ = Ce−|~x||q|
2 (
z¯ψ¯1˙ − (x3 − |~x|)ψ¯2˙
) |0〉 (3.28)
This state labels an element of equivariant cohomology of the quiver representation (compare to [14]).
Suppose x3 = 0 then we could choose Q1 as an equivariant Dolbeault ∂-operator [12, 33]. One should just
identify fermions and forms:
ψ1  dq, ψ2  
∂
∂dq¯
, ψ¯1˙  
∂
∂dq
, ψ¯2˙  dq¯,
so that
Q1 = ∂q + ιξ¯, (3.29)
where ξ is a vector field generated by equivariant rotation of q with parameter z¯. To map state (3.28) to a
form we should choose another fermion vacuum |0˜〉, such that it is annihilated by ι
|0˜〉 := ψ¯1˙|0〉
In this case we have:
Ψ = Ce−|z||q|
2
(z¯ + |z|dq ∧ dq¯) = C z¯ e |z|z {Q1,iqdq¯} ∼ z¯ (3.30)
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So this wave function is just homotopic to a Thom representative of the corresponding Euler class [12,
chapter 10].
Again we can choose a proper normalization C for wave function (3.28) by fixing the Berry connection
in the effective supercharges:
Qeffα = 〈Ψ|Qα|Ψ〉 = i(σkλ¯)α (∂xk +Bk) + λαD (3.31)
Q¯effα˙ = 〈Ψ|Q¯α˙|Ψ〉 = i(λσk)α (∂xk −Bk) + λ¯α˙D (3.32)
Here we are able to produce a non-trivial D-term, since there is an expectation value
〈|q|2〉 = 1|~x| (3.33)
And for the Berry connection we have:
~∇× ~B = i
2
∇ 1|~x| (3.34)
The Berry connection correpsonds to a vector potential produced by a monopole. We choose such normal-
izations that in a northern(+)/southern(-) hemisphere it is given by a canonical expressions:
~B± = − i
2
(
±1− x3|~x|
)
1
x21 + x
2
2

 −x2x1
0

 (3.35)
The corresponding normalizations differ depending on whether we require the vector potentials to be regular
in either northern or southern hemisphere:
C+ = |~x| 12 (|~x|+ x3)−
1
2 , C− = |~x| 12 (|~x|+ x3)−
1
2
(z
z¯
) 1
2
(3.36)
Eventually we define a generic building block for arrow contribution:
Aa:(v,i)→(w,j) =
(
|~xw,j − ~xv,i|
|~xw,j − ~xv,i|+ (x3w,j − x3v,i)
) 1
2 (zw,j − zv,i
z¯w,j − z¯v,i
) 1
2
Θ(x3v,i−x3w,j)
×
×e−|~xv,i−~xw,j ||qa,ij|2
[
(z¯w,j − z¯v,i) ψ¯1˙,a,ij −
(
(x3w,j − x3v,i)− |~xw,j − ~xv,i|
)
ψ¯2˙,a,ij
]
|0〉
(3.37)
where Θ is the Heaviside step-function.
We will need again properties of this function with respect to the action of the generator J3 + R to
calculate PSCs (2.18) in what follows. The wave function is decomposable in a J3 +R-invariant part and a
anti-holomorphic part:
Aa,ij = Aa,ij,(J3+R)−invAa,ij,holo, Aa,ij,holo = (z¯w,j − z¯v,i)Θ(x
3
w,j−x3v,i) (3.38)
In this case the anti-holomorphic part corresponds to just the Euler character mentioned before.
3.2.3 Effective molecular description
Summarizing the preparations performed in the previous subsections we construct an approximate wave
function in the following form:
Ψ
[
Q, ~n, ~θ
]
= ψmol

 ∏
v∈V(Q)
nv∏
i,j=1
i<j
Vv,ij



 ∏
(a:v→w)∈A(Q)
nv∏
i=1
nw∏
j=1
Aa,ij

 (3.39)
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Where the molecular part ψmol of the wave function is annihilated by effective supercharges corresponding
to a system of mutually interacting dyons (see [14] for comparison):
Qα =
∑
v∈V
nv∑
i=1
[
−i(σ0λ¯v,i)αDv,i − (~σλ¯v,i)α
(
−i~∇v,i − ~Av,i
)]
Q¯α˙ =
∑
v∈V
nv∑
i=1
[
i(λv,iσ
0)αDv,i − (λv,i~σ)α
(
−i~∇v,i − ~Av,i
)] (3.40)
Effective D-terms define a collection of relations corresponding to Denef equations:
Dv,i = θv +
∑
w∈V


∑
a:v→w
nw∑
j=1
1
|~xv,i − ~xw,j| −
∑
a:w→v
nw∑
j=1
1
|~xv,i − ~xw,j|

 (3.41)
And the vector potential ~Aα is one corresponding to the dyonic interaction and satisfying:
~∇αDβ = ~∇βDα = 1
2
(
~∇α × ~Aβ + ~∇β × ~Aα
)
(3.42)
This system describes a collection of elementary structureless dyons [14]. To each quiver vertex v one
associates nv dyons of the same charge vector γv taking values in an integral charge lattice Γ. Now the
quiver data my be encoded in a choice of an antisymmetric lattice DSZ pairing product 〈·, ·〉 satisfying a
condition:
〈γv, γw〉 = #(a : v → w)−#(a : w → v), (3.43)
where we are counting arrows flowing between corresponding quiver nodes. Then fields ~xv,i parameterize
dyon locations in R3.
To calculate PSC (2.18) we need to insert the corresponding Wilson loop. Insertion of a Wilson loop for
J3 +R is analogous to turning on an Ω-background like in [42], or a constant magnetic field parameterized
by field strength η > 0 directed along the third axis in R3. We will mimic this insertion by modifying
derivatives:5
∂z → ∂z + ηz¯, ∂z¯ → ∂z¯ − ηz
We follow approach of [35] and localize the states on fixed points of the J3 + R-generator: to the third
axis in R3. During localization vector fields ~xv,i develop vevs along the third axis we will denote as x
∗
v,i.
These values satisfy Denef equations:
θv +
∑
w∈V


∑
a:v→w
nw∑
j=1
1
|x∗v,i − x∗w,j|
−
∑
a:w→v
nw∑
j=1
1
|x∗v,i − x∗w,j|

 = 0 (3.44)
An expansion of the supercharges around this critical point reads:
Q1 = i
∑
v,i
λ¯1˙v,i

∂x3v,i −∑
w,j
sign(x∗v,i − x∗w,j)
( ∑
a:v→w
x3v,i − x3w,j
|x∗v,i − x∗w,j|2
−
∑
a:w→v
x3v,i − x3w,j
|x∗v,i − x∗w,j|2
)+
+i
∑
v,i
λ¯2˙v,i

2∂zv,i + 2ηz¯v,i − 12
∑
w,j
sign(x∗v,i − x∗w,j)
( ∑
a:v→w
z¯v,i − z¯w,j
|x∗v,i − x∗w,j|2
−
∑
a:w→v
z¯v,i − z¯w,j
|x∗v,i − x∗w,j|2
)

(3.45)
5The same deformation can be mimiced by turning on Ωη-background or by modifying the height function h1 → h1+ηTrZZ¯.
This deformation affects the vertex contribution (3.24) as well, however it is of order η so we neglect it in what follows.
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The last term in the second bracket mimics the contribution of the mutual electro-magnetic field. Dyon
electro-magnetic field is of a point-like source, so near sphere poles it is directed along the third axis and has
a magnitude ∼ 1/r2. This field acts as an additional correction to the constant field η we have introduced.
A problem of counting Hamiltonian eigen states in a plane with a turned on magnetic field perpendicular
to this plane has a text book solution in terms of Landau levels (LL) [31]. When θv go to zero the state
approaches a border of a stability region. The bound dyon molecules acquire gigantic physical sizes [22].
The mutual electro-magnetic interaction becomes negligible in comparison to external field η. Therefore
finally we get a molecular wave function in (3.39) approximated by Hall states:
ψmol = ψ(x
3
v,i)
∏
v∈V
nv∏
i=1
z¯
ℓv,i
v,i e
−ηzv,iz¯v,i |0〉 (3.46)
Here LLs are parameterized by ℓv,i ∈ Z≥0.
This wave function is again decomposable in a J3+R-invariant part and an anti-holomorphic part given
by a Hall state:
ψmol = ψ(J3+R)−invψholo, ψholo =
∏
v∈V
nv∏
i=1
z¯
ℓv,i
v,i (3.47)
ψ(J3+R)−inv is definitely not an L
2-integrable function. This function should be invariant under overall
translations of the center of mass of the dyon system along the third axis, so the potential has flat directions.
In principle, for non-primitive dimensional vectors one expects contributions of multi-dimensional states, so
the quiver representation moduli space becomes singular with branches of various dimensions. However it is
invariant under J3 +R-symmetry and it does not contribute the index except a rather subtle fermion sign.
As it was noticed in [35, 36] Denef equations (3.44) describe critical points of a height function:
W =
∑
v∈V
θv
nv∑
i=1
xv,i +
∑
(a:v→w)∈A
nv∑
i=1
nw∑
j=1
sign (xv,i − xw,j) log|xv,i − xw,j| (3.48)
The corresponding wave function ψ(x3v,i) is given by a co-chain in a Morse complex [57] generated by
critical points of height functionW we have denoted as x∗. The corresponding Morse co-chain we will denote
as
Λ(x∗) =
∧
α
dxΘ(−ωα)α ,
where ωα are eigen values of the Hessian ∂xv,i∂xw,jW |x∗ and xα are corresponding eigen vectors.
3.3 Explicit wave functions
As we have seen so far a generic ground state wave function can be decomposed as
Ψmol = Ψ(J3+R)−invΨholo (3.49)
The invariant part does not contribute to the counting of PSCs. This wave function and critical points
(3.44) has a natural action of the symmetric group
∏
v
Snv acting in nodes. This action corresponds to large
gauge G-transformations. So physical wave functions correspond to symmetrizations of found localized wave
functions. When counting the BPS index one may think of it as an equivariant sum with respect to the
action of this symmetric group that reduces to a sum over fixed points.6 In fixed points Ψ(J3+R)−inv part
6We will comment more on this in what follows.
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does not contribute to the index only Ψholo does. Therefore for a construction of PSCs it is enough to
consider only a contribution of F - and (J3 +R)-non-invariant part: the anti-holomorphic part that is given
by symmetrization:
H0,holo
(
Q, ~n, ~θ
)
=
⊕
x∗; ℓv,i≥0
CSym∏
v
Snv
Λ(x∗)

∏
v∈V


nv∏
i=1
z¯
ℓv,i
v,i
nv∏
i,j=1
i<j
(z¯v,i − z¯v,j)−1



×
×

 ∏
(a:v→w)∈A
nv∏
i=1
nw∏
j=1
(z¯w,j − z¯v,i)Θ(x∗w,j−x∗v,i)


(3.50)
Where the sum runs over solutions to Denef equations (3.44) and Landau levels, and a symmetrization
goes over permutations of variables in each vertex. Then the index (2.18) reduces to a trace over only this
anti-holomorphic states:
Ω(y) = (−1)|A|+|V|−1y
∑
v
nv(nv−1)
2
+|A|−1
(y − y−1)×TrH0,holo (−1)F y−2J , J =
∑
v,i
z¯v,i∂z¯v,i (3.51)
Obviously, the major counting part of this bulky expression is TrH0,holo (−1)F y−2J , and this term gives just
the corresponding Poincare´ polynomial. To match it with the PSC we have added a multiplier (y − y−1)
corresponding to the center of mass contribution that should be canceled, and overall monomial factors so
that the resulting expression corresponds to a PSC that is invariant under transformation Ω(y) = Ω(y−1)
for smooth quiver moduli spaces.
We will demonstrate how such index could be calculated in section 3.4.
Here we also should stress that H0,holo is not the actual Hilbert space H0 of ground states. H0,holo is
only quasi-isomorphic to H0: only their indices, or Euler characteristics, coincide. To construct the actual
space H0 following [57] we should construct a Morse differential
dMorse : H0,holo[f ] −→ H0,holo[f + 1]
saturated by steepest descend flows with respect to the height functions. The resulting H0 is defined as a
cohomology:
H0 = H
∗
(
H0,holo, dMorse
)
(3.52)
In Appendix A.1 we will demonstrate in a simple example of a Hall halo that the action of differential dMorse
is, in general, non-trivial.
3.4 Manschot-Pioline-Sen index formula
A nice way of calculating an index of (3.50) was proposed in [35, 36, 34] and is based on an interplay between
Fermi-Dirac, Bose-Einstein and Boltzman statistics. We could notice that the symmetrization appeared in
(3.50) corresponds to a remnant of integration over the gauge group, and as we mentioned the index we are
computing corresponds to an equivariant integral. Therefore the index reduces to a sum over fixed points.
The fixed points of the symmetric group are labeled by partitions {(l)kl}. For example, an equivariant
character for symmetric group is given by:
χsym(n) =
∑
{kl}∑
l
lkl=n
(∏
l
1
kl!lkl
)
χ
(
{(l)kl}
)
(3.53)
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where χ is a character without imposing any symmetrization. As the simplest demonstration of this concept
we could introduce an equivariant character on polynomials of n variables by weighting each monomial by
fugacity qpower. Then the character of symmetric polynomials in n variables reads
χsym(n) =
n∏
j=1
1
1− qj
Fixed points of the symmetric group are monomials with coincident powers. For example, fixed points of
S3 are:
{3} : zk1zk2zk3 , {2, 1} : zk11 zk12 zk23 , {1, 1, 1} : zk11 zk22 zk33
Corresponding character are:
χ
(
{(l)kl}
)
=
∏
l
1
(1− ql)kl
And for these characters relation (3.53) holds.
So using (3.53) we relate characters for various statistics.
The Boltzmanian index corresponding to the Hilbert space (3.50) without symmetrization procedure is
easy to compute. The corresponding index and Denef equations (3.44) correspond to an Abelian split quiver.
We can “Abelianize” a node v with corresponding dimension nv by splitting it in nv nodes of dimension 1
with preserving all arrows and FI parameters (see Figure 1). A split quiver corresponds to a quiver with all
nodes Abelianized.
2 2
κ
θ1 θ2 1 1
1 1
κ
θ1 θ2
1
1
1
2κ
2κ
2θ1 θ2
θ2
split
fixed point
({2}, {1, 1})
Figure 1: Split quiver
The Boltzmanian index for quiver Q is given just by a sum over LLs and a weight from the arrow
contribution for a given fixed point of Denef equations:
ΩBoltzman(y,Q) = (−1)|A|+|V|−1y
∑
v
nv(nv−1)
2
+|A|−1( 1
y − y−1
)∑
v
nv−1∑
x∗
(−1)f(x∗)y−2
∑
a
#(a:v→w)Θ(x∗w,j−x∗v,i)
(3.54)
where f is a corresponding fermion number given by a half of difference of numbers of positive and negative
eigen values of the Hessian of W .
The fixed points of the symmetric group correspond to gluing nodes of the quiver with summing arrows
and corresponding FI parameters according to partitions (see Figure 1). As well when gluing quiver vertices
we should identify corresponding LLs:
z¯ℓ11 z¯
ℓ2
2 → z¯ℓ1z¯ℓ2
Therefore the index contribution of a single LL is modified. We should add corresponding y-factors. The
result is the Manschot-Pioline-Sen formula for quiver index without loops and with prime dimension vectors:
ΩMPS(y,Q) =
∑
{~kl}∑
l
l~kl=~n

∏
i
∏
l
1
k
(i)
l !l
k
(i)
l
(
y − y−1
yl − y−l
)k(i)l ΩBoltzman (y,Q ({(l)~kl})) (3.55)
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where the sum runs over partition vectors corresponding to partitioning each component of the dimension
vector ~n. This formula works for quivers without loops and primitive dimension vectors. For a more generic
situation the counting should be more careful [36].
4 Cohomological Hall algebra
4.1 Framed BPS states
A calculation of generic PSCs even using MPS formula (3.55) is a hard combinatorial problem. To count
BPS states and corresponding indices a much more efficient way is to use various wall-crossing relations. A
natural way to approach such relations is to use a probe in a class S theory – a line defect [21, 24]. Line
defects define proper supersymmetric monodromy conditions around 1d manifolds for fields in a theory. A
nice family of such defects is given by generalized Wilson-’tHooft lines. In a low energy effective picture
such defects may be represented by heavy dyons, so in the quiver language they are translated to additional
framing nodes added to a quiver. A framing node corresponds to a real mass term contribution to the
Lagrangian (2.1) (see, for example, [10]). In other words, we should consider an ordinary quiver vertex, give
to the vector field X3 a scalar vev, say, xc and put all the oher fields to zero. We could choose different
framings, for our further purposes we choose a framing node connected to all the other quiver vertices by k
outgoing arrows (see Figure 2). Notice that in this way we do not add oriented loops to the quiver.
k k
k k
framing node
Figure 2: Framed quiver
In the language of BPS molecules we get a heavy core dyon located at xc on the third axis of R
3. We
will go first to a regime when the very BPS molecule is localized in a neighborhood of xˆ. Then changing
coordinates by shifting xv,i → xv,i + xˆ we observe that the system of Denef equations (3.44) is decomposed
in a system of two approximate equation sets. The first one corresponds to a sum over all equations, then
all the mutual dyon interaction terms cancel each other and we end up with contributions of FI terms and
framing terms. The framing terms we approximate by a contribution when all the dyons are put in one
point xˆ
∑
v
nvθv −
k
∑
v
nv
|xc − xˆ| = 0 (4.1)
This equation has two solutions when the state is localized to the right or the left side of the framing core.
For a reason that will be clear further we concentrate only on the left critical point (see Figure 3).
And the corresponding molecule localization point is given by the follwoing expression:
xˆ = xc −
k
∑
v
nv∑
v
nvθv
(4.2)
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xˆ(θ2)
x3
coreΨ1 Ψ2 Ψ3
Figure 3: Framed BPS molecule
Substituting this expression back to the Denef equations we will get another approximate system of unframed
equations with redefined stability parameters having now a zero average:
θ˜v = θv −
∑
v
nvθv∑
v
nv
(4.3)
Therefore the wave function of the light dyons is represented by an ordinary wave function for an unframed
quiver we have calculated before with effective stability parameters θ˜v and localized near xˆ.
The FI parameters entering the effective 1d N = 4 quiver SQM are related to phases of complex central
charges of the elementary dyons in the effective theory [21]:
θv = 2|Zc|−1Im
(Z¯cZv) (4.4)
where Zc is a large central charge of the core. The denominator in the BPS molecule location formula (4.2)
reads
Im(Z¯cZµ)
where
Zµ =
∑
v
nvZv
is a total central charge of a molecule.
Suppose all the central charges lie in the upper half-plane. Then if Zc lies to the right of Zµ, θµ > 0
there is a critical point and the BPS molecule is bound to the core. As Zc approaches Zµ the binding radius
r ∼ (Im(Z¯cZµ))−1 becomes greater and greater until the framed bound state dissolves completely:
Zµ
Zc Z ′c
unbound bound
θµ > 0θµ < 0 Z3
Z2
Z1
Zc(1)
Zc(0)
(4.5)
Now assume there is an adiabatic change of Zc(t) with some adiabatic parameter t ∈ [0, 1], so that it
crosses some molecular Zµ in a clockwise order. The corresponding molecular states may appear from an
asymptotic infinity and scatter on the core, the mutual interaction between scattering molecules is of order
∼ k−1, so assuming k ≫ 1 we can neglect it. The order of appearance of these molecules coincides with the
order of corresponding θµ or counterclockwise order of central charges (see Figure 3):
xˆ1 < xˆ2 ⇔ θ1 < θ2 (4.6)
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Let us construct a scattering asymptotic state. When there is just one BPS molecule in a state Ψ the
scattering BPS state is also Ψ. Indeed in the wave function (3.50) we may expect a contribution from
arrows connecting the quiver vertices with the framing node. However since we have chosen to scatter BPS
molecules from the left this contribution is cancelled by Heaviside Θ-functions in (3.50). Suppose now we
are scattering two consequently appearing BPS molecule states Ψ1 and Ψ2. The resulting wave function we
will call a product of states Ψ1 · Ψ2. It is just given by a multiplication by corresponding factors in (3.50)
and taking symmetrization:
Ψ1 ·Ψ2
({z¯v,i} ∪ {z¯′v,i}) = ∑
shuffles
Ψ1 ({z¯v,i})Ψ2
({z¯′v,i})
∏
v,w∈V
nv1∏
i=1
nw2∏
j=1
(z¯v,i − z¯′w,j)#(a:v→w)
∏
v∈V
nv1∏
i=1
nv2∏
j=1
(z¯v,i − z¯′v,j)
(4.7)
The shuffles correspond to symmetrization in (3.50) over
∏
v Snv for ~n = ~n1 + ~n2 applied to a joint set of
variables {z¯v,i}∪ {z¯′v,i}. Let us here notice that this product is obviously non-commutative, the order of the
wave functions is defined by localization positions of corresponding BPS molecules in R3 and, therefore, by
BPS molecule stability parameter averages θ1,2 = ~n1,2 · ~θ.
We would like to argue that multiplication (4.7) is cohomological: maps cohomologies H0 to cohomologies
H0. As we mentioned in section 3.3 an element on the right hand side of (4.7) is an element of H0,holo, and
there is generic Morse differential that can be represented by the following expansion:
dMorse = d1 ⊗ 1 + 1⊗ d2 + dmix (4.8)
where d1,2 are differentials acting only on states Ψ1,2 correspondingly, and dmix is a differential mixing two
BPS molecules. dmix is saturated by instanton processes when some of elemantary dyons get splitted from
one BPS molecule cluster and join another one. According to [57] such instanton amplitude defining matrix
elements of dmix is given by exponentiated difference of height function (3.48) values in initial and final
states, so it is dominated by the following contribution:
e∆W ∼ e−α|xˆ1−xˆ2|
where α > 0 is some combination of θv and xˆ1,2 are localization coordinates of BPS clusters 1 and 2. Since
we consider these states in asymptotic limit when |xˆ1 − xˆ2| → ∞ the instanton amplitude iz zero and we
conclude:
dmix = 0
So the differential commutes with multiplication (4.7).
4.2 Scattering algebra
In [26] Harvey and Moore proposed a natural construction of an algebra for BPS states:
mHM : HBPS ⊗HBPS → HBPS (4.9)
promoting S-matrices to structure constants of this algebra. Let us try to formulate this statement more
precisely. Suppose we scatter two BPS states and get a new possibly multiparticle state Ψ3. Central charges
during this process are summed, so Z3 = Z1+Z2. If there is a bound state of particles 1 and 2 the scattering
amplitude as a complex function of Mandelstam s-variable has a distinguished pole:
A(12→ 3) = 〈Ψ3|Ψ1 ·Ψ2〉
s− |Z1 + Z2|2 (4.10)
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The residue at this pole defines a product in the algebra Ψ1 ·Ψ2. Unfortunately, we will be unable to apply
this idea directly in our situation. A reason for that is we have approximated states that are exact BPS
states, so we can not deviate from the physical locus where s is real and satisfies inequality
s = (|Z1|+ |Z2|)2 > |Z1 + Z2|2
unless we sit exactly at the marginal stability (MS) locus where |Z1|+ |Z2| = |Z1 + Z2|. Let us consider a
small deviation from the MS locus parameterized by t, so that one hits the MS wall at t = 0:
|Z1(t)|+ |Z2(t)| > |Z1(t) + Z2(t)| for t > 0, and |Z1(0)| + |Z2(0)| = |Z1(0) + Z2(0)|
We get a family of Ψ3(t) varying adiabatically with t. The fact that value t = 0 corresponds to an MS wall
is reflected in the behavior of Ψ3(t): as t approaches the value t = 0 the state 3 becomes unstable and its
wave function gets factorized in two (or more) single particle asymptotic wave functions:
lim
t→0
Ψ3(t) = S
3
12 Ψ1 ⊗Ψ2
So we have defined an adibatic S-matrix limit:
S
3
12 = lim
t→0
〈Ψ3(t)|Ψ1Ψ2〉
In the case when Ψ3(t) corresponds to more than two asymptotic single particle states we assume this matrix
element is zero. Using this expression as a pole residue in (4.10) we define scattering algebra of BPS wave
functions as:
Ψ1 ·Ψ2 = S 312Ψ1Ψ2 (4.11)
We can describe types and numbers of the dyons belonging to the first and the second scattered states
by charge vectors ~n1 and ~n2. Multiplication will map a product of these wave functions to a wave function
corresponding to a charge vector ~n1 + ~n2. It is natural to grade the anti-holomorphic Hilbert spaces by
charge vectors. Elements of these spaces – Hall wave functions – together with the multiplication form an
algebra we could call a Scattering algebra for Hall states (SAHS). As we argued in the previous subsection
this algebra is cohomological. The differential factors through the multiplication structure, so we can use
(4.7) as a product rule for H0:
mSAHS : H(0, ~n1) ⊗H(0, ~n2) → H(0, ~n1+~n2) (4.12)
An explicit formula for mSAHS we have constructed in section 4.1, it is given by relation (4.7).
A subtlety of this construction we should mention here is that S 312 for (4.7) is not just a number rather
a rational function of z¯’s. This is not so surprising in comparison to QFT text book scattering process
examples since state Ψ3 depends also on degrees of freedom of a field agent whose negative field energy
generates a bound for states Ψ1 and Ψ2. Usually, we consider an asymptotic state of Ψ1 and Ψ2 with a
mutual interaction turned off. So the sate |Ψ1Ψ2〉 is approximated in the first order in coupling constant as
a product of three ingredients: states Ψ1, Ψ2 and a binding agent put in the ground state. In our situation
we are unable to put the binding agent – mutual electro-magnetic field in the effective description – in the
ground state since it carries a non-trivial angular momentum for a dyonic pair given by DSZ pairing.
As we mentioned in Section 3.1 it is natural to identify the ground states with equivariant cohomologies
of quiver representations. Associating to supercharge Q1 action of the differential we find that the Weil
algebraic element is parameterized by fields Z¯v. And the equivariant cohomologies H
∗ correspond [30] to
polynomials in variables z¯v,i parameterizing the equivatriant torus. So it is natural to identify spaces of
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anti-holomorphic wave functions and H∗. H∗ can also be graded by charge vectors ~n. Elements of H∗ form
a cohomological Hall algebra (CoHA) with a multiplication introduced by Kontsvich and Soibelman [30]:
mCoHA : H
∗
~n1
⊗H∗~n2 → H∗~n1+~n2 (4.13)
Using a straightforward comparison we observe:
mSAHS = mCoHA (4.14)
Therefore we conclude that the scattering algebra of Hall states and cohomological Hall algebra are
equivalent. Finally we could draw some conclusions from this equivalence. SAHS and CoHA are associative
algebras and together correspond to a special case of Feigin-Odesskii shuffle algebra [17].
4.3 Wall-crossing formulæ
Wall-crossing formulae is a simple set of relations giving a description of how PSCs vary as we vary stability
parameters. The basic idea of constructing these relations is an invariance of the framed BPS states under
variation of the stability parameters. Wall-crossing phenomena are represented by BPS molecule decays or
recombinations, however as we have showed in the section 4.1 a framed BPS molecule remains bound while
central charges Zi remain inside the cone formed by Zc(0) and Zc(1) (see (4.5)). Even if we reshuffle the
very central charges Zi. Shuffles of Zi lead to shuffles of an ordered set of corresponding stability parameters
(4.4) allowing one to move between various stability regions. Comparing framed BPS wave functions one
can recover what wave functions of stable unframed BPS states have contributed in various stability regions.
So suppose we have scattered N unframed BPS states defined by a set of dimension vectors {~n(α)}Nα=1.
The the framed BPS wave function is constructed as
Ψframed =
y∏
{~n(α)}
Ψ~n(α) (4.15)
Where as a product formula we apply associative product (4.7), and the states are ordered according to the
following rule:
α < β, θ(α) < θ(β) (4.16)
where
θ(α) =
∑
v
n
(α)
v θv∑
v
n
(α)
v
Here we should notice that dimensional vectors ~n and k~n, k ≥ 2 have the same net stability parameters θ(α).
Therefore they are localized at the same position in R3 or, equivalently, at the same ray of central charges.
Therefore it is natural to combine Hilbert spaces of various dyon numbers in Fock spaces of dyons when we
sum up over all multipliers of a primitive dimensional vector:
F~n =
∞⊕
k=1
Hk~n (4.17)
Then for Fock spaces we have the following wall-crossing formulæ. The product
y⊗
~n
F~n
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remains invariant under reshuffles of the stability parameters.
A dramatic and still simple example can be given in terms of a Kronecker quiver with one arrow. In [30]
it was shown that:
F(1,0) ⊗F(0,1) ∼= F(0,1) ⊗F(1,1) ⊗F(1,0) (4.18)
On the left hand side we have an ordering of parameters θ1 < θ2, and there is no boundstate, therefore
only Fock spaces corresponding to elementary dyons contribute. On the right hand side the ordering of
the stability parameters is changed to θ1 > θ2, and a Fock space of a boundstate with charge vector (1, 1)
appears. We will review this example in more details in Appendix A.2.
It turns out to be quite useful to use indices for whole Fock spaces. In addition to the usual definition
(2.18) we could add a fugacity for the total dyonic charge Q, as a result we will get characters of Fock
spaces:
Φ(u, y) = TrF (−1)F y−2J uQ (4.19)
To take into account non-commutativity of the product (4.7) let us notice that for two states with charge
vectors ~n and ~n′ we have
J (Ψ~n ·Ψ~n′)−J (Ψ~n′ ·Ψ~n) = 〈~n, ~n′〉 (4.20)
where the right hand side is given by anti-symmetric DSZ pairing on the charge lattice:
〈~n, ~n′〉 :=
∑
v,w
nvn
′
w (#(a : v → w)−#(a : w → v)) (4.21)
Or equivalently,
y−2J (Ψ~n ·Ψ~n′) = y−2〈~n,~n′〉y−2J (Ψ~n′ ·Ψ~n)
So we assume that fugacities inherit non-commutativity property of the algebra, so when we permute
them in the product they produce corresponding y-factor from permutation of states:
u~nu~n′ = y
−2〈~n,~n′〉u~n′u~n = y−〈~n,~n
′〉u~n+~n′ (4.22)
Let us calculate such indices for some simple examples. We will start with a single node quiver. The
corresponding Fock space reads:
F0 =
⊕
n≥1
⊕
0≤ℓ1<...ℓn
CSym
z¯ℓ11 · · · z¯ℓnn∏
i<j
(z¯i − z¯j)
We will have contributions to the index from the numerator and the denominator of these wave functions.
The contribution from the denominator depends only on the number of particles n and can be canceled by a
reparameterization of the u-fugacity and leads to an overall y-factor of the index. In principle, only relative
degrees of various LL contributions matter. We choose a normalization of indices (overall y-factor) as in
[30] so that to a state labeled by LLs 0 ≤ ℓ1 < . . . < ℓn we associate degree
∑
i
ℓi − n. The corresponding
index of the Fock space reads:
Φo(u, y) =
∞∑
k=0
y−k2
k∏
j=1
(1− y−2j)
uk = (−y−1u; y−2)∞ (4.23)
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where we used a conventional notation for Pochhammer symbols (or quantum dilogarithm functions):
(x; q)∞ :=
∞∏
j=0
(1− xqj)
If we have a generic BPS molecule with an index given by a finite Laurent polynomial in y:
Ω(y) =
∑
s
asy
s (4.24)
we assume that it is given by contributions of states ψs,p so that we have p = 1, . . . , as states of spin
projection s. When BPS molecule is bound to a defect core we should add a contribution of a center of
mass degree of freedom, so the corresponding framed BPS wave functions would read:
ψs,pz¯
ℓ
These states may be combined in multi-molecule contributions:
ψs,pz¯
ℓ1 · ψs,pz¯ℓ2 · . . .
If states are analogous to hypermultiplets they are anti-commuting. A contribution of a Fock space of
multiple ψs,p-components is just Φo(y
su, y). On the other hand, if states are commuting the corresponding
contribution is Φo(−ysu, y)−1. The no-exotics theorem [9] predicts that there are no exotics states, so PSCs
correspond to a sum of characters of spin SU(2) irreps with either integer or half-integer spins. The former
ones correspond to anti-commuting states, the latter ones correspond to commuting states since in the
definition we have extracted the contribution of a hypermultiplet corresponding to the center of mass degree
of freedom.
So, eventually, a contribution of a Fock space of a BPS molecule with index Ω(y) reads [21]:
ΦΩ(u, y) =
∏
s
Φo (sign(as)y
su, y)as (4.25)
Applying the generating function to an ordered product of Fock spaces we derive that an ordered product
over primitive dimension vectors:
y∏
~n
ΦΩ~n(y)(u~n, y) = const (4.26)
remains invariant under reshuffles of stability parameters. Statement (4.26) establishes Kontsevich-Soibelman
wall-crossing relations [29, 21] for motivic Donaldson-Thomas invariants.
A Examples
A.1 Hall halo
As a simple example let us consider a Hall halo molecule.
The Hall halo is a standard molecular configuration when there is a single heavy magnetic center with
charge κ and n < κ electrically charged light electrons floating around and forming a “halo” (see Figure 4).
The corresponding quiver is given by the following diagram:
1 n
κ
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NS
ψN
ψS
Figure 4: Hall halo BPS molecule
The system of Denef equations (3.44) has a solution only if −θ2 = nθ1 = θ > 0. In this case all the light
dyons are confined in the poles of a sphere of radius θ−1.
Let us first consider the case when n = 1. The Hilbert space consists of two subspaces where the light
particle is localized in either the north(+) or the south pole (−). The anti-holomophic wave function in the
south pole is related to the function in the north pole as
ψS(ℓ1; ℓ2) = [1]
κ∑
i=0
(
κ
i
)
ψN (ℓ1 + i; ℓ2 + κ − i) (A.1)
By [1] we imply a fermion number shift. The height function (3.48) has a single flat modulus corresponding
to the center of mass degree of freedom. Therefore the north pole Hessian of W has a single positive eigen
value and a zero one, the south pole one has a negative and zero eigenvalues. The fermion number shift
appears in this way. It is natural to split the center of mass degree of freedom, so we impose ℓ2 = 0. The
wave function reduces to
ψS(ℓ1; 0) = [1]ψN (ℓ1 + κ; 0) (A.2)
In the index all the north pole wave functions with ℓ1 ≥ κ will be canceled with corresponding south pole
wave functions. We conclude there is the only contribution to the index from n electrons confined in the
north pole with LLs ℓ < κ. The light dyons localized in the north pole have anti-commuting wave functions
due to denominators in (3.50). Therefore we conclude the anti-holomorphic Hilbert space is isomorphic to:
H0,holo
∼=
⊕
0≤ℓ1<ℓ2<...<ℓn<κ
C ψN,anti−symm(ℓ1, ℓ2, . . . , ℓn; 0) (A.3)
The corresponding index reads:
Ω(y) = (−1)κ−1 [κ]y!
[n]y![κ − n]y! (A.4)
In this example of a Hall halo molecule a difference between anti-holomorphic Hilbert space H0,holo and
actual Hilbert space of ground states H0 becomes transparent. Index (A.4) we have calculated is just a
y-deformed binomial coefficient “κ choose n”. It is well-known that a surface of finite area with magnetic
flux κ through it has a finite number of Landau levels of order κ [31], in our particular case the number of
LLs is exactly given by κ. Wave functions corresponding to these Landau levels were explicitly calculated in
[14]. So the problem of counting ground states in this model reduces to a problem to distribute n equivalent
particles with fermion statistics between κ Landau levels. Corresponding Hilbert space of ground states H0
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has exactly dimension κ choose n. However anti-holomorphic Hilbert space H0,holo is infinite dimensional.
To find an explicit subspace H0 ⊂ H0,holo one should calculate a Morse differential dMorse corresponding
to non-perturbative instanton corrections [57]. Then the actual ground space Hilbert space is a Morse
cohomology:
H0 ∼= H∗
(
H0,holo, dMorse
)
It is not complicated to calculate an explicit action of this differential following [57, 27], in particular
dMorse = Q1, and Q1 has a non-trivial matrix elements on H0,holo saturated by instantons – trajectories
fixed by the action of the supercharge. In this case SUSY transformations (2.5) of fermions read:
δλ = iξ
(
θ +
1
|~x|
)
+ 2σ0iξx˙i
After applying the Wick rotation we easily see that the instanton equation reads:
x˙3 = −
(
θ +
1
|~x|
)
, z˙ = 0
The corresponding instanton trajectory is just a straight vertical line connecting northern and southern
hemispheres. A particle travels along this line for an infinite time, therefore the instanton has a single
modulus corresponding to time translations. As it is explained in [27] this instanton modulus corresponds
by the supersymmetry to a zero fermion mode in the instanton background canceling the fermion insertion
of operator Q1 in the path integral. Since the coordinate z in the horizontal plane remains unchanged
along the instanton trajectory, the corresponding transition amplitude is proportional to the delta function
δ(zsouth − znorth). We conclude that
dMorseψN = ψN [1], dMorseψS = 0,
so in cohomology exactly cancellation (A.2) occurs.
A.2 1-Kronecker quiver wall-crossing from CoHA
Here let us review in greater details an example of wall crossing in the CoHA presented in [30]. We consider
a 1-Kronecker quiver:
The algebra is generated in general by two infinite setes of variables ξi and ηi, i ≥ 0 corresponding to Hall
one particles monomials z¯i for each quiver vertex.
This algebra reads:
ξiξj + ξjξi = 0, ηiηj + ηjηi = 0, ηiξj = ξj+1ηi − ξjηi+1 (A.5)
As we have seen in Appendix A.1 a state of charge (1, 1) is a singlet, and it may be approximated by
a single wave function ξ0η0. In this wave function we have suppressed contribution of the molecule center
of mass. By restoring it we expect wave functions of type νi = ξiη0 or ν˜i = ξ0ηi. Both νi and ν˜i form
antisymmetric algebras:
νiνj + νjνi = 0, ν˜iν˜j + ν˜j ν˜i = 0 (A.6)
And the polynomial rings Z[νi] and Z[ν˜i] are isomorphic. Each one represents a single copy of the (1, 1)
molecule Fock space. Therefore boundstates (1, 1) behave themselves mechanically as ordinary elementary
dyon hypermultiplets as we expected.
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Wall-crossing relation for an ordered product of Fock spaces is translated in the following relation between
polynomial rings:
Z[ξi] · Z[ηi] ∼= Z[ηi] · Z[ξiη0] · Z[ξi] (A.7)
Here let us write down explicitly some generators of lower degree from the both sides of this relation and
establish an isomorphism between them.
Generators of charge (1, 1) and degree 0 are:
LHS : ξ0 · η0 = ξ0η0
RHS : 1 · ξ0η0 · 1 = ξ0η0
(A.8)
Generators of charge (1, 1) and degree 1 are:
LHS : ξ1 · η0 = ξ1η0, ξ0 · η1 = ξ0η1
RHS : 1 · ξ1η0 · 1 = ξ1η0, η0 · 1 · ξ0 = ξ1η0 − ξ0η1
(A.9)
Generators of charge (1, 1) and degree 2 are:
LHS : ξ2 · η0 = ξ2η0, ξ1 · η1 = ξ1η1, ξ0 · η2 = ξ0η2
RHS : 1 · ξ2η0 · 1 = ξ2η0, η1 · 1 · ξ0 = ξ1η1 − ξ0η2, η0 · 1 · ξ1 = ξ2η0 − ξ1η1
(A.10)
Generators of charge (2, 1) and degree 3 are:
LHS : ξ0ξ3 · η0 = ξ0ξ3η0, ξ1ξ2 · η0 = ξ1ξ2η0, ξ0ξ2 · η1 = ξ0ξ2η1, ξ0ξ1 · η2 = ξ0ξ1η2
RHS : η0 · 1 · ξ0ξ1 = ξ1ξ2η0 − ξ0ξ2η1 + ξ0ξ1η2, 1 · ξ0η0 · ξ2 = ξ0ξ3η0 − ξ0ξ2η1,
1 · ξ1η0 · ξ1 = ξ1ξ2η0, 1 · ξ2η0 · ξ0 = ξ0ξ2η1 − ξ1ξ2η0
(A.11)
In all these cases there is an obvious isomorphism between LHS and RHS bases.
A.3 κ-Kronecker quiver: non-primitive dimension vector (2, 2)
In the case of non-primitive dimensional vector gcd(n1, n2, . . .) > 1 the quiver representation moduli space
is a non-smooth stack [49, 36]. This obstacle can be observed on the level of Denef equations (3.44): various
types of solutions to the same system of equations have flat moduli spaces of different dimension.
To resolve this situation we again involve framing as a regularization procedure. Denoting coordinates
of particles corresponding to the first node as xi and to the second node as yi we derive the following framed
Denef equations:
θ1 −
2∑
j=1
κ
|xi − yj| −
k
|xi| = 0
θ2 +
2∑
j=1
κ
|yi − xj| −
k
|yi| = 0
(A.12)
It is easy to solve them numerically. From solutions we need only ordering of particle locations in the
space and eigenspaces of the corresponding Hessian ofW . One would expect that re-scaling k and κ will not
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affect a mutual disposition of elementary dyons, so in solving these equations numerically we take κ = k = 1
and θ1 = 1.2, θ2 = −1.0. The result is summarized in the following table:
a) (x, x, y, y), q0
+ x1 + x2 − y1 − y2
+ y1 − y2
+ x1 − x2
+ x1 + x2 + y1 + y2
c) (x, y, y, x), q2κ
+ −αx1 + x2 + y1 + y2
− x1 − αx2 + y1 + y2
+ y1 − y2
+ x1 + x2 + y1 + y2
e) (y, x, y, x), q3κ
− . . .
− . . .
+ . . .
+ . . .
b) (y, y, x, x), q4κ
− x1 + x2 − y1 − y2
− y1 − y2
− x1 − x2
+ x1 + x2 + y1 + y2
d) (y, x, x, y), q2κ
+ −αy1 + y2 + x1 + x2
− y1 − αy2 + x1 + x2
+ x1 − x2
+ x1 + x2 + y1 + y2
f) (x, y, x, y), qκ
NO SOLUTION
(A.13)
For each configuration we have derived signs of all Hessian eigenvalues and corresponding eigenvectors. To
each negative eigenvector
∑
i
cixi one associates a 1-form
∑
i
cidxi where elementary forms dxi correspond to
fermion wave functions. For example, for configuration (b) we have the following wave functions (here just
for brevity we denoted corresponding z¯i-variables as xi):
C Sym
{x1,x2},{y1,y2}
xℓ11 x
ℓ2
2 y
ℓ3
1 y
ℓ4
2
2∏
i,j=1
(xi − yj)κ
(x1 − x2)(y1 − y2) (dx1 + dx2 − dy1 − dy2) ∧ (dx1 − dx2) ∧ (dy1 − dy2)
Obviously, this space is just isomorphic to a tensor product of two bases of symmetric polynomials of two
variables.
One should notice that molecule configuration (f) in (A.13) is special. There is no converging solution
to (A.12) supporting this molecule configuration. Therefore it does not contribute to the index.
Summing up contributions of a) – e) molecular states we derive the following Poincare´ polynomial:
Pfrmd =
(
q
(1− q)(1− q2)
)2
− q4κ
(
1
(1− q)(1− q2)
)2
− 2q2κ q
(1− q)3(1− q2) +
q3κ
(1− q)4 (A.14)
To derive the unframed BPS index for (2, 2)-state we should subtract a contribution of a doubled (1, 1)
molecules. Corresponding Poincare´ polynomial reads:
P(1,1) =
1− qκ
1− q =
∑
k
akq
k
And we should take into account that (1, 1) state has a parity (−1)κ−1. So the contribution of the doubled
(1, 1)-molecule is given by coefficient in the front of u2 in the Taylor expansion of corresponding dilogarithms:
P ′ = qκ
∏
k
((−1)κ−1qku; q)(−1)κ−1ak∞
∣∣∣∣∣
u2
=
{
(1−qκ)(2q−(1+q2)qκ)
(1−q)2(1−q2)2 , κ odd
(1−qκ)((1+q2)−2qκ+1)
(1−q)2(1−q2)2 , κ even
We subtract a contribution of a doubled (1, 1) molecule:
P(2,2) = Pfrmd − qκP ′
Finally, to derive the corresponding index we should substitute q = y−2 and strip off an overall y-monomial
factor. The result reads:
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For odd κ:
Ω(2,2)(y) =
(yκ−1 − y−(κ−1))2(y2κ − y−2κ)
(y − y−1)(y2 − y−2)2 (A.15)
For even κ:
Ω(2,2)(y) =
(yκ−2 − y−(κ−2))(yκ − y−κ)(y2κ − y−2κ)
(y − y−1)(y2 − y−2)2 (A.16)
These PSC expressions coincide with ones produced from a functional equation for PSCs proposed in
[23].
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