Abstract. Earth mover's distance (EMD for short) is a perceptually meaningful dissimilarity measure between histograms. The computation of EMD reduces to a network flow optimization problem; however, it lays a heavy computational burden when the number of locations of histograms is large. In this paper, we address an efficient formulation for computing the exact EMD value. We prove that the EMD problem reduces to a problem with half the number of constraints regardless of the ground distance. We then propose a further reduced formula in which the number of variables is reduced from O(m 2 ) to O(m) for histograms with m locations when the ground distance is derived from a graph with a homogeneous neighborhood structure. Specifically, EMD problems with L1, L∞ and D-norm ground distances can be reduced in this manner. Some experiments show that the reduction helps compute the EMD efficiently.
Introduction
Earth mover's distance (EMD for short) is a mathematical measure of the dissimilarity between distributions. It was first introduced by Rubner et al. [13] and has been successfully used in classification, image retrieval and multidimensional scaling [14] . It dates back to the work by Werman et al. [16] although the name EMD was not yet used. EMD is defined as the minimal working cost that must be paid to transform one distribution to the other; therefore, it has some desirable properties that other dissimilarity measures fail to have, such as reflecting the perceptual dissimilarity.
The computation of EMD between histograms with m locations reduces to a network flow optimization problem with O(m 2 ) variables, which grows rather rapidly and makes the computation time-consuming as m grows. One possible remedy is to resort to approximation methods, e.g., [8, 15] . Indyc and Thaper [8] approximated the EMD by L 1 distance between vectors made by summing the weights in rectangular cells with increasing length of sides and proposed a fast image retrieval algorithm. Based on their work, Grauman and Darrell [5, 6] made a contour matching algorithm and proposed a pyramid match kernel. Another approximation method is a wavelet EMD by Shirdhonkar and Jacobs [15] . They consider the dual problem of EMD using the wavelet transform and compute an approximate EMD by a weighted sum of wavelet coefficients. Among other interesting findings are high-dimensional EMD [2, 17] , EMD under translations, rigid motions and similarity operations [9] .
In contrast to those approximation approaches, Ling and Okada [12] proposed a new efficient formulation EMD-L 1 to compute the exact EMD value. When the ground distance, which is the distance between locations, is L 1 , their formulation is equivalent to the EMD problem. Motivated by their work, we will propose a reduced EMD formulation and prove its equivalence to the original EMD problem via the flow decomposition theorem regardless of the ground distance employed. We also show that the number of variables of the reduced EMD formulation is reduced from O(m 2 ) to O(m) when the ground distance is derived from a graph with a homogeneous neighborhood structure. This property lighten the computational burden when the ground distance is L 1 , L ∞ or D-norm. In experimental results, we will show that EMD is a perceptually reasonable dissimilarity measure by contrast with Frobenius norm, and the reduced formulation helps compute the EMD efficiently. (1) g is a feasible solution of (R), (2) dg ≤ dg.
Proof. Straightforward from the fact that (A−B)δ(γ) = 0 for every γ ∈ Γ, d ≥ 0 and the construction (3.2) of g .
Take a pair of nodes (i, j) ∈ N + and (k, l) ∈ N − and let Π((i, j)(k, l)) be the set of all directed paths connecting (i, j) to (k, l), i.e., starting at (i, j) and ending at (k, l). Let g be the vector of components (1) g is a feasible solution of (R), (2) g (k,l)(i,j) = 0 for all (i, j) ∈ N + and (k, l) ∈ N, (3) g (i,j)(k,l) = g (k,l)(i,j) = 0 for all (i, j) ∈ N 0 and (k, l) ∈ N, (4) g (i,j)(k,l) = 0 for all (i, j) ∈ N − and (k, l) ∈ N, and (5) dg ≤ dg .
Proof. The first four claims are readily seen by Corollary 3.2 (2) and the construction (3.3) of g . Let s(π) and t(π) denote the starting node and the terminal node of path π, respectively. The last claim is seen as follows. 
where the inequality is due to the triangle inequality of ground distance d (i,j)(k,l) .
By the above lemma and the equality constraint of (R) ∑ (k,l)∈N
we see ∑ Finally add q (i,j) flow to g (i,j)(i,j) for (i, j) ∈ N + , p (i,j) flow to g (i,j)(i,j) for (i, j) ∈ N − , and p (i,j) = q (i,j) flow to g (i,j)(i,j) for (i, j) ∈ N 0 to make g . Since d (i,j)(i,j) = 0, we obtain the following lemma.
Problem Reduction based on Homogeneous Neighborhood Structure
Suppose we are given a connected undirected graph, denoted by G, with node set N and edge set E without a self-loop. The edge connecting nodes (i, j) and (k, l) is denoted by [(i, j) (k, l) ] and is assigned a positive value [(i,j)(k,l)] called length.
For each pair of nodes (i, j) and (k, l) let d (i,j)(k,l) be the shortest length of paths between the pair. It is known and easily seen that d (i,j)(k,l) provides a distance defined on N.
For each node (i, j) ∈ N we define 
is said to have the homogeneous neighborhood structure of (H, H ) when
Two graphs together with corresponding homogeneous neighborhood structures are shown in Fig. 2 . The distance d defined by the upper graph G, Manhattan graph, with the neighborhood structure
is the L 1 distance on N, while the other graph, Union Jack graph, with the neighborhood structure
Bertsimas et al. [4] proposed the D-norm for y ∈ R n and ρ ∈ [1, n] as the optimal value of the linear program
The Union Jack graph with
defines the D-norm, which gives, by setting the parameter ρ appropriately (e.g. ρ = √ 2), an in-between of L 1 and L 2 .
Suppose the ground distance d (i,j)(k,l) among locations of N is given as the distance d (i,j)(k,l) for a graph G with a homogeneous neighborhood structure. Then for two distinct locations (i, j) and (k, l) there is an undirected path of edges 
Add the constraints
to problem (R) and denote it by (R), i.e.,
We see that problem (R) is equivalent to problem (R). 
Since the ground distance is given as the shortest length of paths in G, there is a series of arcs (
. . , n − 1, and also the equality (4.4) holds. Now suppose we are given a feasible flow g of problem (R). The above observation implies that replacing the arc flow of
does not change the objective function value. Repeating this procedure if necessary, we will obtain a feasible flow satisfying the additional equality constraints
of (R) without changing the objective function value. This completes the proof. 
v(R) = v(EMD).
Proof. Straightforward from Theorem 3.7 and Lemma 4.2.
Let h denote the size of H, which is four for the Manhattan graph and eight for the Union Jack graph. Then comparing (R) with (EMD), the number of variables reduces from m 2 to mh. This will greatly lighten the computational burden.
Imbalance Case
When the equality (2.1) between p and q does not hold, a slight adjustment is needed. Suppose
. Firstly, add a node, say (0, 0), to N and let
so that the equality
holds. Secondly, define the distance between nodes (0, 0) and (i, j) ∈ N as
We see that if L is large enough to meet
satisfies the triangle inequality and hence is a distance on N ∪ {(0, 0)}. Therefore the argument in Section 3 applies and we obtain the equivalent reduced problem in variables
When the graph G has the homogeneous neighborhood structure of (H, H ), adding the constraints g (i,j)(k,l) = 0 for all (i, j) ∈ N and (k, l) ∈ N \ N G (i, j) does not change the optimal value. We could further add
Experimental Results
We will report on some experimental results for the handwritten digits. We selected 20 images of 28×28 pixels shown in Fig. 3 out of the MNIST handwritten digit database [10] , and applied five different methods to measure the dissimilarity between images.
We normalized the weights of each image or histogram so that they would sum up to 100, and accordingly, the equality (2.1) holds. We compute the dissimilarity between a histogram of group A and a histogram of group B by
(5B) (6B) (7B) (8B) (9B) Figure 3 . 20 images of the MNIST handwritten digit database Thirdly, dissimilarity values that are marked with † and/or * are at almost the same places in Tables 2, 3, 4 and 5, however, we observe a contrast when we look closely at the row (6A). Namely, the minimum value of the row (6A) appears in the column (8B) in Table 3 , while it appears in the column (6B) in Tables 2, 4 and 5. This shows that our proposed method can be some improvement on Ling and Okada's method.
For computing the dissimilarity, we have to solve the optimization problems (b), (c), (d) and (e), whereas the computational burden of (a) is by far the lightest. In Table 6 , the columns average, min and max show the average time, the minimal time and maximal time for computing the 100 values of dissimilarity, respectively, and the columns #Var and #Const show the number of variables and the number of constraints of each problem, respectively. Because of the remarkable reduction of problem size (see the columns #Var and #Const), (c), (d) and (e) reduce the computational time sharply in contrast to (b). It is reported in Ling and Okada [12] that the larger the size of histogram grows, the more efficient the reduction becomes. The reduction proposed in this paper would be especially useful when applied to image retrieval systems that need to compute dissimilarity of a large number of pairs of images.
Conclusion
We have shown that the earth mover's distance problem reduces to a problem with half the number of constraints regardless of the ground distance. Furthermore, we have proved that a further reduction is possible when the ground distance derives from the graph with a homogeneous neighborhood structure, such as L 1 , L ∞ and D-norm. The preliminary experiment has shown that the reduction helps compute the earth mover's distance efficiently.
A further direction of this study will be to apply our efficient formulation to non-negative matrix factorization (NMF for short). Given a non-negative matrix M ∈ R m×n and a positive integer r less than min{m, n}, NMF is to make two non-negative matrices: the basis matrix U ∈ R m×r and the weight matrix W ∈ R r×n such that product U W approximates M . By choosing a measure of dissimilarity ρ(·) the NMF problem is formulated as
Frobenius norm, Kullback-Leibler divergence and the like are commonly used as ρ. The concern with NMF has been growing since it was used in Lee and Seung [11] for feature extraction and identification. It has a wide range of applications such as image retrieval, text mining and so on, and various NMF algorithms have been proposed (see e.g., Berry et al. [3] ). Guillamet and Vitrià [7] showed in the experimental evaluation that EMD is a good metric when combined with the NMF minimizing Kullback-Leibler divergence. This motivates us to use the earth mover's distance as the measure of dissimilarity of NMF problems.
Multimedia applications, ranging from magnetic resonance imaging to music recommendation systems, commonly exhibit high-dimensional feature representations [17] . In this paper we have assumed that the location has two coordinates such as (i, j), however, it can be generalized to a higher dimensional coordinate system with a slight modification.
