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Resume { Cet article decrit un systeme robuste de reconnaissance d'objets a partir d'images en couleur. Les methodes usuelles
basees sur l'apparence sont sensibles aux donnees erronees occasionnees par des occlusions ou des erreurs de segmentation.
L'approche proposee ici utilise les M-estimateurs mettant en uvre des fonctions d'energies non-quadratiques voire non-convexes.
Pour minimiser ces fonctions non-convexes, nous presentons un systeme d'estimation utilisant les M-estimateurs en continuation,
d'une fonction convexe vers des estimateurs non-convexes.

A chaque etape de cette cha^ne robuste, un critere non-quadratique
est minimise gra^ce a la theorie semi-quadratique. Ceci conduit a un algorithme de moindres carres ponderes facile a implementer,
peu cou^teux et non supervise (tous les parametres etant estimes automatiquement). Cette methode est illustree ici dans un
probleme de reconnaissance de panneaux routiers.
Abstract { In this paper, a robust pattern recognition system, using a view-based representation of colour images is described.
Standard appearance-based approaches are not robust to outliers, occlusions or segmentation errors. The approach proposed here
relies on robust M-estimators, involving non-quadratic and possibly non-convex energy functions. To deal with the minimisation
of non-convex functions in a deterministic framework, we introduce an estimation scheme relying on M-estimators used in
continuation, from convex functions to hard redescending non-convex estimators. At each step of the robust estimation scheme,
the non-quadratic criterion is minimized using the half-quadratic theory. This leads to a low cost weighted least squares algorithm,
which is easy to implement. The proposed robust estimation scheme does not require any user interaction because the algorithm
automatically estimates all necessary parameters. The method is illustrated on a road sign recognition problem.
1 Introduction
La representation des objets par leur apparence [8, 7] a
recemment donne lieu a de nombreux travaux. Une des
approches les plus employees est celle utilisant la represen-
tation par espace propre qui permet une reduction sub-
stantielle de la dimension du probleme. Ces methodes
utilisent une procedure de reconstruction consistant a cal-
culer le representant d'une image inconnue dans l'espace
propre. L'estimation par les moindres carres est sensi-
ble a la presence d'erreurs (ou outliers) qui se produisent
lorsque, par exemple, l'objet est partiellement occulte.
Pour gerer la presence de ces outliers, l'etape de recon-
struction peut se reformuler en un probleme d'estimation
robuste. Parmi les methodes issues de la statistique ro-
buste [5, 13, 12, 6, 11], les M-estimateurs orent un bon
compromis entre complexite algorithmique et capacite a
rejeter les outliers. Leur application a la reconnaissance
par l'apparence fut d'abord proposee par Black [2]. La
premiere contribution de cet article est de formuler la M-
estimation dans le contexte de la theorie semi-quadratique
(paragraphe 2). Celle-ci introduit une variable auxili-
aire qui, dans notre cas, s'interprete comme le masque
des donnees erronees. Elle permet une linearisation des
equations normales et conduit a un algorithme des moin-
dres carres ponderes rapide et simple a implementer.
Par ailleurs, l'estimation des parametres est un point
important pour la reconstruction d'image mais est rare-
ment traitee dans la litterature. Souvent, ce reglage est
laisse a la charge de l'utilisateur. Comme seconde contri-
bution, nous utilisons les resultats de la statistique robuste
pour proposer (paragraphe 3) un algorithme d'estimation
automatique du parametre d'echelle, ce qui rend le systeme
de reconnaissance completement non supervise. Cette me-
thode est etendue aux images couleurs (paragraphe 4).
Enn, nous appliquons notre methode aux M-estimateurs
hard redescending [13] non convexes qui permettent un
meilleur rejet des outliers. En suivant la me^me philosophie
que l'algorithme GNC [2], on introduit progressivement
la non-convexite en utilisant trois M-estimateurs en con-
tinuation (paragraphe 5). Contrairement au GNC, cette
approche ne necessite aucune connaissance a priori. Ce
travail conduit a un algorithme non supervise et simple
a implanter pour la reconnaissance d'images en couleur,
applique a la reconnaissance de panneaux routiers (para-
graphe 6).
2 Estimation robuste utilisant la
theorie semi-quadratique
Pour simplier, on considere d'abord le cas des images
en niveaux de gris. L'extension aux images RGB est
presentee paragraphe 4. Les images de l'ensemble d'ap-
prentissage sont stockees dans des vecteurs de dimension n
selon l'ordre lexicographique, et sont normalisees [7]. Une
Analyse en Composantes Principales (ACP) est appliquee
et seuls t vecteurs propres sont retenus pour decrire l'es-
pace d'apprentissage F . Soit e une image inconnue. Les
techniques de reconstruction sur les espaces propres cal-
culent le meilleur representant e

dans F deni par e

=
P
t
j=1
c
j
U
j
ou c
j
est la jeme coordonnee a estimer suivant
le jeme vecteur propre U
j
. L'erreur sur le ieme pixel est
denie par :
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Une methode classique d'estimation de e

consiste a min-
imiser la norme quadratique J
0
= kk
2
. Du point de vue
geometrique, la solution e^

des moindres carres est alors la
projection orthogonale de e sur l'espace F . L'estimation
par les moindres carres est toutefois sensible a la presence
des outliers produits, par exemple, par des occlusions [2].
Les M-estimateurs, de par leurs fonctions d'energie non-
quadrati-ques et parfois non-convexes, sont naturellement
robustes a ces outliers. La M-estimation consiste a min-
imiser:
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Pour minimiser J
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de maniere deterministe, nous pro-
posons d'utiliser la theorie Semi-Quadratique [4]. Sous
certaines conditions sur  [3], l'energie non-quadratique
J
1
est transformee en energie augmentee en introduisant
une variable auxiliaire b :
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est semi-quadratique c.a.d.:
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proprietes de  [3], b
i
est proche de 1 quand 
i
est pe-
tit, et tend vers 0 pour les grandes valeurs de 
i
. b peut
e^tre interprete comme un masque indiquant la position
des outliers, ecartes lors de l'estimation de c. Ce masque
est similaire a celui presente dans [2] a ceci pres qu'il n'est
pas booleen. De plus, il appara^t naturellement dans notre
formulation et participe a la linearisation du probleme.
 quand b est xe, J
]
1
est reduit a un critere des moindres
carres ponderes dont la solution satisfait :
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T
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T
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ou B = diag
i=1:::n
fb
i
g. Il existe plusieurs algorithmes
possibles pour resoudre (4) (l'algorithme du gradient con-
jugue [10] est utilise ici).
Soit c
0
l'initialisation de c, nous utilisons l'algorithme de
minimisation alternee suivant :
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On peut remarquer la similarite de cet algorithme avec
celui propose par Huber dans le contexte de la statistique
robuste ([5] p.183).
3 Estimation du parametre d'echelle
L'estimateur robuste deni par l'expression (2) depend
generalement d'un parametre d'echelle , qui contro^le la
valeur a partir de laquelle les 
i
sont consideres comme
outliers :
J
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Plusieurs methodes ont ete proposees pour estimer  [13,
5] : l'estimation jointe de (c; ) ou l'estimation prealable
de  qui ensuite reste xe lors de l'estimation de c. Quand
 est xe, la minimisation peut e^tre realisee a l'aide de
(5) avec les ponderations b
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= b(
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
). Par la suite, on
s'interesse a l'estimation jointe de (c; ). Remplacons
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velle expression est interessante car elle est directement
liee a la densite de probabilite des residus
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g(x) = exp((x)) ([5] p.176). Malheureusement, J
2
n'est
pas convexe en . De plus, Huber remarque que cet esti-
mateur n'est generalement pas robuste et propose pluto^t
de minimiser ([5] p.175-176) :
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ou  doit e^tre convexe et a est un parametre d'ajustement.
D'apres (7), minimiser J
3
en c a  xe est equivalent a
minimiser J
1
. De plus, comme  est convexe et comme
l'expression des residus est lineaire en c
j
(cf. (1)), J
3
est
convexe en (c; ) et a un seul minimum global. Huber
propose de minimiser J
3
de maniere alternee en c et en .
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xe,  est estime par :
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0
(x)  (x). La valeur de a est choisie pour
que (8) corresponde a l'estimation classique de la variance
dans le cas quadratique (x) =
x
2
2
[5]. Apres convergence,
la solution de (8) minimise (7) en . En ajoutant cette
etape d'estimation du parametre d'echelle, (5) devient :
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A c xe, Huber montre que l'etape d'estimation de  fait
decro^tre J
3
, sous certaines conditions sur  ([5] p.180),
satisfaites par la fonction convexe utilisee ici. Lorsque

(m)
est xe, calculer (c
(m)
; 
(m)
) fait aussi decro^tre J
3
[3]. J
3
ayant une borne inferieure, l'algorithme (9) con-
verge vers le minimum global. Rappelons que (9) n'est
deni que pour les fonctions convexes. En pratique, les
fonctions non-convexes presentent un plus grand intere^t
car elles rejettent mieux les outliers. Ce point est aborde
au paragraphe 5 dans laquelle la M-estimation en contin-
uation est presentee.
4 Extension aux images couleurs
Les images en couleur sont rangees dans des vecteurs en
concatenant les donnees R, G et B, puis une ACP est ap-
pliquee sur la matrice de covariance 3n 3n. Le premier
point important pour la reconstruction est la denition des
residus 
i
. Comme la couleur est une caracteristique dis-
criminante pour la reconnaissance, les composantes RGB
d'un pixel doivent e^tre considerees simultanement : 
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prochant la distribution des residus par une densite gaussi-
enne, on retrouve le critere classique des moindres carres:
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Pour rendre le systeme robuste, on applique la theorie
de l'estimation semi-quadratique comme aux x2 et x3, et
l'algorithme resultant est similaire a (9). Bien que l'ex-
pression des residus ne soit plus lineaire en c
j
, J
3
est tou-
jours convexe en (c; ) lorsque  est convexe (demonstra-
tion en annexe A).
5 M-estimation en continuation
La theorie semi-quadratique est valide pour une large clas-
se de fonctions denies en [3]. Trois fonctions robustes
sont presentees dans le tableau 1. Les fonctions convexes
comme HS assurent l'unicite de la solution, mais leurs
fonctions d'inuence 
0
sont monotones. L'inuence des
outliers est alors limitee mais non nulle. De ce point
de vue, les fonctions Hard redescender [13] comme GM,
sont plus interessantes. Malheureusement, elles sont non-
convexes. Des algorithmes deterministes eÆcaces peuvent
pourtant e^tre denis par une approche graduelle de la non-
convexite. Nous proposons d'utiliser en continuation la
fonction HS avec (9), avec pour estimee initiale celle des
moindres carres (c
Q
; 
Q
), puis la fonction non convexe HL
a echelle xee et enn la fonction GM a echelle xee. Cette
strategie est similaire au GNC deja utilise pour la recon-
naissance d'objets avec la fonction GM [2, 1]. Cependant,
notre systeme apporte deux ameliorations :
- dans le GNC, la non-convexite est progressivement in-
troduite en ajustant le parametre d'echelle. A la premiere
etape, l'energie est rendue convexe sur le domaine de vari-
ation des residus en choisissant une grande valeur pour
. Cette valeur est liee au plus grand residu attendu, qui
doit e^tre connu a l'avance. Dans notre cas, la premiere
fonction utilisee est convexe independemment de la valeur
des residus et le parametre d'echelle est estime automa-
tiquement;
- Deuxiemement, notre algorithme resout explicitement le
probleme de la non-quadraticite de l'energie a l'aide de la
theorie semi-quadratique.
6 Resultats experimentaux
Nous appliquons notre systeme d'estimation robuste au
probleme de reconnaissance de panneaux routiers. Un en-
semble de 43 images synthetiques RGB de panneaux est
utilise comme apprentissage. Les panneaux triangulaires
sont prealablement separes du fond gra^ce a un masque
triangulaire. Quelques images d'apprentissage sont pre-
sentees gure 1. Dans cette experience, seuls 21 vecteurs
propres ont ete retenus ce qui revient a conserver 90%
de l'information contenue dans la base d'apprentissage.

A chaque etape de la cha^ne robuste, la reconnaissance
consiste a trouver l'image d'apprentissage la plus proche
de e

. Deux parametres de contro^le sont denis pour
evaluer la reconnaissance. d
1
est la distance euclidienne
a l'image d'apprentissage la plus proche. Soit d
2
la dis-
tance euclidienne au second modele le plus proche, on
denit un contraste de reconnaissance C =

1 
d
1
d
2


100. La gure 2 presente quelques images tests et les
resultats des 4 etapes de la cha^ne robuste. Pour chaque
etape, on indique les valeurs de C et d
1
, ainsi que le
numero du modele reconnu .

A la derniere etape, on
montre de plus le masque b des outliers. L'image p
1
correspondant au modele m
1
, a ete extraite d'une image
reelle. Elle ne presente pas d'occlusion, mais le panneau
est legerement dierent des modeles synthetiques de la
base (en taille, orientation, position du symbole). Ceci
explique pourquoi les contours apparaissent comme out-
liers. Les images p
2
a p
5
ont ete creees a partir de p
1
par
dierentes degradations synthetiques. L'image p
2
presente
deux occlusions de couleur bleue qui, bien que petites, per-
turbent la reconnaissance quadratique (le modele m
2
est
reconnu). Il en est de me^me pour l'image p
3
degradee par
des inscriptions rouges. Dans les deux cas, le panneau
est correctement identie a la premiere etape de recon-
naissance robuste HS, puis la qualite de la reconnaissance
est amelioree par les estimations suivantes HL et GM. Les
images p
4
et p
5
presentent la me^me surface occultee, mais
par des couleurs dierentes. Remarquons que p
5
est un
piege me^me pour la perception humaine : les outliers de
couleur noire peuvent e^tre percu comme des donnees cor-
rectes pour les modeles m
5
et m
6
, ou comme des pixels
errones pourm
1
. De fait la cha^ne robuste echoue a identi-
er correctement p
5
. Cette ambigute n'existe pas pour p
4
ou les outliers sont de couleur bleue, ce qui permet claire-
ment de les identier. L'information couleur est bien prise
en compte par notre methode.
7 Conclusion
Nous venons de presenter un systeme de reconnaissance
robuste sur des images en couleur utilisant les M-estima-
teurs en continuation. Gra^ce a la theorie semi-quadratique
et aux resultats issus de la statistique robuste, l'algorithme
de reconstruction sur les espaces propres propose est non-
supervise et simple a implanter. Les resultats obtenus sur
une bibliotheque d'images en couleur de panneaux routiers
montre une amelioration de la reconnaissance par rapport
aux algorithmes standards.
A Preuve de la convexite de J
3
dans
le cas RGB
D'apres Huber [5] p178, pour demontrer que J
3
est con-
vexe en (c; ), on suppose que (c; ) dependent lineairement
d'un parametre t et l'on calcule la derivee seconde en t de
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(en omettant l'indice i). On a q(t) =   (=) + a  .
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Donc q > 0, et J
3
est convexe en (c; ). Ce resultat reste
valable pour des images de plus de trois bandes.
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Tab. 1: Fonctions robustes
(x) 
0
(x) convexite
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Fig. 1: Quelques images d'apprentissage en couleurs
(avec indication de la couleur de fond des modeles)
p
1
p
2
p
3
p
4
p
5
Q C = 92 C = 1:5 C = 24 C = 36 C = 63
d
1
= 0:02 d
1
= 0:12 d
1
= 0:15 d
1
= 0:21 d
1
= 0:24
(m
1
) (m
2
) (m
4
) (m
1
) (m
6
)
HS C = 94 C = 64 C = 47 C = 44 C = 70
d
1
= 0:02 d
1
= 0:06 d
1
= 0:12 d
1
= 0:16 d
1
= 0:21
(m
1
) (m
1
) (m
1
) (m
1
) (m
6
)
HL C = 94 C = 81 C = 62 C = 49 C = 75
d
1
= 0:02 d
1
= 0:04 d
1
= 0:09 d
1
= 0:14 d
1
= 0:19
(m
1
) (m
1
) (m
1
) (m
1
) (m
6
)
GM
C = 94 C = 86 C = 66 C = 53 C = 79
d
1
= 0:02 d
1
= 0:03 d
1
= 0:08 d
1
= 0:13 d
1
= 0:17
(m
1
) (m
1
) (m
1
) (m
1
) (m
6
)
Fig. 2: Resultats de la cha^ne de reconnaissance robuste
sur les images couleurs p
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