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ABSTRACT
Text clustering is a text mining task which is often used to
aid the organization, knowledge extraction, and exploratory
search of text collections. Nowadays, the automatic text
clustering becomes essential as the volume and variety of
digital text documents increase, either in social networks
and the Web or inside organizations. This paper explores
the use of named entities as privileged information in a hier-
archical clustering process, so as to improve clusters quality
and interpretation. We carried out an experimental evalua-
tion on three text collections (one written in Portuguese and
two written in English) and the results show that named
entities can be applied as privileged information to power
clustering solution in dynamic text collection scenarios.
Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Clustering ; I.2.6 [Artificial Intelli-
gence]: Learning—Knowledge acquisition; I.5.3 [Pattern
Recognition]: Clustering; I.5.4 [Pattern Recognition]:
Applications—Text processing
Keywords
Text Clustering, Named Entities, Privileged Information.
1. INTRODUCTION
The use of information and communication technologies
is continuously increasing and advancing. Thus the amount
of documents available in digital format also keeps growing.
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Studies indicate that, from 2005 to 2020, the digital universe
will grow from 130 exabytes to 40000 exabytes (40 trillion
gigabytes) [9]. According to [10], about 80% of these data
are in unstructured format, and a major part of this percent-
age is formed by textual documents. The internet plays an
important role in these data, since its content is created and
accessed by billions of worldwide people. According to the
development indicators of the World Bank1, the percentage
of internet users has grown year after year. From 2004 to
2012, the percentage of the world population with access to
the internet increased from 14.1% to 35.6%.
In this scenario of growth in quantity and variety of dig-
ital texts, either in the Web or internally in organizations,
text mining techniques have become essential for supporting
knowledge extraction. Text clustering is one of the high-
lights of the text minig tasks, as it can be applied for orga-
nizing documents when there is not any set of labeled data
available.
Hierarchical text clustering is an unsupervised machine
learning method that allow automatic knowledge extraction
from large textual collections. It organizes the documents
into a hierarchy of clusters, where each cluster is a group
of documents related to each other [8, 5]. This hierarchi-
cal organization is important for many applications since it
enables intuitive exploration of the text collection.
Traditional hierarchical clustering methods have some
drawbacks that hinder their effective use in real world ap-
plications. A relevant challenge is the need to perform
incremental clustering to process new text documents pub-
lished over time (dynamic scenarios). Most existing cluster-
ing methods assume that the textual collections are static,
i.e., it is necessary to repeat the whole clustering process
whenever new information is available. Another important
challenge is how to represent textual information, which is
usually done based only on the terms of the documents by
using a bag-of-words model (technical information). How-
ever, there is a potential additional information embedded
in the texts that can be used to complement the traditional
bag-of-words representation. This additional information
1http://data.worldbank.org/indicator/IT.NET.USER.P2
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is called “privileged information” because their extraction
usually relies on a (i) greater computational cost; (ii) a
better understanding of the problem domain; and (iii) the
fact that it is usually available in only a portion of textual
documents. Recently, Vapnik and Vashist [21] proposed a
new machine learning paradigm called Learning Using Priv-
ileged Information (LUPI), which allows the incorporation
of this additional privileged information during a machine
learning process. The LUPI paradigm was extended for
clustering tasks [14], in which the privileged information is
used to obtain a more robust initial clustering model. This
initial model is used for incremental clustering of new tex-
tual information available, so as to enable its use in dynamic
scenarios.
In this paper, we investigate the use of named entities as
privileged information for incremental hierarchical cluster-
ing of documents. Named entities include all entities that
can be identified by a proper name, such as people, organi-
zations, locations, brands and products, as well as temporal
and numeric expressions. News articles, web pages, blogs
and any other kind of text document often contain named
entities. Most of the top 10 terms searched on Google-
Search2 in 2013 were named entities. The named entities
are more informative than other attributes in textual docu-
ments, as can be seen in works such as [19] and [17]. Accord-
ing to the jargon of journalists, the content of a news arti-
cle must contain answers to six questions: “What”, “Who”,
“When”, “Where”, “Why” and “How” [16]. Generally these
issues are involved with named entities like persons and or-
ganizations that answer the question “Who”, places that an-
swer the question “Where”, temporal expressions that an-
swer the question “When”, and so on.
To analyze the impact of named entities on hierarchical
text clustering, we performed experiments using three text
databases: (a) Best sports collection which is composed of
sports news articles in Portuguese; (b) a subset of the 20
Newsgroups, composed by four of the twenty original news-
group classes; and (c) Reuters-21578, the well-known bench-
marking text collection, having articles written in English.
For these three databases, we compared traditional hierar-
chical clustering with LUPI-based incremental hierarchical
clustering and assessed both the quality of the final clus-
tering solutions and the interpretability of each description
(technical and privileged information).
This paper is organized as follows. In the next section,
we present some related work on LUPI-based incremental
hierarchical clustering and the use of named entities in the
text clustering. Our approach to use named entities in a
LUPI-based incremental hierarchical clustering is described
in Section 3. The experimental evaluation and a discussion
on the results are presented in Section 4. Finally, in Sec-
tion 5, we conclude the paper and point some future work.
2. RELATEDWORK
Hierarchical text clustering are very useful for managing,
searching and browsing large repositories of text documents
[1]. A hierarchy of clusters allows the organization of a col-
lection of texts by similarity [12] and its interactive explo-
ration through different groups of documents. This hierar-
chies can be built by using supervised or unsupervised meth-
ods. Supervised methods require intensive human effort to
2www.google.com.br/trends/topcharts#geo&date=2013
build a model. Thus, their application becomes impractical
for growing collections of texts. For those cases, unsuper-
vised methods for hierarchical clustering would be a better
choice.
The hierarchical clustering organizes a collection of doc-
uments into a hierarchy of groups and subgroups of docu-
ments. The top level of the hierarchy represents the most
general knowledge, whereas lower levels represent more spe-
cific one. From the hierarchical clustering, we can obtain
descriptors that represent the content of each group. The
descriptors allow the users to navigate through the hierarchy
and to explore specific topics of interest, without having to
read all the documents [12].
Several state-of-the-art approaches to improve the auto-
matic generation of clusters have been proposed in the liter-
ature [20, 2, 16, 6, 14]. The LUPI (Learning Using Privileged
Information) paradigm, proposed by Vapnik and Vashist
[21] to incorporate privileged information in the classifica-
tion task, was applied to the clustering task in [6] and [14].
Feyereisl and Aickelin [6] presented a set of experiments and
demonstrated that the use of privileged information in a sep-
arate feature space achieves better results than the simple
concatenation of the privileged information into the techni-
cal information feature space. Besides that, they proposed
a method for fusing privileged and technical information to
obtain an improved clustering.
Marcacini and Rezende [14] combined the concepts of
incremental and hierarchical clustering with the LUPI
paradigm and proposed the LIHC (LUPI-based Incremental
Hierarchical Clustering) method. In LIHC method, various
clustering algorithms are run to obtain several clustering
solutions from the subset of documents that contains priv-
ileged information. This step is also carried out with the
non-privileged information, i.e., the bag-of-words. Then,
the clustering solutions are combined into a single soluntion
by using consensus clustering, and thus an initial hierarchi-
cal clustering model is obtained. With consensus clustering,
if a document was incorrectly placed in a cluster, due to
the bag-of-words, it can be replaced to the correct cluster
by using the privileged information. The initial model is
used for incremental clustering of the remaining documents,
which are represented only by the bag-of-words. In the in-
cremental clustering phase, each new document is inserted
into the hierarchical clustering according to the similarity
between the document and the centroids of the clusters.
Other approaches aim to incorporate some concepts from
documents into the task of clustering. Named Entities can
be used for this purpose. The task of recognizing named
entities (NER) is a major component in many applications
of natural language processing, as summarization, question-
and-answer systems and machine translation [18]. The NER
is an information extraction task that involves processing a
text to identify occurrences of words or phrases belonging
to named entity categories [15].
In [20], Toda and Kataoka proposed a method for cluster-
ing the results from search engines by using named entities
for building an index of results (a structured labeled list).
The algorithm proposed by them consists of the following
steps: 1) Find the search results, 2) List the named entities
for the search results, 3) Select the labels of the list of named
entities, 4) Arrange the labels for categories of named enti-
ties. They evaluated the selection and presentation of labels
by using a collection of Japanese news. The results indicated
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that their method is more efficient than other methods ex-
isting in the literature.
Cao et al. [2] proposed an Extended Vector Space Model,
which uses named entities and keywords to represent the
documents. They represented each named entity as a triple
(name, type, identifier) and each document d is represented
by two descriptions: (i) a quadruple (
−→
d N ,
−→
d T ,
−→
d NT ,
−→
d I),
where
−→
d N ,
−→
d T ,
−→
d NT and
−→
d I are vectors on the sets N
(names of entities), T (type of entities), N × T (pairs of
names and types) and I (identifiers of entities); and (ii) a
vector of keywords. The similarity degree of two documents
is calculated combining the cosine similarity for each vec-
tor of the two descriptions. The authors conducted hard
and fuzzy text clustering experiments to evaluate the model
proposed. The results showed that such combination is sig-
nificant for the quality of the clusters.
In [16], Montalvo et al. proposed an approach for clus-
tering multilingual news based on the cognate named enti-
ties contained in the document. They also proposed a new
metric, called Named Entities Shared Measure (NESM), to
calculate the similarity between two documents. This new
metric is based on the quantity and category of named en-
tities presented in both documents. The approach was eval-
uated by using an algorithm for agglomerative clustering
and three collections of multilingual news. The new met-
ric NESM was compared with other measures of similarity:
cosine and correlation. The results showed that NESM is
competitive compared to standard metrics.
Altough several methods have been proposed to incorpo-
rate concepts into the clustering process, those methods usu-
ally assumes that the text collections are static and that
the complete collection is available for clustering. Research
on incremental clustering and on the use of named entities
in the text clustering have been carried out in a parallel
way. The approach presented in this work combines the
power that named entities have to include concepts into the
clustering process with the high applicability of incremen-
tal clustering in dynamic scenarios. We explore the use of
named entities as privileged information for generating a
initial model, which can be expanded when new documents
become available.
3. NAMED ENTITIES AS PRIVILEGED
INFORMATION
The well-known bag-of-words model is the most popular
text clustering representation. In this model, the words from
the documents are used as features where the semantic and
the order of the words are not considered. The bag-of-words
representation can be taken as data technical information as
the extraction of documents words is a simple task, with low
computational cost. On the other hand, Vapnik and Vashist
[21] state that it is possible define some additional and wor-
thy information, the privileged information, in practically
any application domain. In this work we investigated the
use of named entities as privileged information due to three
main reasons:
• Named entities represent rich information about docu-
ments content so it is potentially useful to complement
and to refine the knowledge extracted from technical
information;
• One of the primary features of the existence of privi-
leged information is that it is available for only a frac-
tion of the documents. This feature is also a natural
feature of named entity recognition because some doc-
uments of the collection may have a fraction or the
entire set of named entities not recognized; and
• Named entities are not explicitly available in the data
and their correct recognition requires some additional
processing that is normally intelligent and has high
computational cost. This fact makes the recognition
of named entities for a large collection impracticable,
however it can be done to a sample of the documents
and, in this way, named entities can be used as privi-
leged information.
The incorporation of privileged information into machine
learning tasks, called Learning Using Privileged Information
(LUPI) paradigm, has received great attention in the liter-
ature. In this work, we adapt the LUPI-Based Incremental
Hierarchical Clustering (LIHC) algorithm to incorporate the
named entities as privileged information for hierarchial text
clustering. The basic idea is to use the fraction of documents
represented by the privileged information to refine/correct
an initial text clustering model. The initial model is used
for incremental clustering of the remaining documents that
are represented only by the technical information.
Formally, consider that the textual collection is repre-
sented by two features spaces χt and χp, where χt is the
feature space of technical information composed by bag-of-
words and χp is the feature space of privileged informa-
tion composed by named entities. Thus, the textual collec-
tion of n documents is organized through two sets: Xpri =
{dp1, dp2, ..., dpm} and Xtec = {dt1, dt2, ..., dtm, dtm+1, ..., dtn}.
Note that privileged information is only available for
a portion of the documents. It is available for the m
documents that contain named entities. Thus, the ini-
tial clustering model is obtained from the subset Y =
{(dp1, dt1), (dp2, dt2), ..., (dpm, dtm)}, which contains documents
represented in both technical and privileged feature spaces.
In this paper, a consensus-based clustering method is used
to combine documents represented by the two feature spaces
into a single clustering model. First, multiple partitions are
generated for each feature space by running various cluster-
ing algorithms (or the same algorithm with different param-
eters). The partitions are combined using a co-association
m ×m matrix M , whose entries are Mij = aijp , where aij
represents the number of times that the documents i and j
were allocated in the same cluster and p is the total number
of partitions generated.
Considering the consensus clustering method, the ap-
proach proposed in this paper obtains two co-association
matrices M t and Mp which represent, respectively, the
technical information (bag-of-words) clustering model and
privileged information (named entities) clutering model.
The combination of these two clustering models is per-
formed by using a final co-association m×m matrix MF :
MFij = (1− α)M tij + αMpij
In this case, the parameter α is a combination factor (0 6
α 6 1) that indicates the importance of each feature space
in the final co-association matrix.
The matrix MF can be understood as a new criterion of
relationship between documents by combining technical in-
formation and privileged information. Thus, the consensual
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initial model is obtained through the execution of some hi-
erarchical clustering algorithm from the matrix MF . The
remaining documents {dtm+1, ..., dtn} are inserted into the
initial model using some incremental clustering technique,
for example, by using the similarity between the new doc-
ument to the existing cluster centroids. The incremental
clustering is repeated until all the documents are inserted,
thereby obtaining the final clustering solution.
The LIHC, as proposed in [14], is an algorithm-independent
method, i.e., any clustering algorithm can be used to both
generate the partitions for each feature space in order to get
the co-association matrices M t and Mp and generate the
initial model from the final co-association matrix MF . The
algorithms used in the experimental evaluation reported in
this paper are presented in Section 4.4.
4. EXPERIMENTAL EVALUATION
We carried out an experimental evaluation to analyze the
impact of named entities on the hierarchical text clustering
quality and clusters interpretation. Three text collections
were used and the evaluation was done based on a gold stan-
dard categorization available for each collection.
4.1 Text Datasets
4.1.1 Best sports
This first text dataset is a collection of sports news, writ-
ten in Portuguese. The documents were extracted from Best
sports website3, whose main focus are news and results of
the Olympic Games and the most important world champi-
onships of several sports.
The Best sports collection contains 881 short news articles
(from 383 to 2779 characters), referring to 66 sports or sport-
ing events. The articles were published from August 1999 to
August 2008. The largest amount of documents is from the
year 2004, mainly due to Athens Summer Olympics. Each
of the 881 articles has a class label, according to the website
categorization, and corresponds to either a specific sport or
a certain sporting event. The first group of class labels is
composed by articles that report games or competitions re-
sults of the specific sport, for example an article could report
the podium of the first round of F1 World Championship.
The second group of class labels is composed by articles that
report some fact related to a sporting event in general, as an
example, an article could report the Olympic Games Open-
ing Ceremony. Taking into account these class labels, the
dataset is unbalanced. The top 10 class labels correspond
to 502 articles, i.e., more than one half of the total number
of articles.
We have created two sets of files from that text collection,
each one representing a different description of the docu-
ments, as following:
• BS-tec set, composed of files that contains the articles
full text.
• BS-pri set, composed of files containing only the
named entities recognized by Rembrandt tool, ex-
cept the entities of the classes ‘Number’ and ‘Time’,
as they are not relevant to the clustering task.
3http://bestsports.com.br/db/notarqhome.php. Access
to the labeled text collection can be requested to the authors
of this paper by e-mail.
4.1.2 20-ng talk
The second text collection used in the experimental eval-
uation is a subset of the 20 Newsgroups dataset4, com-
posed by four newsgroups classes, namely talk.politics.misc,
talk.politics.guns, talk.politics.mideast and talk.religion.misc.
As our goal is to analyse the effect of named entities in text
clustering, we selected this subset expecting that their doc-
uments would have discriminative named entities.
We have created three files sets representing three different
descriptions of the 20-ng talk documents:
• Ng-tec set, composed of files that contains the full text
of the messages;
• Ng-OC pri set, composed of files containing the named
entities recognized by OpenCalais tool when process-
ing the messages full text;
• Ng-S pri set, composed of files containing the named
entities recognized by Stanford NER tool when pro-
cessing the messages full text.
4.1.3 Reuters-21578
The third text collection used in the experimental evalu-
ation is the well-known Reuters-21578 Distribution 1.0 5.
In this experiment, we considered only the articles that
were indexed (i.e., attribute TOPICS of REUTERS tag dif-
ferent from “BYPASS”), with a normal structure (i.e., at-
tribute TYPE of TEXT tag different from “BRIEF” and
“UNPROC”) and containing only one annotated topic cat-
egory (i.e., TOPICS tag enclosing only one value). That
topic category was used as the gold standard class label for
the articles.
From Reuters-21578 collection, we have created four files
sets representing four different descriptions of the docu-
ments:
• R-tec set, composed of files that contains the articles
full text, consisting of DATELINE, TITLE and BODY
tags;
• R-pri set, composed of the original Reuters annota-
tions for the categories PLACES, PEOPLE, ORGS
and EXCHANGES;
• R-OC pri set, composed of files containing named en-
tities recognized by OpenCalais tool when processing
the articles full text;
• R-S pri set, composed of files containing named enti-
ties recognized by Stanford NER tool when processing
the articles full text.
4.2 Evaluation Criteria
Hierarchical clustering can be objectively or subjectively
evaluated. The objective evaluation applies statistical in-
dexes that quantify the quality of the results, whereas the
subjective evaluation uses a domain expert’s knowledge for
quality assessment. Besides the evaluation of the clustering
solution, a hierarchy of clusters can also be evaluated re-
garding the descriptors quality. In this work, we objectively
evaluate the quality of hierarchical clustering solutions and
4http://qwone.com/˜jason/20Newsgroups/
5http://kdd.ics.uci.edu/databases/reuters21578/reuters
21578.html
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subjectively evaluate the quality of cluster descriptor candi-
dates.
Validation indexes used for objective evaluation can be
internal, relative or external [4]. An internal index validates
the position of the objects inside the clustering and it is
used to analyze the intrinsic characteristics of a clustering.
Relative indexes are used to compare different solutions in
order to decide which one is more appropriate for certain
dataset and application. External indexes, which normally is
also a relative index, measure how close a clustering solution
is to a solution of reference. This solution of reference, also
known as gold standard, can be defined by the label of the
documents already available. This last type of index was
employed in the evaluation of this work, as a gold standard
was available for each dataset used in the experiments.
Thus, in this work, the quality of hierarchical clustering
solutions is quantitatively assessed by the FScore index [12,
22], which is an external index frequently used in hierar-
chical clustering evaluation. It is essentially an information
retrieval measure that computes how much the hierarchical
clustering can recover the category information associated
with each document. For this purpose, consider that H is a
hierarchical clustering obtained by an unsupervised learning
method; Gi is a cluster found at any level in the hierarchy
H and contains a set of documents; and Lr is a category of
reference and its respective set of documents. The F mea-
sure of a category Lr is calculated by choosing the maximum
value obtained in some cluster Gi ∈ H, according to Equa-
tion 1. In this case, F (Lr, Gi) is the harmonic mean between
precision (Equation 2) and recall (Equation 3).
F (Lr) = max
Gi∈H
F (Lr, Gi)
(1)
P (Lr, Gi) =
|Lr ∩Gi|
|Gi|
(2)
R(Lr, Gi) =
|Lr ∩Gi|
|Lr|
(3)
FScore =
c∑
r=1
|Lr|
n
F (Lr)
(4)
The FScore of a hierarchical clustering with n documents
and c categories is the sum of the F values of the categories
weighted by the size of each category (Equation 4).
Thus, if the hierarchy perfectly recovers the information
related to the category of the documents, then the FScore
index is equal to 1. In general, the higher the FScore values,
the better the hierarchy.
Besides the objective evaluation, we performed a subjec-
tive analysis of cluster descriptor candidates. The most fre-
quent terms of each data description (technical and privi-
leged) were taken as descriptor candidates.
4.3 Experimental Setup
A bag-of-words was created for each files set presented in
Section 4.1. Traditional text preprocessing tasks were ex-
ecuted, like stemming and stopwords removal, in addition
to the removal of terms that occur in less than two docu-
ments or in more than 80% of the documents. Every bag-of-
words was built using the term weighting measure TF-IDF
(term frequency–inverse document frequency). The total
number of documents and terms found in each bag-of-words
are shown in Table 1.
The preprocessing of the Best sports text collection was
supported by a domain expert. During a preliminary analy-
Table 1: Bag-of-words summary
Best sports 20-ng talk
#Doc. #Terms #Doc. #Terms
BStec 881 1211 Ngtec 3253 4744
BSpri 878 660 Ng OCpri 3221 3218
Ng Spri 3167 2454
Reuters-21578
#Doc. #Terms
Rtec 8654 5965
Rpri 2391 177
R OCpri 8351 3099
R Spri 8304 3895
sis, the domain expert identified some terms which were not
relevant to a clustering task. Although those terms were
frequent in the text collection, they were common to several
different sports and, consequently, they were not represen-
tative of the articles categories. Examples of those terms
(translated to English) are: ‘medal’, ‘gold’, ‘silver’, ‘bronze’,
‘championship’, ‘round’ and ‘podium’. The terms raised by
the domain expert were included in the stoplist to be ex-
cluded when building the BStec bag-of-words. In the case of
the BSpri, entities of the classes ‘Number’ and ‘Time’ were
not included, as previously mentioned.
In order to evaluate the impact of named entities as privi-
leged information on the text clustering, we experiment dif-
ferent hierarchical clustering setups, as shown in Table 2.
Traditional hierarchical clusterings (not incremental) were
built as top baselines, simulating a situation where the whole
textual dataset is available to be clustered. Besides that,
bottom baselines were calculated using random clustering,
with documents being randomly grouped. The aim of the
bottom baselines is to assess the real quality of the tested
clustering solutions. LUPI-based incremental hierarchical
clusterings were built having the tec sets as technical infor-
mation and the pri sets as privileged information. Several
combination factors were tested, diversifying the weight of
the technical information (BStec, Rtec or Ngtec) and the
privileged information (BSpri, Rpri, R OCpri, Ng Spri or
Ng OCpri).
The R OCpri* set, shown in combination with Rtec in
Table 2, and the sets Ng Spri* and Ng OCpri*, combined
with Ngtec, represent a sample of the respective pri sets.
Through these configuration we simulate a dynamic environ-
ment, where we have only a fraction of the text documents
available to build the initial model. That is a very common
situation in the real world. We might note here that the sim-
ulation is not totally realistic, since the text preprocessing
was performed with the complete collections and not with
only a fraction of them. In our simulation, the fraction of
the data that has both technical and privileged information
is used to build the model. The technical information of the
remaining data is used in the incremental phase.
R OCpri* set contains 3533 documents randomly sampled
from R OCpri set; Ng Spri* set contains 1091 documents
randomly sampled from Ng Spri; and Ng OCpri* contains
1109 documents randomly sampled from Ng OCpri. The
sample sizes (3533, 1091 and 1109 documents) were calcu-
lated using Chernoff Bounds, considering 30% of documents
for each desired cluster, i.e., class labels of the collection (65
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Table 2: Clustering setups
Best sports
Traditional Hierarchical Clustering LUPI-based Incremental Hierarchical Clustering (LIHC)
Sim. Measure Sim. Measure Combination Factor
BStec Cosine BStec+BSpri Cosine 11 factors: 0.0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0,8, 0.9, 1.0BSpri Cosine
BStec Random
20-ng talk
Traditional Hierarchical Clustering LUPI-based Incremental Hierarchical Clustering (LIHC)
Sim. Measure Sim. Measure Combination Factor
Ngtec Cosine Ngtec+Ng OCpri* Cosine 11 factors: 0.0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0,8, 0.9, 1.0Ng Spri Cosine
Ng OCpri Cosine Ngtec+Ng Spri* Cosine 11 factors: 0.0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0,8, 0.9, 1.0Ngtec*1109 Cosine
Ngtec*1091 Cosine
Ngtec Random
Reuters-21578
Traditional Hierarchical Clustering LUPI-based Incremental Hierarchical Clustering (LIHC)
Sim. Measure Sim. Measure Combination Factor
Rtec Cosine Rtec+Rpri Cosine 7 factors: 0.0, 0.1, 0.3, 0.5, 0.7, 0.9, 1.0
Rpri Cosine Rtec+R OCpri* Cosine 7 factors: 0.0, 0.1, 0.3, 0.5, 0.7, 0.9, 1.0
R OCpri Cosine
R Spri Cosine
Rtec*3533 Cosine
Rtec Random
for Reuters-21578 and 4 for 20-ng talk), and having 90% of
confidence level.
The files sets Rtec*3533, Ngtec*1091 and Ngtec*1109 cor-
respond to samples of the respective tec set. The number
after the “*” character indicates the sample size. Those con-
figurations were tested to assess the behavior of the tradi-
tional clustering when only a fraction of the documents is
available. The sample sizes used in those cases were the same
sample sizes used in the initial model construction phase of
the LUPI-based incremental hierarchical clustering experi-
ments.
The LIHC combination factor expresses the weight of the
privileged information in the consensus clustering solution,
as described in Section 3. Thus, using a combination factor
of 0.1 the weights of technical and privileged information
will be 90% and 10%, respectively. In the special cases of
combination factors 0.0 and 1.0, only technical or privileged
information is used, respectively. Table 2 presents the com-
bination factors applied in each setup tested. The experi-
ments for each text collection covers the complete combina-
tion factor range (from 0.0 to 1.0). We applied 11 combina-
tion factors for Best sports and 20-ng talk experiments. In
the case of Reuters-21578, due to the dataset size and lim-
ited time for the experiments, the combination factor range
was covered by 7 combination factors.
The implementation of the clustering methods used in the
experiments are based on algorithms whose results depend
on the initial seeds, which are randomly selected. More in-
formation about the algorithms is presented in Section 4.4.
In order to minimize the effects of optimal and bad solu-
tions generated by chance, we built 100 clustering solutions
to each experimental setup shown in Table 2. For the combi-
nation involving sampled sets, a different randomly selected
sample was used in each of the 100 runnings.
The hierarchical clustering solutions were evaluated with
the FScore index. That index was calculated for each of the
100 executions for every experimental configuration using
the text collection gold standard. The mean of the FScore
values was used in a comparative evaluation.
For the subjective analysis of clusters descriptor candi-
dates, we compared the most frequent terms of each indi-
vidual description (technical and privileged) of the text col-
lections.
4.4 Supporting Tools
For the preprocessing and the hierarchical clustering of the
text documents, we used the tools: JPretext6, TopHClust7
and LIHC8. They are part of Torch [13], that is a set of
tools developed to support text clustering and construction
of topic hierarchies. JPretext transforms the collection of
texts in a bag-of-words, a representation which a machine
learning algorithm is able to handle.
TopHClust builds topic hierarchy from text collection and
was used for generating the traditional hierarchical cluster-
ing solutions through the Bisecting K-means algorithm. The
same configuration parameters were used in all the cases pre-
sented in this paper: maximum of 10 initializations of the
K-means (with random initial seed selection) for each clus-
ter to be bisected and maximum of 30 iterations for each
6http://sites.labic.icmc.usp.br/torch/msd2011/jpretext
7http://sites.labic.icmc.usp.br/torch/msd2011/tophclust
8http://sites.labic.icmc.usp.br/torch/doceng2013
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K-means execution.
LIHC tool implements the LUPI-based incremental hi-
erarchical clustering method. It executes the K-means al-
gorithm to generate 50 different solutions for each feature
space (technical and privileged) in order to computing the
co-association matrices M t and Mp. A random number
of clusters (k) is selected and up to 10 iterations are ex-
ecuted for each K-means run. In a second step, the final
co-association matrix MF (calculated from the combination
of M t and Mp, as presented in Section 3) is used as input for
the UPGMA algorithm, in order to generate the consensual
initial hierarchical model. In the incremental step, for each
new document, a top-down search is performed in the hier-
archical model to find the leaf cluster that is the most similar
to the new document, considering the cosine similarity cal-
culated from the technical information features. Then, the
document is inserted into the selected cluster. The center of
that cluster is updated based on the new document, as well
as the centers of its ancestors. This step continues until all
the remaining documents are inserted in the hierarchy. Note
that in LIHC tool incremental step no change is made in the
hierarchical model, the new documents are inserted into the
clusters obtained in the consensus initial model generation
step.
The named entity recognition was performed by using
three tools: REMBRANDT9 for the Portuguese sport news
collection, and Opencalais NER10 and Stanford NER11 for
the other two English text collections. REMBRANDT is a
system for named entity recognition and for detection of re-
lationship between entities [3]. This system was designed to
recognize several classes of named entities, like location, or-
ganization and people, in texts written in Portuguese. REM-
BRANDT uses Wikipedia12 as knowledge base for the classi-
fication of entities and it has its own interface, the SASKIA,
to interact with that base. Opencalais NER is a Web service
that automatically creates rich semantic metadata for the
submitted content. Using natural language processing and
other methods of machine learning, this tool analyzes the
document and finds the named entities, as well as facts and
events. Finally, Stanford NER [7], also known as CRFClas-
sifier, provides a general implementation of linear chain Con-
ditional Random Field (CRF) sequence models [11]. Stan-
ford NER includes a 4 class (Location, Person, Organization,
Misc) model trained for CoNLL (Conference on Natural
Language Learning), a 7 class (Time, Location, Organiza-
tion, Person, Money, Percent, Date) model trained for MUC
(Message Understanding Conferences), and a 3 class (Loca-
tion, Person, Organization) model trained on both data sets
for the intersection of those class sets. In this paper, we used
the 3 class model.
4.5 Results and Discussion
The results of each clustering configuration setup (pre-
sented in Table 2) are shown in Tables 3, 4 and 5. In this
section we discuss those results according to three aspects:
(i) the clustering solutions quality compared to the bot-
tom baseline (random clustering baseline); (ii) the impact
of named entities used as privileged information on the so-
lution quality, comparing to the traditional clustering and to
9http://xldb.di.fc.ul.pt/Rembrandt
10http://www.opencalais.com
11http://nlp.stanford.edu/software/CRF-NER.shtml
12https://www.wikipedia.org
the incremental clustering obtained with only the technical
information; and (iii) the impact of named entities on the
interpretation of cluster descriptor candidates.
Table 3: FScore results on Best sports text collection
Traditional Hierarchical Clustering
Configuration Mean Standard Deviation
BStec (Random) 0.1979526 0.004561769
BStec 0.7953996 0.014110757
BSpri 0.7149787 0.013306216
LUPI-based Incremental Hierarchical Clustering (LIHC)
BStec+BSpri
Configuration Mean Standard Deviation
CF = 0.0 0.8514596 0.009683092
CF = 0.1 0.8592093 0.008418488
CF = 0.2 0.8595233 0.006784173
CF = 0.3 0.8505919 0.005547670
CF = 0.4 0.8397684 0.005735207
CF = 0.5 0.8241772 0.006470237
CF = 0.6 0.8071378 0.006233710
CF = 0.7 0.7860747 0.007080266
CF = 0.8 0.7634509 0.006053407
CF = 0.9 0.7447482 0.005786527
CF = 1.0 0.7232030 0.005492020
Table 4: FScore results on 20-ng talk text collection
Traditional Hierarchical Clustering
Configuration Mean Standard Deviation (SD)
Ngtec (Random) 0.3447563 0.003613063
Ngtec 0.7154719 0.030389983
Ngtec*1109 0.6499509 0.035764730
Ngtec*1091 0.6456647 0.033426670
Ng OCpri 0.5741070 0.029667998
Ng Spri 0.6347750 0.025475736
LUPI-based Incremental Hierarchical Clustering (LIHC)
Ngtec+Ng OCpri* Ngtec+Ng Spri*
Config. Mean SD Mean SD
CF = 0.0 0.6853648 0.036282849 0.6793919 0.035598311
CF = 0.1 0.6827068 0.035128327 0.6868451 0.037089920
CF = 0.2 0.6962096 0.031402972 0.6937107 0.036576790
CF = 0.3 0.6885532 0.034240537 0.6963065 0.036233595
CF = 0.4 0.6868847 0.033564760 0.6917300 0.035303261
CF = 0.5 0.6813419 0.033246549 0.6829415 0.032594440
CF = 0.6 0.6717932 0.028168174 0.6693529 0.035896666
CF = 0.7 0.6638062 0.028224429 0.6443722 0.030504337
CF = 0.8 0.6422845 0.026862910 0.6333196 0.037061739
CF = 0.9 0.6082748 0.028919916 0.6206302 0.029223166
CF = 1.0 0.5813424 0.026481361 0.6124556 0.032763855
Starting with the bottom baseline analysis, when com-
paring the clustering setups tested to the random cluster-
ing baselines we can confirm that the solutions obtained by
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Table 5: FScore results on Reuters-21578 collection
Traditional Hierarchical Clustering
Configuration Mean Standard Deviation (SD)
Rtec (Random) 0.3102748 0.002122204
Rtec 0.7557835 0.002877946
Rtec*3533 0.7523901 0.008479272
Rpri 0.2907431 0.008537615
R OCpri 0.4516162 0.008788874
R Spri 0.4154898 0.017211029
LUPI-based Incremental Hierarchical Clustering (LIHC)
Rtec+Rpri Rtec+R OCpri*
Config. Mean SD Mean SD
CF = 0.0 0.6808258 0.041925664 0.7440712 0.014338430
CF = 0.1 0.6800926 0.038772468 0.7472538 0.012449733
CF = 0.3 0.6649689 0.018543378 0.7449915 0.016195601
CF = 0.5 0.6040594 0.021652370 0.6557228 0.023606935
CF = 0.7 0.6014064 0.028013522 0.5834141 0.033284301
CF = 0.9 0.5989576 0.029355658 0.5345311 0.036700835
CF = 1.0 0.5903436 0.034719059 0.5225855 0.030570159
practically all tested setups represent some level of the text
collection organization. Except for the traditional clustering
of the Rpri set, all other solutions obtained FScore above the
random one. The Rpri set is composed by the named en-
tities originally available in the Reuters-21578 corpus. The
low quality of the Rpri traditional clustering can be justified
by the low number of entities available for each document.
As shown in Table 1, only 177 terms were identified in this
set, while OpenCalais and Stanford tools recognized higher
numbers of entities (3099 and 3895, respectively) and, con-
sequently, their sets reached better results.
Focussing on the impact of named entities on the final
clustering quality, we can observe that the best results were
obtained in the Best sports experiments. The comparison of
the traditional hierarchical clustering solutions to the LUPI-
based incremental hierarchical clustering solutions for that
collection (Table 3) shows that LIHC (with combination fac-
tors that prioritize the technical information) presented FS-
core mean values higher than the traditional hierarchical
clustering. We can also verify that the incremental cluster-
ing executed with only one description (CF 0.0 and CF 1.0 )
overcame the traditional clustering generated with the same
description (BStec and BSpri). Furthermore, the LUPI-
based incremental clusterings were more stable, having lower
standard deviation.
In order to verify if the differences observed between FS-
core means obtained in Best sports experiments are sta-
tistically significant, we conducted two hypothesis tests (t-
test). The first test compared the BStec traditional cluster-
ing mean (0.7953996) with the mean of the traditional clus-
tering obtained only with the privileged information BSpri
(0.7149787). The second test compared the BStec tradi-
tional clustering mean (0.7953996) with the mean of LIHC
BStec+BSpri with combination factor of 0.5 (0.8241772).
In both tests the null hypothesis (hypothesis that there is
no difference between the means) were rejected, with signif-
icance level α = 0, 05 and p-value < 2.2× 10−16.
Considering the LUPI-based incremental hierarchical clus-
tering quality, the results of the experiments with Reuters-
21578 and 20-ng talk collections were less significant. For
these collections, no LUPI-based incremental clustering, in-
dependent of the combination factor, outperformed the re-
sult of the not incremental clustering obtained with the tra-
ditional bag-of-words (Rtec ou Ngtec). However, we should
note that the initial model of the incremental clustering was
created with only a sample of the total set, as described
in Section 4.3. Thus, if we compare the LUPI-based incre-
mental clustering with the traditional clustering generated
with only a sample of the data (Rtec*3533, Ngtec*1091 and
Ngtec*1109) we observe that, for the collection 20-ng talk
(Table 4), LIHC obtained better results than the traditional
clustering. T-tests were conducted in order to analyse the
observed differeces between those means. In the test com-
paring the mean of the configuration Ngtec+Ng OCpri* CF
= 0.2 (0.6962096) with the mean of the traditional clustering
Ngtec*1109 (0.6499509), the null hypothesis was rejected,
with significance level α = 0, 05 and p-value < 2.2× 10−16.
The same conclusion was obtained in the t-test conducted to
compare the mean of the configuration Ngtec+Ng Spri* CF
= 0.3 (0.6963065) with the mean of the traditional clustering
Ngtec*1091 (0.6456647).
We can also verify for the 20-ng talk collection that the
LUPI-based incremental clustering with certain combination
factors (0.2 to 0.4 for combinations with the privileged in-
formation Ng OCpri* and 0.1 to 0.5 for combinations with
the privileged information Ng Spri*) outperformed the in-
cremental clustering created using only technical informa-
tion (combination factor of 0.0). The t-test conducted with
Ngtec+Ng OCpri* CF = 0.2 (0.6962096) and CF = 0.0
(0.6853648) rejected the null hypothesis with significance
level α = 0, 05 and p-value = 0.02493. Another t-test, ana-
lyzing Ngtec+Ng Spri* CF = 0.3 (0.6963065) and CF = 0.0
(0.6793919), rejected the null hypothesis with significance
level α = 0, 05 and p-value = 0.001036.
Analyzing the Reuters-21578 results (Table 5), the low
quality observed in the Rpri traditional clustering was also
observed in the LIHC that used that set as privileged infor-
mation. All of the combination factors tested for Rtec+Rpri
have higher means compared to the Rpri traditional cluster-
ing, however none of them reached neither the Rtec tradi-
tional clustering nor the technical information incremental
clustering (combination factor of 0.0). The use of privileged
information gets better results when the named entities are
extracted by OpenCalais tool (R OCpri*). The clustering
Rtec + R OCpri* with the combination factors 0.1 and 0.3
obtained FScore means that got close to the technical in-
formation incremental clustering mean and to the result of
the Rtec traditional clustering. In fact, the mean of those
combination factors are numerically higher than the combi-
nation factor 0.0, but that difference did not reach statistical
significance.
We can note that in two of the three text collections tested
the use of named entities improved the quality of an ini-
tial model, generated from a sample of the total data. In
the case of the third text collection, although the quality
was not improved it was not decreased either. Furthermore,
named entities are semantically richer than regular terms as
they represent concepts of the documents. For that reason
they can improve the quality of clusters descriptors (nor-
mally defined as the most frequent terms that represent the
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cluster content) and, consequently, enhance clusters inter-
pretation. To illustrate that fact, Table 6 shows the 20 most
frequent terms (those with highest sum of TF-IDF) found
in 20ng talk collection descriptions Ngtec and Ng Spri. In
these particular case we can see that among the top 20 enti-
ties there are more informative terms (for example “clinton”,
“texas”, “turkey” and “armenia”) than those Ngtec terms
(for example “write”, “time”, “law” and “fire”). The same
analysis can be done for Reuters-21578 (Table 7), where
we can find terms less representative, like “year”, “april”
and “net”, among Rtec terms, while richer ones were found
among the R OCpri terms, like “washington”, “new york”
and “bank of england”. In the case of Best sports collection
(Table 8) we can observe that among the BSpri top 20 terms
there are many terms that are very representative of some
sports while in the BStec terms the majority are terms that
are common to more than one sport and consequently they
have a lower ability to distinguish such sports. For example,
in BStec there are the terms “set” that is common to volley-
ball, tennis and archery. On the other hand, in BSpri there
are sports, teams and athletes names, like “voleibol” (which
means volleyball), “ferrari” and “gustavo kuerten”.
Table 6: Top 20 frequent terms for 20ng talk text
collection (the terms of Ngtec are stem terms)
Ngtec Ng Spri Ngtec Ng Spri
1 gun israel 11 god turkey
2 armenian fbi 12 kill c d tavares
3 write koresh 13 fire texas
4 israel batf 14 fbi armenia
5 articl clinton 15 law irvine
6 don jesus 16 arab israeli
7 govern waco 17 christian serdar argic
8 subject atf 18 time europe
9 isra clayton cramer 19 muslim jake livni
10 jew u s 20 cramer congress
Table 7: Top 20 frequent terms for Reuters-21578
collection (the terms of Rtec are stem terms)
Rtec R OCpri Rtec R OCpri
1 mln usd 11 share pence
2 loss new york 12 year florida
3 net washington 13 oper los angeles
4 shr california 14 april houston
5 dlr japan 15 march president
6 profit bank 16 sale tokyo
7 rev new jersey 17 bank bank of england
8 billion chicago 18 avg chairman
9 pct spokesman 19 compani texas
10 qtr cent 20 corp minneapolis
5. CONCLUSION
This paper addressed three major issues of automatic clus-
tering when applied to documents organization and hierar-
chy of text clusters construction: (i) the applicability in real
and dynamic environments, where only a sample of the text
Table 8: Top 20 frequent terms for Best sports text
collection (the terms of BStec are stem terms)
BStec BSpri BStec BSpri
1 brasil brasil 11 min X minutos
2 jog atenas 12 prov jogos pan
3 fic jogos 13 terc X kg
4 olimp sydney 14 americ cuba
5 pont honda 15 disput voleibol
6 final estados unidos 16 feminin schumacher
7 set alemanha 17 prim X americanos
8 conquist ferrari 18 seleca X anos
9 derrot X km 19 equip gustavo kuerten
10 aten espanha 20 quart china
collection is available to build the initial model and new doc-
uments are frequently added to the collection; (ii) the quality
of clustering solutions; and (iii) the level of clusters inter-
pretation as users frequently interact to the clusters when
searching documents.
To deal with the first issue, hierarchical clustering can be
applied in real and dynamic environment through an incre-
mental clustering method. The second issue, related to the
quality of initial models, and the third issue, related to the
clusters interpretation, are addressed with the use of auto-
matic extraction of named entities from the initial sample
and the consequent use of them in a consensus clustering.
Although the use of named entities did not significantly im-
prove the quality of the clustering solutions in all tested cases
it also did not cause a decrease. Thus, the use of named enti-
ties is a feasible possibility for automatically obtaining richer
information from the texts, besides the traditional bag-of-
words, in order to get better initial models and to improve
clusters interpretation.
As the named entities represent concepts found in the doc-
uments, descriptors generated from those named entities are
more understandable to the users. The same result could be
achieved using n-grams in the bag-of-words, however the use
of named entities is more natural and eliminates the need of
additional processing of all possible n-grams in order to find
the relevant ones.
Considering quality of hierarchical clustering solutions,
more significant results were obtained on the Best sports
experiments. Based on our results, we can not assert the
reasons of our findings. However, we speculate that the best
results were found on Best sports collection due to its scope.
Best sports categories have named entities that are very rep-
resentatives (e.g., athlete’s name or the sport itself). It was
also noted that the quality of the privileged information af-
fects the quality of the model. Named entities of poor quality
can negatively impact on clusters quality.
The computational cost of our approach depends on the
algorithms used in each phase: named entities recognition,
hierarchical model build and incremental clustering. The
first and second phases is performed only one time, using
the initial sample data. Thus, the incremental clustering
phase will have a higher impact on the whole process, since
it will deal with a larger number of documents, which can be
created over the time. To illustrate this scenario, consider
a sample of size s obtained from a textual collection with n
documents. Excluding the named entities recognition phase,
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which is out of the scope of this paper, the overall time
complexity of the learning process is, in our case, Oini(s
2)+
Oinc(nk). In this case, Oini(s
2) is the time complexity to
obtain the initial hierarchical model and Oinc(nk) is the time
complexity for the incremental clustering, where k is the
number of clusters of the initial model. Considering the
dominant variables of the problem and assuming that s <<
n, the time complexity turns out to be linear with respect
to both n and k.
According to the experimental results analysis, our ap-
proach seems to be appropriated to real-world applications.
Its exploration in a real and dynamic scenario, with the par-
ticipation of a domain expert throughout all the process,
can be the focus of a future work. Other points that can
be explored in more detail are the particularities of differ-
ent languages and different named entities recognition tools
and their impact on the whole clustering process, as well
as alternative methods for building the models, such as the
probabilistic topic models.
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