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Ускоренный градиентный слайдинг в
задачах минимизации суммы функций
Д.М. Двинских, C.C. Омельченко, А.И. Тюрин, А.В. Гасников
В статье описывается новый способ обоснования ускоренного градиентного
слайдинга Лана, позволяющий распространить технику слайдинга на сочетание
ускоренных градиентных методов с ускоренными методами редукции диспер-
сии. В частности, предложенная в статье техника позволяет получить новые
(оптимальные) оценки для решения задач минимизации суммы гладких сильно
выпуклых функций с гладким регуляризатором.
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1. Введение
Многие задачи анализа данных (машинного обучения) в конечном итоге при-
водят к необходимости решения задач минимизации функционалов вида суммы
(эмпирический риск) с большим числом слагаемых, отвечающих объему выборки
[1, 6, 18, 19]. Как следствие, в последнее десятилетие активно развиваются чис-
ленные методы оптимизации функционалов вида суммы [1, 6, 8, 10]. В частности,
были получены оптимальные методы (ускоренные методы редукции дисперсии) для
такого класса задач в случае, когда слагаемые в сумме гладкие (сильно) выпуклые
функции, см., например, [10]. Были проработаны постановки задач, в которых до-
полнительно в функционал вносится аддитивно (возможно негладкий, но выпуклый
/ сильно выпуклый) композитный член (по терминологии анализа данных вносится
слагаемое, отвечающее “регуляризации”), являющийся проксимально дружествен-
ным [11, 12], т.е. задача минимизации такого члена с квадратичной добавкой –
простая задача. В настоящей работе предлагается способ получения оптимальных
оценок для случая, когда композитный член будет выпуклым (сильно выпуклым)
гладким, но уже не будет проксимально дружественным. Не предполагается прок-
симальная дружественность и у слагаемых в сумме.
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В пункте 2 техника ускоренного градиентного слайдинга Дж. Лана [10; section
8.2] будет объяснена с помощью популярной в последнее время конструкции ката-
лист [1, 13, 14]. Обнаруженный способ позволил распространить область приложе-
ний техники слайдинга на интересующий нас класс задач. В пункте 3 результа-
ты пункта 2 обобщаются на различные негладкие постановки задач, в частности
на обобщенные линейные модели [19] и другие модели, допускающие эффективное
сглаживание [4, 17].
2. Основные результаты
Рассмотрим следующую задачу
F (x) = f (x) + g (x) = f (x) +
1
m
m∑
k=1
gk (x)→ min
x
, (2.1)
где f и gk имеют Lf и Lg-Липшицевы градиенты в 2-норме, а функция F – µ-сильно
выпуклая в 2-норме, причем µ≪ Lf . Для упрощения формулировки, наложим до-
полнительное условие m 6 Lg/µ. Результат Дж. Лана [10; section 8.2] заключается
в том, что для решения рассмотренной задачи с заданной точностью1 достаточно
O˜
(√
Lf/µ
)
вычислений ∇f и O˜
(√
Lg/µ
)
вычислений ∇g, т.е. O˜
(
m
√
Lg/µ
)
вы-
числений ∇gk.
Наложим еще одно дополнительное условие mLf 6 Lg. Применим к рассмот-
ренной задаче технику каталист [1, 13, 14].2 Тогда вместо исходной задачи (2.1)
потребуется O˜
(√
L/µ
)
раз решать задачу вида
f (x) + g (x) +
L
2
∥∥x− xk∥∥2
2
→ min
x
, (2.2)
где L по построению должно удовлетворять неравенству µ 6 L 6 Lf . Задачу (2.2)
можно решать неускоренным композитным градиентным методом [1, 2, 3, 16], счи-
тая g (x)+ L
2
∥∥x− xk∥∥2
2
композитом. Число итераций такого метода будет совпадать
с числом вычислений ∇f и равно O˜ (Lf/(L+ µ)). Но в условиях задачи не пред-
полагалась проксимальная дружественность функции g, поэтому возникающую на
каждой итерации неускоренного композитного градиентного метода задачу вида
〈∇f (x˜l) , x− x˜l〉+ Lf
2
∥∥x− x˜l∥∥2
2
+ g (x) +
L
2
∥∥x− xk∥∥2
2
→ min
x
, (2.3)
в свою очередь, необходимо будет решать. Для решения задачи (2.3) можно ис-
пользовать ускоренный композитный метод редукции дисперсии [10, 11, 12], считая
1 Не важно, с какой именно точностью ε. Эта точность будет входить под логарифмами в при-
веденные далее оценки, а для наглядности логарифмические сомножители было решено опустить.
Далее оговорки о точности решения возникающих подзадач также опускаются, поскольку все это
влияет только на логарифмические сомножители в итоговых оценках, которые опущены. Здесь и
далее O˜ () = O() с точностью до логарифмического множителя.
2Заметим, что обойтись без этой техники не получается! Отметим также, что если использовать
технику каталист в варианте [1, 9], то применение данной техники не привносит дополнительного
логарифмического множителя.
УСКОРЕННЫЙ ГРАДИЕНТНЫЙ СЛАЙДИНГ В ЗАДАЧАХ МИНИМИЗАЦИИ СУММЫ ФУНКЦИЙ3
Lf
2
∥∥x− x˜l∥∥2
2
+ L
2
∥∥x− xk∥∥2
2
композитом. Число вычислений ∇gk для такого метода
будет O˜
(√
mLg/(Lf + L)
)
. Таким образом, общее число вычислений ∇gk будет
O˜
(√
L/µ
)
· O˜ (Lf/(L+ µ)) · O˜
(√
mLg/(Lf + L)
)
. (2.4)
Выбирая параметр L (µ 6 L 6 Lf ) так, чтобы выражение (2.4) было минимальным,
получим (с учетом сделанных предположений mLf 6 Lg и µ ≪ Lf ), что L ≃ Lf .
Следовательно, имеет место
Теорема 1. При mLf 6 Lg задачу (2.1) можно решить с помощью описанной
выше техники за O˜
(√
Lf/µ
)
вычислений ∇f и O˜
(√
mLg/µ
)
вычислений ∇gk.
Последняя оценка в O˜ (
√
m) раз лучше оценки, которую можно получить, ис-
пользуя исходный ускоренный градиентный слайдинг Дж. Лана [10]. Несложно
заметить [10], что приведенные в теореме 1 оценки оптимальны с точностью до ло-
гарифмических множителей.
Заметим, что в описанном выше подходе с g общего вида можно заменить уско-
ренный метод редукции дисперсии, например, на покоординантный спуск или без-
градиентный метод [7]. Таким образом, можно получить расщепление задачи не
только по гладкости или структуре слагаемых,но и по структуре оракула, доступ-
ного для каждого из слагаемых. Другой пример такого расщепления см. в [5].
Заметим также, что если в описанном выше подходе ограничиться вариантом
каталиста из [13, 14], то все рассуждения можно провести в модельной (для f)
общности [1, 3].
3. Приложение
Мотивируясь постановками задач из работ [15, 18, 19], заметим, что описан-
ная выше техника может использоваться и в случае, когда gk – негладкие функ-
ции, но, допускающие, сглаживание [4, 17]. Скажем, двойственное сглаживание
по Ю.Е. Нестерову [1, 4, 17]. А именно, предположим, что функции gk имеют
проксимально-дружественные сопряженные функции g∗k. В частности, это имеет
место для обобщенной линейной модели [19], в которой gk (x) := gk (〈ak, x〉). То-
гда, регуляризируя сопряженные функции g∗k с коэффициентом регуляризации ∼ ε,
где ε – желаемая точность (по функции) решения исходной задачи, получим, воз-
вращаясь к исходной задаче, что ε/2-решение сглаженной задачи будет ε-решением
исходной. При том, что для сглаженной задачи Lg ∼ ε−1.
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