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SOMMAIRE 
Nous developpons de nouvelles methodes pour estimer la valeur d'une fonction, 
ainsi que les valeurs de ses derivees premiere et seconde en un point quelconque. 
Ces methodes reposent sur la convolution de la fonction avec de nouveaux noyaux 
discontinus a support fini, introduits dans ce memoire. Notre approche, qui s'inspire 
des techniques sans maillage de l'hydrodynamique des particules lisses (ou 
((.smoothed particle hydrodynamics^, SPH), a l'avantage de permettre l'emploi 
d'approximations polynomiales et de certaines formules Newton-Cotes (comme les 
regies du trapeze et de Simpson) dans 1'evaluation des convolutions. De plus, nous 
obtenons des bornes d'erreurs associees aux techniques SPH. Dans nos calculs 
numeriques nous avons obtenu, grace a la convolution avec nos noyaux discontinus, 
des resultats superieurs a ceux obtenus par la convolution avec un noyau continu 
souvent utilise en SPH classique (plus precisement, le noyau connu sous le nom de 
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INTRODUCTION 
L'hydrodynamique des particules lisses (ou << smoothed particle hydrodynam-
ics», SPH) est une methode sans maillage developpee par Lucy [LUCY77] et 
par Gingold et Monaghan [GING77] pour resoudre les equations aux derivees 
partielles rencontrees dans la simulation numerique de certains phenomenes 
astrophysiques. Cette methode consiste a transformer, moyennant une con-
volution avec un noyau bien choisi (tel que defini dans [LIUL03a], par exem-
ple), les equations de la physique des fluides afin de les rendre plus propices 
aux techniques d'analyse numerique. Le choix d'un noyau sufSsamment lisse 
permet de transposer les operations du gradient et du laplacien au noyau 
et ainsi de transformer le probleme en un systeme d'equations differentielles 
ordinaires (par rapport au temps), puis en un systeme d'equations lineaires 
associe a un nombre fini de particules ([CAPUOO], [ELLE02], [MULL03]). 
Cette fagon originale d'aborder les problemes d'astrophysique a ensuite ete 
utilisee pour simuler les phenomenes fluides que Ton rencontre dans la vie 
courante ([CARL02], [ENRI02], [FOST01], [HINS02], [NIXO02], [SCHL99] et 
[STOR99]). L'efficacite de Fapproche depend non seulement du noyau, mais 
aussi de son gradient et de son laplacien. Or, dans la litterature, plusieurs 
noyaux sont proposes afin de permettre une bonne simulation des forces qui 
dependent du gradient et du laplacien ([DESB96], [LIUL03b], [MULL03]). 
Cependant, plusieurs d'entre eux ne sont pas suffisamment differentiables 
pour justifier l'utilisation des identites de Green (c'est-a-dire, l'apphcation 
des operateurs gradient et laplacien au noyau). Consequemment leur emploi 
peut laisser planer certains doutes. De plus, il n'existe dans la litterature 
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que des resultats partiels ou des analyses a posteriori sur les bornes d'erreurs 
pour les approximations obtenues a l'aide des methodes SPH classiques. 
Dans ce memoire nous aurons recours aux techniques propres a la theorie des 
fonctions generalisees, que nous allons appliquer a trois noyaux discontinus. 
lis nous permettront d'utiliser les formules Newton-Cotes afin d'approximer 
les convolutions avec ces noyaux. De plus, nous utiliserons 1'approximation 
polynomiale de Lagrange pour estimer la valeur d'une fonction en certains 
points. Lorsque comparee aux methodes SPH classiques, cette approche nous 
permet d'obtenir, lorsque le support du noyau discontinu utilise est petit, une 
grande amelioration dans les estimes des valeurs d'une fonction ainsi que de 
ses deux premieres derivees en un point. De plus, nous obtenons des bornes 
d'erreur pour notre methode d'approximation qui, rappelons-le, s'inspire des 
techniques SPH. 
Plus precisement, au chapitre 1 nous developperons la theorie de l'hydro-
dynamique des particules lisses afin de mieux comprendre l'importance des 
noyaux dans la solution de l'equation Navier-Stokes dans sa forme SPH. Nous 
donnerons ensuite quelques exemples de noyaux continus qui se sont averes 
utiles en SPH et mentionnerons les difficultes que Ton rencontre lorsque ces 
noyaux ne sont pas continument differentiables. Ensuite, nous introduirons 
pour un quelconque h > 0, trois noyaux discontinus avec un support donne 
par [—h, h]. Ces trois noyaux, notes S[-h,h], ^[-h,h] e^ [^-h,/i]> s o n* ^ *a base de 
ce memoire. 
Le chapitre 2 contient Particle de recherche axe sur nos trois noyaux discon-
tinus. Pour un point XQ quelconque et une fonction deux fois continument 
differentiable / , nous approximons / (XQ) par la convolution ( / * 5[-^,/ij) {XQ). 
Ensuite, nous considerons une suite ordonnee de points {xi}i=l et supposons 
que les valeurs de / ne sont connues qu'au points Xi pour tout indice i = 
1,...,N. Nous approximons ensuite la convolution (/*5[_ft]h]) (a;o) par la 
regie du trapeze et montrons que l'erreur entre / (x0) et la somme obtenue 
2 
par la regie du trapeze est d'ordre O (h2) lorsque \xi — £i_i| < h pour tout 
i = 2,..., N. Lorsque nous reproduisons les memes etapes mais avec un noyau 
continu (note A >^poiy6 dans Particle) a la place de 5[-h,h] > nous obtenons des 
resultats numeriques semblables a ceux que Ton rencontre en SPH classique 
et qui se retrouvent dans les tableaux: Table 1 - Table 5. Les resultats 
numeriques dans les tableaux: Table 6 - Table 10, montrent la superior-
ite de fy-/^] compare a un noyau continu comme A;hiPOiy6 lorsque N et h 
sont petits. Nous arrivons aux m6mes conclusions lorsque, pour une fonc-
tion / trois (respectivement quatre) fois continument differentiable, on ap-
proxime / ' (XQ) (respectivement / " (x0)) par (/.* S'[_hih]) (XQ) (respectivement 
( / * 5'/_hu) (xo)), que Ton approxime a son tour par la regie du trapeze (voir 
les tableaux: Table 11 - Table 20), ou mieux encore par la regie de Simpson 
dans le cas de la derivee seconde (voir les tableaux: Table 21 - Table 25). 
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CHAPITRE 1 
L'hydrodynamique des particules lisses 
(SPH) 
Commengons par quelques rappels et definitions de base. Le vecteur position 
r (x, y, z) du point (x, y, z) € M3 est defini par 
r(x,y ,z) = x i + y j + zk 
ou i designe le vecteur dans E3 du point (0,0,0) au point (1,0,0), j celui 
de (0,0,0) a (0,1,0) et ~k celui de (0,0,0) a (0,0,1). La norme de r (x, y, z) 
est donnee par 
l|r (»,!/,«) || = \A2 + V2 + z2-
Soit une representation d'un fluide constitue de iV > 0 particules aux posi-
tions Tj = Xj i + yj j + Zj k (j = 1,..., iV) dans un domaine de 1R3. Nous 
ecrirons v^ - et a.j pour designer respectivement le vecteur vitesse et le vecteur 
acceleration de la particule a la position r,. Pour tout h > 0 assez petit, 
soit kh : M3 —*• [0, oof un noyau tel que, pour toute position ro G R3 et toute 
fonction reelle continue / sur E3, Ton ait 
lim (/ * kh) (r0) = / ( r 0) . 
En SPH on cherche un bon noyau deux fois continument differentiable kh 
afin de simuler correctement le mouvement de ces particules, a partir de la 
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formulation SPH de l'equation de Navier-Stokes [MULL03] 
a, = -Y^mj-Zi-VkHQln - r . H ) + g + / / ^ m j - ^ - V 2 ^ (||ri -Tj\\) (1) 
A PiPj • PiPj 
OU 
r* 
_ _a_-> _a_-> _a_-^ 
5a; dy dz 
„ 2 d2 d2 d2 
dx2 dy2 dz2 
rrij = la masse de la particule a la position Tj 
Pj = la densite a la position r,-
Pj = la pression a la position r,-
/j, = la viscosite 
g = la somme des forces externes (telle que la gravite) 
- Tj = (xi - XJ) i +(yi- Vj) j + (z{ - Zj) k . 
Dans l'equation (1) l'acceleration a,- depend de trois forces. Le terme 
frs ion = - E ^ T v ^ ( i i ^ - ^ i i ) (2) 
3 Pj 
correspond a la force due a la pression (c.-a-d. depend de Vpj), 
pviscositG 
Pj 
celle due a la viscosity (c.-a-d. depend de V2v,) et 
f externe = ftg ( 4 ) 
celle due aux forces externes comme la gravite. La densite pi a la position 
5 
Yi e R3 est approximee par 
PiK^mjkhiWn-rjW) (5) 
3 
et la pression p (r) au point r £ R3 est obtenue en fonction de la densite 
p (r) en ce point via une equation d'etat. (Voir par exemple [DOBR81] et 
[LIUL03a].) Dans le developpement de la theorie, comme par exemple dans 
[MULL03], le gradient de p en rj e R3 est estime par 
Vpi ~ y^Pj—Vkh (\\n - Tj 
i Pi 
ou pi = p (r;), et le laplacien de v en r^  est approxime par 
i pi 
ou VJ = v(n). 
De maniere generate, si mi est vu comme etant la masse totale d'un fluide 
occupant l'espace Ui C R3 (de volume \Ui\), alors pi — rrii/ \Ui\ et done (5) 
devient 
ft « ]EIPi*fc (Ik* - 'ill) l^il « / P W *fc (IK - r||) (6) 
3 
(ou kh est continu) tandis que 
Vft « 5> ;Vfc f c (x* - x?) \Uj\ « fp{y) Vkh {\\n - r||) (7) 
3 
(ou le noyau kh est choisi continument differentiable) et 
V V ^ ^ v . V ^ d l r . - r l D l ^ l ^ y v W V ^ d l r . - r H ) (8) 
6 
(ou le noyau kh doit maintenant etre detox fois continument differentiable). 
Dans le cas unidimensionel, pour un point quelconque XQ G 1R, une suite 
de points {XJ} •
 x C Met un noyau kh : R —>[0, oo[ deux fois continument 
differentiable, les equations (6)-(8) sont des cas particuliers d'approximations 
de / (xo), f (xo) et / " (XQ) en SPH classique par le biais des sommes 
clf(x0) = '^j-^-f{xj)kh{xQ-Xj) 
i Pj 
~ (/ * h) (xQ) 
« lirn ( / * kh) (xQ) = f (x0), 
h\0 









« lim(f"*kh)(x0) = f"(x0) 
ou la fonction / : R —> R est continument differentiable un nombre suffisant 
de fois. 
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1.1 Quelques noyaux continus 
Dans la litterature on trouve plusieurs exemples de noyaux, chacun ayant ses 
avantages (voir, par exemple [MULL03]). Le noyau gaussien: 




Figure 1: kh^auss (r) pour h = l Figure 2: k'h&auss (r) pour h=l 
Figure 3: £;£gauss (r) pour h = 1 
a ete utilise dans [GING77] pour etudier les modeles stellaires en astro-
physique. Ce noyau a ete le premier a 6tre utilise en SPH. II est lisse dans 
le sens qu'il est indefiniment differentiable. De plus kh,ga,uss depend de r2 et 
non de r (qui comporte une racine carree) et est utile pour calculer la densite 
8 
(5). Cependant, son support n'est pas borne et k'h gauss comporte un terme en 
r. La grande variation dans les valeurs de A; i^gauss, A^gauss et A;^gauss entraine 
la necessite de considerer un assez grand nombre de particules distributes 
uniformement afin de garantir la qualite des resultats. 
Le noyau polynomial: 
^/i,poly6 (r) 
315 f (h2 - r2)3 si -h<r<h 
647r/i9 j 0 autrement 





0 / I 2 
Figure 4: khtPoly6 (r) pour h = 1 Figure 5: k'h , 6 (r) pour h = 1 
•2 
A 7S 
1 1 2S 
1 ° 
- l \ 
\ -2.5 
A5 
0 / 1 2 
Figure 6: A£jpoly6 (r) pour h = 1 
a ete introduit pour calculer la densite pt. Ce noyau est deux fois continument 
differentiable et, comme c'est le cas pour /c/i,gauss> il est fonction de r2 et non 
de r, ce qui le rend pratique pour calculer la densite p^ De plus, son support 
est precisement le segment —h<r<h. La grande variation dans les valeurs 
de ^,Poiy6) ^h,Poiy6 e* '^(poiy6 sur [—h, h] necessite comme precedemment un 
assez grand nombre de particules distributes uniformement. 
Desbrun et Cani ont introduit dans [DESB96] un noyau un peu plus exotique, 
defini par 
15 f {h-\r\f si -h<r<h 
nh6 I 0 autrement. 
A;, h.spiky (r) = 
Figure 7: khtSpiky (r) pour h=l Figure 8: A£|8piky (r) pour h = l 
Figure 9: fc£8piky (r) pour h = 1 
Son support est precisement le segment —h<r<h. L'emploi de ce noyau 
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dans le calcul des forces fPression semble minimiser la formation d'amas grace 
au fait que les valeurs de k'hspiky (r) s'eloignent de 0 lorsque r —»• 0. Cepen-
dant, il est fonction de r, ce qui exige le calcul d'une racine carree, et done le 
rend moins aise a manipuler (ou a utiliser) que &k)gauss ou que fcfc,jPOiy6 dans le 
calcul de la densite pt. De plus, k'hspiky n'est pas defini a l'origine et k'^spiky 
n'est done pas approprie pour le calcul des forces fyisC0Slt6 puisque, pour ce 
noyau, la propriete 
/
h ph 
<P (r) kh,sPiky (r) dr = - </?' (r) ^ >spiky (r) dr, 
•h J-h 
qui est necessaire pour obtenir la formulation faible de Pequation de Navier-
Stokes (1), n'est pas verifiee en general pour une fonction </? deux fois continu-
ment differentiable. En effet, puisque k'hspiky (—h) = k'hspiky (h) = 0 (mais 
que k'hspiky (0—) ^ k'hspiky (0+) P o u r ^a derivee de &/i,Spiky a gauche et a droite 
en r = 0), on obtient en integrant par parties 
/
h pO— ph 
V (r) k'h\spiky ( r ) dr = / <p ( r ) ^ '>spiky ( r ) dr + <p (r) k'h\spiky ( r ) dr 
•h J-h Jo+ 
= V (r) k'h<spiky (r) \rrZ°_h - / <p' (r) k'htSpiky (r) dr 
J-h 
+<P (r) KiSpiky (r) \;z%+ - f ^ (r) *4,spiky (r) dr 
Jo+ 
= v(o)K s p i k y(o-)-^ ] S p i k y(o+)] 
- I"" ¥ (r) ^ ,spiky (r) dr J-h 
^ - / V (r) K,spiky (r) dr. 
J-h 
Le probleme se manifeste egalement en dimension deux ou trois car, pour 
obtenir (1) moyennant la deuxie'me identite de Green, il faut supposer que la 
fonction kh est deux fois differentiable partout dans le disque Dh de rayon h 
11 
centre a l'origine afin d'avoir 
/ / ipV2kh dxdy = / / khV2y> dxdy 
J JDh J JDh 
pour toute fonction <p deux fois differentiable sur £>&. Mais kh = &/i,sPiky n'est 
pas differentiable a l'origine. 
Dans [MULL03] les auteurs ont tente de resoudre les difficultes rencontrees 
dans la litterature concernant la simulation des forces fy^0051^
 en posant 
kh == ^/i.viscositS OU 
,
 f x . 1 5 
"7i,viscosity v) — n 13 
r • r 2 1 h 1 
' 2h3 "•" h? "*" 2r -1 si - 1 < r < 1 
0 autrement. 
Mais on rencontre le mgme probleme avec k'ljViscosit6 qu'avec k'h' spiky a propos 
de la validite des identites de Green. 
1.2 Trois noyaux discontinus 
Dans ce memoire nous introduirons trois noyaux discontinus que nous utili-
serons pour estimer une fonction / de m§me que ses derivees premiere et 
seconde en un point. Pour simplifier les calculs, nous nous restreindrons 
au cas unidimensionel. Le premier noyau, que nous denoterons 5[-h,h\ pour 
h > 0, est defini par 
J 1/2/i si - h<x <h 






 ( ° 
-10 -5 0 5 10 
Figure 10: 5[-h,h) (r) pour h = 5 
Notre deuxieme noyau, note f>[-h,h\ •> es^ defini par 
l/h2 si - h < x < 0 











0 5 10 
Figure 11: 5[_hM (r) pour h = 5 
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et le dernier, note S"__hh^ est defini pax 









0 S 10 
Figure 12: 8"_hM (r) pour h = 5 
lis seront utilises, respectivement, pour approximer une fonction / et ses 
deux premieres derivees en un point, grace a la convolution de ces no-
yaux avec / . Ces convolutions seront estimees par la regie du trapeze ap-
pliquee a 1'approximation lineaire de / (obtenue a partir des valeurs connues 
{/ (xj)}jLi)- Ensuite nous ameliorerons nos calculs numeriques de la derivee 
seconde en utilisant la regie de Simpson appliquee a 1'approximation quadra-




Noyaux discontinus et bornes d'erreurs 
Dans ce chapitre nous trouvons Particle <<Non-Smooth Kernels for Mesh Free 
Methods in Fluid Dynamics >> que nous soumettrons a la revue Computers 
& Mathematics with Applications. On y trouve trois nouveaux noyaux qui 
servent a approximer, en un point donne, la valeur d'une fonction ainsi que de 
ses derivees premiere et seconde. Ces noyaux vont nous permettre d'obtenir 
des bornes d'erreur pour des methodes d'approximation qui s'inspirent des 
techniques SPH. 
Ma contribution a d'abord consiste a avancer Pidee d'utiliser les noyaux dis-
continus 6[-h,h], b[-h,h] e^ fi[-hM phit6t que des noyaux continus. J'ai ete 
amene ensuite a concevoir et mettre en oeuvre le programme utilise pour les 
simulations numeriques presentees dans l'article. Finalement, j 'ai redige les 
sections 1, 2, 5 et 6 de Particle. 
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NON-SMOOTH KERNELS FOR MESH 
FREE METHODS IN FLUID DYNAMICS 
J.-M.Belley1, P. Belley1, F. Colin2'0, R. Egli1-0 
xFacult6 des sciences, Universite de Sherbrooke, Sherbrooke (QC), Canada J1K2R1 
2Department of Mathematics and Computer Science, Laurentian University, 
Sudbury (ON), Canada, P3E 2C6 
Abstract 
A function and its first two derivatives are estimated by convolutions with 
well chosen non-differentiable kernels. The convolutions are in turn approxi-
mated by Newton-Cotes integration techniques with the aid of a polynomial 
interpolation based on an arbitrary finite set of points. Precise numerical 
results are obtained with far fewer points than in classic SPH, and error 
bounds are derived. 
1 Introduction 
Smoothed particle hydrodynamics (SPH) was developed by Lucy [12] and 
by Gingold and Monaghan ([8], [13]) to simulate astrophysical phenomena 
in the absence of symmetry. It is a mesh free Lagrangian particle method 
which models fluid flow. In this paper, by SPH methods we mean the mesh 
free technique that mainly consists of transposing to a well chosen kernel 
the gradient and Laplacian operators encountered in a system of equations 
governing the motion of "fluid particles". When the kernel is continuously 
differentiable (a sufficient number of times), we can apply Green's identities 
"Research funded in part by the Natural Sciences and Engineering Reaearch Council 
of Canada. 
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to justify these operations. The original problem is then transformed to 
that of a system of ordinary differential equations (with respect to time) 
which are then solved numerically ([3], [5], [14]). This original method of 
handling astrophysical problems has also been used to simulate fluid motion 
encountered in every day life ([4], [6], [7], [9], [15], [16]). With respect to 
numerical calculations, the effectiveness of this approach depends not only 
on the choice of the kernel, but also on its gradient and Laplacian. In the 
literature, several kernels are proposed to provide a good simulation of the 
component of the fluid flow due to pressure, which depends on the gradient, 
and of that due to viscosity, which depends on the Laplacian ([2], [11], [14]). 
Our purpose here is to apply the methods of generalized functions to well 
chosen non-differentiable kernels. In so doing, we provide a mathematically 
justifiable intuitive technique that improves the accuracy of, the numerical 
calculations when the number of particles is low. 
In SPH, we are given a finite number N of particles occupying positions 
{xt}ili c ^ 3 a n d , f° r e a c n h > 0,we choose a kernel kh : K3 —» [0, oo[ (prefer-
ably a twice continuously differentiable function of bounded support about 
the origin) such that, for any continuous function / , lim/40 (/ * kh) (XQ) = 
f (xo) where * denotes convolution. In the literature, if rrii (i = 1,..., N) des-
ignates the mass of the particle at position Xi then the density pj at position 
Xj G 1R.3 is approximated by 
N 
pj ss ^ rriikh (x,- - Xi). (1) 
If rrii is viewed as the total mass of a fluid occupying the space Ui C M3 (of 
volume \Ui\), then p% = rrii/ \Ui\ and so (1) is equivalent to 
N 
Pj ~ J Z pikh (xi - Xi) |f/i|. (2) 
The gradient of the pressure field p (x) at Xj is then approximated by 
N N 
Vpj w ^2pi—Vkh (XJ - Xi) = ]PpiVfch (xj- - Xi) \Ui\ (3) 
i= i pi i= i 
where kh is chosen continuously differentiable and the pressure Pi = p (XJ) is 
obtained as a function of the density pi by way of a state equation. Further-
17 
more, the Laplacian of the velocity field v (x) at Xj is approximated by 
N N 
rrii V2vy « £ > * — ^ (x, - *) = J ]
 ViV2kh (Xj - x,) | ^ | (4) 
t = i P i t = i 
where v» = v (XJ) and fc/j is chosen twice continuously differentiable. In SPH 
one seeks a kernel kh and values for pi that give a good approximation and 
accelerate calculations in (2)-(4). 
In one dimension (or in terms of radial symmetry) the Gaussian kernel 
fchjsauM (x) = —=e-x2/h2 xeR (5) 
was first used by Gingold and Monaghan [8] in the study of stellar formation. 
This kernel of unbounded support is smooth in the sense that it is infinitely 
differentiable. To calculate the density by means of (1), the kernel 
(6) 315 J (h
2
 - x
2)3 if - h < x < h 
«h,Poiy6 W - 6 4 ? r / i 9 | Q otherwise 
was introduced in [14], while 
*,. •„ r ^ - — / ^ - l ^ l ) 3 if -h<x<h
 () 
Kh,sP±y [X) - ^h& j Q otherwise ^ 
was used in [2] to calculate (3). When normalized for R, (6) becomes 
. , . 35 / (h2 - x2)3 if - h < x < h ,0v 
* W (x) = 3 ^ | ^
 o t h e r w . - e - (8) 
In the one dimensional case, for any XQ e R, (2)-(4) generalizes to 
N 
f (xo) ~ 5 3 / (a*) Aft (zo - art) l^il w (/ * kh) (x0), (9) 
N 
f M « 53 / (Xi) ^  (*o - **) M » ( / * K) M (io) 
and 
N 
f" (xo) « 5 3 / (**) ^ (^o - *0 N w ( / * K) (x0) (11) 
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whenever / : TSL —> M. and kh are continuously differentiable a sufficient num-
ber of times and * denotes the convolution operator. In this paper we propose 
discontinuous kernels in place of kh, k'h and k'^ in (9)-(ll). The error in ap-
proximating / (xo), f (xo) and / " (xo) by the corresponding convolution will 
be shown to be of order 0(h2). The convolutions will in turn be estimated 
by Newton-Cotes integration formulas in conjunction with a polynomial in-
terpolation obtained from the values of / at the points {xi}^=1. It will be 
shown that, when |XJ — £i-i | < h for all i = 1,..., N, the error between the 
convolutions and the estimations is also of order O (h2). 
2 Some natural discontinuous kernels on R 
For any interval [a, b] C M, let 5[a y be the discontinuous function on R defined 
by 
, . f 1/(6 - a ) if a < x < b
 f . 
*M (*) = ( o otherwise. ^ 
Our first kernel is the function S[-h,h] for all h > 0. Clearly we have 
J^ x6[-hth] (XQ - x) dx = x0, \ (13) 
J^ x26[_hM (x0 - x) dx = x02 + h2/3. J 
The above conditions are often called reproducing conditions (see for example 
[10]) because, as we can see, the representation of a polynomial of first degree 
by a convolution involving this kernel and the polynomial is exact. Given 
XQ £ M. and given / in the class Ch {XQ) of real functions on M. which are 
continuous on some open interval containing [xo — h, xo + h], we have the 
well-known identity 
/ (x0) = lim ( / * 6hhM) (xo) • (14) 
/ l \ U 
In this way, (14) defines the generalized function 5 on R for which, in the 
sense of distributions, 
/ (*o) = ( /**) (x0) 
for all / G Cfc(xo). 
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Remark 1. In the one dimensional case, (1) with S[-h,h\ i>n place of kh be-
comes 
N 
Pi ^ mj8[-h,h\ (XJ -x» ) (15) 
t = i 
which, by virtue of (12), is the total mass in the segment [XQ — h, x0 + h] 
divided by its length. Thus, in the context of particle hydrodynamics, 5[-h,h] 
is an intuitive kernel for estimating the (linear) density in the sense that 
the right hand side of (15) is precisely the average density in the segment 
[XQ — h, XQ + h] centered at XQ. 
Our second kernel on R is given by 
S[-h,h] (x) = JlSl-h,0] (X) - ^<V) (X) (16) 
or equivalently 
5[-h,h\ (x) 
l/h2 if - h < x < 0 
-l/h2 ifO<x<h 
0 otherwise. 
It is easy to show that 
JZ* S'[-h,h) (xo ~x)dx = 0, 
SZ,x6{_hM{xQ-x) dx = l, 
IZo x26'[-h,h] (xo -x)dx = 2x0, 
IZ X%HM (xo -x)dx = 3x0* + h?/2. 
(17) 
Remark 2. The approximations in (10) for continuously differentiable f and 
kh come from 
f (xo) = lim (/ ' * kh) (xo) = lim (/ * k'h) (x0). (18) 
Now, if we define the continuous kernel kh to be 
kh (x) = < 
then 




8{-h,h] (x) = £h (x+) + £kh(x-) 
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at all points x, where dkh {%+) /dx is the derivative ofkh (x) from the left and 
dkh (x—) /dx is the one from the right. Heuristically, 5',h h, can be viewed as 
the derivative k'h of (19). Since k'h is discontinuous, this approach presents 
mathematical difficulties when trying to justify (18) by way of f'*kh = f*k'h. 
For this reason we prefer to simply introduce S',hh, as defined by (16) and 
show in what follows that (17) allows us to approximate the derivative of a 
differentiate function f by means of f * 8i_h h,. A similar remark can be 
made for the kernel that follows. 
Our third kernel is defined by 
2 4 2 
S[-h,h] ix) = T ^ t - h - V 2 ] (X) ~ T2<$[-h/2,ty2l (x) + ^[h^h] {x) h2 
(20) 
or equivalently 
4//i3 if h/2 <\x\<h 
otherwise. 
We can easily show that 
fZ>5'[-h,h)(xo-x) dx = 0, 
fZoX6{_hth](x0-x) dx = 0, 
J-ooX °{-h,h] 
IZC xPtf-hM (xo ~x)dx = 6x0 
(XQ — x) dx 
) dx 
IZc^-hM (*o -x)dx = 12s02 + 3/i2/2-
(21) 
3 A justification for <5[_/^ ], 5[_h^ and 5"_hh] 
Given XQ G R, let / lie in the class CI(XQ) of real valued functions on E 
which are twice continuously differentiable in an open interval containing 
[XQ — h, XQ + h\. Then, for x G [XQ — h, xo + h], we have by Taylor's theorem 




< h sup | / " ( 7 ) | 
7G(io—h,xo+h) 
for some x between x and x0. Thus, for h > 0 small enough for (22) to hold, 
we have 
( / * Shh>h]) {x0) 
= f(x) sl-h,h) (zo - x) dx 
= J (f(x0) + f'(x0)(x - xo) + f"(x){X~2X°)2) ShhM (x0 - x) dx 
and so, by (13), 
\f{x0)-(f*8{_h^{x0)\ = O(h2) V/eCg(ar 0 ) (23) 
since an upper bound for the right-hand term is given by 
f sup |/"(7)|. 
Furthermore, (22) and (17) in conjunction with 
\J f\x)^p^5[_hM{xQ-x)dx 
yields 
\f'(x0)-{f*6{_hM)(xo)\ = 0(h) VfeC2h(x0). (24) 
As for the second derivative, it is possible to prove that ( / * 5'/_h h,) (x0) 
convergences to / " (XQ) (as ft | 0) by virtue of the fact that / G C\ (XQ) 
implies that / " in (22) is uniformly continuous on the interval [XQ — h, XQ + 
h]. If we want a precise order of convergence for ( / * $[-h,h]) (xo) we must 
add an additional regularity assumption on / . For example, / " is a-Holder 
continuous at XQ (i.e. / G C2'a (xo)) for some a G ]0,1] \i, by definition, there 
exists a constant C > 0 such that 
\f'(x)-f"(x0)\ <C\x-xo\a 
for all x. Applying the reproducing conditions (21) to (22) for the case / G 
C2h'a (x0) we get 
\f'M - (f * 6{_h<h]) (x0)\ = | | (/"(xo) - /ff(x)) {j^^5'{_hM{x0 - x)dx 
<4Cha 
= 0(ha) V / € C* a (*„). (25) 
22 
\f'(xo)-(f*S[_hM)(x0)\<- sup J/" '(7)l 
To obtain convergence results better than (24) we can, for instance, as-
sume that / lies in the class C\ (xo) of real valued functions on R which are 
three times continuously differentiable in a open interval containing [XQ — h, xQ 
Then for x £ [XQ — h, XQ + h] we have by Taylor's theorem 
f{x) = f(x0) + f'(x0)(x - xo) + f"(x0){-^p^ + f'"(x){x~6Xo)3 (26) 
for some x between x and XQ. Thus, for h > 0 small enough for (26) to be 
valid, we have 
( / * fi'[-h,h]) (*o) 
= / (fM + f'M(x - x0) + f"(xQ)ix~2Xo)2] S'h (x0 - x) dx 
+ J r{x){^^6{_hM{xo-x)dx 
and so, by (17), 
h2 
•y€(xo-h,xo+h) 
which implies that 
\f'(x0)-(f*6{_hfii)M\=O(h*) VfeC3h(x0). (27) 
We can also obtain convergence results better than (25) by assuming that / 
lies in the class C\ (xo) of real valued functions on R which are four times 
continuously differentiable in an open interval containing [xo — h, Xo + h]. 
Then for x e [xo — h, XQ + h], we have by Taylor's theorem 
fix) = f(x0) + f'(xo)(x - xo) + f"ixo){X~X°)2 (28) 
+rixo)^^+rix){-^^ 
for some x between x and XQ. Thus, for h > 0 small enough for (28) to hold, 
we have 
(/*«f-M])W 
= / ( / (xo) + f'(xQ)ix - x0) + f"(x0){X~2Xo)2^ 5lKh] (xo - x) dx 
+ J ( / w ( * o ) ^ y ^ + f%x)^l^j 5'l_hM (x0 - x) dx 
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and so, by (21), 
h? 
\f" (*o) - ( / * * [ - M ) (*O) I < ^  sup \r(7) | 
from which we get 
\f"(x0)-(f*5^h])(x0)\=O(h2) V/6^(x0). (29) 
4 Approximating (/ * S[aM)(x0), (/ * (5[_M])(x0) 
and (f * 6'{_hth])(x0) by sums 
We have for all / £ C^ (x0), 
rXQ+h -I pxo+h 
( / * *[-fc,fc]) ( «o ) = / / f a ) <J[-fc,h] (X0-X) = ^T f (x) 
Jxo-h ^ Jxo-h 
dx 
and so ( / * S{-h,h\) (^o) can be approximated by any of the well known meth-
ods of numerical integration. In addition, we have 
( / * *[-M]) M = p / f(x)dt- f(x) 
"" [.Jxo—h J XQ 
dt 
•(/ * <U) M = T* h3 
pxo—h/2 rxo+h/2 rxo+h 
/ f(x)dt- f(x)dt+ f(x) 
Jxo—h Jxo—h/2 Jxo+h/2 
dt 
and so ( / * 8[-h,h])(xo) a n d (/ * 8"-h,h])(xo) c a n a l s o D e approximated by any 
of the well known methods of numerical integration. The following is the 
most elementary example of this approach. 
4.1 The trapezoidal rule 
Let P(xo,h) = {xi : i = 1, ...,n} be a set of points in the closed interval 
[xo — h, XQ + h] such that 
XQ — h = Xi < X2 < • • • < Xi < Xj+i < • • • < a;n_i < xn = XQ + h (30) 
and define the sum 
(xi+i - Xi). (31) 
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Then, by the well known error bound associated with the trapezoidal rule 
(see, for example, [1]) we have for all / e C\ (XQ) 
| ( / * Shhth]) (a*) -T(f,P (x0, h)) | < l l i ^ l sup I/"| (32) 
where 
\P(x0,h)\ = sup {\xi+1 - i*| : i = 1, . . . , 7 i - l } 
and so 
| ( / * Shhth]) (x0) -T(f,P (x0,h))\=0 (\P(x0, h)\2) 
= 0{h2) V/ e C* (i0) • 
The trapezoidal rule yields the following useful properties which are the coun-
terparts of the reproducing conditions (13): 
T (S[-hth] (x0 -x),P (x0, h)) = 1, 1 ^ 
T (a;<J[_fcifc] (x0 - a;), P (so, >0) = XQ. ) 
Now using Taylor's series expansion (22) along with (33) and (23), we get 
|/(a:o) ~T(f,P (a*, h))\ = 0 (h2) V/ G C* (x0). 
Remark 3. In general the value of the function f is unknown at the points 
XQ ± h. To overcome this problem we can approximate f (xo ± h) by linear 
interpolation by way of the closest points on either side ofxozth or by linearly 
extrapolating f by the two distinct points closest to XQ ± h either inside or 
outside the interval [xo — h, xo + h]. In the latter case, if we take the closest 
points inside the interval [xo — h, XQ + h], we are assured of greater accuracy 
when using the trapezoidal rule, but we require at least two points (which is 
seldom a problem in SPH). In this paper we approximate f {XQ ± h) by linear 
interpolation via the closest points on each side of XQ ± h. 
Given P (xQ, h) ordered as in (30), we define 
r{f,PM) =\T(/,P(,0 + *,Q) - \T(/,P(,0- *,§)) 
T"(f,P(x0,h)) =-^(T (f,P (x0 + 
(34) 
3/1 h \ \ ± r ( t P( 3h h 
M^M)) (35) 
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where P (x0 + f, f) , P (xQ - §, f ) , P (x0 + f, J) , P (x0 - f, | ) , and P (x0, 
consist, respectively, of the points of P (xo, h) in [xo, x0 + h], [xo — h, xQ], 
[xo + h/2,x0 + h], [XQ — h,XQ - h/2], and [x0 — h/2, x0 + h/2]. It is then 








which are respectively the analog of the reproducing conditions (17) and 
(21). Again by Taylor's series expansion (22) along with the reproducing 
conditions (36) and (37), and the estimates (24) and (25), we get 
\f(xQ) - T' (/, P (xo, h))\ = 0 (h) V/ 6 C\ (xo) 
\f"(xQ) - T" (/, P (x0, h))\=0 (ha) V/ € CiQ (x0) ,0<a<l. 
4.2 A sum satisfying higher order consistency condi-
tions 
In this subsection, we will assume that we are dealing with smoother func-
tions than those previously considered. To be more specific, we shall assume 
either / 6 C ^ (x0) or / G C\ (x0). Recall that the partition P (XQ, h) consists 
of n points {xi}™=1 C [xo — h, xo + h] ordered as in (30). Suppose for now 
that there exist m,KE N \ {0} such that n = Km + 1. If {Ik\k=\ denotes 
the sequence of closed subintervals of [XQ — h, XQ + h] given by 
then each Ik contains m+1 consecutive points of P (xo, h). \£pk(x) designates 
the unique interpolation polynomial (necessarily of degree no greater than 
m) for which Pk(x) = f (x) at all points x G 4 n P (x0, h), then the sum 
is-
Sm(f,P(x0,h)) = ±-T [ Pk(x)dx (38) 
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approximates ( / * 6[-hA]) (x0). In particular Si (/, P (x0, h)) =T(f,P (x0, /*))• 
Due to uniqueness of polynomial interpolation on a given set of points, the 
sum Sm (/, P (xo, h)), like the trapezoidal rule, is linear in / . But, if we are 
given m to begin with, the condition n — 1 = Km will generally not be satis-
fied for some K € N \ {0}. Nevertheless, there exists K such that there are 
m+1 consecutive points of P (XQ, h) in Ik for 1 < k < K — 1 and no more 
than m+1 points in IK- We can then borrow points from IK-\ in order to 
obtain the desired polynomial interpolation on IK based on the last m + 1 
points of P (xo, h). 
It is quite clear from our construction that the sum Sm (/, P (x0, h)) sat-
isfies the reproducing conditions 
<-5n 
(S[-h,h\ (x0 -x),P {x0, h)) = 1, 
(xS[-h,h\ (XQ -x),P(x0,h)) = xQ. } (39) 
It is now possible to define Sm' (/, P (x0, h)) and Sm" (/, P(xo,h)) as we did 
T(f,P(x0,h)) and T" (f,P (xQ,h)) via (34) and (35). Moreover, we also 




A-hM (xo -x),P (x0, /i)) = 0 
x5
'[-h,h] (xo ~x),P(XQ,h)J = 1 
K
x26
'[-h,h] (xo ~x),P (xo, h)J = 2x0 
%hM (*o ~x),P (xo, /»)) = 0 
,
xS[-h,h] (xo ~x),P(x0,h)J = 0 
x%h,h] (xo ~X),P(*o,h)\ = 2 
ix35[-h,h} (xo -x),P (x0, h)j = 6x0. 
(40) 
(41) 
Thus, for any / G C% (xo) (respectively / G C^(xo)), Taylor's series expan-
sion (26) (respectively (28)) and the previous reproducing conditions (40) 
(respectively (41)) yield 
\(f*S[_hM)(xQ)-S2'(f,P(xo,h))\=0(h2) VfeC3h(x0) 
| ( / * < ^ M ) (*o) " S2" (/, P (xo, h))\= 0(h) V/ G Cg (xo) 
I ( / * < ^ M ) (x0) - S3" (/, P (a*, fc))| = 0(h2) V/ e C* (x0). 
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Finally, using the estimates (27) and (29), we obtain 
|/'(*o) - S2' (/, P (xQ, h))\ = 0(/i2), V/ € C\ (x0), 
\f"(x0) - S2" (/, P (x0, h))\ = 0(h), V/ e Cl (x0), 
\f"(xQ) - S3" (/, P (*0> *))l = 0(h2), V/ e C£ (x0) • 
5 Numerical results 
In what follows, we construct an ordered sequence of N points {xi]iz=l chosen 
at random (with uniform probability distribution) in [—2,2], and compare for 
different values of h (i.e. h = 0.5, 0.25, 0.12, 0.06, 0.03, 0.01) and for N = 250, 
500, 1000, 2000 the average error in estimating by methods based on both 
old and new techniques of SPH, the values of the functions / (x) = 2x + 5, 
f (x) = sin(107r:c), f (x) = sin (THE), / (x) = x2 and f (x) = exp(rr) at 
the points Xi £ [—1,1]. First, for comparison with our new methods, we 
obtained numerical results using classic SPH with kernel (8). As is well 
known, acceptable errors are obtained in classic SPH provided we have a 
large number of points {xi}i=zV Otherwise the errors can be catastrophic 
for small N and h, as can be seen in Table 1-Table 5. We included these 
results so as to show in Table 6-Table 25 that SPH techniques based on our 
discontinuous kernels (12), (16) and (20) in conjunction with Newton-Cotes 
integration formulas, yield acceptable errors for these same small values of 
N and h as above. It may seem plausible that comparable results could be 
obtained by applying the Newton-Cotes integration formulas to any twice 
continuously differentiable kernel in place of our discontinuous kernels. This 
is false, as shown in Table 6-Table 25 where the numerical results derived 
from our discontinuous kernels are compared to those obtained by applying 
the same techniques to kernel (8). 
5.1 Using classic SPH 
In classic SPH, the approximations of / (XJ), / ' (x^ and / " (x^ with respect 
to a twice continuously differentiable kernel kh, are given by the sums 





clf"(xi) = Y,—f(xJ)K(xi-xJ) 
i Pj 
respectively, where m, is the mass of the particle at point Xi and pi, the 
density at the same point, is given by 
Pi = 22 ™>jkh (Xi - Xj) . 
3 
For each N, h and Xi 6 [—1,1] we measured numerically the errors cle^i6 (/, Xi), 
<H,6 (/> Xi) and cle^>6 (/, x{) given by 
c\ehfi (/, Xi) = \f (x^ - cl / (xi)\, 
c\efhi6(f,xi) = \f,(xi)-clfl(xi)\ 
and 
c\el6(f,xi) = \f"(xi)-c\f"(xi)\ 
for kh = khtPOiy6 (defined by (8)) and rrij = 1 (for all j). We then took the 
average c\Eh,6 of all c l e ^ (/, Xi), the average c\E'h6 of all cle'h6 (/, Xi) and the 
average cLE£6 of all cle'^ g (/, Xi) for all Xj G [—1,1]. The results are found in 
Table 1-Table 5. 
5.2 Using trapezoidal rule 
For the functions / above and for each N, h and Xi G [—1,1] we calculated 
the errors 
e M (/, x») = 1/ (xi) - Tht6 (/, P (xt, h))\ 
and 
eh>s (/, Xi) = | / (xi) - T M (/, P (xi, ft)) | 
where P (a^, /i) is the set of all points of {xj}j=1 in [xi — h,Xi + h] augmented 
by Xi ± h, 
Thfi(f,P{xhh)) 
=
 / \Xm) "'/i,poly6 \Xi Xm) \Xm yXi ll)) / Z 
n - 1 
+ Yl if (XJ) kh,po\y6 (Xi ~Xj) + f (Xj+i) khfi (X» - Xi+1)] (x j +i - Xj) /2 












































































































ThtS (/, P (xt, h)) = [f (xm) + f(Xi- h)} (xm - (Xi - h)) /Ah 
n - l 
+ J2 H M + f fo+l)] (Xj+1 ~ Xj) /Ah 
j=m 
+ [f M +J{xi + h)] ((xi + h)- xn) /Ah 
f(xi-h) = f (xm) - f{Xm) f{Xm-l) (xm - (Xi - h)) 
Xm Xm—1 
f(Xi + h) = f (Xn) + f {Xn+l) f(Xn) {{Xi + h)~ Xn) 
Xn+1 Xn 
where xm is the first element of {XJ}.=1 in [x% — h,x* + h] and xn is the last. 
We then took the average Eh,e of all e ^ (/, Xi) and the average Eh,s of all 




























































N = 1000 











































Table 2: cLEM, cLE£|6 and cLE^6 in classic SPH for / (a;) = sin (IOTTX) 
Next we calculated the errors 
and 
where P ' (zj, h) is the set of all points of {£;}*! i in [xi — h,Xi + h] augmented 
by Xi ± h (and so P' (x{, h) — P (xi, h)), 
T'hfi(f,P'(xi,h)) 
=
 J \%m) Kh,voo\y& \Xi ~ xm) \Xm ~ \Xi — h>)) / 2 
n - 1 
+ S [f (XA kkpo\y6 fa ~ Xj) + f (Xj+l) A^ipoly6 (Xi - ZJ+i)] (Xj+1 - Xj) /2 
,poly6 \Xi Xn 
) ((Xi + h)- xn) /2 







































































































Table 3: clEhfi, clE'h6 and clE'^ in classic SPH for / (x) = sin {TTX) 
[x{ — h,Xi + h] and 
n - l 
U,s (7, P' (xit h)) = Y, if M + f (xj+1)] (zj+1 - Xj) /2h2 
j=% 
+ [f M + f(Xi + h)] {{Xi + h)- Xn) /2h2 





f(xi + h)=f(xn) + 
Y, [f (XJ) + f (xj+i)) (xj+1 - Xj) /2ti 
f {xn+i) - / (xn) 
f(xi-h) = f (xm) -
Xn-\-l Xn 
f (Xm) ~ f (Xm-l) 
[(Xi + h) - Xn] 
[Xm ~ (Xi ~ h)] 
Xm Xm—\ 








































































































Table 4: cLE7M, c\E'hfi and cLE£6 in classic SPH for / {x) = x2 
e'h6(f,Xi) as a measure of the error in approximating / ' by T'h& and T'hS 
respectively. The results, are given in Table 11-Table 15. 
We also calculated the errors 
eUU^i) = \f"{xi)-T'l&{f,P{xuh))\ 
and 
els if,Xi) = \f" (xt) - 7 J , (f,P" (xtlh))\ 
where P" (xi, h) is the set of all points of {xi}^ in [xi — h,Xi + h] augmented 
by Xi ± h and Xi ± h/2, 
nfi{f,p{xuh)) 
=
 / \xm) %,poly6 \x% ~ X™-) \X™ ~ \xi ~ h)) /2 
n-1 
+ Yl [f to) **.poiy6 fa ~ xi) + / to+i) Kfi fa ~ xJ+i)] to+i ~ XJ) I2 
j=m 








































































































































































































































































































































































































































































































































































































































































































































































































































Table 15: E'h6 and E'h6 for / (x) = ex 
37 
and 
rt'.Cl P» (*, hW = ^ , , . , _ „ , , 
h? KJ' K *' " h3 
Tfo (/, " fa, h))  ^S (/, P (xu h)) - ^S (/, P (Xi, A/2)) 
where 
S (/, P (xu h))=[f (xm) +J(xi- h)] (xm - {Xi - h)) /2 
n - l 
+ Z ) [/ fa) + / fo+i)] (*;+i - *j) /2 
+ [/ M + 7 (x» + /i)] ((x< + >0 - a;n) /2 
and 
S (/, P (x;, V2)) = [/ (xp) + / (^ - ty2)] (xP - (Xi - ty2)) /2 
9-1 
+ Y,U fa) + f (XJ+I)] (Xj+i ~ Xj) /2 
j = p 
+ [/ (x,) +J(Xi + h/2)] ((Xi + h/2) - x,) /2 
with 
J(Xi-h)=f (Xm) - I /O 8 " )" / (*" - ! ) ] (Xfn _ (Xi _ h)) 
Xm Xfn—i 
J (xt - h/2) = f (xp) - [ / « > - / ( * P - I ) ] {Xp _ ( x . _ h/2)) 
P •X'p—l 
7 (xt + h/2) = f (xq) + [ / ( ^ + i ) - / K ) ] {{x. + h/2) _ Xq) 
Xq+l Xq 
7(xi + h) = f (xn) + [f {Xn+l) ~J {Xn)] ((xt + h)- xn) 
Xn+1 Xn 
and xm is the first element of {xi}i=1 in [xi — h,Xj + h] and xn is the last 
while Xp is the first element of {x;} i=1 in [xi — h/2,Xi + h/2] and xq is the 
last. We then took the average E'^ of all e£6 (/, x^ ) and the average E'ls of 
all e'h
 s (/, Xi) as a measure of the error in approximating / " by Tfl6 and T'h\ 


































































































































































































































































































































































Table 20: £ £ 6 and E^6 for / (x) = e 
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5.3 Using Simpson's rule 
We now present results on estimating / " by the discontinuous kernel 5','_h h, 
married this time to a quadratic rather than a linear approximation of / 
(in conjunction with Simpson's rule in place of the trapezoidal rule). If / is 
three times continuously differentiable and if xa,xp,x1 G {xj}j=1 are three 
distinct points, then the quadratic approximation formula of Lagrange for / 
yields 






 (*« - xp) (xa -x,)+I {Xfi) (x, - xa) (xfi - s7) 
+ / ( x 7 ) ( * " * « ) ( * - * * ) 
For any Xi £ {xj}j=1 we write xv for the point in {XJ}%^=1 closest to (yet 
distinct from) x^ and Xi» that in {xj}j=i+1 (when they exist). We then 
introduce the real function / on [xo — h, XQ + h] defined by 
{ fm',m,m" \X) 11 XQ — h < X < £ m i m + l fj'jj" (x) ^ x(j-i) ,j <x< xW+i) > m < j < n fn',n,n" (x) if Z (n - l ) ,n < X < X0 + fl 
where xm and xn are respectively the first and last points of {XJ}.=1 contained 
in [XQ — h,xo + h] and 
xiJ = g • 
Similarly, let xp and xq are respectively the first and last points of {XJ}.=1 
contained in [XQ — h/2, x0 + h/2]. Let us define 
/ ~ \ 4 rxo+h ^ o rxo+h/2 __ 
where 
/ /=/ /+£/ W / 
JxQ-h Jxo-h j=mJ{xj-i+xj)/'2 J(xn+xn+i)/2 
and 
rx0+h/2 _ f(xp-i+xp)/2 _ 1 p(xj+xj+1)/2 _ px0+h/2 _ 
/ / = / / + £ / / + / /• 
Jxo—h/2 Jxo-h/2 • J(xj-i+Xj)/2 J (xq+xq+i)/2 3=P 
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To each of the subintegrals we apply Simpson's rule 
/ 
J a 
" (b-a) 9(a) + *9[^)+9(b) (42) 
(which is precise when g is quadratic on the subintervals, as is the case for 
The same techniques were applied to the continuous kernel k — kh,po\ya-
Given a function / three times continuously differentiable, we constructed 
its quadratic approximation / via Lagrange's formula. Then / " which is 
approximated by / * A;£poly6, is in turn estimated by / * A;£ ly6. If we define 
^ > 6 ( / , P ( a ; o , / i ) ) = ( / *< p o l y 6 ) ( a :o ) 
then 
Q'U ( / . P (*o, h))= f (t) A£iPOly6 (x0 - t) 
v




= / / (*) <po.y6 (*0 - t) dt 
Jxo—h 
,poly6 (x0 ~~ t) dt 
j=mJ(xi-i+xi)/2 
rxo+h ^ 
+ f(t) K ,poly6 (X0 ~ t) dt 
J(xn+xln-i+l)/2 
where, by Simpson's rule (42), each subintegral can in turn be approximated 
by the formula 
f 1 (t) k" (x0 - t) dt » Q-^-f (a) k" (*„ - a) 




For each N, h and Xi G [—1,1] we calculated the errors 
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Table 22: qdE^ and qdE'fa for / (x) = sin (IOTTZ) 
qde'^ (/, xi) = \f (au) - Qls ( / , P" (Xi, /»)) | 
We then took the average qd£^6 of all qde'^6 (/, x{) and the average qdE'/ls 
of all qde£
 5 (/, Xi) as a measure of the error in approximating / " (x^ by 
Q'hfi (/> P (x*> h)) a n d Qh,6 (/> P" (xii h)) respectively. The results are given 
in Table 21 -Table 25. 
6 Conclusion 
We introduced, for arbitrary h > 0, discontinuous kernels (12), (16) and (20) 
with support in [—h, h] such that their convolution with a given function 
/ yields an approximation of the function, along with its first and second 
derivatives, respectively. It was shown that such an approximation is sub-













































































































































































































Table 25: qd££6 and qdE'^ for / {x) = e 
44 
only on a finite set of points, (denoted by the ordered sequence {XJ}
 =1) we 
further approximated the convolutions by numerical methods based on the 
trapezoidal rule applied to a linear approximation of / . In the case of the 
second derivative, we also used Simpson's rule applied to a quadratic approx-
imation of / . In so doing, we obtained for h > 0 small enough a significant 
improvement in the estimates when compared with the classic methods of 
SPH. In fact, our methods were more accurate and numerically stable than 
those based on classic SPH for small h and/or N. Furthermore, Simpson's 
rule proved to be significantly better than the trapezoidal rule in estimating 
a second derivative as h got smaller. When the same techniques were applied 
to the smooth kernel kh,poiy6 given by (8) (and its derivatives) in place of our 
discontinuous kernels (12), (16) and (20), we obtained numerical results for 
small h and/or N no better than those obtained by classic SPH. This justi-
fies, for small h and/or N, the use of discontinuous kernels like (12), (16) and 
(20) over continuous kernels, when used in conjunction with a Newton-Cotes 
integration formula of which the trapezoidal rule and Simpson's rule are the 
most elementary. 
In this paper we gave bounds for approximations based on SPH tech-
niques. We showed that when / is twice continuously differentiable, and 
when \XJ — Xj-i\ < h for j = 2, ...,N, then the error in approximating / 
by the trapezoidal rule in conjunction with a linear approximation of / is 
of order O (h2). The same result was obtained for the derivative whenever 
/ is three times continuously differentiable, and for the second derivative 
whenever / is four times continuously differentiable. 
Even though the extension of the discontinuous kernels to the multi-
dimensional case can be easily derived from the one-dimensional case, there 
are still some problems to overcome regarding the definition of simple and 
elegant sums satisfying the discrete reproducing conditions. For this reason, 
it remains our aim to study discontinuous kernels in the multi-dimensional 
setting. 
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CONCLUSION 
Nous avons introduit trois noyaux discontinus avec support [—h, h], ou h > 0, 
tels que la convolution d'une fonction / avec ces noyaux fournisse une ap-
proximation de la valeur de la fonction ainsi que de ses derivees premiere 
et seconde, respectivement. On a montre que, dans ces trois cas, l'erreur 
obtenue par la convolution est d'ordre O (h2). Puisque les valeurs de / ne 
sont connues qu'en un nombre fini de points (representes par la suite ordon-
nee {xj}j=1), on a ensuite approxime les convolutions a l'aide des methodes 
numeriques basees sur la regie du trapeze et l'approximation lineaire de la 
fonction. On a montre que lorsque / est deux fois continument differen-
tiable, et lorsque \XJ — £j-i | < h pour j = 2,..., N, alors l'erreur commise en 
utilisant la regie du trapeze avec l'approximation lineaire est aussi d'ordre 
O (h2). Nous avons obtenu le me-me resultat pour la derivee d'une fonc-
tion trois fois continument differentiable, et pour la derivee second lorsque la 
fonction est quatre fois continument differentiable. Dans le cas de la derivee 
seconde, on a aussi estime la convolution a l'aide de la regie de Simpson et de 
l'approximation quadratique de la fonction. Comparativement a la methode 
SPH classique, nous avons constate une grande amelioration des approxima-
tions. Lorsque h et N sont petits, nos methodes sont plus precises. (En SPH 
classique, pour que la precision augmente lorsque h devient petit, il faut que 
N augmente.) De plus, la regie de Simpson s'est rev6lee beaucoup plus pre-
cise que celle basee sur la methode du trapeze lorsque h decroissait. Lorsque 
les m§mes techniques sont appliquees au noyau khtPO\y6 (et a ses derivees) a 
la place des noyaux discontinus que nous proposons, nous obtenons des re-
sultats numeriques qui n'offrent aucun avantage sur les methodes classiques 
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SPH dans le cas de petits h et petits N. Ces faits justifient, pour de petites 
valeurs de h et de N, l'emploi de nos noyaux discontinus dans le calcul de la 
valeur d'une fonction et de ses deux premieres derivees en un point. 
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