The article presents a random neural Q-learning strategy for the obstacle avoidance problem of an autonomous mobile robot in unknown environments. In the proposed strategy, two independent modules, namely, avoidance without considering the target and goal-seeking without considering obstacles, are first trained using the proposed random neural Q-learning algorithm to obtain their best control policies. Then, the two trained modules are combined based on a switching function to realize the obstacle avoidance in unknown environments. For the proposed random neural Q-learning algorithm, a single-hidden layer feedforward network is used to approximate the Q-function to estimate the Q-value. The parameters of the single-hidden layer feedforward network are modified using the recently proposed neural algorithm named the online sequential version of extreme learning machine, where the parameters of the hidden nodes are assigned randomly and the sample data can come one by one. However, different from the original online sequential version of extreme learning machine algorithm, the initial output weights are estimated subjected to quadratic inequality constraint to improve the convergence speed. Finally, the simulation results demonstrate that the proposed random neural Q-learning strategy can successfully solve the obstacle avoidance problem. Also, the higher learning efficiency and better generalization ability are achieved by the proposed random neural Q-learning algorithm compared with the Q-learning based on the back-propagation method.
Introduction
Obstacle avoidance is one of the primary tasks for autonomous mobile robots (AMRs), whose purpose is to enable mobile robots to arrive at the target points without colliding with any obstacles in the working environment. A lot of approaches have been developed to solve this problem, such as grid methods, [1] [2] [3] potential field methods, 4, 5 fuzzy logic methods, 6, 7 and so on. These methods are usually based on specific environment models and rely on more priori knowledge, such as experience and rules. Also they lack self-learning abilities to adapt to various unknown environments. Once there is a change in the environment or task, the corresponding strategies need to be updated manually. Thus, it is better to incorporate self-learning function to realize autonomous obstacle avoidance (AOA) in the unknown environments. Reinforcement learning (RL) is considered to be a more appropriate method to accomplish the task by directly interacting with environment without requiring any prior knowledge about the environment models. RL is a learning process based on a set of mapping from states of environment to actions through maximizing a value function that estimates the expected cumulative reward in the long term. The most well-known method is Q-learning, in which the value function is the function of state-action pairs, called Q-value. However, ordinary Q-learning can only deal with discrete states and actions. In the AOA task, states of environment are generally continuous and Qlearning cannot directly used for it.
To handle this problem, many research studies [8] [9] [10] [11] [12] [13] have extended the Q-learning method to deal with continuous situation spaces by means of neural networks. In all these works, different neural networks including feedforward and recurrent networks are used to approximate the Q-values pertaining to specific situations with its universal approximation capability. Also the parameters of the networks are updated based on the back-propagation (BP) learning algorithm where gradients are computed by propagation from the output to the input. As we know, there are several practical issues that BP learning algorithms suffer from. Specifically, the BP learning method easily converges to a local minimum if the estimated Q-value is not convex with respect to its parameters. 14 It is undesirable that the learning algorithm stops at a local minimum if it is located far above a global minimum. Meanwhile, the BP learning algorithm has a very slow convergence speed in most applications, including Q-learning. This will take the robot too long and too many collisions to arrive at the goal.
Recently, a new fast neural learning algorithm referred to as extreme learning machine (ELM) has been developed for single-hidden layer feedforward networks (SLFNs) in Huang et al., 15 Huang and Siew, 16 and Huang et al. 17, 18 ELM and its different improvements [19] [20] [21] have been successfully applied in some applications. [22] [23] [24] [25] [26] [27] [28] [29] [30] It has been shown that ELM can provide better generalization performance at extremely high learning speed. 17, 18, 27, 28, 30 The universal approximation capability of ELM has been rigorously proved 31 using an incremental method (named incremental extreme learning machine (I-ELM)). An online sequential learning version of the batch ELM (OS-ELM) has been developed. 32 In OS-ELM, the parameters of hidden nodes in the SLFNs are randomly generated and fixed. Based on this, the output weights are analytically determined. OS-ELM can learn the training data not only one-by-one, but also chunk by chunk (with fixed or varying length) and discard the data for which the training has already been done.
In this article, a novel random neural Q-learning (RNQL) approach is proposed for collision-free behavior selection of an AMR in unknown environments. In the strategy, the SLFN is used as the function approximator to estimate the Q-value. Different from the existing methods, the parameters of the SLFN are adjusted based on OS-ELM. Furthermore, to achieve a fast convergence speed, the initial output weights in the initialization phase of OS-ELM are estimated subjected to quadratic inequality constraint. Simulation results show that this proposed method not only obtains high learning efficiency, but also produces good generalization performance compared with the existing Q-learning algorithms updated based on the BP technology.
This article is organized as follows. In section ''Problem definition,'' the problem definition for the AOA of an AMR is presented. The details of the proposed RNQL method are described in section ''RNQL algorithm.'' Section ''Performance evaluation'' presents a quantitative performance comparison between RNQL algorithm with back-propagation Q-learning (BPQL) algorithm for the obstacle avoidance problem of an AMR. Section ''Conclusion'' summarizes the conclusions from this study.
Problem definition
The study presented in this article is applicable to any AMR, independent of its size and type. Here, we discuss our study with a special reference to an AMR consisting of one unactuated and not-sensed steer wheel and two actuated and sensed wheels. The detailed configuration of the robot is shown in Figure 1 . This type of chassis provides three degrees of freedom (3-DOF) locomotion in a vehicle coordinate denoted by X b O b Y b , that is, X b -translation, Y b -translation, and rotation along the center O b . The robot can observe the environment through five ultrasonic sensors fixed on the head of robot. The ultrasonic sensors determine the distance from obstacles to the robot. Each sensor, S i for i = 1, . . . , 5, covers an angular view of 36°. The detailed configuration of the sensors is shown in Figure 2 . Here, XOY denotes the world coordinate. The robot at time t is presented by ½x t , y t , u t . x t and y t are coordinate of the vehicles center. u t is the angle between X b and X, referred as yaw angle.
When the environments are unknown, the obstacle avoidance problem of an AMR can be considered as a behavior selection task. In this task, the robot can automatically produce a correct action of reaching the destination without collision according to the environment information perceived by the sensors equipped on the robot. The task details are shown in Figure 3 . The blue dots represent the trace of the robot and the red circle dot is the goal represented by ½x goal , y goal , u goal . u goal is the angle between the connection line of the robot's center with the goal and the axis X. All the green circle dots represent the obstacles. In the figure, d m is the farthest detection range of the sensors. u i , i = 1, . . . , 5 is the detection angle from the ith sensor with respect to the body frame X b . d 0 is the safe distance of the mobile robot. Dd is the distance between the robot and the goal, Du is the angle between the orientation of the robot's movement and the connection line of the robot with the goal, which are calculated as follows
In order to navigate the mobile robot to its goal, it is assumed that these variables are always known at each time step t. Therefore, an obstacle avoidance task is to obtain these variables, d it , Dd t , and Du t at each time step t, where t = 0, 1, . . ., and based on them determine a situation-action mapping process until the goal is achieved. Q-learning is the most popular RL approach used in the field of robotics research for its simplicity, ease of implementation, and adaptability to extend. It is a learning technique based on trial-and-error interactions for a learner with its environment. 33 It is a learning of what to do, and how to map situations to actions so as to maximize a numerical reward signal. 34 The structure of Q-learning is shown in Figure 4 . In one step, the robot would first observe the current state s t of its working environment, followed by randomly picking out an action a t to perform. After the action a t is performed, it would receive immediately a reinforcement signal r t corresponding to reward or penalty from the environment to indicate the consequences of its action a t . And then it would continue to observe the new state of its local surroundings s t + 1 . All of the information, including s t , s t + 1 , and r t , are input to the Q-value function to update the Q-value, Q(s t , a t ). This cycle of capturing the current state continued by taking a random action is then repeated all over again. 9 But Q-learning is usually applied to the discrete set of states and the Q-values of state-action pairs are stored in a table. As the perceived states of an AMR are continuous, a large storage space is required to store all the possible state-action pairs. In order to solve these problems, the SLFN is applied to approximate the Q-function and used as a Q-value estimator. The state of the robot is the inputs of the neural network and the outputs are the Q-values of all the actions. It is worth noting that the AMR in our work is operating in changing and unknown environments and it needs to explore its environment from consecutively collecting sufficient samples of the necessary experience for learning. Thus, a RNQL method with the online learning capability is employed so that the AMR can adapt to the environment without human intervention. In the proposed method, the SLFN is used to approximate the Q-value, and the parameters of hidden nodes in the SLFN are assigned randomly based on the OS-ELM algorithm. The output weights are recursively updated analytically. The design details are described below.
RNQL algorithm
In this section, the design process of the proposed RNQL is presented. The mathematical models of the SLFN and the ELM used in the design are first reviewed.
Mathematical description of unified SLFN
The output of a SLFN withÑ hidden nodes (additive or radial basis function (RBF) nodes) can be represented by
where c i and a i are the learning parameters of hidden nodes, u i is the output weight connecting the ith hidden node to the output node, and G(x; c i , a i ) is the output of the ith hidden node with respect to the input x. For additive hidden nodes with the Sigmoid or threshold activation function g(x) : R ! R, G(x; c i , a i ) is given by
where c i is the weight vector connecting the input layer to the ith hidden node, and a i is the bias of the ith hidden node, and c i Á x denotes the inner product of vectors c i and x in R n . For RBF hidden nodes with the Gaussian or triangular activation function, g(x) : R ! R, G(x; c i , a i ) is given by
where c i and a i are the center and impact factor of ith RBF node. R + indicates the set of all positive real values. The RBF network is a special case of SLFN with RBF nodes in its hidden layer. Each RBF node has its own centroid and impact factor, and its output is given by a radially symmetric function of the distance between the input and the center.
ELM algorithm
For N arbitrary distinct samples (x k , t k ) 2 R n 3 R m , if a SLFN withÑ hidden nodes can approximate these N samples with zero error, it then implies that there exist b i , c i , and a i such that
Equation (5) can be written compactly as follows
where 
H is called the hidden layer output matrix of the network; 18 the ith row of H is the ith hidden node's output vector with respect to inputs x 1 , x 2 , . . . , x N and the kth column of H is the output vector of the hidden layer with respect to input x k .
It has been proven that a SLFN with the ELM algorithm can approximate any a nonlinear continuous function to an arbitrary accuracy. 18 The following lemma is introduced. Lemma 1. For a SLFN with additive or RBF hidden nodes and activation function g(x) : R ! R which is infinitely differentiable in any interval, there exists N N such that for N arbitrary distinct input vector fx i jx i 2 R n , i = 1, . . .Ñg, for any f(c i , a i )gÑ i = 1 randomly generated according to any continuous probability distribution k Hb À T k \e with probability one, where e.0 is a small positive value.
The ELM algorithm offers a fast neural learning algorithm. All the parameters of the hidden nodes (c 1 , . . . , cÑ , a 1 , . . . , aÑ ) can be randomly generated unlike the conventional implementation of the neural networks where they need to be tuned. This will simplify the design of the learning process. Its outstanding computational efficiency about learning speed, adaptability, and generalization has been verified in the work. [15] [16] [17] [18] In essence, the learning capability of ELM can be used as the learning basis for the obstacle avoidance task.
RNQL algorithm
In the study, the obstacle avoidance task can be achieved by two behaviors: avoidance and goal-seeking. The former behavior is inherently nearsighted as it only considers how to avoid obstacles and ignores whether it causes the vehicle to deviate from the goal, whereas the latter behavior is inherently farsighted as it enables the vehicle to move toward the goal disregarding potential collisions. Thus, the two behavior modules are independent of each other and their functions always conflict. To achieve their respective goals, they are independently designed by the proposed RNQL algorithm. But the state space from the two modules is different, although the learning process is similar. For the obstacle avoidance module, the element of the state s ot at time step t is ½d 1t , d 2t , . . . , d 5t while for the goalseeking module, the element of the state s gt is ½Dd t , Du t . In order for a mobile robot to arrive at the goal position without colliding with obstacles, appropriate actions must be selected according to situation around the mobile robot. Here, the same action space A is defined for the two behavior modules, which includes three simply executable actions labeled as A = fLeftTurn, RightTurn, Forwardg. The action, LeftTurn, is induced by the turn of wheel 2 (the right wheel) as shown in Figure 1 with the velocity of 0.5 m/s while the wheel 1 (the left wheel) maintains static. Similarly, the action, RightTurn, is induced by the turn of wheel 1 (the left wheel) as shown in Figure 1 with the velocity of 0.5 m/s while the wheel 2 (the right wheel) maintains static. The Forward action is realized by the simultaneous movement of the wheel 1 and wheel 2 with the velocity of 0.5 m/s.
The two behaviors are independently designed and then are combined to navigate the robot in a new environment without further learning when their mapping between input state space and output action space is correctly established. To efficiently combine the two behaviors, a switching function is used as the behavior selector to choose one behavior to be used at next action step, which is defined as follows
where r represents the avoidance region and i is any one of the set ½1, . . . , 5. When the switching signal j is equal to 1, the avoidance behavior is activated and if j = 0, the goal-seeking behavior is selected. Noting these, a general design process suitable to the two behavior modules are described here for simplicity.
Estimation of Q-value. In our proposed RNQL algorithm, a SLFN is used to estimate the Q-value, which is given as followsQ
where 8s t = fs ot , s gt g. The hidden node parameters fw, bg existing inQ(s t , a t ) are randomly assigned based on the ELM algorithm. For fixed hidden node parameters fw, bg, training a SLFN is simply equivalent to finding a least-square solution of the output weights b in equation (6) . When all the training data are available, calculation of the output weights can be done based on the Moore-Penrose generalized inverse in a single step according to the ELM algorithm. However, in our proposed RNQL, the AMR needs to adapt to the environment from continuously capturing the information of the sensors. Thus, the online version of ELM, that is, OS-ELM, is used to update the b. OS-ELM consists of two phases, namely an initialization phase and a sequential learning phase. In the initialization phase, the initial output weights b (0) are estimated with a small chunk of initial training data
Here, s t is the state of the robot with respect to the environment and online randomly selected around the initial states. This will cause certain correlation among the training data. In the case, the initial hidden layer output matrix may be singular and then a large Euclidean norm of b (0) is caused. Usually, a large Euclidean norm of b (0) makesQ(s t , a t ) hard to converge to the true value through learning. Furthermore, q t is the desired value of theQ(s t , a t ) at time t and assigned by a small random value in the initial stage which is far from its true value indeed, that is, having big noise. In order to degrade the influence of noises of Q-values in the initial learning stage and get a small Euclidean norm of b (0) , a linear system with the constraint is formulated as follows
where c is a constant value and c.0. H 0 is the initial hidden layer output matrix and given as follows (11) is equivalent to solve the least-square minimization with a quadratic inequality constraint. Thus, the optimization (11) becomes a linear programming problem with an inequality constraint as follows
The singular value decomposition could be used to solve equation (13) . The details are presented in section ''Least-square minimization with a quadratic inequality constraint.'' On each step of interaction, the Q-value function is updated with the following equation
where s t is the old state of the robot, s t + 1 is the new state of the robot, a t is the chosen action in the state s t , a is a learning rate, and g is a discount rate parameter. r t represents the reinforcement signal to be described in section ''Reinforcement signal.'' According to equation (14) , the error term e t at time step t is as follows
Based on equation (14), the output weights b (t) at time step t are updated as follows
where H t is the hidden node's output vector with respect to state s t and equals as follows
After a period of learning, the value of Q(s t , a t ) does not change evidently, which means that the Q-value is converged to the expected value and stands for the proper state-action pair. The learning process is terminated and then an optimal policy P for mapping states to actions is obtained as follows
The optimal policy (equation (18)) is used to choose the best action. According to the state-action value Q(s, a), an action a in a state s can be chosen. The action a shall be the one with the highest Q(s, a) .
However, at the whole learning phase of the proposed algorithm, in order to explore all possible actions, the Boltzmann probability distribution is employed here to select a possible action
where T b is the temperature coefficient and represents the probability of selecting all the actions. The greater T b value reflects the stronger randomness of the action selection. Thus, it is slowly decreased during learning to make the action selection policy greedier and updated by the annealing method
where T min is the minimum value of T b and B b is the annealing coefficient. During the learning process, colliding with an obstacle or reaching the target point from the start point is referred as one episode which consists of a series of training steps. T b will be updated at the beginning of each episode.
Least-square minimization with a quadratic inequality constraint. In this section, the singular value decomposition 35 will be used to solve equation (13), where
where
, and VV T = IÑ is the singular value decomposition of H 0 . Set
and then problem (13) transforms to
. The simple form of the objective function
and the constraint equation
facilitate the analysis of the least-square minimization with a quadratic inequality constraint problem. Consideration of equation (24), the vector y 2 RÑ , defined by
is a minimizer of k D H 0 y ÀQ 0 k 2 . If this vector is also the solution to equation (25), then we have a solution
to equation (13) . If this is not the solution of minimum two norms, we assume that
This implies that the solution to the least-square minimization with a quadratic inequality constraint problem occurs on the boundary of the feasible set. Thus, our remaining goal is to
To solve this problem, Lagrange multipliers method is popular. Defining
we see that the equations ∂h=∂y i = 0, i = 1, . . . ,Ñ lead to the linear system
Assuming that the matrix of coefficients is nonsingular, this has a solution y(l) where
To determine the Lagrange parameter, we define
and seek a solution to f(l) = c 2 . From equation (28), we see that f(0).c 2 . Now f(l) is monotone decreasing for l.0, and equation (28) therefore implies the existence of a unique positive l Ã for which f(l Ã ) = c 2 . It is easy to show that this is the desired root. It can be found through the Newton's method. The solution of the original least-square minimization with a quadratic inequality constraint problem is as follows
Reinforcement signal. The performance of an action a t chosen in the state s t , good or bad, is reflected by a reinforcement signal r t corresponding to the numerical reward/penalty. In our work, the artificial potential field is used to determine its value. According to the artificial potential field method, the robot is attracted to its goal position and is repulsed away from the obstacles. Hence, the avoidance module and goal-seeking module apply the repulsive potential function and the attractive potential function for calculating r t , respectively. The details are illustrated in the following. The repulsive potential function U o is defined as follows
where z i is the weight coefficient to show the importance of the ith sensor. U o reflects the relative position relationship between the mobile robot and the obstacles. The greater value of U o means that the distance between the mobile robot and the obstacles is closer, and vice versa. The difference of repulsive potential between the adjacent moment is calculated as follows
DU ot shows the tendency of robot movement. A negative value of DU ot manifests that the mobile robot is further away from obstacles and a reward would be given to the robot. On the other hand, its positive value shows that the mobile robot is closer to obstacles and a penalty would be given to the robot. Thus, the relationship between the reinforcement signal r t and DU ot is given by
where L is the proportional coefficient and determined by the designer.
The attractive potential function U g defined as follows
where z g is the proportional coefficient. The less value of U g shows the closer distance between the mobile robot and the goal, and vice versa. The difference of attractive potential between the adjacent moment is calculated by
DU gt shows the trend of robot movement. Similarly, DU gt \0 indicates that the mobile robot is closer to the target and a reward would be given to the robot. On the other hand, its positive value presents that the mobile robot is further from the target and a penalty would be given to the robot. Thus, the relationship between the reinforcement signal r t and DU gt is given by
Based on the analysis mentioned above, the proposed RNQL algorithm can be summarized as follows:
RNQL algorithm. First, select the type of nodes (additive or RBF) and the corresponding activation function g and the hidden node numberÑ .
Step 1: initialization phase: Initialize the learning using a small chunk of initial training data (12) and estimate the initial output weight b (0) according to equation (27) or equation (34) . Set the training step t = 1.
Step according to equation (16) . (f) Update T b according to equation (20) when collision occurs or the goal is arrived at. Then, the robot is initiated to the starting position and continues to learn. Otherwise, keep T b unchanged. Set t = t + 1 and go to step 2.
Remark 1. As OS-ELM, the proposed RNQL consists of two phases, namely, an initialization phase and a sequential learning phase. In the initialization phase, the initial weight b (0) is determined according to equation (27) or equation (34) in section ''Least-square minimization with a quadratic inequality constraint,'' where a quadratic inequality constraint is considered to avoid a large Euclidean norm of b (0) due to the certain correlation among the training data. This is different from the original OS-ELM. In the sequential learning phase, the weight b (t) is recursively updated using the information, including s t , s t + 1 , and r t until e t is close to e in equation (15) . In our study, we set je t j\e as the ending condition of the learning phase.
Remark 2. The obstacle avoidance task is achieved by an avoidance module and a goal-seeking module. The two modules independently apply the proposed RNQL to find the reference Q-value. But in the learning process, the state variables and the calculation of the reinforcement signal r t for the two modules are different. The calculation of the reinforcement signal is achieved according to the potential energy concept. When using the concept, the attractive potential field and repulsion potential field are separately used for the tasks of arriving at the target goal and avoiding the obstacles. Since the directions of the two fields are opposite, the simultaneous training of the target and the obstacles in a whole process counteracts their functions. This may cause an impossible convergence. Concerning this, two independent modules, that is the avoidance module without considering the targets and goal-seeking module without considering obstacles, are adopted in our work. In the avoidance module, the state variable s t is set as s ot = ½d 1t d 2t . . . , d 5t and the reinforcement signal r t is calculated according to equation (37) while in the goal-seeking module, the state variable s t is set as s gt = ½Dd t , Du t and the reinforcement signal r t is calculated according to equation (40).
Performance evaluation
In the section, the performance of the proposed RNQL algorithm is evaluated. First, the avoidance module and the goal-seeking module are independently trained using the RNQL algorithm under different simulation environments. Then, the trained modules are combined to navigate a robot to the goal without colliding the obstacles in the unknown environments. Note that all the environments are generated from the simulation software SimRobot (developed by the students and teachers in Department of Control and Instrumentation, Brno University of Technology).
For the purpose of comparison, the performance of the proposed RNQL algorithm is compared with the BPQL, which is commonly used in Yang et al., 8 Li et al., 9 Qiao et al., 11 and Ganapathy et al. 12 All the simulations are carried out in MATLAB 6.5 environment running in a Intel Ò Core ä 2 Quad CPU, 2.83 GHz.
Parameter configuration
The parameter values used for all the simulations are summarized in Table 1 . For better understanding, the determination details of these parameters are described in the following. a is the learning rate of Q-learning algorithm and set to be a small positive value of 0.05. g is the discount rate parameter of Q-learning algorithm. Here, g is a constant, 0 g\1, and determines the relative proportion of the future reward and immediate reward. If g = 0, the immediate reward is only considered. When g is close to 1, the future reward is more important than the immediate reward. In this case, it is set to be 0.95 in our work for the emphasis on the future reward. d m is the farthest detection range of the sensors and the value is 15 m according to real configuration. d 0 is the safe distance of the mobile robot and the value is 2 m determined by the robot's dynamics characteristics.
L is a proportional coefficient for calculating the reinforcement signal r t . Its value ensures jDU ot =Lj\10 and jDU gt =Lj\10. Here, it is set to be 0.001. T b and T min are selected according to equation (20) . The selection of their values 20 and 5 is to ensure jQ(s, a t )=T b j\1. The annealing coefficient B b is set to be 0.8. z i (i = 1, . . . , 5) represents the weight coefficient of the ith sensors for the repulsive potential field function. As shown in Figure 2 , sensor 3 configured along the X b -axis detects the obstacles in front of the robot is more important than the others. Thus, the largest value is allocated to z 3 . Larger values are allocated to z 2 and z 4 that are closer to z 3 . The minimum values are assigned to z 1 and z 5 .
z g reflects the proportional coefficient for the attractive potential field function. Since only one sensor is used to calculate the attractive potential, z g is set to 0.01.Ñ is the number of hidden nodes and is chosen from the range [10, 50] with the interval 2. The optimal number is 20 according to the training performance. e is a small constant to terminate the training process and chosen as 0.1.
Performance comparison of avoidance module
In the avoidance module, the AMR is only required to move among many obstacles without collisions and without a specific target. Here, a simple simulation environment with four obstacles is designed to train the robot using the RNQL and then the generalization of the RNQL algorithm is verified in a more complex environment and a maze after the robot finishes its training. In the avoidance module, the state variable s t is set as s ot = ½d 1t d 2t , . . . , d 5t . The inputs of the SLFN are set as IN it , i = 1, . . . , 5 and are normalized as follows
The performance of the RNQL algorithm is evaluated from two criteria, namely continuous moving time without collision and training time. Here, we set up 50,000 s as the maximum continuous moving time that is the maximum simulation time. The comparison of the performance between the RNQL algorithm and BPQL algorithm is shown in Table 2 .
For each algorithm, the results are averaged over 20 trials. The average training steps, the average training time, and the trial result that is the closest to the mean are shown in Table 2 . From Table 2 , it can be seen that the mobile robot trained by the proposed RNQL and BPQL algorithm can smoothly move 50,000 s after each trial. But the training steps in the RNQL are much lesser than those of BPQL. Besides, the training time of RNQL is much lesser that of BPQL. For the BPQL algorithm, because the learning parameters of the hidden nodes and the weights connecting the hidden nodes to the output nodes are all tuned in one training step, the speed of convergence for the algorithm is slow and the learning efficiency is low. It can be concluded that the robot trained by the proposed RNQL algorithm can move a longer time without collision after the same training steps compared with the BPQL algorithm. 
Furthermore, the shorter training time can be achieved by the proposed RNQL algorithm. For the purpose of illustration, the results of the RNQL algorithm that is the closest to the mean are shown in Figure 5 (a) and (b). It can be seen from Figure 5 (b) that the robot successfully moves in a more complex environment no collision without being trained any more. Similarly, the training procedure and the testing result of the BPQL algorithm are shown in Figure 6 (a) and (b) separately. In Figure 6 (a), the mobile robot trained by the BPQL algorithm can move at least 50,000 s collisionless in the simple training environment after 6953 training steps. But in Figure 6(b) , it can only move 6380 s without collision and then hit the obstacle in the complex environment.
The BPQL algorithm is based on the gradientdescent technique to training a SLFN. Gradient-based learning is generally time-consuming and is easy to stop at a local minimum if the unsuitable initial values of adjustable parameters are located far from an optimal solution. In Figure 6 , the SLFN is trained by the BPQL algorithm and gets the sub-optimal solution. In this case, the global state-action mapping cannot be learnt. Thus, the robot collides with the edge of a block in testing environment, although it can move successfully without collision in training environment. In the proposed RNQL algorithm based on the ELM algorithm, the problem of training a SLFN is converted to obtain a solution of a linear system with the random parameters of the input layer. The smallest least-square training error can be reached by the Moore-Penrose generalized inverse approach. In Figure 5 , the proposed algorithm may find the optimal solution compared with the BPQL algorithm. Thus, it can extend to move in the complex environments successfully.
To further evaluate the performance of the proposed RNQL algorithm, a more complex environment, that is, a maze is applied here. Figure 7(a) shows that the mobile robot trained by RNQL algorithm successfully moves at least 50,000 s without collision in the maze environment. As shown in Figure 7 (b), the mobile robot trained by the BPQL algorithm can only move 9157 s without collision and then hit the obstacle in the environment. Therefore, from Figures 5-7 , it can be concluded that the proposed RNQL algorithm has better generalization ability and higher learning efficiency than the BPQL, where the mobile robot trained by the proposed algorithm can move without collision in different unknown environments without being trained any more.
Besides, in the proposed RNQL algorithm, a different initialization phase from that of OS-ELM is presented to estimate the initial value of the output weights for improving the learning performance. To verify this point, the performance between the proposed initialization method and the original one is compared and shown in Table 3 , from which it can be observed that the proposed initialization estimation method has faster convergence speed with the lesser training steps and training time. Also it achieves better generalization ability without collision in the complex environments, whereas the original initialization phase in the OS-ELM moves 41,797 s without collision and then hits the obstacle in the complex environment.
Performance comparison of goal-seeking module
In the goal-seeking module, the AMR is trained to move to a target point without any obstacles. In this module, the state variable s t is set as s gt = ½Dd t , Du t . The inputs of the SLFN are set as IN dt , IN ut and are normalized as
where d max is the farthest diameter of the map and its value is 400 m in the training environment and 550 m in the testing environment and the maze in the article. First, a simulation environment without obstacles as shown in Figure 8 (a) is designed to train the robot using the RNQL where the red circle dot is the target point and the initial position is set as (49, 52, 0). The numerical comparison between the RNQL algorithm and BPQL algorithm is shown in Table 4 . For each algorithm, the results are averaged over 20 trials. The average training steps, the average training time, and the result of trial that is the closest to the mean are shown in Table 4 . The moving trajectories of the robot from the initial training point to the goal are shown in Figure 8 . That is the result of trial which is the closest to the mean. From the table, it can be observed that the lesser training steps and training time are required by the RNQL algorithm than those of the BPQL algorithm. This means that the RNQL algorithm has faster convergence speed than the BPQL algorithm.
An additional four different initial positions are applied to verify the performance of the goal-seeking behavior module. Figures 9-12 show the moving trajectories from the four different initial positions to the goal based on the RNQL and BPQL algorithms. As shown in these figures, although the initial positions are varied, the robot is able to move to the target using the two learning algorithms above. The numerical performance comparison of the moving steps based on the RNQL algorithm and BPQL algorithm is shown in Table 5 . From the table, it can be observed that the lesser moving steps can be obtained by the RNQL algorithm than those of the BPQL algorithm. This means that the robot trained by the RNQL algorithm can arrive at the goal faster than the one trained by the BPQL algorithm.
Simulation of obstacle avoidance
In the proposed obstacle avoidance method, once the network parameters for the two behavior modules are completely built through the RNQL algorithm, the two behaviors will be combined so that the robot arrives at the given goal position without colliding with obstacles. In this section, the avoidance module and goal-seeking module are now combined to navigate a robot to reach the target position. When the robot navigates in a certain environment, one of the two behaviors must be selected at each action step in order to accomplish its goal. This is performed by a switching function expressed by equation (9) . First, the robot is required to move to the target position in an environment with four obstacles under four different initial positions as shown in Figure 13 . From the figure, it can be observed that whatever the initial position of the robot is, the robot can arrive at the target position in a smooth path while keeping a certain distance with obstacles. Also a complex environment with many different obstacles as depicted in Figure 14 is further used to verify the obstacle avoidance performance of a trained robot by reaching the specific target. Besides, a more complex maze environment with different initial and target positions as shown in Figures 15 and 16 is applied here to evaluate its performance. From the figures, one can note that the trained robot can successfully move from different start points to the different goals in complex environments. Besides, the results of the BPQL algorithm for the three verification environments are given in Figure 17 for the purpose of comparison. From the figure, it can be seen that the robot is navigated successfully to the target in the simple environment while it fails in the complex environments. It can be concluded that the proposed obstacle avoidance strategy has good generalization ability and also has good ability to adapt to a new environment. 
Conclusion
In this article, a simple and efficient learning strategy for the AMR's obstacle avoidance problem in uncertain environments has been proposed. The core avoidance and goal-seeking modules in the strategy are trained by a novel RNQL algorithm where the SLFN is used as a Q-function approximator to estimate the Q-value. In the proposed RNQL algorithm, the parameters of the SLFN are tuned by the OS-ELM algorithm. However, different from the original OS-ELM, the initial output weights of the SLFN are estimated subjected to a quadratic inequality constraint. Performance of RNQL is compared with BPQL algorithm on obtaining the optimal learning policies for the avoidance and goal-seeking modules. The results indicate that the RNQL produces better learning performance in terms of convergence speed, training time, and generalization ability. The proposed learning strategy can effectively navigate the AMR to arrive at the goal without colliding with the obstacles in unknown environments. The proposed algorithm is a general way to guide the mobile robot to reach a target. But the effectiveness of the presented algorithm depends on some sensing information, that is, the position of the robot, the coordinate of the goal, and the distances between the target and the obstacles. Therefore, while the mobile robot system has the positioning and obstacle detection sensors, the proposed algorithm is an effective method for guiding the robot to reach the destination. In the case of lacking the positioning sensors, the proposed algorithm can also lead the robot to reach the goal if the target can be identified via some specific sensors. For example, the mobile robot can detect obstacles and the goal by cameras. However, the mobile robot will move randomly when the target is out of the detection range of the camera. If the robot enters the target detection range, it moves toward the target. This will cause a longer navigation time. Moreover, a larger safe distance between the target with the nearest obstacles is required. This can ensure enough space for the robot to move to the target from different initial positions. If the safe distance is smaller, the avoidance module plays a main role. The robot wanders around the target and cannot arrive at the target. The determination of the minimum safe distance is not an easy task since it depends on many factors. We will discuss it in our future work.
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