Abstract-We study, by large deviations analysis, the asymptotic performance of Gaussian running consensus distributed detection over random networks; in other words, we determine the exponential decay rate of the detection error probability. With running consensus, at each time step, each sensor averages its decision variable with the neighbors' decision variables and accounts on-the-fly for its new observation. We show that: 1) when the rate of network information flow (the speed of averaging) is above a threshold, then Gaussian running consensus is asymptotically equivalent to the optimal centralized detector, i.e., the exponential decay rate of the error probability for running consensus equals the Chernoff information; and 2) when the rate of information flow is below a threshold, running consensus achieves only a fraction of the Chernoff information rate. We quantify this achievable rate as a function of the network rate of information flow. Simulation examples demonstrate our theoretical findings on the behavior of running consensus detection over random networks.
the final decision (see, e.g., [1] [2] [3] [4] ). The second considers consensus-based detection, where no fusion node is required and sensors communicate with single-hop neighbors only over a generic network (see, e.g., [5] and [6] ). Consensus-based detection operates in two phases. First, in the sensing phase, each sensor collects sufficient observations over a period of time. Second, in the communication phase, sensors subsequently run the consensus algorithm to fuse their local log likelihood ratios. More recently, a third class of distributed detection has been proposed (see [7] [8] [9] [10] [11] ), where, as with consensus-based detection, sensors communicate over a generic network and no fusion node is required. Differently from consensus-based detection, sensing and communication occur in the same time step. In this paper, we study the error performance of running consensus. Specifically, we compute by large deviations analysis the exponential decay rate of the error probability (as the time index ) of the running consensus. The analysis is general and considers that the noise is correlated rather than white as originally in [7] .
More specifically, we study the binary detection problem where the sensors sense the environment and cooperate to make a (distributed) decision. The network is time varying because it is random (see, e.g., [12] ); in alternative, the network uses a random communication protocol, like gossip (see, e.g., [13] , or the recent overview [14] ). The network connectivity is described by , the sequence of identically distributed (i.i.d.) consensus weight matrices. The sensors' observations are Gaussian, correlated in space and uncorrelated in time. At each time , each sensor 1) communicates with its single-hop neighbors to compute the weighted average of its own and the neighbors' decision variables and 2) accounts for its new observation acquired at time .
We quantify the rate of information flow (i.e., the speed of averaging) by , where is the second largest eigenvalue of the expected value of . We show that running consensus based detection over random networks is asymptotically equivalent to the optimal centralized detection, if this rate of information flow across the random network is large enough; i.e., if it is above a certain threshold, then the exponential rate of decay of the error probability of running consensus equals the Chernoff information-the best possible rate of the optimal centralized detector. When the random network has slower information flow, asymptotic optimality cannot be achieved. We find then the best possible rate of decay of the error probability that running consensus can achieve. Our work quantifies the tradeoff between the network connectivity and achievable detection performance. Finally, simulation examples confirm our theoretical findings.
In the context of estimation, distributed iterative schemes have also been considered. References [15] and [16] propose diffusion type LMS and RLS algorithms for distributed estimation; [17] and [18] propose algorithms for distributed estimation based on the alternating direction method of multipliers. These algorithms consider additive noise in the communication. Finally, [19] proposes linear and nonlinear stochastic-approximation type algorithms for distributed estimation, allowing for randomly varying networks and generic (with finite second moment) observation noise. With respect to the network topology and the observation noise, we also allow for random networks, but we assume Gaussian, spatially correlated observation noise.
We comment on the differences between this work and [8] , which also studies asymptotic performance of distributed detection via running consensus, with i.i.d. matrices .
[8] studies a problem different than ours, in which the means of the sensors' observations under the two hypothesis become closer and closer; consequently, there is an asymptotic, nonzero, probability of miss and asymptotic, nonzero, probability of false alarm. Within this framework, the running consensus achieves the efficacy [20] of the optimal centralized detector, under a mild assumption on the underlying network being connected on average. In contrast, we assume that the means of the distributions do not approach each other as grows, but stay fixed with . The Bayes error probability exponentially decays to zero and we examine its rate of decay. We show that, in order to achieve the optimal decay rate of the Bayes error probability, the running consensus needs an assumption stronger than connectedness on average, namely, the averaging speed needs to be sufficiently large (as measured by ). In recent work [21] , we considered running consensus detection when the underlying network is deterministically time varying; we showed that asymptotic optimality holds if the graph that collects the union of links that are online at least once over a finite time window is connected. In contrast, we consider here the case when the underlying network or the communication protocol are random and we establish a sufficient condition for optimality in terms of the averaging speed (measured by ).
1) Paper Organization:
The next paragraph defines notation that we use throughout the paper. Section II reviews standard asymptotic results in hypothesis testing, in particular, the Chernoff lemma. Section III explains the sensor observations model that we assume and studies the optimal centralized detection, as if there was a fusion node to process all sensors' observations. Section IV presents the running consensus distributed detection algorithm. Section V studies the asymptotic performance of Gaussian running consensus on a simple, yet illustrative, example of random matrices . Section VI studies asymptotic performance of Gaussian running consensus in the general case. Section VII demonstrates by simulation examples our theoretical findings. Finally, Section VIII concludes the paper.
Notation: We denote by or (as appropriate) the th entry of a matrix ; or the th entry of a vector ; , 1 and , respectively, the identity matrix, the column vector with unit entries and the th column of , the matrix ; the vector (respectively, matrix) -norm of its vector (respectively, matrix) argument, the Euclidean (respectively, spectral) norm of its vector (respectively, matrix) argument, the Frobenius norm of a matrix; the th largest eigenvalue, the diagonal matrix with the diagonal equal to the vector ; and the expected value and probability, respectively; the indicator function of the event ; finally, the Q-function, i.e., the function that calculates the right tail probability of the standard normal distribution;
, . (1) (2) where is the LLR (given by the Radon-Nikodym derivative of with respect to evaluated at ), and is a chosen threshold.
II. PRELIMINARIES

1) Binary Hypothesis
2) Asymptotic Bayes Detection Performance: Chernoff
Lemma: Given a test , we are interested in quantifying the detection performance, namely, in determining the Bayes error probability after data (observation) samples are processed: (3) where are the prior probabilities, and are, respectively, the probability of false alarm and the probability of a miss. Generally, exact evaluation of and (and hence, ) is very hard (as in the case of distributed detection over random networks that we study; see also [22] for distributed detection on a parallel architecture.) We seek computationally tractable estimates of , when grows large. Typically, for large , is a small number (i.e., the detection error occurs rarely), and, in many models, it exponentially decays to zero as . Thus, it is of interest to determine the (large deviations) rate of exponential decay of , given by
Lemma 1 [23] , [24] states that, among all possible decision tests, the LLR test with zero threshold maximizes (4) (i.e., has the fastest decay rate of ). The corresponding decay rate equals the Chernoff information , i.e., the Chernoff distance between the distributions of under and , where is given by [23] (5)
where the supremum over all possible tests is attained for the LLR test with , .
3) Asymptotically Optimal Test:
We introduce the following definition of the asymptotically optimal test.
Definition 2: The decision test is asymptotically optimal if it attains the supremum in (6) . We will find a necessary condition and a sufficient condition for asymptotic optimality (in the sense of Definition 2) of the running consensus distributed detection.
4) Inequalities for the Standard Normal Distribution:
We will use the following property of the function, namely, that for any (e.g., [25] )
III. CENTRALIZED DETECTION
We proceed with the Gaussian model for which we find (in Section V) conditions for asymptotic optimality of the running consensus distributed detection. Section III-A describes the model of the sensor observations that we assume. Section III-B describes the (asymptotically) optimal centralized detection, as if there was a fusion node that collects and processes the observations from all sensors.
A. Sensor Observations Model
We assume that sensors are deployed to sense the environment and to decide between the two possible hypotheses, and . Each sensor measures a scalar quantity at each time step ; all sensors measure at time steps Collect the 's, , into the vector . We assume that has the following form:
The quantities , , , are the constant signals and can be arbitrary deterministic vectors; the quantity is zero-mean, Gaussian, spatially correlated noise, i.i.d. across time, with distribution , where is a positive definite covariance matrix. Spatial correlation of the measurements (i.e., nondiagonal covariance matrix ) accounts for, e.g., dense deployment in sensor networks. We note that, to implement the algorithm, sensor has to know the quantities , and ; this knowledge can be acquired in the training period of the sensor network.
B. Asymptotically Optimal Centralized Detection
This subsection studies optimal centralized detection under the Gaussian assumptions in Section III-A, as if there is a fusion node that collects and processes all sensors' observations. The LLR decision test is given by (1) and (2), where it is straightforward to show that now the LLR takes the following form:
Conditioned on either hypothesis and , , where (10) (11) Define the vector as (12) Then, the LLR can be written as follows: (13) Thus, the LLR at time is separable across sensors, i.e., the LLR is the sum of the terms that depend affinely on the individual observations . We will exploit this fact in Section IV to derive the distributed, running consensus, detection algorithm.
1) Bayes Probability of Error: Finite Number of Observations:
The minimal Bayes error probability, , when samples are processed and (equal prior probabilities), is attained for the (centralized) LLR test with zero threshold; equals (14) The quantity will be of interest when we compare (by simulation, in Section VII) the running consensus detection with the optimal centralized detection, in the regime of finite .
2) Bayes Probability of Error: Time Asymptotic Results:
The Chernoff lemma (Lemma 1) applies also to the (centralized) detection problem as defined in Section III-A. It can be shown that the Chernoff information, in this case, equals (15) In (15), the subscript designates the total Chernoff information of the network, i.e., the Chernoff information of the observations collected from all sensors. Specifically, if the sensor observations are uncorrelated (the noise covariance matrix ), then (16) where is the Chernoff information of the individual sensor . That is, equals the best achievable rate of the Bayes error probability, if the sensor worked as an individual (it did not cooperate with the other sensors.)
Corollary 3 (Chernoff Lemma for Asymptotically Optimal Centralized Detector): Consider the observation model defined in Section III-A and let . The LLR test with , , is asymptotically optimal in the sense of Definition 2. Moreover, for the LLR test with , , we have (17) where is given by (15) .
IV. DISTRIBUTED DETECTION VIA RUNNING CONSENSUS
We now consider distributed detection, under the same assumptions on the sensor observations as in Section III-A; but the fusion node is no longer available and the sensors cooperate through a randomly varying network. Specifically, we consider the running consensus distributed detection proposed in [8] , and we extend it to spatially correlated observations. At each time , each sensor improves its decision variable, call it , in two ways: 1) by exchanging the decision variable locally with its neighbors and computing the weighted average of its own and the neighbors' variables; and 2) by incorporating its new observation at time .
Recall the definition of in (12) and in (13) . The update of is then as follows: (18) Here, is the (random) neighborhood of sensor at time and are the (random) averaging weights. The local sensor 's decision test at time , , is given by (19) i.e., (respectively, ) is decided when (respectively, ). Let and . Also, collect the averaging weights in the matrix , where, clearly, if the sensors and do not communicate at time step . The algorithm in matrix form becomes (20) We remark that the algorithm in (20) extends the running consensus algorithm in [7] for spatially correlated sensor observations (nondiagonal covariance matrix ). When is diagonal, the algorithm in (20) reduces to the algorithm in [7] . 1 1 Another minor difference between [7] and (20) is that [7] multiplies the log-likelihood ratio term (the term analogous to (k + 1)) by N ; this multiplication does not affect detection performance.
We allow the averaging matrices to be random. Formally, let be a probability space (where is a sample space, is a -algebra and is a probability measure.) For any , is a random variable, i.e., an -measurable function , , . We now summarize the assumptions on . Recall that and denote by
. From now on, we will drop the index from and when we refer to the distribution of and . Assumption 4: For the sequence of matrices , we assume the following.
1) The sequence is i.i.d . 2) is symmetric 2 and stochastic (row-sums are equal to 1 and the entries are nonnegative), with probability one. 3) and are mutually independent over all and . In Sections V and VI, we examine what (additional) conditions the matrices have to satisfy, to achieve asymptotic optimality of Gaussian running consensus.
1) Network Supergraph: Define also the network supergraph as a pair , where is the set of nodes with cardinality and is the set of edges with cardinality , defined by: Clearly, when, for some , , then the link and nodes and never communicate. For subsequent analysis, it will be useful to define the matrices , for , as follows:
Then, the algorithm in (20) can be written as (22) Also, introduce (23) and remark that
Recall the definition of the vector in (12 
Here, is a diagonal matrix with the diagonal entries equal to the entries of .
V. ASYMPTOTIC PERFORMANCE OF DISTRIBUTED DETECTION: SWITCHING FUSION EXAMPLE
In this section, we examine the asymptotic performance of the distributed detection algorithm on a simple and impractical, yet illustrative example; we tackle the generic case in Section VI. The network at a time step can either be fully connected, with probability , or completely disconnected (without edges), with probability . Specifically, the distribution of the random averaging matrix is given by with prob with prob
With model (26), at each time step , each sensor behaves as a fusion node, with probability and as an individual detector, with probability . We call this communication model the switching fusion. We show that, to achieve asymptotic optimality of distributed detection, the fusion step ( ) should occur sufficiently often, i.e., should exceed a threshold. Namely, we find necessary and sufficient condition for the asymptotic optimality in terms of . When distributed detection is not optimal ( is below the threshold), we find the achievable rate of decay of the error probability, as a function of . The goal of the switching fusion example is twofold. First, it provides insight on how the amount of communication (measured by ) affects detection performance. Second, it explains in a clear and natural way our methodology for quantifying detection performance on generic networks (in Section VI). Namely, Section VI mimics and extends the analysis from Section V to derive distributed detection performance on generic networks. We next detail the sensor observations model.
We assume that the observations of different sensors are uncorrelated and that the individual Chernoff information, given by (16) , is the same at each sensor . Hence, we have . Denote by the Bayes error probability at sensor , after samples are processed. We have the following theorem on the asymptotic performance of the distributed detection algorithm.
Theorem 5: Consider the distributed detection algorithm given by (18) and (19) . Assume that the sensor observations are spatially uncorrelated and that the Chernoff information is equal at each sensor . Let be i.i.d. matrices with the distribution given by (26). Then, the exponential decay rate of the error probability is given by (27), shown at the bottom of the page. Moreover, a necessary and sufficient condition for asymptotic optimality, in the sense of Definition 2, is given by (28) Condition (28) says that the network connectivity should be good enough (i.e., should be large enough) in order to achieve the asymptotic optimality of distributed detection. Also, distributed detection is asymptotically optimal above a threshold on and it is not optimal below that threshold. Fig. 1 plots the exponential decay rate of the error probability given by (27) for the network with sensors and . We can see that, as decreases, distributed detection performance becomes worse and worse and it approaches the performance of an individual sensor-detector.
We proceed with proving Theorem 5. In Section VI, we will follow a reasoning similar to the proof of Theorem 5 to provide a sufficient condition for asymptotic optimality on generic networks.
Proof of Theorem 5: First, remark that , conditioned on , is equal in distribution to , conditioned on . This is true because , conditioned on , is equal in distribution to , conditioned on , for all ; and the distribution of does not depend on the active hypothesis, or . Denote by , and consider the probability of false alarm, the probability of miss and the Bayes error probability at sensor (with running consensus), respectively 
(32)
where equality (33) holds because of (30) and the fact that . We further assume that is true, and we restrict our attention to , but the same conclusions (from (31)-(33)) will be valid for and also. We now make the key step in proving Theorem 5, by defining a partition of the probability space . Fix the time step and denote by , , the event, given at the bottom of the page. and remark that where . Using the theorem of total probability, we can write as
We now proceed with calculating the exponential rate of decay of (and hence, as ). In order to do that we use the representation of in (39) and the inequalities for the -function in (7) . Namely, we show in the Appendix that the following inequalities hold: We proceed by noting that the minimum of over the discrete set does not differ much from the minimum of over the interval . Denote by the minimum of over (44) for for Then, it is easy to verify that
The function is convex in its first argument on ; it is straightforward to calculate , which can be shown to be equal to (46) at the bottom of the page.
The limit exists and is equal to (47), shown at the bottom of the page. From (45) and (47), we have (48) In view of (48) and (40), it follows that the rate of decay of the error probability at sensor is (49) The necessary and sufficient condition for asymptotic optimality then follows from (47).
VI. ASYMPTOTIC PERFORMANCE OF DISTRIBUTED DETECTION: GENERAL CASE
This section provides a necessary condition and then a sufficient condition for asymptotic optimality of distributed detection on generic networks and Gaussian observations. When distributed detection is not guaranteed to be optimal, this section finds a lower bound on the exponential decay rate of the error probability, in terms of the system parameters. We start by pursuing sufficient conditions for optimality and evaluating the lower bound on the decay rate of the error probability.
A. Sufficient Condition for Asymptotic Optimality
We proceed with a sufficient condition. Recall that . It is well known that the quantity measures the speed of the information flow, i.e., the speed of the averaging across the network, like with standard consensus and gossip algorithms, e.g., [13] . (The smaller is, the faster the averaging is.) The next Theorem shows that distributed detection is asymptotically optimal if the network information flow is fast enough, i.e., if is small enough. The Theorem also finds a lower bound on the rate of decay of the error probability, even when the sufficient condition for asymptotic optimality does not hold. Denote by and recall also in (15). Theorem 6: Let Assumption 4 hold and consider the distributed detection algorithm defined by (18) and (19) . Then, (50) and (51), shown at the bottom of the page, hold for the exponential decay rate of the error probability at each sensor. Here, . Moreover, each sensor is asymptotically optimal and provided that (52) Fig. 2 (left) illustrates the lower bound on the exponential decay rate of the error probability given by Theorem 6 for a network with sensors. We can see that the optimal rate is achieved for ; below , the lower bound on the achievable rate decays as a concave function as decreases (as the connectivity becomes worse and worse). We now interpret Theorem 6 when the number of sensors varies and, in particular, when grows large. We consider spatially uncorrelated observations, with equal Chernoff information across sensors, ; in this case, it is straightforward to show that , and . We restrict and to constant values (that do not depend on ), so that the corresponding centralized detection problem and the network's speed of averaging do not depend on . We compare the detection performance of: 1) optimal centralized detector; 2) running consensus detector; and 3) an individual sensor-detector (that does not cooperate with other sensors); we define the ratios (53) where , , and denote the exponential decay rate of the error probability for, respectively, running consensus, centralized, and individual detectors. We have that and . With respect to running consensus, for smaller values of , the inequality in (50) is satisfied and , i.e., the running consensus is asymptotically optimal. When becomes sufficiently large, the inequality in (50) does not hold. Using (50) , for all . Hence, with respect to an individual sensor-detector, running consensus achieves the gain , for smaller and the gain , when grows large. At the same time, running consensus is equivalent to the optimal centralized detector, when is small and has a loss of order when grows large. Fig. 2 (right) shows, in log-log scale, the ratios , , in (53), calculated via (50) and (51); it clearly demonstrates the behavior explained above.
B. Setting Up the Proof of Theorem 6: Auxiliary Lemmata
Before proving Theorem 6, we state several preliminary results in Lemmata 7-10, and we set up the proof of Theorem 6; proof of Lemma 7 is trivial, while proofs of Lemmata 8-10 are in the Appendix. 
1) Suitable Partition of the Probability Space:
When proving Theorem 6, we will partition the time interval from the first to th time step in windows of width , for some integer . That is, we consider the subsets of consecutive time steps , , , where is the integer part of . (Note that the total number of these subsets is ; each of these subsets contains time steps, except that in general has the number of time steps less or equal to .) We then define the events , , as follows:
. . .
It is easy to see that the events , , constitute a finite partition of the probability space (i.e., any and , , are disjoint and the union of 's, , is ).
By Lemma 8, the probability of the event , , is bounded from above as follows: (57) Next, Lemma (Lemma 9) says how much the matrices deviate from , given that the event occurred. Lemma 9: Consider the random matrices given by (23) and fix two time steps, and , . Suppose that the event occurred. Then, for any and for , (58) Proof: See the Appendix.
2) Seeking the Tightest Chernoff Bound on the Error Probability:
We first consider the probability of false alarm, , but the same conclusions will also hold for (See the Proof of Theorem 5.) We examine the family of Chernoff bounds on the probability of false alarm, parametrized by , , , given by (59) where , We then examine the conditions under which the best Chernoff bound falls below the negative of the Chernoff information, in the limit as . More precisely, we examine under which conditions the following inequality holds:
In Lemma 10, we express the Chernoff upper bound on of in terms of the "modes of decay," similarly as in the Proof of Theorem 5.
Lemma 10: Consider the distributed detection algorithm given by (18) and (19) and let Assumption 4 hold. Then (61) where are given by (62) and (63), respectively, shown at the bottom of the page.
Proof: See the Appendix. Remark: The summands in (63) can be interpreted as the "modes of decay" that correspond to the events , . We proceed now with the proof of Theorem 6. Proof of Theorem 6: We bound from above in (63) by "the slowest mode" [see (64) at the bottom of the page]. Introduce the variable . We now replace the maximum over the discrete set , in (64) by the supremum over , i.e., ; we get (65), shown at the bottom of the page. Taking the limsup as  and then  letting , we obtain the following inequality:
Equation (66) gives a family of upper bounds, indexed by , on the quantity ; we seek the most aggressive bound, i.e., we take the infimum over . We first discuss the values of the parameter , for which there exists a range [where is given by (51)], where the supremum in (66) is attained at . It can be shown that this range is nonempty if and only if (68) In view of (66)- (68), we have the following inequality:
(69) The global minimum (on ) of the function is attained at ; and it can be shown that it equals the negative of the Chernoff information Thus, a sufficient condition for is that . By straightforward algebra, it can be shown that the latter condition translates into the following condition:
The analysis of the upper bound on remains true for the upper bound on ; hence, we conclude that, under condition (70), we have: . Thus, under the condition (70), the following holds:
On the other hand, by the Chernoff Lemma (Lemma 3), we also know that . We omit further details, but it can be shown that, in this case, the supremum in (66) is attained at only for the values of in a subset of ; and it can be shown that can be bounded as given by (50).
C. Necessary Condition for Asymptotic Optimality
We proceed with necessary conditions for asymptotic optimality, for the case when the sensors' observations are spatially uncorrelated. Denote by the event that, at time , sensor is connected to at least one of the remaining sensors in the network; that is,
Further, denote by . We have the following result.
Theorem 11 (Necessary Condition for Asymptotic Optimality): Consider the distributed detection algorithm in (18) and (19) 
where, for the case of spatially uncorrelated observations, , with
Recall (22) . Equation (80) Now, assume that (76) does not hold. Then, by (82), we have that (83) and sensor is not an asymptotically optimal detector in the sense of Definition 2. This proves that (76) is a necessary condition for asymptotic optimality of sensor .
VII. SIMULATIONS
In this section, we corroborate by simulation examples our analytical findings on the asymptotic behavior of distributed detection over random networks. Namely, we demonstrate the change in behavior of distributed detection with respect to the speed of network information flow, as predicted by Theorem 6. Also, we demonstrate that a sensor with poor connectedness to the rest of the network cannot be an optimal detector, as predicted by Theorem 11; moreover, as connectivity becomes worse and worse, its performance approaches the performance of an isolated sensor, i.e., a sensor that works as an individual detector.
1) Simulation Setup:
We consider a supergraph with nodes and edges. Nodes are uniformly distributed on a unit square and nodes are connected by an edge if within distance of each other. As averaging weights, we use the standard time-varying Metropolis weights , defined for , by , if the link is online at time and 0 otherwise. The quantity represents the number of neighbors (i.e., the degree) of node at time . Also, , for all and , for , . The link failures are spatially and temporally independent. Each link has the same probability of formation, i.e., the probability of being online at a time,
. This network and weight model satisfy Assumption 4.
We assume equal prior probabilities, . We set the signal vector under (respectively, ) to be (respectively, .) We generate randomly the covariance matrix , as follows. We generate: a matrix , with the entries drawn independently from -the uniform distribution on ; we set ; we decompose via the eigenvalue decomposition:
; we generate a vector with the entries drawn independently from ; finally, we set , where is a parameter. For the optimal centralized detector, we evaluate by formula (6) . For the distributed detector, we evaluate by Monte Carlo simulations with 20 000 sample paths (20 000 for each hypothesis , ) of the running consensus algorithm.
2) Exponential Rate of Decay of the Error Probability versus the Speed of Information Flow: First, we examine the asymptotic behavior of distributed detection when the speed of network information flow varies, i.e., when varies. (We recall that .) To this end, we fix the supergraph and then we vary the formation probability of links from 0 to 0.75. Fig. 3 (top right) plots the estimated exponential rate of decay, averaged across sensors, versus . Fig. 3 (bottom) plots the same estimated exponential rate of decay versus . For greater than 0.1, i.e., for , the rate of decay of the error probability is approximately the same as for the optimal centralized detector -the simulation estimate of is 0.0106. 3 
For
, i.e., for , the detection performance becomes worse and worse as decreases. Fig. 3 (top left) plots the estimated error probability, averaged across sensors, for different values of . We can see that the curves are "stretched" for small values of ; after exceeds a threshold (on the order of 0.1), the curves cluster and they have approximately the same slope (the error probability has approximately the same decay rate) equal to the optimal slope.
3) Study of a Sensor With Poor Connectivity to the Rest of the Network: Next, we demonstrate that a sensor with poor connectivity to the rest of the network cannot be an asymptotically optimal detector, as predicted by Theorem 11; its performance approaches the performance of an individual detector-sensor, when its connectivity becomes worse and worse. For the th individual detector-sensor (no cooperation between sensors), it is easy to show that the Bayes probability of error, equals where and
It is easy to show that the Chernoff information (equal to ) for sensor , in the absence of cooperation, is given by .
We now detail the simulation setup. We consider a supergraph with nodes and edges. We initially generate the supergraph as a geometric disc graph, but then we isolate sensor 35 from the rest of the network, by keeping it connected only to sensor 3. We then vary the formation probability of the link , , from 0.05 to 0.5 (see Fig. 4 ). All other links in the supergraph have the formation probability of 0.8. Fig. 4 plots the error probability for: 1) the optimal centralized detector; 2) the distributed detector at each sensor, with cooperation (running consensus); and 3) the distributed detector at each sensor, without cooperation (sensors do not communicate.) Fig. 4 shows that, when , sensor 35 behaves almost as badly as the individual sensors that do not communicate (cooperate) with each other. As increases, the performance of sensor 35 gradually improves.
VIII. CONCLUSION
We studied Gaussian running consensus based distributed detection over random networks. At each time step , each sensor: 1) averages its decision variable with the neighbors' decision variables; and 2) accounts on-the-fly for its new observation. We analyzed how asymptotic detection performance, i.e., the exponential decay rate of the error probability, depends on the random network connectivity, i.e., on the speed of information flow across network. We showed that distributed detection is asymptotically optimal, if the network speed of information flow is above a Chernoff information dependent threshold. When below the threshold, we find a lower bound on the achievable performance (the exponential rate of decay of the error probability), as a function of the network connectivity and the Chernoff information. Simulation examples demonstrate our theoretical findings on the asymptotic performance of distributed detection. (40) Recall the expressions for , and in (10) and (12) . After straightforward algebra, it can be shown that equals the expression in (62). Remark further that equals the expression in (108) at the top of the page. Recall that . Now, can be bounded from above as (109) and (111) at the top of the page, where (111) uses the Theorem of total probability law with partition , . Next, conditioned on , we bound the terms and as follows: 1) for , we bound these terms as given by Lemma 9; and 2) for , we bound these terms as given by Lemma 7. Hence, is bounded from above as follows: (112) Finally, after upper bounding as in (57) and combining (111) and (112), we get with given by (63); the latter inequality combined with (104) and (107) completes the proof of Lemma 10.
APPENDIX
Proof of Inequalities
