Abstract-Computational Intelligence (CI) in computer games plays an important role that could simulate various aspects of real life problems. CI in real-time decision-making games can provide a platform for the examination of tree search algorithms. In this paper, we present a rehabilitation serious game (ReHabgame) in which the Monte-Carlo Tree Search (MCTS) algorithm is utilized. The game is designed to combat the physical impairment of post stroke/brain injury casualties in order to improve upper limb movement. Through the process of ReHabgame the player chooses paths via upper limb according to his/her movement ability to reach virtual goal objects. The system adjusts the difficulty level of the game based on the player's quality of activity through MCTS. It learns from the movements made by a player and generates further subsequent objects for collection. The system collects orientation, muscle and joint activity data and utilizes them to make decisions. Players data are collected through Kinect Xbox One and Myo Armband. The results show the effectiveness of the MCTS in the ReHabgame that progresses from highly achievable paths to the less achievable ones, thus configuring and personalizing the rehabilitation process.
INTRODUCTION
R ECENT advances in low cost depth sensing technology have led to the creation of consumer electronics devices that can sense the user s motion [12] . These devices have rapidly become a major source of motivation for researchers who immediately recognized the potential use of the new technology in experimental rehabilitation [11] , [35] . It transforms the player into the controller, making games more intuitive to play, thus more accessible to a broader audience. Human-computer interaction systems such as Microsoft Kinect in 2010 1 and Thalmic Labs Myo in 2016 2 have been utilised in scientific research projects and commercial applications and are shown in Fig. 1 . These sensors capture player movements in the real world/time and convey them inside the game as well as capturing the position, orientation, and muscle activities. Kinect depth and image sensors facilitate a robust interactive human body tracking facility which reads the environment through a randomized decision forest algorithm. Its single input depth image is segmented into a dense probabilistic body part labeling, with the parts defined being spatially localized near skeletal joints of interest [27] . A wireless Myo armband sensor provides data through eight electromyography (EMG) pods and a nine-axis inertial measurement unit (IMU) capturing real world movements through the use of a gyroscope and accelerometer. A clinical application of a body based control game via sensor input is not a one-size-fits-all solution and needs to be customized according to the individual's condition, needs, and range of ability [29] . The rehabilitation therapy requires real-time decision making and must be able to adapt to the difficulty level according to the rehabilitation goals. Artificial and computational intelligence have mostly focused on games where no information is hidden and all actions are deterministic [15] . However, rehabilitation games feature elements of hidden information, real-time decision making, and uncertainty which are non-deterministic. Hidden information occurs when a game is in one of the many possible states with uncertainties, and real-time decision making is required to balance the performance and gain score. In this research, we propose the use of Monte-Carlo Tree Search (MCTS) in designing a serious game for rehabilitation purposes called RehabGame. This virtual reality therapy system exposes stroke or traumatic brain injury survivors to a 3D environment to monitor, measure and improve the kinematic movement with the focus on the upper limbs. It is done through motion capture sensors (Kinect and Myo) that are interfaced with a game engine (Unity3D) through plugins Microsoft SDK 2015 3 and Kinect tools and resources 2016 4 . It measures the kinetic and kinematic movements through reach and grab which is a real time rehabilitation therapy.
Background & Related Work
In the last few years, several Monte-Carlo based techniques have emerged in the field of computer games that have had significant success in various AI game playing algorithms [15] . They can be applied to a single-player games and planning problems, multi-player games, real-time games, and games with uncertainty or simultaneous moves. The MCTS method was developed by combining the random sampling of traditional Monte-Carlo methods with random simulations to search for the best outcome. Possible results are organized in a search tree to estimate the long-term potential, and with each iteration, the game tree is expanded and converged over time [9] . The technique specifies which actions are possible from each state and which states are terminal [39] . The approach is based on real-time planning that finds the best branch and plays the best arm within that branch. MCTS has been applied successfully to many board games including; the Asian board game GO [2] and [26] , General Game Playing where the rules of games used to evaluate techniques are not known in advance [9] [10] and [7] , imperfect information games where each player independently chooses an action and these actions are applied at the same time, such as Scrabble and Bridge [3] , the arcade Ms Pac-Man game with repeated random sampling to obtain results [17] , [20] , [32] , [23] and [13] . In the last few years, several integrated solutions have been proposed for computer-based rehabilitation techniques [4] , [19] , [38] , [18] , [21] , [34] , [36] , [14] , [37] , [25] , [8] , [33] , [28] , [22] and [12] . Although there has been a lot of research in the area of virtual reality there are still outstanding challenges to apply MCTS technique to rehabilitation games in order to adapt it to patient's status. [29] developed a middleware software framework called the Articulated Skeleton Toolkit to integrate full-body interaction with VR and video games. They presented a system architecture and described two case studies to evaluate the toolkit for controlling the first person video games. A study by [24] suggests that rehabilitation games should be integrated into general-purpose rehabilitation stations, adhere to the constraints posed by the clinical protocols, and adapt to patients status and progress. They used a Fuzzy system to monitor the execution of the exercises and provide direct feedback to the patients as well as a Quest Bayesian adaptive approach for real-time adaptation. [10] studied MCTS methods to be implemented in more complex video games. They investigated the use of a modified MCTS algorithm in video game playing using the general video game AI framework. In particular a modification to the core of MCTS known as UCT was performed and the results of their research showed the effectiveness and efficiency of the modified MCTS highly depends on the type of the game designed. [23] and [20] have introduced MCTS for controlling the characters in the real time game Ms Pac-Man to find an optimal path for an agent at each turn. It determines the best move to make, based on the results of numerous randomized simulations.
KINECT AND MYO DEVICES
The Kinect One V 2 device consists of an infrared laser based IR emitter and a colored (RGB: red-green-blue) camera. It can detect the position and orientation of 25 individual joints (including thumbs), the weight put on each limb, a speed of joint movements, and track gestures performed with a standard controller. Body position is determoned in a two stage process; firstly computing a depth map and secondly infering participant body position. The depth map is constructed by analyzing a speckle pattern of infrared laser light [6] . Whilst body parts are inferred using a randomized decision forest learned from over one million training examples [16] . Kinect provides approximately 60 skeleton frames per second. The Myo armband streams the accelerometer, gyroscope, orientation, and the electromyograph (EMG) at 200 Hz frequency and the inertial measurement unit (IMU) data at 50 Hz. It is made of three medical grade stainless steel EMG sensors that detect the electric impulses in the muscles. The armband is connected via a Bluetooth USB adapter and controls muscle activity related to movements of fingers, thumb, hand, wrist, and forearm. Myo detects the electrical signal produced by muscle exertion through electromyography. It is used to discover underlying electrical activity displayed as a waveform (an electromyogram). A three-axis accelerometer, magnetometer, and gyroscope senses motion and records and collects real-time data with high accuracy and precision.
DEVELOPMENT OF REHABGAME SYSTEM
A 3D character (avatar) is first constructed with 65 skeleton joints consists of one and three degree of freedom/s (DOF) developed in Mixamo 5 , 6 . One degree of freedom joints include the elbow and knee, whilst spherical three DOF joints include the shoulder, wrist, ankle, and pelvis. Fig. 2 shows the character with three DOF of shoulder, one DOF of elbow and three DOF of wrist. In order to employ the MCTS framework for rehabilitation therapy four enhancements are defined [13] and [23] which are; 5 . https://www.mixamo.com/fuse 6. https://www.assetstore.unity3d.com 1) a constant tree depth with variable angles for the shoulder, elbow, and hand child elements in order to develop the parent upper limb tree search as shown in Fig. 2 and Fig. 4 . Fig. 2 for example illustrates shoulder rotation of 120 deg in the x-direction, 180 deg in the y-direction, 180 deg in the z-direction, followed by rotation of the elbow by 90 deg, and finally hand movement with thumb and four fingers. 2) search tree navigation and goal (virtual fruit) generation can be simulated according to the avatar's performance. 3) long term participant goals include achievement of high scores, improved performance, and motivation. 4) reuse of the search tree over several moves in a systematic way including backpropagation.
The environment of the game is made of a garden, an avatar, various fruits that are rotating around their axis in the scene and awaiting the avatar to reach and collect them in the basket. Fruit spawning, participant grab and release time and position are registered. A timer is defined for each fruit with the clock starting as soon as it is generated. The tree is constructed from the path movements of the hand in each session. Fruits need to be released at the top of the basket where the inner surface of it changes to green when it is released in a right location as shown in Fig. 5 . A warning is issued if the path is taken by a body and upper limb exceed constraints or the movement is outside the tree search. Position, angle, velocity and body constrains are specified as numerical values to minimize any risk of harm for users and at the same time encourage motor movement. Although achieving high scores is the objective of the RehabGame the agent is designed based on player's performance and medical needs in order to take the player through a process that avoids frustration or harm. A randomness to fruit generation is introduced into the game to avoid pre-deterministic fixed paths during the game play. The agent measures the distance between avatar to object utilizing a half arm span. Arm span or reach is the physical measurement of the length from one end of an individual's arms to the other when raised parallel to the ground at shoulder height at a 90 deg angle [30] . Distance vectors are accurately calculated including the shoulder to elbow (P 1 P 2 ) vector, elbow to wrist (P 2 P 3 ) vector, wrist to finger tips (P 3 P 4 ) vector as well as shoulder to objects (P 1 P 4 ) vector as illustrated in Fig. 3 .
MONTE-CARLO TREE SEARCH

General MCTS
Monte-Carlo Tree Search is a probabilistic algorithm that uses lightweight random simulations to selectively grow a game tree. The method combines the precision of a tree search with the generality of random sampling [3] . The algorithm plans actions with a best first search technique that is based on stochastic models by Monte-Carlo simulations. In game play, this means that decisions are made based on the results of randomly simulated playouts [23] . Fig. 4 shows the mechanism of the MCTS algorithm applied to a round of the RehabGame. Decisions in the tree are the movements of upper limb followed by traversing the tree during the selection step. It means that the upper limb rotates in accordance to the selected nodes until playout starts based on the random path through the tree. The tree represents the sum of all possible arm movements during the game state. The root node starts with the rotation of the shoulder inside the XZ plane, or yaw, descending afterward to the second level where the decision resides in the degrees of rotation in the XY plane, or pitch. The third level is then reached, where the selection will determine the rotation of the arm around itself or roll. The final decision will determine the rotation of the elbow, which has only one degree of freedom. Having a complete path, from root to level four, which is a leaf, will determine the virtual position of the hand, which coincides with the desired position for the fruit placement. A path from the root node to a terminal node is then executed to reach that position. When descending the tree, the movement path of the avatar s upper limb is determined by the distances between the position of a wrist, elbow and shoulder components. Traversing the tree means that avatar s hand moves along the paths described by the current set of rotations until the final position is reached. The general MCTS algorithm is depicted in Table  1 , with a combination of paths selected during the selection and playout steps form a single simulation. Here v 0 is the root node of the initial state s 0 , and v 4 is the last node reached during the descending stage through the tree and corresponds to the final position reached with the pseudorandom choices. The choices are not completely random as BestChild will stimulate a certain degree of exploration, to avoid duplicate random unfolding of the game. ∆ is the reward for the terminal state, s 1 , reached by running the default algorithm from state s 0 . This reward reflects the accuracy of the position reached, as the General MCTS is only capable of finding a "best solution" in a limited pool of samples. As explained before, MCTS function has the capacity of looking ahead to obtain the accurate success probability of taking different paths (decision making). As for all real time games, the time constraint is very tight [31] expecting a player to make a decision towards an action within about 10 ms (milliseconds). The next move is simulated based on the information taken from the current situation. Suppose that a fruit is located at (x, y) we need to go along a path d in order to collect it. The next object is located at position (x , y ) generated with an improved algorithm, related to the Upper Confidence bound for Tree, Eqn .2. This encourages movements just outside of the player s comfort zone. Each node v in MCTS holds four pieces of data:
Incoming action a(v)
•
Total simulation reward Q(v)
• Visit count N (v) (a non negative integer) [31] The ratio of number of times the node has been visited Q(v), to the total reward of playouts N(v) is defined in Eqn .1, [3] , [32] , [23] and [31] .
The return or score of the overall search in the tree is a(BestChild(v 0 , 0)) with the action a that leads to the child with successful results with the exploration parameter c. The score and time are backpropagated to (x , y ) and another simulation from (x, y) is started again. The mechanism of the MCTS algorithm is made of; selection, expansion, simulation and backpropagation [5] and [3] .
1) Selection:
The algorithm starts at the root node, builds a tree of possible future game states (children). Each node in the tree represents a state and each link represents an action taken in that state that leads to a new state [40] . While the state is built in the tree, the next action is chosen according to the statistics stored, in a way that balances between exploitation and exploration. The task is either selecting an action that leads to the best results so far called exploitation or a less promising actions still needs to be explored known as; exploration, due to the uncertainty of the evaluation. 2) Expansion: More state (child nodes) needs to be added as new nodes to expand the tree. The tree is expanded by one node for each simulated game according to the available actions. The first action is chosen by an expansion strategy and subsequently simulated. This results in a new game state, for which a new node is created. 3) Simulation (Playout): After expansion, a rollout is done from the new node, which means that a simulated playout is run from the new node applying random actions until a predefined stop criterion is met or the game ends. The satisfactory weighting of action selection probabilities has a significant effect on the level of play. If all legal actions are selected with equal probability, then the strategy played is often weak, and the level of the MonteCarlo program is suboptimal [5] . 4) Backpropagation (back up): The result of the simulated playout is propagated immediately from the rollout (selected node) back up to the root node. This means that the reward is saved to the visited nodes then a new iteration starts.
Backpropagation updates node statistics that are utilized for future decision makings using Default Policy, [3] . It playouts the domain from a given non-terminal state to produce a value estimation (simulation).
Upper Confidence Bound for Tree
The modified version of MCTS is an effective variant and selection strategy (UCB applied to trees algorithm-UCT) known as the upper confidence bound for trees. The UCT is derived from the UCB function for maximizing the rewards of a multi-armed bandit [3] , [7] , [13] and [10] . UCT balances the choice between poorly explored actions with a high uncertainty and actions that have been explored extensively with a higher value with a child node j. If child nodes for all actions of the current node are added into the tree, actions are selected in order to maximize a UCT on the action value. UCT works by doing many multi-phase playouts:
where C p , is a bias parameter which defines the proportion of exploitation and exploration. If C p = 0, the UCB policy becomes a greedy policy [35] .X j is the average reward from child j and it is the exploitation part of the algorithm and the second part is exploration part. n is the number of times the current node (parent) has been played, n j is the number of times child j has been visited and C p > 0 is a constant (often set to √ 2) that shifts priority from exploration to exploitation. By increasing C p , the priority is shifted to exploration which means; states that have been visited less will be visited with a higher priority than states that have been visited more. A decrease shifts the priority to exploitation and means that; states which have a high value are visited more in order to maximize reward. If more than one child node has the same maximal value, the tie is usually broken randomly. The values of X i,t andX j are within [0, 1]. UCT value yields ∞, as per n j = 0 . The traditional expansion strategy is to explore each action at least once in each node. After all, actions have been expanded, the node applies the selection strategy for further exploration. After a rollout, the reward is backed up, which means that the estimated value for every node that has been visited in this iteration is updated with the reward of this simulation. Usually, the estimated value of a node is the average of all rewards backed up to that node. The UCT selection policy is used when the visit count of all children is above a threshold. When one or more of the children's visit counts are below this threshold, a random uniform selection is made.
Markov Decision Making process
Markov Decision Processes (MDPs) are a fundamental modeling approach in decision theory and planning. They are used extensively within the artificial intelligence and operations research communities to model problems that require sequential decision making in an uncertain environment [41] . An MDP is generally defined by the subsequent elements: S is a finite set of fully-observable possible states, A is a finite set of possible actions depending on the states,
It is the transition function where P (s, a, s ) is the probability of moving to state s when action a is applied in state s. R is a real-valued reward function where R(s, a) represents the expected reward for taking action a in state s. A policy π:S → A specifies an action a = π(s) to be taken when in state s. The value function is defined as in Eqn.3:
This represents the long term expected reward of executing a policy where 0≤γ≤1 is a discount rate on future rewards. An optimal policy that maximizes the long term expected rewards is defined via the optimal value function shown in Eqn.4:
MONTE CARLO TREE SEARCH FOR RE-HABGAME WITH DECISION-MAKING PROCESS
The main mechanism of the RehabGame resides in the fruit generator algorithm. This algorithm is an alternative variation of the UCT. The difference is that the statistical improvements that are calculated during the backpropagation phase, are also being propagated horizontally through the tree. This is achieved through the presence of virtual paths, or prospects. These prospects represent the nodes that have not been explored yet throughout the tree, which are grouped in layers. The statistical probabilities are added to these inexistent nodes using Eqn. 5:
P x represents the prospect for the x th neighbor of the visited node, and k represents the degree of propagation. The larger the value, the more localized the back-propagation is. The Score is achieved depending on the avatar s activity. If the fruit is collected and placed in a right place: +1. If the fruit is not reached or collected: −1. And if the fruit is collected but not placed in the basket or in the right location: 0.
Score is the score of the i th play during the selection, backpropagation, and decision-making process as defined in Eqn. 6. This Score is multiplied by the time efficiency, which is determined by confronting the player's time with a liner interpolation between a best possible time (max score) and a maximum time allowed (0 scores). Once the Score is determined, it is propagated upwards through the tree and expanded into the prospects of the neighbors, based on Eqn. 5. When a new fruit needs to be spawned the agent analyses and extracts information from the avatar s past movements then selects the move with the most ambiguous success rate and based on that, it decides on the next step. By selecting the routes with the lowest absolute value, we are targeting the positions that have not been explored yet, or positions that a participant is training on, by migrating from achievable areas to unachievable areas. In this process, the agent calculates the distances between avatar s joints and the fruits in the 3D scene using data collected from Kinect (position) and Myo (gyroscope). It generates the forthcoming fruits inside the player s comfort zone and gradually directs it out of this zone while avoiding frustration or causing any harm. The distances are calculated as a vector from one joint to the other as well as from the joints to the fruit's location. The data generated will be saved after every session and can be retrieved by the agent and clinician. Fig. 5 shows the interfaces and data generated in the background. The game can be set up for right or left upper limb, the orientation and muscle activity data in 3D space are accumulated in a file to be accessed by the agent and also for further investigation. The data produced are orientation and angle of rotations, muscles activity through 8 EMGs, triaxial accelerometer and gyroscope that can detect inertial forces on all three axes every frame. Fig. 6 shows the data taken from the sample while playing the game that illustrates EMG, accelerometer, gyroscope and EMGs data. This represents the muscle activity during the fruit pick up practice. The search path is variably determined by a distance limit T path : max P1P4 . According to [1] the length of the upper limb is in average in the range of 665 to 850 mm with an average hand length of 184 mm, forearm length of 260 mm and upper arm length of 285 mm. The threshold defined in RehabGame is the max length of the arm. It ensures safe movements and paths are taken with high confidence in the safety and less damage to the muscle. Fruits are generated based on the paths created by the upper limb and the agent s UCT simulation strategy based on various multi-phase playouts. A rewarding node in the tree might result in a loss at an attempt due to stochastic nature of the game. For that, a progressive expansion is performed for further exploration and exploitation of the tree.
CONCLUSION
RehabGame has the ability to modify and adapt its challenge level to match the skills of the player, avoiding frustration and encouraging engagement. It uses a variant of the Monte-Carlo Tree Search algorithm that involves the iterative building of search tree until some predefined computational constrains are achieved. At that point, the search is stopped and the best performing root action is returned. The current results may provide a starting point for other virtual reality studies and rehabilitation programs compatible with cognitive impairment. Future studies can use the current findings regarding differences in correlations as a way to generate future hypotheses and guide research. The study was conducted with two sample sizes. Future research should consider using a larger sample size, stroke, BI (brain injury) survivors and various ages.
