In this paper, I explore the relationship between goalkeeper and team performance in professional hockey using statistical models. The model is evaluated by checking for outliers and major assumptions of the ordinary least squares regression model. I find a negative relationship between goals allowed per game and total team points per season. In particular, I find that the intercept of the model to be 184.0 and coefficient for average goals allowed per game to be -33.819. This means that when goals allowed per game increases by 0.1, the total points for a team in a season will decrease by 3.38. The assumptions of the linear regression model are satisfied.
Introduction
The performance of professional sports teams can be attributed to a number of factors. One of the most significant factors may be the defensive ability of the team. In professional hockey, the last line of defense is the goaltender. The ability of the goaltender to stop shots can dictate the outcome of a game. In this paper, I propose a statistical model that captures the relationship between goaltender and team performance. I evaluate the model by checking for outliers and major assumptions.
Related work in this area includes a paper by Seaton and Campos (2017) , who find that in soccer, a goalkeeper's performance is highly dependent on goalkeeper's location and type. Ofoghi et al. (2013) build a model to capture performance analysis, data mining, and characteristics of various techniques. Lames and M cGarry (2007) find the significance of including dynamic interactions in-game sports as key features of sport performance. Travassos et al. (2013) utilize ecological dynamics to study performance of professional sports teams. Reilly (2001) utilize notation analysis and motion analysis to study the performance of professional athletes.
Methods
I collect a dataset comprised of goals against average (GAA) and total team points in the 2009-2010 season. Goals against average are the average number of goals scored per game, while points is an indicator of team performance. A win is worth two points, while an overtime loss is worth one point. A loss without overtime is worth no point. There are 30 teams in total. The mean GAA is 2.72 and mean total points in the season is 92 points. I use a linear regression model to model the relationship between GAA and total points. The coefficient of GAA should indicate the correlation between these two variables and the extent to which GAA, an indicator of team defense, can affect team performance. I then conduct so robustness checks such as checking for outliers and checking that major assumptions are satisfied.
Results and Discussion
I start with some exploratory data analysis. Figure 1 shows the density histogram of GAA. It appears that the GAA average is unimodal with a slight skew to the left. Figure 2 shows the boxplot of GAA which allows a visual interpretation of the summary statistics and can show us the potential existence of some outliers. Figure 3 shows the density histogram of the average total points per season, which is unimodal with a slight skew to the left as well. Figure 4 shows the boxplot of average total points per season. Figure 5 shows the scatterplot of GAA and total points season. There appears to be a negative, linear relationship between the two variables, suggesting that a linear regression would be suitable. The intercept indicates that we expect the average points for a team to be 184.0 when there is no goals against average (GAA=0). This is also not reasonable because it is impossible for a team to allow no goals per game during the whole season. The slope is more meaningful as the p-value indicates that it is significant at the 95% confidence level. The value of the coefficient of GAA, -33.819, suggests that with every increase in goals against average that the total points for a team in a season will decrease by 33.8, or decrease by 3.38 for every 0.1 increase in goals against average. This value confirms a negative correlation between GAA and total points per season.
I then use the regression results to construct the 95% confidence band for the regression line as in Figure 6 . This is the band for which we can be 95% confident to contain the true linear regression line. Figure 7 shows the 95% pointwise prediction band, which is the interval we are 95% confident to contain the prediction at a given value for the GAA (predictor variable). The results suggest a negative linear relationship between goals against average and total points per season. This indicates that team performance in professional hockey highly depends on goaltending, which is a major part of a team's defense.
I check that the major assumptions of the linear regression model are satisfied. The scatterplot in Figure 5 shows that the linearity assumption is satisfied. That is, there appears to be a linear relationship between the predictor and response variable. Figure 8 shows that the variance of total points per season is similar across different values of GAA, which is the assumption of homoscedasticity. Figure 9 shows a random pattern of the residuals across different values of the response variable, total points per season. Figures 8 and 9 together suggest that the residuals are independent of the predictor and response variables. Regarding autocorrelation, it should be reasonable to assume that the errors are independent of one another because the teams played games independent of almost every other team (except the one they play ed against). Therefore the assumption of independent errors is satisfied. Figure 10 checks fort normality assumptions. The histogram and density histogram of residuals are approximately normal. There is one potential outlier with a residual near 30, but should not be significant enough to violate the normality assumption. The points in the QQ-plot line up along the straight line of agreement between the distribution of the residuals and a normal distribution, except again for the outlier at the end with residual near 30. Therefore the normality assumption is reasonably justified. 
Conclusion
In this paper, I present a least squares linear regression model that predicts team performance based on goals against average, a proxy for team defense. I train the model using data on professional hockey teams, provided error metrics such as confidence and prediction intervals, and checked the model's assumptions. Future work may include adding more variables to enrich the model to capture more information on what factors affect the performance of professional sports.
