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An illustration of the ‘forecasting theatre’ envisaged by Lewis Fry Richardson (Bengtsson).
iv
Imagine a large hall like a theatre, except that the circles and galleries go right
round through the space usually occupied by the stage. The walls of this
chamber are painted to form a map of the globe. The ceiling represents the
north polar regions, England is in the gallery, the tropics in the upper circle,
Australia on the dress circle and the Antarctic in the pit. A myriad computers
are at work upon the weather of the part of the map where each sits, but each
computer attends only to one equation or part of an equation. The work of each
region is coordinated by an official of higher rank. Numerous little ‘night signs’
display the instantaneous values so that neighbouring computers can read them.
Each number is thus displayed in three adjacent zones so as to maintain
communication to the North and South of the map. From the floor of the pit a
tall pillar rises to half the height of the hall. From the floor of the pit a tall pillar
rises to half the height of the hall. It carries a large pulpit on its top. In this sits
the man in charge of the whole theatre; he is surrounded by several assistants
and messengers. One of his duties is to maintain a uniform speed of progress in
all parts of the globe. In this respect he is like the conductor of an orchestra in
which the instruments are slide-rules and calculating machines. But instead of
waving a baton he turns a beam of rosy light upon any region that is running
ahead of the rest, and a beam of blue light upon those who are behindhand.
Four senior clerks in the central pulpit are collecting the future weather as
fast as it is being computed, and despatching it by pneumatic carrier to a quiet
room. There it will be coded and telephoned to the radio transmitting station.
Messengers carry piles of used computing forms down to a storehouse in the
cellar.
In a neighbouring building there is a research department, where they invent
improvements. But there is much experimenting on a small scale before any
change is made in the complex routine of the computing theatre. In a basement
an enthusiast is observing eddies in the liquid lining of a huge spinning bowl,
but so far the arithmetic proves the better way. In another building are all the
usual financial, correspondence and administrative offices. Outside are playing
fields, houses, mountains and lakes, for it was thought that those who compute
the weather should breathe of it freely.
— Lewis Fry Richardson,
an excerpt from ‘Weather Prediction by Numerical Process’, 1922.
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Subgrid scale modelling of transport processes
by Adam S. Candy
Consideration of stabilisation techniques is essential in the development of physical models if
they are to faithfully represent processes over a wide range of scales. Careful application of
these techniques can significantly increase flexibility of models, allowing the computational
meshes used to discretise the underlying partial differential equations to become highly non-
uniform and anisotropic, for example. This flexibility enables a model to capture a wider
range of phenomena and thus reduce the number of parameterisations required, bringing a
physically more realistic solution.
The next generation of fluid flow and radiation transport models employ unstructured
meshes and anisotropic adaptive methods to gain a greater degree of flexibility. However
these can introduce erroneous artefacts into the solution when, for example, a process becomes
unresolvable due to an adaptive mesh change or advection into a coarser region of mesh in
the domain. The suppression of these effects, caused by spatial and temporal variations in
mesh size, is one of the key roles stabilisation can play.
This thesis introduces new explicit and implicit stabilisation methods that have been
developed for application in fluid and radiation transport modelling. With a focus on
a consistent residual-free approach, two new frameworks for the development of implicit
methods are presented. The first generates a family of higher-order Petrov-Galerkin methods,
and the example developed is compared to standard schemes such as streamline upwind
Petrov-Galerkin and Galerkin least squares in accurate modelling of tracer transport. The
dissipation generated by this method forms the basis for a new explicit fourth-order subfilter
scale eddy viscosity model for large eddy simulation. Dissipation focused more sharply on
unresolved scales is shown to give improved results over standard turbulence models. The
second, the inner element method, is derived from subgrid scale modelling concepts and,
like the variational multiscale method and bubble enrichment techniques, explicitly aims to
capture the important under-resolved fine scale information. It brings key advantages to
the solution of the Navier-Stokes equations including the use of usually unstable velocity-
pressure element pairs, a fully consistent mass matrix without the increase in degrees of
freedom associated with discontinuous Galerkin methods and also avoids pressure filtering.
All of which act to increase the flexibility and accuracy of a model.
Supporting results are presented from an application of the methods to a wide range
of problems, from simple one-dimensional examples to tracer and momentum transport in
simulations such as the idealised Stommel gyre, the lid-driven cavity, lock-exchange, gravity
current and backward-facing step. Significant accuracy improvements are demonstrated
in challenging radiation transport benchmarks, such as advection across void regions, the
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scattering Maynard problem and demanding source-absorption cases. Evolution of a free
surface is also investigated in the sloshing tank, transport of an equatorial Rossby soliton,
wave propagation on an aquaplanet and tidal simulation of the Mediterranean Sea and global
ocean.
In combination with adaptive methods, stabilising techniques are key to the development
of next generation models. In particular these ideas are critical in achieving the aim of
extending models, such as the Imperial College Ocean Model, to the global scale.
Important notes, results and version logs for individual projects involved in this
research, along with associated articles and presentations, can be found on the
following web pages (access details are provided in the bibliography entry WEB):
http://amcg.ese.imperial.ac.uk/~adam
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1.1 The multiscale problem
Modelling physical systems often involves capturing phenomena over a wide range of scales.
This is particularly acute in the ocean where these scales can span many orders of magnitude,
as illustrated in figure 1.1. The impact of this range of scales will depend on the importance
of the role of phenomena in the modelled system and the level of detail required in any model.
To develop an ocean global circulation model (GCM) that is capable of modelling large-
scale effects (∼ 104km) such as the Thermohaline circulation (THC) and the El Nin˜o-Southern
Oscillation (ENSO) (where resolution of the equatorial Rossby radius (see Gill, 1982) is
required, see for instance Chelton et al. (1998)), diagnostic examinations of current ocean
models reveal a resolution greater than 1/2 ◦ (∼ 50km) is required. To represent oceanic
currents such as the Gulf Stream and the Kuroshio correctly demands a finer mesh of at least
1/10 ◦ (∼ 10km) in order to resolve mesoscale eddies which vary over spatial scales of tens
to hundreds of kilometres (see for instance, Kantha and Clayson (2000)). These features are
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Figure 1.1: Range of spatial and temporal scales of motions in the oceans and atmosphere.
Adapted from Kantha and Clayson (2000).
important in themselves, in that they support intense biological and physical activity, and
contain a significant proportion of kinetic energy in the ocean. Observations consistently
reveal that the eddy kinetic energy is an order of magnitude larger than the mean kinetic
energy (see Vallis (2006) and Gill et al. (1974)). Additionally, mesoscale eddies are thought
to provide much of the latitudinal transport of heat and other tracers (see Semtner (1995)).
These facts highlight the importance of the faithful representation of mesoscale eddies in
ocean simulations. Whether they can be parameterised successfully is questioned by Semtner
(1995).
Some processes, such as vertical mixing effects related to convection and internal waves
for example, are amenable to parameterisation. Semtner (1995) states however, that it will
be difficult to quantify the small scale correlations of important variables in parameterising
the effect of mesoscale eddies. Most meteorologists have abandoned efforts to parameterise
storms, the atmospheric equivalent, and attempt to fully resolve the phenomena and their
effects. The implication for ocean models, of a full resolution of mesoscale eddies, is an
extension of the range of spatial scales down to tens of kilometres.
Another important part of the THC is open-ocean deep convection (OODC) which is
thought to drive the ‘conveyor belt’ of the North Atlantic and occurs in localised ‘chimneys’
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with a typical diameter of 1km (see Jones and Marshall (1993) and Schott and Leaman
(1991)). To further study the role of these chimneys, they would ideally be embedded and
fully resolved in a GCM. Observations of OODC in the weakly stratified waters of the Gulf of
Lions (Schott and Leaman (1991)) suggest a convective process that is intermittent and takes
places through a hierarchy of scales. Current research (see for example, Bricheno (2008)) is
investigating whether it is necessary to fully simulate these events in a prognostic GCM and
thus demand the modelling of an even larger range of scales (which is discussed further in
§1.4.1).
Long-range (multi-decadal) predictions using complex coupled models are the foundation
of advice to government and society on future climate and its worldwide impacts (see
for example, IPCC (2007)). Even when the relevant physical laws are known, severe
approximations have to be made in such models to make their use practicable. In the
investigation of uncertain states (e.g. forecasting future climate conditions) where confidence
in parameterisations is limited, the option to simulate more processes and model a larger
range of scales becomes a more attractive and satisfactory solution. Even with unlimited
computational resources, parameterisation cannot, however, be avoided. Modelling fluids
by the Navier-Stokes equations incorporates a degree of parameterisation itself, whereby
molecular interactions over scales of the order of 10−8m are approximated as continuous
fields. It is a solid understanding of the limitations these approximations bestow that is
essential for interpreting solutions in the physical domain.
The modelling demands of ocean simulations are far beyond those for atmospheric
systems. Computational requirements are roughly a thousand fold larger (see Semtner
(1995)). This follows from the fact that the fundamental scale of motion, the internal radius of
deformation, is ten times smaller, and thus important disturbances are up to one-hundredth
the size. In addition, oceanic time scales are a factor of ten longer. This has limited ocean
simulations to simplified regional models or very coarse global domains. Furthermore, models
tend to be run with viscosities much larger than realistic values in order to limit the dynamics
allowed to develop. This increases the strength of diffusion, in addition to that introduced by
the stabilising scheme or turbulence model. This often occurs in the solution of fluid problems
where erroneous oscillations are suppressed by an a priori choice of numerical method that
results in the solution of a different problem, e.g. an effectively much-reduced Pe´clet or
Reynolds number flow (as highlighted by Gresho and Sani (1998)). It is intended that work
in this field will allow models to run at realistic viscosities, where the disparity is taken up
by subgrid scale models, physically-based throughout the spatial and temporal domains.
Admitting newly-resolved scales increases the phase space of the solution. This allows it
to explicitly manifest a greater number of the underlying dynamical degrees of freedom and
thus reduce dependence on parameterisation. However this often exposes problems with the
underlying numerical framework, which were hidden at the coarse resolution. This motivates
the need to solidify the numerical, mathematical, and physical foundations upon which models
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are based.
1.2 Unstructured mesh modelling
Modelling over a wide range of scales is a possible realisation with the introduction of nested
or adaptive mesh techniques. The rigidness of structured grids introduce significant problems
that are difficult to circumvent. First, is the representation of complex basin geometries and
coastlines. Regular structured Cartesian grids often resolve these smooth boundaries as
‘staircases’ (see figure 1.2) which introduce spurious stresses on model boundary currents,
as demonstrated by Adcroft and Marshall (1998), and Dupont et al. (2003). Techniques to
map these smooth boundaries in ‘layered’ models eliminate this problem (see CSEP (1995)
and, Haidvogel and Beckmann (1999) for reviews), but cannot be applied uniformly to all
extents of the domain and are limited to small regional models. This also creates problems
in applying boundary conditions.
(a) (b)
Figure 1.2: Left: (A) Traditional structured, quadrilateral mesh of Mediterranean coastline.
Smooth flow is not possible past the ‘rough’ coastline and leads to spurious effects on tides
and flow currents. (B) Unstructured mesh with smooth geometry. Right: Unstructured
anisotropic mesh can conform to coastlines and bathymetry very accurately and efficiently.
Blow-up of Celtic shelf break (far right).
Secondly, irrespective of boundaries, structured grids on a sphere based on spherical
coordinates introduce singularities at the geographic poles. In fact, a well-known theorem
of topology (e.g. Nakahara (1990)) states that there exists at least one singularity when
covering the sphere with a single set of coordinates. Spacing between points tends towards
zero on the approach of either poles, and in accordance with the Courant-Friedricks-Lewy
(CFL) constraint (Courant et al. (1928), i.e. the domain of dependence of physical processes
are included in the domain of dependance of the discrete problem, which enforces a limit
on the time step, ∆t in explicit schemes and usually reads,
c∆t
∆x
< 1, for c, the speed of
the fastest propagating phenomena and ∆x, the mesh size) the time step in these regions
has to be decreased appropriately to avoid instabilities, see Williamson (1979). Strategies
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to circumvent this, not insignificant problem on structured meshes, have been extensively
investigated (see Griffies et al. (2000)) and include: a re-mapping of the singularities to an
area of land (which is not possible in atmospheric models); overlaid meshes or grids based on
regular polyhedra (see Thuburn (1997) and, Sahr and White (1998)); or an expanded cube
(see Rancic et al. (1996) and Adcroft et al. (2004)).
Thirdly, local refinement is difficult to implement successfully within the framework of
structured grids and, as discussed above, this is essential in the development of more flexible
models that rely less on parameterising important processes. Methods of nesting structured
meshes of different resolutions resolve this issue to some extent, although the interpolation
must be treated carefully so as to avoid the introduction of spurious oscillations or erroneous
diffusion, and maintain conservation of physical properties of the solution. In this case, it
is also possible for information to be reflected and refracted by the interface between mesh
domains.
Unstructured meshes resolve all these issues, and include the capability to conform
accurately to complex basin and coastline geometries (see Gorman et al. (2006) and Legrand
et al. (2000)); adapt anisotropically, focusing resolution where it is most needed in response
to the evolving flow or regional importance (see Piggott et al. (2005)); move the mesh in
response to error norms and maintain vertical density structures; incorporate various natural
boundary conditions in a straightforward manner; and to make rigourous statements about
model errors and numerical convergence. The power of anisotropic adaptive unstructured
mesh methods for ocean simulations are demonstrated by figure 1.3 where, at the highest
Reynolds number tested (8000), 103 times fewer nodes are required to resolve the same flows
as a fixed, structured mesh in a two-dimensional wind-driven barotropic basin simulation.
The number of degrees of freedom in a fixed mesh approach would be expected to scale with
(Re3/2) based on isotropic two-dimensional turbulent length scales (see for instance, Pope
(2000)). In this test, anisotropic adaptivity scaled less than linearly (Re0.83). This resolution
advantage suggests that the use of anisotropic mesh elements is vital to achieve optimal
efficiency for problems which possess locally anisotropic features (such as boundary layers,
fronts and eddies). The gains increase further for three-dimensional simulations — figure 1.4
illustrates the mesh generated in the simulation of an idealised overflow in a full three-
dimensional domain. Adaptive methods refine the mesh where required whilst maintaining
integrity of the domain. The adaptive process will incur an additional computational cost
and so the actual benefit will be less than figure 1.3a implies. This cost however, is marginal
when compared to the savings associated with the reduction in the number of degrees of
freedom resulting from the use of an anisotropic, inhomogeneous mesh.
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Figure 1.3: The number of nodes required to achieve a maximum 1% error in the velocity field.
A uniform structured mesh requires 103 times as many nodes to achieve the same minimum
resolution. (a) The lower solid line shows the average number of nodes required following
spin-up with an adapting mesh. The dashed line shows the number of nodes required in a
uniform structured mesh to achieve the same average minimum grid resolution. (b) Mesh in
the two-dimensional wind-driven barotropic ocean basin simulation where Re = 8000. The
mesh is modified through mesh optimisation adaptive methods.
1.3 Discretisation by the finite element method
The method of finite differences applied to solving geophysical problems was originally
envisaged by Richardson (1910), and has since been applied extensively in solving large
systems of partial differential equations. From the strong differential form, an approximation
of differential operators is made by simple difference operators over elements, usually
quadrilateral or hexahedral in shape. Extending this approximation to unstructured meshes
is problematic and a more general approach to the discretisation is required.
Trusted ocean models in use today (see Haidvogel and Beckmann (1999), Marshall et al.
(1997) and Griffies et al. (2000) for a review) are based fundamentally on initial developments
into this field by Bryan and Cox (1967), and Bryan (1969), using finite difference methods
over a structured grid. These ideas allowed the first prognostic three-dimensional studies of
the ocean, however the numerical core on which these models are based is the major factor
now limiting development. Contemporary models in development are based on more general
and flexible finite volume and finite element techniques.
Requirements demanded by ‘next generation’ models are well met by discretisation
methods developed from the weak integral formulation. Associated with this is a variational
statement from which meaningful physical principles can be ascertained. The use of integral
1.3 Discretisation by the finite element method 7
Figure 1.4: Density isosurface and mesh for an idealised overflow (conforming to the
specifications of the Dynamics of Overflow Mixing and Entrainment (DOME) model
comparison study O¨zgo¨kmen (2003)). The calculation was performed by the Imperial College
Ocean Model (ICOM) (see Pain et al., 2005b) and the full simulation contains approximately
2.5 × 105 nodes spread over 6 sub-domains (each calculated by a separate processor). Note
only part of the full domain shown.
formulations is advantageous since it provides a natural treatment of Neumann boundary
conditions, as well as that of discontinuous source terms due to their reduced requirements
on the regularity of the solution (Peiro´ and Sherwin (2005)). Integral formulations
allow for complex element sub-domain descriptions (with, for example, superparametric
transformations which can fit elements to the curvature of the Earth — see for instance
Pain et al. (2008)). They do not rely on any special mesh structure and are thus better
suited to deal with complex geometries in multi-dimensional problems.
Functions implemented in the finite element method belong to a priori defined function
spaces. These classes of functions are particular examples of Sobolev function spaces, and as
such, theories of functional analysis can be applied to make rigorous statements about model
errors and numerical convergence. This last aspect is important in creating deterministic
adaptive methods.
Similarities can be drawn between the finite element method and the more traditional
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method of finite differences (Shen (1977)). In some idealised systems these produce identical
discretisations (for examples, see Becker et al. (1981), Peiro´ and Sherwin (2005), and
Zienkiewicz and Taylor (2000)). In a general sense the method of finite differences belongs
under the category of the generalised finite element method discussed in Zienkiewicz and
Taylor (2000), and described in Zienkiewicz and Morgan (1983). In the finite element
framework it can be interpreted as an approximation based on local, discontinuous shape
functions with a collocation weighting applied. Similarly, the finite volume method in most
cases (there are a wide variety of methods under this title) is also a weighed residual method
(where, in this case, the functions are piecewise-constant). Gresho and Sani (1998) list the
important advantages of the method of finite elements, citing it as a generalised finite volume
method. In this sense development of a finite element method is a generalisation of traditional
techniques with a firm mathematical basis and an intimate link with physical principles.
In problems governed by self-adjoint elliptic or parabolic partial differential equations, the
standard Galerkin method of finite elements leads to a symmetric Gram matrix. In this case
the error between the finite element solution and exact solution is minimised with respect
to the energy norm (see Strang and Fix (1973)). In self-adjoint equations, where the exact
solution of the system is the minimal of its corresponding quadratic functional, the Galerkin
formulation is optimal.
Hyperbolic systems (that include advection operators, for example, which arise in the
formulation of transport and flow problems based on non-Lagrangian descriptions) give rise
to non-symmetric forms under the Galerkin method and, as such, are no longer optimal. The
Galerkin method loses its best approximation property when the non-symmetric advection
operator dominates the diffusion operator in the transport equation, and consequently
spurious node-to-node oscillations can appear. These can be limited by mesh and time-step
refinements, but this also significantly impacts on the practical utility of the method. Another
important aspect highlighted by Donea and Huerta (2003) is that the space-time coupling
is crucial in advection-dominated transient flow due the directional character of propagation
of information in hyperbolic systems. These limitations have motivated the development of
‘stabilisation techniques’, alternatives to the Galerkin formulation.
1.4 Examples of multiscale phenomena
Here, two examples of multiscale phenomena are illustrated. Corresponding results from
a contemporary non-hydrostatic adaptive unstructured model (ICOM) are presented to
highlight current limitations which partly motivate this work.
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Figure 1.5: A graphical representation of the multiscale problem, illustrating a convective
chimney nested in a global unstructured mesh. Results interpreted from Bricheno (2008).
1.4.1 Convective chimneys in open-ocean deep convection
The features of open-ocean deep convection were introduced in figure 1.1 above. Examples
occur in the Greenland, Labrador, Weddell and Mediterranean Seas. Often forced by intense
atmospheric storms, they are strong but very localised transitory events and their impact is
difficult to parameterise. Figure 1.5 illustrates the range of spatial scales required if these
phenomena are to be resolved in a GCM. The central red disc in figure 1.5 illustrates the
extent of the domain currently achievable with ICOM — a range in spatial scales of about
three orders of magnitude, which compares with contemporary mature finite difference codes
(e.g. Marshall et al. (1997)). Numerical simulations performed on a structured mesh with an
element size of 250m are described in Jones and Marshall (1993), and appear to resolve the
phenomena well. In order to resolve these small scales simultaneously, with the important
basin scale dynamics, within a global model requires the modelling of spatial scales over
five orders of magnitude. A further consideration is the prognostic modelling of the Earth’s
climate which requires simulation over hundreds to thousands of years. Combined with
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smaller spatial scales, limitations imposed by the CFL condition imply yet further demands,
of both the discretisation and the computational resources.
1.4.2 Density overflows
Overflow processes are an important feature of ocean dynamics (occurring in the Denmark
Straits and the Straits of Gibraltar, for example), and crucially form part of the general ocean
circulation. The idealised case shown in figure 1.4 for the Dynamics of Overflow Mixing and
Entrainment (DOME) model comparison study (O¨zgo¨kmen (2003)) has been designed to test
the ability of current models to resolve the induced flow. The scales in this idealised case
are characteristic of realistic ocean domains and the flow can be seen to develop to the right
of the outflow by the action of the Coriolis effect (for outflows in the Northern Hemisphere).
The strong density forcing produces a complex flow structure which involves a wide range of
scales. The fine scale mixing is thought to be an important contribution to the large scale
transport.
Whether as part of a GCM, or process study, implicitly resolving this range of scales
concurrently, in the same numerical system, is a new challenge. The contemporary coupled
atmosphere-ocean general circulation model, HadCM3 runs over a structured mesh with a
resolution of 2.5 ◦ × 3.75 ◦ × 19 levels in the atmosphere and 1.25 ◦ × 1.25 ◦ × 20 levels in
the ocean. With regard to this model, it has been highlighted that the important processes
present in density overflows fill a single vertical cell and that significant parameterisation is
necessary to achieve the correct mean flow.
The above examples highlight the important argument that ocean GCMs need to represent
a much larger range of spatial and temporal scales to significantly reduce their dependence
on subgrid scale parameterisations — the reliability of these being, more often than not,
questionable (see Deleersnijder et al. (2003)). .
1.5 Stabilisation techniques
Unresolved processes can manifest themselves as unphysical artefacts in the global solution,
that lead to inaccurate results, or worse, dispersive oscillations that can pollute the entire
solution. The non-physical oscillations, or ‘numerical noise’ of a particular scheme can be
considered to be manifestations of phenomena poorly-resolved by the discretisation.
The issue of the unresolved scale’s influence on the quality of the global solution is not
new. Many techniques have been developed to reduce the problem. When employed, the
aim of these methods is to stabilise and increase the accuracy of a solution. They have
traditionally been devised a posteriori in response to poor solutions. Stabilisation techniques
without a physical basis, even those determined by empirical reasoning, can perturb the
governing equation and its space of possible solutions out of the physical realm. As a
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Figure 1.6: The effect of stabilisation methods on the solution space (considered for the entire
parameter space of the governing system).
result, application of these techniques can produce solutions which are inconsistent with
the original physical problem (see figure 1.6). Methods of stabilisation or ‘regularisation’
need a consistent approach (advocated by the work of Hughes (1995)) developed on physical
grounds, incorporating an a priori consideration of small scales in the discretisation. This
will ensure that the solution lies in a space in which an association with the physical system
is pre-determined.
Current models stabilise the solution through essentially four approaches:
Implicitly by the underlying numerical scheme (e.g. the Galerkin method provides the
optimal solution for elliptic systems);
Explicitly by the addition of numerical diffusion (e.g. full upwinding and balancing diffusion
methods);
Subfilter scale methods to explicitly parameterise fine scale processes (e.g. large eddy
simulation);
Implicit subgrid scale consistent schemes, where the solution is also a solution to the
original variational problem (e.g. modified test function Petrov-Galerkin or variational
multiscale methods).
Better accuracy itself can be obtained through higher-order schemes, but these also have an
increasing tendency to give rise to numerical oscillations in regions of large gradients and can
possess inherent dispersive properties. Low order discretisations offer more stability, but are
also more numerically diffusive. Ocean simulations in irregular domains with realistic forcings
by the high-order spectral method SEOM (Iskandarani et al. (1995)) can suffer from Gibbs
oscillations. Somewhat counter-intuitively, increasing the accuracy of a solution through an
12 Chapter 1. Introduction
increase in the order of the discretisation also demands a more careful consideration of the
approach to stabilisation, i.e. stabilisation becomes more important for higher-order schemes.
The numerical treatment of advection is central to the discretisation of physical systems
that involve transport, including the Navier-Stokes and Boltzmann transport equations.
Current unstructured grid ocean models tend to use a Galerkin centred in space or upwind
advection scheme. The former are not very robust and require some kind of stabilisation or
high viscosity values to avoid oscillations, while the latter often result in significant numerical
diffusion that renders them inaccurate.
Numerous studies of the advection of scalar quantities (e.g. temperature, salinity and
passive tracers) within primitive equation ocean models have identified the appearance
of non-physical oscillations and discussed mitigation of these problems with the use of
alternative advection schemes. Gerdes et al. (1991) focuses on dispersive errors that arise
in the Gulf of Guinea which are thought to be the impact of modelling a sharp halocline.
When the standard centred-in-time centred-in-space (CTCS, Roache (1976)) differencing is
supplemented with flux-correction (in the Geophysical Fluid Dynamics Laboratory (GFDL)
Modular Ocean Model (MOM)), following the flux-limiting algorithm of Zalesak (1979), the
erroneous oscillations are suppressed. The same problematic region is examined by Oschlies
(1999) who cites vertical advective error as the source of the problem. The work demonstrates
that the error is considerably reduced if the vertical resolution is increased, or a high-order
upwind weighted scheme for vertical advection is applied. Hasumi and Suginohara (1999) also
discuss vertical advective error, examining differences in a general circulation model resulting
from the discretisation of tracer advection. Farrow and Stevens (1995) identify large dispersive
errors at the confluence of the Brazil and Malvinas Currents, and see a marked decrease in
the magnitude of these errors, even without the use of flux-correction, when a forward-in-
time upwind-weighted scheme for advection is employed. Farrow and Stevens (1995) modified
the QUICK advection scheme of Leonard (1979) for use with the Bryan-Cox-Semtner ocean
model (Bryan, 1969; Semtner, 1974; Cox, 1984; Semtner, 1986). This was necessary for use
in conjunction with the leapfrog Euler forward time-stepping scheme, which is common in
ocean models. This is achieved through a predictor-corrector time-stepping scheme which
is computationally expensive. Webb et al. (1998) overcame this problem by splitting the
QUICK operator into an advective term (of second or fourth-order accuracy) and a velocity
dependent biharmonic diffusion term. Using an eddy-permitting model, Webb et al. (1998)
study the region of South Africa, where the retroflection of the Agulhas Current is found
and show the new scheme helps to remove numerical noise in the warm core. A review of
approaches made to advection schemes in ocean models is given by Hecht (2005). Transport in
an idealised Stommel (1948) gyre flow field with a range of contemporary advection schemes
is also considered in Hecht (2005) and is a problem examined later in this work (see §2.3.14).
More recently-developed consistent approaches are applied in contemporary models such
as FEOM (described in Danilov et al. (2004)), where a Galerkin least squares stabilisation
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minimises spurious modes on linear (P1) triangular elements and produces better conditioned
matrices to be inverted by the time stepping procedure. The FENA version of the model
(see Danilov et al. (2005) and Harig (2004)) utilises a residual free bubble function subgrid
scale model to enforce robustness of the numerics and override limitations imposed by the
Ladyzhenskay-Babusˇka-Brezzi condition (Ladyzhenskaya, 1969; Babusˇka, 1973; Brezzi, 1974)
on the choice of functional spaces. Galerkin least squares is also being applied in the modelling
of ice transport in a coupled ocean model (Danilov (2006)). The streamline upwind Petrov-
Galerkin method is developed for the Boltzmann transport equation in Pain et al. (2006a)
and produces both accurate and oscillation free solutions.
The subject of stabilisation methods is not limited to transport processes. The
contemporary finite element ocean models FENA (Danilov et al. (2004) and Harig (2004))
and QUODDY (Lynch et al. (1996)), for example, use a spatial discretisation that permit the
existence of spurious pressure modes. The QUODDY model removes these oscillations by a
stabilisation scheme which solves a wave equation instead of the usual continuity equation.
The introduction of this inconsistent term could potentially have a non-negligible impact on
the flow physics.
Studies (such as, Malone et al. (2003) and Fu and Smith (1996)) imply that an ocean
model must be capable of fully resolving phenomena of the order of at least 10km scales (to
simulate processes such as mesoscale eddies). More recent work demands the resolution of
scales smaller than this (possibly down to 100m, where the important processes of OODC
take place, for example). The whole domain will not be resolved at this resolution and
features of a particular scale will be resolved in some regions and parameterised, or modelled
in others. Whatever the extent of the range, this inhomogeneity leads to additional coupling
between the large scale and unresolved scale dynamics which need to be incorporated into
parameterisation and stabilisation schemes.
As previously mentioned, a variation in mesh element size can introduce artificial effects —
reflection and rarefaction of waves for example. For an inhomogeneous and anisotropic mesh
adapted in space-time this issue becomes a much more important aspect to consider and is
another motivation for this work. Secondly, there is also the possibility that a coarse area may
be refined in the future (e.g. when an important small-scale effect emerges) or information
may be advected into an area of higher resolution. Problems interpolating to finer scales can
be eliminated if the discretisation inherently holds information about the subgrid scale. It is
also important to carefully consider a coarsening in the mesh and how energy of the high-
frequency modes present is treated. The third issue, highlighted by Griffies et al. (2000),
is that a refinement in the resolution often exposes problems with the underlying numerical
framework which were hidden at the coarse resolution. Modelling over a broad range of scales
concurrently is a new challenge, which motivates the need to solidify numerical, mathematical,
and physical foundations upon which models are based.
These points, outlined in this introduction, motivate research into strategies of capturing
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and representing information on scales smaller than the local grid scale, a way of regularising
subgrid scale information.
1.6 Aims
A regularisation of subgrid scale (SGS) information is required to:
Eliminate spurious oscillations caused by numerical schemes and unresolved SGS (fine
scale) effects, which can corrupt the global solution;
Support variable mesh resolution thus allowing a greater degree of adaptation and
sharper changes in mesh size);
Improve conditioning of the discretised equations and the resultant coupled linear system
to be solved (increasing efficiency);
Maintain accuracy throughout the global solution (which can be determined
rigourously within the framework of the finite element method).
The above points equate to an increase in stability, accuracy and flexibility of discretisation
schemes — the standard aims of stabilised methods. It is intended that this work will follow
a reformulation of stabilised methods developed from fundamental modelling concepts (as
advocated by Hughes (1995)) that are introduced in a manner consistent with the physics,
to supplement the above with:
Rigorous introduction of stabilisation into numerical discretisation schemes;
Physically consistent ensuring the amount of numerical dissipation introduced is
consistent with the physical system (e.g. achieved through a residual-based approach);
Unification of stabilising approaches (e.g. implicit, explicit, subfilter scale (SFS),
mixed formulations, Petrov-Galerkin (PG), Galerkin least-squares (GLS), streamline-
upwind Petrov-Galerkin (SUPG), additional dissipative terms, subgrid scale (SGS)
concepts, bubble functions).
These issues are not unique to ocean modelling problems, or to radiation transport which
is also considered in this work. Significant scientific problems exist in which the disparity
between length (and temporal) scales require new modelling approaches.
1.7 Summary of research activities
This section contains a brief summary of the areas of research investigated. The aims of
this work have been presented in the previous section, whilst further details of research are
described in subsequent chapters.
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1.7.1 One-dimensional finite element transport code
The predominant focus is in developing methods for the discretisation of the fundamental
transport equation. Initially the work examines standard stabilisation schemes in a simple
one-dimensional domain where rigourous analytical statements can be made. A transient (or
steady) transport equation consisting of advection, diffusion, absorption and reaction space-
time dependant processes and accompanying source terms is modelled (as an example of a
multi-physics problem coupling physical phenomena). This system is defined by
∂u
∂t
+ a
∂u
∂x
− ν ∂
2u
∂x2
+ σu = s, (1.1)
for (x, t) ∈ [xmin, xmax] × [0, tmax], with a spatially and temporally-dependant scalar field
u(x, t) and a source term s(x) that can vary in space. The advective velocity a, coefficient of
diffusivity ν > 0 and coefficient of reaction σ are all assumed constant. A mixture of Dirichlet
or Neumann boundary conditions are specified at the endpoints xmin and xmax, and an initial
condition is specified at t = 0.
Numerical investigations began initially in a simple one-dimensional finite element code
developed in MATLAB. This was transferred and extended in Fortran to match the cores of
the larger Fluidity and Radiant codes.
This code uses piecewise linear elements with two or three point quadrature. The global
matrix is tridiagonal and hence the assembled system of linear equations is solved with the
explicit Thomas algorithm (see Morton and Mayers, 1994). Time discretisation is by the
θ-method (which contains forward Euler, Backward Euler and Crank-Nicolson as special
cases).
The code implements a range of standard stabilisation schemes including,
• streamline-upwind (SU) or balancing diffusion, with several forms of the intrinsic time
parameter τ , defined in (2.76);
– full SU (i.e. τ := 1, nodally exact as Pegrid →∞, for Pegrid defined by (2.41)),
– doubly asymptotic approximation (nodally exact as Pegrid → 0,∞),
– exact form (nodally exact),
• streamline upwind Petrov-Galerkin (SUPG) (utilising the exact form of the intrinsic
time parameter, see §2.3.13);
• Petrov-Galerkin bubble scheme;
• Galerkin least squares (GLS).
These schemes are implemented through an additional dissipation in the governing
equation and also by a modification in the weighting function (which necessarily provide
a consistent residual-based discretisation). This framework has been used to support work
throughout development.
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1.7.2 A comparison of stabilisation schemes for a two-dimensional
advection-diffusion system
The extension of stabilisation methods to multi-dimensional domains is not trivial. A large
number of the issues are encountered in the extension to two dimensions, the crucial one
being that the balancing diffusion should act anisotropically, in the direction of flow. §2.2.8
highlights that the Galerkin method (with linear elements) introduces negative diffusion in
flow dominated by convection. In a strongly directional flow, the addition of diffusion acting
transversely adds unphysical dissipation which will have the effect of reducing the intensity
of large gradients, unnecessarily smoothing out the solution.
Following the investigation of standard stabilisation ideas in a one-dimensional domain,
research moved to a two-dimensional advection-diffusion system. Initially simulations were
performed using the finite element code Fluidity (see Pain et al. (2005b), Piggott (2007)
and Piggott et al. (2008a)). The transport of a circular disk of tracer was studied as a
precursor to the physically more realistic idealised Stommel gyre (Hecht et al., 2000; Stommel,
1948). SUPG, GLS were compared with a Galerkin discretisation in a pseudo two-dimensional
domain (a one-element thick slice in R3). In the case of the idealised Stommel gyre, a narrow
fast-flowing boundary layer forms on the western boundary and the difficulty in modelling
this region is evident by the increased grid Pe´clet number (also seen in the one-dimensional
studies). The idealised Stommel gyre has been recognised as a good test case for analysing
discretisation schemes. It has been shown that continuous linear (P1) elements suffer very
badly in the Western boundary, where there is a change of scales in the flow and some
processes become subgrid scale. Work was also conducted on implementing bubble functions
internal to elements in the code.
1.7.3 A new high-order Petrov-Galerkin method
A study of an advection-reaction system was made in the radiation transport code Radiant.
The performance of SUPG was compared with a standard Galerkin discretisation for
absorption problems on both structured and unstructured two-dimensional domains. A global
L2 norm was developed as one aspect of the comparison. This independent code (necessary
due to complications with the code Radiant) uses finite elements to calculate continuous field
norms. During this study a new higher-order Petrov-Galerkin scheme was developed and its
performance tested in the same problems. Details of this new method can be found in Pain
et al. (2005a). The method is described in further detail in §7 and a more substantial report
is currently in preparation (see Candy et al., 2007).
1.7.4 Multi-dimensional finite element transport code
Fluidity is a feature-rich general purpose multi-phase fluid dynamics code and as a result has
a large code-base. It also relies on a pre-processor GEM (see de Oliveira) and together these
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make the code a little unwieldy as a framework for developing and studying stabilisation
schemes of the comparatively simpler general linear transport equation.
At this stage, the finite element code Festa was developed to enable the simulation
of transport processes in a multi-dimensional domain. Coefficients describing physical
parameters also became spatially varying, which enables the examination of schemes’
behaviour over inhomogeneous materials, where stabilisation can play an important role. The
simulation can utilise hexahedral or tetrahedral elements, of which the latter may provide
a fully unstructured mesh. As discussed in §1.2, stabilisation can play an important role in
this case too.
The code is also capable of modelling in one, two or three-dimensional spatial domains, so
thin slice pseudo domain approximations are not required. The governing equations modelled
by Festa have been extended (in replacement of (1.1) previously) to the form
∂u
∂t
+ a · ∇u−∇ · (ν∇u) + σu = s, in Ω, (1.2a)
u = uD, on ΓD, (1.2b)
n · ν∇u = ν ∂u
∂n
= q, on ΓN , (1.2c)
for (x, t) ∈ Ω×[0, tmax] for Ω = Rns , ns ∈ {1, 2, 3}, with a spatially and temporally-dependant
scalar field u(x, t). The advective velocity a(x), coefficient of diffusivity ν(x) > 0, coefficient
of reaction σ(x) and source term s(x) are all spatially varying fields. n denotes the unit
outward normal vector to Γ. The functions uD and q denote prescribed values of u on the
Dirichlet portion ΓD of the boundary and the normal diffusive flux on the Neumann portion
ΓN respectively. Note also the boundary ∂Ω ≡ Γ = ΓD ∪ ΓN and ΓD ∩ ΓN = ∅.
The code now acts as a development tool, a relatively simple test base for developing
and analysing new stabilisation methods. In addition to the advantages discussed
above, developing in this independent framework eliminates problems associated with the
continuously evolving code base of the main codes and there are also a reduced number
of dependancies. Availability of a separate framework also allows implementations to be
compared. This methodology is limited however when stabilisation schemes are to be
implemented in conjunction with other features of the main codes (adaptive methods for
example). Where possible Festa uses the same data structures and routine layout as Fluidity to
ease the transfer of schemes into the main code. Festa is fully modular, which allows code to be
modified and added by small changes, without significant impact on the main code base. It has
now adopted some of the new infrastructure implemented in Fluidity (in its implementation of
the compressed sparse row (CSR) matrix and quadrature, for example). Essential (Dirichlet)
boundary conditions are implemented through both a strong and weak (penalty) method
(see Mitchell and Wait (1977)). The global matrix of a standard discretisation is now less
sparse due to the extension to multi-dimensions and a banded-matrix solver is required. In
preparation for more dense matrices which result from a larger degree of connection between
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elements in new stabilisation schemes or the additional of supplementary linear systems due
to the introduction of auxiliary equations, for example, a more general approach has been
taken. The code uses the open source Portable, Extensible Toolkit for Scientific Computation
(PETSc, see Balay et al. (2004)) which provides a flexible, reliable and efficient library of
solvers. All simulations run with the code have employed the iterative Generalised Minimal
Residual Algorithm (GMRES, described in Saad and Schultz (1986)), which offered the best
performance from those tested within the PETSc library. Note that for the initial cases
studied, performance was better when no preconditioner was applied. This is likely to be
because the cases were small and had fairly sparse matrices. Simulations run on larger, more
complicated systems required a re-examination of the solver employed. Access to a library
of solvers is particularly useful when solving large systems and more general non-symmetric
matrices. During development of the code a steady advection-diffusion simulation was run
with 4× 106 nodes using 64-bit floating point arithmetic on a single Intel R© XeonTM EM64T
2.80GHz processor with 2Gb RAM (a stress test which was particularly useful in tracking
down memory leaks). For the small cases currently investigated in this work an efficient
solver is not the most important issue. The crucial factor is that the solution of the linear
system does not itself introduce significant errors into the solution, which is why a direct
solver was originally employed. PETSc provides extensive diagnostic output so that when
using iterative solvers residual error tolerances can be monitored.
Festa utilises the Visual Toolkit (VTK) libraries (see Schroeder et al. (1996)) to output
unstructured mesh and field data. The code has a generic mesh generator for creating
structured tetrahedral and hexahedral meshes in one, two and three dimensions. These
developments in the code have increased the size from around 1 000 lines to just over of
15 000 lines unique to this project. The code has been developed with various platforms (x86
and PowerPC) and compilers (GCC, Intel R© and G95) and is available under the Subversion
version control system, details of which are given in the bibliography entry, FESTA (2005).
1.7.5 Explicit subfilter scale models: Large eddy simulation
Another technique of removing erroneous effects in a solution caused by unresolved scales is
by an explicit method of filtering the higher modes from the governing system. One class of
this method applied to the Navier-Stokes equations is known as large eddy simulation (LES).
The simulated field contains only the ‘large’ scale components of the flow whilst the smaller
components are modelled. The separation of scales is effectively determined by a filter kernel,
a localised function to produce essentially a local average of the complete field. The filtered
equations contain an extra term representing the contribution from sub-scales which, due to
its form, is termed the subfilter scale (SFS) Reynolds stress. To produce a closed system from
the filtered Navier-Stokes equations, a model is required for this tensor. One of the earliest
and most commonly used is one proposed by Smagorinsky (1963), an eddy viscosity model.
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These models are based on the empirical hypothesis that the principal effects of the subfilter
scale Reynolds stress are increased transport and dissipation. These phenomena arise from
viscosity in laminar flows and so it seems reasonable to assume that unresolved scales act
primarily to dissipate energy from the resolved scales in the same manner molecular viscosity
dissipates energy from laminar flow. This is termed the Boussinesq eddy viscosity assumption
(Boussinesq, 1877) and states that the Reynolds stress tensor is proportional to the mean
strain rate tensor of the flow. The eddy viscosity model introduces an additional dissipative
term in the filtered equations which is dependant on a filter length scale, local strain rate
and an independent model parameter.
In this stage of work a new LES model was developed that has inhomogeneous and
anisotropic filter sizes (matching the mesh resolution) with scale-selective fourth-order
dissipation. Although fourth-order dissipation is commonly used as a simple turbulence
model with a constant viscosity (often termed ‘hyperviscosity’ in this case) it is rarely used
in LES modelling and has never before been implemented in conjunction with a non-uniform
and anisotropic filter size. Fourth-order hyperviscosity schemes do not degrade the larger
scale structures but limit their action to dissipate structures on the scale of the grid. The
work of Thuburn (1995) highlights that the dissipation associated with hyperviscosity schemes
is much weaker and more scale-selective. This approach is potentially a significantly more
powerful SGS model due to its scale selectivity that will not act to suppress the richness of
the dynamics to the degree second-order LES forms can.
The particular form of the dissipative term introduced in the development of the higher-
order Petrov-Galerkin method introduced above was thought to be the perfect way of
introducing fourth-order dissipation in an LES scheme and as a consequence, stimulated
research in this area. This form introduces as much dissipation as second-order methods
when the features are on the grid-scale (in the limit of a ∆-wave) and its dissipative influence
very rapidly decreases at larger scales.
Additionally, unlike almost all other Smagorinsky LES methods, the dissipation is
introduced in stress form, through work developed in Bentham (2004). This complicates
the expression for the fourth-order dissipation, although the coding remains simple. The
mechanism to introduce fourth-order dissipation was developed in Pain et al. (2005a) and
Candy et al. (2007).
In the context of an ocean model, large eddy simulation is useful as a parameterisation
of subgrid isotropic turbulence and allows the specified viscosity to reflect more closely the
realistic values found in the ocean.
Its performance has been compared with various forms of second-order Smagorinsky
large eddy simulation, implicit SUPG schemes and a standard Galerkin discretisation in the
backward-facing step benchmark problem (see Gresho and Sani (1990) and Gartling (1990))
and a gravity current simulation. Initial comparisons have been made with velocity profiles
and energy spectra. The method and these results are described in §8.
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1.7.6 A new implicit subgrid scale model
The Galerkin method employing standard finite elements is not a robust approach for the
numerical modelling of transport problems exhibiting multiscale behaviour in the form of
localised phenomena such as interior and boundary layers. A recent (in the last fifteen years)
contribution to this field is the technique of supplementing the finite element basis function
space with bubbles. These are functions, typically higher-order polynomials, defined in the
interiors of finite elements which vanish on element boundaries. Application of the method
involves the decomposition of the solution of a given boundary value problem into the sum
of a coarse-scale and fine-scale component. The coarse-scale response, that is the resolvable
part of the solution for the given mesh, is represented by the classical Galerkin method, while
the bubble functions take care of the fine-scale aspects.
The stabilising effect of bubbles applied to the discretisation of transport processes is
similar to that of added diffusion methods. Baiocchi et al. (1993) were the first to highlight
that the enrichment of the finite element space by polynomial bubble functions results in
a stabilisation procedure that is formally similar to SUPG and GLS for advection-diffusion
problems. The form of the additional stabilisation term depends wholly on the form of
the bubble function space and the authors place emphasis on the form of the resulting
perturbation term. This is termed the concept of ‘virtual bubbles’, where in practice, one
might implement the perturbation directly, whilst knowing there exists a set of bubbles
that produce such a perturbation. Through this enrichment of the basis function space
a corresponding element-wise weighting function is introduced. The extra element-wise
equations can be effectively eliminated from the equation sets resulting in a Petrov-Galerkin
approach.
Hughes (1995) has presented bubble functions as approximations to the element Green’s
function, which would be the ‘ultimate bubble’ providing an accurate solution to the subgrid
problem. Hughes (1995) comments that, in practice, the quality of the approximation is
very often poor. The reason for this is that polynomial bubbles are usually not a good
representation of the subgrid scale phenomena of interest (e.g. sharp layers, discontinuities,
etc.).
A new subgrid model inspired by the bubble enrichment method is proposed, with
specific aims of accurately modelling transport terms (providing an accurate localisation
of internal or boundary layers, for example). The new idea is not strictly in the class
of bubble function methods since the added function space is not necessarily restricted
by a homogeneous boundary condition on element boundaries. It is more general in its
description, and the bubble function approach is in fact a form of this new class of methods.
Importantly, the method is residual-based and hence offers a consistent discretisation. The
crucial improvement this method offers is additional support for subgrid phenomena across
element boundaries (a sharp gradient skew to the mesh, for example). When diffusion
1.7 Summary of research activities 21
becomes most dominant the formulation can collapse down to a bubble method.
The subgrid model adds flexibility to the overall discretisation which opens up a range
of interesting areas that could be developed. It can be used to allow usually unstable
velocity-pressure element pairs to be used in the simulation of fluid flow, for example. A
hierarchy of sub-element support could be included to provide a range of stabilisation (to act
on different phenomena types and scale of behaviour, for example), operating in a way akin to
p-adaptive methods (except that the smaller features would not be fully resolved). Derivation
of the scheme involves a process similar to development by the variational multiscale method
introduced by Hughes et al. (1998). Further details of the new scheme and its application to
tracer transport can be found in §3. This work is then developed to find application in the
modelling of radiation transport in §4, fluid flow in §5 and the modelling of a free surface in
§6.
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Chapter 2
Mathematical modelling of
multiscale systems
Synopsis
In this chapter the challenges in numerically modelling transport processes are
presented. This is followed by a review of stabilisation techniques which can be
applied to increase accuracy and efficiency of the numerical solution. There is
a focus on residual-based Petrov-Galerkin methods with an introduction to the
more recently developed concept of subgrid scale models.
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2.1 Discretisation based on the integral form: The finite
element method
2.1.1 The variational form
The classical numerical method of differences obtains a discrete problem by replacing
derivatives in the strong (classical) formulation with difference quotients involving the values
of a finite number of points. As highlighted in §1.3, discretisation by the finite element
method is achieved from the weak formulation, or associated variational principle. We start
by considering a general minimisation problem of the form
(M) Find u ∈ V such that δJ(u) = 0,
which, for elliptic forms in basic cases, is equivalent to J(u) ≤ J(v) ∀v ∈ V, for a function
space V and functional J : V→ R.
Discretisation to a finite-dimensional minimisation problem is performed by the Ritz
method (also termed Rayleigh-Ritz or Ritz-Galerkin, see Leissa (2005) and Johnson (1987))
whereby the infinite-dimensional function space V is reduced to the discrete space Vh, where
usually Vh ⊂ V. The discrete minimisation problem is therefore defined
(Mh) Find uh ∈ Vh such that δJ(uh) = 0,
or equivalently for elliptic forms, J(uh) ≤ J(vh) ∀vh ∈ Vh.
The Galerkin method describes an equivalent procedure for more general variational
formulations than the minimisation problem M. This problem can be expressed in the
variational form
(V ) Find u ∈ V such that `(u,v) = (f,v) ∀v ∈ V,
where a and f are a bilinear form and function respectively representing the functional J .
The standard inner product is denoted by, (u,v) ≡ (u,v)0,Ω :=
∫
Ω
u ·v dΩ. Throughout this
work, the spatial domain is denoted by Ω ⊂ Rns , with a piecewise smooth boundary Γ. The
parameter ns = 1, 2 or 3 denotes the number of space dimensions and the notation, Ω¯ = Ω∪Γ
is used to denote the closure of the domain.
In an equivalent manner to Ritz’s method, this variational form is projected into the
finite-dimensional discrete space Vh, to give the Galerkin discretisation (also termed Bubnov-
Galerkin, see Leissa (2005))
(V h) Find uh ∈ Vh such that `(uh,vh) = (f,vh) ∀vh ∈ Vh.
The strong form of the boundary value problem can be defined
(D) Lu = f ,
where the linear differential operator L, is defined such that (Lu,v) = `(u,v) ∀u,v ∈ V. It
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is possible to show (for basic elliptic equations at least) that a solution to the strong form,
(D) is also a solution of (V ) and (M)
(D) ⇒ (V ) ⇔ (M) and (V h) ⇔ (Mh).
In the case of L positive definite, (D) is the Euler-Lagrange equation of the variational
problem
J(u) = (Lu,v)− 2(f,v), ∀v ∈ V.
In this case, the weak solution of (D) is the unique minimum of J in V.
The Galerkin approximation can be made also for non-linear operators and it is
therefore possible to use the method on a wider class of problems than those corresponding
to variational principles Mitchell and Wait (1977). Finite element methods based on
approximations other than the Galerkin or Ritz methods are possible and are discussed in
Carey and Oden (1983). The character of the approximation made by the Galerkin method
is determined by the form of the space V, containing the test or weighting functions, and the
space containing u, the trial or admissible solutions.
2.1.2 The spaces of admissible functions
The space V, of test functions, contains those functions that satisfy the homogeneous essential
boundary conditions and are smooth enough for the integrals appearing in the variational
problem to be well-defined.
It follows that if the operator a is of order 2n, then the trial functions are required to have
measurable derivatives of order 2n. The regularity requirements on the test space V are only
that v ∈ L2(Ω), the Lebesgue space of functions that are square integrable over the domain
Ω, i.e. L2(Ω) =
{
u : Ω→ R ∣∣ ∫
Ω
u2 dΩ <∞
}
. These regularity requirements are similar to
those of a classical solution of the strong boundary problem, where u ∈ C2n(Ω)∩C0(Ω). The
degree of continuity demanded by the solution u may be reduced by n applications of Green’s
first identity (derived from Gauss’ divergence theorem) to give the Galerkin form Mitchell and
Wait (1977) and Courant and Hilbert (1953) which has the minimum continuity requirements.
This is the most useful weak form from a computational point of view. For transport equations
this also has the advantage of transforming the system to a conservative discretisation,
independent of the quadrature employed, and naturally introduction of Neumann boundary
conditions.
For a second-order operator (a Laplacian or advection-diffusion system for example) only
first-order continuity is required
V :=
{
v ∈ H1(Ω) | v = 0 on ΓD
} ≡ H1ΓD(Ω), (2.1)
where ΓD is the Dirichlet portion of the boundary and H1(Ω) ≡W1,2(Ω) is the the first-order
Sobolev space restricted to functions in L2. The standard Sobolev space, for p ≥ 1 is denoted
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by
Wm,p(Ω) :=
{
u ∈ Lp(Ω)
∣∣∣ Dαu ∈ Lp(Ω) ∀|α| ≤ m} , (2.2)
equipped with the norm
‖u‖m,p,Ω :=
 ∑
|α|≤m
‖Dαu‖p0,p,Ω
 1p , (2.3)
where ‖u‖0,p,Ω :=
[∫
Ω
|u|p dΩ
] 1
p
is the standard norm of the Banach space Lp(Ω) ={
u : Ω→ R ∣∣ ∫
Ω
|u|p dΩ <∞
}
, the space of measurable functions defined on Ω with values
such that the norm is finite. The semi-norm is defined by, |u|m,p,Ω :=
 ∑
|α|=m
‖Dαu‖p0,p,Ω
 1p
and the derivative Dα is defined by
Dα :=
∂|α|
∂xα11 ∂x
α2
2 . . . ∂x
αns
ns
, for the n-tuple α = (α1, α2, . . . , αns) ∈ Nns . (2.4)
Extension to multi-dimensional, vector-valued functions follows (see Donea and Huerta (2003)
and Brenner and Scott (1994)). Note that v and u are used henceforth, to denote both scalar
and vector-valued functions. u and v are employed where specific attention is drawn to
vector-valued cases.
The Sobolev spaces Wm,2(Ω) are a class of Hilbert spaces (i.e. vector spaces with an
inner product which generates a norm for which the space is complete) formulated to contain
solutions to partial differential systems (through the condition of the finite Lp norm, p ≥ 1).
A unique solution u ∈ U can be shown to exist for a continuous, coercive bilinear form on
a Hilbert space by the Lax-Milgram theorem (see Ciarlet (1980)), a variant of the Riesz
representation theorem (Mitchell and Wait (1977), Johnson (1987) and Ciarlet (1980)) which
determines the existence of an isomorphism between a Hilbert space and its dual space of
bounded linear functionals. The theorem also demands that V = U, so a redefinition of
the bilinear form is necessary for inhomogeneous Dirichlet boundary conditions Donea and
Huerta (2003). Further, more rigorous details can be found in Brenner and Scott (1994),
Gilbarg and Trudinger (1998) and Ciarlet (1980).
The explicit form of the Sobolev space H1(Ω) defined by (2.2) is given by
H1(Ω) :=
{
u ∈ L2(Ω)
∣∣∣ ∂u
∂xi
∈ L2(Ω), i = 1, . . . , ns
}
, (2.5)
equipped with the inner product
(u, v)1,2,Ω :=
∫
Ω
[
uv +
ns∑
i=1
∂u
∂xi
∂v
∂xi
dΩ
]
, (2.6)
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and induced norm
‖u‖1,2,Ω :=
[∫
Ω
u2 +
ns∑
i=1
(
∂u
∂xi
)2
dΩ
] 1
2
= (u, u)
1
2
1,2,Ω, (2.7)
The space of trial functions corresponding to the test space defined above by (2.1) for a
second-order operator is given by
U :=
{
u ∈ H1(Ω) | u = uD on ΓD
} ≡ V⊕ {u˜D}, (2.8)
where the lifting function u˜D ∈ H1(Ω) is such that u˜ = uD on ΓD. For homogeneous
boundary conditions u˜ = 0, the trial and test spaces coincide V = U = H10(Ω) :={
u ∈ H1(Ω) | u = 0 on ΓD
}
, otherwise U is a linear manifold (or affine space), translated
from V by the boundary’s inhomogeneity.
The space of homogeneous functions in Hm (where ΓD = Γ) is denoted by Hm0 (Ω).
Moreover, Hm0 (Ω) is the closure of C
∞
0 (Ω), the space of arbitrarily differentiable continuous
functions with compact support in Ω, with respect to ‖.‖m,2,Ω, essentially the functions in
Hm(Ω) with weakly imposed zero boundary values up to the m− 1 degree Sheen (2005) and
Grimmer (1998). The dual of the space Hm0 (Ω), containing all continuous linear functionals
on Hm0 (Ω) is denoted, (H
m
0 (Ω))
′ = H−m(Ω) (see Carey and Oden (1983)).
Under the assumptions of the Lax-Milgram theorem, Ce´a’s lemma shows the unique
solution uh0 is the near-best fit to u0 in the ‖ · ‖1 (= ‖ · ‖1,2,Ω) norm and the error is bounded
as
‖u0 − uh0‖1 ≤ C min
vh∈Vh
‖u0 − vh‖1, (2.9)
for C dependant on the coercive and continuous properties of a. Proof (see Ciarlet (1980)
and Mitchell and Wait (1977)) is characterised by Galerkin orthogonality, which states
`(vh, u− uh) = 0 ∀v ∈ Vh, (2.10)
that the approximation error, u− uh is orthogonal to Vh with respect to the scalar product
`(, ). This lemma is the basis for a priori error bounds and ensures consistency — convergence
of the solution concurrent with mesh refinement.
A symmetric bilinear form a, under the assumptions of the Lax-Milgram theorem, induces
an inner scalar product on V. In the case V = H1 this gives the energy norm and uh can be
viewed as an orthogonal projection of u with respect to the natural (energy) scalar product.
Moreover, Ce´a’s lemma states that the unique solution uh0 is the best approximation in terms
of energy
‖u0 − uh0‖1 = min
vh∈Vh
‖u0 − vh‖1. (2.11)
Note that when advection is introduced into a system the bilinear form is no longer symmetric
and self-adjoint, and hence the approximate solution is not necessarily the best-fit under the
energy norm. The Galerkin approximate is not optimal in advection-dominated transport.
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A similar statement can be made in the wider context of the generalised canonical form
(2.34). The Galerkin discretisation of the compressible Navier-Stokes equations based on
conservative variables lack the symmetry required to establish stability and convergence
analyses. Whereas, applied to physical entropy variables, or the symmetricised system (2.34),
it is dimensionally consistent and automatically satisfies the Clausius-Duhem inequality (see
Shakib et al. (1991)), or the second law of thermodynamics (which is the relevant physical non-
linear stability condition for the compressible Navier-Stokes equations). Hence, in this case
a Galerkin finite element solution automatically inherits the entropy conservation property
of the compressible Navier-Stokes equations. Or alternatively, the Galerkin finite element
method is inadequate for solving compressible Euler problems where entropy is produced, as
in the case of shocks (a hyperbolic feature) for example. An additional mechanism is required
to attain the correct entropy production (see Shakib et al. (1991)).
2.1.3 The finite element
The finite element method provides a general and systematic technique for constructing the
appropriate basis functions v and u for Galerkin approximations of boundary-value problems.
First, the domain is divided into sub-domains. Let Th(Ω) denote the partition of the domain
Ω into ne disjoint open sub-domains Ωi 6= ∅ such that
Ω¯ =
ne⋃
i=1
Ωi and Ωi ∩ Ωj = ∅ for i 6= j, (2.12)
where ne is the number of elements in Ω. Each sub-domain Ωi has a piecewise smooth
boundary Γi = ∂Ωi, and h is a characteristic mesh size, where diam(Ωi) ≤ h ∀Ωi ∈ Th(Ω).
A finite element in Rn is a triple (K, P , Σ) defined (following Ciarlet (1980) and Brenner
and Scott (1994)) such that,
(i) K ⊆ Rn, a finite closed domain with piecewise smooth boundary (the element domain),
(ii) P ⊂ Hm, the finite element interpolating space, a finite-dimensional space of functions
over the closure of K (the shape functions), and
(iii) Σ is a set of linear forms Nj on P , a basis for the dual space of P (the nodal variables,
or degrees of freedom).
The (nodal) basis of P is given by the spanning set, {ψi}. The basis for its dual, Σ, is given
by {Ni}, such that Ni(ψj) = δij . The notation Pm is used to represent a space containing
interpolating functions of maximum order m.
The sub-domain Ω¯e and the patch Ωp(Ωe) =
⋃
j∈Ωp
Ω¯j , where j ∈ {f |Ω¯f ∩ Ω¯e 6= ∅} (defined
here in the case of a continuous linear Lagrange function space P ) as the support of the
local shape functions and global basis functions (note both are denoted ψi), respectively.
The construction of the global basis functions vh and uh can be viewed as of patching
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together of local element shape functions and hence the basis functions have local support.
A comprehensive description of finite element types is given by Ciarlet (1980).
The interpolation spaces V and U for the test and trial functions respectively are defined
as
Vh :=
{
v ∈ V ∣∣ v|Ωe ∈ P (Ωe) ∀Ωe ∈ Th(Ω)} , (2.13)
Uh :=
{
u ∈ U ∣∣ u|Ωe ∈ P (Ωe) ∀Ωe ∈ Th(Ω)} . (2.14)
The quality of the approximation, as measured, for example, by the rate at which the method
converges with respect to the energy norm, depends on
(i) The regularity of the solution,
(ii) The highest order of derivatives appearing in the definition of energy,
(iii) The largest degree of complete polynomials contained in the space P , spanned by the
shape functions ψei .
Note that the order of the method refers to the convergence achieved under the ∞-norm for
smooth solutions as the mesh size, ∆x → 0, (as dictated by the leading order term of local
truncation error). Under the L1-norm, first-order methods converge with an error that is
O(∆x1/2), while second-order methods incur an error that is O(∆x3/2).
2.2 The transport equation
The transport of a vector field u, is described in general by
∂u
∂t
+ a · ∇u−∇ · (ν · ∇u) + σu = s, in Ω, (2.15a)
u = uD, on ΓD, (2.15b)
n · (ν · ∇u) = q, on ΓN , (2.15c)
for (x, t) ∈ Ω×[0, tmax] for Ω ⊂ Rns , ns ∈ {1, 2, 3}, with a spatially and temporally-dependant
scalar field u(x, t). The advective velocity a(x), diffusivity tensor ν(x) > 0, coefficient of
reaction σ(x) and source term s(x) are all spatially varying fields. n denotes the unit
outward normal vector to Γ. The functions uD and q denote prescribed values of u on the
Dirichlet portion ΓD of the boundary and the normal diffusive flux on the Neumann portion
ΓN respectively. Note also the boundary ∂Ω ≡ Γ, where Γ = ΓD ∪ ΓN and ΓD ∩ ΓN = ∅.
The following notation for (2.15a) is also introduced
R(u) =
∂u
∂t
+ a · ∇u−∇ · (ν · ∇u) + σu− s = L(u)− s, (2.16)
where L is the differential operator associated with the differential equation.
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2.2.1 Spatial discretisation
Now the spatial discretisation is considered. The weak formulation of the steady form of the
general transport problem presented by (2.15) is given by the following: find u ∈ U such that
∫
Ω
v · (a · ∇u) dΩ−
∫
Ω
v · (∇ · (ν · ∇u)) dΩ +
∫
Ω
v · σudΩ =
∫
Ω
v · sdΩ ∀v ∈ V. (2.17)
Application of the divergence theorem on the diffusion term reduces regularity requirements
on the trial functions and incorporates their associated homogeneous Dirichlet condition to
give∫
Ω
v ·(a · ∇u) dΩ+
∫
Ω
∇v : (ν · ∇u) dΩ+
∫
Ω
v ·σu dΩ =
∫
Ω
v ·s dΩ+
∫
ΓN
v ·q dΓ ∀v ∈ V.
(2.18)
Compact trilinear and bilinear integral forms are introduced to simplify notation, following
the notation of Donea and Huerta (2003)
c(a;v,u) =
∫
Ω
v · (a · ∇u) dΩ, ∀a,v,u ∈ H1(Ω),
a(v,u) =
∫
Ω
∇v : (ν · ∇u) dΩ, ∀v,u ∈ H1(Ω),
(v, s) =
∫
Ω
v · s dΩ, ∀v ∈ H1(Ω) and s ∈ L2(Ω),
(v · q)ΓN =
∫
ΓN
v · q dΓ, ∀v ∈ H1(Ω) and q ∈ L2(Ω), (2.19)
where
∇v :∇u =
m∑
i=1
ns∑
j=1
∂vi
∂xj
∂ui
∂xj
and v · (a · ∇u) =
m∑
i=1
ns∑
j=1
viaj
∂ui
∂xj
,
for vector fields of dimension m. Equation (2.18) now becomes
a(v,u) + c(a;v,u) + (v, σ u) = (v, s) + (v, q)ΓN . (2.20)
Attention is now limited to the discretisation of the scalar transport equation
a(v, u) + c(a; v, u) + (v, σ u) = (v, s) + (v, q)ΓN . (2.21)
Note that in the scalar case, in order to honour the notation of Donea and Huerta (2003), the
symbol a is used to denote both the scalar advective velocity a, and the diffusion operator
a(·, ·). In the scalar case, it is made clear in the following when a refers to the operator.
The Galerkin formulation is obtained by restricting the weak form (2.21) to the finite
dimensional spaces (2.13) and (2.14), namely, find uh ∈ Uh such that
a(vh, uh) + c(a; vh, uh) + (vh, σ uh) = (vh, s) + (vh, q)ΓN ∀vh ∈ Vh. (2.22)
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The spatial solution uh ∈ Uh, can be written as
uh(x) =
∑
j∈η\ηD
ψj(x)uj +
∑
j∈ηD
ψj(x)uDj(x). (2.23)
Note, in this case, ψj refer to global shape functions where j is an index to node number.
Application of Dirichlet boundary conditions was addressed in 1.7.4 with regard to the
Festa code. In the strong enforcement of Dirichlet boundary conditions a distinction must
be made between the number of nodal points, np in the discretised domain and the number
of nodal unknowns, nu (per scalar field or component of a vector field). The notation of
Hughes (2000) and Hughes and Brooks (1979) is adopted and the set of global node numbers
is denoted by, η = {1, 2, . . . , np}. Furthermore, ηD ⊂ η denotes the subset of nodes lying on
the Dirichlet portion of the boundary, ΓD. It follows that the cardinal of η \ ηD is equal to
nu.
This also reduces the degrees of freedom of the test space, Vh, such that
Vh := span
j∈η\ηD
{ψj} . (2.24)
Applying Dirichlet conditions weakly through a penalty method involves solving the larger
system of np unknowns, but offers the advantage of maintaining symmetry in the global
matrix, which is therefore soluble by a larger range of solvers.
Substitution of (2.23) into equation (2.22) and applying (2.24) arrives at the discrete
weak form
∑
i∈η\ηD
a(ψj , ψi)ui + c(a;ψj , ψi)ui + σ (ψj , ψi)ui = (ψj , s) + (ψj , q)ΓN
−
∑
i∈ηD
a(ψj , ψi)uD(xi) + c(a;ψj , ψi)uD(xi) + σ (ψj , ψi)uD(xi) ∀j ∈ η \ ηD. (2.25)
In implementation, integrations are performed over individual elements and assembled into
the global matrix. Within each element, commutation is made over each of the nl shape
functions (i.e. nl is the dimension of the interpolating space P ),
ne∑
e=1
nl∑
i=1
[a(ψj , ψi)Ωeui + c(a;ψj , ψi)Ωeui + σ (ψj , ψi)Ωeui]
=
ne∑
e=1
[
(ψj , s)Ωe + (ψj , q)Ωe∩ΓN −
nl∑
i=1
[a(ψj , ψi)Ωe + c(a;ψj , ψi)Ωe + σ (ψj , ψi)Ωe ]ueDb
]
∀j ∈ η \ ηD, (2.26)
where ueDb = uD(x
e
b) if uD is prescribed at node number b and equals zero otherwise.
To greatly reduce the number of calculations performed, each element is transformed to
a reference element Ωr in normalised space, which introduces the Jacobian tensor, J . The
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integrals defined in (2.19), over element sub-domains Ωe, are discretised and calculated by
Gaussian quadrature
∫
Ωe
G(x) dΩe =
∫
Ωr
G(ξ)J dΩr = J
ng∑
i=1
wiG(ξi) + O(h
m), (2.27)
where the order m of the approximation is determined by the number of Gaussian points ng
and their position xi. The quadrature weights are denoted wi and Ωr is the reference element
in normalised space.
Note that stabilisation of the solution through upwinding can be achieved by a
modification of the numerical quadrature rule for the advective term, as suggested by Hughes
(1978). Hughes (2000) provides a detailed exposition on the topological assembly of the
matrices and nodal vectors arising in the discretisation by the finite element method.
2.2.2 Matrix forms for piecewise linear elements in one dimension
Here notation for the matrices associated with piecewise continuous linear elements, P1 is
introduced. The matrices C and K are the global matrices arising from convective and diffusive
terms respectively; and M is the mass matrix. These matrices are formed from integrals of
the shape functions and their derivatives over the entire domain, Ω. With ψi denoting the
global shape function associated with node number i the matrices are defined by the following
integrals
Mij =
∫
Ω
ψiψj dx, Cij =
∫
Ω
ψi
dψj
dx
dx, Kij =
∫
Ω
dψi
dx
dψj
dx
dx.
The associated local element matrices, Ωe, express the local connectivity between adjoining
elements that support the same node. These are found explicitly by the integration over Ωr
of the local shape functions ψ1 and ψ2 which, for the normalised coordinate ξ, are defined
ψ1(ξ) =
1
2
(1− ξ), ψ2(ξ) = 12(1 + ξ), for ξ ∈ Ωr = [−1, 1]. (2.28)
Note that the global variables x and uh over an element Ωe are determined, for coefficients
x1, x2, u1 and u2, by the following expressions
x|Ωe(ξ) = ψ1(ξ)x1 + ψ2(ξ)x2, (2.29a)
uh|Ωe(ξ) = ψ1(ξ)u1 + ψ2(ξ)u2. (2.29b)
For a uniform mesh of size h, the differential dx is given by
dx =
1
2
(x2 − x1) dξ = h2 dξ.
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Integration over the reference element yields explicit forms for the local element matrices on
the sub-domain Ωe of length ∆x
Meij =
∫
Ωe
ψiψj dx =
∆x
6
(
2 1
1 2
)
, (2.30a)
Ceij =
∫
Ωe
ψi
dψj
dx
dx =
1
2
(
−1 1
−1 1
)
, (2.30b)
Keij =
∫
Ωe
dψi
dx
dψj
dx
dx =
1
∆x
(
1 −1
−1 1
)
. (2.30c)
Assembling these over the full domain of internal nodes gives the global matrices explicitly.
The nodal equations that the above represent may now be inferred. For convenience of
notation, the discrete shift operator E is introduced, where E ui = ui+1, and correspondingly
E −1ui = ui−1. I represents the identity operator, where I ui = ui. For internal node i this
results in
M ≡ ∆x
6
(
E −1 + 4I + E
)
,
C ≡ 1
2
(
E − E −1) ,
K ≡ 1
∆x
(−E −1 + 2I − E ) .
From these equations the corresponding nodal equations for internal node i are
[Mu]i ≡
∆x
6
(ui−1 + 4ui + ui+1) ,
[Cu]i ≡
1
2
(ui+1 − ui−1) ,
[Ku]i ≡
1
∆x
(−ui−1 + 2ui − ui+1) .
Note that CT = −C, whereas M and K are symmetric, properties inherited from the underlying
physical processes they represent.
The diagonal lumped mass matrix M`, is defined by
M`ij = δij
∑
j
∫
Ω
ψiψj dx,
with the corresponding local element matrix
Me`ij = δij
∫
Ωe
ψi dx =
∆x
2
(
1 0
0 1
)
.
The lumped mass matrix M` is equivalent to ∆xI and
[M`u]i ≡ ∆xui.
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2.2.3 Generalised advection-diffusion systems
A generalisation of the boundary value problem presented in (2.15) for vector and multi-field
coupled systems is described. Here A · ∇U represents a generalised advection term and
∇ · (K · ∇U) a generalised diffusion operator. The generalised system is defined
U t +A · ∇U −∇ · (K · ∇U) = S, (2.31a)
or more explicitly
∂Ui
∂t
+Aij k
∂Uj
∂xk
− ∂
∂xk
Kij kl
∂Uj
∂xl
= Si, (2.31b)
where the subscripts i and j range and sum respectively over the field variables, 1, . . . , nf .
The subscripts k, l sum over the spatial dimensions, 1, . . . , nd. Ai and Kij are nf × nf
matrices, and Si is a source term. The notation employed in (2.31a) of Hughes and Mallet
(1986a) is such that
UT =
(
u1, u2, . . . , unf
)
= [Ui]
T , ∇UT =
(
∂UT
∂x1
, . . . ,
∂UT
∂xnd
)
,
AT =
(
A1,A2, . . . ,Anf
)
= [Aij k]
T , A · ∇U = AT∇U = Ak ∂U
∂xk
,
K =

K11 . . . Kknd
...
. . .
...
Knd1 . . . Kndnd
 = [Kij kl] , ∇ · (K · ∇U) =∇TK∇U = ∂∂xkKkl ∂U∂xl .
Classically, the compressible Euler and Navier-Stokes equations are written in terms of
conservative variables; see Warming et al. (1975). The compressible Navier-Stokes equations
are expressed by (2.31) for the following definition of U in terms of conservative variables
UT = (ρ, ρuT, ρE), (2.32)
for density ρ, velocity u, and energy, E (see for example Shakib et al. (1991)). Note that
(2.31) describes a hyperbolic system if K = 0 and Ai has real eigenvalues and a complete set
of eigenvectors. The Stokes problem is given by the steady form of (2.31) (see Hughes et al.
(1987)).
For many physical systems, and in particular the compressible Navier-Stokes equations,
a change of variables exists such that (2.31) can be written in the following symmetric form
(see Hughes et al. (1986b) and Hughes and Mallet (1986a) and references therein)
A0U t + A˜ · ∇U −∇ · (K˜ · ∇U) = S˜, (2.33)
where A0 = ∂U/∂V and is symmetric and positive-definite; A˜i = AiA0 and are symmetric;
and K˜ij = KijA0 and is symmetric and positive-semidefinite.
If K˜ = 0, then (2.33) is symmetric hyperbolic (a Friedrich’s system, which for example,
govern compressible Euler flow). If K˜ is positive-definite, then (2.33) is symmetric parabolic.
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If K˜ is indefinite, then (2.33) is incompletely parabolic (e.g. the compressible Navier-Stokes
equations). A0 is positive-definite is identified as a Riemannian metric tensor on Rnf . In the
case A0 = I, the system has Euclidean metric. Note that both weak and strong solutions of
(2.31a) are preserved by the symmetric form, (2.33).
Since A0 is symmetric, positive-definite a Cholesky decomposition can be made to reduce
the symmetric system (2.33) to the canonical form
Xt + Aˆ · ∇X −∇ · (Kˆ · ∇X) = Sˆ, (2.34)
for X = LTV , where L is a Cholesky factor of A0 (i.e. A0 = LLT). The treatment of the
canonical form (2.34) is fundamental to the discretisation of many physical systems, including
the Navier-Stokes and limiting forms thereof. The Navier-Stokes equations are equivalently
symmetricised by employing physical entropy variables in Hughes et al. (1986b) and Shakib
et al. (1991). The study of transport of the form (2.15) yields insights and even treatments
that can be directly applied (see for example Shakib et al. (1991)) to multi-dimensional,
multi-field non-linear coupled systems of the form (2.34). The generalised form (2.34) will be
referred to in this work with reference to approaches to the stabilisation of non-linear coupled
systems.
2.2.4 Dimensionless form of the transport equation
The scalar advection-diffusion problem is considered (equation (2.15) without an absorption
term), governed by the equation
∂u
∂t
+ a · ∇u−∇ · (ν∇u) = s (2.35)
Characteristic length and velocity scales are denoted by L and U , and a characteristic viscosity
ν˜ is determined from the tensor ν (the average or upper bound, for example). For flow
dominated by diffusion, the time scale is non-dimensionalised by, L2/ν˜, a diffusion time
constant, and equation (2.35) becomes
ν˜
L2
(
∂u
∂t
)
+
U
L
(a · ∇u)− ν˜
L2
(∇2u) = s (2.36)
so that the terms in parentheses contain only the dimension of the tracer field, u. This
reduces to the form
∂u
∂t
+ Pe a · ∇u−∇2u = s1, (2.37)
where the Pe´clet number, Pe, is defined by
Pe ≡ UL
ν˜
. (2.38)
Each term (excluding the contribution from Pe) is now (globally) of order unity in ∆u.
The Pe´clet number represents the ratio between the strength of the advective and diffusive
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processes. An alternative derivation estimates the relative magnitude of advection to
diffusion, a · ∇u/∇ · (ν∇u). a · ∇u and ∇ · (ν∇u) are approximated by U∆u/L and
ν˜∆u/L2 respectively, to give UL/ν˜. In the case Pe 1, the advective process is unimportant
relative to diffusion (almost everywhere, usually – see Gresho and Sani (1998)), while Pe 1
indicates a advection-dominated flow where diffusion is a secondary process. For Pe ≡ O(1),
both processes are important.
The Pe´clet number is also a ratio of the diffusive time scale to the advective one, i.e. for
Pe 1 indicates that the ‘response’ due to the advection process to a ‘perturbation’ is mush
faster than that of the diffusion process.
For flow dominated by advection, the contrasting assumption is made that the time scale
is set by advection. In this case the time scale is non-dimensionalised by, L/U and (2.35)
yields
U
L
(
∂u
∂t
)
+
U
L
(a · ∇u)− ν˜
L2
(∇2u) = s, (2.39)
which reduces to
∂u
∂t
+ a · ∇u− 1
Pe
∇2u = s2, (2.40)
where the terms are again now O(1).
In the limit as U → 0 and hence Pe → 0, equation (2.37) reduces to the transient
heat equation, the parabolic limit, describing pure diffusion. Complementary to this is the
limit ν˜ → 0, Pe→∞ in (2.40), of pure advection, the hyperbolic limit. Thus, (2.37) is more
appropriate in the study of flow where Pe ≤ 1 and (2.40) when Pe ≥ 1 (the study of boundary
layers is an example).
2.2.5 Difficulties in the faithful discretisation of transport processes
General characteristics of a given problem that can cause difficulty in the numerical solution of
the (steady or transient) advection-diffusion equation (2.35) (and the Navier-Stokes equations
in general) are now discussed.
Diffusion-dominated flows (Pe  1), for which the governing equation is predominantly
parabolic in nature, are generally easier (due to the intrinsic smoothing of diffusion)
than advection-dominated flows (Pe  1) which are more hyperbolic in nature and
do not smooth the flow. Exceptions to this occur at the initial transient period
when sharply-changing boundary conditions or sources, for example, make numerical
solution difficult, even for Pe 1. Steady-state diffusion-dominated flows are generally
the easiest to model. Solutions are continuous over the domain with any boundary
condition discontinuities spread over a layer of width proportional to
√
ν around flow
characteristics.
Rapidly fluctuating wave forms (spatial via initial conditions, or temporal via inflow
boundary conditions) are more difficult to solve for than smoothly-varying ones.
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In advection-dominated flow the shape of the wave form is little-changed during
translation. Combined with non-smooth wave forms which contain large amounts of
energy in short wavelengths results in a difficult numerical problem to solve. An example
of the problems encountered are demonstrated by the advection of a ‘square hat’ and
shown in figure 2.1a.
Outflow boundary conditions (n · u > 0) are employed when the true domain does not
end at the computational boundary, but a boundary condition is required (i.e. in all by
the purely hyperbolic case where ν = 0). These simulations are difficult in advection-
dominated, bounded flow (i.e. when Pe 1 and ν 6= 0) which is Dirichlet-bounded at
the outflow. In this case an outflow boundary layer develops and the interior solution, u
must rapidly change to equal the solution uD close to the boundary ΓD in the short, non-
dimensional distance of δ = O(1/Pe) (from (2.40)). An example of this can been seen in
figure 2.1b. This extent of the boundary layer δ occurs when the advection and diffusion
processes are equal in strength (i.e. U∆u/δ = ν˜∆u/δ2). This reduces to δ = ν˜/U , with
non-dimensional form δ/L = ν˜/UL = 1/Pe. Non-physical oscillations can imply that a
weak condition should be applied instead of a strong one. Open boundary conditions
for ‘truncated domains’ that do not cause boundary layer phenomenon are possible and
are highlighted by Gresho and Sani (1998) and articles arising from the open boundary
condition symposia (see initially Gresho and Sani (1990) and Gartling (1990)). This
problem does not arise for inflow boundaries (n·u < 0), even when advection dominates.
Flow around obstacles can be difficult when Pe  1, even in simple flow fields, due to
the formation of thin boundary layers, especially when Dirichlet boundary conditions
are specified on the upwind side of an obstacle.
Pure advection (ν = 0, Pe =∞) problems are often difficult, but still can be simpler than
large Pe (e.g. 104, approaching turbulence) flows due to simpler boundary conditions
(usually only an inflow Dirichlet condition, see Gresho and Sani (1998) for exceptions)
and the absence of boundary layers arising in hyperbolic problems. Solutions can,
however, exhibit jumps orthogonal to flow characteristics.
An excellent survey of advection-diffusion problems and treatments can be found in the
extensive volume by Gresho and Sani (1998) and also in the texts Johnson (1987) and Donea
and Huerta (2003). It is important to note that the above analysis applies equally to the
Reynolds number when describing the ratio of advective to diffusive momentum transport.
2.2.6 Non-physical oscillations
Gresho and Sani (1998) (and earlier Gresho and Lee (1979)) highlight that oscillations in
the solution (termed ‘wiggles’) are a useful indicator of a poor resolution of the problem
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and the goal should not necessarily be to smooth out these oscillations. As mentioned
in §1.5, the process of smoothing can produce a perturbation to the governing system,
resulting in a solution to a problem different from the one studied. Recognised as such,
this may still be useful in problems where a solution to the true problem is not possible
(say, with current methods and computational capability). This is emphasised by Gropp
and Keyes (1992) who state, ‘Complaints that heavily upwinded discretisations conceal their
own errors are common in the literature. . . ’. Of the spectral method, Rogallo and Moin
(1984) state that, ‘A very important attribute of spectral methods is their self-diagnosis
property. Inadequate grid resolution is reflected in excessive values of high-order expansion
coefficients.’ Or equivalently, ‘wiggles’ are a self-diagnosis property. This point highlights an
important method of understanding the cause of oscillations by the study the eigenproblems
associated with the spatial operators. Non-physical oscillations tend to be excitations of
high-frequency eigenmodes connected with the method of discretisation. Equivalently is the
analysis of dispersion or group velocity. The importance of this analysis is noted by Lighthill
(1965), ‘The theory of group velocity is an essential mathematical theory that has been
developed over the years with an eye on a great variety of spheres of application.’ Trefethen
(1982) discusses the application of dispersion analysis to finite difference methods. In the
context of the finite element method, Hanert et al. (2004) performs a dispersion analysis in
a comparison of continuous and discontinuous methods, while the dispersion properties of
several stabilisation schemes for the advection-diffusion equation are considered in Danilov
et al. (2004) and Shakib and Hughes (1991). More recently Le Roux et al. (2007) has applied a
numerical dispersion analysis to examine characteristics of different two-dimensional element
types. Analysis of dispersion is more complete than that of asymptotic analyses (e.g. Taylor
series, modified equation) which require the assumption that h→ 0 and are hence restricted
to long waves (h/λ→ 0).
In response to Gresho and Lee (1979), Hughes and Brooks (1979) state that the use of
the central difference method as a ‘wiggle signal’ represents an unnecessary loss of solution
accuracy and that it is relatively easy to determine whether boundary layers are adequately
resolved without the aid of wiggles. It is also not desirable to resolve all boundary layers
present.
A principal cause of non-physical oscillations is a specification of a problem in which the
dependant variable is forced to experience gradients in the flow direction that are too sharp
to be captured by the mesh. The resulting solution radiates short wavelength (2∆x most
commonly) oscillations away from the source (the ill-resolved boundary layer), typically in
the upstream direction.
One of the most important causes of non-physical oscillations was pointed to by §2.2.5
– flow towards a Dirichlet boundary condition that generates a boundary layer that is too
thin to be resolved. This occurs when the boundary layer thickness (ν/a, for the velocity u,
towards the boundary) is smaller than mesh resolution normal to the boundary (∆x/2), or
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ν/a < ∆x/2. This concept is encapsulated by the grid Pe´clet number Peg, defined by
Peg ≡ a∆x2ν , (2.41)
such that the boundary layer is under-resolved if Peg > 1. This corresponds to the result
discussed in 2.1.2, that the Galerkin method loses its best approximation property when the
non-symmetric advection operator dominates the diffusion operator in the transport equation.
Flow at large Pe toward the Dirichlet boundary condition forces the dependant,
transported variable to undergo a large change in a short distance O(δ), so that transport by
diffusion (which is small away from Γ) necessarily becomes large to balance the transport by
advection, which generates a steep gradient through the boundary layer. Gresho and Sani
(1998) highlight this as a challenging and important physical problem in virtually all areas
of transport phenomena: momentum, heat and mass transfer.
The difficulties in simulating the propagation of a steep front through the domain are
similar to that of boundary layer resolution on a Dirichlet boundary condition, except that
this case cannot be resolved by a simple local mesh refinement. A third flow characteristic
which generates non-physical oscillations is transient diffusion at early time close to a
large disturbance such as a non-smooth Dirichlet boundary condition, initial condition or
source term (the extreme being discontinuous). This is a consequence of the Galerkin
formulation mass matrix (for source terms and boundary conditions, the global matrix for
initial conditions) which finds a best L2 fit to the data.
2.2.7 Dispersion and Dissipation
Key terms in the discussion of non-physical oscillations are dispersion and dissipation, which
are defined here.
2.2.7.1 Dispersion
A succinct definition of dispersion is given by Whitham (1974) and is included below.
A linear dispersive system is any system which admits solutions of the form
φ = a ei(kx−ω(k)t), (2.42)
where the frequency ω is a definite real function of the wavenumber k (with
wavelength λ = 2pi/k), and the function ω(k) is determined by the particular
system. The phase speed is then cp = ω(k)/k, and the waves are said to be
‘dispersive’ if this phase speed is not a constant but depends on k. The term
refers to the fact that a more general solution will consist of the superposition of
several modes like (2.42) with different k. If the phase speed ω/k is not the same
for all k, that is ω 6= c0k where c0 is some constant, the modes with different k
will propagate at different speeds; they will disperse.
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Note, ω/2pi is the frequency at which wave crests pass a fixed point. cg = ∂ω(k)/∂k is
defined as the group velocity (essentially the velocity of energy propagation). With regard to
non-physical oscillations, Gresho and Sani (1998) remark that continuum solutions are non-
dispersive and all grid-based numerical approximations are dispersive, and thus all numerical
dispersion is spurious.
A simple example of dispersion occurs in the discretisation of pure advection and the
resulting dispersion is shown for the transport of an initially square waveform in figure 2.1a.
The initial data has a broad Fourier transform spectrum: the Fourier coefficient uˆ(k, 0) (under
the transform u(x, t) =
∫ ∞
−∞
uˆ(k, t)eikx dk) decays only like 1/k as |k| → 0, compared to a
C∞ function which has an exponentially decaying Fourier components. High frequency waves
persist, disperse and lead to oscillatory solutions. It can be shown that at time t, wavenumber
k will be predominantly visible near x = cg(k)t. Second-order accurate schemes for pure-
advective transport, such as the standard Galerkin or Crank-Nicolson implicit methods and
the explicit Lax-Wendroff (a second-order method of the Taylor-Galerkin family) or Beam-
Warming (a one-sided version of Lax-Wendroff) schemes contain additional terms that are, at
leading order, a third-order dispersive term of the form µuxxx (i.e. a modified equation such
as ut+aux = µuxxx+O(∆x4), is modelled). According to the group velocity cg(k) = a+3µk2,
the most oscillatory components are found farthest from the correct location, i.e. x = at,
which is seen in figure 2.1a. The second-order implicit Crank-Nicolson method, which is
second-order accurate on ut + aux = 0, gives a third-order accurate approximation to the
solution of ut + aux = µuxxx = (−a∆x2C2/12)uxxx, for Courant number C = a∆t/∆x and
hence cg < a for all k and all wave numbers travel too slowly relative to the advective velocity,
leading to an oscillatory wave train lagging behind discontinuities in the true solution. This
is also observed in the Lax-Wendroff method (for |C| < 1), whereas the opposite occurs for
Beam-Warming and oscillations are ahead of discontinuities (see LeVeque (1992) and §2.3.15).
The discretisation of pure advection has been labelled the ‘ultimate embarrassment’ of
computational fluid dynamics (Mitchell (1984) and Gresho and Sani (1998)), since it is one
of the simplest equations yet cannot be solved accurately on even a fixed grid. The solution
of the semi-discrete equations are significantly more difficult than that of the continuum. In
the continuum the phase speed and group velocity are both independent of wavelength. The
process of numerical approximation however, perturbs them from this state and the solution
exhibits dispersion.
2.2.7.2 Dissipation
Dissipation in this context (also termed artificial or numerical diffusion) occurs when the
pure advection equation (which by definition, is free of dissipation) is solved by a numerical
approximation method that reduces the amplitude and shape of an initial waveform in a way
analogous to a diffusional process. The discretisation does not preserve the quadratic form
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conservation property of the continuous advection equation. In order to show this, consider
the advection-diffusion equation given by (2.35) with a non-divergent advective velocity field
(∇ · a = 0) and scalar diffusivity ν (for simplicity) can be expressed as
∂u
∂t
+∇ · (au)− ν∇2u = s, (2.43)
which rearranged becomes the flux or conservative form
∂u
∂t
+∇ · (au− ν∇u) = s, (2.44)
where qA ≡ au and qD ≡ −ν∇u are the advective and diffusive flux vectors respectively,
such that the sum gives the total flux vector, qT ≡ qA + qD.
Integration over Ω and application of the divergence theorem gives the following global
conservation law
∂
∂t
∫
Ω
udΩ =
∫
Ω
sdΩ−
∫
Γ
n · (au− ν∇u) dΩ, (2.45)
The positive-definite, quadratic, energy-like quantity, E =
∫
Ω
u2, is conserved in the case of
pure advection. This quantity is given by∫
Ω
u
∂u
∂t
dΩ−
∫
Ω
u∇ · (au− ν∇u) dΩ =
∫
Ω
sudΩ, (2.46)
and an application of the divergence theorem after an integration by parts of the two transport
terms yields
1
2
∂E
∂t
=
∫
Ω
su dΩ− ν
∫
Ω
∇u · ∇udΩ︸ ︷︷ ︸
†
+
∫
Ω
ua · ∇udΩ− 1
2
∫
Γ
n · (au2 − ν∇u2) dΩ. (2.47)
The term marked by † will act to decrease E monotonically (because
∫
Ω
∇u·∇udΩ ≥ 0) and
is the reason diffusional processes are described dissipative. Hence, a dissipative scheme will
monotonically decrease the energy in a solution in the same manner as diffusion. This type
of damping is present in the equation for u2, but not for u, implying that internal diffusion
acts to equalise u (conserving its integral) and decrease the integral of u2.
While a numerical scheme should aim to eliminate dispersion, it is not necessarily the case
that it should also try to minimise dissipation. Adding numerical diffusion to an otherwise
non-dissipative system acts to reduce oscillations in the solution and has been used extensively
to reduce the effects of dispersion.
2.2.8 Numerical examples
2.2.8.1 Pure advection
Purely advective transport discretised by a Galerkin formulation suffers from dispersive
effects. This is demonstrated in the advection of an initially square waveform in figure 2.1a.
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Non-physical dispersive oscillations propagate in the solution, to parts of the domain that
should remain unaltered by the advection. This example highlights the most common form
of oscillations highlighted in §2.2.6 — short 2∆x waves radiating in the upstream direction
due to the null space associated with the Galerkin formulation. Increasing the advective
velocity a, has the effect of increasing the spatial influence of the oscillations, although the
maximum magnitude of error is reduced. In this situation, these oscillations are often termed
‘undershoots’ and ‘overshoots’, aliasing or Gibbs oscillations.
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Figure 2.1: (a) The Galerkin discretisation of purely advective transport of a top-hat function
on a regular mesh with step size, h = 2 × 10−3 and time step, ∆t = 1 × 10−3. (b) Galerkin
(· · · ) and exact (—) solutions of the advection diffusion problem (2.48) for a velocity of unit
magnitude and viscosities chosen to give the denoted grid Pe´clet numbers (i.e. ν = 0.2, 5/90
and 0.01, give Peg = 0.25, 0.9 and 5.0; with corresponding downwind boundary layer widths
of 0.2, 0.56 and 0.01). Circles mark nodal values. Note the solutions were produced by the
code Festa.
2.2.8.2 Boundary layer resolution
The steady advection-diffusion equation with homogeneous boundary conditions is solved in
one dimension with a constant source. The system is governed by (2.48) for L = 1 with
a unit advective velocity and viscosity adjusted to give the range of grid Pe´clet numbers
shown in figure 2.1b on a mesh with step size h = 0.1. The source is uniform to avoid
errors in its spatial discretisation, so that any errors in the solution must be attributed to
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(a) (b)
Figure 2.2: Two cases illustrating pure advection over a two-dimensional domain with a
standard Galerkin discretisation. (a) The advection of a one-dimensional square hat function
in a two-dimensional domain. The simulation is run with the same parameters as in figure 2.1a
over a mesh with a structure of that shown in figure 2.18b with 200 elements a side (with
approximately 4×104 nodes.) (b) The advection of a square hat function in a two-dimensional
domain with the same parameters as the case given in (a). Note the concentration of tracer is
projected in the z-coordinate. The Gibbs oscillations present in figure 2.1a are clearly present
in these two-dimensional simulations also.
the discretisation of advective and diffusive operators. This also allows us to find a nodally
exact scheme in 2.3.1. The homogeneous form of this problem is used for initial discussion of
stabilised methods by Hughes and Brooks (1979) and is defined by
aux − νuxx = 1 for x ∈ [0, L], (2.48a)
u = 0 at x = 0 and x = L. (2.48b)
The exact solution to equation (2.48), describing the boundary-layer, is given by
u(x) =
1
a
(
x− 1− e
Pex/L
1− ePe
)
, (2.49)
where in this case Pe = aL/ν.
2.2.8.3 Advection across mesh elements
A simple example of pure advection of a delta function initial condition. With the function
centred on a node and a linear interpolating space, this initial condition is represented by a P1
shape function that linearly decreases from 1 to 0 from the node to its neighbours. Advective
directions are selected that are aligned or lie perpendicular to mesh element boundaries.
The simulations apply a standard Galerkin discretisation with implicit Crank-Nicolson time-
stepping (with timestep, ∆t = 10−3) over a unit square domain with a mesh that has the same
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Figure 2.3: (a) Tracer fields at the 10th time step where ∆t = 10−3 and hence t = 10−2. From
left to right, the three plots correspond to the red, black and blue flow directions illustrated
in figure 2.3b. (b) Max norm of tracer concentration in all three of the cases.
structure as that shown in figure 2.18b, but containing 100 × 100 elements. The magnitude
of the advective velocity is 10 and advective directions for the three cases are illustrated in
figure 2.3b. The tracer field is a peak that is initially centred in the domain. It is clear
from figure 2.3a that the numerical method experiences more difficulty simulating flow which
is not aligned to mesh elements. A significant amount of the spurious oscillations present
in the first two cases where advection is aligned with mesh element boundaries is due to
a poor representation of the delta function with P1 linear interpolating functions and mesh
resolution. Figure 2.3b highlights that the extrema is seen to drop over an order of magnitude
by t = 0.04 (twice that presented in figure 2.3a) due to this. It is interesting to note that, in
the case of this regular triangular mesh, whether advection is diagonally or axis-aligned has
no influence on the max norm. Advection in a direction perpendicular to element boundaries
induces a significant amount of dispersion, which transports the tracer at speeds much greater
than the flow speed, particularly along element boundaries. The increase in the max norm
after a time of 0.04 occurs as the peak reaches the domain boundary (which without dispersive
effects should take place at t = 0.05 for axis-aligned advection). Note advection in a direction
skew to element boundaries is also considered in §2.3.15.2.
2.3 Stabilising techniques
2.3.1 Additional dissipation and upwinding
The earliest remedies for deficiencies of the Galerkin formulation (and equivalently, of
centred finite differences) are based on two distinct approaches; adding diffusion directly
to counterbalance the negative numerical diffusion, or applying an upwind (i.e. not centred)
discretisation of the advective term.
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The addition of dissipative terms directly to damp out any spurious modes which may
start to form in the solution are often implemented with a posteriori knowledge of the modes
and a tailored filtering is applied. This can effectively lead to the situation where a problem
with a lower Pe´clet or Reynolds number is simulated. Upwinding improves this technique by
applying additional balancing dissipation that is dependant on properties of the flow.
In the example given by (2.48) (with a uniform mesh size h), the Galerkin formulation
leads to, for an interior node j, the discrete equation
a
(
uj+1 − uj−1
2h
)
− ν
(
uj+1 − 2uj + uj−1
h2
)
=
1
6
(sj+1 + 4uj + sj−1) . (2.50)
Note that in this case the Galerkin finite element methods coincides with a centred finite
difference approximation in all but the source term. The Galerkin method uses a consistent
mass matrix to weigh the nodal values of the source, while the difference method simply uses
a local value, which would arise from the lumping of the mass matrix.
A nodally exact three-point stencil scheme can be found in this case by the identification
of the three coefficients α1, α2 and α3, such that
α1uj−1 + α2uj−1 + α3uj−1 = 1, (2.51)
Expressing the three uj in terms of x from (2.49) and solving for αi (see Donea and Huerta
(2003)), the nodally exact discrete formulation is given by
a
2h
[(1− coth Peg)uj+1 + (2 coth Peg)uj + (1 + coth Peg)uj−1] = 1. (2.52)
This can be rearranged into a form similar to the scheme (2.50) to give
a
(
uj+1 − uj−1
2h
)
− (ν + ν¯)
(
uj+1 − 2uj + uj−1
h2
)
=
1
6
(sj+1 + 4uj + sj−1) , (2.53)
which is the Galerkin formulation of the following modified equation
aux − (ν + ν¯)uxx = s, (2.54)
where ν¯ is an additional balancing diffusion dependant on flow parameters and mesh size h
and is defined as
ν¯ = βνPeg, where β = coth Peg − 1Peg . (2.55)
Comparing equations (2.50) and (2.53) reveals that the Galerkin formulation requires the
additional diffusive term containing ν¯ if it is to be nodally exact when transport involves an
advection process. Note that for purely diffusive transport the ν¯ term is zero and equations
(2.50) and (2.53) are identical (and the Galerkin formulation is hence nodally exact).
For all cases but pure diffusion, the Galerkin formulation is not a solution to the governing
equation (2.48), but the following modified equation (of Warming and Hyett (1974), see
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LeVeque (1992) and Morton (1996) for a more general perspective) with a reduced diffusivity
aux − νmuxx = 1, where νm = ν − ν¯ sinh
2(Peg)
Peg2
. (2.56)
For all non-zero grid Pe´clet numbers, the Galerkin formulation solves a system with less
diffusion than occurs in the physical problem (i.e. νm/ν < 1 ∀ |Peg| > 0), which is illustrated
in figure 2.4a. For large grid Pe´clet numbers (|Peg| > Peg 0) the diffusivity becomes negative
and as such no stable solution is guaranteed. Terms of the form ∇2m for m ∈ N0, act
dissipatively as described in §2.2.7.2 with sign (−1)m.
Higher order dissipative terms are used as a stabilising method, either as an additional
term or in replacement of the diffusion term, ∇2. In the latter, these terms are identified as
a ‘hyperviscosity’, whereby ν∇2u is replaced by νH(−1)m+1∇2m for m ∈ N0 and νH is the
hyperviscosity coefficient Borue and Orszag (1996). In wavenumber, κ, space this corresponds
to changing νκ2u(κ) to νHκ2muˆ(κ), which has a narrower dissipation range (see Pope (2000)).
The case for m = 2 is termed ‘biharmonic viscosity’ and is employed in some ocean models
— see Griffies et al. (2000) for a discussion of this.
Peg0≈ 1.37
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
-1.5
-1
-0.5
0
0.5
1
2.0
-2.0
|Peg|
νm
ν
νm
ν = 1−
(coth(Peg) − 1Peg) sinh2(Peg)
Peg
Oscillatory region (Peg > 1)
(a)
-15.0 -10.0 -5.0 0.0 5.0 10.0 15.0
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
Peg
β
Optimal
Approximate
Full (βfull)
(βapprox)
(β)
Oscillatory region
( |β| < βcrit)
(b)
Figure 2.4: (a) Normalised diffusivity in the modified equation of the Galerkin discretisation
of (2.48). (b) The optimal form of the stabilisation parameter β, its double asymptotic
approximation and value in full upwinding.
The homogeneous form of the linear difference equation (2.50) can be solved exactly (see
Issacson and Keller (1994)). For constants c1 and c2 fixed by the boundary conditions, the
solution is
uj = c1 + c2
(
1 + Peg
1− Peg
)j
, (2.57)
which is oscillatory for |Peg| > 1 and is shaded in figure 2.4a. This can also be seen directly
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in the difference equation written as (1− Peg)(uj+1 − uj) = (1 + Peg)(uj − uj−1), which for
|Peg| > 1, shows that the slopes either side of the node uj are of opposite sign.
To eliminate the computational cost of calculating the explicit form of β, it is common
to replace the optimal formula (2.55) with its doubly asymptotic approximation
βapprox =
{
Peg/3 |Peg| ≤ 3,
sgn(Peg) |Peg| > 3.
(2.58)
The approximation is illustrated in figure 2.4b, along with the form of β that corresponds to
a full upwinding scheme (where βfull = sgn(Peg)).
The exact solution of the linear difference equation (2.53) associated with the nodally
exact scheme is given by
uj = c1 + c2
(
1 + (1 + β)Peg
1− (1− β)Peg
)j
, (2.59)
for c1 and c2 again constants. This implies that for a non-oscillatory solution, the absolute
value of β should be larger than a critical value, where
|β| ≥ βcrit = 1− 1|Peg| . (2.60)
This region is shaded in figure 2.4b and it is clear that non-oscillatory scheme should arise
for all versions of β plotted. In the case of the Fluidity code, the value of the parameter β is
calculated as βcrit defined in (2.60) for Peg ≤ 1. For smaller Pe´clet numbers the parameter
is not calculated and set to zero.
The nodally exact scheme (2.52) can also be rearranged to
1− β
2
(
a
uj+1 − uj
h
)
+
1 + β
2
(
a
uj − uj−1
h
)
− ν uj+1 − 2uj + uj−1
h2
= 1, (2.61)
where the advective term appears not to be discretised by a centred scheme, but the weighted
average of advective fluxes of the solution to the left and right of the node j. This corresponds
to the second technique introduced above of applying an upwind discretisation of the advective
term.
Note for a > 0, a full upwind scheme corresponds to β = 1, such that the first term in
(2.61) disappears and the second term is exactly, a(uj+1−uj)/h, the upwind difference. Both
of the early methodologies are equivalent, viz., an upwind approximation induces additional
numerical diffusion and vice versa. Application of this technique is demonstrated in figure 2.5
in the solution of (2.48). In the case of Peg = 5 the Galerkin solution is oscillatory while the
full upwinding scheme produces a solution that lies very close to the exact. However, the case
Peg = 0.25 illustrates that full upwinding performs badly for diffusion dominated flows where
additional diffusion is applied in excess and over-damps the solution. Figure 2.4b eludes to
this excess diffusion, since βfull remains of unit magnitude while the nodally exact optimal
β decreases to zero as Peg → 0. Further issues with the upwind discretisation of advection
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(and equally, adding balancing diffusion) and subsequent improvements to the methods are
discussed by Leonard (1979) and Raithby (1976). One of the most important issues is that
the stabilisation is applied arbitrarily and as such the solution is not guaranteed to lie in the
solution space of the original weak formulation — it is inconsistent.
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Figure 2.5: The exact, Galerkin and full upwind solutions to the advection diffusion
problem (2.48) on a uniform mesh of size, h = 0.1 for the grid Pe´clet numbers of 0.25
and 5, with downwind boundary layers of width, δ = O(1/Pe) = 0.2 and 0.01 respectively.
Note the solutions were produced by the code Festa.
The explicit addition of Laplacian diffusion terms is a frequently employed stabilisation
procedure and has often been applied in conjunction with other techniques. Atmospheric
and ocean models based on B grid finite differences (a mixed method of stabilisation), for
example, use this method to stabilise the continuity equation (see for example, Killworth et al.
(1991)). Hanert et al. (2002) discusses its application to the equation of free-surface elevation
in a shallow water system, and describes developments to ensure stabilisation is applied
consistently. Higher order diffusive terms are also used to increase stability — Sotiropoulos
and Abdallah (1991) introduce a fourth-order term in pressure into the continuity equation
of the Navier-Stokes equations, which is used to ensure LBB (Ladyzhenskay-Babusˇka-Brezzi)
stability.
2.3.2 Mixed formulations
Mixed finite element methods are applied in vector or multi-field systems and refer to a
non-uniform treatment which can be considered to introduce a stabilising effect. These can
involve differences in any of the defining parts of the finite element triple (K, P , Σ) (see
§2.1.3). Fields can be specified on differing element domains K (in a staggered formation, or
on differing meshes for example), have distinct interpolating spaces P (in polynomial order
for example, or in continuity requirements on interfaces — a mixed discontinuous-continuous
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method, for example), or with a different nodal basis (in a staggered formation or with
differing degrees of freedom, for example).
Analogous to structured (finite difference) A,B,C,D and E grids of Arakawa and Lamb
(1977), which derive alternative numerical properties from placing unknowns at differing
locations within a cell, there are many possible finite element combinations. Repositioning
nodes or increasing the order of representation of a field relative to another can give a better
representation of information, and hence increase stability and accuracy. Discontinuous
element types introduce a larger number of degrees of freedom, are better at representing
steep gradients and can be applied in combination with continuous elements to give a LBB
stable Navier-Stokes discretisations. Shared, or co-located meshes have trouble satisfying the
LBB stability condition in the solution of the Navier-Stokes equations and a poor ability to
resolve waves compared to C grids (equivalent to a RT0 element pair). A comparison of mixed
finite difference formulations for ocean modelling is given in Haidvogel and Beckmann (1999)
and Griffies et al. (2000). With regard to finite elements, a selection of the more common
pairings (which have similarities to the Arakawa and Lamb (1977) grids) are shown to have
varying capabilities in resolving inertia-gravity and Rossby waves for example in Hanert et al.
(2002), Le Roux et al. (1998) and Le Roux et al. (2005).
2.3.3 Petrov-Galerkin methods
The Petrov-Galerkin formulation describes an approximation where the space of weighting
functions, V, is not restricted to contain the same functions as the space of interpolating
trial functions U. This is motivated by the hope that it will be possible to reproduce the
best approximation property of the Galerkin method in the case of strongly advective flow.
Intuitively, an expansion of the weighting space V will test, or measure, the solution over
functions in the error space, orthogonal to U (and also V) and hence minimise the error with
respect to these also.
The first of Petrov-Galerkin type methods were based on modified weighting functions
(see for example, Christie et al. (1976)), whereby the standard Galerkin weighting functions
(which are equal to the trial functions) are uniformly modified by the function F (v), such
that
F : v → v˜ = F ◦ v, for v ∈ V. (2.62)
Note that a distinct feature of a Petrov-Galerkin formulation is that the stabilisation, or
corrective change, is applied to not only the advective term, but all terms uniformly. In this
respect the stabilisation is applied consistently and ensures that the stabilised approximation
is a solution to the continuous weak formulation, and hence the physical system modelled.
Above, the nodally exact solution to (2.49) was found to be Galerkin formulation of
modified equation (2.54). It is possible to achieve the same weak formulation of (2.54) from
(2.49) by a Petrov-Galerkin method, and the required modification to the weight functions
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is now considered. The weak formulation of (2.54) is expressed
-1.0 1.0-1.0.01
-0.5
0.0
0.5
1.0
1.5
Advective direction
Galerkin,
Inconsistent full upwind,
(β = 0)
(β = 1)
(a)
-1.0 1.0-1.0.01
-0.5
0.0
0.5
1.0
1.5
Advective direction
Galerkin,
Consistent upwind,
(β = 0)
β = 1.0
0.5
0.2
0.0
(b)
Figure 2.6: Graphical representations of shape functions applied to achieve Galerkin and
upwind formulations for continuous piecewise linear (P1) elements. Note the two distinct
shape functions ψ1 and ψ2 of P1 and their modified counterparts are plotted on separate
reference elements (with the normalised coordinate ξ ∈ [−1, 1]). (a) The Galerkin shape
function and it modified form that applied to the advective term produces a full upwind
(or streamline-upwind, SU) formulation. (b) Consistent upwinding weighting functions for
P1 elements. Note the case β = 1.0 achieves a scheme identical to the upwinding scheme
illustrated in figure 2.6a, but in a consistent manner, for the homogeneous form of the linear
difference equation (2.50).
∫ L
0
vaux + vx (ν + ν¯)uxx dx =
∫ L
0
vsdx, (2.63)
which can be rewritten in the form∫ L
0
vˆa+ vxνuxx dx =
∫ L
0
vsdx, for vˆ = v +
βh
2
vx. (2.64)
Equation (2.64) implies that the upwind effect can be achieved through a modification of
the weighting function applied to the advective term. The necessary modification applied
to P1 shape functions (given in (2.64)) is illustrated in figure 2.6a and clearly shows
upstream information being given a greater weighting. Note that the test functions are now
discontinuous along element interfaces and the additional term is only computed on element
interiors. In the extension to multi-dimensions (see §2.3.4), the upwinding is applied in the
streamline direction, and so it is described as the streamline-upwind (SU) method. Note this
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is not a consistent Petrov-Galerkin approach since the modification is not applied uniformly
to all terms in the weak formulation.
To achieve a fully consistent Petrov-Galerkin scheme for the homogeneous form of (2.48),
the modified weak form ∫ L
0
v˜aux + v˜xνux dx = 0, (2.65)
must produce a discrete scheme identical to the homogeneous case of (2.61). This can
be achieved by the addition and subtraction of a sub-element bubble function (i.e. the
homogeneously tied P 2 function) of magnitude proportional to β, to the Galerkin shape
functions (2.28) to give the modified functions
v˜j =

ψ˜2 =
1
2
(1 + ξ) +
3
4
β(1− ξ2) in Ωe,
ψ˜1 =
1
2
(1− ξ)− 3
4
β(1− ξ2) in Ωe+1,
0 otherwise.
for ξ ∈ [−1, 1], (2.66)
which are shown in figure 2.6b for β ∈ {0.0, 0.2, 0.5, 1.0}.
An upwind effect in a finite element framework can be achieved through various
approaches. These are summarised by Brooks and Hughes (1982),
Artificial additional diffusion As discussed above, artificial diffusion, given by (2.54) is
added to the physical diffusion to give a modified form, to which Galerkin formulation
applied. This is considered a ‘balancing diffusion’ (see Kelly et al. (1980)) since it
balances the negative diffusion of the Galerkin treatment.
Quadrature Originally proposed by Hughes (1978), the quadrature rule (2.27) for the
advection term is modified to achieve the upwind effect. For P1 elements in one-
dimensional, a single quadrature point, ξ¯, is positioned within the element according to
ξ¯ = β for β defined in (2.55).
Discrete convection matrix The discrete convection matrix is modified to produce the
upwinding effect. After this process the matrix is no longer anti-symmetric. For P1
elements, the discrete local convection matrix defined by (2.30b) becomes
CeSU ij =
1
2
(
−(1− β) 1− β
−(1 + β) 1 + β
)
. (2.67)
Petrov-Galerkin The weighting functions are modified to weight the element upwind of
a node more heavily than the downwind element. Examples that achieve the upwind
effect are given in figures 2.6a–2.6b.
All of the above methods, when applied to the example (2.48), give equivalent matrix
equations and exact nodal solutions which represent a significant improvement over the
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Galerkin method. Generalisations of these approaches lead to different discretisations when
applied to more complicated situations, and unfortunately often produce results that are
worse than those obtained by the Galerkin method. Problems have been noted with the
treatment of source terms, variable coefficients, time dependent behaviour, and with the
generalisation to multi-dimensions. The schemes tend to be excessively diffusive, in a similar
manner to the results presented in figure 2.5. Similar shortcomings occur with many upwind
finite difference discretisations also.
In the Petrov-Galerkin approach, this manifests itself as spurious crosswind diffusion
(see for example, Raithby (1976) and Brooks and Hughes (1982)). Solutions show
excessive diffusion perpendicular to the flow when the flow direction was skew to the mesh.
Moreover, the formulation requires the use of higher order weighting functions, which make
implementation more difficult and costly than the classical Galerkin method with regard to
the accuracy of numerical integration required.
2.3.4 Extension to multi-dimensional problems
The crucial issue in extending the concept of upwinding to multi-dimensions is that the
balancing diffusion should act in the flow direction only since advective transport takes place
along streamlines. Adding diffusion transversely to the flow leads to overly diffusive results,
due to an excess of crosswind diffusion. Brooks and Hughes (1982) account for this directional
character by the construction of a tensorial artificial diffusion operator. Kelly et al. (1980)
describe this as anisotropic balancing diffusion. The scalar diffusivity coefficient, ν of (2.54)
is developed to the tensor diffusivity
ν˜ij = ν¯
aiaj
‖a‖2 , (2.68)
for ai the component of advective velocity along the coordinate direction xi. The development
of a general theory to optimally select ν¯ is still an area of active research. For basic
isoparametric elements, a simple generalisation of the one-dimensional definition is usually
adopted. This tensor diffusivity extended to linear quadrilateral elements in two dimensions
is often described by
ν¯ = β
(
ξ¯aξhξ + η¯aηhη
)
/2, (2.69)
where (ξ¯, η¯) defines the location of the quadrature points in normalised coordinates.
In a ns-dimensions, the weak formulation of (2.35), with added balancing diffusion
employed, corresponding to the one-dimensional form expressed in (2.63), is given by∫
Ω
v(a · ∇u) +∇v · (νI + ν˜) · ∇u− vs dΩ = 0. (2.70)
Observing that the term involving the balancing diffusion can be rewritten, in a manner
corresponding to the one-dimensional case (2.64), as∫
Ω
∇v · ν˜ · ∇u dΩ,=
∫
Ω
ν¯
‖a‖2 (a · ∇v)(a · ∇u) dΩ, (2.71)
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equation (2.70) can be rearranged to∫
Ω
[
v +
ν¯
‖a‖2 (a · ∇v)
]
(a · ∇u) + ν∇v · ∇u− vsdΩ = 0, (2.72)
Therefore the streamline-upwind weighting function for the advective term, is defined
vˆ = v +
ν¯
‖a‖2 (a · ∇v), (2.73)
a generalisation of vˆ in (2.64) to multi-dimensions.
The weak form of the steady transport equation (2.21), with the SU stabilisation technique
applied, becomes
a(v, u) + c(a; v, u) +
∫
Ω
ν¯
‖a‖2 (a · ∇v)(a · ∇u) dΩ,︸ ︷︷ ︸
added SU stabilisation term
= (v, s) + (v, q)ΓN (2.74)
The SU term applies an artificial balancing diffusion in the streamline direction only, avoiding
the spurious addition of diffusion in the transverse crosswind direction. This method produces
accurate non-oscillatory solutions for multi-dimensional flows of a high Pe´clet number, which
on a uniform one-dimensional mesh for the linear, constant coefficient, constant source
transport equation is exact. Many of the problems mentioned above still occur for more
complicated cases — one of which includes a variable source and erroneous results for both
Galerkin and SU schemes are highlighted in figures 2.7a–2.7b. Explicit forms of the source
terms are given in equations (2.75) below
aux − νxx = 5e−100(x/L− 18 )2 − 5e−100(x/L− 14 )2 , where u(0) = 0 and u(L) = 1. (2.75a)
aux − νxx = 10e−5x/L − 4e−x/L, for u = 0 at x = 0 and L. (2.75b)
Both Galerkin solutions exhibit nodal oscillations, although these are much reduced in the
second case, figure 2.7b. The streamline upwind method is stable, but excessively dampened
in both cases. βapprox, the approximation to β (see 2.55), does not appear to offer a significant
improvement over the full scheme, given by βfull, in both cases. The optimal value of β also
produces an overly diffusive solution, although to a lesser degree. All forms of SU in these
two cases give an unsatisfactory approximation to u. In fact, the SU solutions presented in
figure 2.7b are significantly poorer than the Galerkin result.
In addition to increased stability, the SU term has introduced an inconsistency, in that
the true solution is no longer a solution to the weak problem solved, (2.74); and moreover, the
solution uh is not a solution to the original weak form, but a modified form. In the limited
case described above (2.49), this is the exact solution to the original form, but this not true
in general. With this inconsistency, the approximation is not bounded to the exact solution
by Ce´a’s lemma (2.9), guaranteed to converge to the exact solution as h → 0, nor can be
considered a physical solution.
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Figure 2.7: Advection-diffusion across spatially varying source terms. Results are presented
for an advective velocity of unit magnitude, viscosity of 0.01 and domain of unit length,
i.e. L = 1. Mesh spacing is 0.1 which gives a grid Pe´clet number of 5. The terms; full,
approximate and exact refer to the choice of β, given by respectively βfull = sgn(a), βapprox
defined in (2.58) and the optimal β of (2.55). (a) shows the solution of (2.75a) with an
accompanying analytically calculated exact solution. Note that the downwind boundary
layer is of width, δ = O(1/Pe) = 0.01. (b) presents the solution of (2.75b) with a high
resolution mesh solution given for comparison. Solutions produced by the code Festa.
It has been found that when the transport includes a variable source, it must also
be discretised using the same SU weighting in order to maintain consistency (see for
example Morton (1996)). This is the case in the streamline-upwind Petrov-Galerkin (SUPG)
method which, in the examples shown in figures 2.7a–2.7b, offers the best results. Note that
a more accurate interpolation of the source terms (at exactly the Gaussian points) improves
the solution also.
A generalisation of stabilisation to multi-dimensional problems is discussed in Hughes
et al. (1986c) and Hughes and Mallet (1986a), with the example of SUPG. Approaches to the
stabilisation of transient multi-dimensional systems range from the consideration of individual
components, the semi-discrete equations and the full discrete system. A decoupling of space
and time by a semi-discrete approach can be useful in developing higher order methods
(particularly higher than 2, see LeVeque (1992)) and simplifies implementation. For coupled
systems, such as those described by (2.31), a more general approach is required and this is
addressed in §2.3.13 below.
2.3.5 Consistent residual based Petrov-Galerkin stabilisation
Stabilisation of the advective term in a consistent manner, ensuring the true solution is a
solution to the weak form, is achieved with a uniform weighting of the test functions applied
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to all terms in the weak form. This was originally proposed by Brooks and Hughes (1982)
and produces an additional term which is a function of the residual of the governing equation.
Consistent, or residual based stabilisation techniques take the general form (see Hughes
and Stewart (1996) and Codina (1998))
a(v, u) + c(a; v, u) + (v, σ u) +
ne∑
e=1
∫
Ωe
P(v) τ R(u) dΩ︸ ︷︷ ︸
residual based stabilisation term
= (v, s) + (v, q)ΓN , ∀v ∈ V,
(2.76)
for a steady R, defined in (2.15a) and P is an operator which modifies the test functions
and characterises the stabilisation. τ denotes a stabilisation parameter and encapsulates the
concept of β defined in (2.55). Note that in the restriction to a finite dimensional space, R
is computed only on element interiors. The additional stabilisation term is denoted r(v, u),
where
r(v, u) =
ne∑
e=1
∫
Ωe
P(v) τ R(u) dΩ. (2.77)
2.3.6 Streamline-upwind Petrov-Galerkin
The streamline-upwind Petrov-Galerkin (SUPG) method is a consistent residual based
Petrov-Galerkin method defined by
P(v) = a · ∇v, (2.78)
leading to the weak form
a(vh, uh) + c(a; vh, uh) + (vh, σ uh)
+
ne∑
e=1
∫
Ωe
(a · ∇vh)τ
(
a · ∇vh −∇ ·
(
ν · ∇vh
)
+ σvh − s
)
dΩ
= (v, s) + (v, q)ΓN , ∀vh ∈ V. (2.79)
Note that the added perturbation to the test functions is identical to that introduced in
(2.74). Moreover, this method corresponds to the standard weak formulation of (2.22) with
the SU weighting function (2.73) applied consistently to all terms (in an identical manner
(2.66) is applied in (2.65)). In this case, the stabilisation parameter τ , can be defined
τ =
ν¯
‖a‖2 (2.80)
where, for example, ν¯ is defined in (2.69) and (2.55), for one and two dimensions respectively.
It is noted by Brooks and Hughes (1982) that for P1 elements the upwinding perturbation
to the standard test functions can be neglected in the diffusion term since the second
derivatives of uh interior to elements cancel out. Hence, for advection-diffusion in one
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dimension, the operation applied to uh is identical to that of the inconsistent SU scheme
presented in (2.54) and the choice of ν¯ and optimal β given in (2.55) applied in (2.79) will
give a nodally exact solution in the case of a uniform source.
This method was first introduced by Brooks and Hughes (1982). A stability and
convergence analysis for the SUPG formulation is performed by Johnson et al. (1984). Hughes
and Mallet (1986a) develop a finite element formulation of the generalised canonical form
(2.34) which embodies a correct generalisation of the streamline concept to coupled multi-
dimensional systems. Although the linear, constant coefficient case is studied, the final
formulation has more general applicability. The method is applied to radiation transport
problems in Pain et al. (2006a), with an extension to a space-time formulation presented
in Pain et al. (2006b), which is shown to have better stability than linear discontinuous
formulations employing Galerkin, Lax-Wendroff, or Taylor-Galerkin schemes. The method
has also been applied to the pressure gradient term of the classical Stokes problem for an
incompressible fluid in Hughes et al. (1986a). An SUPG treatment of this pressure term
avoids the need for different finite element interpolations for the velocity and pressure to
satisfy the LBB stability condition (as implemented in Brezzi and Fortin (1991)) required
under a Galerkin discretisation.
SUPG formulations are prone to oscillate in directions normal to the flow as its dissipation
is streamline based. Codina (1993) introduces various non-linear crosswind diffusion terms
to control these transverse oscillations.
Note that the added stabilisation term is not symmetric which introduces problems,
including difficulties in establishing stability (see Hughes et al. (1989)). This is avoided
in the Galerkin Least-squares technique because it introduces a symmetric stabilisation term
in a consistent manner.
Note that the second-order accurate time-stepping Lax-Wendroff method (an explicit
complement to Crank-Nicolson) results in a similar form of discretisation as SUPG (see for
example Donea and Huerta (2003)). Applied to pure-advection forced by a source
un+1 − un
∆t
= −a · ∇un + ∆t
2
(a · ∇)2 un + sn + ∆t
2
(
snt − a · ∇2sn
)
+ O(∆t2). (2.81)
The second term on the right-hand side of (2.81) is exactly the same form of an added
diffusion that arises in a temporal SUPG discretisation. The correction is applied only in the
direction of streamlines, in complete analogy with SUPG. The second-order spatial derivatives
are a consequence of the second-order accurate temporal approximation. The Lax-Wendroff
method is based upon a truncated Taylor series expansion and is the second-order example
from the family of Taylor-Galerkin methods. Hughes and Mallet (1986a) state that Lax-
Wendroff and similar methods based on a scalar stabilisation parameter are inadequate for
stabilising systems of equations.
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2.3.7 Galerkin least squares
The Galerkin least-squares (GLS) approach is also a consistent residual based Petrov-Galerkin
method and is achieved by enforcing that the stabilisation term of (2.76) is an element-by-
element weighted least-squares formulation of the original differential equation. The concept
was first introduced by Hughes et al. (1989) and corresponds to the choice
P(v) = L(v) = a · ∇v −∇ · (ν∇v) + σv, (2.82)
which gives the following weak form
a(vh, uh) + c(a; vh, uh) + (vh, σ uh) +
ne∑
e=1
∫
Ωe
L(vh)τ
(
L(uh)− s
)
dΩ
= (v, s) + (v, q)ΓN , ∀vh ∈ V. (2.83)
Viewed as a minimisation of the residual, or approximation error, this is a conceptually
nice approach. For the Galerkin test function v ∈ V, L(v) belongs to an orthogonal space
(see (2.10)) to which the residual R is tested in the stabilisation term (2.76), which acts to
minimise R with respect to the error.
GLS coincides with SUPG for hyperbolic cases, but is conceptually simpler when diffusion
is present. Successful finite element methods using the GLS approach for a variety of elliptic
and second-order hyperbolic problems have been developed by Hughes et al. (1989). GLS
may be viewed as a general methodology for obtaining convergent finite element methods
accommodating a much wider class of interpolations than the classical Galerkin method. In
the GLS approach least-squares forms of residuals are added to the Galerkin method. These
terms enhance stability without degrading accuracy and interpolations which are unstable
within the Galerkin framework become convergent.
In order to highlight the symmetry properties of the stabilisation introduced by the GLS
method, (2.83) is rearranged to
a(vh, uh) + c(a; vh, uh) + (vh, σ uh) +
ne∑
e=1
∫
Ωe
L(vh)τL(uh) dΩ
= (v, s) + (v, q)ΓN ,+
ne∑
e=1
∫
Ωe
L(vh)τs dΩ ∀vh ∈ V. (2.84)
Hence the contribution to stabilisation involving terms dependant on the solution variable
uh (the left-hand side) is symmetric. This is a significant advantage in establishing stability.
Hughes et al. (1989) note that the GLS method is closely related to SUPG, but represents a
conceptually simpler and more general methodology, applicable to a wide variety of problem
classes. In comparison to SUPG, the GLS method adds a diffusive and absorption term to
the stabilisation operator P. In the case of a P1 discretisation of advection-diffusion, the
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Figure 2.8: Advection-diffusion-absorption with a uniform source of the form (2.85) is studied.
Results are presented for an advective velocity of unit magnitude, viscosity of 0.01, absorption
coefficient of 10, a unit uniform source and domain of unit length. Mesh spacing is 0.1 which
gives a grid Pe´clet number of 5. The left plot shows the full domain, whilst the right gives a
close-up in the vicinity of the boundary layer at x = L. The ‘bubble’ method refers to the
scheme described by (2.65) with bubble functions defined in (2.66). Note the solutions were
produced by the code Festa.
schemes are identical. Figure 2.8 shows a comparison of stabilisation methods applied to the
advection-diffusion-absorption system defined by
aux − νxx + σu = 1, for u = 0 at x = 0 and L. (2.85)
The Galerkin method’s oscillatory behaviour concurs with the grid Pe´clet number being
greater than unity. The SU scheme is again overly diffusive, in this case because there is no
treatment of the absorption term. Note also that after the introduction of an absorption term,
none of the solutions are nodally exact. Of particular importance in this case is that SUPG
outperforms GLS. The difference between the two is the Galerkin-weighted absorption term
in the GLS definition of P, since the diffusive term is zero for P1 elements. For a constant
absorption, this adds the Galerkin term σ2τ(vh, uh), which implies GLS is equivalent to SUPG
with the Galerkin term weighted 1 + στ times more, and as such instabilities introduced by
the Galerkin method are amplified.
The application of SUPG and GLS stabilisation to the Navier-Stokes equations is
examined in Franca and Frey (1992). The FEOM and FENA ocean models (Danilov et al.
(2004) and Danilov et al. (2005) respectively) apply a GLS stabilisation to minimise spurious
modes on linear (P1) triangular elements and produce better conditioned matrices to be
inverted by the time stepping procedure. Dispersion analysis has been applied to study
performance of the scheme (see for example, Shakib and Hughes (1991) and Danilov et al.
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(2004)).
2.3.8 Bubble function enrichment
Bubble functions are, typically higher order polynomials, defined on the interiors of finite
element domains which vanish on element boundaries and are used to enrich the finite element
test and trial spaces. The extra equations (associated with the bubble functions) can be
eliminated (by a process of static condensation) to give a Petrov-Galerkin method. For
advection-diffusion problems, Baiocchi et al. (1993) showed that this enrichment results in
a stabilisation which is formally similar to the Petrov-Galerkin methods, SUPG and GLS.
Hughes (1995) comments that, in practice, the quality of the approximation is very often
poor due to the fact that polynomial bubbles are usually not able to adequately resolve
thin internal layers with steep gradients or other small-scale phenomena — they are not
a good representation of subgrid scale phenomena. This lead to the development of more
general frameworks for the discretisation of multiscale phenomena; including enrichment with
‘residual-free’ bubbles (see Brezzi et al. (1998a) and Franca et al. (1998)), or with element
Green’s functions (see Hughes (1995), Hughes et al. (1998) and §2.3.10). Element Green’s
functions are termed the ideal or ‘ultimate bubbles’ by Hughes (1995) providing an accurate
solution to the subgrid problem, to which, bubble functions are an approximation.
Discretisation by the bubble function method involves decomposing the solution into
the sum of coarse- and fine-scale components in a manner akin to the overlapping sum
decomposition. A Galerkin formulation is used to represent the coarse-scale response, that
which is resolvable on a given mesh, whilst sub-element bubble functions take up fine-scale
aspects of the solution which cannot be resolved on the mesh. This is expressed symbolically
by
U := Uhenriched = U
h
std ⊕ Uhbub, V := Vhenriched = Vhstd ⊕ Vhbub,
uh = uhstd + u
h
bub, v
h = vhstd + v
h
bub,
where Uhstd and V
h
std represent the trial and test spaces of standard piecewise continuous
polynomials of Galerkin finite elements. Uhenriched and V
h
enriched are the new, enriched spaces
of trial and test functions employed in the bubble method. The supplementary spaces Uhbub
and Vhbub contain the sub-element bubble functions. Note that the functions in these spaces
are homogeneous with respect to their domain K, i.e. zero on element boundaries. This
defining characteristic enables the determination of uhbub in each element as a function of u
h
std
by the classical procedure of static condensation (see Wilson (1974)).
One of the simplest bubble functions is a centred quadratic function, which in one
dimension is given by
ψhbub = 1− ξ2, for ξ ∈ [−1, 1]. (2.86)
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This leads to a revision of (2.29b), the expression for the global variable uh over an element
Ωe, to include the additional bubble shape function
uh|Ωe(ξ) = ψ1(ξ)u1 + ψ2(ξ)u2 + ψbub(ξ)ubub, (2.87)
vh|Ωe(ξ) = ψ1(ξ)v1 + ψ2(ξ)v2 + ψbub(ξ)ubub, (2.88)
where the functions ψ1 and ψ2 are defined in (2.28).
The bubble function method is briefly illustrated for the homogeneous case of the
advection-diffusion problem (2.48), i.e. in the solution of the weak form∫ L
0
(
whauhx + w
h
xνu
h
x
)
dx = 0. (2.89)
Considering the case of testing element-wise with the bubble shape function ψbub (i.e. wh =
ψbub) in (2.89) leads to an expression for ubub in terms of u1 and u2, viz. (2.89) becomes∫ 1
−1
a
2
(
(1− ξ2)− 2
Peg
ξ
)
(u2 − u1 − 4ububξ) dξ = 0, (2.90)
which has the solution
ubub = −Peg4 (u2 − u1). (2.91)
Consequently, function space enrichment by the bubble (2.86) has lead to the Galerkin
solution with the additional term −Peg(1− ξ2)(u2− u1)/4, or equivalently, a modification of
the basis functions such that
uh|Ωe(ξ) = ψ1,bub(ξ)u1 + ψ2,bub(ξ)u2, (2.92)
for ψ1,bub and ψ2,bub defined
ψ1,bub =
(
1 +
Peg
2
(1 + ξ)
)
ψ1, ψ2,bub =
(
1− Peg
2
(1− ξ)
)
ψ2.
Testing now with the standard functions (i.e. ψ1 and ψ2), the modified shape functions
ψ1,bub and ψ2,bub induce the following modified advection and diffusion element matrices
Ceij,bub =
∫
Ωe
ψi,std
∂ψj,bub
∂x
dx =
1
2
 −1 + Peg3 1− Peg3
−1− Peg
3
1 +
Peg
3
 , (2.93a)
Keij,bub =
∫
Ωe
∂ψi,std
∂x
∂ψj,bub
∂x
dx =
1
h
(
1 −1
−1 1
)
= Keij . (2.93b)
Note that the diffusion element matrix is unmodified by the bubble method in this case. This
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Figure 2.9: Graphical representation of the shape function modification induced by
application of the bubble function method to continuous piecewise linear (P1) elements in the
solution of the homogeneous advection-diffusion problem in one dimension. Modifications are
plotted for grid Pe´clet numbers of 0.6, 1.5 and 3.0. Note the two distinct shape functions
ψ1 and ψ2 of P1 and their modified counterparts are plotted on separate reference elements
(with the normalised coordinate ξ ∈ [−1, 1]).
leads to the following discretisation of L
Lbub = aCbub + νKbub,
= aC + νK +
Peg
3
ah
2
K,
= aC +
(
ν +
Peg
3
ah
2
)
K,
= aC +
(
ν + β
ah
2
)
K, for β =
Peg
3
, (2.94)
and hence, in the case of a homogeneous advection-diffusion problem, the bubble function
method introduces an additional diffusion of magnitude, (Peg/3)(ah/2). Note that this is
equivalent to the balancing diffusion method introduced in (2.54) with β given by the doubly-
asymptotic approximation (2.58) (for |Peg| ≤ 3) and lies in the non-oscillatory region shown
in figure 2.4b. Hence, a similar stabilisation has been achieved (which is close to being nodally
exact in the case described) but from a more general framework.
The form of stabilisation inferred by the enrichment is dependent on the type, order and
number of functions introduced. Baiocchi et al. (1993) place emphasis on the form of the
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resulting perturbation term. This is identified as the concept of ‘virtual bubbles’, where in
practice the perturbation is applied directly, whilst knowing there exists a set of bubbles that
produce such a perturbation. This idea is a preclude to the concept of a subgrid scale model,
introduced in §2.3.10.
Galerkin finite elements employing finite element spaces enriched with bubble functions
have been identified with stabilising methods in several works, including Pierre (1988) for
Stokes flow, Arnold (1989) in Reissner-Mindlin plate bending and for advective-diffusive
problems in Brezzi et al. (1992). Baiocchi et al. (1993) found strict equivalence between
stabilisation and bubble function methods is achieved with specially constructed bubbles.
These are derived from certain element-level boundary value problems (see for example,
Franca and Russo (1997a), Franca and Russo (1997b) and Franca and Russo (1996)) and
referred to as residual free bubble functions (RFBF). In the method of enrichment by residual
bubble functions, a Galerkin discretisation using standard simple polynomial finite element
spaces is first applied to the original boundary value problem. In order to improve accuracy
and stability of the approximation the space is systematically enriched with residual free
bubbles. This concept is shown schematically in figure 2.11. Another view is that it is the
Galerkin finite element method applied to an enlarged finite element space consisting of the
standard polynomials and residual free bubbles. This method also has much in common with
even-parity and self-adjoint angular flux (SAAF) methods for radiation transport.
The application of residual free bubble functions has been proposed to replace mixed
velocity-pressure element couples required to satisfy the LBB condition. They can be applied
to suppress both spurious pressure and free-surface height modes. One example, termed
the ‘MINI’ element, was originally introduced by Arnold et al. (1984) to stabilise a P1 − P1
coupling (linear in velocity and pressure) in Stokes flow. The piecewise linear velocity field
is enriched with a single bubble, which is a cubic function in two dimensions, a quartic
in three (the product of all barycentric coordinates) and vanishes on element boundaries.
The MINI element exhibits linear convergence and gives poor pressure approximations in
three dimensions. The Crouzeix-Raviart (Crouzeix and Raviart (1973)) family of element
types contain higher order elements enriched effectively with a MINI bubble (see Donea and
Huerta (2003) for an example). Residual free bubble functions are applied to stabilise a P1−P1
element coupling of an ocean model in Nechaev et al. (2003). The interior dynamics of an
ocean model are often dominated by numerical accuracy at the boundary and a consideration
of stabilisation here can be very important. To further enhance stability and accuracy, the
bubble function approach can be extended to the domain boundaries. This can be achieved
by the introduction of an additional bubble function centred on the surfaces of the triangles
on the boundaries of the domain, or by changing the shape of the cubic (for example) bubble
so that it is centred (has a maximum) on these surfaces. Boundary treatment is also discussed
in Hughes et al. (1998)
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2.3.9 Conservation properties of residual based stabilisation
The conservative form of the general transport equation (2.15a) is given by
∂u
∂t
+∇ · (au− ν · ∇u) + σu = s+ u (∇ · a) = sa, in Ω, (2.95)
where sa is a redefined source term containing the divergence of the advective velocity term.
The weak form without source or absorption/reaction contributions (i.e. sa = 0 and σ = 0)
is expressed by the following∫
Ω
v · ∂u
∂t
dΩ +
∫
Ω
v∇ : ua dΩ +
∫
Ω
∇v : (ν · ∇u) dΩ−
∫
ΓN
v · q dΓ = 0, ∀v ∈ V, (2.96)
for q = n · (ν · ∇u) on ΓN defined in (2.15c). Application of the divergence theorem to the
advective term and taking v constant, equation (2.96) reduces to
v ·
[∫
Ω
∂u
∂t
dΩ +
∫
Γ
n · (au− ν · ∇u) dΓ
]
= 0, for constant v. (2.97)
This implies that the bracketed term must be zero, which is a global conservation statement
for the unknown u. The discrete problem will inherit this property provided that the
stabilising term defined in (2.77) verifies
r(vh,uh) = 0, for all constant vh ∈ Vh. (2.98)
This is fulfilled for
Pe(vh) = 0 ∀ vh constant in Ωe, e = 1, . . . , ne, (2.99)
and implies the discrete formulation will be globally conservative (see Codina (1998)).
Extension to incorporate boundary conditions and absorption is made by Hughes et al. (1989).
2.3.10 Subgrid scale modelling concepts
Stabilised methods have been shown to be ‘good’ numerical methods for problems in which
the classical Galerkin finite element method fails (see also, for instance, Franca et al. (1992),
Hughes et al. (1986a), Hughes et al. (1987) and Hughes et al. (1989), in which error estimates,
stability characteristics, and verification problems are presented). For a long time, however,
the key ingredient in the formulation of stabilisation techniques has appeared unmotivated
and, despite the widespread success of these methods, little work has investigated their
derivation from fundamental principles in order to determine a firm theoretical foundation.
This is highlighted by Hughes (1995) who denounces stabilised methods, pointing to their
derivation from subgrid scale modelling concepts. Within this work, an approach is developed
for deriving variational methods capable of representing multiscale phenomena. Hughes
(1995) demonstrate stabilised methods emanate from a particular class of subgrid scale
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Figure 2.10: Commutative diagram illustrating equivalence of stabilised methods and
numerical methods derived from the multiscale concept. Original diagram appears in Hughes
and Stewart (1996).
models. Figure 2.10 illustrates this new view on stabilised methods — creation through a
subgrid scale modelling concept. Beginning with a partial differential equation plus boundary
and initial conditions (denoted ‘PDE++’), an application of the variational multiscale method
followed by a Galerkin discretisation arrives at a numerical method that has the form of a
stabilised method. Hughes and Stewart (1996) note this pathway establishes the theoretical
foundations of stabilised methods and, in addition, provide a methodology to derive more
accurate stabilised methods.
Stabilisation methods effectively add dissipation element-wise. Baiocchi et al. (1993) state
that stabilised finite element methods consist of adding mesh-dependent terms to the standard
Galerkin method to enhance stability. These perturbation terms are generally functions of
the Euler-Lagrange equations (evaluated element-wise) to ensure consistency, such that exact
solutions satisfy both the usual Galerkin terms and additional stabilisation terms.
Subgrid scale modelling concepts offer an inherent implicit stabilisation that acts a
priori to control non-physical oscillations. Early stabilisation methods required ‘tweaking’ to
correctly adjust the strength of dampening and filtering applied a posteriori, both during- and
post-simulation. This approach enables a precise definition of τ (found in (2.76), for example),
the ‘intrinsic time scale’, which is essentially an arbitrary parameter in stabilisation methods
in all but the simplest problems.
The mathematical framework for the construction of subgrid scale models has been
developed by Hughes in a series of papers, beginning with introduction of the concept to
steady cases in Hughes (1995). This was followed by Hughes and Stewart (1996) which
generalises the development of a class of subgrid scale models to transient problems. This
‘variational multiscale’ (VMS) approach is also used to model Reynolds stresses in an implicit
parameterisation of subgrid processes in Hughes et al. (2000b), an alternative to standard
large eddy simulation (LES) methods based on explicit subgrid filter scale methods such as
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those originating from Smagorinsky (1963). An application of the new model to homogeneous,
isotropic turbulence is made in Hughes et al. (2001) with a comparison to a direct numerical
simulation, and both the classical and dynamic Smagorinsky models. The employment of
implicit methods for turbulent flows are also discussed in Guasch and Codina (2007).
Element Green’s functions are termed the ideal or ‘ultimate bubbles’ by Hughes (1995)
providing an accurate solution to the subgrid problem. Hughes et al. (1998) demonstrate
that bubble functions give rise to approximate element Green’s functions, albeit typically not
good approximations. Moreover, stabilised methods in general are identified as approximate
subgrid scale models, approximations to the element Green’s function.
In problems involving multiscale phenomena, standard finite element approximations can
only resolve coarse scale aspects, and are designed as such. The bubble function method
works on this concept to introduce a strategy for modelling the fine scale. The variational
multiscale method extends and generalises this approach under the framework of the subgrid
scale modelling concept.
2.3.11 Variational multiscale
The variational multiscale (VMS) method is based on an additive decomposition of the
solution, u ∈ U; into a coarse scale component, u¯ ∈ U¯, an approximation of the resolved
scales of the finite element mesh and a fine scale component, u′ ∈ U′, which is determined
analytically, or an approximation thereof. Note the fine scale component represents the error,
u− u¯, in the approximation of the coarse scale. The additive decomposition is thus
u = u¯+ u′, v = v¯ + v′,
U = U¯⊕ U′, V = V¯⊕ V′,
where u¯ is solved numerically, and an attempt is made to determine u′ analytically, eliminating
it from the problem for u¯, a similar methodology to the static condensation performed in the
bubble function method. u¯ and u′ may overlap or be disjoint, and u′ maybe globally or locally
defined (see Hughes (1995) for examples).
In the context of better subgrid scale representation over finite element interiors, u¯
represents ‘coarse scales’, in which standard finite elements are employed (i.e. u¯ ∈ U¯ = Uh),
and u′ ‘fine scales’, a disjoint decomposition. Hughes et al. (1998) notes that in this ‘rough
case’, where there is a lack of continuity of derivatives at element interfaces, special account
needs to be made of distributional effects, that are absent in smooth cases (of functions in
u¯). The spaces U¯ and U¯ can effectively be thought of as finite-dimensional, whereas U′ and
V′ are necessarily infinite-dimensional. In the case V¯ is represented by a finite element space
Vh, V′ is orthogonal to V¯ by Galerkin orthogonality (2.10), containing the residual error. The
method may be viewed as the classical Galerkin method plus an additional term driven by
the residual of the coarse scales. This involves residuals of the partial differential equation
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under consideration on element interiors , and jump terms involving boundary operators on
element interfaces The appearance of element residuals and jump terms are suggestive of the
relationship between the multiscale formulation and stabilised methods.
Using the notation of general bilinear form ` introduced in §2.1.1, the variational form of
a boundary value problem, L(u) = f , u = uD on Γ is such as to find u ∈ U such that ∀ v ∈ V,
`(v, u) = (v, f), under the L2 inner product and ` defined such that `(v, u) = (v,Lu), for all
sufficiently smooth v ∈ V and u ∈ U.
Under the additive decomposition, the exact variational equation for u¯ is
`(v¯ + v′, u¯+ u′) = (v¯ + v′, f), ∀ v¯ ∈ V¯,∀ v′ ∈ V′. (2.100)
For disjoint V¯ and V′, v¯ and v′ are linearly independent and (2.100) splits into two expressions
(i.e. u is tested independently by functions in the two, disjoint subspaces of V)
`(v¯, u¯) + `(v¯, u′) = (v¯, f), ∀ v¯ ∈ V¯,
`(v′, u¯) + `(v′, u′) = (v′, f), ∀ v′ ∈ V¯.
Application of integration by parts, namely a(v, u) = (L∗v, u) (assumed valid ∀ v ∈ U, v ∈ V),
gives
`(v¯, u¯) + (L∗v¯, u′) = (v¯, f), ∀ v¯ ∈ V¯, (2.101a)
(L∗v′, u¯) + `(v′, u′) = (v′, f), ∀ v′ ∈ V¯. (2.101b)
For Π′ the L2 projection onto V′, equation (2.101b) maybe written
Π′Lu′ = −Π′ (Lu¯− f) , in Ω,
u′ = 0, on Γ.
(2.102)
Solving this problem for u′ as a function of u¯ enables its elimination from (2.101a) to give a
problem for the coarse scales u¯. The problem (2.101a) can be solved by the introduction of
a Green’s function for the dual problem inferred by L∗, given by
Π′L∗g′(x, x′) = −Π′δ(x− x′), ∀ x ∈ Ω,
g′(x, x′) = 0, ∀ x ∈ Γ.
(2.103)
The fine scale solution can then be expressed as follows
u′(x′) = −
∫
Ω
g′(x, x′)(Lu¯− f)(x) dx, (2.104)
which, written in terms of an integral operator G′, is
u′ = G′(Lu¯− f), (2.105)
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which demonstrates the fine scales u′ are driven by the residual of the coarse scales, Lu¯− f .
Substitution of this solution for the fines scales (2.105), into (2.101a) yields an equation for
the resolvable solution u¯
`(v¯, u¯) + (L∗v¯, G′(Lu¯− f)) = (v¯, f), ∀ v¯ ∈ V¯,
where (L∗v¯, G′(Lu¯− f)) = −
∫
Ω
∫
Ω
(L∗v¯(x′)g′)(x, x′)(Lu¯− f)(x) dx dx′. (2.106)
This results in an exact equation for the coarse scales and highlights that the fine scales (as
defined herein) have a non-local effect on the coarse scales.
Hughes et al. (1998) state that the method presented above has limited application due to
the smoothness requirements made (appropriate to spectral or Fourier methods, for example).
A sufficient generalisation is made in Hughes et al. (1998) that is suitable as a basis for
finite element methods. This is explored here in application to the advection-diffusion-
absorption equation (2.15) with homogeneous Dirichlet boundary conditions. Under the
additive decomposition, the weak form (2.21) becomes
a(v¯+ v′, u¯+ u′) + c(a; v¯+ v′, u¯+ u′) + (v¯+ v′, σ u¯+ u′) = (v¯+ v′, s) + (v¯+ v′, q)ΓN , (2.107)
which, since V¯ and V′ are linearly independent, splits into the two problems
a(v¯, u¯) + c(a; v¯, u¯) + (v¯, σ u¯) + a(v¯, u′) + c(a; v¯, u′) + (v¯, σ u′)︸ ︷︷ ︸
†
= (v¯, s), ∀ v¯ ∈ V¯,
(2.108a)
a(v′, u′) + c(a; v′, u′) + (v′, σ u′) + a(v′, u¯) + c(a; v′, u¯) + (v′, σ u¯) = (v′, s), ∀ v′ ∈ V′,
(2.108b)
where (2.108a) governs the coarse, resolved scales and (2.108b), the fine, unresolvable scales.
In order to find an equation for u¯, an analytical solution to u′ as a function of u¯ is sought from
(2.108b) which can then be substituted into (2.108a) to eliminate its explicit dependence on
u′. In (2.102) above, the Green’s function solution (2.103) introduced to give an exact solution
to the fine scale problem, (2.105). This solution belongs to an infinite dimensional subspace
(of U) and is non-local (evident from (2.106)). In order to localise the fine scale problem,
an assumption is made to tie the solution on finite element boundaries by the homogeneous
condition u′ = 0. Under this assumption the non-local effect of the unresolved scales on the
resolved scales is then confined within individual elements. The Euler-Lagrange equation
corresponding to the fine scale problem over an element interior is
Π′Lu′ = −Π′ (Lu¯− s) , in Ωe
u′ = 0, on Γe
 for, e = 1, 2, . . . , ne. (2.109)
The assumption made here amounts to assuming that unresolvable, fine scale behaviour exists
within each element, but not on element boundaries. Up to this assumption (2.109), the effect
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of the unresolved, fine scales on the resolvable coarse scale behaviour is exactly accounted for.
Hughes (1995) focuses on this class of subgrid scale models, and highlight that models which
do not make this restriction are also possible, of which a rigourous development is made in
Codina (2000b).
In a similar manner to (2.103) above, a Green’s function solution to the dual problem is
introduced
Π′L∗g′(x, x′) = −Π′δ(x− x′), ∀ x ∈ Ωe
g′(x, x′) = 0, ∀ x ∈ Γe
 for, e = 1, 2, . . . , ne. (2.110)
where g′ is sought over finite element interiors. Denoting Ge′ the sub-element Green’s
function, this gives the solution
u′(x′) =−
∫
Ωe
g′(x, x′)(Lu¯− s)(x) dx,
= Ge′(Lu¯− s). (2.111)
The corresponding integration by parts used in the development of (2.101) is expressed in
full by Donea and Huerta (2003) in an advection-diffusion-absorption system, in particular
for the term (†) of (2.108a), such that
a(v¯, u′) + c(a; v¯, u′) + (v¯, σ u′) =
ne∑
e=1
∫
Ωe
(−a · ∇v¯ −∇ · (ν∇v¯) + σv¯)u′ dΩ
=
ne∑
e=1
(L∗(v¯), u′)Ωe , ∀ v¯ ∈ V¯, u′ ∈ U′, (2.112)
which substituted in (2.108a) for the term (†) gives
a(v¯, u¯) + c(a; v¯, u¯) + (v¯, σ u¯) +
ne∑
e=1
(L∗(v¯), u′)Ωe = (v¯, s), ∀ v¯ ∈ V¯. (2.113)
Using the sub-element Green’s function solution for the fine scale (2.111) in the above equation
(2.113), gives the problem for the coarse scales
a(v¯, u¯) + c(a; v¯, u¯) + (v¯, σ u¯) +
ne∑
e=1
(L∗v¯, Ge′(Lu¯− s))Ωe = (v¯, s), ∀ v¯ ∈ V¯. (2.114)
Note that (2.114) is of a similar form to the expression of residual based stabilisation given
in its general form in (2.76). Written in the predominant notation of this section, (2.76)
becomes
a(v¯h, u¯h) + c(a; v¯h, u¯h) + (v¯h, σ u¯h) +
ne∑
e=1
(Pv¯h, τ(Lu¯h − s))Ωe = (v¯h, s). ∀ v¯ ∈ V¯. (2.115)
Hence the variational multiscale method provides the framework to introduce residual
based, consistent stabilisation. Moreover, the sub-element Green’s function provides an
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exact subgrid model. Stabilisation is achieved through a subgrid scale modelling concept
encapsulated by the approximation to the sub-element Green’s function (G˜e′ ≈ Ge′) —
i.e. stabilised methods are identified as approximate subgrid scale models. Practical
approximation involves a localisation of the Green’s function. This is demonstrated in Hughes
(1995) for the bubble function method, which give rise to an approximate Green’s function
in the subgrid scale model.
This section has demonstrated how stabilised methods can be constructed that are
equivalent to methods based on element Green’s functions, which Hughes (1995) shows are in
turn are equivalent to methods developed from the residual-free bubbles concept. Also noted
is that there are certain stabilised methods (including SUPG and GLS) that precede the
development of this framework and, strictly speaking, are not equivalent to these concepts.
Varitational multiscale method
(eliminates fine scales) Boundary value
problem for the
coarse scales
Approximation of
the sub-element
Green’s function
Boundary value 
problem exhibiting
multiscale behaviour
Stabilised
method
A-posteriori
error estimation
Stable and accurate
numerical method for 
the coarse scales
Model for
coarse scales  
( )effect of the fine scales on the coarse scales correctly accounted for
( )characteristic mesh length is small compared with coarse scales
Galerkin method( )characteristic mesh length is small compared with coarse scales
Galerkin method
( )incorporates effects of fine scales on coarse scales
Residual free bubbles
for which Galerkin
performs badly( )
( )poor stability - effect of fine scales on coarse scales not accounted for
Numerical method
Figure 2.11: An interpretation of diagrams that appear in Hughes and Stewart (1996) and
Brezzi et al. (1997) which illustrates the variational multiscale method as a framework for the
construction of subgrid scale models and effective numerical methods for partial differential
equations exhibiting multiscale phenomena. It provides a physical context for understanding
methods based on residual-free bubbles and stabilised methods. Further details of each of
the approaches shown are given in Hughes and Stewart (1996).
2.3.12 Algebraic subgrid scale
One of the simplest approximations to the solution of (2.109) is to assume that
τ = −G˜e′ ≈ Ge′, (2.116)
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or, equivalently
u′ = −τ (L(u¯)− s) , (2.117)
on element interiors. Substitution of this approximation (2.117) into (2.114) gives the coarse
scale problem
a(v¯, u¯) + c(a; v¯, u¯) + (v¯, σ u¯) +
ne∑
e=1
τ(−L∗v¯, Ge′(Lu¯− s))Ωe = (v¯, s), ∀ v¯ ∈ V¯. (2.118)
Which, on comparison with the general stabilised form (2.115), corresponds to a stabilisation
given by
P(v) = −L∗(v). (2.119)
This method is first introduced in Franca et al. (1992) (by a study of the individual terms in
the stabilisation operator P with particular attention to their sign) and is identified as the
‘algebraic subgrid scale’ (ASGS) method by Codina and Blasco (2000). Derivation by the
variational multiscale method is discussed and performed in Hughes (1995) and Hughes and
Stewart (1996).
These references also present results of this stabilising method. In the case of advection-
diffusion-absorption with a uniform source of the form (2.85), Donea and Huerta (2003)
show results very similar to the SUPG and bubble methods presented in figure 2.8. The
stabilisation operator involves the adjoint, L∗, and by the same rationale used in §2.3.7, the
Galerkin term is weighted by 1 − στ times that in the SUPG method and thus has less
influence compared to that in GLS and SUPG methods.
2.3.13 The stabilisation parameter τ
A careful specification of the stabilisation parameter τ is crucial if a stabilisation method of
the form (2.76) is to act optimally (i.e. the parameter τ , equals its optimal value of τopt).
τ < τopt ⇒ oscillatory dispersive behaviour,
τ = τopt ⇒ optimal behaviour,
τ > τopt ⇒ overly diffuse behaviour,
The issue of multi-dimensional transport, where τ is necessarily a coefficient matrix, was
addressed in §2.3.4. This was studied initially in the SUPG method of Brooks and Hughes
(1982) . Higher order interpolants (i.e. m > 1 for Pm) also demand another degree of variation
in τ . This is introduced for one-dimensional quadratic elements in Donea and Huerta (2003).
A further degree of difficulty in the specification of τ is introduced in the stabilisation of
coupled, possibly non-linear systems.
Convergence is affected by the asymptotic behaviour of τ and the influence of the
parameter, and hence the stabilising term, should diminish as the mesh is refined. The
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structure of the stabilisation coefficient as a function of the discretisation (mesh size, h)
and physical parameters (e.g. advective velocity, a, diffusivity, ν, and reaction, σ) can be
determined by an error analysis. This is effectively performed in §2.3.1 for linear, one-
dimensional advection-diffusion to achieve nodally exact results, or superconvergence, with
τ specified by (2.80). This is also presented for two dimensions with (2.55). Extension
to quadratic interpolants is possible (see Donea and Huerta (2003)), but is not feasible in
higher dimensions or in more generalised systems such as that presented by (2.34). A local
truncation error analysis performed by Shakib et al. (1991) leads to second- and fourth-order
accurate formulae for coupled systems. In the case of simple one-dimensional transport these
have the explicit forms
τ =
(
2a
h
+
4ν
h2
+ σ
)−1
=
h
2a
(
1 +
1
Peg
+
h
2a
σ
)−1
, (2.120a)
τ =
((
2a
h
)2
+
(
4ν
h2
)2
+ σ2
)−1/2
=
h
2a
(
1 +
(
2ν
ah
)2
+
(
hσ
2a
)2)−1/2
. (2.120b)
An algebraic analysis performed by Codina (2000b) leads to an alternative definition of τ .
A number of other definitions have been proposed and tested — see for instance Tezduyar
and Ganjoo (1986) for scalar equations and more recently Tezduyar and Osawa (2000) for
Navier-Stokes and Akin and Tezduyar (2004) for higher order interpolants. A general multi-
dimensional coupled system is described by the canonical form (2.34).
Hughes (1995) expresses τ in terms of the element Green’s function
τ =
1
meas(Ωe)
∫
Ωe
∫
Ωe
g′(x, x′) dx dx′, (2.121)
and notes that τ has the effect of converting two-point (non-local) correlations to single-point
(local) correlations.
2.3.14 Petrov-Galerkin schemes for tracer transport: The idealised
Stommel ocean circulation gyre
Pure advective transport of a Gaussian hill anomaly in a tracer field is considered through
a Stommel (1948) gyre. The flow field is the solution for a wind-driven boundary intensified
basin circulation in a homogeneous ocean with a linearised bottom friction and horizontal
pressure gradients caused by a variable surface height and Coriolis force (linearised by a
β-approximation), governed by
∂u
∂t
+ (f + βy)ez × u = −g∇η − γu+ τ
η
ρh
, (2.122a)
∂η
∂t
+∇ · (hu) = 0, (2.122b)
u · n = 0 on Γ, (2.122c)
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where the wind stress is specified by the simple functional form, τη = −τη cos(piy/L),
following the study of Stommel (1948). The unit vector, ez is orthonormal to the unit vectors
ex and ey of the coordinate directions x and y respectively (i.e. ez = ex× ey). A solution to
this system, given by Stommel (1948), is governed by the volume transport streamfunction
Ψ(x, y) =
τηL
piγρh
sin
(piy
L
)
(pexR+ + qexR− − 1), for x, y ∈ [0, L]. (2.123a)
The arguments and amplitudes of the exponential functions are given by
R± =
γ
2β
(
−1±
√
1 + 4pi2 (γ/β)2
)
, (2.123b)
q = 1− p, (2.123c)
p =
1− eLR−
eLR+ − eLR− . (2.123d)
The amplitude of the wind stress is denoted by τη = 10−1Nm−2, the bottom drag frictional
coefficient by γ = 10−6s−1, fluid density by ρ = 103kg m−3, fluid layer depth is the constant
h = 2.0 × 102m, the Coriolis parameter by f = 10−4s−1 and its first-order y-derivative
(latitudinal) by β = 10−11m−1s−1. The streamfunction Ψ, is illustrated in the square L× L
basin domain in figure 2.12a, together with the passive tracer Gaussian hill anomaly specified
by
s(x, y) = exp
(
−(x− 2L/3)
2 + (y − L/3)2
2(2L/25)2
)
. (2.124)
The parameters of Stommel (1948) are faithfully replicated in Hecht et al. (1995) and
subsequent papers Hecht et al. (2000) and Hecht (2005). This study follows the specification
of Hanert et al. (2004) and Hanert (2004) in the more idealised square basin geometry of side
L = 106m. The mesh over which the simulations are made is presented in figure 2.12b. Note
that unlike Hanert et al. (2004), this mesh is isotropic and homogeneous and hence the effect
of the Western boundary should be further pronounced. In this manner comparisons to the
performance in other parts of the domain can be made. Hecht et al. (1995) study both a
regular and ‘stretched’ cases, the latter of which is seen to dramatically improve results. Hecht
et al. (2000) rework the case initially studied in Hecht et al. (1995) by rotating the domain
so that it lies 45 ◦ to the two principal grid axes to produce ‘a better, more discriminating
test problem’. The alignment with grid axis is not an issue in this and the case presented in
Hanert et al. (2004), where unstructured meshes is employed. Note also that simulations were
actually made in 3D, a pseudo two-dimensional domain one element thick in the z-coordinate
direction.
The velocity field is derived through differentiation of the streamfunction
u = (u, v) =
(
∂Ψ
∂y
,−∂Ψ
∂x
)
, (2.125)
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Figure 2.12: (a) The flow streamfunction (which induces clockwise transport) and initial
tracer distribution with concentration labelled. (b) The unstructured (but isotropic and
uniform) mesh used for the Gaussian hill transport simulation in an idealised Stommel gyre.
This mesh contains 30 elements along the horizontal boundaries and is one element thick,
giving a total of 3046 nodes (effectively 1523 in two dimensions).
and its magnitude is presented in the contour plot of figure 2.13a. The flow field represents
the intense crowding of streamlines near western borders of the ocean, a characterising feature
of general oceanic wind-driven circulation. The Gulf Stream, the Kuroshio, and the Agulhas
Current are examples of this phenomena. On the western boundary, the streamlines converge
to form a boundary layer with a width of the order γ/β = 100km, through which the entire
tracer anomaly must pass (shown in figure 2.13a). Velocities in this region are approximately
an order of magnitude greater than typical velocities throughout the rest of the domain, as
illustrated in figure 2.13b.
A reference solution, that is unaffected by grid resolution, can be obtained through a
fourth-order Runge-Kutta integration of the analytic velocity field to find the departure
point corresponding to each arrival point on the grid. In the case of pure advection, the
concentration of the passive tracer at this initial position is equal to the final value at the
arrival point. The existence of an analytical solution to this transport problem make it a
particularly useful test case. An alternative would be to subsequently run the simulation
in reverse and make a comparison to the initial state. Note that the reference solution in
the results presented in figure 2.14, titled ‘fine mesh’, are not calculated in this manner, but
present a GLS solution on a finer mesh (of four-times the resolution).
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Figure 2.13: (a) Contours of the magnitude of velocity in the flow determined by the
streamfunction Ψ, given in (2.123a). (b) Magnitude of velocity along the x coordinate for
y = 500km presented in blue and the latitudinal average of the magnitude of velocity plotted
in dashed red. Minimum and maximum latitudinal magnitude of velocities are labelled with
plus and cross signs respectively. Note that the flow speeds are either minimum or maximum
over the latitudinal range along the bisector, y = 500km.
The stabilisation methods SUPG and GLS are compared to a standard Galerkin and
a fine mesh result in figure 2.14. A Crank-Nicolson timestepping scheme is employed to
give second-order accuracy in time. Although implicit schemes do not require adherence
to the CFL condition, this is used as a guide to determine the timestep in order to limit
errors introduced by the timestepping algorithm. Simulations were made with a timestep
of 2.5 × 104s which gives a maximum Courant number of approximately 0.75. In the fine
mesh simulation the timestep was reduced to 2.5 × 103s to maintain compliance with the
condition. It is clear from figure 2.14 that continuous P1 elements with no stabilisation
suffer significantly in the western boundary, where there is a large change of scales in the flow
and the transport process becomes under-resolved. These Galerkin results concur with those
of Hanert et al. (2004). SUPG, and then GLS lead to (what appear to be) better results,
although a more detailed analysis is required. The work cited above involving this test case
make comparisons in a variety of norms, including the minimum/maximum error, L1 and L2
errors, the variance and the Total Variation.
Another aspect to remark on is that GLS is thought to give the same stabilising effect
as SUPG in solely advection-diffusion problems for P1 elements, except here it appears to
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Fine meshGLSSUPGGalerkin
Figure 2.14: Snapshots of the simulated tracer field after 2×106, 3.5×106, 7×106 and 1×107s
(400 timesteps) respectively for pure advection with the Galerkin, Streamline-upwind Petrov-
Galerkin (SUPG), Galerkin least-squares (GLS) and a fine-mesh result. There are 10 isolines
representing values of the tracer field linearly between (and including) 0.01 to 1.0. Tracer
concentrations below 0.01 are ignored in these contour plots. Note the data was produced by
the Fluidity code.
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Figure 2.15: The tracer field in a separate gyre simulation to those presented in figure 2.14.
This simulation was run on the code Festa with the same parameters given above, except on
a structured mesh with 60 elements a side, a strictly two-dimensional domain and a timestep
of ∆t = 1.25× 104. Note that the tracer field has been projected in the z-coordinate.
have a greater effect in minimising non-physical oscillations. Figure 2.15 shows the same case
implemented in the Festa code. Future work will examine SUPG, GLS and new stabilisation
methods in this framework.
2.3.15 Non-linearity in subgrid scale representation
Discontinuities may occur in the solution of both linear and non-linear transport problems.
An example of one such problem is introduced in §2.3.15.2 where discontinuous data are
prescribed on inflow boundaries. If a diffusion process is present these discontinuities are
spread over an internal layer of width proportional to
√
ν (see §2.2.5). If this layer is not
resolvable, or the problem is of pure advection (which introduces internal discontinuities),
non-physical oscillations will occur, localised in the vicinity of the sharp gradient. This is
illustrated in figure 2.16 for a simple diffusion-reaction problem. The discontinuity in the
y-coordinate direction cannot be resolved, however fine the mesh is refined, and gives rise to
Gibbs oscillations across the jump. Petrov-Galerkin methods have been developed to damp
spurious oscillations, particularly near solution features that appear discontinuous for a given
mesh, optimally designed to minimise the dispersive error while simultaneously introducing
selective dissipation to dampen high frequency waves. One example for transient problems,
introduced by Raymond and Garder (1976), is slightly more dissipative than the standard
Galerkin method, while possessing greater phase accuracy. This selective dissipation allows
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Figure 2.16: (a) A diffusion-reaction problem, where the coefficient of diffusivity is of unit
magnitude, ν = 1, in the x-coordinate direction only and absorption is given by, σ = 10.
The initial condition is a square hat function located in the centre of the domain with a
side length of 0.4. The presented result is after the 12th timestep, where ∆t = 10−3 and
hence t = 1.2× 10−2. The simulation is made over a mesh with a structure of that shown in
figure 2.18b with 500 elements a side (with approximately 2.5 × 105 nodes). Note that the
tracer field has been projected in the z-coordinate. Linear cuts at x = 0 and x = 0.5 are
plotted in (b).
for the control of high frequency oscillatory waves, with no effect on low frequency long
waves (associated with the solution of the shallow-water equations, for example). There
are however, instances when a Petrov-Galerkin scheme can be less dissipative than a pure
Galerkin method (and less accurate), specifically this can occur when the Courant number is
less than 1. In both cases undershoots develop at the base of the discontinuity, but the Petrov-
Galerkin scheme can act to amplify such oscillations. This is demonstrated heuristically in
Bradford and Katopodes (2000). They note that this fact is not revealed by a Fourier analysis
performed on the semi-discrete equations or in the analysis of the fully discrete case for the
kinematic wave equation, in which it has been shown that a Petrov-Galerkin scheme is at least
as dissipative as a standard Galerkin method for all wave frequencies and Courant numbers.
2.3.15.1 Monotonicity-preserving schemes
Undershoots may violate a physical constraint, such as positivity for instance. This can
be avoided by designing a scheme that preserves monotonicity of the solution to ensure
non-oscillatory, or monotone numerical behaviour near strong solution gradients, and thus
obtain physically correct results. Godunov’s theorem states that any linear scheme that
is greater than first-order accurate will not preserve the monotonicity of the solution (see
for example, Hirsch (1989)). Standard Galerkin and higher order accurate Petrov-Galerkin
methods will thus not preserve monotonicity. Bøe (1993) has derived monotonicity conditions
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for the finite element solution of the quasi-linear advection-diffusion equation. Bradford
and Katopodes (2000) present a consideration of monotonicity preserving Petrov-Galerkin
methods, where links are made to existing schemes such as the high-resolution, total variation
diminishing (TVD) finite volume method for example (note TVD ⇒ TV(un+1) ≤ TV(un),
where TV =
∑
j
|uj+1 − uj |, see Harten (1997)). The conclusions made by Bradford and
Figure 2.17: Linear and non-linear schemes compared in the advection of a Heaviside function.
A reproduction of a figure published in Bradford and Katopodes (2000).
Katopodes (2000) are highlighted by the solutions of figure 2.17. The Galerkin solution is of
the same form as the upwind edge of the top-hat function in figure 2.1a. The ‘Upwind’ method
(equal to the full upwind method discussed in §2.3.1) maintains monotonicity of the solution
and no over- or undershoots are observed. It is, however, overly smoothed and the solution
will become smeared as time evolves. This is due to the leading order diffusive term in the
modified equation, ut + aux = ah/2 (1 − ka/h)uxx (cf. §2.2.7.1). Similar behaviour occurs
with the Lax-Friedrichs and other first-order accurate methods. With regard to second-order
schemes, such as those discussed in §2.2.7.1, these exhibit a dominating phase error controlled
by third-order derivative terms due to the time discretisation, which increases with the square
of the time step. The schemes are spatially fourth-order accurate (see, for instance, Donea
and Huerta (2003)).
When a lumping of the mass matrix is made, the phase error of explicit schemes decreases
as the Courant number increases. Note, however, that this has no effect on the implicit
Crank-Nicolson scheme. Bøe (1993) demonstrated that mass lumping is needed to preserve
monotonicity. The SUPG method of Raymond and Garder (1976) is plotted in figure 2.17,
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and following Godunov’s theorem, produces both under- and overshoots. Lumping eliminates
undershoots in the solution by removing the mixed space-time derivative. This leaves the
artificial diffusion term, which leads to an overly smeared solution, near to the extent of the
first-order upwind scheme.
Higher order linear schemes, whilst more accurate in smooth regions, are not TVD and
by Godunov’s theorem do not preserve monotonicity. On the other hand, TVD methods
(which includes monotonic-preserving schemes) eliminate spurious oscillations, but are also
at most first-order accurate and introduce a large amount of dissipation. These problems are
overcome by high resolution methods, which are effectively a non-linear combination of the
above two method types. A high-order scheme is applied, but modified to increase the amount
of numerical dissipation in the neighbourhood of discontinuities with the aim of reproducing
the TVD property. This scheme is described by
un+1j = u
n
j −
C
2
(unj+1 − unj−1) +
C2
2
(unj+1 − 2unj + unj−1) + ∆tQ′,
where Q′ is the artificial viscosity added to the high-order method, which here is Lax-Wendroff
(essentially Backward-Euler with an additional diffusive term to give second-order accuracy),
and is given by
Q′ = Q
[
unj+1 − 2unj + unj−1
]
= Q(un; j)[unj+1 − unj ]−Q(un; j − 1)[unj − unj−1],
where Q depends on a finite set of values of un, through which the non-linear response is
applied. More generally, for a conservation law
∂uj
∂t
+
1
∆x
[F (u; j + 1/2)− F (u; j − 1/2)] = 0,
for flux function, F . In a high resolution method the flux function is modified to the
combination of a high-order flux, FH(u; j) and an additional artificial viscosity,
F (u; j) = FH(u; j)−∆xQ(u; j)(uj+1 − uj). (2.126)
The function Q is designed to introduce enough dissipation to preserve monotonicity whilst
avoiding unnecessary smearing (and is a non-linear term). In practice Q is too difficult
to determine reliably and better schemes are developed when (2.126) is recast into more
physically intuitive components. The flux-limiter approach is one of the most common and is
a technique for hybridising a low order (typically monotone) flux, FL(u; j) and a high-order
flux, FH(u; j) such that the scheme reduces to FL near discontinuities and FH in smooth
regions. The high-order flux is viewed as consisting of the low-order flux plus a correction
(termed the antidiffusive flux in FCT), such that
FH(u; j) = FL(u; j) + [FH(u; j)− FL(u; j)] .
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The magnitude of this correction is limited depending on the data, so the flux becomes
F (u; j) = FL(u; j) + Φ(u; j) [FH(u; j)− FL(u; j)] , (2.127a)
= FH(u; j)− (1− Φ(u; j)) [FH(u; j)− FL(u; j)] , (2.127b)
where Ψ(u; j) is the limiter (not necessarily restricted to lie in [0, 1]). (2.127b) illustrates
the flux in the form of an additional viscosity given in (2.126). Flux-corrected transport
(FCT) methods discussed previously are examples of flux-limiter methods (see also Thuburn
(1996)). Sweby (1984) derived algebraic conditions on the limiter function which guarantee
second-order accuracy and the TVD property.
The Superbee limiter maintains second-order accuracy and TVD for all data and its
development as a Petrov-Galerkin method is made in Bradford and Katopodes (2000). The
scheme is effectively implemented through the framework of (2.76), where the non-linear
stabilisation is introduced through the parameter τ . Figure 2.17 shows this method has
damped all oscillations while maintaining the sharpness of the discontinuity. Note also
that this method increases the spatial stencil from three to five nodes, which allows for the
discrimination between numerical and physical extrema. This also applies to the new fourth-
order PG method presented in §7, where two differing stencil sizes for the approximation of
a second-order operator are employed.
Bradford and Katopodes (2000) demonstrate that the addition of a subroutine to compute
non-linear averages of data to achieve a monotone PG method can be constructed to capture
discontinuities sharply without the numerical oscillations of the standard SUPG method.
This approach, however, requires mass lumping and the use of fully explicit timestepping,
and is hence only stable for C ≤ 1. An enlarged stencil incurs further computational
expense and problems implementing boundary conditions. The extension of the method
to multi-dimensions is also not straightforward due to differences in stencil configurations
(although this could be overcome with an application through the weighting functions). Hecht
(2005) emphasise flux-limiting algorithms are expensive, and whilst desirable, are not always
essential for the transport of density or its constituents.
Non-linearity is added to an SUPG method applied to radiation transport in Pain et al.
(2006a) and Pain et al. (2006b) for steady and transient problems. Discontinuity capturing
terms are added to the SUPG method in Hughes et al. (1986c) and give better resolution of
sharp boundary layers, eliminating under- and overshoots.
2.3.15.2 Transport skew to the mesh
This problem is useful in illustrating the excessive crosswind diffusion which results in the
application of early stabilisation methods such the addition of balancing diffusion to multi-
dimensional systems. The unit square domain and boundary conditions are illustrated in
figure 2.18a. The flow velocity is constant, |a| = 1, and unidirectional, acting skew to the
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Figure 2.18: (a) The domain and boundary condition specifications for transport problems
with an advective velocity skew to the principal axes. (b) A structured mesh of 10 × 10
equal-sized linear elements.
mesh at an angle of 30 ◦ to the x-axis. The coefficient of diffusivity is 10−4 which corresponds
approximately to a grid Pe´clet number of 5×102. A discontinuity exists in the inlet boundary
conditions at y = 0.2.
Advection acting in a direction aligned to mesh element boundaries (uniformly, across the
domain - see figure 2.2a) can effectively be reduced to a one-dimensional problem, where it is
possible to generate a nodally-exact solution. Advection skew to the mesh is more difficult to
represent accurately (see also §2.2.8.3) and combined with the input of a discontinuity makes
for a challenging two-dimensional problem. This problem appears in several comparative
studies of the effectiveness of stabilised methods in the modelling of advection-dominated
flows, notably Hughes et al. (1986c) who presents results of an SUPG scheme supplemented
with discontinuity-capturing schemes, and Franca et al. (1992) which examines Galerkin,
SUPG and GLS stabilisation methods with linear and biquadratic interpolations. Two
types of downwind boundary conditions are considered and results for each with a Galerkin
discretisation are presented in figure 2.19 (see also Donea and Huerta (2003) for solutions
on a 10 × 10 element mesh). When natural boundary conditions are applied, given the
elevated value of the grid Pe´clet number, the problem is strongly advection dominated, close
to a purely advective case (although without jumps orthogonal to flow characteristics —
see §2.2.5). The discontinuity in the data at the inflow boundary is propagated into the
domain, creating an internal layer of width proportional to
√
ν = 10−2, which is five times
smaller than the resolvable scale for the given mesh. The solution for the Galerkin method
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Figure 2.19: Galerkin solutions of advection-diffusion skew to the mesh for both, (a)–(b)
natural, and (c) homogeneous essential downwind boundary conditions. Note the extrema of
(c) reach a concentration of approximately 3.25.
is presented in figures 2.19a–b and as expected it is not satisfactorily able to resolve the
discontinuity, exhibiting spurious oscillations. The addition of a balancing diffusion (not
shown here) improves stability but over-dampens the solution, introducing an excess of
crosswind diffusion. SUPG yields a significantly improved result with less crosswind diffusion.
A more challenging case imposes a homogeneous boundary condition on the outlet portion
of the boundary (marked by a dashed line in figure 2.18a). The solution now has a thin
boundary layer of approximate thickness 10−4 (Pe´clet numbers in x and y directions are
cos 30 ◦/10−4 = 5
√
3× 103 = 8.67× 103 and sin 30 ◦/10−4 = 5× 103 respectively, which leads
to the boundary layer widths of 1.15× 10−4 and 2.0× 10−4) which is 500 times smaller than
that resolvable. The Galerkin solution presented in figure 2.19c is wildly oscillatory and bears
no similarity to the solution. Franca et al. (1992) similarly find Galerkin performs poorly for
a 20 × 20 element mesh with both P1 and P2 interpolants, but present stable results where
an SUPG, GLS or ASGS stabilisation has been applied (for which the effect is practically
identical in this case).
Note that this arrangement is also useful in the consideration of reaction- and mixed
advection-reaction dominated problems. This problem has similarities to the extreme case of
advection across mesh elements examined in §2.2.8.3.
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Chapter 3
The inner element subgrid scale
model for stabilisation of the
advection-reaction-diffusion
equation
Synopsis
A new subgrid scale (SGS) approach for modelling the transport of tracers is
presented. The inner element method is derived from subgrid scale modelling
concepts and, like the variational multiscale method and bubble enrichment
techniques, explicitly aims to capture the important under-resolved fine scale
information. It is a residual-based stabilised Galerkin finite-element method
for general scalar transport. Results from a consideration of the advection-
absorption-diffusion equation are presented here. The description of the model is
generic and lays the foundations for future applications to radiation transport in
the discretisation of the Boltzmann transport equation and momentum transport
in the incompressible Navier-Stokes equations which are covered in the following
chapters.
A paper based on the work described in this chapter
is in preparation (Candy et al., 2008b).
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3.1 Introduction
Petrov-Galerkin methods which modify the test functions in a Galerkin formulation offer a
technique to introduce stabilisation in a consistent manner. This ensures that the solution
of the resultant variational formulation is necessarily a solution to the original physical
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variational problem.
The Galerkin method employing standard finite elements is not a robust approach for
the numerical modelling of transport problems exhibiting multiscale behaviour in the form of
localised phenomena such as interior and boundary layers. A recent (in the last fifteen years)
contribution to this field is the technique of supplementing the finite element basis function
space with bubbles. These are functions, typically higher-order polynomials, defined in the
interiors of finite elements which vanish on element boundaries. Application of the method
involves the decomposition of the solution of a given boundary value problem into the sum
of a coarse-scale and fine-scale component. The coarse-scale response, that is the resolvable
part of the solution for the given mesh, is represented by the classical Galerkin method, while
the bubble functions take care of the fine-scale solution.
The stabilising effect of bubbles applied to the discretisation of transport processes is
similar to that of added diffusion methods. Baiocchi et al. (1993) were the first to point out
that the enrichment of the finite element space by polynomial bubble functions results in
a stabilisation procedure that is formally similar to SUPG and GLS for advection-diffusion
problems. The form of the additional stabilisation term depends wholly on the form of
the bubble function space and the authors place emphasis on the form of the resulting
perturbation term. This is termed the concept of ‘virtual bubbles’, where in practice, one
might implement the perturbation directly, whilst knowing there exists a set of bubbles
that produce such a perturbation. Through this enrichment of the basis function space
a corresponding element-wise weighting function is introduced. The extra element-wise
equations can be effectively eliminated from the equation sets resulting in a Petrov-Galerkin
approach.
Hughes (1995) has shown bubble functions are approximations to the element Green’s
function, which would be the ‘ultimate bubble’ providing an accurate solution to the subgrid
problem. Hughes (1995) comments that, in practice, the quality of the approximation is
very often poor. The reason for this is that polynomial bubbles are usually not a good
representation of the subgrid scale phenomena of interest (e.g. sharp layers, discontinuities,
etc.).
A new subgrid model inspired by the bubble enrichment method is proposed, with specific
aims of accurately modelling transport terms (providing an accurate localisation of internal
or boundary layers, for example). The new idea is not strictly in the class of bubble function
methods since the added function space does not necessarily restricted by a homogeneous
boundary condition on element boundaries. It is more general in its description, and the
bubble function approach is in fact a form of this new class of methods. Importantly,
the method is residual-based and hence offers a consistent discretisation. The crucial
improvement this method offers is additional support for subgrid phenomena across element
boundaries (a sharp gradient skew to the mesh, for example). When diffusion becomes most
dominant the formulation can locally collapse down to a bubble method, or even a standard
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Galerkin discretisation.
The role of the SGS model is illustrated in figure 3.1. The model provides a description of
the unresolved SGS phenomena which is used to improve the representation at an appropriate
level of detail demanded by the resolved scale. For a given mesh size, this results in an increase
in accuracy. Since the effect of the model is residual-based, the influence on the solution is
local, depending on local dynamics. This makes the method well suited for modelling over
inhomogeneous, anisotropic meshes and therefore models which simulate processes over a
wide range of scales.
The model easily extends to multi-dimensions. It will have its most significant impact
in this case, where processes are not necessarily aligned with the mesh. A two-dimensional
example with linear triangular elements and a linear subgrid scale space is presented in
figure 3.2.
Full physical solution
Standard numerical solution
Standard solution corrected
    with a SGS model
Figure 3.1: An illustration of the role of the subgrid scale model.
Subgrid scale model discontinuous inner
element basis functions
Standard continuous linear basis functions
Figure 3.2: The inner element model applied to two-dimensional linear triangular elements
(with a linear subgrid scale space).
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3.2 Problem definition
This section contains a definition of the general scalar transport equation. The problem is
considered over an open, bounded domain Ω ⊂ Rns where ns ∈ {1, 2, 3}. The boundary
∂Ω ≡ Γ, is assumed to be sufficiently smooth with a well-defined outward normal vector
denoted by n. The boundary Γ is partitioned into ΓD and ΓN such that ΓD ∪ ΓN = Γ and
ΓD∩ΓN = ∅. It is also assumed that the source term and boundary conditions are sufficiently
regular in order to ensure a regular solution is admitted.
3.2.1 Scalar transport equation
The general scalar transport equation, describing advective, absorptive and diffusive processes
acting on a scalar field u, is defined in conservative form below. Given a solenoidal advective
velocity field a : Ω × (0, T ) → R, a tensorial diffusivity ν : Ω × (0, T ) → Rns × Rns , an
absorptive term σ : Ω× (0, T )→ R, a source term s : Ω× (0, T )→ R, a Dirichlet boundary
condition prescribed on the portion of boundary ΓD such that uD : ΓD × (0, T ) → R, and
a Neumann flux boundary condition prescribed on the portion of boundary ΓN such that
uN : ΓN × (0, T )→ R, find the scalar quantity u : Ω¯× [0, T ]→ R such that
∂u
∂t
+ σu−∇ · τ = s in Ω× (0, T ), (3.1a)
τ = −au+ ν · ∇u in Ω× (0, T ), (3.1b)
u = uD on ΓD × (0, T ), (3.1c)
n · (−γau+ ν · ∇u) = q on ΓN × (0, T ), (3.1d)
u(x, 0) = u0(x) in ΓN , (3.1e)
where u = u(x, t) is the transported scalar quantity in the space-time domain (x, t) ∈
Ω× [0, T ] and τ = τ (u) is the flux associated with u. The indicator function γ characterises
flow conditions on the boundary and is specified by γ =
1
2
(1− sign (a · n)). It is therefore
equal to one on inflow boundaries (where a · n < 1), and zero elsewhere. This ensures
that boundary conditions are applied to the total flux τ on inflow boundaries, while only
the diffusive part is prescribed on outflow boundaries. In the absence of diffusion, it is only
necessary to impose conditions on inflow boundaries Γ− at which n · a < 0.
The following notation for the residual R : Ω¯ × [0, T ] → R and differential operator
L : Ω¯× [0, T ]→ R of equations (3.1a)-(3.1b) is also introduced
R(u) = L(u)− s, (3.2)
where, in the case of the system (3.1a)-(3.1b),
L(u) =
∂u
∂t
+ σu−∇ · τ . (3.3)
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This is discretised in time using a θ two level time stepping method to give the spatial
differential operator L : Ω¯→ R defined such that
L(un, un+1) :=
un+1 − un
∆t
+ σun+θ −∇ · τn+θ, (3.4)
where un+θ = θun+1 + (1− θ)un and the time level at which the transported scalar quantity
is evaluated is indicated by a superscript n or n+ 1.
3.3 Discretisation
3.3.1 The spaces of admissible functions
The space V, of test functions, contains those functions that satisfy the homogeneous essential
boundary conditions and are smooth enough for the integrals appearing in the variational
problem to be well-defined. It follows that if the operator L is of order 2n, then the trial
functions are required to have measurable derivatives of order 2n. The regularity requirements
on the test space V are only that v ∈ L2(Ω), the Lebesgue space of functions that are
square integrable over the domain Ω, i.e. L2(Ω) =
{
u : Ω→ R ∣∣ ∫
Ω
u2 dΩ <∞
}
. The
degree of continuity of the trial functions demanded by the solution u may be reduced by
n applications of Gauss’ divergence theorem to give the Galerkin form (Mitchell and Wait
(1977) and Courant and Hilbert (1953)), which has the minimum continuity requirements for
both test and trial spaces. For the second-order system (3.1), described above, only first-order
continuity is required
V :=
{
v | v ∈ H1(Ω), v = 0 on ΓD
} ≡ H1ΓD(Ω), (3.5)
where ΓD is the Dirichlet portion of the boundary and H1(Ω) ≡W1,2(Ω) is the the first-order
Sobolev space restricted to functions in L2. The explicit form of the Sobolev space H1(Ω) is
given by
H1(Ω) :=
{
u
∣∣∣ u ∈ L2(Ω), ∂u
∂xi
∈ L2(Ω), i = 1, . . . , ns
}
. (3.6)
The space of trial functions corresponding to the test space defined above by equation (3.5)
for a second-order operator is given by
U :=
{
u | u ∈ H1(Ω), u = uD on ΓD
} ≡ V⊕ {u˜D}, (3.7)
where the lifting function u˜D ∈ H1(Ω) is such that u˜ = uD on ΓD. For homogeneous
boundary conditions u˜ = 0, the trial and test spaces coincide V = U = H10(Ω) :={
u | u ∈ H1(Ω), u = 0 on ΓD
}
, otherwise U is a linear manifold (or affine space), translated
from Ω by the boundary’s inhomogeneity.
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3.3.2 Discretisation of the domain
Let Th(Ω) denote the partition of the domain Ω into ne disjoint open sub-domains Ωi 6= ∅
such that
Ω¯ =
ne⋃
i=1
Ωi and Ωi ∩ Ωj = ∅ for i 6= j, (3.8)
where ne is the number of elements in Ω. The notation Ω¯ denotes the closure of Ω. Each
sub-domain Ωi has a piecewise smooth boundary Γi = ∂Ωi, and h is a characteristic mesh
size, where diam(Ωi) ≤ h ∀Ωi ∈ Th(Ω).
3.3.3 Finite element description
A finite element in Rn is a triple (Ωe, P , Σ) defined (following Ciarlet (1980) and Brenner and
Scott (1994)) such that Ωe ⊆ Rns , a finite closed domain with piecewise smooth boundary
(the element domain), P ⊂ Hm, the finite element interpolating space, a finite-dimensional
space of functions over the closure of Ωe (the shape functions), and Σ is a set of linear forms
Nj on P , a basis for the dual space of P (the nodal variables, or degrees of freedom). The
(nodal) basis of P is given by the spanning set, {ψi}. The basis for its dual, Σ, is given
by {Ni}, such that Ni(ψj) = δij . The notation Pm is used to represent a space containing
interpolating functions of maximum order m ∈ N0.
The sub-domain Ω¯e and the patch
⋃
j∈Ωp
Ω¯j (where Ωp = {Ω¯f | Ω¯f ∩ Ω¯e 6= ∅} in the case of
a continuous linear Lagrange function space P ) are the support of the local shape functions
and global basis functions (note both are denoted Ni), respectively.
The interpolation spaces V and U for the test and trial functions respectively are defined
as
Vh :=
{
v
∣∣ v ∈ V, v|Ωe ∈ PmV (Ωe) ∀Ωe ∈ Th(Ω)} , (3.9a)
Uh :=
{
u
∣∣ u ∈ U, u|Ωe ∈ PmU (Ωe) ∀Ωe ∈ Th(Ω)} , (3.9b)
where mV and mU are the orders of the interpolating functions for the spaces Vh and Uh
respectively.
3.4 Inner element discontinuous Galerkin subgrid scale model
The full solution u, is decomposed into two components, ψ and φ
u = ψ + φ, (3.10)
where ψ represents the resolved scales and φ represents the subgrid scales. This separation of
scales is akin to the overlapping sum decomposition introduced in the variational multiscale
method of Hughes et al. (1998).
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The resolved scale solution, ψ lies in the standard continuous finite element function space
defined by (3.9b)
ψ ∈ U. (3.11)
The subgrid scale solution, φ is discontinuous and its discrete form, φh lies in an element-wise
defined discontinuous function space defined by
U˜h =
{
u | u ∈ L2(Ω), u|Ωe ∈ H1(Ωe), u|Ωe ∈ PmU˜ (Ωe), ∀Ωe ∈ Th
}
. (3.12)
Through the above definitions (3.7) and (3.12) of the trial spaces, the physical Dirichlet
boundary conditions have been imposed on U, the resolved scale space, and homogeneous
conditions (φ |Γe = 0) on the subgrid scale solution.
Approximations to the solutions ψ and φ are given by
ψh(x) =
∑
j
Nj(x)ψj , where Nj ∈ Uh, (3.13)
φh(x) =
∑
j
Qj(x)φj , where Qj ∈ U˜h. (3.14)
such that the spatial solution uh ∈ Uh, can be written as
uh(x) =
∑
j∈η\ηD
Nj(x)ψj +
∑
j∈η\ηD
Qj(x)φj +
∑
j∈ηD
Nj(x)uDj . (3.15)
In the strong enforcement of Dirichlet boundary conditions a distinction must be made
between the number of nodal points, np in the discretised domain and the number of nodal
unknowns, nu (per scalar field or component of a vector field). The notation of Hughes (2000)
and Hughes and Brooks (1979) is adopted and the set of global node numbers is denoted by,
η = {1, 2, . . . , np}. Furthermore, ηD ⊂ η denotes the subset of nodes lying on the Dirichlet
portion of the boundary, ΓD. It follows that the cardinal of η \ ηD is equal to nu.
The shape functions Ni form the basis for coarse scales which couple elements. The shape
functions, Qi form a basis for the fine scales, the subgrid scale model, which in this case is a
discontinuous Galerkin basis.
The test space associated with the resolved scale equations is defined in (3.5) and the
test functions are denoted Ni ∈ Vh, whilst in the case of the subgrid scale equations the test
space is identical to the trial space and contains the same functions, Qi ∈ U˜h.
The residual of the full solution (5.10), R(u) = L(ψ)+L(φ)−s, is weighted and integrated
over the whole domain for both the resolved and subgrid scale test functions. Here L is linear;
if the underlying problem is non-linear then L is assumed to be a linearisation of this. In the
case of the discontinuous test functions Qj ∈ U˜h, support is limited to individual elements
and hence integration can be performed on a per-element basis. limited to a single element,
Ωe. The general discretised variational problem reads: find uh = ψh+φh where ψh ∈ Uh and
3.4 Inner element discontinuous Galerkin subgrid scale model 93
φh ∈ U˜h, such that∫
Ω
Ni(L(ψh)− s) dΩ +
∫
Ω
NiL(φh) dΩ = 0, ∀Nj ∈ Vh, (3.16a)∫
Ωe
QiL(ψh) dΩ +
∫
Ωe
Qi(L(φh)− s) dΩ = 0, ∀Qi ∈ U˜h. (3.16b)
One of the main objectives of this modelling approach is to produce a more accurate
representation of the solution in the resolved scale that includes a more comprehensive
consideration of the behaviour in the subgrid scales. This is achieved by a local, subgrid
scale enrichment. In order to ensure this is kept local the enriching functions are decoupled
elementwise. Subgrid scale information is used to adjust the weightings within an element,
but is not permitted to pass outside to other elements. Enrichment in this manner does not
introduce further couplings into the system and the sparsity pattern of the global matrix
remains the same as that of the continuous system applied to the resolved scale.
An example of a simple case using linear elements in both the resolved and subgrid spaces
(i.e. mU = mU˜ ) is illustrated in one dimension in figure 3.3.
Figure 3.3: An illustration of the shape functions associated with an element of domain Ωe in
a simple one-dimensional example of the method employing both linear resolved and subgrid
spaces. Ni is continuous between elements and Qi is discontinuous.
3.4.1 Weak form of the subgrid scale modelled scalar transport equation
Here we consider the inner element method introduced above applied to the scalar transport
equation. The approach outlined by equations (3.16) is applied to the operator L defined by
(3.3) and combined with the weakly applied natural boundary condition (3.1d)∫
ΓN
Ni
(
n · (−γa+ ν · ∇)uhn+θ − qn+θ
)
dΓ ≈ 0,
where projection of the continuous variables into their corresponding discrete spaces is
denoted by a superscript h.
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Integration by parts of the discretised term Ni∇ · τn+θ in combination with this natural
boundary condition and the Dirichlet condition on the resolved scale trial space Uh gives
−
∫
Ω
Ni∇ · τn+θ dΩ +
∫
ΓN
Ni
(
n · (−γa+ ν · ∇)uhn+θ − qn+θ
)
dΓ
=
∫
Ω
∇Ni · τ (un+θD ) dΓ−
∫
ΓD
Nin · τ (un+θD ) dΓ
+
∫
Γ+N
Nin · auhn+θ dΓ−
∫
ΓN
Niq
n+θ dΓ. (3.17)
The discrete problem now reads: at a given time level n, given uh
n
= ψh
n
+ φh
n
find
uh
n+1
= ψh
n+1
+ φh
n+1
where ψh
n
, ψh
n+1 ∈ Uh and φhn, φhn+1 ∈ U˜h such that ∀Ni ∈ Uh∫
Ω
Ni
(
ψh
n+1 − ψhn
∆t
+ σψh
n+θ
)
+∇Ni · τ (ψhn+θ) dΩ +
∫
Γ+N
Nin · aψhn+θ dΓ
+
∫
Ω
Ni
(
φh
n+1 − φhn
∆t
+ σφh
n+θ
)
−∇Ni ·
(
aφh
n+θ
)
+∇Ni · ν ·
[
∇φhn+θ
]
dΩ
+
∫
Γ+N
Nin · aφhn+θ dΓ
=
∫
ΓD
Nin · τ (un+θD ) dΓ +
∫
ΓN
Niq
n+θ dΓ +
∫
Ω
Nis
n+θ dΩ, (3.18a)
and ∀Qi ∈ U˜h∫
Ωe
Qi
(
ψh
n+1 − ψhn
∆t
+ σψh
n+θ
)
+Qi∇ ·
(
aψh
n+θ
)
−Qi∇ · ν ·
[
∇ψhn+θ
]
dΩ
+
∫
Ωe
Qi
(
φh
n+1 − φhn
∆t
+ σφh
n+θ
)
−∇Qi · aφhn+θ −Qi∇ · ν ·
[
∇φhn+θ
]
dΩ
+
∫
Γe+
Qin · aφhn+θ dΓ +
∫
Ωe
∇Qi · λ∇φhn+θ dΩ =
∫
Ω
Qis
n+θ dΩ, (3.18b)
The latter equation (3.18b) can be evaluated on each element separately and the element
boundary is denoted Γe. Note that the advection term Qi∇·aψhn+θ and diffusive terms are
not integrated by parts in (3.18b). The advection term involving only SGS basis functions
Qi∇ · aφhn+θ is integrated by parts and combined with a weak zero boundary condition on
Γe−, the part of the element boundary with n·a < 0. In the advection term the homogeneous
Dirichlet condition is only applied on incoming flux element boundaries, i.e. φh|Γe− = 0 to
ensure the subgrid scale problem is well-posed over individual elements. Thus∫
Ωe
Qi∇ · aφn+θ dΩ = −
∫
Ωe
∇Qi · aφn+θ dΓ +
∫
Γe+
Qin · aφn+θ dΓ. (3.19)
Note that this restriction isn’t necessary for element surfaces that lie on the full domain
boundary Γ, where the resolved space conditions can be applied to the subgrid scale solution.
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The discretisation of the three terms in square brackets, approximating second-order
derivatives that contain at least one shape function from the subgrid scale basis is detailed in
§3.4.2. Additional diffusion acting only within an element on the SGS solution is controlled
via the coefficient λ ≥ 0. In the absence of advection and diffusion the above equations (3.18)
are singular because the subgrid scale shape functions Qi are not linearly independent of Ni.
The diffusive term can be introduced with λ > 0 to produce a non-singular set of equations.
In the case of linear subgrid scale functions, the addition of this term effectively introduces
constant elements, which are linearly independent of the linear basis. Note that this term
is introduced to the subgrid scale equation and hence does not affect the consistency of the
overall scheme which remains Petrov-Galerkin in its nature. The scheme acts directly on the
residual of the governing system and as such the solution u remains a solution of the original
governing physical system.
3.4.2 Galerkin projection procedure for subgrid discontinuous Galerkin
terms
Terms involving first-order derivatives of the subgrid scale solution, such as the example
presented in (3.20) below, can be evaluated through a Galerkin projection.∫
Ωe
Qi∇φ dΩ, where φ ∈ U˜h. (3.20)
The derivative,∇φ is approximated by its Galerkin projection in the space U˜, and represented
by an expansion in terms of the subgrid scale basis functions, Qj ∈ U˜h of the form
∇φ ≈
∑
j
Qj
[
∇φh
]
j
for Qj ∈ U˜h, (3.21)
such that term (3.20) can be expressed∫
Ωe
Qi
∑
j
Qj
[
∇φh
]
j
dΩ. (3.22)
In order to calculate the projected form
[
∇φh
]
, the derivatives of φ are calculated by an
application of the divergence theorem to (3.20) to give∫
Ωe
Ni∇φh dΩ = −
∫
Ωe
∇Niφh dΩ +
∫
Γe
Ninφ
h dΓ. (3.23)
Note that the surface integral in (3.23) is zero, since the discontinuous subgrid scale functions
are decoupled across element boundaries (and make no contribution to element-wise surface
integrals). Hence the projected values of the derivatives of the discontinuous Galerkin variable
φh can be found from the solution of∫
Ωe
Ni
∑
j
Qj
[
∇φh
]N
j
dΩ = −
∫
Ωe
∇Niφh dΩ,
= −
∫
Ωe
∇Ni
∑
k
Qkφ
h
k dΩ, (3.24)
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where the superscript on the projected term denotes the space where the projection has been
made. Hence [
∇φh
]N
j
= −M−1NQ,jiGNQ,ikφhk , (3.25)
where MNQ,ij =
∫
Ωe
NiQj dΩ is the cross-space mass matrix. Note that since the shape
functions, Qj of the subgrid scale space exist entirely in single elements, this matrix can be
inverted element-wise. GNQ,ij =
∫
Ωe
∇NiQj dΩ is the discretisation of a convective type
operator, represented in the subgrid scale space and projected into resolved space. Note it is
a vector containing derivatives in each of the three spacial directions.
The notation [∇Q]Nij (with two indicies) is used to denote the projection operator, i.e.
[∇Q]Nij = −M−1NQ,ikGNQ,kj . (3.26)
Note that [∇Q]Nij is a vector containing projected derivatives in each of the three spacial
directions. This operator projects functions represented by the subgrid scale shape functions,
Qj ∈ U˜h into the resolved space, Uh. The complementary projection of ψ into U˜h, is
denoted, [∇N ]Qij and is defined similarly. Since there is not a corresponding element boundary
condition on ψh the divergence theorem is not applied in this case. This leads to∫
Ωe
Qi
∑
j
Nj
[
∇ψh
]Q
j
dΩ =
∫
Ωe
Qi
∑
k
∇Nkψhk dΩ, (3.27)
and hence
[∇N ]Qij = M−1QN,ikGTNQ,kj . (3.28)
3.4.3 Numerical discretisation of the steady form
We now consider the numerical discretisation of the inner element method applied to the
scalar transport equation. This is limited to the spatial terms of the semi-discrete Galerkin
formulation described by equations (3.18a) and (3.18b), but is easily generalised to include
the temporal discretisation also. Note that there is potential for the model to be applied in
the temporal domain also, which is discussed in §3.7.2. The spatial discretisation takes the
form (
A B
C D
)(
ψ
φ
)
=
(
Sψ
Sφ
)
. (3.29)
in which ψ, φ are vectors containing the nodal values of ψh and φh respectively. Explicitly,
equation (3.29) reads
Aψ + Bφ = Sψ, (3.30a)
Cψ + Dφ = Sφ. (3.30b)
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Pre-multiplying equation (3.30b) by D−1 gives the following expression for φ
φ = −D−1Cψ + D−1Sφ, (3.31)
which, when substituted into equation (3.30a), gives the result of the above static
condensation process on (3.29)(
A− BD−1C)ψ + BD−1Sφ = Sψ. (3.32)
Note for a discontinuous Galerkin subgrid scale function space, D is block diagonal and
significantly easier to invert than A in general. In fact, for such a function space choice, the
terms additional to A involved in forming the global matrix for ψh given in (3.32) can be
evaluated element-wise (like the assembly of A). This avoids costly manipulations on the
global matrix. Further details of the resultant global matrix are covered in §3.4.4. Note also
that C = BT, and the resultant equation above becomes similar in structure to the Galerkin
Least-squares (GLS) method. For pure advection(3.32) is equivalent to the application of a
standard upwind Petrov-Galerkin method.
Note also that for absorption-diffusion problems, C = BT and the resultant equation
above becomes similar in structure to the Galerkin Least-squares (GLS) method. In this
case, the matrix in equation (3.29) is symmetric positive definite. Like a standard Galerkin
discretisation, the resultant SGS discretised system retains the symmetry present in the
original physical problem. For pure advection(3.32) is equivalent to the application of a
standard upwind Petrov-Galerkin method.
The matrix corresponding to A in (3.29), is given by the numerical discretisation of the
first half of (3.18a), the resolved scale test shape functions (Ni) contracted with the resolved
scale trial shape functions (Nj) and is the sum of the following terms
Aij =
∫
Ω
σNiNj dΩ−
∫
Ω
a · ∇NiNj dΩ +
∫
Ω
∇Ni · ν · ∇Nj dΩ +
∫
Γ+N
Nin · aNj dΓ,
(3.33a)
Bij =
∫
Ω
σNiQj dΩ−
∫
Ω
a · ∇NiQj dΩ +
∫
Ω
∇Ni · ν · [∇Q]Nkj Qk dΩ +
∫
Γ+N
Nin · aQj dΓ,
(3.33b)
Cij =
∑
Ωe∈Th
∫
Ωe
σQiNj dΩ +
∑
Ωe∈Th
∫
Ωe
Qia · ∇Nj dΩ−
∑
Ωe∈Th
∫
Ωe
Qi∇ · ν · [∇N ]Qkj Nk dΩ,
(3.33c)
Dij =
∑
Ωe∈Th
∫
Ωe
σQiQj dΩ−
∑
Ωe∈Th
∫
Ωe
∇Qi · aQj dΩ−
∑
Ωe∈Th
∫
Ωe
Qi∇ · ν · [∇Q]Nkj Qk dΩ
+
∑
Ωe∈Th
∫
Γe+
Qin · aQj dΓ +
λ ∑
Ωe∈Th
∫
Ωe
∇Qi · ∇Qj dΩ
 . (3.33d)
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The source terms Sψ and Sφ are made up of contributions from the following
Sψi =
∫
ΓN
Niq(uh) dΓ +
∫
ΓD
Nin · τ (uD) dΓ +
∫
Ω
Nis dΩ, (3.34a)
Sφi =
∫
Ω
Qis dΩ. (3.34b)
A description of the projected terms denoted in square brackets in the above (e.g. [∇Q]Nkj)
is given in §3.4.2 above.
3.4.4 Sparsity of the resultant global matrix
Note that since the support of the subgrid scale test functions Qj ∈ U˜h is limited to single
elements, the additional terms introduced by an application of this subgrid scale model can
be calculated on an per-element basis (i.e. equation (3.32) can be evaluated locally). This
value is then assembled into the global matrix (which has a sparsity pattern identical to
A). This results in effectively, a modified matrix A as the global matrix, from which it is
clear that this model works in a similar way to more standard Petrov-Galerkin forms. This
results in only a small amount of additional computation during assembly, comparable to
other standard stabilisation schemes such as SUPG or GLS scheme. The calculation of the
global forms of the additional matrices B, C and D would significantly increase assembly time
and storage demands. This is particularly pertinent to the matrix D, for which the inverse
D−1 is required. This is an important characteristic of the model, and hence there is neither
an increase in connectivity or the global degrees of freedom.
3.4.5 Symmetry of the cross-space terms
We noted above that in the case of absorption-diffusion the matrix presented in (3.29) is
symmetric positive definite. This is evident from (3.33) in all but the diffusion terms of B
and C. Noting that (M−1QN )
T = M−1NQ, this symmetry is demonstrated below. For a given
component νpq of the viscosity tensor ν, the transpose of the diffusion term in B is
Bdiffji =
(
Bdiffij
)T
=
(∫
Ωe
∂Ni
∂xp
νpq
[
∂Q
∂xq
]N
kj
Qk dΩ
)
T,
= −
(∫
Ωe
∂Ni
∂xp
QkνpqM
−1
NQ,klGNQ,q,lj dΩ
)T
,
= −
∫
Ωe
GTNQ,q,ikM
−1
QN,klνpq
(
∂Nj
∂xp
Ql
)T
dΩ,
= −
∫
Ωe
Qi
∂
∂xq
(
NkνpqM
−1
QN,klG
T
NQ,p,lj
)
dΩ,
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for a symmetric viscosity tensor ν, i.e. νpq = νqp
= −
∫
Ωe
Qi
∂
∂xp
νpq
[
∂N
∂xq
]Q
kj
Nk dΩ
= Cdiffij .
This symmetry can be exploited during the assembly procedure to further reduce the
additional computation required. Note that a consequence of this is that the matrix
operations presented in (3.32) are also symmetric positive-definite.
3.5 Conservative correction to the discretisation of the non-
conservative form
Discretisation of the advective term in non-conservative form results in the following terms∫
Ω
Nia · ∇uh dV +
∫
Ω
Niu
h∇ · adV. (3.35)
In continuous space, the advective velocity field a is solenoidal and its divergence zero,∇·a =
0. This can be achieved in the discretisation of the non-conservative form with the subgrid
scale model. The discrete scalar field uh is expanded in terms of the resolved and subgrid
scale shape functions
uh =
∑
j
ψjNj +
∑
k
φkQk, (3.36)
To ensure a conservative discretisation of the scalar field uh, the following must be maintained
0 =
∫
Ω
uh∇ · a dV,
=
∫
Ω
∑
j
Njψj∇ · a+
∑
k
Qkφk∇ · adV,
=
∑
j
ψj
∫
Ω
Nj∇ · adV +
∑
k
φk
∫
Ω
Qk∇ · adV.
The first term is zero by the continuity equation, i.e.
∫
Ω
Nj∇ · adV = 0. The same is not
true of the second term since
∫
Ω
Qk∇ · a dV is not necessarily zero. Conservation of the
scalar field is achieved locally by ensuring∫
Ω
∑
k
φkQk∇ · adV = 0. (3.37)
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3.6 Stabilisation of the inner element formulation
It is possible to optimise the stabilisation introduced by the subgrid scale model by modifying
the discretisation of the subgrid scale equation. The model remains consistent because
the stabilisation introduced into the resolved scale equation is still residual-based. This
concept opens up the possibility of introducing a wide range of stabilisation models through
the inner element subgrid scale model. One of the immediate benefits of this idea is the
application of explicit non-residual-based models in an implicit residual-based manner. For
example, a Smagorinsky large eddy simulation (LES) turbulence model could be applied
consistently. Current residual-based Petrov-Galerkin methods tend to be overly diffusive
when compared to turbulence models such as LES. On the other hand, many of these models
and parameterisation schemes, such as LES, are not residual-based and are in essence solving
a different system to the governing physical one. The inner element model allows the use
of better performing models in a residual-based approach, and in the process inheriting the
advantages of both. This allows for the possibility of varying the model applied across a space-
time domain to result in the best treatment of the unresolved subgrid scale phenomena. This
concept demands further study, since there is also the possibility that the inner element model
may interfere with the stabilising diffusion developed by the model applied to the subgrid
formulation.
Currently the only limitation is that these models must be capable of being applied to a
discontinuous discretisation, that which underlies the discretisation of the SGS equation in
the inner element model. In the future this could be generalised further if it is made possible
to use other interpolating spaces to represent the subgrid scales (i.e. U˜h).
In this section we explore the use of a streamline-upwind Petrov-Galerkin (SUPG)
stabilisation method to the subgrid discretisation. This is extended to treat advection-
absorption problems optimally, which in one dimensions gives nodally exact solutions.
Stabilisation of the advective term in a consistent manner, ensuring the true solution is a
solution to the weak form, is achieved with a uniform weighting of the test functions applied
to all terms in the weak form. This was originally proposed by Brooks and Hughes (1982)
and produces an additional term which is a function of the residual of the governing equation.
Consistent, or residual based stabilisation techniques take the general form (see Hughes and
Stewart (1996) and Codina (1998))
∫
Ω
NiR(uh) dΩ +
ne∑
e=1
∫
Ωe
P(Ni) τ R(uh) dΩ = 0, ∀Nj ∈ Vh, (3.38)
for a steady R, defined in (3.1a) and P is an operator which modifies the test functions
and characterises the stabilisation. α denotes a stabilisation parameter. Note that in the
restriction to a finite dimensional space, R is computed only on element interiors.
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The SUPG method is a consistent residual based Petrov-Galerkin method defined by
P(v) = a · ∇v, (3.39)
leading to the weak form
a(vh, uh) + c(a; vh, uh) + (vh, σ uh)
+
ne∑
e=1
∫
Ωe
(a · ∇vh)τ
(
a · ∇vh −∇ ·
(
ν · ∇vh
)
+ σvh − s
)
dΩ
= (v, s) + (v, q)ΓN , ∀ vh ∈ V, (3.40)
Note that the added perturbation to the test functions is identical to that introduced in
(2.74). Moreover, this method corresponds to the standard weak formulation of (2.22) with
the SU weighting function (2.73) applied consistently to all terms (in an identical manner
(2.66) is applied in (2.65)). In this case, the stabilisation parameter, τ , can be defined
τ =
ν¯
‖a‖2 , (3.41)
where, for example, ν¯ is defined in (2.69) and (2.55), for one and two dimensions respectively.
It is noted by Brooks and Hughes (1982) that for P1 elements the upwinding perturbation
to the standard test functions can be neglected in the diffusion term since the second
derivatives of uh interior to elements cancel out. Hence, for advection-diffusion in one
dimension, the operation applied to uh is identical to that of the inconsistent SU scheme
presented in (2.54) and the choice of ν¯ and optimal β given in (2.55) applied in (3.40) will
give a nodally exact solution in the case of a uniform source.
Since the SUPG method is residual-based it is possible to apply it to both the subgrid
and resolved scale equations in the inner element model. The SUPG scheme is applied to
both scales in order to examine a range of different combinations of terms. It also allows us
to make a comparison to other more standard discretisations using the same set of equations
(and hence code), such as a continuous SUPG approach. To distinguish the scheme applied
to each equation we introduce the stabilisation parameters αr and αs, with subscripts r and
s corresponding to the resolved and subgrid scale equations respectively. Considering the
form of the additional SUPG terms described in (3.39) and (3.40) above, the inner element
equations given in (5.14) become∫
Ω
NiR(uh) dΩ +
∑
Ωe∈Th
∫
Ωe
∇ · (aNi) αr R(uh) dΩ = 0, ∀Nj ∈ Vh, (3.42a)∫
Ωe
QiR(uh) dΩ +
∫
Ωe
∇ · (aQi) αsR(uh) dΩ = 0, ∀Qi ∈ U˜h, ∀Ωe ∈ Th(Ω). (3.42b)
In the case of the inner element model described above by (5.14) all derivatives in the
resolved scale equation are integrated by parts with the Neumann boundary flux condition
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applied to the resulting surface terms. In the subgrid scale equation, the advection term of
the subgrid scale component (i.e. that contributes to the matrix component D and involves
only test and trial functions from the subgrid scale interpolating space) is integrated by parts
and allows the homogeneous Dirichlet condition on incoming flux element boundaries to be
applied to the subgrid scale component. The rest of the subgrid scale terms are not specially
treated.
The additional SUPG terms introduced into the subgrid equation are also not specially
treated. Those introduced into the resolved scale equation (3.42a) are first integrated by
parts to give
∫
Ωe
∇ · (aNi) αr R(uh) dΩ = −
∫
Ωe
Niαra · ∇R(uh) dΩ +
∫
Γe
Niαrn · aR(uh) dΓ.︸ ︷︷ ︸
= 0, R(uh) = 0 on Γe
(3.43)
This gives the opportunity to impose the condition that the residual of the full field u is zero
on element boundaries. This will act to increase the accuracy of the solution on the grid
scale.
The formulation (3.42) is expanded to give
∫
Ω
Niσu
h dΩ +
∫
Ω
∇Ni · τ (uh) dΩ +
∫
Γ+N
Nin · auh dΓ−
∫
Ωe
Niαrσa · ∇uh dΩ
−
∫
Ωe
Niαru
ha · ∇σ dΩ +
∫
Ωe
αra · ∇Nia · ∇ψh dΩ−
∫
Ωe
Niαra · ∇
(
a · ∇φh
)
dΩ
=
∫
ΓD
Nin · τ (uD) dΓ +
∫
ΓN
Niq(uh) dΓ +
∫
Ω
Nis dΩ +
∫
Γe
Niαrn · a a · ∇ψh dΓ
−
∫
Ωe
Niαra · ∇s dΩ, ∀Nj ∈ Vh, (3.44a)
and
∫
Ωe
Qiσu
h dΩ−
∫
Ωe
Qi∇ · τ (ψh) dΩ−
∫
Ωe
a · ∇Qiφh dΩ−
∫
Ωe
Qi∇ · ν · ∇φh dΩ
+
∫
Γe+
Qin·aφh dΓ+
[∫
Ωe
λ (∇Qi) · ∇φh dΩ
]
+
∫
Ωe
a·∇Qiαsσuh dΩ+
∫
Ωe
a·∇Qiαsa·∇uh dΩ
=
∫
Ωe
Qis dΩ +
∫
Ωe
a · ∇Qiαss dΩ, ∀Qi ∈ U˜h, ∀Ωe ∈ Th(Ω), (3.44b)
Terms introduced into the discrete matrix (3.29) by the application of a Petrov-Galerkin
stabilisation to the resolved and subgrid scale solutions are given by the primed forms of the
sub-matrices A, B, C and D defined above. The component integrals of each of these primed
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sub-matrices are given below
A′ij =−
∫
Ωe
αrσNia · ∇Nj dΩ−
∫
Ωe
αra · ∇σNiNj dΩ
+
∫
Ωe
αra · ∇Nia · ∇Nj dΩ +
∫
Γe
αrNin · a a · ∇Nj dΓ, (3.45a)
B′ij =−
∫
Ωe
αrσNia · ∇Qj dΩ−
∫
Ωe
αrσa · ∇σNiQj dΩ
−
∫
Ωe
αrNia · ∇
(
a · [∇Q]Nkj Qk
)
dΩ, (3.45b)
C′ij =
∫
Ωe
αsσa · ∇QiNj dΩ +
∫
Ωe
αsa · ∇Qia · [∇N ]Qkj Nk dΩ, (3.45c)
D′ij =
∫
Ωe
αsσa · ∇QiQj dΩ +
∫
Ωe
αsa · ∇Qia · ∇Qj dΩ. (3.45d)
The source terms Sψ and Sφ are made up of contributions from the following
S′ψi =−
∫
Ωe
αrNia · ∇s dΩ, (3.46a)
S′φi =
∫
Ωe
αsa · ∇Qis dΩ. (3.46b)
3.6.1 Symmetry of the cross-space stabilisation terms
Symmetry of the global matrix for absorption-diffusion problems was demonstrated in (3.4.5)
and this property extends to the SUPG stabilised form. This is evident in all but the diffusion
term, which we consider here.
1
αr
B′diffji =
1
αr
(
B′diffij
)T
= −
(∫
Ωe
Niap
∂
∂xp
(
aq
[
∂Q
∂xq
]N
kj
Qk
)
dΩ
)T
,
=
(∫
Ωe
apaq
∂Ni
∂xp
[
∂Q
∂xq
]N
kj
Qk dΩ
)T
,
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where an integration by parts procedure has been performed, noting that Qi = 0 on Γe. and
the resultant surface term is zero,
=
(∫
Ωe
apaq
∂Ni
∂xp
QkM
−1
NQ,klG¯NQ,q,lj dΩ,
)T
,
=
∫
Ωe
apaqG¯
T
NQ,q,ikM
−1
QN,kl
(
∂Nj
∂xp
Ql
)T
dΩ,
=
∫
Ωe
apaq
∂Qi
∂xq
NkM
−1
QN,klG
T
NQ,p,lj dΩ,
=
∫
Ωe
ap
∂Qi
∂xp
aq
[
∂N
∂xq
]Q
kj
Nk dΩ
=
1
αs
C′diffij ,
where, in this case, the projection of first-order derivatives of the subgrid scale solution ∇φ
has been performed without an application of the divergence theorem to give∫
Ωe
Ni
∑
j
Qj
[
∇φh
]N
j
dΩ =
∫
Ωe
Ni
∑
k
∇Qkφhk dΩ. (3.47)
The matrix G¯NQ corresponds to GNQ in this case, such that (3.26) is replaced by
[∇Q]Nij = M−1NQ,ikG¯NQ,kj . (3.48)
This symmetry can be exploited during the assembly procedure to further reduce the
additional computation required if the stabilisation is applied to both equations.
3.6.2 Stabilising with optimal dissipation
An optimal SUPG scheme for the discontinuous Galerkin method applied to the Boltzman
equation for modelling radiative transfer is presented in Merton et al. (2007). In this section,
the derivation of an optimal parameter for the discontinuous Petrov-Galerkin (DPG) scheme
of Merton et al. (2007) is generalised to arbitrary mesh spacing and advective velocity. It is
then applied to the inner element subgrid scale equation in the case of advection-absorption.
The residual containing advective and absorptive terms is defined
R(u) = σu+∇ · (au) . (3.49)
The derivation applies to an SUPG scheme in a discontinuous interpolating space and the
stabilisation parameter α refers to αs introduced in (3.42). The stabilisation term is applied
element-wise and hence a calculation of the optimal parameter is performed over a single
element, Ωe, from (3.42b)∫
Ωe
QiR(uh) dΩ +
∫
Ωe
∇ · (aQi) αR(uh) dΩ = 0, ∀Qi ∈ U˜h, ∀Ωe ∈ Th(Ω), (3.50)
3.6 Stabilisation of the inner element formulation 105
The standard advection term is integrated by parts and the incoming surface flux term is set
to zero to give∫
Ωe
Qiσu
h dΩ−
∫
Ωe
a · ∇Qiuh dΩ +
∫
Γe+
Qin · auh dΓ
+
∫
Ωe
∇ · (aQi)ασuh dΩ +
∫
Ωe
∇ · (aQi) αa · ∇uh dΩ
= −
∫
Γe−
Qin · auh dΓ, ∀Qi ∈ U˜h, Ωe ∈ Th(Ω), (3.51)
We restrict attention to first-order discontinuous elements (i.e. mU˜ ,mV = 1 in (3.9)) as
in Merton et al. (2007). In the case of one dimension, there are two shape functions Q1 and
Q2, which are defined over the standard element Ωr under the normalised coordinate ξ and
are described by
ψ1(ξ) =
1
2
(1− ξ), ψ2(ξ) = 12(1 + ξ), for ξ ∈ Ω
r = [−1, 1]. (3.52)
Discretisation of the stabilised form (3.51) with the standard linear discontinuous elements
described by (3.52) leads to the following matrix form[
σh
6
(
2 1
1 2
)
− a
2
(
−1 −1
1 1
)
+ a
(
0 0
0 1
)
+αaσ
(
−1 −1
1 1
)
+
αa2
h
(
1 −1
−1 1
)
+ a
(
1 0
0 0
)](
u1
u2
)
=
(
0
0
)
. (3.53)
Note that the order of terms corresponds with the integrals appearing in (3.51). Note a is
the one-dimensional form of the vector a, such that a = |a|.
To find the optimal parameter, we set u to be the exact solution for an advection-
absorption equation, where u2 = u1e
σh
a . Factoring out u1 leaves us to solve for α = αopt
in [
σh
6
(
2 1
1 2
)
+
a
2
(
3 1
−1 1
)
+ αoptaσ
(
−1 −1
1 1
)
+
αopta
2
h
(
1 −1
−1 1
)](
1
e−
σh
a
)
=
(
0
0
)
. (3.54)
It is convenient to introduce the following non-dimensionalised stabilisation parameter αˆ,
where
α = − h
2a
αˆ, and correspondingly αopt = − h2aαˆopt. (3.55)
The system (3.54) can be solved by an application of Cramer’s rule to give
a(
a
2
− σh
6
− αˆopta
2
h
+
αˆoptσa
2
) = (
a2
2
+
ahσ
3
+
h2σ2
12
− αˆopta
3h2
h
− αˆopta
2σ
2
)e−
σh
a (3.56)
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which can be arranged in terms of αopt, the optimal coefficient, to obtain our final expression
αˆopt =
(6a2 + 4ahσ + σ2h2) + (2hσ − 6a)aeσha
3a((hσ − 2a)eσha + (2a+ hσ))
,
=
(6 + 4σˆ + σˆ2) + (2σˆ − 6)eσˆ
3((σˆ − 2)eσˆ + (2 + σˆ)) , (3.57)
for σˆ, the non-dimensional absorption coefficient defined such that σˆ =
σh
a
. This optimal
expression for the stabilisation parameter will give an exact solution at the outflow node of an
element for discontinuous linear elements in one dimension. This optimal parameter gives an
additional Petrov-Galerkin stabilisation term that is analogous to that presented in Merton
et al. (2007), for any element size h and velocity a in general.
The stabilisation parameter presented in (3.57) is not optimal in the entire range of σ
and we must ensure advection of the tracer field remains in the direction of the advective
velocity. The advective term generated by the Petrov-Galerkin operator must be limited to
prevent it becoming dominant over the physical advection term. This is represented by the
balance of the following two terms from (3.51) such that∫
Ωe
a · ∇Qiuh dΩ−
∫
Ωe
∇ · (aQi) ασuh dΩ ≥ 0. (3.58)
For solenoidal a, this leads to
1− σˆ
2
αˆ ≥ 0, (3.59)
and hence αˆ ≤ 2
σˆ
. This gives the revised definition of the optimised stabilisation parameter
αˆopt = min
{
2
σˆ
,
(6 + 4σˆ + σˆ2) + (2σˆ − 6)eσˆ
3((σˆ − 2)eσˆ + (2 + σˆ))
}
. (3.60)
The limiting effect of this second term is illustrated in figure 3.4.
3.6.3 Stabilisation in multi-dimensions
The optimal stabilisation coefficient is generalised to multi-dimensions with an appropriate
calculation of the element length scale. The length scale across an element, Ωe at a quadrature
point λ, in the direction of the velocity at that point, aeλ is given by
heλ =
|aeλ |
|Jeλ−1 · aeλ | , (3.61)
where J is the Jacobian matrix describing the transformation from local to global coordinates
defined by
Jij =
∂xi
∂ηj
, i.e. J =

∂x
∂ξ
∂y
∂ξ
∂z
∂ξ
∂x
∂η
∂y
∂η
∂z
∂η
∂x
∂µ
∂y
∂µ
∂z
∂µ
 , (3.62)
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Figure 3.4: Optimal stabilisation coefficient for the discontinuous subgrid scale solution.
where x = (x, y, z) and η = (ξ, η, µ). The expression for α corresponding to (3.55) in multi-
dimensions is hence
α = − αˆ
2|J−1 · a| ,
with σˆ similarly defined as
σˆ =
σ
|J−1 · a| .
Each evaluated per quadrature point, per element.
3.7 Further development
3.7.1 Element choice
A powerful aspect of this technique is that there is an enormous range of shape functions
which can make up the subgrid scale function space. Examples of several element types for
one-dimensional triangular elements are illustrated in figure 3.5. The interpolating spaces
can be changed to include different shape functions depending on the processes modelled.
Some element types and pairings are known to reduce the range of spurious modes supported
and could be applied within this framework. Elements of a higher-order than the linear type
which are predominantly studied in this chapter and investigated in §3.8.1.3. In this section
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(b) P2
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(c) PNC1
Figure 3.5: Possible inner element types on two-dimensional triangular elements. An example
of a linear P1 shape function is shown in (a), a quadratic P2 function in (b) and a non-
conforming PNC1 function in (c).
0.00 0.25 0.50 0.75 1.00
0.00
0.25
0.50
0.75
1.00
Figure 3.6: Quadratic shape functions in a one-dimensional finite element. These are applied
to both the resolved and subgrid scales in an advection-diffusion problem in §3.8.1.3
the application of quadratic shape functions (see figure 3.6) for both resolved and subgrid
spaces is studied for an advection-diffusion problem.
The error in the approximating solution is orthogonal to the basis of interpolating
functions (exactly so in the case of an elliptic system). This implies the best choice for
the basis of subgrid scale functions is a set of functions that are orthogonal to resolved space.
This would also avoid the system collapsing to a singular one in some cases. In the work of
this chapter we have considered some of the simplest inner element models where the two
spaces are not disjoint and in some limiting cases special measures had to be taken to prevent
the system becoming singular. In the case of the application to the Navier-Stokes equations
considered in §5, it is important that the subgrid space spans that of the resolved space for
the consistent projection used. In this case the subgrid space could still be supplemented
with orthogonal functions. A very powerful method could be realised through a choice of
a subgrid function space such that the condensed matrix is equal to a lumped form of the
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original residual operator A. This would produce a very efficient and robust scheme, and
would be particularly useful in the solution of the Navier-Stokes equations.
Hughes (1995) proposes that the element Green’s function (see §1.7.6) would provide
the most accurate solution to the subgrid problem. This works states that the quality
of approximation of the subgrid scale problem with smooth polynomials is often very
poor. A good representation of the subgrid scale phenomena of interest (e.g. sharp layers,
discontinuities, etc.) might be better achieved with a subgrid space containing delta functions
(see figure 3.7), or functions approximating this behaviour.
Figure 3.7: Use of delta function (or close approximations to) descriptions of shape functions
for the subgrid scale model.
3.7.2 Development of a space-time subgrid scale model
The subgrid scales of the temporal dimension can also be modelled. In this section we consider
how to develop the inner element model to apply it to the space-time domain. This can be
achieved by extending the resolved and subgrid shape functions into the temporal dimension.
The spatially and temporally dependent scalar field u is decomposed into the resolved
and subgrid components, following the same approach introduced in §3.4
u = ψ + φ. (3.63)
The two components ψ and φ are represented by shape functions Ni and Qi respectively, now
dependant on both space x and time t, such that
ψ =
∑
j
Nj(x, t)ψj , and φ =
∑
j
Qj(x, t)φj . (3.64)
The calculation of the solution at a future time tn+1 with linear interpolation spaces is
illustrated in figure 3.8. Note that the solution at tn imposes a Dirichlet boundary condition
for the temporal problem and prescribes the value of one of the resolved scale degrees of
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freedom in the linear case illustrated. From preliminary tests it was also found that it
was beneficial to transfer the subgrid scale solution across temporal sub-elements. In this
linear case, the subgrid solution associated with node tn in the sub-element [tn, tn+1], inherits
the value of the subgrid solution in the previous sub-element [tn−1, tn]. For higher-order
interpolating spaces, solutions from further back in time may need to be stored like in higher-
order time-differencing approaches, unless compact operators are developed. This approach
also determines a representation of the solution throughout the time domain [tn, tn+1], as
opposed to that at the discrete points tn and tn+1. This idea is developed further and
Known at 
To be
determined
Figure 3.8: Space-time shape functions.
applied to the coupled Navier-Stokes equations in §3.7.2.
3.8 Numerical examples
This section contains a selection of results from two separate implementations of the
discontinuous Galerkin subgrid scale model described above. Firstly, in §3.8.1 results are
presented from some simple and very coarse one-dimensional simulations for advection-
absorption and advection-diffusion transport.
3.8.1 Simple one-dimensional examples
In each case the solutions are calculated over 5 elements in a one-dimensional domain of unit
length. Advection is always in a positive direction and the domain is of unit length in all
cases. Exact solutions are determined analytically and plotted over 100 points in the domain
in all cases except that of advection-diffusion with a diffusion coefficient of 0.01, where there
are 400 points plotted.
3.8.1.1 Advection-absorption problems
Figure 3.9 shows the solutions to advection-absorption problems with a range of absorption
strengths relative to a unit advective magnitude. For an absorption strength of σ = 5, the
problem is relatively well-resolved over the five elements and the Galerkin approximation is
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close to nodally exact. The problem has a Dirichlet boundary condition of 1.0 in magnitude set
at x = 0.0. As the strength of absorption increases to σ = 50.0 and then 500.0, the Galerkin
approximation becomes a poor with large, grid scale oscillations developing. Introduction
of the inner element model significantly reduces these oscillations to give a more accurate
solution in both the continuous resolved component and the full discontinuous solution, which
contains the sum of the resolved and subgrid parts.
3.8.1.2 Advection-diffusion problems
Figure 3.10 considers the solutions to advection-absorption problems with a range of
absorption strengths relative to a unit advective magnitude. The boundary conditions at
x = 0.0 and x = 1.0 are 0.0 and 1.0 respectively. Here, as the amount of diffusion is decreased
relative to the unit advective speed the boundary layer close to the x = 1.0 boundary
becomes smaller and more difficult to resolve. The standard Galerkin approximation is
fairly good for a relatively large coefficent of diffusion, κ = 0.1. Even in this problem,
the coarse scale component of the SGS model is very close to being nodally exact. The full
field is discontinuous and capable of producing a better representation of the boundary layer
compared to both the coarse scale component alone and the Galerkin solution. When the
coefficient of diffusion is reduced to 0.01, the Galerkin solution oscillates and produces a poor
approximation. The SGS model is stable and produces a very good approximation of the
analytical solution. Again the full discontinuous SGS solution is better at representing the
boundary layer, although there is also a large undershoot in this region.
Figure 3.10c shows the solution around a single element for the larger coefficient of
diffusion κ = 0.3. This highlights how well the model is in providing a good nodal
approximation. A different advection-diffusion problem is presented in figure 3.11. In this
problem the boundary conditions are 1.0 and 0.0 at x = 0.0 and x = 1.0 respectively.
Diffusion is relatively weak with κ = 0.01 and the advective speed equal to 5.0. The Galerkin
solution undershoots to approximately the same degree as the solution in figure 3.10b where
the coefficient of diffusivity is also 0.01. Propagation of the oscillations is reduced by the
stronger advection. The oscillations are, however, absent from the SGS model solutions.
3.8.1.3 Quadratic inner elements applied to an advection-diffusion problem
Figure 3.12 shows the solutions to linear transport problems using a quadratic inner element
subgrid scale model. The use of a quadratic subgrid function space is examined in figure 3.12
with the advection-diffusion problem considered in figure 3.10a. In this case the coefficient of
diffusivity is κ = 0.1 relative to a unit advective speed. Results from the inner element model
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Figure 3.9: Solutions of a one-dimensional advection-absorption problem for a range of
strengths of absorption. In figure (a) the strength of absorption is relatively small with
σ = 5.0, compared to an advective speed with unit magnitude. Figures (b) and (c) show the
solution for stronger strengths of absorption with σ = 50.0 and 500.0 respectively.
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with a linear and quadratic subgrid function space are presented. Both give significantly
improved approximations compared to a standard Galerkin discretisation. The coarse scale
results in both SGS cases are very close to being nodally exact, with the quadratic inner
elements giving the best result. With regard to the full solutions, the linear inner elements
give a better representation of the boundary layer than the Galerkin result, but there is also
a undershoot at x = 0.8. The full SGS solution is significantly improved when quadratic
inner elements are used.
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Figure 3.10: Solutions of a one-dimensional advection-diffusion problem with a range of
strengths of diffusion. The strength of diffusion is, κ = 0.1, 0.01 and 0.3 in Figures (a), (b)
and (c) respectively, compared to an advective speed of unit magnitude. Figure (c) contains
only a section of the solution containing an element and portions of its neighbours.
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Figure 3.11: The solution to an advection-diffusion problem with a coefficient of diffusivity
of κ = 0.01 and an advective speed of, u = 5.0.
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Figure 3.12: A solution using quadratic inner elements to a one-dimensional advection-
diffusion problem. The coefficient of diffusivity is κ = 0.1 compared with an advective
speed of unit magnitude.
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3.8.2 Convergence analysis
Accuracy of the approximations is evaluated more quantitatively in this section with the use
a discrete L2 norm over the nodal values and continuous l2 norm over the entire field. This is
performed on advection-absorption and advection-diffusion problems over five P1 elements.
In all cases the speed of advection is of unit magnitude and the domain is of unit length.
The advection-absorption problem is considered for values of absorption of 5.0, 10.0, 20.0,
50.0 and 500.0. In this case where h = 0.2 and a = 1.0, σˆ = σ/5.0. The maximum in the
stabilisation parameter occurs approximately at σˆ = 4.46 which, in the cases considered here,
occurs when σ = 22.3. The range of absorption strengths has been chosen to consider cases
either side of this value. In the case of the advection-diffusion problem, diffusion strengths
of 0.1 and 0.01 are considered.
The continuous norm calculations are made analytically. Since the solutions are
represented by a piecewise-linear approximation (which may be discontinuous) we can split
the norm integration up as a sum over the elements and perform the integration element-by-
element. The integration over an element is then of the square of the difference between an
exponential function (the analytical solution) and a linear function, which can be evaluated
analytically. Due to the number of terms involved this was calculated by a symbolic algebra
package for both the advection-diffusion and advection-absorption problem. The error norm
then becomes just a function of the approximating solution values.
In both problems various different solutions methods are considered. Results from a
standard Galerkin discretisation are compared to the subgrid scale model formulation with
stabilisation applied to different parts of the system. The optimal stabilisation is either; not
applied, applied to the resolved scale equations (i.e. αr is non-zero), applied to the subgrid
scale equations (i.e. αs is non-zero) or applied to both the resolved and subgrid scales (i.e.
both αr and αs are non-zero). Note that in the case where αr is non-zero and the SGS model
is not active, a standard streamline-upwind Petrov-Galerkin (SUPG) scheme is achieved. For
one-dimensional problems like those considered here, SUPG usually performs very well and
it is a useful benchmark to compare against.
3.8.2.1 Advection-absorption
In total, five different absorption strengths are considered, 5.0, 10.0, 20.0 50.0 and 500.0.
Figures 3.13, 3.14 and 3.15 present the solutions and their sub-components for each of the
four stabilisation setups discussed above together with standard Galerkin and SUPG schemes.
The κ = 50.0 case is presented in figures 3.16 and 3.17. This example is used to illustrate
the importance of maintaining the balance (3.58) and is discussed below.
In each of the figures 3.13, 3.14, 3.15, 3.16 and 3.17,the first plot of the top row compares
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Figure 3.13: A comparison of various methods to solve a one-dimensional advection-
absorption equation over five P1 elements with an absorption strength of 5.0 relative to
a unit advective speed. On the top row, the first plot compares the solution using the SGS
model to Galerkin (red) and an analytical solution (dotted black). The full SGS solution is
drawn in black with the resolved and component parts labelled in blue and green respectively.
The second and third plots on the first row have optimal stabilisation applied to the subgrid
and resolved parts respectively. The first plot on the bottom row has stabilisation applied
to both scales. The second compares the resolved scale solutions of the above and the last
compares the Galerkin solutions, some of which are stabilised.
the solution using the non-stabilised SGS model to Galerkin (red) and an analytical solution
(dotted black). The full SGS solution is drawn in black with the resolved and component
parts labelled in blue and green respectively. The second and third plots on the first row
have optimal stabilisation applied to the subgrid and resolved parts respectively. The first
plot on the bottom row has stabilisation applied to both scales. The second compares the
resolved scale solutions from the previous four plots. The non-stabilised SGS result is drawn
in blue, stabilisation in the resolved scale is indicated in red, stabilisation in the subgrid scale
is indicated in green and black indicates it is applied to both scales. The last plot compares
the Galerkin solution to SUPG and the resolved component of the subgrid-stabilised inner
118 Chapter 3. Inner element SGS model for scalar transport
0 0.2 0.4 0.6 0.8 1-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1-0.2
0
0.2
0.4
0.6
0.8
0 0.2 0.4 0.6 0.8 1-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
Inner element full field
Galerkin
Inner element SGS field
Inner element resolved field
Exact (high resolution)
No stabilisation applied
Inner element full field
Galerkin
Inner element SGS field
Inner element resolved field
Exact (high resolution)
SGS component stabilised
Inner element full field
SUPG
Inner element SGS field
Inner element resolved field
Exact (high resolution)
Both components stabilised
Inner element full field
SUPG
Inner element SGS field
Inner element resolved field
Exact (high resolution)
Resolved component stabilised
Both components stabilised
Resolved component stabilised
SGS component stabilised
No stabilisation
Exact (high resolution)
Resolved scale solutions
Exact (high resolution)
SUPG
Galerkin
Inner element resovled field,
   SGS component stabilised
Figure 3.14: A comparison of various methods to solve a one-dimensional advection-
absorption equation over five P1 elements with an absorption strength of 10.0 relative to
a unit advective speed. On the top row, the first plot compares the solution using the SGS
model to Galerkin (red) and an analytical solution (dotted black). The full SGS solution is
drawn in black with the resolved and component parts labelled in blue and green respectively.
The second and third plots on the first row have optimal stabilisation applied to the subgrid
and resolved parts respectively. The first plot on the bottom row has stabilisation applied
to both scales. The second compares the resolved scale solutions of the above and the last
compares the Galerkin solutions, some of which are stabilised.
element model. The blue line corresponds to a pure Galerkin solution, while black is the
result of a SUPG discretisation. The brown line is the optimally stabilised coarse scale SGS
solution from the middle plot of the top row. This is generally the best SGS result and has
been plotted here for a comparison with standard Galerkin and SUPG results. In all plots
the analytical solution is drawn by a dotted black line.
The first point to note it that in all results presented, the SGS model (notably the
optimally stabilised subgrid scale version) performs better than a standard Galerkin or SUPG
scheme. This is clear from the bottom left plot of each of the five figures, where the SGS
result (in brown) is closer to the analytical solution than the Galerkin (red) and SUPG (blue)
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Figure 3.15: A comparison of various methods to solve a one-dimensional advection-
absorption equation over five P1 elements with an absorption strength of 20.0 relative to
a unit advective speed. On the top row, the first plot compares the solution using the SGS
model to Galerkin (red) and an analytical solution (dotted black). The full SGS solution is
drawn in black with the resolved and component parts labelled in blue and green respectively.
The second and third plots on the first row have optimal stabilisation applied to the subgrid
and resolved parts respectively. The first plot on the bottom row has stabilisation applied
to both scales. The second compares the resolved scale solutions of the above and the last
compares the Galerkin solutions, some of which are stabilised.
solutions.
A comparison of the four SGS models with differing stabilisation approaches is given in
the middle plot of the bottom row. In all four of the advection-absorption problems presented,
optimally stabilising the subgrid system is the best stabilisation approach (in green). It is clear
from these figures that adding stabilisation to the resolved scale system decreases accuracy.
Note that in these plots a stabilisation of the resolved system only is shown in red, while
stabilising both subgrid and resolved systems is shown in black. This is further highlighted
when the strength of absorption is increased to 20.0 and 50.0, by the large oscillations in the
subgrid component, and hence the full field, in the plots of solutions where αr is non-zero
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(i.e. the third plot in the top row and first plot of the bottom row).
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Figure 3.16: The effect of the limited and optimal stabilisation parameter. The subgrid
stabilisation is optimal in both 3.16 and 3.17, but is only limited in the latter. In the results
presented here, the stabilisation parameter is not limited and the advective stabilisation term
is allowed to become dominant. A comparison of various methods to solve a one-dimensional
advection-absorption equation over five P1 elements with an absorption strength of 50.0
relative to a unit advective speed is made in both. On the top row, the first plot compares
the solution using the SGS model to Galerkin (red) and an analytical solution (dotted black).
The full SGS solution is drawn in black with the resolved and component parts labelled in blue
and green respectively. The second and third plots on the first row have optimal stabilisation
applied to the subgrid and resolved parts respectively. The first plot on the bottom row has
stabilisation applied to both scales. The second compares the resolved scale solutions of the
above and the last compares the Galerkin solutions, some of which are stabilised.
The importance of the balance described by (3.58) is examined in figures 3.16 and 3.17.
The advection-absorption case where κ = 50.0 is considered since the value of absorption is
greater than the critical value of 22.3. In this regime the balance in (3.58) is not maintained
without the optimal definition of αˆ given in (3.60). In figure 3.16, the optimal stabilisation
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Figure 3.17: The effect of the limited and optimal stabilisation parameter. The subgrid
stabilisation is optimal in both 3.16 and 3.17, but is only limited in the latter. In the
results presented here, the stabilisation parameter is limited and the advective stabilisation
term is not allowed to become dominant. A comparison of various methods to solve a one-
dimensional advection-absorption equation over five P1 elements with an absorption strength
of 50.0 relative to a unit advective speed is made in both. On the top row, the first plot
compares the solution using the SGS model to Galerkin (red) and an analytical solution
(dotted black). The full SGS solution is drawn in black with the resolved and component
parts labelled in blue and green respectively. The second and third plots on the first row
have optimal stabilisation applied to the subgrid and resolved parts respectively. The first
plot on the bottom row has stabilisation applied to both scales. The second compares the
resolved scale solutions of the above and the last compares the Galerkin solutions, some of
which are stabilised.
coefficient is defined from (3.60), which does not maintain the balance (3.58). The definition
given in (3.60) is applied in the generation of the results presented in figure 3.17. It is clear
from the bottom middle plots, which contain the resolved continuous components, that it
is important to maintain this balance. In this regime for σˆ > 4.46 the modification to the
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Figure 3.18: Error evaluated in the discrete L2 norm for one-dimensional advection-diffusion
problems with the strength of absorption, relative to a unit advective speed, equal to 10−1
in the left plot and 10−2 in the right plot. The resolved field refers to ψ.
stabilisation parameter corrects the solution to lie with the analytical result.
Convergence of these solutions with respect to nodes and hence element size in terms
of the two norms L2 and l2 introduced above is now considered. The number of nodes in
the simulations ranged from 2 (i.e. a single element) to 1995. These were chosen to be
approximately equally spaced on a logarithmic scale. This gives a useful set of results for
studying convergence and also the most accurate results from regression calculations used
to determine the rate of convergence. The advection-diffusion problems are considered first,
with the L2 and l2 norm errors are presented in figures 3.18 and 3.19, respectively. Note
that the stabilisation is only applied when absorption is present and does not appear in these
cases. In this case it is difficult see any difference between the convergence plots for the cases
where κ = 0.1 and 0.01. The regression calculation is restricted to where the convergence rate
has settled, which here is taken from 20 nodes and above. In the L2 norm results presented
in figure 3.18 this finds that the Galerkin discretisation converges at a rate of 1.51 with
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Figure 3.19: Error evaluated in the continuous l2 norm for one-dimensional advection-
diffusion problems with the strength of absorption, relative to a unit advective speed, equal
to 10−1 in the left plot and 10−2 in the right plot. The resolved field refers to ψ.
respect to element size. This is expected since it is a second-order method. The full solution
converges at a slightly higher rate of 1.68. The resolved scale solution converges at a rate of
2.50, which is significantly larger than a standard Galerkin method. In the l2 norm results
presented in figure 3.19 all solutions converge at approximately the same rate of 2.01 with
respect to element size. Note that the full SGS solution is more accurate than a Galerkin
solution in the continuous norm and that the resolved scale result is slightly less accurate
than Galerkin. The converse is true in the L2 norm. This can be explained since the SGS
model is designed to give a more accurate nodal solution in the coarse scale. When the whole
field is considered (i.e. in the l2 norm) the complete SGS field containing both continuous
and discontinuous components should be the most accurate.
The convergence in the advection-absorption cases is more complicated where there are
various ways to stabilise the system. The L2 and l2 norm errors are presented in figures 3.20
and 3.21 respectively. For the relatively small amount of absorption, σ = 5.0, the Galerkin
discretisation results in a convergence of 1.53, which is again what would be expected. The
full SGS solution converges at a slightly better rate of 1.64 with respect to element size.
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Figure 3.20: Error evaluated in the discrete L2 norm for one-dimensional advection-absorption
problems with the strength of absorption equal to, from left to right, 5.0, 10.0, 20.0, 50.0 and
500.0 respectively, relative to an advective speed of unit magnitude. The resolved field refers
to ψ.
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Figure 3.21: Error evaluated in the continuous l2 norm for one-dimensional advection-
absorption problems with the strength of absorption equal to, from left to right, 5.0, 10.0,
20.0, 50.0 and 500.0 respectively, relative to an advective speed of unit magnitude. The
resolved field refers to ψ.
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When this is optimally stabilised the rate reaches 2.50. Considering the coarse scale SGS
component, the optimally stabilised method converges at a rate of 1.99. In the case where
σ = 50.0, the method converges at a rate of 4.30 in this case. All methods converge at
approximately the same rate of 2.01 in the continuous l2 norm (evaluated for the cases with
at least 10 nodes).
3.8.3 Translating cylinder
Here the SGS model is applied to the advection of a circular concentration of tracer. The
advection occurs diagonally across mesh elements. The model manages to limit the size of
under- and over-shoots very well.
3.8.4 Idealised Stommel recirculation gyre
Pure advective transport of a Gaussian hill anomaly in a tracer field is considered through
a Stommel (1948) gyre. The flow field is the solution for a wind-driven boundary intensified
basin circulation in a homogeneous ocean with a linearised bottom friction and horizontal
pressure gradients caused by a variable surface height and Coriolis force (linearised by a
β-approximation), governed by
∂u
∂t
+ (f + βy)ez × u = −g∇η − γu+ τ
η
ρh
, (3.65a)
∂η
∂t
+∇ · (hu) = 0, (3.65b)
u · n = 0 on Γ, (3.65c)
where the wind stress is specified by the simple functional form, τη = −τη cos(piy/L),
following the study of Stommel (1948). The unit vector, ez is orthonormal to the unit
vectors ex and ey of the coordinate directions x and y respectively (i.e. ez = ex × ey). A
solution to this system, given by Mushgrave (1985), is governed by the volume transport
streamfunction
Ψ(x, y) =
τηL
piγρh
sin
(piy
L
)
(pexR+ + qexR− − 1), for x, y ∈ [0, L]. (3.66a)
The arguments and amplitudes of the exponential functions are given by
R± =
γ
2β
(
−1±
√
1 + 4pi2 (γ/β)2
)
, (3.66b)
q = 1− p, (3.66c)
p =
1− eLR−
eLR+ − eLR− . (3.66d)
The amplitude of the wind stress is denoted by, τη = 10−1Nm−2; the bottom drag frictional
coefficient by, γ = 10−6s−1; fluid density by, ρ = 103kg m−3; fluid layer depth is the constant,
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(a) Profile of tracer concentration before and after advection
(b) The tracer concentration after advection
Figure 3.22: A circular disc of tracer is advected diagonally across a structured mesh.
h = 2.0 × 102m; the Coriolis parameter by, f = 10−4s−1 and its first-order y-derivative
(latitudinal) by, β = 10−11m−1s−1. The streamfunction, Ψ, is illustrated in the square L×L
basin domain in figure 3.23a, together with the passive tracer Gaussian hill anomaly specified
by
s(x, y) = exp
(
−(x− 2L/3)
2 + (y − L/3)2
2(2L/25)2
)
. (3.67)
The parameters of Stommel (1948) are faithfully replicated in Hecht et al. (1995) and
subsequent papers Hecht et al. (2000) and Hecht (2005). This study follows the specification
of Hanert et al. (2004) and Hanert (2004) in the more idealised square basin geometry of side
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L = 106m. The mesh over which the simulations are made is presented in figure 3.23b. Note
that unlike Hanert et al. (2004), this mesh is isotropic and homogeneous and hence the effect
of the Western boundary should be further pronounced. In this manner comparisons to the
performance in other parts of the domain can be made. Hecht et al. (1995) study both a
regular and ‘stretched’ cases, the latter of which is seen to dramatically improve results. Hecht
et al. (2000) rework the case initially studied in Hecht et al. (1995) by rotating the domain
so that it lies 45 ◦ to the two principal grid axes to produce ‘a better, more discriminating
test problem’. The alignment with grid axis is not an issue in this and the case presented in
Hanert et al. (2004), where unstructured meshes is employed. Note also that simulations were
actually made in 3D, a pseudo two-dimensional domain one element thick in the z-coordinate
direction.
The velocity field is derived through differentiation of the streamfunction
u = (u, v) =
(
∂Ψ
∂y
,−∂Ψ
∂x
)
, (3.68)
and its magnitude is presented in the contour plot of figure 3.24a. The flow field represents
the intense crowding of streamlines near western borders of the ocean, a characterising feature
of general oceanic wind-driven circulation. The Gulf Stream, the Kuroshio, and the Agulhas
Current are examples of this phenomena. On the western boundary, the streamlines converge
to form a boundary layer with a width of the order, γ/β = 100km, through which the entire
tracer anomaly must pass (shown in figure 3.24a). Velocities in this region are approximately
an order of magnitude greater than typical velocities throughout the rest of the domain, as
illustrated in figure 3.24b.
A reference solution, that is unaffected by grid resolution, can be obtained through a
fourth-order Runge-Kutta integration of the analytic velocity field to find the departure
point corresponding to each arrival point on the grid. In the case of pure advection, the
concentration of the passive tracer at this initial position is equal to the final value at the
arrival point. The existence of an analytical solution to this transport problem make it a
particularly useful test case. An alternative would be to subsequently run the simulation
in reverse and make a comparison to the initial state. Note that the reference solution in
the results presented in figure 3.25, titled ‘fine mesh’, are not calculated in this manner, but
present a GLS solution on a finer mesh (of four-times the resolution).
The inner element subgrid scale model is compared to the SUPG and GLS stabilisation
methods, a standard Galerkin and a fine mesh result in figure 3.25. A Crank-Nicolson
timestepping scheme is employed to give second-order accuracy in time. Although implicit
schemes do not require adherence to the CFL condition, this is used as a guide to determine
the timestep in order to limit errors introduced by the timestepping algorithm. Simulations
were made with a timestep of 2.5 × 104s which gives a maximum Courant number of
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Figure 3.23: (a) The flow streamfunction (which induces clockwise transport) and initial
tracer distribution with concentration labelled. (b) The unstructured (but isotropic) mesh
used for the Gaussian hill transport simulation in an idealised Stommel gyre. This mesh
contains 30 elements along the horizontal boundaries and is one element thick, giving a total
of 3046 nodes (effectively 1523 in two dimensions).
approximately 0.75. In the fine mesh simulation the timestep was reduced to 2.5 × 103s
to maintain compliance with the condition. It is clear from figure 3.25 that continuous P1
elements with no stabilisation suffer significantly in the western boundary, where there is a
large change of scales in the flow and the transport process becomes under-resolved. These
Galerkin results concur with those of Hanert et al. (2004). SUPG, and then GLS lead to (what
appear to be) better results, although a more detailed analysis is required. The contours of
the inner element model are an improvement over both SUPG and GLS. The model adds
less diffusion and the contours remain more compact and closer to the high resolution result.
There is also less noise and spurious contours.
3.9 Conclusions
This chapter has introduced a new subgrid scale approach for modelling the transport of
scalar tracer fields. The significant increases in accuracy, stability and convergence have
been demonstrated in both one and two dimensional problems. The description of the
model is generic and lays the foundations for future applications to radiation transport in
the discretisation of the Boltzmann transport equation and momentum transport in the
incompressible Navier-Stokes equations. Its application in these areas is developed in the
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Figure 3.24: (a) Contours of the magnitude of velocity in the flow determined by the
streamfunction Ψ, given in (3.66a). (b) Magnitude of velocity along the x coordinate for
y = 500km presented in blue and the latitudinal average of the magnitude of velocity plotted
in dashed red. Minimum and maximum latitudinal magnitude of velocities are labelled with
plus and cross signs respectively. Note that the flow speeds are either minimum or maximum
over the latitudinal range along the bisector, y = 500km.
following chapters.
In summary, the inner element subgrid scale model provides
A theoretical basis for forming residual-based Petrov-Galerkin methods. These
can be designed to accurately model the subgrid scale processes to control unphysical
oscillation in the resolved scale and formally increase accuracy. Improved subgrid scale
modelling has been demonstrated for some of the simplest interpolating spaces here in
this chapter.
The introduction of parameterisation schemes in a consistent manner.
It is possible to optimise the stabilisation introduced by the subgrid scale model by
modifying the discretisation of the subgrid scale equation. The model remains consistent
because the stabilisation introduced into the resolved scale equation is still residual-
based. This concept opens up the possibility of introducing a wide range of stabilisation
models through the inner element subgrid scale model. One of the immediate benefits of
this idea is the application of explicit non-residual-based models in an implicit residual-
based manner. For example, a Smagorinsky large eddy simulation (LES) turbulence
model could be applied consistently. Current residual-based Petrov-Galerkin methods
tend to be overly diffusive when compared to turbulence models such as LES. On the
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Figure 3.25: Snapshots of the simulated tracer field after 2×106, 3.5×106, 7×106 and 1×107s
(400 timesteps) respectively for pure advection with the Galerkin, Streamline-upwind Petrov-
Galerkin (SUPG), Galerkin least-squares (GLS), the inner element subgrid scale model and a
fine-mesh result. There are 10 isolines representing values of the tracer field linearly between
(and including) 0.01 to 1.0. Tracer concentrations below 0.01 are ignored in these contour
plots.
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other hand, many of these models and parameterisation schemes, such as LES, are not
residual-based and are in essence solving a different system to the governing physical
one. The inner element model allows the use of better performing models in a residual-
based approach, and in the process inheriting the advantages of both. This allows for
the possibility of varying the model applied across a space-time domain to result in the
best treatment of the unresolved subgrid scale phenomena.
Compact stencils. It does not extend the stencil when you eliminate out the equations,
even with second-order operators.
Per-element adaptive subgrid scale modelling. Under this framework it is easy to
adapt the subgrid scale operator within each element independently without the need
to consider couplings with other elements. A hierarchy of sub-element support could
be included to provide a range of stabilisation (to act on different phenomena types
and scale of behaviour, for example), operating in a way akin to p-adaptive methods
(except that the smaller features would not be fully resolved). A simple example of this
could be a p-adaptive method working through a range of polynomial orders of local
representation.
Good conditioning of the global matrix. The resulting global matrix retains the same
sparsity pattern as a Galerkin-discretised system. The stabilisation introduced by the
SGS model should improve conditioning of this matrix too, making it easier to solve.
Reduces to standard methods in limiting cases. In the case of a void region in one-
dimension, with the linear model examined here, when the extra degrees of freedom are
eliminated out the formulation reduces to an upwind differencing method.
Formal connection to discontinuous Galerkin discretisations. In one dimension the
solution is identical to that from discontinuous Galerkin methods for advection-
absorption problems, such as the Boltzmann transport equation. This could help with
multigrid methods for DG and any situation where it is an advantage to accelerate the
solution by forming and solving nodal equations rather than the full DG equations, e.g.
in diffusion acceleration methods.
Inherits advantageous properties of both continuous and discontinuous methods.
Unlike standard discontinuous Galerkin methods it is easy to form second-order
operators. In the case of a discontinuous Galerkin formulation, special methods are
required to discretise second-order operators, such as the Local Discontinuous Method
(LDG). The number of degrees of freedom in the resultant coupled system is equal to
that in a continuous discretisation and is therefore relatively low when compared to a
discontinuous discretisation.
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In addition to the development of the inner element model, the optimally-stabilised SUPG
scheme for a discontinuous Galerkin formulation has been generalised to a wider range of
transport equations in this chapter.
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Chapter 4
The inner element subgrid scale
finite element method for the
Boltzmann transport equation
Synopsis
This chapter presents a new multiscale radiation transport method based
on a Galerkin finite element spatial discretisation of the Boltzmann transport
equation. The approach incorporates a discontinuous subgrid scale (SGS) solution
within the continuous finite element representation of the spatial variables. While
the conventional discontinuous Galerkin (DG) method provides accurate and
numerically stable solutions that suppress unphysical oscillations, the number
of unknowns is relatively high. The key advantage of the proposed SGS approach
is that the solutions are represented within the continuous finite element space
and therefore the number of unknowns compared with DG is relatively low.
The applications of this method are explored using linear finite elements and
some of the advantages of this new discretisation over standard Petrov-Galerkin
methods are demonstrated. The numerical examples are chosen to be demanding
steady-state mono-energetic radiation transport problems that are likely to form
unphysical oscillations within numerical scalar flux solutions. This method is
designed to work under arbitrary angular discretisations and so solutions using
both spherical harmonics and discrete ordinates are presented.
A paper based on the work described in this chapter
has been submitted for consideration by the
Journal of Nuclear Science and Engineering (Buchan et al., 2008b).
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4.1 Introduction
The application of the finite element method (FEM) for approximating the spatial dimensions
of the Boltzmann transport equation (BTE) has been investigated for many decades. A
comprehensive review to both continuous and discontinuous FEM schemes is contained in
Hughes et al. (2000a), but in this chapter a new method is presented that attempts to bridge
the gap between the two techniques. The intention is that by embedding a discontinuous
formulation within the continuous scheme, stability of the solutions is maintained whilst the
number of unknowns that are solved for remains relatively low.
The discontinuous Galerkin (DG) method has received much attention in this field of
research, having been first developed for use in radiation transport approximations (Reed and
Hill, 1973). The scheme is popular because it is both accurate and stable, acting strongly to
control unphysical oscillations in angular flux fields. Most notable of these errors are Gibbs
oscillations that can corrupt a solution when the transport (or advective) term dominates the
equation. The method is therefore highly attractive for resolving problems containing voids,
such as in shielding problems containing observation ducts, where only particle streaming
described by the advective transport term takes place. Additionally, with a discontinuous
representation between elements it can accurately represent the near discontinuous solution
between elements containing vastly different material properties, e.g. a void next to a strong
absorber.
The main drawback of DG is the sheer size of the number of unknowns required in its
approximations. As every element requires a unique and separate set of basis functions for
the approximation, the number of unknowns, for three dimensions, can increase by as much
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as a factor of 8 for hexahedral elements and 20 for tetrahedral finite elements in comparison
to their continuous finite element counterparts. The continuous Galerkin method (CG),
however, comes with its own set of problems. Although the size of the expansion is relatively
small, the approximations are prone to suffer more severely from unphysical fluctuations,
that are particularly damaging when advection dominates. In this situation the method will
most likely require a stabilisation term added to its weighting functions, such as provided
by the streamline-upwind Petrov-Galerkin (SUPG) method (Brooks and Hughes, 1982; Pain
et al., 2006c) or Galerkin least-squares (GLS) (Hughes et al., 1989). Each effectively add
diffusion type terms which act in the streamline direction. These methods can act to
suppress unphysical oscillations but inevitably incur some computational cost. It can also
be a challenge to determine the correct length scale of elements on unstructured anisotropic
meshes to use with SUPG or GLS methods. Additionally, determining the correct dissipation
(Pain et al., 2006b) for each variable within a set of a highly coupled systems can be a
computational burden. Furthermore, even with a stabilisation scheme, other unphysical
oscillations can still form when sharp or discontinuous changes occur in the source and
materials of the problem being modelled. These often require a further non-linear (shock
capturing) stabilisation scheme (Pain et al., 2006b) in order to be dealt with correctly, which
also increases computational costs further.
The use of bubble functions to represent the fine grid solution has also been popular and
shown to result in a Petrov-Galerkin scheme in some cases, when the additional variables
are eliminated by a process of static condensation, see Baiocchi et al. (1993). For a linear
interpolation space the bubble consists of a quadratic function for rectangular/hexahedral
elements or a cubic function for triangular/tetrahedral elements which is added to the linear
bases within each element. These methods have been shown to be successful in stabilising
the solutions of the standard advection-reaction-diffusion Galerkin discretisations (Brezzi
et al., 1992). For pure transport, however, they have the disadvantage that they result in
zero diagonal contributions to the global matrix associated with the bubble function solution
variables and thus can not be eliminated using static condensation. The reason for this is
due to the symmetry of these functions. However, Hughes (1995) and Franca et al. (1998)
have shown that it can be advantageous to use non-symmetric ‘bubbles’ to test (weight) the
transport equation. This provides an upwind bias in the solution and taking this approach
to its ultimate limit results in a delta test function on the upwind element boundaries.
The method proposed here aims to bring together the positive attributes of the CG and
DG methods in the form of a subgrid scale model within each element. The aim is to represent
the flux as a double expansion over a coarse grid spanned by continuous finite elements and a
fine grid spanned by the discontinuous scheme. By integrating the fine grid information into
the coarse grid, the resulting linear system is smaller (and therefore more efficient to solve)
and the solution remains stable and suppresses unphysical oscillations, e.g. free ∆x waves in
voids are suppressed.
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The SGS approach that is built on in this work was set out by Hughes (Hughes et al.,
1998) which details a general multiscale framework. In that paper it was shown that the
solution to the boundary value problem could be represented by a coarse solution, spanned
by finite elements, and a corrective fine solution using Green’s functions within each element.
The paper set out to illustrate the potential for the method’s use in engineering and scientific
problems and highlights the various directions for pursuing better quality multiscale schemes.
More in line with the work presented here is the discontinuous multiscale scheme (Hughes
et al., 2006). The method manipulates the full scale discontinuous Galerkin discretisation (of
arbitrary polynomial order) and generates a continuous, coarse representation that is spanned
by the set of functions associated with the nodes of the element’s boundaries. The method
achieves its goals by reducing the proliferation of degrees of freedom associated with DG and
improves the stability of the CG discretisation.
The approach outlined here has similarities with that of Labeur and Wells (2007) and
Sangalli (2004) which, instead of solving the DG equations in a coupled sense, solves for
the fluxes between elements, thus reducing the size of the matrices but also introducing an
approximation to the DG solution. However, the approach outlined here differs fundamentally
from this in its basic construction, as the SGS solution is added onto the global solution.
Weak homogeneous Dirichlet boundary conditions are applied to the additional SGS solution
variables. The approach taken here follows exactly that described in the work of Candy
et al. (2008b). The method generates the full Galerkin equations from the coarse and fine
spanning functions. Specific boundary conditions, however, are applied to the DG solution
that forces the fine scale test functions to couple only between inter-element functions. This
allows the easy elimination of the fine grid terms whilst providing the stability required from
the scheme.
This chapter is set out as follows: §4.2 introduces the Boltzmann transport equation and
presents its angular discretised form. §4.3 defines the subgrid scale, finite element model
which is applied to the angular discretised BTE. §4.4 presents some numerical examples
demonstrating the method’s convergence and stabilising properties in comparison to other
discretisation schemes. §4.5 presents a conclusion of this chapter’s work.
4.2 Problem definition
The Boltzmann transport equation (Lewis and Jr, 1993) describing the motion of neutral
particle radiation in terms of the angular flux ψ is given below
1
v
∂
∂t
ψ(r,Ω, E, t) + Ω.∇ψ(r,Ω, E, t) + ΣT (r, E)ψ(r,Ω, E, t)
= qex(r,Ω, E, t) +
∫
Ω′
∫
E′
Σs(r,Ω
′ → Ω, E′ → E, t)ψ(r,Ω′ , E′ , t) dE′ dΩ′ .
4.3 Spatial discretisation: The subgrid model 139
Only void boundary conditions are considered on the domain’s surface Γ. That is, for r ∈ Γ
ψ(r,Ω, E, t) = 0, where Ω · n < 0,
for an outward pointing unit vector normal to the surface n.
The angular flux is a variable of seven dimensions consisting of space r, angle Ω, energy
E and time t. In this work only the spatial and angular phase space is required, and so the
variable time and energy dependence is removed to give the steady, mono-energetic version
of the Boltzmann transport equation.
4.2.1 Angular discretisation
An arbitrary discretisation of the angular dimension is considered in which Ω is represented
by the span of angular basis functions Gi, for i ∈ {1, 2, . . . ,M}, such that
ψ(r,Ω) ≈
M∑
j=1
Ψj(r)Gj(Ω). (4.1)
Applying the Galerkin method, this approximation is inserted into the transport equation,
which is then weighted by the angular basis functions Gi and integrated over angle. This
results in the following angular discretised system of spatially dependent equations for which
the unknowns Ψ are the vector of coefficients Ψj(r), for j = {1, 2, . . . ,M}, of the angular
expansion
Ax
∂Ψ
∂x
+Ay
∂Ψ
∂y
+Az
∂Ψ
∂z
+HΨ = S. (4.2)
The terms Ax, Ay, Az areM×Mmatrices representing the angular discretised streaming term.
H the is M ×M angular discretised matrix containing the scattering/removal information
and S is the vector of size M containing the discretised source. This can be rewritten in a
more convenient way in terms of its residual
R(Ψ) = (A · ∇+H)Ψ− S = 0, (4.3)
where A is the vector of matrices A = (Ax, Ay, Az). We also introduce the following notation
for the dfferential operator L(Ψ) = (A · ∇+H)Ψ. A full derivation of this equation is given
in Buchan et al. (2005, 2008a).
4.3 Spatial discretisation: The subgrid model
This section describes the formulation of the subgrid model for the discretisation of the
spatial variable r of (4.3). The model is built upon finite elements requiring a partitioning
T(V ) of the problem domain V to be defined as a finite set of disjoint sub-domains Vi for
i ∈ {1, 2, . . . , η}.
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The full solution Ψ is then decomposed as the sum of two functions Ψ = Φ + Θ where Φ
and Θ represent the coarse resolved scale and fine subgrid scale components of the solution
respectively. Their approximations are via finite elements defined on the partitioning T(V )
of V . In this work only two dimensional linear finite elements are considered. This requires
each element of the approximation to be associated with three linear interpolating functions
for triangles and four bilinear interpolating functions for quadrilaterals (Ackroyd, 1997).
The coarse component’s approximation lies in the continuous finite element space spanned
by the standard set of ηN linear basis functions Ni, for i ∈ {1, 2, . . . , ηN}, and given by the
expansion
Φ(r) ≈ Φ˜(r) =
ηN∑
j
Nj(r)Φj . (4.4)
Similarly, the subgrid scale component’s approximation lies in the discontinuous finite element
space spanned by the ηQ set of basis functions Qi, for i ∈ {1, 2, . . . , ηQ}
Θ(r) ≈ Θ˜(r) =
ηQ∑
j
Qj(r)Θj . (4.5)
It should be noted that since Φ and Θ represent angular vectors of size M, the terms Nj and
Qj are M×M matrices containing their respective finite element functions only along their
diagonal elements. This results in the full scale approximation to be given by
Ψ(r) ≈
ηN∑
j
Nj(r)Φj +
ηQ∑
j
Qj(r)Θj . (4.6)
The full set of Galerkin equations are formed by the weighting of (4.3) using both sets of
trial functions for representing the resolved and subgrid approximations. The full solution’s
expansion (4.6) is inserted into (4.3) and the ηN+ηQ equations are integrated over V . Making
use of the operator’s linearity, the following weak form equations are formed∫
V
Ni(L(Φ)− S) dV +
∫
V
NiL(Θ) dV = 0, ∀ j ∈ {1, 2, . . . ηN}, (4.7a)∫
Ve
QiL(Φ) dV +
∫
Ve
Qi(L(Θ)− S) dV = 0, ∀j ∈ {1, 2, . . . ηQ}. (4.7b)
4.3.1 The resolved and subgrid systems
In this section the full approximation model defined by (4.7) is detailed explicitly. The
resulting subgrid solution is then redefined in terms of the resolved solution in order that it
may then be eliminated from the global linear equation system.
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The SGS method reads: find Ψ = Φ + Θ, such that
∫
V
NiHΨ dV −
∫
V
∇Ni ·AΨ dV +
∫
Γ
Ni(A · n)Ψ dΓ =
∫
V
NiS dV, ∀ i ∈ {1, 2, . . . ηN},
(4.8a)
and∫
Ve
QiHΨ dV +
∫
Ve
QiA ·∇Ψ dV =
∫
Ve
QiS dV, ∀ i ∈ {1, 2, . . . ηQ}, ∀Ve ∈ T(V ). (4.8b)
Green’s theorem has been applied to the advection term of equation (4.8a) resulting in the
surface boundary integral involving the full solution Ψ, and so comprises of the terms∫
Γ
Ni(A · n)Ψ dΓ =
∫
Γ
Ni(A · n)Φ dΓ +
∫
Γ
Ni(A · n)Θ dΓ (4.9)
The second term of (4.9) can be eliminated through a strong application of the subgrid
scale boundary condition Θ = 0 on Γ. In the equations of (4.8b), the full solution is expanded
but Green’s theorem is only applied to the advective flux of the subgrid solution. As the
support of the discontinuous weighting functions is limited strictly to a single element, the
integration can be reduced from the domain V to the weighting function’s respective element
Ve, such that∫
Ve
QiHΦ dV +
∫
Ve
Qi∇ · Φ dV +
∫
Ve
QiHΘ dV
−
∫
Ve
∇Qi ·AΘ dV +
∫
Γein
Qi(A · n)Θ dΓ +
∫
Γeout
Qi(A · n)Θ dΓ
=
∫
Ve
QiS dV, ∀ i ∈ {1, 2, . . . , ηQ} ∀Ve ∈ T(V ), (4.10)
where the integrals over Γein and Γ
e
out address the incoming and outgoing flux at the element’s
boundary. This is resolved for an arbitrary angular discretisation using a Riemann technique
described in Pain et al. (2006c); Eaton et al. (2003a); Eaton (2004).
The surface integral involving the incoming flux associated with the subgrid solution Θ
is eliminated. Replacing the variables with their approximations, the formulation in its final
form is described by
∫
V
NiHΦ˜ dV +
∫
V
∇Ni ·AΦ˜ dV +
∫
V
NiHΘ˜ dV
+
∫
V
∇Ni ·AΘ˜ dV +
∫
Γ
Ni(A · n)Φ˜ dΓ
=
∫
V
NiS dV, ∀ i ∈ {1, 2, . . . ηN}, (4.11a)
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and∫
Ve
QiHΦ˜ dV +
∫
Ve
QiA · ∇Φ˜ dV +
∫
Ve
QiHΘ˜ dV
−
∫
Ve
∇Qi ·AΘ˜ dV +
∫
Γeout
Qi(A · n)Θ dΓ
=
∫
V
QiS dV, ∀ i ∈ {1, 2, . . . , ηQ} ∀Ve ∈ T(V ). (4.11b)
4.3.2 Numerical discretisation of the steady form
The numerical discretisation of the spatial terms of the SGS formulation described by (4.11a)
and (4.11b) takes the form of the following linear system(
A B
C D
)(
Φ˜
Θ˜
)
=
(
S˜Φ
S˜Θ
)
, (4.12)
which explicitly reads as
AΦ˜ + BΘ˜ = S˜Φ, (4.13a)
CΦ˜ + DΘ˜ = S˜Θ. (4.13b)
The sub-matrices and source terms are defined by
Aij =
∫
V
NiHNj dV −
∫
V
∇Ni ·ANj dV +
∫
Γ
Ni(A · n)Nj dΓ, (4.14a)
Bij =
∫
V
NiHQj dV −
∫
V
∇Ni ·AQj dV, (4.14b)
Cij =
∑
Ve∈T
∫
Ve
QiHNj dV +
∑
Ve∈T
∫
Ve
QiA · ∇Nj dV, (4.14c)
Dij =
∑
Ve∈T
∫
Ve
QiHQj dV −
∑
Ve∈T
∫
Ve
∇Qi ·AQj dV +
∑
Ve∈T
∫
Γeout
Qi(A · n)Qj dΓ. (4.14d)
Sψi =
∑
j
∫
V
NiNjSj dV, (4.15a)
Sφi =
∑
j
∫
V
QiQjSj dV. (4.15b)
Note that in the above, the matrix elements i, j are block matrices of size M×M containing
the angular discretised formulation. Similarly, due to the angular discretised sources, the
elements of the right hand side vectors are also vectors of size M.
By pre-multiplying equation (4.13b) by D−1, an expression of the sub grid solution Θ˜ can
be obtained
Θ˜ = −D−1CΦ˜ + D−1S˜Θ. (4.16)
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Substituting this into equation (4.13a), an expression involving only the resolved solution is
formed (
A− BD−1C) Φ˜ + BD−1S˜Θ = S˜Φ. (4.17)
4.3.3 Computational requirements
The SGS method described in the previous section requires the inversion of the matrix D,
which is the largest of all matrices being theMηΘ×MηΘ matrix corresponding to the Galerkin
formulation of the DG scheme. However, in our treatment of the surface integrals of the DG
formulation the SGS unknowns that exist on different elements are decoupled from each other.
That is, D is a block diagonal matrix where coupling only exists within elements.
It is therefore significantly easier to invert D as the smaller sub-matrices can be treated
individually on a per-element basis. This allows the matrix multiplication BD−1C to be
calculated on a per-element basis and serves to make the process of forming the SGS
contribution to the Galerkin matrix A relatively computationally cheap. The requirements are
a single sweep through the mesh’s elements where a single inversion and two multiplications
on small sub-matrices are performed.
In addition to this, since only the resolved variables in (4.17) are solved, the memory
requirements for a solver such as GMRES (Saad, 1996) are reduced significantly in comparison
to the DG formulation. As there are up to 20 times fewer coarse grid variables than there
would be for DG on the same (three-dimensional) mesh, this will be extended to every Krylov
vector that the solver will need to compute and store. Thus memory storage and computing
orthonormal Krylov vector spaces will be reduced substantially.
4.4 Numerical examples
In this section the subgrid scale model’s capabilities are demonstrated by applying it
using linear triangle and quadrilateral elements to a number of steady-state mono-energetic
radiation transport problems. These problems are designed to be demanding and test the SGS
method. The SGS solutions are compared with the solutions obtained using the Galerkin,
even-parity (de Oliveira et al., 2000), SUPG (Pain et al., 2006b), non-linear SUPG (Pain
et al., 2006b) and DG schemes (Merton et al., 2007).
Since the SGS method is described in terms of an arbitrary angular discretisation, both
spherical harmonic (PN ) (Jeans, 1917) and discrete ordinate (SN ) (Chandrasekhar, 1950)
approximations are presented.
4.4.1 Demanding absorber problem
The problem domain of this numerical example is shown in figure 4.1 and the corresponding
source and materials are listed in table 4.1 under columns A. The problem domain is a
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Figure 4.1: The problem domain of the numerical example 1A and numerical example 1B.
3.0cm× 3.0cm square which contains a unit isotropic source (of strength 1 particle cm−2s−1)
in the central 1.0cm × 1.0cm region. The source and region to its left are embedded in a
highly absorbing material with a capture cross-section σa = 1000.0cm−1. The other regions
surrounding the source contain a low absorbing material with a capture cross-section σa =
0.1cm−1. All calculations have been performed using a P3 angular approximation. The
problem domain is discretised with 24× 24 uniformly spaced linear rectangular elements.
Region Source (cm−2s−1) σt (cm−1) σs (cm−1)
A B A B A B
1 1.0 1.0 1000.0 10.0 0.0 0.0
2 0.0 0.0 0.1 0.1 0.0 0.0
3 0.0 0.0 1000.0 10.0 0.0 0.0
Table 4.1: Source and material cross-section data for numerical example 1A and 1B, the
demanding absorber problem.
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This problem was selected as it highlights some of the main difficulties encountered
by many numerical schemes. This is illustrated in figure 4.2a which shows the resulting
approximation when a standard continuous Galerkin method is used. The solution displays
Gibbs oscillations propagating in the streamline direction from the source into the low
absorbing regions. These oscillations are typical of the CG method and their severity clearly
demonstrates the need for the development of stabilising schemes. Results from even-parity
and standard SUPG schemes are shown in figures 4.2b and 4.2c. Both methods are shown
to mitigate these oscillations and produce more smoothly varying fluxes, although the even-
parity formulation appears to be far more diffusive within the weak absorber region (although
should be mentioned that the Even-Parity method is more suited to high material cross-
section problems). There remains, however, a highly damaging oscillation about the interface
of the source region and heavy absorber that causes a negative scalar flux to occur. This is
yet another typical undesirable feature that is encountered in many discretisation schemes.
The oscillations tend to be most damaging over regions with sharp changes in material and
source properties that cause near discontinuous changes in the scalar flux profiles. In order
to remedy these, non-linear shock capturing methods can be applied (Pain et al., 2006b), as
demonstrated in figure 4.2d.
The solutions of the DG and SGS schemes are presented in figures 4.2e and 4.2f
respectively. The subgrid method, along with DG, performs remarkably well at suppressing
both Gibbs oscillations through the weak absorber and the oscillation at the source interface.
The sharp (almost discontinuous) flux decline at the source interface has been captured
extremely well by the subgrid model. Both SGS and DG solutions accurately represent this
near discontinuity with their discontinuous solution representation.
Capturing the flux at the source interface is shown more clearly in the graph of figure 4.3a.
When exiting the source, the scalar flux drops to near zero without the solution becoming
negative as seen in even-parity and SUPG solutions. The gradient is also sharper than
obtained by the non-linear SUPG method. Figure 4.3b shows the scalar flux through an
orthogonal line and through the other centre of the problem domain. Although the full SGS
solution has limited oscillations, if one looks at the continuous part of the SGS solution
in figure 4.3c it displays similar oscillations to the SUPG scheme (by this it is meant that
only the resolved solution Φ is calculated). This is not surprising given the equation for the
coarse-scale solution is very similar in form to that in the SUPG method.
4.4.2 The Maynard problem
This section demonstrates the capabilities of the SGS model in solving realistic transport
problems where high scattering materials are present in the case of the Maynard problem.
The problem domain is presented in figure 4.4 and the corresponding sources and material
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cross-sections are listed in table 4.2. The problem has a 20.0cm×20.0cm domain and contains
an isotropic source of strength 6.4 particles cm−2s−1 in the central region. The central and
outer regions contain a highly scattering material, with total cross-section σt = 0.2 and
isotropic scattering cross section σs = 0.19. These regions are separated by a near void with
an absorbing material of σt = 0.001. The domain is discretised with linear quadrilateral
elements.
Region Source (cm−2s−1) σa (cm−1) σs (cm−1)
1 6.4 0.2 0.19
2 0.0 0.001 0.001
3 0.0 0.2 0.19
Table 4.2: Source and material cross-section data for numerical example 1, the demanding
absorber problem.
The problem was solved using spherical harmonic P3 and discrete ordinate S6 angular
approximations which, in two dimensions, contain 10 and 24 moments respectively. The PN
approximations are formed using the even-parity, SGS and SUPG discretisation methods.
The SGS scalar flux solution is presented in figure 4.5. Two line cuts of the scalar flux are
taken through the points (0.0,0.0)-(0.0,10.0) and (0.0,6.0)-(10.0,6.0) for all calculations and
the results are shown in figure 4.6. This figure shows all solutions to be in close agreement
in this case. This would be expected as the problem generates a smoothly varying solution
which therefore should be simpler for the discretisation methods to approximate. Figure 4.6b
shows the solutions through the line (0.0,0.0)-(0.0,4.0) when the three discretisation methods
are used on varying resolution meshes. Compared to the fine mesh reference solution (formed
on a 1000×1000 quadrilateral element mesh using the linear DG method), the SGS and
SUPG appear to be of equal accuracy for the coarse resolution approximations and perform
far better than even-parity at resolving the peak flux over the source region.
The S6 solutions from the SGS and SUPG methods are shown in figures 4.5 and 4.6b.
These show that for the discrete ordinate discretisation, the SGS method gives solutions that
are again closely comparable to the SUPG method, thus the method is shown to work well
when an arbitrary angular approximation method is used.
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4.4.3 Solution convergence with mesh resolution
The first convergence test is performed on a very simple two-dimensional problem. Using a
square domain of size 3.0cm×3.0cm containing a uniform unit source and uniform absorbing
material of cross-section σa = 0.1cm−1, the DG, SGS and SUPG solutions are formed on
a number of increasing resolution meshes. The SGS solution to the problem is shown in
figure 4.7. The graph showing the convergence of the solutions in terms of the error’s L2
norm is presented in figure 4.8. The error norms are calculated by measuring the scalar flux
through the centre of the problem domain. Using a high resolution DG approximation as the
exact angular flux solution ψex, the error norm of the approximation ψap is defined as
‖E‖2 =
(∫ 3
0
(φap(x, 1.5)− φex(x, 1.5))2 dx
) 1
2
, (4.18)
where φ(x, y) =
∫
ψ(Ω, x, y) dΩ denotes the scalar flux.
For this simple problem, the convergence of all methods are almost identical. This result
is included in order to show that the convergence of the error in the SGS model with respect
to mesh element size is second-order. The measured convergence rate is above 1.9 for the
meshes considered here.
The second convergence demonstration uses the numerical example 1B defined in §4.4.1.
It is necessary to modify the problem’s domain, however, to ensure the benchmark solution
is accurate. Thus the strong absorbing cross-section is reduced to the value of σa = 10cm−1
(listed under columns B in table 4.1) and the P1 spherical harmonic angular expansion is
used.
The problem is benchmarked using a DG discretisation on a regular finite element mesh
consisting of 140,625 quadrilaterals. The solution using the SUPG discretisation on a mesh
consisting of 2,304 quadrilaterals is shown in figure 4.9. The figure shows the reduction in
the strong cross-section acts to reduce the gradient and so smoothes the scalar flux profile
at the source interface. This also serves to remove the shock oscillations, however, which are
observed at the interface in the standard SUPG calculations, thus improving the accuracy of
this scheme.
The problem domain is solved over a number of regular quadrilateral meshes of increasing
resolution ranging from 9 to 36,864 elements. The error of the approximation is calculated
by measuring the scalar flux difference with the exact solution across the line (0.0,1.5) to
(3.0,1.5). From this the L1 error norm is calculated by
‖E‖1 =
∫ 3
0
|φap(x, 1.5)− φex(x, 1.5)|dx,
and the L2 norm is as given in (4.18).
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The graphs contained in figure 4.10 show the convergence rate of the L1 and L2 norms
of the SUPG, SGS, DG and Galerkin errors across the line cut. They show that the DG and
SGS discretisations have similar convergence rates. They also show that the SUPG scheme
has larger errors on the coarser grids compared to the SGS and DG methods. However, for
this problem, the SUPG discretisation accuracy becomes comparable to the SGS and DG
methods on finer meshes. Table 4.3 lists the rates of convergence for these discretisation
methods where the gradients are measured across the finer meshes. Again, the SGS and DG
methods have similar convergence rates of around 1.6 in the L2 norm. The SUPG performs
slightly better with a convergence of 1.78. The good SGS and DG solutions on the coarser
meshes help explain why they performed so well in the demanding absorber problem described
in §4.4.1.
The graphs in figure 4.11 show the squared errors for all the discretisation schemes on a
range of finite element meshes. As expected, the largest errors occur near where there are
discontinuous changes in the source and material properties, that is, at x = 1 and x = 2. The
graphs highlight the errors in the coarse grid Galerkin and SUPG approximations. Large
Gibbs oscillations have formed in the advection dominated region x ∈ [2, 3] of the Galerkin
approximation whilst the SUPG errors have formed over the region where the source and
weak absorber meet. They also show that both the SGS and DG have performed well in
these areas for which the errors are almost negligible, i.e. they are not prone to forming
Gibbs oscillations and can capture the sharp changes in flux.
Spatial discretisation ‖E‖1 ‖E‖2
Galerkin 1.23 1.19
SUPG 1.46 1.78
DG 1.46 1.61
SGS 1.38 1.58
Table 4.3: Order of convergence for numerical example 1B.
This problem is also solved on unstructured finite element meshes of triangles. Figure 4.12
compares the solutions on a structured mesh consisting of quadrilaterals and two unstructured
meshes generated by a Delaunay triangulation and an advancing front method. All meshes
contain roughly 2,000 elements. For these solutions, an S6 angular discretisation is used
and included in the figure are the solutions to a single ordinate (i.e. direction) of the S6
approximation. The results in figure 4.12 shows that whilst the unstructured grids do generate
more oscillatory solutions they still compare closely with the structured grid approximation.
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The graph in figure 4.13 shows the flux from a single discrete ordinate along a line through the
points (0.0,0.0) to (3.0,3.0) in the solution domain and compares the solutions of the Delaunay
and structured meshes of varying resolutions with the ordinate’s analytical solution. The
graph shows the solutions at the corners of the source region where the oscillations are most
severe. The structured quadrilateral meshes have performed better at reducing errors but the
higher resolution triangular meshes are capable of mitigating a large proportion of the errors
also. The SGS linear quadrilateral elements generally perform better than linear triangular
elements despite the fact that the number of inner element SGS variables are substantially
greater for triangular elements.
4.5 Conclusions
This chapter has presented a new subgrid scale radiation transport method for discretising
the spatial dimensions of the Boltzmann transport equation. The method uses a continuous
and discontinuous finite element approximation to represent the coarse and subgrid scale
SGS approximations of the spatial dimensions. The method enables the SGS components of
the solution to be eliminated from the resulting system of discretised equations so that the
number of degrees of freedom remains that of standard continuous Galerkin and PG methods.
The sparsity pattern of the global matrix representing the coupled linear system to be solved
in fact remains the same as a continuous Galerkin method.
From the two-dimensional numerical examples presented the SGS model is shown to
be robust and capable of providing accurate solutions for a range of demanding particle
transport problems. The order of convergence confirms that the SGS method is capable
of achieving second-order accuracy with an accuracy close to that of a DG discretisation
scheme. It is particularly good at representing solutions when there is inadequate numerical
or mesh resolution. Its accuracy advantages over Petrov-Galerkin methods diminish, however,
as the resolution increases and the flux is well represented. In addition, despite the
introduction of a large number of SGS unknowns for linear triangle/tetrahedra elements
there are indications that this element results in less accurate solutions than those obtained
with linear quadrilateral/hexahedral SGS elements.
With the accuracy from the DG method almost retained within the SGS model, the main
advantage of this new method is that the number of resolved unknowns is vastly smaller
than the DG formulation. This method therefore offers a huge potential advantage in terms
of reducing the computer memory and CPU resource requirements for radiation transport
problems.
It still remains to demonstrate the performance of the subgrid scale model in three-
dimensional problems, as well as a quantitative calculation of the computational burden of
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the model relative to other stabilising methods. This is on going work and will be addressed
in the near future.
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(a) Galerkin (b) Even-parity
(c) SUPG (d) non-linear SUPG
(e) DG (f) SGS
Figure 4.2: The P3 scalar flux solutions of numerical example 1A using various spatial
discretisation schemes.
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Figure 4.3: Profiles of the P3 scalar flux solutions of the various spatial discretisation schemes
on numerical example 1A. The sections were taken along the lines y = 1.5 in (a) and x = 1.5
in (b) and (c).
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Figure 4.4: The domain and region partitioning of the Maynard problem in numerical example
2.
(a) SGS, P3 (b) SGS, S6
Figure 4.5: The SGS scalar flux solutions of the Maynard problem using a (a) P3 spherical
harmonic and (b) S6 discrete ordinate angular approximation.
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Figure 4.6: The scalar flux profiles of the Maynard problem. (a) Various discretisation P3
solutions on a high resolution spatial mesh over the lines y = 0.0 and y = 6.0. (b) The P3
solutions for various discretisation schemes on varying resolution spatial meshes over the line
y=0.0. (c) The S6 solutions for various discretisation schemes on a high resolution spatial
mesh over the lines y = 0.0 and y = 6.0.
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Figure 4.7: The P3 scalar flux solution for the uniform source and absorber problem.
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Figure 4.8: The convergence graph showing the L2 norm error of the P3 SGS, DG and
SUPG solutions for the uniform source and absorber problem. The first and second-order of
convergence lines have been included.
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Figure 4.9: The SUPG P3 solution to the simplified problem of numerical example 1B.
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Figure 4.10: L1 (a) and L2 (b) norms of the approximation error in the selected discretisation
schemes for the absorption problem of numerical example 1B.
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Figure 4.11: Plots of the squared approximation error through the line y = 1.5 for the
selected discretisations in numerical example 1B for meshes containing (a) 36 elements, (b)
144 elements, (c) 576 elements and (d) 2,034 elements.
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(a) (b)
(c) (d)
Figure 4.12: The S6 SGS solutions for the simplified problem of numerical example 1B. The
scalar flux on an unstructured mesh is shown in (a) and on a structured mesh in (b). An
SN ray solution over the unstructured mesh is presented in (c) and the structured result is
shown in (d).
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Figure 4.13: The SN ray SGS profiles for numerical example 1B using structured and
unstructured meshes over a range of resolutions.
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Chapter 5
The inner element subgrid scale
model for the Navier-Stokes
equations
Synopsis
A new subgrid scale (SGS) approach for modelling fluid flow with the Navier-
Stokes equations is presented. The approach lays the foundations for a wide range
of mixed finite element methods, allowing for a greater flexibility in the type of
element pairings used. This is achieved by applying an appropriate enrichment of
the velocity and/or pressure space within an element to stabilise discretisations on
shared meshes, in particular shared velocity-pressure mesh (PN − PN ) methods.
As demonstrated, this enrichment enables consistent mass matrices to be
used for the time discretisation when projection methods are employed to
solve the resulting equations and enables linear triangle/tetrahedral element P1
discretisations of velocity to be combined in a stable manner with quadratic
pressure within an element. Using higher order polynomials for pressure compared
to those used for velocity has advantages in the representation of key balances,
e.g. hydrostatic. To demonstrate the approach it is applied and compared with
P1 − P1 results for the idealised lid-driven cavity benchmark problem.
In summary, it brings key advantages for the solution of the Navier-Stokes
equations which include the use of usually unstable velocity-pressure element
pairs, a fully consistent mass matrix without the increase in degrees of freedom
associated with discontinuous Galerkin methods and also avoids pressure filtering.
All of which can act to increase the flexibility and accuracy of a model.
A paper based on the work described in this chapter
is in preparation (Candy et al., 2008c).
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5.1 Introduction
We present a subgrid scale (SGS) method for solving the Navier-Stokes equations and
demonstrate the method by applying it to incompressible flow problems. The nomenclature
used in Gresho and Sani (1998) is adopted to refer to types and combinations of elements. A
continuous piecewise linear representation of both velocity and pressure is denoted P1−P1 for
example, while P1 − P2 combines piecewise linear velocity with piecewise quadratic pressure
— which we note is an unstable element choice. In this work the basis functions for velocity
are enriched within an element with discontinuous basis functions and such element pairs
are referred to by PN (SGS) − PN ′ , for N,N ′ ∈ N0. Similarly enrichment applied to the
pressure space is referred to as PN − PN ′(SGS) and to both spaces by PN (SGS)− PN ′(SGS)
respectively.
We refer to SGS modelling in the present context as modelling that is performed within
an element so as to better represent the solution. Having a better representation of the
solution within an element can reduce the tendency for the solution to oscillate as it tries to
fit unresolved physics. Thus, along with the use of a suitable dissipation scheme, the SGS
model can substantially reduce spurious numerical oscillations while increasing accuracy. We
term the SGS model presented here the inner element SGS method. In this method the
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velocity space of continuous piecewise functions are enriched by the addition of element-wise
discontinuous functions. The great advantage of this approach is that the enriching basis
functions are local to each element and the resulting mass matrix in the pressure matrix is
block diagonal. This enables the use of a consistent (i.e. not lumped) mass matrix, even for
higher order elements. Although mixed mass methods, in which mass is lumped for pressure
in the pressure matrix but not lumped for the time term, have shown great promise; it still
remains undesirable to lump the mass matrix in anyway, (Gresho and Sani, 1998).
An additional consequence of the enriched velocity space is that the pressure matrix has
a significantly smaller stencil than for the standard P1 − P1 element with lumping. The
sparsity pattern is actually that of a P1 discretisation. The fact that the matrices are more
compact also makes higher order pressure variations, such as P1(SGS) − P2, more tractable
and therefore more attractive. This seems a particularly promising element pairing as it may
have advantages in representing fundamental features of geophysical flow such as hydrostatic
and geostrophic balance. Results using this element are presented here and in the following
chapter.
Utilising a conventional Galerkin approach, both P1 − P1 and P1 − P2 are LBB unstable
element pairs with the effect that they can be subject to pressure modes which may need
to be stabilised. However, the P1(SGS) element has a solution basis much more similar
to that of the P1(DG) element (piecewise discontinuous linear) and both P1(DG) − P1 and
P1(DG) − P2 have been shown to be LBB stable (Cotter et al., 2009). The following work
indicates P1(SGS)−P1 and P1(SGS)−P2 also share this property. Other popular elements for
industrial computational fluid dynamics include Q2−Q1, P1(BUB)−P1, P2(BUB)−P2, where
QN , for N ∈ N0, refer to hexahedral elements and BUB to the addition of a quadratic bubble
(here, to the velocity space). For geophysical fluid dynamics, popular elements include the C-
grid finite element analogy of the Raviart-Thomas (Raviart and Thomas, 1977) element RT 0
and the P1NC −P1 element (Le Roux et al., 2007) whose mass matrices are diagonal in two
dimensions. These pairings have been shown to perform well in ocean modelling applications
(see Hanert et al., 2002; Le Roux, 2005), but since they do not naturally extend to three
dimensions there use in a fully dynamical ocean model is limited, and for wider geophysical
applications in general. The flexibility of the current approach is further demonstrated in
table 5.1 in which some of the possible SGS elements that may be used for the solution of
the Navier-Stokes equations are listed.
Like Petrov-Galerkin (PG) methods which modify the test functions in order to introduce
stabilisation in a consistent manner, the SGS method developed here ensures that the solution
of the resultant variational formulation is necessarily a solution to the original physical
variational problem. A key advantage of the inner element SGS methods presented here over
many Petrov-Galerkin type stabilisations is that the inner element process of stabilising the
equations enhances the formal accuracy by enriching the interpolating spaces. The method
presented here can be seen as related to the Galerkin Least Squares (GLS) method (Hughes
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et al., 1989; Ackroyd, 1997). In fact when the extra degrees of freedom within each element are
eliminated the result is a stabilisation term which is similar in form to the GLS stabilisation.
The main distinction between the two methods is that the weighting function of the inner
element SGS method, since it involves the inverse of the subgrid scale discretised equations,
is not generally symmetric. Many PG methods exhibit difficulty in stabilising second-order
terms when using low order elements which lack sufficient variation. To combat this it is
frequently necessary to introduce auxiliary variables, a step which is not required for the
method presented here.
Others have used bubble functions (Brezzi et al., 1992, 1998b) to stabilise advection,
Stokes flow (Arnold et al., 1984) and the Navier-Stokes equations (Nechaev et al., 2003). The
cubic bubble approach does not always perform well (Hughes et al., 1998) and for certain
advection problems the element equations can not be eliminated from the global system of
equations because they have zero diagonal values in the matrix. Hughes (1995) and Franca
et al. (1998), however, have generalised this bubble approach so that the weighting function
can be centred any where in an element. For example, it may even be a delta function on the
sides of an element in order to provide the appropriate up-wind weighting of the governing
equations. This brings the method of introducing bubble functions closer to that of the inner
element described here. Limiting the spaced of subgrid scale functions to smooth polynomials
which vanish on element boundaries severely restricts the representation of the unresolved.
The method presented here has the potential to provide a more general representation.
The inner element SGS approach effectively uses discontinuous Galerkin (DG) shape
functions for the SGS problem whilst a continuous Galerkin (CG) discretisation is applied to
the resolved scale. The use of the SGS model has been shown to increase accuracy and improve
the conditioning of the resultant linear system, which leads to better iterative performance
(Candy et al., 2008b). We note that the increase in accuracy for multi-dimensional problems
is not as great as is found in a pure DG method due to the uncoupled nature of the inner
element equations. This is to be expected however, since the actual degrees of freedom solved
for in the SGS method is significantly less than for DG. The additional degrees of freedom
in the inner element SGS method are removed by local condensation before any of the linear
systems are solved, leaving a global matrix with the size and sparsity pattern identical to
CG. This avoids the significant extra cost in storage and computational effort of solving the
larger coupled system inherent in a pure DG method. On a three-dimensional structured
mesh the number of unknowns increases by a factor of 20. For unstructured meshes this
factor can be even larger. Considering that most computational effort in typical computation
fluid dynamics codes is spent in the solution of coupled linear systems, this is a crucial point
to consider. A fair comparison to DG would need to take into account the size of the coupled
system solved. The inner element method inherits key advantages DG has over CG, such as
the use of a consistent mass matrix when forming pressure matrices, additional robustness
(in hyperbolic problems, for example), and the formation of second-order operators which are
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compact and easy to form here, whilst avoiding disadvantages such as the significant increase
in size of the resulting matrix equation.
The approach outlined here has similarities with that of Labeur and Wells (2007) and
Sangalli (2004) which, instead of solving the DG equations in a coupled sense, solves for the
fluxes between the elements, thus reducing the size of the matrices but also introducing an
approximation to the DG solution. However, the approach outlined here differs fundamentally
from this in its basic construction as the SGS solution is added onto the global solution.
Weak homogeneous Dirichlet boundary conditions are applied to the additional SGS solution
variables.
The outline of this chapter is as follows: The problems studied in this chapter are first
defined in §5.2. §5.3 outlines the fundamental idea of the SGS model. §5.3.4 explains how
the model is applied to the incompressible Navier-Stokes equations and in particular how
the pressure correction step is improved by making use of the added degrees of freedom in
the enriched basis. Then the approach is compared against the benchmark problem of the
lid-driven cavity in §5.4. Finally conclusions are drawn in §5.5.
PN (SGS)− PN ′
Ratio nu/np
R2 R3
P1(SGS) − P1 6/1 20/1
P1(SGS) − P2 3/2 5/2
P1(SGSB) − P2 2 25/8
P2(SGS) − P3 4/3 50/27
P2(SGSB) − P3 16/9 55/27
PN (SGS) − PN · ·
(for N > 1)
(a) Inner element enrichment applied to
the velocity space
PN (SGS)− PN ′(SGS)
Ratio nu/np
R2 R3
P1(SGSB) − P1(SGS) 4/3 5/4
P2(SGS) − P1(SGS) 6/3 5/2
P2(SGS) − P1(SGSB) 6/4 2
P3(SGS) − P2(SGS) 10/6 22/10
P3(SGSB) − P2(SGSB) 10/7 22/11
PN (SGS) − PN (SGS) 1 1
PN (SGSB) − PN (SGS) · ·
(b) Inner element enrichment applied to both
velocity and pressure spaces
Table 5.1: Possible stable velocity-pressure element pairings. A comparison of the ratio of
degrees of freedom is made between the velocity (nu) and pressure (np) spaces on a regular
structured mesh (of infinite extent). The degrees of freedom are determined by the size of the
largest linearly independent spanning set of the interpolating space. In the example element
pairings presented here, where the subgrid scale model is applied to the velocity space (and
also spans the resolved space), this is equal to nφ. Note that N,N ′ ∈ N0. .
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5.2 Problem definition
This section contains a definition of the scalar transport equation and the incompressible
Navier-Stokes equations. In both cases the problems are considered over an open, bounded
domain Ω ⊂ Rns where ns denotes the number of spatial dimensions. The boundary ∂Ω ≡ Γ
is assumed to be sufficiently smooth with a well-defined outward normal vector denoted by
n. The boundary Γ is partitioned into ΓD and ΓN such that ΓD ∪ ΓN = Γ and ΓD ∩ΓN = ∅.
It is assumed that the source terms and boundary conditions are sufficiently regular in order
to ensure a regular solution is admitted.
5.2.1 Scalar transport equation
The scalar transport equation describing advective, absorptive and diffusive processes acting
on a scalar field u is defined in conservative form below. Given a solenoidal advective velocity
field a : Ω × (0, T ) → Rns , a tensorial diffusivity ν : Ω × (0, T ) → Rns × Rns , an absorptive
term σ : Ω× (0, T ) → R, a source term s : Ω× (0, T ) → R, an initial condition u0 : Ω → R,
a Dirichlet boundary condition prescribed on the portion of boundary ΓD such that uD :
ΓD × (0, T ) → R, and a Neumann flux boundary condition prescribed on the portion of
boundary ΓN such that q : ΓN × (0, T )→ R, find the scalar quantity u : Ω¯× [0, T ]→ R such
that
∂u
∂t
+ σu−∇ · τ = s in Ω× (0, T ), (5.1a)
τ = −au+ ν · ∇u in Ω× (0, T ), (5.1b)
u = uD on ΓD × (0, T ), (5.1c)
n · (−γa+ ν · ∇)u = q on ΓN × (0, T ), (5.1d)
u(x, 0) = u0(x) in ΓN , (5.1e)
where τ = τ (u) is the flux associated with u. The indicator function γ characterises flow
conditions on the boundary and is specified by, γ =
1
2
(1− sign(a · n)). It is therefore equal
to one on inflow boundaries (where a·n < 0), and zero elsewhere. This ensures that boundary
conditions are applied to the total flux τ on inflow boundaries, while only the diffusive part is
prescribed on outflow boundaries. In the absence of diffusion, it is only necessary to impose
conditions on inflow boundaries Γ− at which n · a < 0.
The system (5.1) is discretised in time using a θ two level time stepping method to give
the spatial differential operator L : Ω¯→ R defined such that
L(un, un+1) :=
un+1 − un
∆t
+ σun+θ −∇ · τn+θ, (5.2)
where un+θ = θun+1 + (1− θ)un and the time level at which the transported scalar quantity
is evaluated is indicated by a superscript n or n+ 1.
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5.2.2 Incompressible Navier-Stokes equations
Analogous to the general scalar transport equation described above, the non-hydrostatic
incompressible Navier-Stokes equations with a Boussinesq approximation are defined such
that given a tensorial diffusivity ν : Ω× (0, T )→ Rns × Rns , a source term s : Ω× (0, T )→
Rns , a Dirichlet boundary condition prescribed on the portion of boundary ΓD such that
uD : ΓD × (0, T )→ Rns , and a Neumann flux boundary condition prescribed on the portion
of boundary ΓN such that uN : ΓN × (0, T ) → Rns , find the velocity u : Ω¯ × [0, T ] → Rns
and pressure p : Ω¯× [0, T ]→ R such that
∂u
∂t
−∇ · τ +∇p+ ρgk = s in Ω× (0, T ), (5.3a)
τ = −u⊗ u+ 2ν · ∇su in Ω× (0, T ), (5.3b)
∇ · u = 0 in Ω× (0, T ), (5.3c)
u = uD on ΓD × (0, T ), (5.3d)
n · (−γu⊗ u− pI + 2ν · ∇su) = q on ΓN × (0, T ), (5.3e)
u(x, 0) = u0(x) in ΓN , (5.3f)
where τ is the total momentum flux and ⊗ denotes the outer vector product. Here uˆ is
used to account for a moving reference frame, for example to account for a moving mesh
representing a free surface. p is the perturbation pressure and g is the acceleration due to
gravity. The simplifying assumption that buoyancy acts in the k = (0, 0, 1)T direction has
been made, although this is easily generalised. When simulating large scale domains, such as
the entire globe, Cartesian (rather than spherical) coordinates are preserved and buoyancy
takes the form of a vector field acting in the direction normal to the geoid. The deviatoric
stress tensor is used to model viscous effects and is given by 2ν · ∇su where ν is the tensor
of viscosities and ∇su = 12
(
∇u+ (∇u)T
)
is the strain rate tensor. Analogous with the
general transport equation described above, the total flux is prescribed on inflow boundaries
while only the diffusive part is enforced on outflow boundaries. Hydrostatic buoyancy ρgk
is included as an explicit source of momentum. Additional source terms are contained in s.
The semi-discrete system, time-discretised in the same way as the scalar case, is given by
Lu(un,un+1) = −∇pn+1 − ρgk + sn+θ, (5.4a)
∇ · un+1 = 0, (5.4b)
where the spatial differential operator is defined
Lu(un,un+1) =
un+1 − un
∆t
+ (u˜− uˆ) · ∇un+θ −∇ · τn+θ. (5.5)
where u˜ is the best estimate for un+θ used as part of the linearisation procedure. This is
described in more detail in §5.3.4.
170 Chapter 5. Inner element SGS model for the Navier-Stokes equations
5.3 The inner element discontinuous Galerkin subgrid scale
model
5.3.1 The spaces of admissible functions
The space V of test functions contains those functions that satisfy the homogeneous essential
boundary conditions and are smooth enough for the integrals appearing in the variational
problem to be well-defined. For the second-order systems (5.1) and (5.3), described above,
only first-order continuity is required,
V :=
{
v | v ∈ H1(Ω), v = 0 on ΓD
} ≡ H1ΓD(Ω), (5.6)
where ΓD is the Dirichlet portion of the boundary and H1(Ω) ≡W1,2(Ω) is the the first-order
Sobolev space restricted to functions in L2. The space of trial functions corresponding to the
test space defined above by equation (5.6) for a second-order operator is given by,
U :=
{
u | u ∈ H1(Ω), u = uD on ΓD
} ≡ V⊕ {u˜D}, (5.7)
where the lifting function u˜D ∈ H1(Ω) is such that u˜ = uD on ΓD. Let Th(Ω) denote the
partition of the domain Ω into ne disjoint open sub-domains Ωi 6= ∅ such that
Ω¯ =
ne⋃
i=1
Ωi and Ωi ∩ Ωj = ∅ for i 6= j, (5.8)
where ne is the number of elements in Ω. The notation Ω¯ denotes the closure of Ω. Each
sub-domain Ωi has a piecewise smooth boundary Γi = ∂Ωi and h is a characteristic mesh size,
where diam(Ωi) ≤ h ∀Ωi ∈ Th(Ω). An example sub-domain is denoted Ωe with boundary
Γe. Notation for partitions of the sub-domain boundary (e.g. for indicating flow direction)
follow the same convention described in §5.2. The notation Pm is used to represent a space
containing interpolating functions of maximum order m ∈ N0.
The interpolation spaces V and U for the test and trial functions respectively are defined
as
Vh :=
{
v
∣∣ v ∈ V, v|Ωe ∈ PmV(Ωe) ∀Ωe ∈ Th(Ω)} , (5.9a)
Uh :=
{
u
∣∣ u ∈ U, u|Ωe ∈ PmU(Ωe) ∀Ωe ∈ Th(Ω)} , (5.9b)
where mV and mU are the orders of the interpolating functions for the spaces Vh and Uh
respectively.
5.3.2 Subgrid scale decomposition
We first consider the subgrid scale modelling of a scalar field. The full solution u is
decomposed into two components ψ and φ
u = ψ + φ, (5.10)
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where ψ represents the resolved scales and φ the subgrid scales. This separation of scales is
akin to the overlapping sum decomposition introduced in the variational multiscale method
of Hughes et al. (1998).
The resolved scale solution ψ lies in the standard continuous finite element function space
defined by (5.9b), i.e. ψ ∈ U. The subgrid scale solution φ is discontinuous and its discrete
form φh lies in an element-wise defined discontinuous function space defined
U˜h =
{
u | u ∈ L2(Ω), u|Ωe ∈ H1(Ωe), u|Ωe ∈ PmU˜(Ωe), ∀Ωe ∈ Th
}
. (5.11)
such that approximations to the solutions ψ and φ are given by
ψh(x) =
∑
j
Nj(x)ψj where Nj ∈ Uh, (5.12)
φh(x) =
∑
j
Qj(x)φj where Qj ∈ U˜h, (5.13)
The physical Dirichlet boundary conditions are imposed on the resolved space U through
the above definition (5.7). Note that a weak application of Dirichlet boundary conditions to
the resolved scale component would increase accuracy of the calculated solution (see Hanert
and Legat, 2006). This could be achieved through the discontinuity of the subgrid scale
solution in this case. An example of a simple case linear elements in both the resolved and
subgrid spaces is illustrated in one dimension in figure 5.1.
Figure 5.1: An illustration of the shape functions associated with an element of domain Ωe in
a simple one-dimensional example of the method employing both linear resolved and subgrid
spaces. Ni is continuous between elements and Qi is discontinuous.
The residual of the full solution (5.10), R(u) = L(ψ)+L(φ)−s, is weighted and integrated
over the whole domain for both the resolved and subgrid scale test functions. Here L is linear;
if the underlying problem is non-linear then L is assumed to be a linearisation of this. In the
case of the discontinuous test functions Qj ∈ U˜h, support is limited to individual elements
and hence integration can be performed on a per-element basis. limited to a single element,
Ωe. The general discretised variational problem reads: find uh = ψh+φh where ψh ∈ Uh and
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φh ∈ U˜h, such that
∫
Ω
Ni(L(ψh)− s) dΩ +
∫
Ω
NiL(φh) dΩ = 0, ∀Nj ∈ Vh, (5.14a)∫
Ωe
QiL(ψh) dΩ +
∫
Ωe
Qi(L(φh)− s) dΩ = 0, ∀Qi ∈ U˜h. (5.14b)
One of the main objectives of this modelling approach is to produce a more accurate
representation of the solution in the resolved scale that includes a more comprehensive
consideration of the behaviour in the subgrid scales. This is achieved by a local, subgrid
scale enrichment. In order to ensure this is kept local the enriching functions are decoupled
elementwise. Subgrid scale information is used to adjust the weightings within an element,
but is not permitted to pass outside to other elements. Enrichment in this manner does not
introduce further couplings into the system and the sparsity pattern of the global matrix
remains the same as that of the continuous system applied to the resolved scale.
5.3.3 Weak form of the subgrid scale modelled scalar transport equation
We first consider the inner element method introduced above applied to the simpler case
of the scalar transport equation. The approach outlined by equations (5.14) is applied to
the operator L defined by (5.2) and combined with the weakly applied natural boundary
condition (5.1d) ∫
ΓN
Ni
(
n · (−γa+ ν · ∇)uhn+θ − qn+θ
)
dΓ ≈ 0,
where projection of the continuous variables into their corresponding discrete spaces is
denoted by a superscript h.
Integration by parts of the discretised term Ni∇ · τn+θ in combination with this natural
boundary condition and the Dirichlet condition on the resolved scale trial space Uh gives
−
∫
Ω
Ni∇ · τn+θ dΩ +
∫
ΓN
Ni
(
n · (−γa+ ν · ∇)uhn+θ − qn+θ
)
dΓ
=
∫
Ω
∇Ni · τ (un+θD ) dΓ−
∫
ΓD
Nin · τ (un+θD ) dΓ
+
∫
Γ+N
Nin · auhn+θ dΓ−
∫
ΓN
Niq
n+θ dΓ. (5.15)
The discrete problem now reads: at a given time level n, given uh
n
= ψh
n
+ φh
n
find
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uh
n+1
= ψh
n+1
+ φh
n+1
where ψh
n
, ψh
n+1 ∈ Uh and φhn, φhn+1 ∈ U˜h such that ∀Ni ∈ Uh∫
Ω
Ni
(
ψh
n+1 − ψhn
∆t
+ σψh
n+θ
+∇Ni · τ (ψhn+θ)
)
dΩ +
∫
Γ+N
Nin · aψhn+θ dΓ
+
∫
Ω
Ni
(
φh
n+1 − φhn
∆t
+ σφh
n+θ −∇Ni ·
(
aφh
n+θ
)
dΩ +∇Ni · ν ·
[
∇φhn+θ
])
dΩ
+
∫
Γ+N
Nin · aφhn+θ dΓ
=
∫
ΓD
Nin · τ (un+θD ) dΓ +
∫
ΓN
Niq
n+θ dΓ +
∫
Ω
Nis
n+θ dΩ, (5.16a)
and ∀Qi ∈ U˜h∫
Ωe
Qi
(
ψh
n+1 − ψhn
∆t
+ σψh
n+θ
+Qi∇ ·
(
aψh
n+θ
)
−Qi∇ · ν ·
[
∇ψhn+θ
])
dΩ
+
∫
Ωe
Qi
(
φh
n+1 − φhn
∆t
+ σφh
n+θ −∇Qi · aφhn+θ −Qi∇ · ν ·
[
∇φhn+θ
])
dΩ
+
∫
Γe+
Qin · aφhn+θ dΓ +
∫
Ωe
∇Qi · λ∇φhn+θ dΩ =
∫
Ω
Qis
n+θ dΩ, (5.16b)
The latter equation (5.16b) can be evaluated on each element separately and the element
boundary is denoted Γe. Note that the advection term Qi∇·aψhn+θ and diffusive terms are
not integrated by parts in (5.16b). The advection term involving only SGS basis functions
Qi∇ · aφhn+θ is integrated by parts and combined with a weak zero boundary condition on
Γe−, the part of the element boundary with n·a < 0. In the advection term the homogeneous
Dirichlet condition is only applied on incoming flux element boundaries, i.e. φh|Γe− = 0 to
ensure the subgrid scale problem is well-posed over individual elements. Thus,∫
Ωe
Qi∇ · aφn+θ dΩ = −
∫
Ωe
∇Qi · aφn+θ dΓ +
∫
Γe+
Qin · aφn+θ dΓ. (5.17)
Note that this restriction isn’t necessary for element surfaces that lie on the full domain
boundary Γ, where the resolved space conditions can be applied to the subgrid scale solution.
The discretisation of the three terms in square brackets, approximating second-order
derivatives that contain at least one shape function from the subgrid scale basis is detailed in
§5.3.5. Additional diffusion acting only within an element on the SGS solution is controlled
via the coefficient λ ≥ 0. In the absence of advection and diffusion the above equations
(5.16) are singular because the subgrid scale shape functions Qi are not linearly independent
of Ni. The diffusive term can be introduced with λ > 0 to produce a non-singular set
of equations. The term is added to the SGS equation to ensure consistency of the overall
scheme is not affected, such that the solution u remains a solution of the original governing
physical system. In the case of fluids calculations λ is set to zero after the first time step
when there is a non-zero velocity field.
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The numerical discretisation of the spatial terms of the semi-discrete Galerkin formulation
described by equations (5.16) takes the form(
A B
C D
)(
ψ
φ
)
=
(
Sψ
Sφ
)
. (5.18)
in which ψ, φ are vectors containing the nodal values of ψh and φh respectively. A process
of static condensation gives an equation for ψ
(
A− BD−1C)ψ + BD−1Sφ = Sψ. (5.19)
5.3.4 Weak form of the subgrid scale modelled incompressible Navier-
Stokes equations
Analogous to the decomposition of a scalar field presented in (5.10), the velocity un =
(un, vn, wn)T at time level n is decomposed into resolved and subgrid scale components
un = unψ + u
n
φ. (5.20)
Discrete approximations to the resolved and subgrid scale velocities and the pressure for
x ∈ Ω are represented as
uhψ
n
=
nψ∑
j=1
(unψ,j , v
n
ψ,j , w
n
ψ,j)
TN j(x), Nj ∈ Uψ,
uhφ
n
=
nφ∑
j=1
(unφ,j , v
n
φ,j , w
n
φ,j)
TQj(x), Qj ∈ U˜φ,
ph
n
=
np∑
j=1
pnjMj(x), Mj ∈ Up,
where N i ≡ diag(Ni, Ni, Ni) and Qi ≡ diag(Qi, Qi, Qi). The trial spaces Uψ, U˜φ and Up,
containing nψ, nφ and np independent functions respectively, are particular cases of Uh and
U˜h presented in (5.7) and (5.11), determined by the order of interpolating functions required.
The subgrid scale interpolating space for velocity U˜φ is linear in the model described here, i.e.
mU˜ = 1. The resolved solution spaces in the cases presented here are P1 − P1, first-order in
both velocity and pressure and P1−P2, first-order in velocity whilst second-order in pressure.
Again, for simplicity, the test functions share the same notation as the trial functions and are
equal in these Galerkin formulations up to Dirichlet boundary conditions. The corresponding
test function spaces are denoted Vψ, U˜φ and Vp.
The approximations uhψ
n
, uhφ
n
and ph
n
are substituted into (5.4) and tested with the
appropriate basis functions to give the following semi-discrete problem: at a given time level
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n, find uh
n+1
= uhψ
n+1
+ uhφ
n+1
where uhψ
n ∈ Uψ, uhφ
n ∈ U˜φ and phn ∈ Up such that∫
Ω
N i
(
Lu
(
uhψ
n
,uhψ
n+1
)
+∇phn+1 + ρn+θgk − sn+θ
)
dΩ
+
∫
Ω
N iLu
(
uhφ
n
,uhφ
n+1
)
dΩ = 0, ∀Ni ∈ Uψ, (5.21a)
∫
Ωe
QiLu
(
uhψ
n
,uhψ
n+1
)
dΩ +
∫
Ωe
Qi
(
Lu
(
uhφ
n
,uhφ
n+1
)
+∇phn+1 + ρn+θgk − sn+θ
)
dΩ = 0, ∀Qi ∈ U˜φ. (5.21b)
Discretisation of the momentum equation now follows the same approach taken for the scalar
transport equation. Both discretisation of the second-order terms and enforcement of weak
boundary conditions are achieved in exactly the same way.
Note that this system is linearised using u˜h = uh
n
during the first Picard iteration used to
solve the non-linear system and u˜h = θuh
∗n+1
+ (1− θ)uhn in subsequent iterations in which
uh
∗n+1
is the best guess available of uh at time level n + 1. In the results to be presented
two iterations have been used as this, in combination with θ = 0.5, is sufficient to preserve
second-order temporal accuracy.
For consistency with the pressure discretisation the continuity equation is tested with the
pressure basis functions Mi. In this way the strong form of the continuity equation (5.4b) is
expressed by the following weak form
−
∫
Ω
∇Mi · uhn+1 dΩ +
∫
Γ
Min
hn+1 · uhn+1 dΓ = 0. (5.22)
Decomposition of the velocity into resolved and subgrid components yields the following
discretised expression of continuity
−
∫
Ω
∇Mi · uhψ
n+1
dΩ +
∫
Γ
Min
hn+1 · uhψ
n+1
dΓ
−
∫
Ω
∇Mi · uhφ
n+1
dΩ +
∫
Γ
Min
hn+1 · uhφ
n+1
dΓ = 0. (5.23)
For uψ and uφ, vectors containing the nodal values of uhψ and u
h
φ respectively, the matrix
form of (5.23) is therefore
CTψφ
(
un+1ψ
un+1φ
)
= 0, (5.24)
which defines the matrix Cψφ.
5.3.5 Galerkin projection procedure for the discretisation of second-order
terms
In order to impose the decoupling homogeneous Dirichlet condition on the subgrid scale
solution a special treatment of the coupling diffusion terms is made. These appear in the
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matrices B and C in the scalar case and B1 and C1 in the application to the Navier-Stokes
equations. This technique is also applied to the discretisation of the subgrid scale diffusion
term that appears in D and D1. Difficulties in discretising a second-order operator in a
discontinuous interpolating space are avoided because support of the subgrid scale functions
is limited to the element they exist over.
The first-order derivative ∇φh is approximated by its Galerkin projection in the space
U˜h and represented by an expansion in terms of the subgrid scale basis functions Qj ∈ U˜h of
the form
∇φh ≈
∑
j
Qj
[
∇φh
]
j
for Qj ∈ U˜h, (5.25)
In order to calculate the projected form
[
∇φh
]
, the derivatives of φh are calculated by an
application of integration by parts to give∫
Ωe
Qi∇φh dΩ = −
∫
Ωe
∇Qiφh dΩ +
∫
Γe
Qinφ
h dΓ. (5.26)
Note that the surface integral in (5.26) is zero as a result of the subgrid scale functions
taking zero values on element boundaries. Hence the projected values of the derivatives of
the discontinuous Galerkin variable φh can be found from the solution of∫
Ωe
Qi
∑
j
Qj
[
∇φh
]
j
dΩ = −
∫
Ωe
∇Qi
∑
k
Qkφ
h
k dΩ,
and similarly ∫
Ωe
Qi
∑
j
Qj
[
∇ψh
]
j
dΩ =
∫
Ωe
Qi
∑
k
∇Nkψhk dΩ.
The projected variables are hence[
∇φh
]
j
= −
∑
i
Me−1QQ ji
∑
k
GeQQ ik φ
h
k ,[
∇ψh
]
j
=
∑
i
Me−1QQ ji
∑
k
GeTQN ik ψ
h
k ,
where MeQQ ij =
∫
Ωe
QiQj dΩ is the element-wise mass matrix. Note that since the shape
functions Qj of the subgrid scale space exist entirely in single elements, this matrix can be
inverted element-wise. Similarly GeQQ ij =
∫
Ωe
∇QiQj dΩ, GeQN ij =
∫
Ωe
∇QiNj dΩ.
5.3.6 Matrix structure of the discretised system
When the subgrid model is not applied the above equations reduce to a standard continuous
Galerkin discretisation which, for the cases that appear in this work, is described in Piggott
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et al. (2008a); Pain et al. (2005b, 2008). In this standard formulation the discrete system
reduces to (
A1 A2
A3 A4
)(
un+1ψ
pn+1
)
=
(
Sn+1ψ
Sn+1p
)
, (5.27)
where for incompressible flow A4 = 0 and Sn+1p = 0.
The addition of the subgrid scale model, equations (5.21) and (5.23), introduces coupled
terms into the matrix equation analogous to the scalar transport case. Thus the discrete
matrix form of equations (5.4) are described by
A1 B1 A2
C1 D1 C2
A3 B2 A4


un+1ψ
un+1φ
pn+1
 =

Sn+1ψ
Sn+1φ
Sn+1p
 . (5.28)
The sub-matrices A1, A2, A3 and A4 are identical to those in the standard formulation (5.27).
Analogous to the scalar case the D1 term acts only on subgrid information and corresponds
to A1 but in the subgrid space, using the subgrid test and trial functions Qi and Qj . B1 and
C1 represent interaction between the resolved and subgrid scale velocities and correspond
to B and C in the scalar case. The remaining B2 and C2 represent interaction between the
subgrid scale velocity solution and pressure. Note that Cψφ given in (5.24) defines the sub-
matrices A3 and B2 with CTψφ = (A3 B2). This matrix calculates the divergence of both the
resolved and subgrid scale velocities. Its transpose corresponds to the pressure gradient term
in the discretised momentum equation. This appears in (5.33) below and is comprised of the
sub-matrices A2 and C2 such that
Cψφ =
(
A2
C2
)
(5.29)
Note that A2 and C2 correspond to −A3T and −B2T respectively.
The coupled system can be reduced by a process of static condensation in a similar way to
the scalar transport case (5.19) whereby the vector of subgrid velocities uφn+1 is eliminated
to give((
A1 A2
A3 A4
)
−
(
B1
B2
)
D−11
(
C1 C2
))(un+1ψ
pn+1
)
=
(
Sn+1ψ
Sn+1p
)
−
(
B1
B2
)
D−1Sn+1φ . (5.30)
For a discontinuous Galerkin subgrid scale function space the matrix D1 is block diagonal
and in general significantly easier to invert than the equivalent in the resolved velocity space
A1, just as D is compared to A in the scalar case. In fact, for such a function space choice, the
additional components involved in forming the global matrix can be evaluated element-wise
during assembly. This avoids costly manipulations on the global matrix.
The resulting system is now better conditioned than the original P1−P1 discretisation, but
remains a relatively large problem and further steps are required to allow its efficient solution.
In the same manner as the standard P1 − P1 case, the system is reduced by a decoupling of
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the velocity and pressure achieved through a pressure projection method. Enrichment by a
discontinuous subgrid scale basis allows the use of a consistent mass matrix and eliminates
the need to both mass lump and apply a filter to the pressure which is necessary in the
standard case. This projection procedure is explained in the following section.
5.3.7 The subgrid scale projection method for decoupled velocity-pressure
solution with consistent mass use throughout
For computational efficiency a projection method is used to decouple the solution procedure
for velocity and pressure. This procedure starts in the usual way by calculating intermediate
values of the velocities uhψ
∗n+1
and uhφ
∗n+1
with a best estimate pressure ph
∗n+1
, e.g. taken
from the previous time step or non-linear iteration within a time step, that is solving(
A1 B1
C1 D1
)(
u∗n+1ψ
u∗n+1φ
)
= −
(
A2
C2
)(
p∗n+1
)
+
(
Sn+1ψ
Sn+1φ
)
. (5.31)
Following the scalar example of (5.19), the decoupled velocity system is reduced by static
condensation, as performed on the full coupled system in (5.30), to give
(
A1 − B1D1−1C1
)
u∗n+1ψ = −
(
A2 − B1D1−1C2
)
p∗n+1 + Sn+1ψ − B1D1−1Sn+1φ . (5.32)
Since support of the subgrid scale test functions Qj ∈ U˜h is limited to single elements, the
additional terms introduced by the subgrid scale model can be calculated on an per-element
basis, i.e. (5.32) can be evaluated locally. This value is then assembled into the global
matrix (which has a sparsity pattern identical to A1). This effectively results in a modified
matrix A1 as the global matrix from which it is clear that this model works in a similar
way to more standard Petrov-Galerkin formulations. This results in only a small amount of
additional computation during assembly that is comparable to other standard residual based
stabilisation schemes such as streamline-upwind Petrov-Galerkin (SUPG) or GLS.
Note that in certain limiting cases (see Candy et al., 2008b) C1=B1T and following a
reduction by static condensation the equation for u∗n+1ψ (5.32) becomes similar in structure
to a GLS discretised system. Symmetries exist in these cross-space coupled terms which may
be exploited during the assembly procedure to further reduce the additional computation
required.
The resulting uh
∗n+1
will not satisfy the discrete continuity equation (5.24) and so velocity
and pressure are modified to ensure a divergence free velocity field at the end of every time
step. A typical projection method (see Piggott et al., 2008a) would work by correcting
velocity (ignoring terms in the equation other than the mass terms) using(
MNN MNQ
MQN MQQ
)(
un+1ψ
un+1φ
)
=
(
MNN MNQ
MQN MQQ
)(
u∗n+1ψ
u∗n+1φ
)
+ ∆tCψφ∆p, (5.33)
5.3 The inner element discontinuous Galerkin subgrid scale model 179
to satisfy the continuity equation (5.24). In this case however the mass matrix, operating
on the time term in equations (5.28), contains rows that are not linearly independent — a
direct consequence of the fact that the basis functions are not linearly independent. Thus
to form the mass matrix used in the SGS projection method, which must be non-singular,
a maximal spanning set of independent basis functions from the basis functions used in the
discretisation is first chosen. For the sets of basis functions used in this chapter, the basis
functions Qi that form the discontinuous part of the solution are such a set. In fact, for the
SGS projection method presented, we assume Uh ⊂ U˜h. Representation of the full solution
uh
n
in the subgrid scale space U˜ is denoted by u¯h
n
and defined
u¯h
n
=
nφ∑
j=1
(u¯nj , v¯
n
j , w¯
n
j )
TQj(x), Qj ∈ U˜φ,
with a corresponding vector form u¯n.
In the SGS projection method a discrete irrotational correction of the form
MQQu¯
n+1 = MQQu¯∗n+1 + ∆tC2∆p, (5.34)
is then sought to ensure B2u¯n+1 = 0 and (5.22)–(5.24) are satisfied. This is achieved by first
multiplying (5.34) through by B2M−1QQ and applying the continuity condition on the subgrid
scale solution to yield the following discretised elliptic problem for ∆p
B2M
−1
QQC2∆p = −
B2u¯
∗n+1
∆t
. (5.35)
Using the solution ∆p from (5.35), u¯n+1 is obtained from (5.34) and the pressure is updated
via pn+1 = p∗n+1 + ∆p. During the first non-linear iteration p∗n+1 = pn.
Note that the calculated pressure correction results in a discontinuous contribution ∆u =
u¯n+1 − u∗n+1. It is desirable however to project back as much of the overall solution u¯n+1
into the continuous part un+1ψ as possible. This is done via the following assumption∫
Ω
Ni∆uhφ dΩ = 0. (5.36)
Applying a Galerkin projection to uhψ
n+1
= uh
n+1 − uhφ
n+1
or equivalently ∆uhψ
n+1
=
∆uh
n+1 −∆uhφ
n+1
results in∫
Ω
Ni
(
∆uhψ
n+1 −∆uhn+1
)
dΩ = 0, (5.37)
or
MNN∆uψ = MNQ∆u. (5.38)
So that at the end of an iteration within a time step, the continuous and inner element part
of the discretised velocity, the sum of which is divergence free, are given by
uhψ
n+1
= uhψ
∗n+1
+ ∆uhψ, u
h
φ
n+1
= uhφ
∗n+1
+ ∆uhφ,
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where ∆uhφ = ∆u¯
h −∆uhψ.
Equation (5.35) is solved by an iterative preconditioned conjugate gradient (PCG)
procedure. It should be noted that B2, C2, MQQ and M−1QQ are sparse matrices and elements
of B2M−1QQC2 are not computationally costly to determine. Also the sparsity of the matrix
structure using the element P1(SGS) − P1 of the pressure matrix B2TM−1QQC2 is the same
as that of a scalar field equation solved using the P1 element and thus has substantially
fewer non-zeros (roughly a factor of five fewer in three dimensions) than the pressure matrix
typically used with P1 − P1 elements.
In the case of ordinary P1 − P1 the pressure equation is similar to (5.35) except with the
matrix A3M−1NNA2. Here the sparse matrices A2 and A3 correspond to discrete divergence and
gradient operators respectively, acting in the standard finite element spaces. The mass matrix
MNN is also sparse, but its inverse M−1NN is not however and every iteration in the solution
of the pressure equation also requires the solution of a linear system with the matrix MNN .
This would require a large amount of computational time even for a single time step. As in
the P1 − P1 results presented here, this is often avoided by lumping the mass matrix. This
technique however introduces dispersion errors (Gresho and Chan, 1990). In the standard
P1 − P1 model results presented here a fourth-order version of the second-order dissipative
term discussed in Gresho and Sani (1998, page 535) is applied.
5.4 Numerical examples
This section compares the results of the inner element subgrid scale model applied to
momentum transport to those of a standard Galerkin P1 − P1 (i.e. non-stabilised, non-
dissipative) method. The lid-driven cavity benchmark problem is studied.
5.4.1 Lid-driven cavity
Lid-driven cavity flow is considered one of the classical test problems for the evaluation of
numerical methods to solve the Navier-Stokes equations. This system involves planar flow
in a square cavity bounded by three stationary walls and a fourth wall moving in its own
plane (see figure 5.2a). One of the very early numerical studies of the problem is presented
by Kawaguchi (1961) and soon after, the work of Burggraf (1966) helped to establish it as
a benchmark for validation of incompressible flow solvers. Its extensive use for evaluating
numerical techniques is noted by Platte et al. (1998); Gatski et al. (1982); Zhang (2000) for
example, while it attracts the label ‘ubiquitous’ in Gresho and Sani (1987). This has resulted
in a large proportion of the numerical calculations concerning this flow motivated by the
validation of a novel method, and not necessarily in the pursuit of accurate and comprehensive
solutions. The studies of Botella and Peyret (1998) and Erturk et al. (2005) highlight this
problem and present extensive numerical results to serve as a benchmark. Conversely, Ghia
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et al. (1979) note the considerable contributions made by studies on the driven cavity to the
development of efficient algorithms.
Despite its relative simple geometry, the flow is rich with fluid flow physics, manifested
by multiple counter-rotating recirculating regions, much like Moffatt eddies (Moffatt, 1964),
in the corners of the domain. Although this flow problem has been studied extensively,
as the references above highlight, there are still some aspects of the flow for which there
is not a complete understanding. Erturk et al. (2005) note that there is a comprehensive
and consistent understanding of the flow regimes for which Re ≤ 1000. The many numerical
studies of cavity flow within this regime all yield approximately the same results. For stronger
advective regimes (i.e. larger Re), however, solutions deviate and there are no coherent set
of results to benchmark against. The studies are also divided on at which point steady flow
is replaced by a periodic solution. As in the studies by Botella and Peyret (1998) and Erturk
et al. (2005) this leads us to consider flow for a Reynolds number of 1000, where all studies
predict steady flow, for which the characteristics are well known.
The velocity is discontinuous at the two top corners which gives rise to two singularities.
These are not a trivial problem and various techniques have been developed to reduce their
influence on the global solution. This also accounts for some of the discrepancies between
solutions.
An early solution to this issue was to introduce a boundary condition that is continuous
in the corners and remove the singularities altogether. Gresho and Sani (1987) suggest the
dimensionless boundary condition utop = 1 − |x − 1/2| for x ∈ [0, 1] is valid. We note this
is not smooth at x = 1/2. An alternative smooth example, utop = cos2pix for x ∈ [0, 1]
is discussed in Hinch et al. (2000) and Candy (2001). Improvements to these, where the
derivative of the driving velocity is smoothed so it also vanishes at the corners, produce
the so-called ‘regularised driven cavity’ (Bourcier and Franc¸ois, 1969; Peyret and Taylor,
1983). Boundary condition solutions such as these have been largely ignored in preference for
filtering-type methods to mitigate the impact of the singularities. The accurate benchmark
solutions of Botella and Peyret (1998) that we compare against in the work here are generated
with a special treatment of the singularities. The leading leading part, determined from an
asymptotic expansion of the solution of the Navier-Stokes equations in the vicinity of the
corners (Sto¨rtkuhl et al., 1994; Schumack et al., 1991; Schultz et al., 1989) is subtracted out
of the solution. With this technique and a Chebyshev collocation method, Botella and Peyret
(1998) found the solutions only exhibit periodic behaviour for Reynolds numbers above 9000.
In the validation presented by Labeur and Wells (2007) the lid velocity is imposed using a
penalty formulation. In the results presented here there is no special treatment of the corner
singularities. The lid velocity is imposed on the top boundary through all the boundary
nodes which do not also lie on the vertical walls. We expect the corner regions to be one of
the most challenging parts of the domain for the solver, but are particularly interested to see
how the subgrid scale model performs in controlling the effect of the singularities.
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One other study which is worthy of note is the one by Barragy and Carey (1997) based
on calculations over high order (p = 8) finite elements to give highly accurate (∆h8 order)
solutions for steady cavity flow solutions up to a Reynolds number of 12 500. Additional
significant studies are discussed and referenced in Botella and Peyret (1998) and Erturk
et al. (2005).
Another difference in the lid velocity utop seen in studies of the driven cavity is its sign
which is negative in some cases. One reason for this is to ensure the main central vortex has
positive vorticity. This is the case in the early study by Burggraf (1966) and also in Botella
and Peyret (1998), the results of which we compare against in this study. All quoted results
from the study of Botella and Peyret (1998) are adjusted to take this into consideration (see
for example the vertically flipped contour plot of vorticity reproduced in the left of figure 5.3).
The main focus for the use of the driven cavity flow benchmark here is to examine how
various configurations of the subgrid scale model perform. The simulations presented in
this chapter look at flow with a global Reynolds number of 1000. This was chosen for several
reasons; the problem converges to steady state, the flow structure is relatively well understood
and this also facilitates comparisons with the two accurate studies of Botella and Peyret (1998)
and Erturk et al. (2005). The non-dimensionalised domain and boundary conditions of the
lid-driven cavity benchmark problem studied here is shown in the schematic of (a). It is non-
dimensionalised such that all velocities are taken with respect to the maximum velocity of the
lid U0, distances with respect to the width L of the cavity, and pressure with reference to ρU20 ,
where ρ is the fluid density. The Reynolds number is defined as Re =
ρU0L
µ
=
U0L
ν
, where µ
and ν are the dynamic and kinematic viscosities respectively. The domain boundaries shown
in figure 5.2a are therefore equal to one unit in length and the lid velocity utop = 1. To give
flow with a global Reynolds number of 1000, the kinematic viscosity is set to 10−3. No-flow
and no-slip conditions are applied on all boundaries except those perpendicular to the z-axis
where only no-flow is applied to ensure the fluid is contained within the cavity.
For two-dimensional and axisymmetric flows in simply-connected domains like the driven
cavity it is convenient to use the streamfunction-vorticity (ψ–ω) formulation of the Navier-
Stokes equations. This is the predominant formulation used in studies of the driven cavity
(Burggraf (1966), Kawaguchi (1961) and Ghia et al. (1982) are examples) and is generally
very successful. The solutions of Erturk et al. (2005) which are validated against here are
from a ψ–ω formulation. A velocity-vorticity formulation is an alternative and is investigated
by Gatski et al. (1982) with reasonable success, to provide a second order accurate method.
The subgrid scale model described in this chapter has been developed for a much larger
range of flows that may be turbulent, compressible and contained in complex fully three-
dimensional domains and the use of the velocity and pressure primitive variable pair as
prognostics is the most flexible. The velocity-pressure formulation is applied to the driven
cavity by Ghia et al. (1979) (and in the original paper Ghia et al. (1977)) using a second
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order discretisation in space. This is extended to a fourth order scheme by Zhang (2000).
The other set of results we compare to (Botella and Peyret, 1998) are solutions from a u–p
formulation (with the added filtering described above).
It is important that validation is made against two different approaches, particularly at
the level of accuracy we consider for the higher resolution cases.
Cavity flow at Reynolds number 1000, is non-periodic (Botella and Peyret, 1998). The
results presented here are the from transient simulations run to steady state. Steady state
is considered to be reached when the change in each of the parameters of interest (u and p
here) is smaller than a tolerance of 10−7. This value was chosen because the most accurate
data we compare to is accurate to this tolerance (the velocity profiles of Botella and Peyret
(1998) presented in table 5.4).
Errors in the calculated solutions are evaluated by seven separate norms. Discrete norms
are calculated for each of the six sets of profile data listed in 5.3 and tables 5.4 below.
Solutions are compared to the Reynolds number 1000 flow results of Erturk et al. (2005) for
profiles of u- and v-velocity along a vertical and horizontal lines respectively. Both profiles
are along lines that pass through the geometric centre of the domain. This data is presented
in table 5.3. The same comparison is made to the results of Botella and Peyret (1998), but
also with the pressure along both vertical and horizontal lines. This data is given in table 5.4.
Note that values of pressure are taken relative to the pressure at the geometric centre of the
cavity. The seventh norm is made with respect to the global kinetic energy, which in the case
of the results of Botella and Peyret (1998), is 4.4503× 10−2 to five significant figures.
For a calculated solution φap and a given solution φex, the norms are calculated such that
‖E‖2 =
∑
xi∈Γl
(φap(xi)− φex(xi))2
 12 , (5.39)
where Γl contains the locations of the given data.
Properties of the range of structured and unstructured meshes used here in the cavity
flow simulations are given in table 5.2. Meshes are labelled by the number of nodes that lie
on a single edge in the xy-plane. An example of the structured and unstructured meshes
used in simulations described containing 13 boundary nodes are shown in 5.2b and 5.2c
respectively. The simulations are run in three dimensions generated from a two dimensional
mesh extruded by a factor of 0.01 perpendicular to the xy-plane. In the case of the
unstructured meshes this gives an unstructured nature in the xy-plane only. All meshes
in the lid-driven cavity simulations have been generated by (Geuzaine and Remacle, 2008,
Gmsh) with the unstructured ones generated by a routine based on Delaunay triangulation.
The mesh sizes were chosen to give an approximately equally spaced set of minimum
element size hxy on a logarithmic axis with slight adjustments to match up with published
results. The equally spaced set in logarithmic space is important for accurate determination
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0.0 1.0
(u,v) = (utop, 0)
(u,v) = (0, 0)
(u,v) =
 (0, 0) (u
,v
) =
 (0
, 0
)
(a) Lid-driven cavity
problem schematic
(b) Structured mesh with 13
boundary nodes
(c) Unstructured mesh with
13 boundary nodes
Figure 5.2: The non-dimensionalised domain and boundary conditions of the lid-driven
cavity benchmark problem studied here is shown in (a). The structured and unstructured
meshes used in simulations described containing 13 boundary nodes are shown in (b) and (c)
respectively.
of the error convergence rates when regression is applied. The minimum element size hxy is
determined directly from the mesh by a consideration of each element in turn.
Initially meshes up to a size of 601× 601× 2 nodes were used to match the uniform grid
mesh used in the more recent study of Erturk et al. (2005). The simulations here however are
run in three dimensions, so twice as many nodes are involved and since multiple scenarios are
run, this was found to be too demanding and the maximum size was reduced to 401×401×2.
Meshes with 201 and more boundary nodes were run in parallel over four or eight processors.
The highest resolution P1 − P1 result on a 401 × 401 × 2 mesh is presented alongside a
result from Botella and Peyret (1998) in figure 5.3. Contours of vorticity are shown, with
isoline levels taken from the published results. From this figure it is clear that the numerical
method described here gives a very close match to the published results of Botella and Peyret
(1998).
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Boundary
edge nodes
Structured Unstructured
nodes hxy Peg nodes hxy Peg
3 18 5.0000000×10−1 250 24 3.1391641×10−1 157
4 32 3.3333299×10−1 167 42 2.0296216×10−1 101
5 50 2.5000000×10−1 125 62 1.7164814×10−1 85.8
6 72 1.9999999×10−1 100 98 1.1751307×10−1 58.8
8 128 1.4285696×10−1 71.4 168 7.8194829×10−2 39.1
10 200 1.1111099×10−1 55.6 244 7.2958448×10−2 36.5
13 338 8.3332986×10−2 41.7 392 5.0670106×10−2 25.3
16 512 6.6665977×10−2 33.3 564 4.3135471×10−2 21.6
20 800 5.2630961×10−2 26.3 872 3.5261055×10−2 17.6
25 1250 4.1665971×10−2 20.8 1356 2.5272768×10−2 12.6
32 2048 3.2257974×10−2 16.1 2158 2.0114884×10−2 10.0
40 3200 2.5640965×10−2 12.8 3330 1.4475548×10−2 7.24
48 4608 2.1275997×10−2 10.6 4692 1.3232603×10−2 6.62
64 8192 1.5872955×10−2 7.94 8244 1.0553294×10−2 5.28
80 12800 1.2658000×10−2 6.33 12920 7.3314992×10−3 3.67
96 18432 1.0525942×10−2 5.26 18610 3.7393283×10−3 1.87
128 32768 7.8739524×10−3 3.94 32722 4.7023890×10−3 2.35
160 51200 6.2889457×10−3 3.14 50764 3.1421927×10−3 1.57
201 80802 4.9999952×10−3 2.50 80158 2.6839284×10−3 1.34
251 126002 3.9999485×10−3 2.00 124696 2.0058537×10−3 1.00
316 199712 3.1739473×10−3 1.59 198406 1.2617051×10−3 0.631
401 321602 2.4999976×10−3 1.25 317142 7.8695786×10−4 0.393
Table 5.2: Properties of the structured and unstructured meshes used in the lid-driven cavity
simulations. The first column contains the number of nodes that lie on a single edge in the
xy-plane of the cavity domain. The column titled, nodes lists the total number of nodes in
the three-dimensional mesh. The column following this contains the minimum mesh length
size (to eight significant figures). This is not an approximation inferred from the node or
element numbers, but determined directly from the mesh. The final column for each mesh
type contains three significant figures of an approximation of the grid Pe´clet number Peg,
defined by (2.41).
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Coordinates Prognostic variable
x y u
0.500 0.000 0.0000
0.500 0.020 −0.0757
0.500 0.040 −0.1392
0.500 0.060 −0.1951
0.500 0.080 −0.2472
0.500 0.100 −0.2960
0.500 0.120 −0.3381
0.500 0.140 −0.3690
0.500 0.160 −0.3854
0.500 0.180 −0.3869
0.500 0.200 −0.3756
0.500 0.500 −0.0620
0.500 0.900 0.3838
0.500 0.910 0.3913
0.500 0.920 0.3993
0.500 0.930 0.4101
0.500 0.940 0.4276
0.500 0.950 0.4582
0.500 0.960 0.5102
0.500 0.970 0.5917
0.500 0.980 0.7065
0.500 0.990 0.8486
0.500 1.000 1.0000
(a) A profile of u-velocity along a
vertical line passing through the
geometric centre of the cavity.
Coordinates Prognostic variable
x y v
0.000 0.500 0.0000
0.015 0.500 0.1019
0.030 0.500 0.1792
0.045 0.500 0.2349
0.060 0.500 0.2746
0.075 0.500 0.3041
0.090 0.500 0.3273
0.105 0.500 0.3460
0.120 0.500 0.3605
0.135 0.500 0.3705
0.150 0.500 0.3756
0.500 0.500 0.0258
0.850 0.500 −0.4028
0.865 0.500 −0.4407
0.880 0.500 −0.4803
0.895 0.500 −0.5132
0.910 0.500 −0.5263
0.925 0.500 −0.5052
0.940 0.500 −0.4417
0.955 0.500 −0.3400
0.970 0.500 −0.2173
0.985 0.500 −0.0973
1.000 0.500 0.0000
(b) A profile of v-velocity along a
horizontal line passing through the
geometric centre of the cavity.
Table 5.3: Tabulated velocity profiles from Erturk et al. (2005) for a Reynolds number of
1000.
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Figure 5.3: A comparison of contours of vorticity in lid-driven cavity flow at Re = 1000. The
left plot (a) shows a result from Botella and Peyret (1998) of a simulation over a structured
triangular mesh with 128 × 128 nodes. Note this has been flipped in a vertical axis due to
the reversed lid boundary condition applied. Isoline levels are taken from this publication.
The right plot (b) shows a P1 − P1 result on a 401× 401× 2 mesh achieved by the methods
described here. Note that the legend shown here applies to all contours plots of vorticity
shown hereafter where a legend is not given.
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Coordinates Prognostic variables
x y u p
0.5000 0.0000 0.0000000 0.110591
0.5000 0.0547 −0.1812881 0.109689
0.5000 0.0625 −0.2023300 0.109200
0.5000 0.0703 −0.2228955 0.108566
0.5000 0.1016 −0.3004561 0.104187
0.5000 0.1719 −0.3885691 0.081925
0.5000 0.2813 −0.2803696 0.040377
0.5000 0.4531 −0.1081999 0.004434
0.5000 0.5000 −0.0620561 0.000000
0.5000 0.6172 0.0570178 −0.000827
0.5000 0.7344 0.1886747 0.012122
0.5000 0.8516 0.3372212 0.034910
0.5000 0.9531 0.4723329 0.050329
0.5000 0.9609 0.5169277 0.050949
0.5000 0.9688 0.5808359 0.051514
0.5000 0.9766 0.6644227 0.052009
0.5000 1.0000 1.0000000 0.052987
(a) Profiles of u-velocity and pressure p
along a vertical line passing through the
geometric centre of the cavity.
Coordinates Prognostic variables
x y v p
1.0000 0.5000 0.0000000 0.077455
0.9688 0.5000 −0.2279225 0.078837
0.9609 0.5000 −0.2936869 0.078685
0.9531 0.5000 −0.3553213 0.078148
0.9453 0.5000 −0.4103754 0.077154
0.9063 0.5000 −0.5264392 0.065816
0.8594 0.5000 −0.4264545 0.049029
0.8047 0.5000 −0.3202137 0.034552
0.5000 0.5000 0.0257995 0.000000
0.2344 0.5000 0.3253592 0.044848
0.2266 0.5000 0.3339924 0.047260
0.1563 0.5000 0.3769189 0.069511
0.0938 0.5000 0.3330442 0.084386
0.0781 0.5000 0.3099097 0.086716
0.0703 0.5000 0.2962703 0.087653
0.0625 0.5000 0.2807056 0.088445
0.0000 0.5000 0.0000000 0.090477
(b) Profiles of v-velocity and pressure p
along a horizontal line passing through
the geometric centre of the cavity.
Table 5.4: Tabulated profiles of velocity and pressure from Botella and Peyret (1998) for a
Reynolds number 1000. Note that values of pressure are taken relative to the pressure at the
geometric centre of the cavity.
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Figure 5.4: Contours of the coarse scale vorticity field for structured meshes with 3, 5, 6
and 8 boundary nodes. The simulation mesh is presented in the first column followed by
the corresponding solutions in the three following columns over elements of type P1 − P1,
P1(SGS)− P1 and then P1(SGS)− P2. A legend for the contours is given in figure 5.3.
Contours of vorticity of the coarse scale velocity component are shown in figure 5.4–5.7.
Solutions calculated over a range of the coarser structured and unstructured meshes up to
20 × 20 × 2 are presented. Even though the grid Pe´clet numbers are still relatively large at
this size (see table 5.2) the solutions are good. Above the 64 × 64 × 2 mesh the differences
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Figure 5.5: Contours of the coarse scale vorticity field for unstructured meshes with 3, 5,
6 and 8 boundary nodes. The simulation mesh is presented in the first column followed by
the corresponding solutions in the three following columns over elements of type P1 − P1,
P1(SGS)− P1 and then P1(SGS)− P2. A legend for the contours is given in figure 5.3.
become very small and difficult to identify by eye.
Solutions over unstructured meshes compared to structured meshes with the same number
of boundary nodes (i.e. at the same level) generally produce better solutions. It is easy to
identify a vortex in the solution over an unstructured mesh with 3 boundary nodes, whereas
this does not appear in the structured mesh simulation. The structured meshes do not contain
a sufficient number of nodes and hence degrees of freedom, at this level to support a vortex
like the unstructured meshes. We note that in these coarsest P1 − P1 and P1(SGS) − P1
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Figure 5.6: Contours of the coarse scale vorticity field for structured meshes with 10, 13, 16
and 20 boundary nodes. The simulation mesh is presented in the first column followed by
the corresponding solutions in the three following columns over elements of type P1 − P1,
P1(SGS)− P1 and then P1(SGS)− P2. A legend for the contours is given in figure 5.3.
simulations this vortex is actually of opposite orientation to the main cavity vortex, which
has transported only a little way into the domain from the lid. As the mesh resolution
increases this main vortex is transported further into the domain.
It is also interesting to note the difference in solution between element pairs. There is
a general trend that can be identified in the coarsest mesh unstructured simulation that
continues as the mesh is refined. The coarsest structured mesh is too coarse to show the
differences. Generally the shape of the vorticity contours of the P1(SGS) − P1 solutions
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Figure 5.7: Contours of the coarse scale vorticity field for unstructured meshes with 10, 13,
16 and 20 boundary nodes. The simulation mesh is presented in the first column followed
by the corresponding solutions in the three following columns over elements of type P1 −P1,
P1(SGS)− P1 and then P1(SGS)− P2. A legend for the contours is given in figure 5.3.
is closer to the well-resolved solution (i.e. the fine mesh results shown in figure 5.3) and
the extrema (i.e. minimum and maximum values) are larger in magnitude compared to the
P1 − P1 result. The extremum look to be enhanced too much however and this is better
controlled in the P1(SGS)−P2 simulations with more accurately-defined contours also. With
this increase in accuracy between P1(SGS) − P1 and P1(SGS) − P2 there is also an increase
in the degrees of freedom in pressure.
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Figure 5.8: Plots of error against element size in each of the seven norms for the coarse
scale velocity component and pressure. Solutions using the three element pairs (P1 − P1,
P1(SGS)− P1 and P1(SGS)− P2) are presented over both structured (St) and unstructured
(Un) meshes. The calculated rate of convergence is given in the bottom-right box in each of
the plots, with the amount of data sampled indicated in parentheses. The green and blue
blocks in the top left corner indicate the range of mesh sizes that solutions were calculated
in parallel for structured and unstructured meshes respectively.
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A more quantitative analysis of the errors is made in figure 5.8 where the error is evaluated
by the seven norms. Error and convergence of the driven cavity with respect to mesh size is
tested in seven norms for P1−P1, P1(SGS)−P1, and P1(SGS)−P2 over both structured and
unstructured meshes. A comparison of the P1 − P1 results on structured and unstructured
meshes (the green and blue lines respectively) show that the simulations over the structured
meshes are more accurate for a given number of nodes. The structured meshes used here also
have a higher proportion of boundary nodes than the structured meshes (as the unstructured
meshes have more internal nodes for a given level), so if actual degrees of freedom were
considered instead of element size, this difference would be even greater.
In the case of the kinetic energy norm the power law relationship of error with mesh size
begins to oscillate when the simulations are run in parallel. This is indicated by the green
and blue blocks for structured and unstructured meshes respectively. In the other velocity
and pressure norms this starts to occur for slightly coarser meshes. From about a mesh size
of hxy = 1.43× 10−1 (the 8× 8× 2 mesh) for structured meshes and from hxy = 6.67× 10−2
(the 16 × 16 × 2 mesh) for unstructured meshes the rate of convergence settles and there is
very little divergence up until about hxy = 5×10−3. At this point the error starts to level off.
Some of the larger mesh sizes were run in both serial and parallel, and an error was found
to be incurred when simulations were run in parallel, although there is no reason this should
occur. Another factor is that for the finer meshes, the problem is well-resolved (some have
a Pe´clet number smaller than 1, see table 5.2). The convergence rate may reduce once the
problem becomes well-resolved. Note here that the coarse scale component of velocity is also
used for the calculation of kinetic energy in the domain.
One clear result is that in the region where the convergence rates do not deviate
significantly, the errors, at least on unstructured meshes (the red and purple lines), are
increased by the subgrid scale model. The subgrid scale model does increase accuracy on
some meshes, particularly the coarser ones. The actual convergence rates in the pressure
norms are significantly better for the inner element method (although the amount of data
sampled is less). For simulations run with the P1 − P1 pairing over structured meshes, the
calculated convergence rate is 1.70 compared to 1.92 and 1.97 for the P1(SGS) − P1 and
P1(SGS) − P2 element pairings respectively. Over the unstructured meshes, P1 − P1 gives
1.34 compared to 1.51 and 1.40 for the P1(SGS)− P1 and P1(SGS)− P2 pairings.
The results so far only consider the coarse scale component of velocity. One reason that
we have not shown a clear increase in accuracy using the inner element subgrid model for
norms involving the velocity could be that all the results so far have only considered the
coarse scale component of velocity. Outputting and probing the full and discontinuous field
was not a trivial task and careful steps had to be made to ensure it was done correctly and
accurately enough not to affect the error norms. The discontinuous vorticity is calculated
online in the fluid code and contour plots of the fields are presented in figures 5.17 and 5.18.
The individual components of velocity are shown in figure 5.9 for a converged lid-driven
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cavity over a very coarse mesh of 3 × 3 × 2 nodes. It is difficult to make any significant
observations from these results, but it is interesting to see the breakdown of the velocity into
the component subgrid scale model parts. In most areas of the domain the magnitude of
the subgrid scale velocities are 10 − 30% of the maximum coarse scale component. Notably
the subgrid scale velocity acts strongly at the lid boundary which is the most under-resolved
region. Here the magnitude of the velocity is of the same order as the maximum coarse scale
component. It also acts fairly strongly at the left boundary where fluid is drawn up towards
the lid. The subgrid scale velocity effectively contains a vortex that counter-rotates to the
main cavity in the coarse scale flow.
The fourth column contains only the continuous part of the velocity and calculations are
performed on the continuous mesh before then projecting to a discontinuous space. This is
opposed to the first column where the calculation of vorticity was made after the projection.
The discontinuous space contains more degrees of freedom and the vorticity calculation will
be more accurate. This field was generated primarily as a check that the curl calculation in
the discontinuous Galerkin space was performed correctly, but it also gives an indication of
the error incurred working on a smaller continuous space.
Calculated vorticity contours for each of the velocity components and the full velocity are
presented in figure 5.10. The subgrid scale vorticity (the right plot of figure 5.10) is relatively
small in a large part of the domain. This is highlighted by the bolder black zero contour
and neighbouring green bands encompassing the majority of the domain. Large values of
vorticity occur in the two top corners where the two singularities lie and imply the inner
element model is acting to stabilise these. It is particularly strong in the top-left corner,
reaching the maximum magnitude of the coarse scale component. This is in agreement with
the two large velocity vectors seen on the two edges of this corner in the case consider in
figure 5.9.
Simulations for the results presented so far have included some subgrid stabilisation
through the parameter λ. The addition of this diffusion could have a negative effect in
determining accuracy and requires further investigation. The results shown so far have used
a stabilisation parameter λ equal to 1. The driven cavity simulations have been run with the
stabilisation parameter equal to a range of values over four orders of magnitude 10−2, 10−1,
1, and 101. The full velocity fields, which were calculated over meshes with 5, 10, 20 and 32
boundary nodes, are shown in figures 5.11 and 5.12 for structured and unstructured meshes
respectively. The differences between the vorticity contours for the range of stabilisation
parameters are fairly small in this case. The trend though is that the field is better defined
with a reduction in grid scale oscillations and better-valued extrema as the stabilisation
parameter is increased. This is also seen in the convergence plots presented in figures 5.13,
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Figure 5.9: Component parts of velocity and calculated vorticity are shown for a converged
lid-driven cavity over a very coarse mesh of 3× 3× 2 nodes using P1 −P1 elements. The top
row contains plots of velocities, while the bottom contains plots of vorticities calculated from
the velocities. From left to right, the plots use; 1. the coarse scale continuous velocity only,
2. the total velocity containing both coarse and fine subgrid scale components, 3. only the
subgrid scale part and 4. the coarse component only with calculations made in a continuous
space.
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Figure 5.10: From left to right, vorticity contours calculated from the full velocity, coarse
velocity component and subgrid scale component for a P1(SGS) − P2 simulation over a
structured 10× 10× 2 mesh with a stabilisation parameter of 10−2.
5.14, 5.15 and 5.16. The error in the full discontinuous velocity field is evaluated through the
calculation of the seven norms, as applied to the coarse field results above. Out of all the
norms the SGS methods do best in the kinetic energy norm comparing with data of Botella
and Peyret (1998). On the two coarsest meshes (here 5× 5× 2), the SGS methods are better
in most cases, particularly for larger stabilisation strengths. For larger meshes, the error is
greater than standard P1−P1, although the error looks like it will converge at the same rate.
In some of the norms (notably the ones comparing with data from Erturk et al. (2005)) the
SGS methods look like they may converge more slowly than a standard P1 − P1.
We also note that the stabilisation parameter is required for subgrid scale model
simulations of the driven cavity flow described here. With a stabilisation parameter at a
strength of 10−3 simulations using P1(SGS) − P1 over a structured mesh with 32 boundary
nodes fail. The P1(SGS)− P2 case over an unstructured mesh of the same size also fails.
Contours of the full discontinuous vorticity field for four sizes of mesh are presented
in figures 5.17 and 5.18 for structured and unstructured meshes respectively. All results
presented in these two figures were generated using a subgrid scale stabilisation parameter
of 10. This value gave the best results of the parameters tested above. Note also that the
kinetic energy norm is calculated from the full velocity in the results presented in figures 5.17
and 5.18.
The vorticity contours calculated from the full velocity appear to contain more features
of cavity flow than the standard P1 − P1 result. When the P1(SGS) − P1 element pair is
used, the contours of vorticity calculated from only the coarse scale component give a better
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Figure 5.11: A comparison of the influence of the subgrid stabilisation parameter is presented
for simulations over structured meshes with 5, 10, 20 and 32 boundary nodes, one per row,
top to bottom. Each column, from left to right, corresponds to the stabilisation parameters
10−2, 10−1, 1 and 101. Contours of the full (discontinuous) vorticity field are plotted. A
legend for the contours is given in figure 5.3.
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Figure 5.12: A comparison of the influence of the subgrid stabilisation parameter is presented
for simulations over unstructured meshes with 5, 10, 20 and 32 boundary nodes, one per row,
top to bottom. Each column, from left to right, corresponds to the stabilisation parameters
10−2, 10−1, 1 and 101. Contours of the full (discontinuous) vorticity field are plotted. A
legend for the contours is given in figure 5.3.
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Figure 5.13: Plots of error against element size in each of the seven norms for the full velocity
component and pressure in simulations run with a subgrid scale stabilisation parameter of
10−2. Solutions using the three element pairs (P1 − P1, P1(SGS) − P1 and P1(SGS) − P2)
are presented over both structured (St) and unstructured (Un) meshes. The calculated rate
of convergence is given in the bottom-right box in each of the plots, with the amount of
data sampled indicated in parentheses. The green and blue blocks in the top left corner
indicate the range of mesh sizes that solutions were calculated in parallel for structured and
unstructured meshes respectively.
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Figure 5.14: Plots of error against element size in each of the seven norms for the full velocity
component and pressure in simulations run with a subgrid scale stabilisation parameter of
10−1. Solutions using the three element pairs (P1 − P1, P1(SGS) − P1 and P1(SGS) − P2)
are presented over both structured (St) and unstructured (Un) meshes. The calculated rate
of convergence is given in the bottom-right box in each of the plots, with the amount of
data sampled indicated in parentheses. The green and blue blocks in the top left corner
indicate the range of mesh sizes that solutions were calculated in parallel for structured and
unstructured meshes respectively.
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Figure 5.15: Plots of error against element size in each of the seven norms for the full velocity
component and pressure in simulations run with a subgrid scale stabilisation parameter of
1. Solutions using the three element pairs (P1 − P1, P1(SGS) − P1 and P1(SGS) − P2) are
presented over both structured (St) and unstructured (Un) meshes. The calculated rate of
convergence is given in the bottom-right box in each of the plots, with the amount of data
sampled indicated in parentheses. The green and blue blocks in the top left corner indicate the
range of mesh sizes that solutions were calculated in parallel for structured and unstructured
meshes respectively.
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Figure 5.16: Plots of error against element size in each of the seven norms for the full velocity
component and pressure in simulations run with a subgrid scale stabilisation parameter of
10. Solutions using the three element pairs (P1 − P1, P1(SGS) − P1 and P1(SGS) − P2)
are presented over both structured (St) and unstructured (Un) meshes. The calculated rate
of convergence is given in the bottom-right box in each of the plots, with the amount of
data sampled indicated in parentheses. The green and blue blocks in the top left corner
indicate the range of mesh sizes that solutions were calculated in parallel for structured and
unstructured meshes respectively.
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Figure 5.17: Contours of the full (discontinuous) vorticity field for structured meshes with 5,
10, 20 and 32 boundary nodes. The simulation mesh is presented in the first column followed
by the corresponding solutions in the three following columns over elements of type P1 −P1,
P1(SGS)− P1 and then P1(SGS)− P2. A legend for the contours is given in figure 5.3.
representation of the flow compared to P1−P1. This is increased further when the full velocity
is considered. This is most clear in the unstructured 10 × 10 × 2 mesh case (comparing the
first row of figure 5.18 to the second row of figure 5.5) where the orange, red and dark blue
contour bands are more developed.
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Figure 5.18: Contours of the full (discontinuous) vorticity field for unstructured meshes with
5, 10, 20 and 32 boundary nodes. The simulation mesh is presented in the first column
followed by the corresponding solutions in the three following columns over elements of type
P1−P1, P1(SGS)−P1 and then P1(SGS)−P2. A legend for the contours is given in figure 5.3.
5.5 Conclusions
The inner element model presented here is generic and may be applied as a SGS model in a
whole host of disciplines: advection, wetting and drying, mode splitting, and turbulence
modelling, for example. Focus has been made here on its application to stabilise the
incompressible Navier-Stokes equations.
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The results presented here give evidence that the new subgrid scale model may have a
major role in fluids and ocean modelling, with particular application to the two element
pairings P1(SGS) − P1 and P1(SGS) − P2. In the solution of the Navier-Stokes equations
the inner element subgrid scale model provides
Support for usually unstable element pairings. The number of element pairs that may
be used for the solution of the Navier-Stokes equations is greatly increased with this
approach. Usually unstable pairings can be used within this framework and result in
a more stable discretisation. This includes the latter of the two pairings given above
P1(SGS)−P2, which is not stable without some kind of stabilisation like that introduced
by the subgrid scale model described here. With this approach, the number of LBB
stable element pairs that may be used in fluid flow problems is greatly increased.
Use of a fully consistent mass matrix. Enrichment by a discontinuous subgrid scale
basis allows the use of a consistent mass matrix throughout and eliminates the need to
mass lump in the pressure calculation. which is necessary in the standard continuous
Galerkin case.
Avoids pressure filtering. The use of a consistent, non-lumped mass matrix also removes
the need to filter the pressure, which again, is necessary in the standard continuous
Galerkin case.
Small coupled system. The resultant linear system retains the same number of degrees
of freedom and sparsity as a standard continuous Galerkin discretisation, avoiding the
introduction of the relatively significant number associated with discontinuous Galerkin
methods. There is no increase in the size of matrix stencils, sparsity or unknowns that
are solved in matrix calculations. There is hence no increase in the demands for storage
or computational cost in their solution. Since the matrices are better conditioned, the
number of solver iterations required is also reduced. There can also be a reduction in
the number of non-zero values in the pressure matrices used in the projection method.
Acts on all governing processes. The approach implicitly takes into account Coriolis,
viscous and other important terms in the stabilisation process.
Increases accuracy. The equations are stabilised by enhancing accuracy rather than
reducing it as occurs with some Petrov-Galerkin methods.
Representation of natural balances Certain SGS elements, such as P1(SGS)−P2, show
promise in representing critical geophysical (hydrostatic and geostrophic) balances.
P1(SGS)− P2 can admit pointwise (or exact) balance.
Per-element adaptive subgrid scale modelling. Under this framework it is easy to
adapt the subgrid scale operator within each element independently without the need
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to consider couplings with other elements. A hierarchy of sub-element support could
be included to provide a range of stabilisation (to act on different phenomena types
and scale of behaviour, for example), operating in a way akin to p-adaptive methods
(except that the smaller features would not be fully resolved). A simple example of this
could be a p-adaptive method working through a range of polynomial orders of local
representation.
Introduction of parameterisation schemes in a consistent manner. A large range
of turbulence and stabilisation schemes can be applied via this SGS model whilst
maintaining consistency with the governing physical system, even if the scheme itself is
not consistent (e.g. a LES scheme can be applied in a PG-like manner).
A standard P1−P1 element pairing will attempt to resolve the dynamics of all scales. For
regions where the flow is under-resolved, where the grid Pe´clet number is large for example,
it performs poorly. These local problems can then spread to pollute the global solution. The
SGS model is designed to act as a control on the unresolved subgrid scale features.
Results from the lid-driven cavity have shown that more features of the flow are resolved
when the subgrid scale model is applied. Convergence rates are also increased for coarser
meshes. The P1(SGS)− P2 element pairings give the best results.
Although this is seen in the contours of vorticity, it is not as clearly reflected by the error
norms and convergence analysis. This is particularly true of the norms of velocity. There
may be norms that better highlight the increased accuracy of the inner element model. All
of the norms are calculated in a discrete sense and it may be better to consider a continuous
norm that considers the whole solution field. This would take into account much more of
the additional information in the discontinuous full velocity field. This could be achieved by
comparing to a very fine mesh simulation using the same code. This would also eliminate
the problems of performing convergence analysis with data that is the result of simulations
run with a different fluids code. I demonstrated that the solutions converged (with respect to
mesh size) to the result presented in Botella and Peyret (1998) in figure 5.3. This has been
tested with a comparison of the contours by eye, but is inherently limited to detecting only
a large degree of error.
All convergence plots appear to level out at approximately an error of 4 × 10−4, which
could imply there is a difference of this kind of order in the solution that the results are
converging to (with respect to mesh size) and the published results. The results of Botella
and Peyret (1998) are generated by simulations that filter out the leading order effects of the
two top singularities. This work comments (on page 425) that without filtering a relatively
fine simulation over a (96 + 1)2 Gauss-Lobatto grid only reaches four-digit accuracy. This
corresponds fairly closely to the magnitude of error where the levelling out occurs and could
explain why more accurate solutions are found.
Additionally the contours of vorticity calculated from the full velocity appear fairly noisy.
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This is mitigated to some degree by the subgrid stabilisation parameter and it would be
worth increasing the strength of this filter to see if this helps to further increase accuracy and
produce better-defined contours.
There is a further issue with the lid-boundary condition which may affect the convergence
analysis. As the mesh resolution is increased the physical problem is actually modified slightly
due to the way the boundary conditions are implemented. As the number of nodes on the top
boundary is increased, the amount of momentum input into the fluid increases. This could be
corrected, although needs to be considered carefully, because there is actually an additional
discontinuity introduced in the derivative of velocity at the two nodes nearest the vertical
boundaries at either side of the top boundary. One solution may be to use discontinuous
subgrid scale space to represent the boundary condition at the corners. These issues could
play a significant part in reducing accuracy for the finer mesh solutions.
The lid-driven cavity was run as a transient case until it reached steady state. Solving for
the steady solution is a more challenging problem (particularly for the linear solver) and may
highlight the differences to a larger degree. It would also be interesting to consider how the
subgrid scale model affects matrix conditioning and the number of iterations required to reach
steady state. The model has been applied to a transient lock-exchange and gravity current
test case. The results are not presented here, but the coarse scale fields look encouraging with
better behaved solutions. It is important to supplement the steady state lid-driven cavity
case with a transient case for testing the model.
This work has demonstrated the potentially huge benefits the family of inner element
subgrid scale models have in application to fluid flow simulations. These include the use
of usually unstable velocity-pressure element pairs, a fully consistent mass matrix without
the increase in degrees of freedom associated with discontinuous Galerkin methods and also
avoids pressure filtering. The method developed here is an example of a much larger family
of methods. Further development of these models could include the investigation of a p-
type adaptivity in the subgrid scale function space on a per-element basis. Since the subgrid
shape functions are decoupled there is no issue is linking polynomial orders with neighbouring
elements, and no rapid increase in the degrees of freedom associated with these types of
methods. Different types of subgrid scale functions could be applied depending on the
unresolved phenomena. The lid-driven cavity benchmark has highlighted this in some cases,
with increases in accuracy in a range of norms and better-defined contours of vorticity. There
are several unresolved issues with this benchmark that have limited its use in demonstrating
the benefits of the model to the full and I have highlighted these above. I believe that a
better choice of norms and the introduction of a transient benchmark will provide a stronger
support for the method. Significant increases in accuracy have been achieved in applications
of the model to the modelling of tracer and radiation transport, and an application to free-
surface modelling. The latter achieved increases of the order of 10% when the subgrid scale
model was applied to velocity, as it is in the work here.
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Chapter 6
The inner element subgrid scale
model for stabilisation of free
surface flow simulations
Synopsis
A new subgrid scale (SGS) approach for modelling ocean flows with a free
surface is presented in this chapter. The work builds on ideas set out in the
variational multiscale framework for developing subgrid scale models. Applying
an appropriate enrichment of the velocity space within an element stabilises
discretisations on shared meshes, in particular shared velocity-pressure mesh
(PN − PN ) methods. As demonstrated, this enrichment can enable linear
tetrahedral element P1 discretisations of velocity to be combined with quadratic
pressure and free surface variations within an element. Using higher order
polynomials for pressure and free surface height compared to those used for
velocity has some advantages in the representation of, for example, geostrophic
balance.
The method is implemented in the non-hydrostatic ocean model, ICOM.
To demonstrate the approach it is applied and the results are compared with
the solutions from P1 − P1 simulations for idealised and more complex free
surface problems: a sloshing tank; equatorial Rossby soliton; free surface wave
propagation on an aquaplanet; and tidal simulation of the global ocean and
Mediterranean Sea.
A paper based on the work described in this chapter is under review
with the journal, Ocean Modelling (Candy et al., 2008c).
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6.1 Introduction
We present a subgrid scale (SGS) method for solving ocean flow problems with a free
surface. The nomenclature used in Gresho and Sani (1998) is adopted to refer to types
and combinations of elements. For example, P1 − P1 describes a continuous piecewise linear
representation of both velocity and pressure while P1−P2 combines piecewise linear velocity
with piecewise quadratic pressure — an unstable element choice. In this work the basis
functions for velocity are enriched within an element with discontinuous basis functions and
such element pairs are referred to by PN (SGS)− PN ′ , for N,N ′ ∈ N0.
We refer to SGS modelling in the present context as modelling that is performed within
an element so as to better represent the solution. Having a better representation of the
solution within an element reduces the tendency for the solution to oscillate as it tries to fit
unresolved physics. Thus, along with the use of a suitable dissipation scheme, the SGS model
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can substantially reduce spurious numerical oscillations while increasing accuracy. We term
the SGS model presented here the inner element SGS method. In this method the velocity
space of continuous piecewise linear functions is enriched by the addition of element-wise
discontinuous functions. A complication of this approach is that the discontinuous enriching
basis functions are not necessarily linearly independent of the existing continuous basis. In
the limiting case of no transport, this produces a singular set of equations. However, the great
advantage of this approach is that the enriching basis functions are local to each element and
the resulting mass matrix in the pressure matrix is block diagonal. This enables the use of
a consistent (i.e. not lumped) mass matrix, even for higher order elements. Although mixed
mass methods, in which mass is lumped for pressure in the pressure matrix but not lumped
for the time term, have shown great promise; it still remains undesirable to lump the mass
matrix in anyway, (Gresho and Sani, 1998).
An additional consequence of the enriched velocity space is that the pressure matrix has
a much smaller stencil than for the standard P1 − P1 element with lumping. The sparsity
pattern is actually that of a first order operator. The fact that the matrices are more compact
also makes higher order pressure variations, such as P1(SGS) − P2, more tractable and
therefore more attractive. This seems a particularly promising element pairing as it may
have advantages in representing fundamental features of geophysical flow such as hydrostatic
and geostrophic balance. Results using this element are presented here.
Utilising a conventional Galerkin approach, both P1 − P1 and P1 − P2 are LBB unstable
element pairs with the effect that these element pairs are subject to pressure modes which
must be stabilised. However, the P1(SGS) element has a basis more similar to those of the
P1(DG) element and both P1(DG)−P1 and P1(DG)−P2 have been shown to be LBB stable
(Cotter et al., 2009). It appears that P1(SGS)− P1 and P1(SGS)− P2, introduced in Candy
et al. (2008c), share this property.
Like Petrov-Galerkin (PG) methods which modify the test functions in order to introduce
stabilisation in a consistent manner, the SGS method developed here ensures that the solution
of the resultant variational formulation is necessarily a solution to the original physical
variational problem. A key advantage of the inner element SGS methods presented here over
many Petrov-Galerkin type stabilisations is that the inner element process of stabilising the
equations enhances the formal accuracy by enriching the interpolating spaces. The method
presented here can be seen as related to the Galerkin Least Squares (GLS) method (Hughes
et al., 1989; Ackroyd, 1997). In fact when the extra degrees of freedom within each element are
eliminated the result is a stabilisation term which is similar in form to the GLS stabilisation.
The main distinction between the two methods is that the weighting function of the inner
element SGS method, since it involves the inverse of the subgrid scale discretised equations,
is not generally symmetric. Many PG methods exhibit difficulty in stabilising second-order
terms when using low order elements which lack sufficient variation. To combat this it is
frequently necessary to introduce auxiliary variables, a step which is not required for the
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method presented here.
The inner element SGS approach produces identical results to discontinuous Galerkin
(DG) for one dimensional problems. For multi-dimensional problems there is a reduction in
accuracy in approximation of the transport terms due to the uncoupled nature of the inner
element equations. A benefit of the inner element SGS method is that discretisations of
second-order operators are significantly easier to form than for DG and they are compact. A
key advantage over DG is that the additional degrees of freedom in the inner element SGS
method are removed by local condensation before any linear systems are solved so the size of
the linear systems to be solved is significantly smaller than those in the DG case.
The approach outlined here has similarities with that of Labeur and Wells (2007) which,
instead of solving the DG equations in a coupled sense, solves for the fluxes between the
elements, thus reducing the size of the matrices but also introducing an approximation to
the DG solution. However, the approach outlined here differs fundamentally from this in its
basic construction as the SGS solution is added onto the global solution. Weak homogeneous
Dirichlet boundary conditions are applied to the additional SGS solution variables.
This chapter documents the derivation of the inner element SGS method for the Imperial
College Ocean Model (ICOM). This model solves the non-hydrostatic Boussinesq equations
on an unstructured tetrahedral mesh in a Cartesian coordinate system (Pain et al., 2008;
Piggott et al., 2008a,b; Wells et al., 2007; Ford et al., 2004).
This chapter proceeds as follows: §6.2 outlines the fundamental idea of the SGS model
and leads to an application to the scalar transport equation in §6.3. This is followed by
§6.4 which explains how the model is applied to the incompressible Navier-Stokes equations
and in particular how the pressure correction step is improved by making use of the added
degrees of freedom in the enriched basis. Finally the approach is compared against analytical
solutions and a selection of real world applications in §6.5.
6.2 The inner element discontinuous Galerkin subgrid scale
model
The full solution u is decomposed into two components ψ and φ
u = ψ + φ, (6.1)
where ψ represents the resolved scales and φ represents the subgrid scales. This separation of
scales is akin to the overlapping sum decomposition introduced in the variational multiscale
method of Hughes et al. (1998). Note that although the definition of the underlying function
spaces for test and trial spaces is omitted here in the interests of brevity, we assume
that Dirichlet boundary conditions have been imposed on the resolved scale solution and
homogeneous conditions on the subgrid scale solution.
6.2 The inner element discontinuous Galerkin subgrid scale model 215
Approximations to the solutions ψ and φ are given by
ψh(x) =
∑
j
Nj(x)ψj where Nj ∈ Uh, (6.2)
φh(x) =
∑
j
Qj(x)φj where Qj ∈ U˜h, (6.3)
such that the resolved scale solution ψh lies in the standard continuous finite element function
space of piecewise polynomial functions over the finite element mesh. The trial function space
is denoted Uh and we assume for brevity that the test space is equal to the trial space. The
subgrid scale solution φh is discontinuous and lies in an element-wise defined discontinuous
function space, denoted U˜h. An example of a simple case linear elements in both the resolved
and subgrid spaces is illustrated in one dimension in figure 6.1.
Figure 6.1: An illustration of the shape functions associated with an element of domain Ωe in
a simple one-dimensional example of the method employing both linear resolved and subgrid
spaces. Ni is continuous between elements and Qi is discontinuous.
The following notation for the residual R and differential operator L of the underlying
equations is also introduced
R(u) = L(u)− s. (6.4)
The residual of the full solution (6.1), R(u) = L(ψ) + L(φ) − s, is weighted and integrated
over the whole domain for both the resolved and subgrid scale test functions. Here L is linear;
if the underlying problem is non-linear then L is assumed to be a linearisation of this. In the
case of the discontinuous test functions Qj ∈ U˜h, support is limited to single elements and
hence integration can be limited to a single element, Ωe. The general discretised variational
problem reads: find uh = ψh + φh where ψh ∈ Uh and φh ∈ U˜h, such that∫
Ω
Ni(L(ψh)− s) dΩ +
∫
Ω
NiL(φh) dΩ = 0, ∀Nj ∈ Uh, (6.5a)∫
Ωe
QiL(ψh) dΩ +
∫
Ωe
Qi(L(φh)− s) dΩ = 0, ∀Qi ∈ U˜h, (6.5b)
subject to appropriate weakly enforced boundary conditions including zero element boundary
conditions on the SGS solution. See the discretisation of the scalar equation in the next section
for more details.
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6.3 Scalar transport equation
In this section the model is applied to a scalar transport equation. This is described in further
detail in Candy et al. (2008b).
6.3.1 Problem definition
The scalar transport equation describing advective, absorptive and diffusive processes acting
on a scalar field u and discretised in time using a θ two level time stepping method is defined
in conservative form below in which the superscript n represents the time level at which u
is evaluated and ns denotes the number of spatial dimensions. Given a solenoidal advective
velocity field a : Ω → Rns , a tensorial diffusivity ν : Ω → Rns × Rns , an absorptive term
σ : Ω → R, a source term s : Ω → R, an initial condition u0 : Ω → R, a Dirichlet boundary
condition prescribed on the portion of boundary ΓD such that uD : ΓD → R, and a Neumann
flux boundary condition prescribed on the portion of boundary ΓN such that q : ΓN → R,
find the scalar quantity u : Ω¯→ R such that
un+1 − un
∆t
+ σun+θ −∇ · τn+θ = sn+θ in Ω, (6.6a)
τn+θ = −aun+θ + ν · ∇un+θ in Ω, (6.6b)
un+θ = un+θD on ΓD, (6.6c)
n · ν · ∇un+θ = qn+θ on ΓN , (6.6d)
u0 = u0(x) in Ω, (6.6e)
where un+θ = θun+1 + (1− θ)un, and similarly for all variables with a superscript n+ θ, is
the transported scalar quantity at time level n+θ, and τn+θ = τ (un+θ) is the flux associated
with un+θ. In the absence of diffusion it is only necessary to impose conditions on inflow
boundaries Γ−, at which n · a < 0 .
In the case of the system (6.6), the differential operator L of (6.4) is defined
L(un, un+1) =
un+1 − un
∆t
+ σun+θ −∇ · τn+θ. (6.7)
6.3.2 Weak form of the subgrid scale modelled scalar transport equation
The approach outlined by equations (6.5) using L defined by equation (6.7) is combined with
the following weakly applied boundary conditions∫
Γe−
Nin · a
(
un+θD − uh
n+θ
)
dΓ ≈ 0,∫
ΓN
Ni
(
n · τ · ∇uhn+θ − qn+θ
)
dΓ ≈ 0.
Projection of the continuous variables into their corresponding discrete spaces is denoted by
a superscript h. Integration by parts of the discretised term Ni∇· τn+θ in combination with
6.3 Scalar transport equation 217
these boundary conditions gives
−
∫
Ω
Ni∇ · τn+θ dΩ +
∫
Γe−
Nin · a
(
un+θD − uh
n+θ
)
dΓ
+
∫
ΓN
Ni
(
n · τ · ∇uhn+θ − qn+θ
)
dΓ
=
∫
Ω
∇Ni · τn+θ dΩ +
∫
Γe−
Nin · aun+θD dΓ +
∫
Γe+
Nin · auhn+θ dΓ
−
∫
ΓN
Niq
n+θ dΓ.
(6.8)
The discrete problem now reads: at a given time level n, given uh
n
= ψh
n
+ φh
n
find
uh
n+1
= ψh
n+1
+ φh
n+1
where ψh
n
, ψh
n+1 ∈ Uh and φhn, φhn+1 ∈ U˜h such that ∀Ni ∈ Uh∫
Ω
Ni
(
ψh
n+1 − ψhn
∆t
+ σψh
n+θ
)
dΩ +
∫
Ω
∇Ni · τ (ψhn+θ) dΩ +
∫
Γe+
Nin · aψhn+θ dΓ
+
∫
Ω
Ni
(
φh
n+1 − φhn
∆t
+ σφh
n+θ
)
dΩ−
∫
Ω
∇Ni ·
(
aφh
n+θ
)
dΩ+
∫
Ω
∇Ni ·ν ·
[
∇φhn+θ
]
dΩ
+
∫
Γe+
Nin · aφhn+θ dΓ = −
∫
Γe−
Nin · auDn+θ dΓ +
∫
ΓN
Niq
n+θ dΓ +
∫
Ω
Nis
n+θ dΩ,
(6.9a)
and ∀Qi ∈ U˜h∫
Ωe
Qi
(
ψh
n+1 − ψhn
∆t
+ σψh
n+θ
)
dΩ+
∫
Ωe
Qi∇·
(
aψh
n+θ
)
dΩ−
∫
Ωe
Qi∇·ν·
[
∇ψhn+θ
]
dΩ
+
∫
Ωe
Qi
(
φh
n+1 − φhn
∆t
+ σφh
n+θ
)
dΩ−
∫
Ωe
∇Qi ·aφhn+θ dΩ−
∫
Ωe
Qi∇·ν ·
[
∇φhn+θ
]
dΩ
+
∫
Γe+
Qin · aφhn+θ dΓ +
∫
Ωe
∇Qi · λ∇φhn+θ dΩ =
∫
Ω
Qis
n+θ dΩ, (6.9b)
where square brackets indicate the Galerkin projection described in §6.3.3. Note that the last
equation can be evaluated on each element separately and the element boundary is denoted
Γe. Note that the advection term Qi∇ · aψhn+θ and diffusive terms are not integrated by
parts in (6.9b). The advection term involving only SGS basis functions Qi∇ · aφhn+θ is
integrated by parts and combined with a weak zero boundary condition on Γe−, the part of
the element boundary with n · a < 0. The three terms in square brackets, approximating
second-order derivatives that contain at least one shape function from the subgrid scale basis,
are discretised by a Galerkin projection explained in the next section.
Additional diffusion acting only within an element on the SGS solution is controlled via
the coefficient λ ≥ 0. When there is no diffusion and no advection the above equations (6.9)
are singular because the subgrid scale shape functions Qi are not linearly independent of Ni.
Setting λ > 0 corrects this. λ = 0 can be used in all cases but pure absorption. However,
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because the term is added to the SGS equation, the consistency of the overall scheme is not
affected and the solution u remains a solution of the original governing physical system. In
fluids calculations λ is set to zero after the first time step when there is a non-zero velocity
field.
6.3.3 Galerkin projection procedure for the discretisation of second-order
terms
In order to impose the decoupling homogeneous Dirichlet condition on the subgrid scale
solution a special treatment of the coupling diffusion terms is made. These appear in the
matrices B and C in the scalar case and B1 and C1 in the application to the Navier-Stokes
equations. This technique is also applied to the discretisation of the subgrid scale diffusion
term that appears in D and D1. Difficulties in discretising a second-order operator in a
discontinuous interpolating space are avoided because support of the subgrid scale functions
is limited to the element they exist over.
The first-order derivative ∇φh is approximated by its Galerkin projection in the space
U˜h and represented by an expansion in terms of the subgrid scale basis functions Qj ∈ U˜h of
the form
∇φh ≈
∑
j
Qj
[
∇φh
]
j
for Qj ∈ U˜h, (6.10)
In order to calculate the projected form
[
∇φh
]
, the derivatives of φh are calculated by an
application of integration by parts to give∫
Ωe
Qi∇φh dΩ = −
∫
Ωe
∇Qiφh dΩ +
∫
Γe
Qinφ
h dΓ. (6.11)
Note that the surface integral in (6.11) is zero as a result of the subgrid scale functions
taking zero values on element boundaries. Hence the projected values of the derivatives of
the discontinuous Galerkin variable φh can be found from the solution of∫
Ωe
Qi
∑
j
Qj
[
∇φh
]
j
dΩ = −
∫
Ωe
∇Qi
∑
k
Qkφ
h
k dΩ,
and similarly ∫
Ωe
Qi
∑
j
Qj
[
∇ψh
]
j
dΩ =
∫
Ωe
Qi
∑
k
∇Nkψhk dΩ.
The projected variables are hence[
∇φh
]
j
= −
∑
i
Me−1QQ ji
∑
k
GeQQ ik φ
h
k ,[
∇ψh
]
j
=
∑
i
Me−1QQ ji
∑
k
GeTQN ik ψ
h
k ,
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where MeQQ ij =
∫
Ωe
QiQj dΩ is the element-wise mass matrix. Note that since the shape
functions Qj of the subgrid scale space exist entirely in single elements, this matrix can be
inverted element-wise. Similarly GeQQ ij =
∫
Ωe
∇QiQj dΩ, GeQN ij =
∫
Ωe
∇QiNj dΩ.
6.3.4 Matrix structure of the discretised system
The numerical discretisation of the spatial terms of the semi-discrete Galerkin formulation
described by equations (6.9a) and (6.9b) takes the form(
A B
C D
)(
ψ
φ
)
=
(
Sψ
Sφ
)
. (6.12)
in which ψ, φ are the vectors containing the nodal values of ψh and φh respectively. Explicitly,
equation (6.12) reads
Aψ + Bφ = Sψ, (6.13a)
Cψ + Dφ = Sφ. (6.13b)
Pre-multiplying equation (6.13b) by D−1 gives the following expression for φ
φ = −D−1Cψ + D−1Sφ, (6.14)
which when substituted into equation (6.13a) gives the result of the above static condensation
process on (6.12) (
A− BD−1C)ψ + BD−1Sφ = Sψ. (6.15)
Note for a discontinuous Galerkin subgrid scale function space D is block diagonal and in
general significantly easier to invert than A. In fact, for such a function space choice, the
terms additional to A involved in forming the global matrix for ψ given in (6.15) can be
evaluated element-wise during the assembly of A. This avoids costly manipulations on the
global matrix. Note also that for a constant advective velocity, C = BT and the resultant
equation above becomes similar in structure to the Galerkin Least-squares (GLS) method.
For pure advection (6.15) becomes standard upwind Petrov-Galerkin. The matrix in equation
(6.12) is symmetric positive definite for pure diffusion problems, see Candy et al. (2008b).
6.3.5 Sparsity of the resultant global matrix
Note that since the support of the subgrid scale test functions Qj ∈ U˜h is limited to single
elements, the additional terms introduced by the subgrid scale model can be calculated on
an per-element basis, i.e. (6.15) can be evaluated locally. This value is then assembled into
the global matrix (which has a sparsity pattern identical to A). This results in effectively
a modified matrix A as the global matrix, from which it is clear that this model works
in a similar way to more standard Petrov-Galerkin formulations. This results in only
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a small amount of additional computation during assembly that is comparable to other
standard stabilisation schemes such as streamline-upwind Petrov-Galerkin (SUPG) or GLS.
The calculation of the global forms of the additional matrices B, C and D would significantly
increase assembly time and storage demands. This is particularly pertinent to the matrix
D for which the inverse D−1 is required. This is an important characteristic of the model
and reaffirms there is neither an increase in connectivity or the number of global degrees of
freedom.
6.4 Incompressible Navier-Stokes equations
6.4.1 Definition of the finite element interpolating spaces
Analogous to the decomposition of a scalar field presented in (6.1), the velocity un =
(un, vn, wn)T at time level n is decomposed into resolved and subgrid scale components
un = unψ + u
n
φ. (6.16)
Discrete approximations to the resolved scale and subgrid scale velocity, pressure and free
surface are represented as
uhψ
n
=
Nψ∑
j=1
(unψ,j , v
n
ψ,j , w
n
ψ,j)
TNj(x), uhφ
n
=
Nφ∑
j=1
(unφ,j , v
n
φ,j , w
n
φ,j)
TQj(x),
ph
n
=
Np∑
j=1
pnjMj(x), η
hn =
Nη∑
j=1
ηnj Sj(x).
where the trial functions are defined
Nj ∈ Uψ, for j ∈ {1, 2, ...,Nψ}, Qj ∈ U˜φ, for j ∈ {1, 2, ...,Nφ},
Mj ∈ Up, for j ∈ {1, 2, ...,Np}, Sj ∈ Uη, for j ∈ {1, 2, ...,Nη},
for function spaces Uψ, U˜φ, Up and Uη which are particular cases of Uh and U˜h, determined
by the order of interpolating functions required. The resolved solution spaces in the cases
presented here are P1 − P1, first-order in both velocity and pressure and P1 − P2, first-order
in velocity whilst second-order in pressure. Again, for simplicity, the test functions share
the same notation as the trial functions and are equal in these Galerkin formulations up to
Dirichlet boundary conditions. In order to maintain concise notation the h superscript which
denotes the projection of the continuous variables into their corresponding discrete spaces is
assumed from the context in the following.
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6.4.2 Time discretised governing equations
The incompressible Navier-Stokes equations are discretised in time in a manner similar to
the general scalar transport equation described above
Lu(un,un+1) = −∇pn+1 − g∇hηn+θη + F n+θ, (6.17a)
∇ · un+1 = 0, (6.17b)
in which the differential operator is defined by
Lu(un,un+1) =
un+1 − un
∆t
+ (u˜− uˆ) · ∇un+θ + 2Ω× un+θ −∇ · τ ′n+θ. (6.18)
Here uˆ is used to account for a moving reference frame, for example to account for a moving
mesh representing a free surface whose height is given by ηn+θη . u˜ is the best estimate
for un+θ used as part of the linearisation procedure, n represents the time level, pn+1 is
the perturbation pressure and g is the acceleration due to gravity. When simulating large
scale domains, such as the entire globe, Cartesian (rather than spherical) coordinates are
preserved and then gravity takes the form of a vector field acting in a direction normal to
the geoid. The force from the free surface gradient is determined by the term g∇hηn+θη
in the above equations in which ∇h represents horizontal derivatives. The deviatoric stress
tensor is used to model viscous effects and is given by τ ′n+θij = 2µij(S
n+θ
ij − δij∇ · un+θ/3)
where µ is the tensor of viscosities (the diagonal of which is user-defined, with off diagonals
defined via µij =
√
µiiµjj), δij is the Kronecker delta and S
n+θ
ij is the strain rate tensor.
The rotation vector is Ω = (0, 0,Ωz)T, where Ωz = 7.292 × 10−5 rad s−1 for calculations
on the globe. For simulations in flat geometries the f -plane approximation can be used
for relatively small domains. In this case 2Ω = (0, 0, 2Ωz sin(ψ0))T and ψ0 is the assumed
latitude for the domain. For larger flat geometries the β-plane approximation is often used
where 2Ω = (0, 0, 2Ωz sin(ψ0) +βy)T, β = 2Ωz cos(ψ0)/RE and RE is the radius of the globe.
Finally F n+θ contains additional source terms such as astronomical tidal forcing.
This system is linearised using u˜ = un during the first Picard iteration used to solve the
non-linear system and u˜ = θu∗n+1 + (1− θ)un in subsequent iterations in which u∗n+1 is the
best guess available of u at time level n + 1. In the results to be presented two iterations
have been used as this, in combination with θ = 0.5, is sufficient to preserve second-order
temporal accuracy.
6.4.3 Spatially discretised governing equations
uhψ
n
, uhφ
n
, ph
n
and ηh
n
are substituted into (6.17) and tested with the appropriate basis
functions to give the following semi-discrete problem: at a given time level n, find uh
n+1
=
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uhψ
n+1
+ uhφ
n+1
where uhψ
n ∈ Uψ and uhφ
n ∈ U˜φ, phn ∈ Up and ηhn ∈ Uη, such that
∫
Ω
N i
(
Lu(uhψ
n
,uhψ
n+1
) +∇phn+1 + g∇hηhn+θη − F n+θ
)
dΩ
+
∫
Ω
N iLu(uhφ
n
,uhφ
n+1
) dΩ = 0, ∀Ni ∈ Uψ, (6.19)
∫
Ωe
QiLu(u
h
ψ
n
,uhψ
n+1
) dΩ
+
∫
Ωe
Qi
(
Lu(uhφ
n
,uhφ
n+1
) +∇phn+1 + g∇hηhn+θη − F n+θ
)
dΩ = 0, ∀Qi ∈ U˜φ, (6.20)
in which N i ≡ diag(Ni, Ni, Ni) and Qi ≡ diag(Qi, Qi, Qi). Discretisation of the momentum
equation now follows the same approach taken for the scalar transport equation. Both
discretisation of the second-order terms and enforcement of weak boundary conditions are
achieved in exactly the same way.
For consistency with the pressure discretisation the continuity equation is tested with the
pressure basis functions Mi. In this way the strong form of the continuity equation (6.17b)
is expressed by the following weak form
−
∫
Ω
∇Mi · uhn+1 dΩ +
∫
Γ
Min
hn+1 · uhn+1 dΓ = 0, (6.21)
where Γ = Γb ∪ Γη. Γb are all boundary surfaces of the domain other than the free surface
boundary Γη. A zero mass flux boundary condition is applied on Γb which is expressed in a
discrete sense as ∫
Γb
Min
hn+1 · uhn+1 dΓ = 0, (6.22)
and thus the discrete continuity equation (assuming Mi has simple continuity) becomes
−
∫
Ω
∇Mi · uhn+1 dΩ +
∫
Γη
Min
hn+1 · uhn+1 dΓ = 0. (6.23)
The discretised continuity equation in matrix form is then
CTun+1 = 0. (6.24)
This matrix equation is used in the SGS projection method. Using uh
n+1
= uhψ
n+1
+ uhφ
n+1
in (6.23) the discretised continuity SGS equations become
−
∫
Ω
∇Mi · uhψ
n+1
dΩ +
∫
Γη
Min
hn+1 · uhψ
n+1
dΓ
−
∫
Ω
∇Mi · uhφ
n+1
dΩ +
∫
Γη
Min
hn+1 · uhφ
n+1
dΓ = 0. (6.25)
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The corresponding matrix equation is the transpose of the matrix corresponding to the
pressure gradient term in the discretised momentum equation. For uψ and uφ, vectors
containing the nodal values of uhψ and u
h
φ respectively, the matrix form of (6.25) is therefore
CTψφ
(
un+1ψ
un+1φ
)
= 0, (6.26)
which defines the matrix Cψφ.
6.4.4 Matrix structure
When the subgrid model is not applied the above equations reduce to a standard continuous
Galerkin discretisation which, for the cases that appear in this work, is described in Piggott
et al. (2008a); Pain et al. (2005b, 2008). In this standard formulation the discrete system
reduces to (
A1 A2
A3 A4
)(
uψ
n+1
pn+1
)
=
(
Sψ
n+1
Sp
n+1
)
, (6.27)
where for incompressible flow A4 = 0 and Spn+1 = 0.
The addition of the subgrid scale model, equations (6.19), (6.20) and (6.25), introduces
coupled terms into the matrix equation analogous to the scalar transport case. Thus the
discrete matrix form of equations (6.17) are described by
A1 B1 A2
C1 D1 C2
A3 B2 A4


uψ
n+1
uφ
n+1
pn+1
 =

Sψ
n+1
Sφ
n+1
Sp
n+1
 . (6.28)
The sub-matrices A1, A2, A3 and A4 are identical to those in the standard formulation (6.27).
Analogous to the scalar case the D1 term acts only on subgrid information and corresponds
to A1 but in the subgrid space, using the subgrid test and trial functions Qi and Qj . B1 and
C1 represent interaction between the resolved and subgrid scale velocities and correspond
to B and C in the scalar case. The remaining B2 and C2 represent interaction between the
subgrid scale velocity solution and pressure. These do not share a form similar to any terms
introduced so far and are discussed in further detail in Candy et al. (2008c).
In a similar way as for the scalar transport case the coupled system is reduced by a process
of static condensation whereby the vector of subgrid velocities uφn+1 is eliminated((
A1 A2
A3 A4
)
−
(
B1
B2
)
D−11
(
C1 C2
))(uψn+1
pn+1
)
=
(
Sψ
n+1
Sp
n+1
)
−
(
B1
B2
)
D−1Sφn+1.
6.4.5 The SGS projection method for segregated velocity-pressure solution
For computational efficiency a projection method is used to decouple the solution procedure
for velocity and pressure. This procedure starts in the usual way by calculating intermediate
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values of the velocities uψ∗n+1 and uφ∗n+1 with a best estimate pressure p∗n+1, e.g. taken
from the previous time step or non-linear iteration within a time step, that is solving(
A1 B1
C1 D1
)(
uψ
∗n+1
uφ
∗n+1
)
= −
(
A2
C2
)(
p∗n+1
)
+
(
Sψ
n+1
Sφ
n+1
)
. (6.29)
The resulting u∗n+1 will not satisfy the discrete continuity equation (6.24) and so velocity and
pressure are modified to ensure a divergence free velocity field at the end of every time step.
A typical projection method (see Piggott et al., 2008a) would work by correcting velocity
(ignoring terms in the equation other than the mass terms) using(
MNN MNQ
MQN MQQ
)(
uψ
n+1
uφ
n+1
)
=
(
MNN MNQ
MQN MQQ
)(
uψ∗n+1
uφ∗n+1
)
+ ∆tCψφ∆p, (6.30)
to satisfy the continuity equation (6.26). In this case however the mass matrix, operating
on the time term in equations (6.28), contains rows that are not linearly independent — a
direct consequence of the fact that the basis functions are not linearly independent. Thus
to form the mass matrix used in the SGS projection method, which must be non-singular,
a maximal spanning set of independent basis functions from the basis functions used in the
discretisation is first chosen. For the sets of basis functions used in this chapter, the basis
functions Qi that form the discontinuous part of the solution are such a set. In fact, for the
SGS projection method presented, we assume Uh ⊂ U˜h. In the SGS projection method a
discrete irrotational correction of the form
MQQu
n+1 = MQQu∗n+1 + ∆tC∆p, (6.31)
is then sought to ensure CTun+1 = 0.
Multiplying (6.31) through by CTM−1QQ and applying (6.24) yields the following discretised
elliptic problem for ∆p
CTM−1QQC∆p = −
CTu∗n+1
∆t
. (6.32)
Using the solution ∆p from (6.32), un+1 is obtained from (6.31) and the pressure is updated
via pn+1 = p∗n+1 + ∆p. During the first non-linear iteration p∗n+1 = pn.
Note that the calculated pressure correction results in a discontinuous contribution ∆u =
un+1 − u∗n+1. It is desirable however to project back as much of the overall solution un+1
into the continuous part un+1ψ as possible. This is done via the following assumption∫
Ω
Ni∆uhφ dΩ = 0. (6.33)
Applying a Galerkin projection to uhψ
n+1
= uh
n+1−uhφ, or equivalently ∆uhψ
n+1
= ∆uh
n+1−
∆uhφ, then results in
MNN∆uψ = MNQ∆u. (6.34)
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So that at the end of an iteration within a time step, the continuous and inner element part
of the discretised velocity, the sum of which is divergence free, are given by
∆uhφ = ∆u
h −∆uhψ,
uhψ
n+1
= uhψ
∗n+1
+ ∆uhψ, u
h
φ
n+1
= uhφ
∗n+1
+ ∆uhφ.
Solution of (6.32) is achieved by an iterative preconditioned conjugate gradient (PCG)
procedure. It should be noted that C, MQQ and M−1QQ are sparse matrices and elements
of CTM−1QQC are not computationally costly to determine. Also the sparsity of the matrix
structure using the element P1(SGS)−P1 of the pressure matrix CTM−1QQC is the same as that
of a scalar field equation solved using the P1 element and thus has substantially fewer non-
zeros (roughly a factor of five fewer in three dimensions) than the pressure matrix typically
used with P1 − P1 elements.
In the case of ordinary P1 − P1, although C and MNN are sparse, M−1NN is not and every
iteration in the solution of the pressure equation, similar to equation (6.32) but with a matrix
CTM−1NNC, also requires a solution of a linear system with matrix MNN . This would require
a large amount of computational time even for a single time step. As in the P1 − P1 results
presented here, this is often avoided by lumping the mass matrix. This technique however
introduces dispersion errors and problems with conservation properties (Gresho and Chan,
1990).
6.4.6 Free surface evaluation
The solution algorithm for free surface simulations involves an iteration over the following
steps within a time step. First, the free surface height is determined. This is used to
calculate the hydrostatic pressure via a downward integration of η projected to a quadratic
discontinuous basis (see Pain et al., 2008). This is then used as an explicit source term in the
momentum equation. The coupled momentum and continuity equations are then solved as
described in §6.4. These steps are repeated within a time step until satisfactory convergence
is achieved. In the results presented two steps of this iteration are performed, which ensures
second-order time accuracy.
The following equation from Pain et al. (2008) is used to calculate the free surface height
ηh
n+1
∫
Γη
Si∆ηh
n+1
(∆t)2
dΓ− θηθf
∫
Γη
∇hSiDg∇h∆ηhn+1 dΓ
=
∫
Γη
Si(n·u
h
ng
)∗n+θf
∆t
dΓ−
∫
Γη
Si(ηh
∗n+1 − ηhn)
(∆t)2
dΓ, ∀Si ∈ Uη, (6.35)
in which D is the depth of the ocean and ng is the inner product between the free surface
normal and the gravity normal vector. This equation is solved as part of the iterative process
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within a time step with ∆ηh
n+1
= ηh
n+1 − ηh∗n+1. After each iteration the intermediate
values are updated ηh
∗n+1
= ηh
n+1
and uh
∗n+1
= uh
n+1
, and the above process repeated.
An advantage of this approach is that it results in a symmetric positive definite matrix and
that to a degree the coupled momentum and continuity equations have been solved together
in forming (6.35). Details of this more implicit treatment of the free surface equation and
the method used for calculating the horizontal derivative ∇h for a spherical Earth are given
in Pain et al. (2008). This method is summarised below.
The momentum and continuity equations given by (6.17) can be expressed in the following
condensed time-discretised form
un+1 − un
∆t
= Rn+θ − g∇ηn+θη , (6.36a)
∇ · un+1 = 0, (6.36b)
where R contains all of the remaining terms in the momentum equation (6.17a) and the
superscripts represent discrete time levels. θ and θη are the time stepping parameters
associated with the momentum and the free surface height respectively.
The continuity equation (6.36b) is integrated by parts over the entire domain Ω to obtain:∫
Ω
Si∇ · un+1 dΩ = −
∫
Ω
∇Si · un+1 dΩ +
∫
Γ
Sin
n+1 · un+1 dΓ = 0, (6.37)
where Γ = Γb ∪ Γη. Γb are all boundary surfaces of the domain other than the free surface
boundary Γη. A zero mass flux boundary condition is applied on Γb which is expressed in a
discrete sense as ∫
Γb
Sin
n+1 · un+1 dΓ = 0, (6.38)
and thus the discrete continuity equation becomes
−
∫
Ω
∇Si · un+1 dΩ +
∫
Γη
Sin
n+1 · un+1 dΓ = 0. (6.39)
The free surface wave equation is derived by first integrating the continuity equation
(6.17b) in the vertical from the bottom of the ocean to its surface∫ η
b
∇ · udr = 0. (6.40)
An application of bottom (u · n = 0) and free surface kinematic boundary conditions gives
∂η
∂t
+∇h · (Du¯) = 0, (6.41)
where D = η − b is the water depth (which, like n, is evaluated at n + θ, unless stated
otherwise), an over-bar indicates the variable is depth-averaged, e.g. u¯ =
1
D
∫ η
b
u dr and a
subscript h infers an operator acts only in the horizontal.
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Discretising this free surface equation in time with a theta differencing factor of θf gives
ηn+1 − ηn
∆t
+∇h · (Du¯n+θf ) = 0. (6.42)
Integrating the time-discretised momentum equation (6.36a) over depth gives
u¯n+1 − u¯n
∆t
= R¯n+θ − g∇hηn+θη . (6.43)
The latest value of a variable during the iteration within a time step is denoted by a
∗ superscript. Equations for the intermediate free surface height and vertically integrated
velocity are hence written
η∗n+1 − ηn
∆t
+∇h · (Du¯∗n+θf ) ∗= 0, (6.44a)
u¯∗n+1 − u¯n
∆t
∗= R¯n+θ − g∇hη∗n+θη , (6.44b)
Note that for these intermediate values, (6.44a) and (6.44b) do not strictly evaluate to zero,
but will converge to zero for successive iterations, which is again implied by the ∗ superscript.
Subtracting (6.44b) from (6.43) yields:
u¯n+1 − u¯∗n+1
∆t
∗= −θηg∇h∆ηn+1, (6.45)
in which ∆ηn+1 = ηn+1 − η∗n+1 is an update to the free surface height within an iteration.
Multiplying (6.45) by the water depth D and taking the horizontal divergence ∇h of the
result gives
∇h ·
(
Du¯n+θf
)−∇h · (Du¯∗n+θf )
∆t
∗= −θηθf∇h ·Dg∇h∆ηn+1. (6.46)
Substituting in the expressions (6.42) and (6.44a) for the horizontal divergence of depth-
integrated velocity leads to the following free surface equation
∆ηn+1
(∆t)2
∗= θηθf∇h ·
(
Dg∇h∆ηn+1
)
. (6.47)
At this stage, discretisation of the free surface equation follows the new implicit approach
developed in Pain et al. (2008). This is specifically designed so that equations are formed only
on the free surface and moreover, achieve consistency with the overall continuity equation
(6.23) and the resulting discrete free surface kinematic boundary condition below. At the
free surface of the domain the kinematic boundary condition is
∂η
∂t
=
n · u
ng
, (6.48)
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where ng = k ·n is the component of the normal n to the free surface in the upward direction,
defined relative to gravity. Discretising (6.48) in time
η∗n+1 − ηn
∆t
∗= θf
n∗n+1 · u∗n+1
n∗n+1g
+ (1− θf )n
n · un
nng
=
(
n · u
ng
)∗n+θf
. (6.49)
This discrete form of the free surface kinematic boundary condition is substituted into the
free surface equation (6.47) above to give
∆ηn+1
(∆t)2
+
η∗n+1 − ηn
(∆t)2
−
(
n·u
ng
)∗n+θf
∆t
∗= θηθf∇h ·
(
Dg∇h∆ηn+1
)
. (6.50)
Updating the free surface solution using (6.50) acts to satisfy both the usual wave equation
(6.47) (using the depth-integrated velocities) and the kinematic boundary condition presented
in the form (6.48) (using the velocity at the free surface direct from the momentum equation
solve). The basis functions Si are used to test (6.50) over the free surface∫
Γη
Si∆ηn+1
(∆t)2
dΓ− θηθf
∫
Γη
∇hSiDg∇h∆ηn+1 dΓ
=
∫
Γη
Si(n·ung )
∗n+θf
∆t
dΓ−
∫
Γη
Si(η∗n+1 − ηn)
(∆t)2
dΓ, ∀Sj ∈ U˜η. (6.51)
Only the testing basis functions which are non-zero over the free surface contribute equations
to the discrete linear system to be solved. Note that one of the derivatives in the second-order
term acts on the test function, and the additional boundary integral needs to be included
when boundary sources are present, i.e. nh · ∇hη 6= 0.
On convergence of the iterative process within a time step ∆ηn+1 → 0 and (6.48) is
satisfied for the free surface height. If the process has not converged to a specified tolerance
the intermediate values are updated η∗n+1 = ηn+1 and u∗n+1 = un+1, and the above process
is repeated. An advantage of this approach is that it results in a symmetric positive definite
matrix (if θfc = 0) and that to a large degree the coupled momentum and continuity equations
have been solved together in forming (6.51). Solution of the resulting matrix equations, in
the cases presented, is achieved using methods that are efficient in large aspect ratio domain
such as the global ocean, see Kramer et al. (2008).
It is also possible to treat the Coriolis and absorption terms implicitly in the free
surface correction equation (6.51), which enables large time steps in large scale ocean
simulations, avoiding the use of mode-splitting methods. This is detailed in Pain
et al. (2008) and results in an additional operation after the first horizontal divergence
[(1 + ∆t θfaσ)I + 2∆t θfcΩ× I)]−1 which introduces these terms implicitly to a degree
determined by the size of θfa and θfc which are the theta time stepping parameters for
the absorption σu and Coriolis terms respectively. Details of an implicit treatment of the
normal to the free surface n and the method used for calculating the horizontal derivative∇h
are given in Pain et al. (2008). Further subtleties to achieve a more consistent discretisation
of the spatial derivatives in the free surface equation are also described in this reference.
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6.4.7 Natural boundary conditions
Velocity and other boundary conditions are applied in a natural finite element sense in this
work. Using the natural boundary condition (6.22) enforces the no normal flow condition
in a discretised sense. This is then combined with a natural boundary conditions of no
momentum flux into the domain which is realised by integrating the non-linear terms by
parts in the discretised momentum equation and setting the resulting surface integral to
zero. This condition is suitable at the free surface as well, taking into account the grid
velocity uˆ by n · (u − uˆ) = 0. The actual boundary condition applied is the summation
of a boundary term involving the normal derivative of each velocity component plus the no
momentum flux conditions.
One technique to help stabilise equal-order element pairs is to apply the velocity boundary
conditions (for example no normal flow on the bathymetry and zero normal stress at the free
surface) weakly. This avoids constraining velocity and helps alleviate pressure oscillations
(see Gresho and Sani, 1998). Natural boundary conditions are formally more accurate than
Dirichlet conditions which is particularly important for flow over complex bathymetry and for
the free surface dominant flows modelled here (see also Hanert and Legat, 2006). For similar
reasons the free surface height is not explicitly defined at boundaries but is free. The use of
an unstructured mesh which does not naturally support ∆x waves is also advantageous.
For the results on a spherical Earth presented here a Smagorinsky large eddy simulation
(LES) method with a fourth-order variable filter size (depending on the size and shape of the
elements) provides stabilisation of the discretised momentum equation. Note that in the case
of the SGS model, this is applied to the SGS problem in order to maintain consistency. A
quadratic drag parameterisation is used on bathymetry and lateral boundaries with a drag
coefficient of 0.003. The idealised problems in this work have zero shear stress bottom and
lateral conditions as well as a specified viscosity instead of LES viscosity.
6.5 Numerical examples
6.5.1 Sloshing tank
In this section a simple sloshing tank problem is considered. The domain is x ∈ [0, L] (for
L = 1), y ∈ [0, 0.01], z ∈ [0, h], where h is the still water depth and is varied between
simulations. The x, z plane is discretised with an unstructured (via a Delaunay algorithm)
mesh of length scale 0.1 in the horizontal and 0.1h in the vertical, this is then extruded in
the y direction with a single tetrahedral finite element to produce a pseudo-2D domain. The
problem is initialised with an initial free surface profile of η = h cos(pix)/100 and a zero
velocity field. The problem is then integrated for 10 periods and from this the speed of the
wave in the numerical approximation is diagnosed. The time step is chosen to give a Courant
number of approximately 0.1, based on the theoretical wave speed and the horizontal mesh
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Figure 6.2: Wave speed in the sloshing tank test case of §6.5.1 computed with the P1 − P1
method (squares) and the P1(SGS) − P2 method (circles). The solid line is the theoretical
linear dispersion relation and the dashed line shows the wave speed in the shallow water limit.
spacing. As in the similar case studied in (Casulli, 1999), the solution consists of a standing
wave of length λ = 2L, with a wavenumber k = 2pi/λ = pi. The approach to the analysis of
the results from this test case is identical to that presented in (Fringer et al., 2006), where
the wave speed of an internal seiche is examined. The theoretical linear dispersion relation
c2 = g tanh(kh)/k is presented in figure 6.2 together with computed wave speeds for the
P1 − P1 and P1(SGS) − P2 methods. The latter can be seen to be superior in terms of the
match to the dispersion relation from linear theory. In addition the P1(SGS) − P2 method
was found to be both more stable and less dissipative for this problem.
6.5.2 Equatorial Rossby soliton
In this section the equatorial Rossby soliton test case is considered. The problem originates in
Boyd (1980, 1985) and its use as a numerical test case is described further by Haidvogel and
Beckmann (1999). The problem is posed on an equatorial beta-plane in the non-dimensional
domain x ∈ [−24, 24], y ∈ [−8, 8], z ∈ [0, 1]. The x, y plane is first discretised with an
unstructured Delaunay mesh (three meshes with successively finer characteristic length scales
are used below). The mesh is then extruded in the vertical with a single tetrahedral element
of resolution. For initial conditions the following zeroth-order asymptotic solution to the
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inviscid non-linear shallow water equations is used
u0(x, y, t) = φ
(−9 + 6y2
4
)
e−y
2/2,
v0(x, y, t) =
∂φ
∂ξ
(2y)e−y
2/2,
η0(x, y, t) = φ
(
3 + 6y2
4
)
e−y
2/2,
φ(ξ) = A sech2(Bξ),
∂φ
∂ξ
(ξ) = −2B tanh(Bξ)φ(ξ),
where ξ = x − ct, c = c0 + c1, c0 = −1/3, c1 = −0.395B2, A = 0.771B2 and B = 0.395.
Although shallow water solvers are usually used to simulate this system, here a three-
dimensional model is used so the above is supplemented with the vertical velocity initial
condition w = 0. A description of the first-order term in the asymptotic expansion of the
analytical solution can be found in (Boyd, 1985; Haidvogel and Beckmann, 1999).
The simulation is performed for 40 time units on three unstructured meshes with
horizontal resolution of 0.5 (mesh A: 6308 nodes and 18162 tetrahedral elements), 0.25 (mesh
B: 24170 nodes and 72600 tetrahedral elements) and 0.125 (mesh C: 98034 nodes and 291036
tetrahedral elements). A time step of 0.05 is used with a second-order centred temporal
discretisation method and with viscosity set to zero. For each of the three resolution meshes
three spatial discretisation methods are compared: P1−P1, P1(SGS)−P1 and P1(SGS)−P2.
Contour plots of the free surface solution field for each discretisation method on mesh B at
time 40 are shown in figure 6.3. One can immediately see the noise present with the standard
P1−P1 method compared to the SGS method with both linear and quadratic pressures. For
each of these methods and mesh resolutions the speed of the soliton and the amplitude at
t = 40s are compared in table 6.1. The speed of the soliton is computed using linear regression
from the location of the maximum amplitude against time. This wave speed and the final
amplitude are calculated for both the north and south soliton and then averaged. These
are compared to the corresponding values from the first-order analytical solution described
above.
The results show the inner element SGS methods clearly outperforming the P1 − P1
method. This can also be seen qualitatively from figure 6.3. The noise in the amplitude of
the P1 − P1, including under and over shoots, means that the amplitude data for P1 − P1
cannot be used as a guide of solution quality. The two SGS methods clearly outperform
P1 − P1 in terms of stability, wave speed and, at higher resolution, amplitude as well. This
again contributes to the conclusion that the SGS methods are more accurate, stable, and less
dissipative (when a stable solution is considered) than P1 − P1.
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Method Mesh Speed (c) Amplitude
P1 − P1 A -0.3535 0.1459
P1 − P1 B -0.3784 0.1543
P1 − P1 C -0.3779 0.1560
P1(SGS)− P1 A -0.3771 0.1212
P1(SGS)− P1 B -0.3897 0.1491
P1(SGS)− P1 C -0.3906 0.1557
P1(SGS)− P2 A -0.3885 0.1411
P1(SGS)− P2 B -0.3903 0.1548
P1(SGS)− P2 C -0.3897 0.1571
Table 6.1: The wave speed and final amplitude for the equatorial Rossby soliton test case.
For comparison, values from the first-order approximation to the analytical solution are given
by c = −0.3950, amplitude = 0.1558.
6.5.3 Aquaplanet wave
An idealised scenario where a long wavelength perturbation was forced on an ‘aquaplanet’ (a
spherical ocean with constant 20km depth). Without the influence of rotational effects and
assuming perfect conservation of momentum, this simulation should see the wave propagate
across the surface of the sphere, converge on the far side and then return back to the source
region where there should be no deviation from the initial amplitude.
The wave was forced at the equator by elevating the free surface with a Gaussian hill of
10m amplitude and 6km width. Simulations were performed for the P1−P1, P1(SGS)−P1 and
P1(SGS)− P2 methods. These were repeated for the time stepping parameter θη set to both
0.5 and 1.0. The tetrahedral mesh (figure 6.4a) contains 20484 nodes, is one element deep
and has a uniform resolution in the ‘horizontal’. All simulations were run with a timestep of
50 seconds.
As the wave propagates around the sphere energy is dissipated which can be seen as an
overall reduction of the maximum wave height at the two points of convergence (i.e. the
far side of the sphere and the point at which the wave returns to the initial source region).
In addition to the amplitudes, the relative wave speeds can also be compared. In an ideal
scenario the wave should travel at a speed defined by
√
gh where g = 9.81ms−2 and h is the
depth of water. Given the uniform depth of 20km this should be approximately 443ms−1
giving expected times for the first and second wave convergence at approximately 45187s and
90374s respectively. the actual times and amplitudes are given in table 6.2.
Results presented in table 6.2 for the simulations with θη set to 0.5 show how the SGS
6.5 Numerical examples 233
max = 0.1552
min = -0.2223e-1
max = 0.1494
min = -0.1220e-1
max = 0.1555
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Figure 6.3: Contour plot of free surface height at t = 40 on mesh B with P1 − P1 (top),
P1(SGS)− P1 (middle) and P1(SGS)− P2 (bottom) methods. The minimum and maximum
value of the free surface field is also shown, this differs from the values given in table 6.1
which took the average of the peak values north and south of the equator.
implementation reduces dissipation significantly (figure 6.5) with higher free surface elevations
maintained in the P1(SGS)− P1, and P1(SGS)− P2 simulations in comparison with P1 − P1
(table 6.2).
The SGS simulations with θη equal to 0.5 are the least dissipative with the amplitude at
the second point of convergence η2 decreasing to 57.4% of its initial value, compared to 15.8%
for P1 − P1, which is a very significant result. The time stepping parameter θη is important
in the SGS simulations, since a value of 1.0 results in a much more significant decrease to
22.8%. The amplitude in the P1 − P1 simulations differs only by 0.2% with the change in
θη. The lower dissipation seen with θη equal to 0.5 supports the analysis performed in (Pain
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(a) (b) (c) (d)
Figure 6.4: Structured fixed spherical mesh for the aquaplanet simulation (a). Images taken
from the P1(SGS)− P2 simulation showing the tsunami propagating around the sphere and
converging on the far side (b)–(d).
Simulation θη η1(m) t1(s) η2(m) t2(s)
Ideal case - 10.0 45187 10.0 90374
P1 − P1 1.0 4.80 43710 1.56 85807
P1(SGS)− P1 1.0 5.75 43186 2.28 86008
P1(SGS)− P2 1.0 5.65 43327 2.09 86088
P1 − P1 0.5 4.83 43840 1.58 85807
P1(SGS)− P1 0.5 8.53 43265 5.74 86530
P1(SGS)− P2 0.5 7.67 43700 3.37 87187
Table 6.2: Comparison of the instantaneous free surface height η at the first t1 and second t2
points of convergence (i.e. at the far and then near side) for the aquaplanet simulation. The
simulations were repeated for two values of the time stepping parameter θη. The simulations
with the inner element model applied are generally less dissipative compared to P1 − P1.
et al., 2008). In all cases the wave travels faster than the predicted speed, which suggests
numerical dispersion to be of importance on the relatively coarse mesh employed. The use of
quadratic variation in pressure improves the simulated wave speed.
6.5.4 Tidal simulations
Tidal modelling is widely used for testing and validating free surface methodologies (Shum
et al., 1997; Pain et al., 2008). Tides on the globe and in the Mediterranean Sea are modelled
to test the ability of the SGS implementation to resolve tidal hydrodynamics on a variety
of different scales. The global ocean model is run at a fairly coarse resolution mesh with a
coastline set to the -500m bathymetry contour to remove shallow water regions. The broad
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Figure 6.5: Maximum free surface elevation for the aquaplanet simulations with θη = 0.5.
Note how the SGS simulations are less dissipative than the P1 − P1 simulation.
tidal patterns are compared qualitatively against a synthesis of previously published models
(Pain et al., 2008). The results for the Mediterranean Sea on the other hand are compared
with tide gauge data as used by Tsimplis et al. (1995) thus giving a quantitative estimate of
which element type is able to resolve the tidal hydrodynamics most accurately.
Both sets of simulations incorporate astronomical forcing for the semidiurnal lunar
(M2) tidal constituent (Schwiderski, 1980). In addition to the astronomical forcing, the
Mediterranean Sea is forced with a co-oscillating boundary tide which has been shown to
be important for accurately simulating tides in the western Mediterranean Sea (Tsimplis
et al., 1995). This is imposed as sinusoidal waves at the open boundary (9◦ E) with
phase and amplitude delimited from an interpolation of data taken from the highly accurate
FES2004 model (Lyard et al., 2006). Further information on the initialisation of the model
for simulating tidal hydrodynamics can be found in Wells et al. (2007).
The meshes were generated using Terreno, an unstructured mesh generator, that enables
extra resolution to be focussed on areas of complex bathymetry thus enabling a realistic
domain to be simulated without the need to compromise on computational efficiency (Gorman
et al., 2006, 2007). In both cases the bathymetry was taken from the 1 minute resolution
GEBCO (General Bathymetric Chart of the Oceans, 2003) dataset and subsampled to 60m for
the globe and 5m for the Mediterranean Sea respectively using GMT (GMT). The timestep
for the simulations was 10s for the globe and 5s for the Mediterranean. The models were
run for a total of 7 days after an initial spin-up period after which harmonic analysis was
performed to extract the M2 tidal amplitude.
The results show a good general agreement with the broad scale tidal patterns in the
open ocean when compared with other ocean models (e.g. see Pain et al., 2008). Notably
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M2 amplitude (m)
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Figure 6.6: The unstructured optimised mesh of the globe generated with Terreno is shown
on the left. The mesh comprises of 43604 nodes and 209569 tetrahedral elements. Results
for the global ocean M2 tide using the P1(SGS)− P1 method are presented on the right.
the SGS implementation serves to reduce noise around Australasia compared to the results
for P1 − P1 (figure 6.7).
Although the application of the subgrid model to the velocities can eliminate a significant
number of spurious oscillations in the free surface field, for particularly demanding problems
(with for example, large free surface gradients) it may be necessary to add a filtering term to
(6.35). An example is presented in Pain et al. (2008).
The tidal amplitudes predicted for the Mediterranean broadly depict those observed in
reality and predicted by other models of significantly higher resolutions, e.g. see Tsimplis
et al. (1995) and Pain et al. (2008) for comparisons. The difference between the predicted
M2 amplitudes and the tide gauge values were calculated for both P1−P1 and P1(SGS)−P1
simulations from which the mean of the absolute error (absolute difference) and the RMS
difference were calculated (table 6.3). The differences between predicted values and tide
gauge data is surprisingly small given the relatively coarse resolution of the mesh. Both the
mean absolute error and RMS difference show the less dissipative SGS method to be more
accurate with a typical margin of approximately 10% over the P1 − P1 implementation.
6.6 Conclusions
The inner element model presented here is generic and may be applied as a SGS model in
a whole host of disciplines: advection, wetting and drying, mode splitting, and turbulence
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Figure 6.7: Semidiurnal tidal amplitudes around Australasia for P1−P1 (top) and P1(SGS)−
P1 (bottom) element types. Contours are plotted at 10cm intervals in the range 0 – 4m. The
plots on the right show a closeup of the region indicated in the left plots. An indication of
the mesh size is given in the top right. Note how the SGS implementation serves to reduce
noise present with the P1 − P1 method.
M2 amplitude (m)
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Figure 6.8: The unstructured optimised mesh of the Mediterranean Sea generated with
Terreno is shown on the left. The mesh comprises of 39270 nodes and 112746 tetrahedral
elements. The predicted M2 amplitude for the Mediterranean Sea using the P1(SGS) − P1
method is presented on the right.
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Simulation Mean absolute error (cm) RMS difference (cm)
P1 − P1 4.72 6.38
P1(SGS)− P1 4.14 5.86
Table 6.3: Mean absolute error and RMS difference for the P1 − P1 and P1(SGS) − P1 M2
tidal amplitudes predicted in the Mediterranean Sea compared against tide gauge data.
modelling, for example. Focus has been made here on its application to stabilise ocean flows
(and more generally the Navier-Stokes equations) with a free surface.
The results presented here give evidence that the new subgrid scale model may have a
major role in fluids and ocean modelling, with particular application to the two element
pairings P1(SGS) − P1 and P1(SGS) − P2. In the solution of free surface flows the inner
element subgrid scale model provides
Support for usually unstable element pairings. The number of element pairs that may
be used for the solution of the Navier-Stokes equations is greatly increased with this
approach. Usually unstable pairings can be used within this framework and result in
a more stable discretisation. This includes the latter of the two pairings given above
P1(SGS)−P2, which is not stable without some kind of stabilisation like that introduced
by the subgrid scale model described here.
Use of a fully consistent mass matrix. Enrichment by a discontinuous subgrid scale
basis allows the use of a consistent mass matrix throughout and eliminates the need to
mass lump in the pressure calculation, which is necessary in the standard continuous
Galerkin case.
Avoids pressure filtering. The use of a consistent, non-lumped mass matrix also removes
the need to filter the pressure, which again, is necessary in the standard continuous
Galerkin case.
Small coupled system. The resultant linear system retains the same number of degrees
of freedom and sparsity as a standard continuous Galerkin discretisation, avoiding the
introduction of the relatively significant number associated with discontinuous Galerkin
methods. There is no increase in the size of matrix stencils, sparsity or unknowns that
are solved in matrix calculations. There is hence no increase in the demands for storage
or computational cost in their solution. Since the matrices are better conditioned, the
number of solver iterations required is also reduced.
Acts on all governing processes. The approach implicitly takes into account Coriolis,
viscous and other important terms in the stabilisation process.
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Increases accuracy. The equations are stabilised by enhancing accuracy rather than
reducing it as occurs with some Petrov-Galerkin methods.
Certain SGS elements, such as P1(SGS) − P2, show promise in representing critical
geophysical (hydrostatic and geostrophic) balances. P1(SGS)−P2 can admit pointwise
(or exact) balance.
Per-element adaptive subgrid scale modelling. Under this framework it is easy to
adapt the subgrid scale operator within each element independently without the need
to consider couplings with other elements. A hierarchy of sub-element support could
be included to provide a range of stabilisation (to act on different phenomena types
and scale of behaviour, for example), operating in a way akin to p-adaptive methods
(except that the smaller features would not be fully resolved). A simple example of this
could be a p-adaptive method working through a range of polynomial orders of local
representation.
Introduction of parameterisation schemes in a consistent manner. A large range
of turbulence and stabilisation schemes can be applied via this SGS model whilst
maintaining consistency with the governing physical system, even if the scheme itself is
not consistent (e.g. a LES scheme can be applied in a PG-like manner).
The approach has been compared to the P1−P1 discretisation in five free surface problems:
a sloshing tank; an equatorial Rossby soliton; the propagation of a free surface wave on an
aquaplanet; and tidal modelling on the globe and in the Mediterranean Sea. In all problems
the new SGS method performs at least as well as P1 − P1 while suppressing the free surface
oscillations apparent with this element. In most cases accuracy is significantly increased.
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Chapter 7
High-order Petrov-Galerkin
methods applied to the Boltzmann
transport equation
Synopsis
This chapter describes a new Petrov-Galerkin method that uses high-order
terms to introduce dissipation in a consistent residual-free formulation. The
method is developed following a Taylor series analysis and the result has much in
common with traditional Petrov-Galerkin, self-adjoint angular flux (SAAF) and
even-parity forms of the Boltzmann transport equation.
The applications of this method are explored using a finite element method
and demonstrate some of the advantages of the new discretisation over standard
Petrov-Galerkin methods for demanding steady-state mono-energetic radiation
transport problems in which the angular variable has been discretised using
spherical harmonics.
A paper based on the work described in this chapter
is under review with the Journal of Nuclear Science and Engineering (Candy et al., 2007).
Some aspects of the initial development of this work are also described in the conference
proceedings of Mathematics and Computation, Avignon, Paris, Sept 2005, American
Nuclear Society (Pain et al., 2005a).
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7.1 Introduction
A new Petrov-Galerkin method is described which uses high-order terms to introduce
dissipation in a consistent residual-free formulation. The method is developed following both
a Taylor series analysis and a variational principle, and the result has much in common with
traditional Petrov-Galerkin, self-adjoint angular flux (SAAF) (Morel and McGhee, 1999) and
even-parity forms of the Boltzmann transport equation, as well as the Galerkin Least-squares
(GLS) methods. In addition, a modification to the boundary conditions is considered due to
the formulation’s introduction of higher-order dissipation.
In subgrid scale (SGS) modelling of fluids the advantages of fourth-order dissipation are
well known. For example, fourth-order dissipation is commonly used as a turbulence model
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with uniform dissipation. In Xing and Davies (1996) it is shown to have superior properties
to SGS modelling based upon second-order dissipation or viscosity. In fact the advantages of
even higher-order dissipation (e.g. sixteenth order) can be great, but are only easily realised
by spectral methods because of the solution continuity requirements that these high-order
operators require. Sophisticated SGS modelling based upon fourth-order dissipation for Large
Eddy Simulation (LES) has also been suggested. The reason why these high-order operators
are more effective than second-order operators is that second-order operators tend to relax
the solution to a linear variation locally, but a fourth-order operator relaxes the solution to
a second-order polynomial locally.
The form of the dissipation is also important. For example, the dissipation may only be
applied (as it is in this work) in the streamline direction. While for many problems, simply
adding in a second or fourth-order dissipation term is a perfectly satisfactory SGS model
(e.g. LES), it is believed by many that a consistent residual-free formulation is required for
solving radiation transport problems (Pain et al., 2006a). The introduction of fourth-order
dissipation has been shown to increase the accuracy of upwind finite element formulations.
Kondo et al. (1991) demonstrate this in a mixed method which is applied to enlarge the stencil
and increase the formal accuracy of their formulation. A variational analysis of this additional
fourth-order dissipation is considered in Mer (1998). This has motivated the development
here of a new Petrov-Galerkin method that has the advantages of fourth-order SGS modelling.
The method presented offers a rigorous approach to solving strongly coupled systems
of equations, such as the spherical harmonic (PN) angularly discretised transport equation
(Jeans, 1917). Although some schemes applied to coupled systems (Hughes and Mallet,
1986a,b; Shakib et al., 1991) have applied dissipation not necessarily in the streamline
direction (discontinuity capturing methods for example) this chapter generally focus on
dissipation in the streamline direction. The method described in this chapter is an extension
of the previous steady-state non-linear Petrov-Galerkin formulation described elsewhere (Pain
et al., 2006a).
The scheme in this chapter uses linear elements, although extensions to higher-order
elements are easily derived. Moreover, one of the key advantages of the approach is that the
discretised equations look the same independent of which node of an element is considered
(unlike quadratic and higher-order elements) which typically have a different stencil size and
accuracy at corner and mid-side nodes. This uniformity of accuracy in the approach developed
here may have advantages as the formal accuracy will be limited by that associated with the
poorest node of an element.
The remainder of this chapter is organised as follows. In developing the formulation
the angularly discretised Boltzmann transport equation solved here is described. The
discretisation methods are then derived using a Taylor series analysis, and boundary
conditions are developed for use in the formulation. This is then followed by applications of
the method, from which conclusions are drawn in the final section.
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7.2 Angularly discretised equations
Here the angularly discretised Boltzmann transport equation is considered. In matrix form
this is defined as
A · ∇ψ(r) + H(r)ψ(r)− s(r) = 0, (7.1)
where the spatial variable is defined r ∈ R3, A is a vector formed from the three M ×M
‘angular’ Jacobian matrices A = (Ax,Ay,Az)
T, and ψ(r) is the vector ofM angular moments
ψ(r) = (ψ1(r), . . . , ψM(r))T. The matrix H(r) defines the interaction of the radiation with
the host media including absorption and scattering processes. It is often symmetric-positive
semi-definite. The term A·∇ is the angularly discretised streaming operator. The vector s(r)
is of size M and contains the angular moments of the source, i.e. s(r) = (s1(r), . . . , sM(r))T.
A more detailed description of this system can be found in Pain et al. (2006a).
7.3 The high-order streamline upwind Petrov-Galerkin
method
Standard Streamline Upwind Petrov-Galerkin (SUPG) (Hughes and Brooks, 1979) weightings
typically employ additional terms in order to introduce artificial dissipation into the
formulation which can smooth numerical dispersion within the solution. Typically, these
dissipation terms are of second-order. In order to add higher-order dissipation terms
consistently the standard Petrov-Galerkin weighting (I−A · ∇P) is replaced with a more
general function F(A · ∇P) of the matrix A · ∇P, i.e.
F (A · ∇P)R (Ψ(r)) = 0, (7.2)
where
R (Ψ(r)) = A · ∇Ψ(r) + H(r)Ψ(r)− S(r), (7.3)
in which Ψ =
N∑
j=1
NjΨj and S are numerical discretisations of ψ and s where the diagonal
matrix of basis functions Nj has the finite element basis functions Nj along its main diagonal.
P is an M×M stabilisation matrix introduced in Pain et al. (2006a) and developed here in
§§7.4.1 and 7.5.3.
The symbol R represents the residual (the difference between the exact solution of the
governing equation and the solution of the modified equation Warming and Hyett (1974)
and LeVeque (1992) given by the spatially and angularly discretised approximation of the
angular flux, scattering/absorption and the source terms). In all further equations involving
the residual, the functional dependence on the spatially and angularly discretised angular
flux, scattering/absorption and source terms will be assumed.
The function F(A ·∇P) is expanded as a polynomial series and truncated at a convenient
term. This approach results in a whole class of formulations, of which standard SUPG is
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a member. Standard SUPG results when considering only two terms in this series. This
chapter considers those which result in formally third and fourth-order accurate schemes,
where the series is truncated after four terms.
7.4 First order auxiliary variable formulation
Expanding (7.2) as a polynomial series and truncating after four terms gives
(I + α˜0A · ∇P + α˜1A · ∇PA · ∇P + α˜2A · ∇PA · ∇PA · ∇P)R (Ψ(r)) = 0. (7.4)
This chapter limits its consideration to piecewise-linear elements only, but the ideas can be
applied equally to higher-order elements. To enable the discretisation of the above formulation
using linear elements the following auxiliary variables Q0, Q1 and Q2 are introduced to give
(I + β0A · ∇P)R (Ψ(r)) + A · ∇P (α˜0Q0 (Ψ(r)) + α˜1Q1 (Ψ(r))
+α˜2Q2 (Ψ(r))) = 0,
Q0 (Ψ(r))−R (Ψ(r)) = 0,
Q1 (Ψ(r))−A · ∇PQ0 (Ψ(r)) = 0,
Q2 (Ψ(r))−A · ∇PQ1 (Ψ(r)) = 0, (7.5)
in which the choice of α˜0, α˜1, α˜2 will be guided using a Taylor series analysis to provide
the required level of accuracy as well as introducing dissipation in a consistent and useful
manner.
Notice that a solution to the original equation given by (7.1), the zero residual vector R,
satisfies (7.4), and also the new formulation (7.5). A Bubnov-Galerkin discretisation is now
applied to this amended equation. That is (7.5) is multiplied by the diagonal matrix of basis
functions Ni and integrated over the domain to yield
−
∫
V
(A · ∇Ni)Ψ(r) dV +
∫
V
Ni (H(r)Ψ(r)− S(r)) dV
−
∫
V
A · ∇NiP(α˜0Q0 + α˜1Q1 + α˜2Q2) dV +
∫
Γ
Ni (A · n) Ψ(r) dΓ
+
∫
Γ
Ni (A · n) P(α˜0Q0 + α˜1Q1 + α˜2Q2) dΓ = 0,∫
V
NiQ0(r) dV −
∫
V
NiR(r) dV = 0,∫
V
NiQ1(r) dV +
∫
V
(A · ∇Ni)PQ0 dV −
∫
Γ
Ni (A · n) PQ0 dΓ = 0,∫
V
NiQ2(r) dV +
∫
V
(A · ∇Ni)PQ1 dV −
∫
Γ
Ni (A · n) PQ1 dΓ = 0,
∀i ∈ {1, 2, ...,N}, (7.6)
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in which n = (nxI nyI)T is the normal to the boundary of the solution domain V , I is the
M×M identity matrix, A ·n = nxAx+nyAy and A ·∇Ni = Ax∂Ni
∂x
+Ay
∂Ni
∂y
. The vectors
Ψ(r), S(r) and the matrix H(r) are of size M and M×M respectively. They contain the finite
element approximation to the exact angularly discretised angular flux solution i.e. ψ(r) ≈
Ψ(r) =
N∑
j
Nj(r)Ψj , the angularly discretised source term s(r) ≈ S(r) =
Ns∑
j=1
Nsj(r)Sj and
the angularly discretised scattering/absorption term H(r) ≈ H(r) =
Ns∑
j=1
Nsj(r)Hj , where
Nsj ∀j ∈ {1, 2, ...,Ns}, are the basis functions associated with the sources and material
properties which may be different from Nj . In the applications Nsj will be assumed to be
constant over each element.
7.4.1 Stabilisation matrix defining the magnitude of SUPG weighting
In this section a new norm P is derived for shock-capturing. It will be useful to define the
following matrix functions
fp(A) = (|Ax|p + |Ay|p)
1
p , (7.7)
in which p = 1, 2 or ∞, and
fmin(A) = f−∞(A). (7.8)
Some examples of commonly used matrices governing the magnitude of the SUPG
weighting (Donea and Huerta, 2003; Pain et al., 2006a) P are P = f2(J−1A)−1, P =
f2(A · ∇Ni)−1, P = H−1 or P = ∆x2 I in which ∆x is a typical element length scale. J
is the finite element Jacobian matrix defined in space as
J =

∂x
∂ξ
I
∂y
∂ξ
I
∂x
∂η
I
∂y
∂η
I
 , (7.9)
in which ξ, η are the local finite element spatial coordinates and I is the M ×M identity
matrix. Therefore ∇ξ =
(
∂
∂ξ
I
∂
∂η
I
)T
. In most of the example problems presented here
P = f2(J−1A)−1 and thus P ≈ ∆x2 f2(A)
−1 in which ∆x is an isotropic spatial element
length scale.
7.4.2 Structure of the finite element matrix equations
The matrix equation resulting from the discretised equations (7.6) is
K −α˜0CT −α˜1CT −α˜2CT
L M 0 0
0 CT M 0
0 0 CT M


Ψ
q0
q1
q2
 =

sψ
sq
0
0
 .
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In this equation the mass matrix M can also be lumped using row sum lumping to obtain
ML and q0, q1, q2 eliminated out of the equations to obtain the global matrix equation with
an enlarged stencil
KˆΨ = sˆψ,
for some matrix Kˆ and vector sˆψ. The other formulations developed in subsequent sections
will have similar forms to this matrix equation.
7.4.3 One-dimensional analysis
In this section a one-dimensional analysis of the governing equations is performed.
7.4.3.1 Equations in one dimension
To examine the local accuracy of this new formulation the steady transport equation (7.1)
without sources is considered here. This eliminates truncation errors introduced by the spatial
discretisation of the source terms allowing consideration to be limited to truncation errors
introduced by the new formulation alone. This results in a system with the following residual
R (Ψ(r)) = A · ∇ψ + H(r)Ψ(r). (7.10)
To examine the truncation error consider equation (7.10) simplified to a one-dimensional
dimensionless domain x ∈ [0, 1]
R (ψ(x)) = a
∂ψ
∂x
+ hψ, (7.11)
with homogeneous Dirichlet boundary conditions, ψ(x) = 0 for x = 0, 1, and constant
coefficients a and h.
With the residual defined by (7.11), equations (7.5) reduce to the following(
a
∂ψ
∂x
+ hψ
)
+ ap
∂
∂x
(α˜0q0 + α˜1q1 + α˜2q2) = 0,
q0 −
(
a
∂ψ
∂x
+ hψ
)
= 0,
q1 − ap∂q0
∂x
= 0,
q2 − ap∂q1
∂x
= 0, (7.12)
where p represents the stabilisation matrix P, which here is the standard constant value of
∆x
2|a| and ∆x is the linear element size in one dimension. The functions q0, q1 and q2 have also
been introduced corresponding to Q0, Q1 and Q2 respectively, defined in equations (7.5).
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The weighted residual equations for (7.12) are given as follows∫ 1
0
Ni
((
a
∂ψ
∂x
+ hψ
)
+ α˜0ap
∂q0
∂x
+ α˜1ap
∂q1
∂x
+ α˜2ap
∂q2
∂x
)
dx = 0,∫ 1
0
Niq0 dx =
∫ 1
0
Ni
(
a
∂ψ
∂x
+ hψ
)
dx,∫ 1
0
Niq1 dx =
∫ 1
0
Niap
∂q0
∂x
dx,∫ 1
0
Niq2 dx =
∫ 1
0
Niap
∂q1
∂x
dx, (7.13)
in which Ni is the basis function associated with node i.
With only first derivatives of the weighting functions appearing in the above (7.13), it is
possible to interpolate the functions using piecewise-linear functions over each element. The
discrete form of the weighted residual equations (7.13) is described below
(A1 + B) Ψ + A3q0 + A4q1 + A5q2 = f ,
Mq0 = (A1 + B) Ψ,
Mq1 = A2q0,
Mq2 = A2q1, (7.14)
where the vectors Ψ, q0, q1 and q2 are the discrete forms of the functions ψ, q0, q1 and q2,
and vector f contains the boundary conditions. The matrices A1, A2, A3, A4, A5, B and
M are discrete representations of operators appearing in the formulation.
7.4.3.2 Matrix forms for piecewise linear elements in one dimension
Here notation for the matrices associated with piecewise linear elements is introduced. The
matrices C and K are the global matrices arising from convective and diffusive terms
respectively; and also M is the mass matrix. These matrices are formed from integrals
of the shape functions and their derivatives over the entire domain, Ω. With Ni denoting
the shape function associated with node number i the matrices are defined by the following
integrals
Mij =
∫ 1
0
NiNj dx, Cij =
∫ 1
0
Ni
∂Nj
∂x
dx, Kij =
∫ 1
0
∂Ni
∂x
∂Nj
∂x
dx.
To find the explicit forms of these matrices local element matrices are used. These are
defined for local nodes i and j, defined over a sub-domain Ωe (element e) of length ∆x
Meij =
∫
Ωe
NiNj dx =
∆x
6
(
2 1
1 2
)
,
Ceij =
∫
Ωe
Ni
∂Nj
∂x
dx =
1
2
(
−1 1
−1 1
)
,
Keij =
∫
Ωe
∂Ni
∂x
∂Nj
∂x
dx =
1
∆x
(
1 −1
−1 1
)
.
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Assembling these over the full domain of internal nodes gives the global matrices explicitly.
The nodal equations that the above represent may now be inferred. Define Ψ as the vector of
ψi, where ψi = ψ(xi), the nodal value of the solution at xi. For convenience of notation first
introduce the discrete shift operator E , where Eψi = ψi+1, and correspondingly E −1ψi =
ψi−1. I represents the identity operator, where Iψi = ψi. For internal node i this results
in
M ≡ ∆x
6
(
E −1 + 4I + E
)
,
C ≡ 1
2
(
E − E −1) ,
K ≡ 1
∆x
(−E −1 + 2I − E ) .
From these equations the corresponding nodal equations for internal node i are
[MΨ]i ≡
∆x
6
(ψi−1 + 4ψi + ψi+1) ,
[CΨ]i ≡
1
2
(ψi+1 − ψi−1) ,
[KΨ]i ≡
1
∆x
(−ψi−1 + 2ψi − ψi+1) .
Note that CT = −C, whereas M and K are symmetric, properties inherited from the
underlying physical processes they represent.
The diagonal lumped mass matrix is defined by
MLij = δij
N∑
j=1
∫ 1
0
NiNj dx,
with the corresponding local element matrix
MeLij = δij
∫
Ωe
Ni dx =
∆x
2
(
1 0
0 1
)
.
The lumped mass matrix ML is equivalent to ∆xI and
[MLΨ]i ≡ ∆xψi. (7.15)
7.4.3.3 Second and fourth-order operators
Two second-order approximations to
∂2ψ
∂x2
for a constant element size ∆x are
∂2ψ
∂x2
≈ 1
(∆x)2
(Ψi−1 − 2Ψi + Ψi+1) = Di,
and, using an extended stencil
∂2ψ
∂x2
≈ 1
4(∆x)2
(Ψi−2 − 2Ψi + Ψi+2) = Hi.
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Similarly a discretisation of the fourth-order operator is
∂4ψ
∂x4
≈ 1
(∆x)2
(Di−1 − 2Di +Di+1) = 1(∆x)4 (Ψi−2 − 4Ψi−1 + 6Ψi − 4Ψi+1 + Ψi+2).
Notice that this also equals
4
(∆x)2
(Hi −Di),
and thus the difference of the above two discrete diffusion stencils gives a discretisation of
the fourth-order operator. This is in effect used to form a fourth-order streamline diffusion
term for the SUPG methods developed here.
With the above matrix notation, the discretised second-order operators Di, Hi and fourth-
order operator Hi − Di can be identified with the matrices K, CM−1C and KM−1K
respectively. This can be seen below, along with a further discussion of this idea.
7.4.4 Order analysis of the discrete nodal equations
The vectors of auxiliary variables q0, q1 and q2 are eliminated from the above (7.14) to give(
I + A3M−1 + A4M−1A2M−1 + A5M−1A2M−1A2M−1
)
(A1 + B) Ψ = f , (7.16)
where I is the identity operator. On examination of equations (7.13), the matrices Ai for
i = 1, ..., 5 are aC, apC, α˜0apC, α˜1apC and α˜2apC respectively can be determined. The
matrix B is a linear multiple of the mass matrix, equal to hM. Making these substitutions
gives
(
I + α˜0apCM−1 + α˜1a2p2CM−1CM−1
+α˜2a3p3CM−1CM−1CM−1
)
(a C + hM) Ψ = f . (7.17)
To analyse this discrete form further the lumped mass matrix ML is used in place of M
when the inverse of M is needed — since ML is diagonal algebraic, nodal equations are easily
formed. Lumping the mass matrix when an inverse is taken and applying (7.15), equation
(7.16) becomes (
I + 2η0C + 4η1C2 + 8η2C3
)
(a C + hM) Ψ = f , (7.18)
where ν =
ap
2∆x
and the following new coefficients, η0 = α˜0ν, η1 = α˜1ν2 and η2 = α˜2ν3 are
defined. For internal node i, equation (7.18) is equivalent to the following(−η2E −3 + η1E −2 + (3η2 − η0)E −1 + (1− 2η1)I + (η0 − 3η2)E
+η1E 2 + η2E 3
)(a
2
(
E − E −1)+ h∆x
6
(
E −1 + 4I + E
))
ψi︸ ︷︷ ︸
?
= 0. (7.19)
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The terms of (?) operated on by the unit transformation, I , above represent a discretisation
of the advection and reaction terms of the original governing equation and correspond to a
Galerkin formulation. The remaining terms represent contributions from the new formulation.
Expanding equation (7.19) and dividing through by the non-zero length ∆x yields( a
2∆x
(
2(3η2 − η0)I + (1− 3η1)E + (3η1 − 1)E −1
+(η0 − 4η2)E 2 + (η0 − 4η2)E −2
+η1E 3 − η1E −3
+η2E 4 + η2E −4
)
+
h
6
(
4(1− 2η1)I + (1 + 4η0 − η1 − 12η2)E + (1− 4η0 − η1 + 12η2)E −1
+(η0 + 4η1 − 2η2)E 2 + (−η0 + 4η1 + 2η2)E −2
+(η1 + 4η2)E 3 + (η1 − 4η2)E −3
+η2E 4 − η2E −4
))
ψi = 0,
where the advection and reaction terms remain grouped. Identifying the discretised advection
and scattering/absorption terms by [A∗Ψ]i and [H
∗Ψ]i respectively, the nodal equation for
the new formulation may be written as
[(A∗ + H∗)Ψ]i = 0, (7.20)
where
[A∗Ψ]i ≡
a
2∆x
(2(3η2 − η0)ψi + (1− 3η1)(ψi+1 − ψi−1)
+(η0 − 4η2)(ψi+2 + ψi−2) + η1(ψi+3 − ψi−3) + η2(ψi+4 + ψi−4)) ,
and
[H∗Ψ]i ≡
h
6
(4(1− 2η1)ψi + (1 + 4η0 − η1 − 12η2)ψi+1 + (1− 4η0
− η1 + 12η2)ψi−1 + (η0 + 4η1 − 2η2)ψi+2 + (−η0 + 4η1 + 2η2)ψi−2
+(η1 + 4η2)ψi+3 + (η1 − 4η2)ψi−3 + η2(ψi+4 − ψi−4)) .
Each of the offset nodal terms ψi+j for j ∈ {±1,±2,±3,±4}, can be expressed as a
Taylor series in terms of the solution ψ and its derivatives. This results in a large number of
terms which reduce to the modified equation (which the numerical scheme solves exactly) and
present the resulting truncation errors for the advection and scattering/absorption terms
[A∗Ψ]i ≡ aψ′ +
1
2
(β0 + α˜0)a sgn(a)∆xψ′′ +
1
12
(2 + 3α˜1) a∆x2ψ′′′
+
1
24
(4α˜0 + 3α˜2) a sgn(a)∆x3ψiv +
1
120
(1 + 15α˜1) a∆x4ψv
+
1
180
(4α˜0 + 15α˜2) a sgn(a)∆x5ψvi + O(∆x6), (7.21)
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and
[H∗Ψ]i ≡ hψ +
1
2
(β0 + α˜0)h sgn(a)∆xψ′ +
1
12
(2 + 3α˜1)h∆x2ψ′′
+
1
24
(4α˜0 + 3α˜2)h sgn(a)∆x3ψ′′′ +
1
72
(1 + 9α˜1)h∆x4ψiv
+
1
120
(3α˜0 + 10α˜2)h sgn(a)∆x5ψv +
1
4320
(2 + 123α˜1)h∆x6ψvi + O(∆x7), (7.22)
where ψ = ψi ≡ ψ(xi) represents the solution at point xi. The symbol O(h) indicates a
quantity dependent on h, such that lim
h→0
O(h)
h
= A, for|A| < ∞. Note that for zero values of
β0, α˜0, α˜1 and α˜2 the standard second-order accurate Bubnov-Galerkin discretisation results.
Note that the first-order terms can be removed from both advective and reactive terms
with the choice, β0 = α˜0 = 0. This results in a group of second-order formulations which
includes Bubnov-Galerkin as described above. To form the group of third-order methods
requires α˜1 = −23. Note that this choice of α˜1 cancels both second-order terms, but also
cancels the fourth and sixth order terms of the reactive contribution. This choice results in
the expansion
0 = hψ + aψ′︸ ︷︷ ︸
R(ψ(x))
− 5
72
h∆x4ψiv − 3
40
a∆x4ψv
+ α˜2 sgn(a)
(
1
8
h∆x3ψ′′′ +
1
8
a∆x3ψiv +
1
12
h∆x5ψv +
1
12
a∆x5ψvi
)
+ O(∆x6)
which demonstrates formal fourth-order accuracy and that the leading truncation terms
contain a dissipative fourth-order term and a dispersive fifth order term.
For the scheme in which β0 = −α˜0, α˜1 = −23 then
[A∗Ψ]i ≡ aψ′
+
1
8
(α˜0 + α˜2) a sgn(a)∆x3ψiv − 340a∆x
4ψv
+
1
48
(α˜0 + 4α˜2) a sgn(a)∆x5ψvi
− 1
56
a∆x6ψvii +
1
640
(α˜0 + 16α˜2) a sgn(a)∆x7ψviii
− 13
5760
a∆x8ψix +
17
241920
(α˜0 + 64α˜2) a sgn(a)∆x9ψx
− 263
1088640
a∆x10ψxi + O(∆x11), (7.23)
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and
[H∗Ψ]i ≡ hψ
+
1
24
(2α˜0 + 3α˜2)h sgn(a)∆x3ψ′′′ − 572h∆x
4ψiv
+
1
48
(α˜0 + 4α˜2)h sgn(a)∆x5ψv − 154h∆x
6ψvi
+
1
1440
(3α˜0 + 37α˜2)h sgn(a)∆x7ψvii − 1384h∆x
8ψviii
+
1
145152
(17α˜0 + 708α˜2)h sgn(a)∆x9ψix − 2631088640h∆x
10ψx + O(∆x11). (7.24)
7.5 Second-order auxiliary variable formulation
Here an alternative method of introducing auxiliary variables into the original formulation
given by (7.5) is described. The residual (given in (7.3)) contains only first derivatives.
Formulation (7.5) discussed above involves the approximation of derivatives of up to fourth-
order with the introduction of three auxiliary variables, each involving only first-order
derivatives. With simple linear interpolating functions, derivatives up to second-order can
be discretised which, using a second-order treatment of the original fourth-order formulation
(7.1) gives
IR (Ψ(r)) + γ0I(Q0L (Ψ(r))−R (Ψ(r)))
+A · ∇P (β0R (Ψ(r)) + α0Q0 (Ψ(r))) + A · ∇PA · ∇Q1 (Ψ(r)) = 0,
Q0L (Ψ(r))−R (Ψ(r)) = 0,
Q0 (Ψ(r))−R (Ψ(r)) = 0,
P−1Q1 (Ψ(r))− (α1I + α2A · ∇P)R (Ψ(r)) = 0, (7.25)
in which Q0L and Q0 are identical other than in the way the mass matrix is treated in
the numerical implementation. The mass matrix is always lumped in the calculation of the
discrete representation of Q0L and is not necessarily lumped in the calculation of Q0 as
described in the second-order auxiliary variable formulation. Here also γ0 is introduced to
control the zeroth-order term in the polynomial series (7.4). This term has been neglected
above, and so in the interests of developing a fully consistent scheme, an analysis of its
contribution to the formulations is presented here.
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7.5.1 Discretised multi-dimensional equations for the second-order
auxiliary variable formulation
In similar manner to §7.4, a Bubnov-Galerkin discretisation can now applied to this amended
(7.25) to give
−
∫
V
(A · ∇Ni)Ψ(r) dV +
∫
V
Ni (H(r)Ψ(r)− S(r)) dV
+ γ0
∫
V
Ni (Q0L (Ψ(r))−R (Ψ(r))) dV
−
∫
V
A · ∇NiP (β0R (Ψ(r)) + α0Q0 (Ψ(r)) + A · ∇Q1 (Ψ(r))) dV
+
∫
Γ
Ni (A · n) Ψ(r) dΓ +
∫
Γ
Ni (A · n) P (β0R (Ψ(r)) + α0Q0 (Ψ(r))
+A · ∇Q1 (Ψ(r))) dΓ = 0, ∀i ∈ {1, 2, ...,N}, (7.26)
and ∫
V
NiQ0Li (Ψ(r)) dV −
∫
V
NiR (Ψ(r)) dV = 0, ∀i ∈ {1, 2, ...,N}, (7.27)
∫
V
NiQ0 (Ψ(r)) dV −
∫
V
NiR (Ψ(r)) dV = 0, ∀i ∈ {1, 2, ...,N}, (7.28)
∫
V
NiP−1Q1 (Ψ(r)) dV +
∫
V
(A · ∇Ni)P (α1I + α2A · ∇P)R (Ψ(r)) dV
−
∫
Γ
Ni (A · n) P (α1I + α2A · ∇P)R (Ψ(r)) dΓ = 0, ∀i ∈ {1, 2, ...,N}, (7.29)
in which N is the number of nodes in the finite element mesh.
7.5.2 Equations in one dimension
With the residual defined by (7.11), (7.46) reduces to the following(
a
∂ψ
∂x
+ hψ
)
+ γ0
(
q0L −
(
a
∂ψ
∂x
+ hψ
))
+ap
∂
∂x
(
β0
(
a
∂ψ
∂x
+ hψ
)
+ α0q0
)
+
(
ap
∂
∂x
)(
ap
∂
∂x
)
q1 = 0,
q0L −
(
a
∂ψ
∂x
+ hψ
)
= 0,
q0 −
(
a
∂ψ
∂x
+ hψ
)
= 0,
q1 −
(
α1
(
a
∂ψ
∂x
+ hψ
)
+ α2ap
∂
∂x
(
a
∂ψ
∂x
+ hψ
))
= 0, (7.30)
where p represents the stabilisation matrix P, which here is the standard constant value of
∆x
2|a| . The functions q0L, q0 and q1 correspond to Q0L, Q0 and Q1 respectively.
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The weighted residual equations for (7.30) is given as follows∫ 1
0
Ni
(
a
∂ψ
∂x
+ hψ + γ0q0L − γ0a
∂ψ
∂x
− γ0hψ + β0a2p∂
2ψ
∂x2
+β0ahp
∂ψ
∂x
α0ap
∂q0
∂x
+ a2p2
∂2q1
∂x2
)
dx = 0,∫ 1
0
Niq0Li dx =
∫ 1
0
Ni
(
a
∂ψ
∂x
+ hψ
)
dx,∫ 1
0
Niq0 dx =
∫ 1
0
Ni
(
a
∂ψ
∂x
+ hψ
)
dx,∫ 1
0
Niq1 dx =
∫ 1
0
Ni
(
α1a
∂ψ
∂x
+ α1hψ + α2a2p
∂2ψ
∂x2
+ α2aph
∂ψ
∂x
)
dx, (7.31)
in which Ni is the weighting function. Integrating by parts and ignoring boundary terms
results in∫ 1
0
(
Ni
(
a
∂ψ
∂x
+ hψ + γ0q0L − γ0a
∂ψ
∂x
− γ0hψ + β0ahp∂ψ
∂x
+ α0ap
∂q0
∂x
)
−∂Ni
∂x
(
β0a
2p
∂ψ
∂x
+ a2p2
∂q1
∂x
))
dx = 0,∫ 1
0
Niq0Li dx =
∫ 1
0
Ni
(
a
∂ψ
∂x
+ hψ
)
dx,∫ 1
0
Niq0 dx =
∫ 1
0
Ni
(
a
∂ψ
∂x
+ hψ
)
dx,∫ 1
0
Niq1 dx =
∫ 1
0
(
Ni
(
α1a
∂ψ
∂x
+ α1hψ+ α2aph
∂ψ
∂x
)
− α2a2p∂Ni
∂x
∂ψ
∂x
)
dx. (7.32)
In matrix form this becomes
(aC + hM −γ0aC− γ0hM− β0a2pK + β0ahpC
)
Ψ
+ γ0MLq0L + α0apCq0 − a2p2Kq1 = f ,
MLq0L = (aC + hM) Ψ,
Mq0 = (aC + hM) Ψ,
Mq1 =
(
α1aC + α1hM− α2a2pK + α2aphC
)
Ψ, (7.33)
where the vectors Ψ, q0L, q0 and q1 are the discrete forms of the functions ψ, q0L, q0, and
q1. The resulting nodal equations are
(
(1− γ0) (aC + hM) + γ0MM−1L (aC + hM)− β0a2pK
+β0ahpC + α0apCM−1 (aC + hM)
−a2p2KM−1 (α1aC + α1hM− α2a2pK + α2aphC))Ψ = f . (7.34)
To develop the analysis further the lumped mass matrix is used where an inverse of the
256 Chapter 7. High-order PG methods applied to the Boltzmann transport equation
mass matrix is required to give(
a (1− γ0) C + h (1− γ0) M + γ0a∆xMC +
γ0h
∆x
M2
+β0a2pK + β0ahpC + α0
a2p
∆x
C2 + α0
aph
∆x
CM
−α1a
3p2
∆x
KC− α1a
2hp2
∆x
KM + α2
a4p3
∆x
K2 − α2a
3hp3
∆x
KC
)
Ψ = 0. (7.35)
The nodal equation of the formulation introduced above can be examined in a similar
manner to that discussed in 7.4.4 and below the same notation is employed.
For
[(A∗ + H∗)Ψ]i = 0, (7.36)
the above, in this case leads to
[A∗Ψ]i ≡ aψ′ +
1
2
(β0 + α0) a sgn(a)∆xψ′′ +
1
12
(2 + 3α1 + 2γ0) a∆x2ψ′′′
+
1
24
(β0 + 4α0 + 3α2) a sgn(a)∆x3ψiv +
1
240
(2 + 15α1 + 10γ0) a∆x4ψv
+
1
720
(β0 + 16α0 + 15α2) a sgn(a)∆x5ψvi + O(∆x6),
and
[H∗Ψ]i ≡ hψ +
1
2
(β0 + α0)h sgn(a)∆xψ′ +
1
12
(2 + 3α1 + 2γ0)h∆x2ψ′′
+
1
24
(2β0 + 4α0 + 3α2)h sgn(a)∆x3ψ′′′ +
1
144
(2 + 9α1 + 6γ0)h∆x4ψiv
+
1
480
(2β0 + 12α0 + 15α2)h sgn(a)∆x5ψv
+
1
4320
(2 + 33α1 + 22γ0)h∆x6ψvi + O(∆x7).
The choice α1 = −23 and β0 = −α0 (which is considered in the following section) gives
the following
0 = hψ + aψ′ − 1
36
h∆x4ψiv − 1
30
a∆x4ψv − 1
216
h∆x6ψvi − 1
252
a∆x6ψvii
− 1
2880
h∆x8ψviii − 1
4320
a∆x8ψix − 17
1088640
h∆x10ψx − 17
1995840
a∆x10ψxi
+ (2α0 + 3α2)h sgn(a)
(
1
24
∆x3ψ′′′ +
1
96
∆x5ψv +
1
960
∆x7ψvii +
17
290304
∆x9ψix
)
+ (α0 + α2) a sgn(a)
(
1
8
∆x3ψiv +
1
48
∆x5ψvi +
1
640
∆x7ψviii +
17
241920
∆x9ψx
)
+O(∆x11). (7.37)
It is clear in the above (7.37) that the second-order auxiliary variable formulation offers
a great advantage over the first-order formulation (7.20) in that one of the independent
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parameters can be used to remove all (up to at least ninth order) odd ordered numerical
terms in the modified equation for either advection or scattering/absorption terms. This
leaves terms from the Galerkin discretisation, some of which can also be removed. This
arises from the idea considered in §7.4.3.3 where the difference of two approximations
to the second-order derivative equal an approximation to a fourth-order derivative. The
approximation to a fourth-order derivative given by the difference of the terms associated with
β0 (K) and α0 (CM−1C) is equal to the approximation of a fourth-order derivative in the
second-order auxiliary variable formulation (KM−1K), but not in the first-order formulation
(CM−1CM−1CM−1C). This can be seen in the discrete equations (7.17). Approximations
of the same form have concurrent stencils, which allows the coefficients to be factored out as
in (7.37) above.
7.5.3 Choice of parameters
The term associated with γ0 can be used to achieve high-order accuracy by helping to
eliminate second and higher even order terms introduced by the Galerkin discretisation. As
effectively the difference between a lumped and standard mass matrix the term has attractive
dissipative characteristics . Note that up to sixth order, the coefficients α1 and γ0 are linearly
dependant and under the above analysis, the introduction of either of their associated terms
offers the same amount of control over higher-order terms and hence in the remainder of this
work the choice of parameters is limited with γ0 = 0.
The coefficients β0, α0, α1 and α2 help identify different schemes. These are divided into
two; the standard schemes and those which are higher-order and explored in this work.
7.5.3.1 Standard schemes
Bubnov-Galerkin (β0 = α0 = α1 = α2 = 0) This scheme is second-order accurate in ∆x and
suffers from spurious oscillations as it supports ∆x waves which manifest themselves in voids
or rarified media in particular.
Extended Stencil Petrov-Galerkin (β0 = 0, α0 = −1, α1 = 0, α2 = 0) This scheme is first-
order accurate and has a similar null space to Bubnov-Galerkin, but some of the dissipation
associated with standard Petrov-Galerkin. However, it can produce very good results (see
the results in §7.7).
Standard Petrov-Galerkin (β0 = −1, α0 = 0, α1 = 0, α2 = 0) This scheme is only formally
first-order accurate although in practice produces very good results, heavily damping out
numerical oscillations (see Donea and Huerta (2003)).
Petrov-Galerkin with implicit fourth-order dissipation (β0 = −1, α0 = 1, α1 = 0, α2 = 0)
This scheme is second-order accurate and has powerful dissipation which also makes it robust.
Petrov-Galerkin with explicit fourth-order dissipation (β0 = 0, α0 = 0, α1 = 0, α2 = 1)
This scheme is a second-order accurate scheme and has similar properties to the previous
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scheme.
7.5.3.2 Optimal schemes
Upon examination of the modified equation (7.37) above it is clear that the second-order
Galerkin terms may be eliminated by the unique choice α1 = −23. In combination with the
choice β0 = −α0 this gives a set of third-order accurate schemes. In addition to this there
are two independent parameters (α0 and α2) with which the scheme can be tuned to add
dissipation appropriately. This is the basis of the optimal schemes described below, which
are either formally third or fourth-order accurate.
Optimal scheme 1: Petrov-Galerkin third-order scheme with fourth-order accurate
transport (β0 = −α0, α0 = 1, α1 = −23, α2 = −
1
3
(β0 + 4α0)) This scheme is overall
formally third-order accurate. It is designed so that the third-order term in the representation
of transport disappears in equation (7.37) and so transport is represented to fourth-order
accuracy in ∆x. The scheme combines accuracy and robustness.
Optimal scheme 2: Petrov-Galerkin third-order scheme with fourth-order accurate
scattering/absorption (β0 = −α0, α0 = 1, α1 = −23, α2 = −
1
3
(2β0 + 4α0)) This scheme
is third-order accurate scheme and has similar properties to the previous scheme. It is
designed so that the third-order term in the representation of scattering/absorption disappear
in equation (7.37).
Optimal scheme 3: Petrov-Galerkin third-order scheme for variable materials (β0 =
−min{1, 2a sgn(a)
h∆x
}, α0 = −β0, α1 = −23, α2 = α0) This scheme is third-order accurate
and designed to work well for problems in which there are large variations in the material
properties or scattering/absorption. The dissipation (realised through the parameters β0, α0,
α2) is reduced as the magnitude of the scattering/absorption increases. It is also designed
so that the sum of the coefficients of the truncation errors associated with the fourth-order
derivatives in (7.37) is positive and thus there are constructive quantities of fourth-order
dissipation introduced into the scheme.
In multi-dimensions, with multiple-coupled unknowns the parameter β0 is given by, β0 =
−min{1, 2a sgn(a)
h∆x
} and the stabilisation matrix is defined
PH = fmin
(
P
H−1
)
, (7.38)
in which fmin is defined in 7.8. This matrix defines the hyper-ellipsoid that represents the
symmetric-positive-definite matrices P and H−1 and finds the maximal ellipsoid that fits
inside both these ellipsoids, thus forming the symmetric-positive-definite matrix PH. This
choice of the norm PH ensures that there is not more advection, in the standard Petrov-
Galerkin discretised transport equations, backwards than forwards. In other words, the
eigenvalues of PHH are less than or equal to unity.
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Thus, in multi-dimensions equation (7.46) becomes
IR (Ψ(r)) + A · ∇PH
(
β0R (Ψ(r)) + α0Q0
)
+ A · ∇PA · ∇Q1 = 0,
Q0L (Ψ(r))−R (Ψ(r)) = 0,
Q0 (Ψ(r))−R (Ψ(r)) = 0,
P−1H Q1 (Ψ(r))−
(
α1P−1H PI + α2A · ∇P
)
R (Ψ(r)) = 0, (7.39)
in which α0 = 1, β0 = −1, α2 = 1 and as usual, to achieve third-order accuracy, α1 = −
2
3
.
Optimal scheme 4: Petrov-Galerkin simplified third-order scheme for variable materials
(β0 = −min{1, 4a sgn(a)
h∆x
}, α0 = −β0, α1 = −23, α2 = 0) This scheme is third-order accurate
and has similar properties to the previous scheme. Is is designed so that the third-order
term in the representation of scattering/absorption disappears in equation (7.36). However,
with α2 = 0 this is achieved by increasing α0 = −β0 from that used in the previous scheme.
These terms introduce the same form of dissipation and thus can be used in place of the
term involving α2 in order to ensure that there is non-negative fourth-order dissipation in
the resulting numerical scheme.
This scheme can be realised using
PH = fmin
(
P
2H−1
)
. (7.40)
Thus for this scheme equation (7.30) is simplified to
P−1Q1 (Ψ(r))− α1IR (Ψ(r)) = 0. (7.41)
7.5.4 Boundary conditions
Notice that the advection term in (7.26) has been integrated using Green’s theorem. This
ensures that the method is conservative even when reduced or inexact quadrature is used.
Incoming boundary conditions Ψin on Ψ are thus applied in the surface integral∫
Γ
Ni (A · n) Ψ(r) dΓ =
∫
Γin
Ni (A · n) Ψin(r) dΓ +
∫
Γout
Ni (A · n) Ψ(r) dΓ, (7.42)
in which Γin is the incoming flux boundary and Γout is the outgoing flux boundary. The
boundary conditions of incoming and outgoing flux are approximated using a Rudyard
Riemann approach as detailed in Eaton et al. (2004). The incoming flux is a specified
incoming boundary condition and the outgoing flux is taken from the numerical solution
on the domain boundary. The final surface integrals over space in (7.26), involving R, Q0
and Q1, are assumed to be zero here. Thus the boundary conditions are as follows
Inlet boundary condition
(A · n) (Ψin(r)−Ψ(r)) = (A · n) P(β0R + α0Q0 + A · ∇Q1), (7.43)
260 Chapter 7. High-order PG methods applied to the Boltzmann transport equation
which is obtained by plugging the incoming values of Ψ (that is Ψin) into the surface integral
in equation (7.26) and then integrating the term involving Ψ by parts a second time. The
rest of the boundary condition on the r.h.s of this equation is obtained by setting the last
boundary condition in equation (7.26) to zero. This may seem arbitrary however it provides
a mechanism for applying SGS modelling at the boundary.
Outlet boundary condition
(A · n) P(β0R + α0Q0 + A · ∇Q1) = 0. (7.44)
For both inlet and outlet boundaries
α2 (A · n) PR = 0. (7.45)
7.5.5 A reduced auxiliary variable formulation
The additional computation introduced by this second-order auxiliary variable formulation
can be significantly reduced with the choice α2 = 0 and noting that the three auxiliary
variables Q0L, Q0 and Q1 are now very nearly identical. The choice α2 = 0 does remove
the fourth-order dissipative term, although this can be introduced and controlled through a
careful choice of β0 and α0. Use of a mass-lumped matrix in the calculation of Q0 and Q1
and a rearrangement of where the stabilisation matrix, P acts gives the following
IR (Ψ(r)) + γ0I(Q′0L (Ψ(r))−R (Ψ(r)))
+β0A · ∇PR (Ψ(r)) + α0A · ∇Q′0L (Ψ(r)) + α1A · ∇PA · ∇Q′0L (Ψ(r)) = 0,
P−1Q′0L (Ψ(r))−R (Ψ(r)) = 0, (7.46)
This presents a more efficient scheme which preserves nearly all of the properties of the fuller
second-order auxiliary variable scheme (7.30) described above. In some cases it will give
results identical to those of the fuller scheme. In fact, it is possible to realise the fourth
optimal scheme fully in this framework of a reduced set of auxiliary variables discussed here.
7.6 Variational principle using a second-order auxiliary
variable formulation
A variational principle is applied to derive the SAAF and the even-parity forms of the
Boltzmann transport equation by minimising the functional F =
∫
V
RWRdV . For even-
parity or SAAF (Morel and McGhee, 1999) methods the weighting operator is W = H−1.
Here the following definitions of the primal L and adjoint L∗ operators are made
L = A · ∇+ H(r), L∗ = −A · ∇+ H∗(r), (7.47)
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in which H∗ is the transpose of the matrix H. By analogy with the formulations described
above a similar method may be defined based on the adjoint and forward operator L∗P, LP
instead of A · ∇P. The result is
(
I + γˆ0(I− I) + βˆ0L∗P + αˆ0L∗P + αˆ1LPL∗P + αˆ2L∗PLPL∗P
)
R (Ψ(r)) = 0 (7.48)
or
IR + γˆ0I(Q0L −R) + βˆ0L∗PR + αˆ0L∗PQ0 + L∗PLQ1 = 0,
Q0L (Ψ(r))−R (Ψ(r)) = 0,
Q0 (Ψ(r))−R (Ψ(r)) = 0,
P−1Q1 − (αˆ1I + αˆ2L∗P)R = 0. (7.49)
These equations are a generalisation of the Galerkin least-squares method.
For homogeneous material properties, γˆ0, βˆ0, αˆ0, αˆ1 and αˆ2 can be chosen to produce high-
order discretisations identical to those of the formulations discussed above. It can be shown
that in one dimension for homogeneous materials, a bijective map exists between the two
parameter spaces of αi and αˆi for i ∈ {0, 1, 2}. The parameters β0 and βˆ0 are dependant on
α0 and αˆ0 respectively.
αˆ0 = −κ
(
α0 + α2p2h2
)
, αˆ1 = −κ (α1 + α2ph) , αˆ2 = κα2,
where κ =
(
1 + α0ph+ α1p2h2 + α2p3h3
)−1
.
Note however that the schemes are different for inhomogeneous materials.
The functional, F is minimised with respect to the finite element solution vector Ψ
resulting in (ignoring boundary conditions (Morel and McGhee, 1999)) the Euler-Lagrange
equation L∗P(LΨ − S) = 0. By analogy the corresponding fourth-order functional is,
F =
∫
V
L∗PR P L∗PRdV . When minimised this results in the following least-squares
equation, LPL∗ P L∗P(LΨ− S).
There are a number of issues that need to be considered. There are extra boundary
conditions associated with the fourth-order variational principle (7.48). These are similar to
those implicit in equation (7.36). In addition, since the order of the operator has increased
in the equation solved, the number of possible solutions increases over second and first-order
forms of the transport equation. In the even-parity principle (second-order form) when using
spherical harmonics or other angular basis in which the even- and odd- parity coefficients
(moments) decouple. This results in the even and odd variation principles that each have
there own second-order equation associated with them. This must also be expected in general
with the fourth-order variational equation (7.48) and with the use of W = H.
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7.7 Applications
This section demonstrates the application of the new Petrov-Galerkin methods developed
in this chapter to solve the first-order Boltzmann transport equation. Problems will be
considered covering a range of optically thick, thin and unstructured mesh cases. All are
pure absorption problems solved using a P3 angular expansion in spherical harmonics. In two
dimensions this results in six unknowns per node, see Pain et al. (2006b).
7.7.1 Case 1: Order of numerical convergence
In this section the order of numerical convergence of the first and second optimal schemes
is demonstrated. Both schemes are formally third-order accurate and for one-dimensional
problems would achieve this level of convergence as demonstrated by the analysis described
above. However, there is some uncertainty as to the realisation of this improved accuracy in
multi-dimensions and with multiple coupled unknowns to be verified. Streamline upwinding
is inherently one-dimensional in the streamline direction and thus one would expect the one-
dimensional analysis to provide a scheme that would perform well in multi-dimensions.
Thus the two-dimensional code is used here to solve a one-dimensional problem which is
3cm long and has a central source region of length 1cm and unit isotropic source strength.
The absorption cross-section is 0.2cm−1. The problem is made nearly one-dimensional by
making the width of the domain 300cm and in this direction a single four node rectangular
linear finite element is used. This is the sort of highly anisotropic element that one might
expect near a material interface with the anisotropy aligned with the interface and thus
should be seen as a demanding but realistic problem.
Figure 7.1a displays the solution to this problem obtained with a mesh of 480 elements.
Figure 7.1b displays graphs demonstrating the convergence of of standard Petrov-Galerkin,
Galerkin and the recommended scheme 1 and scheme 2. The error in the solution is measured
using an L2 norm
(∫
V
(ψ − ψexact)2dV
) 1
2
, in which the exact solution is ψexact is the scalar
flux obtained from the fine mesh with 1000 elements and ψ is the scalar flux obtained from
a given number of elements. This given number of elements is plotted on the horizontal
axis of figure 7.1b and on the vertical axis is the
(∫
V
(ψ − ψexact)2dV
) 1
2
error norm for
the four schemes. The gradient of the graph for the given scheme approaches a limit (as
seen in the graph) as the number of elements increases. This limit gradient is the numerical
convergence rate in ∆x and is O(∆x1.5) for both the standard Petrov-Galerkin method and
the Bubnov-Galerkin methods and O(∆x2.2) for both the new methods. The reduction in
the convergence rate of all schemes over that expected is due to the high aspect ratio of the
two-dimensional elements used here. For isotropic elements the convergence rate is closer to
that of the one-dimensional analysis reported here. The main thing to note is the superior
7.7 Applications 263
convergence of the new methods.
In the remainder of the applications recommended scheme 3 is compared against standard
Petrov-Galerkin and Bubnov-Galerkin methods except where otherwise stated.
7.7.2 Case 2: Mixed material properties
This problem has been designed to test the properties of the method when there is a large
cross-section next to a small cross-section. A situation in which oscillations in the flux are
often encountered by numerical methods. The problem comprises of a square domain of side
3cm with a central square shaped (1cm× 1cm) isotropic source of unit strength. To the left
of the source region and in the source region there is an absorption cross-section of 1000cm−1
and elsewhere a cross-section of 0.1cm−1. Figures 7.2 show scalar flux distributions for the
various schemes. Here can be seen the oscillations in the Galerkin method and the ability of
both standard Petrov-Galerkin and the new high-order method described here to suppress
oscillations for this demanding problem. All simulations display an oscillation in the high
cross section region at the interface with the source where there is an abrupt change in scalar
flux. This is due to the use of a distributed mass matrix for the absorption terms and can
be suppressed by introducing non-linearity (diagonalising these mass terms) as described in
Pain et al. (2006b). Due to the reduction in the size of the P matrix in this high absorption
region almost all the transport stabilisation is eliminated in this region. Figure 7.3 shows the
scalar flux on a line through the domain x = 1.5 for many of these schemes along with a fine
mesh result. Again it should be noted that there are oscillations in the Galerkin method as
well as the high-order standard Petrov-Galerkin method, although in the latter oscillations
are slightly more damped. These methods, although accurate, have a significant ∆x mode
which is easy to excite. Both the standard Petrov-Galerkin and the new high-order method
perform well for this demanding problem and may also be further improved (introducing more
damping as necessary) by introducing non-linearity. This non-linearity will reduce oscillations
as seen in the simulation performed (figure 7.3a) with α2 = 2α0 instead of α2 = α1 which
effectively increases the magnitude of the stabilisation terms, similar to that described in
Pain et al. (2006b).
7.7.3 Case 3: Unstructured mesh with a near void
This problem has been designed to test the performance of the method with the use of an
unstructured mesh of triangles which can reduce model accuracy. The problem comprises
of a cylindrical domain with a diameter of 30cm, at the centre of which is a 5cm diameter
cylindrical (circular) source region. The mesh has been generated using a moving front
method and is shown in figure 7.4. The absorption cross-section is small with a strength
of 0.001cm−1. The scalar flux is expected to decay (due to the geometry of the problem)
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smoothly as one moves away from the source region. The scalar fluxes for this problem are
shown in figure 7.5 for a number of the schemes described in this chapter. Notice that the
standard Petrov-Galerkin method in particular introduces oscillations near the interface with
the source (due to reduction in accuracy). These are still visible in the new method but are
substantially reduced.
A comparison of the methods is presented in the graphs of figure 7.6 in which the flux
is drawn through the centre of the domain for a variety of methods. Even though the high-
order standard Petrov-Galerkin method performs the best for this problem the new high-order
method does also perform well.
Finally, figure 7.7 shows results for the same problem but with the absorption cross-
section increased to 0.1 cm−1. Here the new method is compared with a P3 linear finite
element solution (the EVENT code, see de Oliveira et al. (1998)). Here it is seen that
the new method produces comparable accuracy to EVENT in a situation when even-parity
produced very good results with a significant absorption coefficient. In this diagram the
results are compared with a mesh converged model result.
7.8 Conclusions
In this work a new family of Petrov-Galerkin methods have been presented that introduce
fourth-order dissipative terms. To achieve formal third and fourth-order accurate schemes an
analysis based on Taylor series expansions was performed. It is also shown how the Galerkin
Least-Squares method may be generalised to include high-order dissipation terms.
The method’s performance is demonstrated for both transparent media and optimally
thick problems, and it is shown how these methods can be combined to form a single method
that performs well across the entire spectrum of radiation transport regimes. The superiority
of the resulting method is demonstrated against standard Petrov-Galerkin methods for
demanding radiation transport problems and it is shown that the new methods have better
convergence properties for practical problems.
Future work will involve investigating the performance of the new methods across a larger
range of radiation transport and other problems (e.g. wave equations, fluids). In addition
further analysis of the methods is warranted.
Further to this work, the form of the fourth-order dissipation developed here has been
applied to Large Eddy Simulation (see §8 and Candy et al. (2008a)) and a free-surface filter
(Pain et al., 2008, see).
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(a) Fine mesh simulation of pseudo one-dimensional scalar flux
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(b) A comparison of the convergence rates of the schemes
Figure 7.1: The scalar flux and convergence rates for the pseudo one-dimensional absorption
problem.
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(a) Galerkin method (b) Standard Petrov-Galerkin simulation
result
(c) New high-order method (third optimal
method)
(d) Fine mesh simulation
Figure 7.2: The scalar flux n cm−2s−1 for case 2 — a pure absorption problem with a square
source in a square domain with a low absorption cross-section (0.1cm−1) in the part of the
domain surrounding a band of high absorption cross-section (1000cm−1). The number of
elements and nodes is 15x15 and 16x16 respectively, apart from the fine mesh which has
30x30 linear rectangular elements.
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Figure 7.3: The scalar flux n cm−2s−1 along y = 1.5 for case 2 — a pure absorption problem
with a square source in a square domain with a low absorption cross-section (0.1cm−1) in
the part of the domain surrounding a band of high absorption cross-section (1000cm−1). (a)
compares the solution from the new method (implementing optimal scheme 3 to a fine mesh
result. (b) compares a standard Petrov-Galerkin method with its extended stencil version
and a standard Galerkin formulation against a fine mesh result.
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Figure 7.4: Mesh used to solve case 3 also showing the internal source region. The number of
finite elements and nodes is 518 and 280 respectively. Case 3 is a pure absorption problem with
a cylindrical source in a cylindrical domain with a low absorption cross-section (0.001cm−1).
7.8 Conclusions 269
(a) Galerkin method (b) Standard Petrov-Galerkin simulation result
(c) New method (third optimal method) (d) Extended stencil Petrov-Galerkin
Figure 7.5: The scalar flux n cm−2s−1 for problem 2 (figures a and b) — a pure absorption
problem with a cylindrical source in a cylindrical domain with a low absorption cross-section
(0.001cm−1).
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Figure 7.6: The scalar flux n cm−2s−1 along y = 0 (through the centre of the domain) for
problem 2 — a pure absorption problem with a cylindrical source in a cylindrical domain
with a low absorption cross-section (0.001cm−1). (a) compares the solution from the new
method (implementing optimal scheme 3 to a fine mesh result. (b) compares a standard
Petrov-Galerkin method with its extended stencil version and a standard Galerkin formulation
against a fine mesh result.
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Figure 7.7: The scalar flux n cm−2s−1 along y = 0 (through the centre of the domain) for a
variant of problem 2 with an increased absorption cross-section of 0.1cm−1 which was chosen
so that a comparison can be made with even-parity — a pure absorption problem with a
cylindrical source in a cylindrical domain with a low absorption cross-section (0.1cm−1).
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Chapter 8
High-order Large Eddy Simulation
on unstructured meshes
Synopsis
This work explores the use of fourth-order dissipation in a large eddy
simulation (LES) Smagorinsky turbulence model on unstructured meshes. This
model uses an inhomogeneous and anisotropic filter size determined by the shape
and size of the local mesh elements. The formulation of the hyperviscosity
is presented together with details of the implementation which incurs little
additional computational overhead. Its performance is compared with a second-
order model and residual-based Petrov-Galerkin methods.
A paper based on the work described in this chapter
is in preparation (Candy et al., 2008a).
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8.1 Introduction
The purpose of this chapter is to explore the use of a high-order subfilter (SFS) model within
the context of an unstructured mesh fluids and ocean model with variable and anisotropic
resolution. Importantly this turbulence model is integrated with an adaptive mesh technique
which has the ability to modify the resolution-scale to match solution requirements and help
to resolve important processes.
Here we focus on the subfilter scale LES model itself and develop a new high-order method
that has inhomogeneous and anisotropic filter sizes (matching the mesh resolution) and
introduces more scale selective fourth-order dissipation. Compared to second-order viscosity,
fourth-order hyperviscosity schemes such as that presented here do not act as strongly on the
larger scale structures and dissipate structures on the scale of the grid more strongly.
A great variety of flows have been investigated using large eddy simulation turbulence
models. These range from canonical configurations such as homogeneous isotropic turbulence
(Fureby et al., 1997) and channel flow (Moin and Kim, 1982), through simple bluff body
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flows such as a square cylinder (Sohankar et al., 2000) and a surface-mounted cube (Shah
and Ferziger, 1997), to complex flows of engineering or geophysical relevance. This latter
category includes flow through the blades of a swirl generator (Conway et al., 2000), flow
in street canyons (Liu and Barth, 2002) and dispersion in a convective boundary layer (Cai,
2000).
A primary aim of LES must be to tackle complex, practical flows for which the more
conventional Reynolds-averaged model is not adequate (see for example, Hanjalic et al.,
1998). In such flows, the length-scale of the turbulence may vary markedly from one region of
the flow to another. An ideal LES method would include adaptive mesh refinement to ensure
that the grid is sufficiently fine to resolve the important eddies throughout the flow, without
‘wasting refinement’ on the coarser flow features (Pope, 2000). Cant (2002) also points out the
need to address grid non-uniformity and flow anisotropy in order to apply LES to complex
geometries. Anisotropy, both in the mesh and subfilter scale (SFS) model, is important
because, even away from solid walls, the small scales of turbulence are less isotropic than is
commonly assumed (Fureby and Grinstein, 2002). The coarser the simulation resolution, the
greater the need for anisotropy to properly capture the flow. Anisotropic meshes are widely
used in LES when the length-scale of the flow is different in different directions, for example
in boundary layer flow. Heterogeneous meshes are also commonly used, often to increase
refinement close to a solid wall. Some studies, for example Kravchenko et al. (1996), have
taken this idea a step further by embedding progressively finer meshes within a coarse outer
mesh as the wall is approached. A form of adaptive meshing, the Arbitrary Lagrangian-
Eulerian method (ALE) in which the mesh has the capability to follow the flow, has been
used successfully to simulate a simple instability problem (Darlington et al., 2002). This
method is unlikely to be suitable for problems in complex geometries, where unstructured
grids, and consequently finite element formulations, are required.
To date, LES has rarely been applied to finite elements, although Kollmann et al. (2002)
have investigated LES filtering within the finite element method. The ideal of LES with
an unstructured mesh which adapts according to local flow features in order to resolve the
energy-containing motions has yet to be fully realised.
Heterogeneous SFS models are often used in LES, in that the filter length is usually
linked to the grid spacing, and the grid spacing is rarely constant throughout the flow.
A more sophisticated way of linking the SFS model to local flow conditions was devised
Germano et al. (1991). Their ‘dynamic’ model, in which momentum and energy transfers
between two resolved and modelled scales are estimated based on actual transfers at a larger
length-scale, has become a de facto standard for LES (Cant, 2002). Bardina et al. (1980)
proposed an anisotropic SFS model, involving a tensorial eddy viscosity, but its application
has been limited, possibly due to its complexity. Zahrai et al. (1995) developed a more
practical anisotropic model, extending Smagorinsky’s original derivation to three directions,
and tested it successfully on channel flow.
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Even though fourth order dissipation is commonly used as a simple turbulence model with
a constant hyperviscosity it has been rarely used in LES modelling. It has also never been
used with a non-uniform and anisotropic filter size. Jackson et al. (2008) has made significant
progress in its implementation into traditional ocean models with uniform grid resolution.
The scale selectivity of the approach means that it is potentially a much more powerful SFS
model and does not suppress the richness of the dynamics like second-order LES forms. It
introduces stronger dissipation than second-order methods when the features are on the grid
scale (in the limit a ∆x-wave) and its dissipative influence very rapidly decreases at larger
scales.
Clearly variants of the mixed and Smagorinsky dynamic models as well as the MILES
approaches to turbulence modelling would substantially benefit from the use of fourth-order
dissipation rather than second. The latter MILES fourth-order variants are not easily realised
on unstructured meshes but are on structured meshes and could use the same Sweby diagram
or NVD approaches to flux limiting. It is possible that other more recent LES-type methods
based on Lagrangian averaging, e.g. the LANS-alpha method, which satisfy the circulation
theorem may also benefit from fourth-order dissipation in the regularisation of the calculated
velocities. It is the regularised form of the velocities that are divergence free and when used
in the momentum equations result in effectively fourth-order dissipation terms — based on
physical viscosity.
Additionally, unlike almost all other Smagorinsky LES methods, the dissipation is
introduced in stress form. This complicates the expression for the fourth-order dissipation,
although the implementation remains simple. This is achieved with an observation in Cordina
et al. (2001) in which a high-order Petrov-Galerkin method was developed in part by
subtracting out an enlarged stencil representation of the residual multiplied by the gradient
of the shape functions. Initially this was applied in the development of a high-order Petrov-
Galerkin method in Candy et al. (2007) and §7 where a fourth-order, residual-based balancing
diffusion is introduced. The technique used to introduce the fourth-order diffusion operator
through the difference of two second-order operators developed in this paper is applied here.
Although high resolution methods are not consistent with the LES methods presented
here. They are not consistent in that the momentum advective dissipative flux is not equal
to (consistent with) the tracer or density advective dissipative flux. High resolution methods
are used to ensure the robustness of these fields. Further work and rigour is required for their
development within the current fourth-order dissipation method.
The outline of the chapter is as follows: First the governing equations are described in
§8.2. This is followed in §8.3 by a summary of the large eddy simulation SFS model. In
the next section §8.4 second-order Smagorinsy LES methods with non-uniform filter sizes are
introduced. This is followed by a development of corresponding LES methods with fourth-
order dissipation in §8.5. The numerical implementation of the method is then described in
§8.6 along with an outline of the simple mesh adaptivity method used in the applications.
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The method’s application to solve fluid flow in the gravity current and backward-facing step
is described in §8.7. Finally conclusions are drawn in §8.8.
8.2 Governing equations
The problems considered in this chapter are solved using a model based on the three-
dimensional non-hydrostatic Boussinesq equations which are discretised in the domain
Ω ∈ R3. The forward equations take the form
∂u
∂t
+ u · ∇u + 2Ω× u = −∇p+∇ · τ + kgρ+ S,
∇ · u = 0,
∂ρ
∂t
+ u · ∇ρ =∇ · (κρ∇ρ) + Sρ,
∂C
∂t
+ u · ∇C =∇ · (κC∇C) + SC ,
where u = (u, v, w) represents the three-dimensional velocity, p the perturbation pressure, g
the gravitational acceleration and k the direction in which gravity acts. Here u, v and w are
the velocity components in the x-, y- and z-directions respectively and ρ is the perturbation
density defined via an equation of state (assuming a linear functional dependence between
density and temperature allows writing of the equations of motion as given above).
Extensions to other fields such as salinity are straightforward and are acknowledged in
the above by including an equation for a tracer concentration C. In addition, the diffusivity
of the density and concentration equations above are κρ, κC and their sources Sρ, SC . τ and
S are the viscous stress terms and momentum sources respectively. The rotation vector is Ω
and takes the form Ω =
(
0, 0,
f
2
)T
, where f is the Coriolis parameter. More details of the
numerical basis of the model can be found in Ford et al. (2004).
8.3 The subfilter scale model
In the standard development of LES, the separation of scales into resolved and subfilter
scales (usually, but inappropriately, called subgrid scales) is achieved using a spatial filtering
operation
u˜(x, t) =
∫
R
u(x′)G(x− x′) dx′, (8.1)
where the tilde denotes a filtered quantity and G represents the (arbitrarily defined) filter.
The filter has the effect of removing (or suppressing) those scales of motion smaller than the
filter width ∆. Provided the filter G is invariant in space and time, the filtered continuity
and Navier-Stokes equations can be written
∂u˜i
∂xi
= 0,
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∂u˜i
∂t
+ u˜j
∂u˜i
∂xj
= −1
ρ
∂p˜
∂xi
+
∂
∂xj
[
ν
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
+ τij
]
. (8.2)
The quantity τij is called the SFS tensor. It represents the effect of the unresolved scales on
the resolved flow-field, and is given by
τij = u˜iu˜j − u˜iuj .
The scalar field equation is treated in a similar fashion. Like Reynolds stresses in the RANS
equations, the presence of the SFS tensor means that the filtered Navier-Stokes equations are
not closed. A model for this tensor is required to account for the effects of the unresolved
fluctuations on the filtered field. Such a model is called a subfilter scale (SFS) model.
The large variety of models proposed for the subfilter scale tensor has been reviewed
extensively — for example, see Lesieur and Me`tais (1996); Meneveau and Katz (2000). The
models most frequently used in complex flows are based on the eddy viscosity assumption,
i.e. the assumption that the unresolved scales act primarily to drain energy from the resolved
scales, in the same way that molecular viscosity removes energy from laminar flow. If this
assumption is made, the filtered Navier-Stokes equation can be written in the following form
(cf. (8.2))
∂u˜i
∂t
+ u˜j
∂u˜i
∂xj
= −1
ρ
∂p˜
∂xi
+
∂
∂xj
[
2 (ν + νt) S˜ij
]
,
where
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
,
is the strain rate and νt is the eddy or turbulent viscosity. This eddy viscosity can be modelled
in various ways, but the simplest and most popular is the mixing-length-type model proposed
by Smagorinsky (1963)
νt = l2S |S˜| = (CS∆)2 |S˜|, (8.3)
where lS is a length-scale, taken to be the product of the filter width and a constant, and the
local strain rate is defined by |S˜| = (2S˜ijS˜ij)1/2. The value of the Smagorinsky constant CS
can be found from global energy balance considerations and is ∼ 0.1 (see for example Lesieur
and Me`tais (1996)).
The Smagorinsky model has been criticised for being too dissipative of turbulent kinetic
energy, and too simplistic in assuming that the same length-scale can be employed throughout
the flow. An improvement to this basic model has been proposed by Germano et al. (1991).
Their dynamic model allows the length-scale to vary by tuning the ‘constant’ according to
local flow attributes. Although undoubtedly more accurate than the Smagorinsky model, the
dynamic model requires a double filtering operation, which adds computational expense, and
suffers from problems of stability Lesieur and Me`tais (1996). In the following section SFS
models are presented which allow the length-scale to vary both in space and direction by
introducing a length-scale tensor, without requiring an explicit filtering operation.
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8.4 Second-order Smagorinsky
Second-order LES methods with inhomogeneous and anisotropic SGS filter sizes are developed
here, based on the work of Bentham et al. (2003) and Bentham (2004).
8.4.1 Tensor form
SFS-a1 is based on the eddy-viscosity assumption and is similar to the Smagorinsky model
(8.3). The advantage of SFS-a1 is that the length-scale lS is related directly to the local
length-scale of the flow, and is allowed to vary in space and direction, rather than being fixed
and pre-determined. SFS-a1 is also implemented somewhat differently from Smagorinsky’s
model. In the filtered Navier-Stokes equations, the SFS tensor term from (8.2) is modelled
as
∂τij
∂xj
=
∂
∂xi
[
νjk
∂uj
∂xk
]
, (8.4)
where νjk is a tensorial eddy-viscosity. This implementation involves treating each velocity
component as an independent scalar, in the same way as the temperature or concentration
can be treated, but is equivalent to solving the filtered Navier-Stokes momentum equations.
The local length-scale of the flow in each direction is already calculated as part of the
mesh adaptivity routine in the FLUIDITY code used for these simulations (see Pain et al.
(2001)) – it is related to the size of the mesh elements. This fact was used to develop a novel
tensorial model for the eddy viscosity, as follows. Note that matrix notation is used in the
derivation because it is clearer. Consider a matrix of eddy viscosities, equivalent to the tensor
νjk in (8.4)
ν =

νxx νxy νxz
νyx νyy νyz
νzx νzy νzz
 = VT

νζζ 0 0
0 νηη 0
0 0 νξξ
V,
where the multiplication by VT and V represents a rotation from the local element coordinate
system (ζ, η, ξ) to the global simulation coordinates. Employing the Smagorinsky model in
each direction
ν = C2S|S˜|VT

∆2ζ 0 0
0 ∆2η 0
0 0 ∆2ξ
V.
The filter width for separation into resolved and unresolved scales is set to twice the local
element size (hζ , hη, hξ); this allows a truer representation of the resolved scales than the
usual convention of setting the filter equal to element size – see Pope (2000) for details.
ν = 4C2S|S˜|VT

h2ζ 0 0
0 h2η 0
0 0 h2ξ
V.
280 Chapter 8. High-order LES on unstructured meshes
In the mesh adaptivity process, modification of the mesh is guided by a metric M. This
metric can be expressed as
M = VTΛV = VT

λζ 0 0
0 λη 0
0 0 λξ
V,
where V is a rotation matrix containing the normalised eigenvectors of M and Λ is a diagonal
matrix containing its eigenvalues. The eigenvalues λi correspond to h−2i , where hi is the size
of the element in each of its principal directions. The rotations VT and V transform from
the local coordinate system of the element (with axes aligned with its principal directions)
to the global system. It is easy to show that
M−1 = V−1Λ−1
(
VT
)−1
= VTΛ−1V = VT

h2ζ 0 0
0 h2η 0
0 0 h2ξ
V,
and so we can write
ν = 4C2S|S˜|M−1,
which is the desired anisotropic viscosity matrix (or tensor).
8.4.2 Stress form
SFS-a2 is very similar to SFS-a1 in conception, except that the Navier-Stokes equations are
solved in stress form

σx
σy
σz
τxy
τxz
τyz

= ρ

4
3
νxx −23νxy −
2
3
νxz 0 0 0
−2
3
νxy
4
3
νyy −23νyz 0 0 0
−2
3
νxz −23νyz
4
3
νzz 0 0 0
0 0 0 νxy 0 0
0 0 0 0 νxz 0
0 0 0 0 0 νxy


εx
εy
εz
γxy
γxz
γyz

,
where σ is a plane stress, τ a shear stress, ε a plane strain and γ a shear strain. This can be
written more concisely as
σ = Eε,
where E is known as the stiffness matrix. The components of viscosity are calculated using
the Smagorinsky model as in SFS-a1, with the filter width again set to twice the local element
size. Cross terms such as νxy are based on the assumption that νxy ≈ √νxxνyy, and thus are
modelled as follows
νxy =
√
νxx
√
νyy =
√
4C2Sh2x|S˜|
√
4C2Sh2y|S˜| = 4C2S|S˜|hxhy.
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The element size in each direction is already known in the coordinate system local to the
element – this information is contained in the metric M. If we denote the local coordinate
system (ζ, η, ξ) with a prime ′ we can write
σ = RTE′Rε, (8.5)
where R is a rotation matrix which transforms the stiffness matrix from global to local
coordinates. The local stiffness matrix E′ is given by
E′ = 4ρC2S|S˜|

4
3
h2ζ −
2
3
hζhν −23hζhξ 0 0 0
−2
3
hζhν
4
3
h2ν −
2
3
hνhξ 0 0 0
−2
3
hζhξ −23hνhξ
4
3
h2ξ 0 0 0
0 0 0 hζhν 0 0
0 0 0 0 hζhξ 0
0 0 0 0 0 hνhξ

,
so we know all the terms in (8.5) except the rotation matrix R. However, this can be
calculated from the components of the known rotation matrix V (the eigenvectors of M),
after a straightforward but tedious expansion and gathering of terms – see Cook et al. (1989)
for details. If the components of V are given by
V =

l1 m1 n1
l2 m2 n2
l3 m3 n3
 ,
then the components of R are:
R =

l21 m
2
1 n
2
1 l1m1 m1n1 n1l1
l22 m
2
2 n
2
2 l2m2 m2n2 n2l2
l23 m
2
3 n
2
3 l3m3 m3n3 n3l3
2l1l2 2m1m2 2n1n2 l1m2 + l2m1 m1n2 +m2n1 n1l2 + n2l1
2l2l3 2m2m3 2n2n3 l2m3 + l3m2 m2n3 +m3n2 n2l3 + n3l2
2l3l1 2m3m1 2n3n1 l3m1 + l1m3 m3n1 +m1n3 n3l1 + n1l3.

We therefore have another model SFS-a2, which is similar to SFS-a1 but formulated for the
Navier-Stokes equations in stress form.
8.5 Fourth-order dissipation via second-order dissipation
In this section we describe how we achieve fourth-order dissipation by subtracting out two
discretisations of the same second-order operator.
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8.5.1 One-dimensional discretisation
It is easy to show that for a constant element size ∆x that to second-order
∂2ψ
∂x2
≈ 1
(∆x)2
(Ψi−1 − 2Ψi + Ψi+1) = Di,
then
∂2
∂x2
k
∂2ψ
∂x2
≈ ki−1Di−1 − 2kiDi + ki+1Di+1
∆x2
,
= (1/∆x4)(ki−1(ψi−2 − 2ψi−1 + ψi)− 2ki(ψi−1 − 2ψi + ψi+1),
+ki+1(ψi − 2ψi+1 + ψi+2)) = Fi.
Suppose
Hi =
ki+1
ψi+2−ψi
2∆x − ki+1 ψi−ψi−22∆x
2∆x
,
and
Dˆi =
ki+ 1
2
ψi+1−ψi
∆x − ki− 12
ψi−ψi−1
∆x
∆x
,
in which ki+ 1
2
=
1
2
(ki + ki+1) and ki− 1
2
=
1
2
(ki−1 + ki).
Thus a fourth-order discretisation can be obtained from
Fi =
4
∆x2
(Hi − Dˆi).
8.5.2 Fourth-order Smagorinsky
Here we take the difference of two discretisations of two second-order SFS models to yield
a fourth-order term. They are of the same type but the discretisation of one of them is
deliberately given a null space that supports ∆x waves. This provides the scale selective
fourth-order dissipation needed in this work.
8.5.2.1 Tensor form
The SFS model in tensor form is
ν = VTΛ2SFSV.
Thus the diffusion term is for a concentration field C (could also be a velocity component)
∇ VTΛ2SFSV ∇C.
Using the rotation matrix V the coordinate system x can be transformed into one in which
the diffusion tensor is diagonal x′. That is using ∇ = VT ∇′ to obtain
∇′TVVTΛ2SFSVVT∇′C =∇′TΛ2SFS∇′C.
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Now since there are three one-dimensional diffusion equations, diffusing in the x′, y′ and z′
directions the 1-D results of the previous section can be applied to obtain
(∇′Λ2SFS∇′C)small stencil − (∇′Λ2SFS∇′C)enlarged stencil,
is a discretisation of
(∇′ ×∇′)T 1
4

h2ζ 0 0
0 h2η 0
0 0 h2ξ
Λ2SFS(∇′ ×∇′)C = (∇′ ×∇′)TΛ4SFS(∇′ ×∇′)C,
in which Λ4SFS =
1
4

h2ζ 0 0
0 h2η 0
0 0 h2ξ ,
Λ2SFS. Thus using ∇ = VT∇′ the LES SGS model is
obtained
(V∇×V∇)T Λ4SFS(V∇×V∇)C.
8.5.2.2 Stress form
Similarly the fourth-order method in stress form is obtained from
(∇σ)small stencil − (∇σ)enlarged stencil.
8.6 Numerical Implementation
In the second-order SFS models we evaluate the viscous or diffusion operator at each
quadrature point within the usual (Zienkiewicz and Taylor, 2000, see) FEM treatment of the
second-order terms. That is by applying Green’s theorem to the weighted residual equations
using a Bubnov-Galerkin method.
8.6.1 Fourth-order discretisation
However, we need to have a node wise representation of the diffusivities or viscosities in order
to achieve a discretisation of the fourth-order operator we want.
8.6.1.1 Nodal-wise material properties
To do this we use a Galerkin projection using a lumped mass matrix. That is∫
V
Niνˆxy dV ≈
∫
V
Niνxy dV,
in which νˆxy =
∑
j
Njνxyj and lumping the mass matrix gives the equation for these nodal
variables
νˆxy,i = ML−1i
∫
V
Niνxy dV.
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This is repeated for all viscous or diffusion material properties. The tensor is therefore
ν =

νxx νxy νxz
νyx νyy νyz
νzx νzy νzz
 ,
with a nodes wise representation of νˆi at node i.
8.6.1.2 Tensor form
Thus for the method in tensor form
Bs,tensor,ij =
∫
V
∇Niνˆ∇Nj dV,
and the matrix used in the momentum equations is
Bˆs,tensor =

Bs 0 0
0 Bs 0
0 0 Bs
 .
The second-order operator with an extended stencil is given by
Bˆe,tensor = UˆTPˆtensorMˆ−1L Uˆ,
in which Pˆtensor is a block diagonal matrix containing the nodal values of νˆ and
MˆL =

ML 0 0
0 ML 0
0 0 ML
 .
Also
Uˆ = (Ux Uy Uz)T,
where
Ux,ij =
∫
V
Ni
∂Nj
∂x
; Uy,ij =
∫
V
Ni
∂Nj
∂y
; Uz,ij =
∫
V
Ni
∂Nj
∂z
.
Thus the discretisation of the fourth-order operator yields
Bˆs,tensor(q˜)q− Bˆe,tensor(q˜)q,
in which q = (u v w)T, q = (u v w)T and u, v, w contain the nodal values of the velocities
u, v, w. The q˜ is the result of linearising the velocities.
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8.6.1.3 Stress form
Defining
∇ˆ = (∇∇∇)T,
and
Nj =

Nj 0 0
0 Nj 0
0 0 Nj
 ,
then the second-order form of Smagorinsky dissipation discretised using the Bubnov-Galerkin
method is
Bˆs,stress(q˜)q,
in which
Bˆs,stress,ij =
∫
V
(∇ˆNi)Tν˜∇ˆNj dV.
This is a 3N square matrix in which N is the number of nodes and ν˜ is the representation of
viscosity, after rotation.
In a similar manner to the way the stress form fourth-order dissipation is shown. Then
the discretisation becomes
(Bˆs,stress − Bˆe,stress)q,
in which Bˆe,stress is the matrix obtained from the extended stencil,
Bˆe,stress = UˆTPˆstress(q˜)Mˆ−1L Uˆ
T,
in which Pˆstress(q˜) has a node wise representation and is the block diagonal representation of
n˜u. Each block is a 9× 9 matrix associated with a node.
8.6.2 Semi-implicit implementation of fourth-order dissipation
The main problem with the implementation of fourth-order dissipation is that the finite
element stencil needs to be extended considerably in order to hold the fourth-order stencil, or
in our case, the discretised second-order operator with an extended stencil. There are serious
memory and CPU issues associated with this. However, a partially implicit approach can
realise much of the stability advantages of treating the fourth-order terms implicitly. One
may need to iterate on the non-linear velocity, viscosity or diffusion terms. We treat these
terms explicitly within two Picard iterations using
q˜n+θ = (1− θ)qn + θq˜n+1,
and
qn+θ = (1− θ)qn + θqn+1,
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in which q˜n+1 is the best guess at the velocity at the future time level n + 1. Similarly for
the vectors of nodal values
q˜n+θ = (1− θ)qn + θq˜n+1,
and
qn+θ = (1− θ)qn + θqn+1.
So the discretisation of the LES model is for the stress form
Bˆs,stress(q˜n+θ)qn+θ − Bˆe,stress(q˜n+θ)q˜n+θ.
A similar expression is used for the LES model in tensor form. Thus this produces a second-
order in time θ scheme with two Picard iterations or more (two are used here) and this is
used in conjunction with the second θ time stepping method associated with the rest of the
equations.
Notice that we treat (after linearisation) the second-order discretisation with a small
stencil implicitly and then effectively subtract out negative dissipation from the right hand
side vector to implement the overall fourth-order discretisation. This approach to the solution
of these equations is analogous to solving the high resolution discretised equations and adding
on to the right hand side a negative dissipation term to enhance the accuracy of the overall
scheme. In practice that is very little extra overhead associated with the use of fourth-order
dissipation using this approach.
8.7 Applications
8.7.1 Gravity Current
Figure 8.1 presents the concentration field of a passive tracer that has been transported by
the flow of a density gravity current. The Navier-Stokes equations are solved over a pseudo-
two-dimensional domain with different LES filterings applied. Note that transport of the
advection field is solved by an accurate nonlinear scheme and can be considered exact.
The Galerkin solution represents a good solution for a given constant eddy viscosity.
SUPG is clearly very diffusive and smaller eddies are excessively dampened. The bottom
three results feature an anisotropic, inhomogeneous filter lengthscale determined by a local
mesh metric, a measure of element size. Smagorinsky LES does a little better at resolving
a wider range of eddies, although, like SUPG, affects the global speed of propagation of the
density current. The new fourth-order method with a coarse minimum mesh lengthscale
captures much of the structure, although propagation speed is again affected. The larger
minimum lengthscale will induce a larger amount of dampening from the SFS model, which
could slow the global decent of the gravity current. Allowing the mesh to refine, a greater
range of eddies are resolved, although the number of nodes has increased to approximately
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Figure 8.1: A snapshot of tracer concentration in the flow of a gravity current, simulated
with Galerkin, streamline-upwind Petrov-Galerkin and two large eddy simulation subfilter
scale models.
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the level of the Galerkin simulation, which implies a filter lengthscale of the order applied
in the Galerkin solution has at least been reached. In fact, for the same number of nodes, a
SFS model should resolve a wider range of scales.
SFS methods which dynamically adjust the filtered length over the domain depending on
local flow properties present a very attractive approach, particularly when combined with an
adapting mesh. It is not efficient to filter uniformly where some areas of the domain may
not contain features as small as the filter length. Figure 8.1 demonstrates, however, that
the interplay between these methods is currently not optimal, as it should be possible to
faithfully reproduce the Galerkin result, but with fewer nodes. The SFS model will act to
stabilise the larger local grid Reynolds number flow.
One aspect of analysis could look at features in the gravity current’s head (the angle made
to the floor and top, for example) where there are extensive experimental data.
8.7.2 Backward-facing step
The backward-facing step is one of the most frequently selected problems for simulating
the separation and reattachment of turbulent flows. Faithful representation of this process
is important in a wide range of modelling scales, from internal systems such as diffusers
and combustors, to the flow around aerofoils and buildings, and to the large-scale western
boundary oceanic currents (Munday and Marshall (2003)).
Accurate experimental results for a wide range of flow regimes exist (e.g. see Armaly et al.
(2006)) and the problem has several important flow characteristics, such as the reattachment
length, which allow for comparisons to be made, even at very high Reynolds number.
Consequently, it has been presented as a benchmark for comparative studies of various aspects
of numerical simulation, including outflow boundary conditions (Gartling (1990) and Gresho
and Sani (1990)), discretisation schemes (Le and Moin (1991) and Canuto et al. (1998)) and
turbulence models (Popiolek et al. (2006)).
Non-turbulent regimes are studied in Franca and Frey (1992) to examine the stabilising
effect of SUPG, GLS and ASGS methods on simulated flow in the backward-facing step and
the driven cavity. Canuto et al. (1998) make a similar study with the application of P2
bilinear elements.
Figure 8.2 shows the transport of a passive tracer over a backward-facing step in a
turbulent flow field with Reynolds number of approximately 6.7 × 102. It demonstrates
that SUPG has an excessively dissipative effect. Coarse-scale LES performs well in resolving
larger eddies of the flow. Note that in this case the tracer is propagated further into the
domain like in the gravity current simulation of §8.7.1 above.
Quantitative analysis will be perform by a comparison of velocity profiles, energy spectra
and probability density functions of velocity. Preliminary results are shown in figure 8.3.
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Figure 8.2: Sample tracer concentrations of flow over a backward-facing step at a Reynolds
number of 6.7× 102.
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Figure 8.3: Preliminary examples of the analysis of turbulent flow in the backward-facing
step. (a) Velocity profile of u(x) for constant x. (b) Energy spectra calculated from a single
sample point in the flow.
There is a significant difference in velocity profiles of figure 8.3a between the models. The
upwind schemes have a smaller range of velocity scales which implies a broader application
of dissipation. As the filter width is decreased in the LES models, velocity profiles appear to
indicate flow is reattaching closer to the inlet. This reattachment point appears even earlier
for the fourth-order LES method which implies it is performing like a standard LES method
with a smaller filter scale, providing a better SFS model. An earlier reattachment point
implies a stronger recirculating flow in the lower section. This analysis is very preliminary
and comparisons with other simulations and DNS is current work.
The energy spectra of figure 8.3b are calculated from a time series of point in the domain.
Again this is early work, but results show upwind schemes are more dissipative over the whole
range of scales. Interestingly the fourth-order scheme appears to resolve the coarse scale as
well as the fine length scale LES, but then drops sharply off, which is exactly the behaviour
sought in a SFS model.
The higher-order dissipation acts stronger and swifter on the finer-scale (further down the
energy cascade). It also has a much smaller effect on the large-scale, where a greater degree
of detail is resolved.
8.8 Conclusions
This chapter presents a new fourth-order LES Smagorinsky method for use on unstructured
meshes. It uses an inhomogeneous and anisotropic filter size which matches the shape and
size of the finite elements used in the numerical solution. Thus it is ideally suited to next
generation ocean models with variable and possibly adaptive numerical resolution. The
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dynamics modelled using the fourth-order LES method is much richer than those associated
with the second-order LES method because it is highly scale selective. Analysis shows that
the size of the eddies that can be resolved are smaller and there is considerably reduced
dissipation of the new method.
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9.1 Conclusions
In this thesis, I have presented several new subgrid scale models for transport processes,
motivated by regimes relevant to geophysical and ocean flows. These models include the new
inner element framework for introducing consistent stabilisation through a representation of
the unresolved scales, a new family of high-order Petrov-Galerkin stabilisation schemes and
a new fourth-order large eddy simulation turbulence model. §3 introduces the inner element
subgrid scale model and applies it to tracer transport, considering processes of advection,
absorption and diffusion. Within this study an additional stabilisation scheme is applied to
the subgrid scale. This illustrates how other parameterisation schemes could be introduced
in a residual-based manner using this approach. This is followed by §4 which makes a specific
application to the radiation transport and the discretisation of the Boltzmann transport
equation. The application to coupled systems is developed further in §5 where the Navier-
Stokes equations are considered. Here special attention is given to velocity-pressure coupling
and new techniques developed to solve this system more consistently, with additional gains
in efficiency and accuracy. This application to momentum transport is then extended when
a free surface was introduced in §6. A new family of high-order Petrov-Galerkin methods are
developed in §7, with an investigation of the fourth-order version in scattering and absorption
radiation transport problems. The form of the fourth-order term is then applied in a large
eddy turbulence model in §8.
I believe that the new subgrid scale methods have fantastic potential for future
applications in a wide range of fluid, radiation and other transport problems.
Subgrid scale methods for fluids
The new inner element subgrid scale model has the potential to have a major role in ocean
modelling, in particular in combination with the two elements P1(SGS)−P1 and P1(SGS)−P2.
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The SGS model provides
Support for usually unstable element pairings. The number of element pairs that may
be used for the solution of the Navier-Stokes equations is greatly increased with this
approach. Usually unstable pairings can be used within this framework and result in
a more stable discretisation. This includes the latter of the two pairings given above
P1(SGS)−P2, which is not stable without some kind of stabilisation like that introduced
by the subgrid scale model described here. With this approach, the number of LBB
stable element pairs that may be used in fluid flow problems is greatly increased.
Use of a fully consistent mass matrix. Enrichment by a discontinuous subgrid scale
basis allows the use of a consistent mass matrix throughout and eliminates the need to
mass lump in the pressure calculation, which is necessary in the standard continuous
Galerkin case.
Avoids pressure filtering. The use of a consistent, non-lumped mass matrix also removes
the need to filter the pressure, which again, is necessary in the standard continuous
Galerkin case.
Small coupled system. The resultant linear system retains the same number of degrees
of freedom and sparsity as a standard continuous Galerkin discretisation, avoiding the
introduction of the relatively significant number associated with discontinuous Galerkin
methods. There is no increase in the size of matrix stencils, sparsity or unknowns that
are solved in matrix calculations. There is hence no increase in the demands for storage
or computational cost in their solution. Since the matrices are better conditioned, the
number of solver iterations required is also reduced. There can also be a reduction in
the number of non-zero values in the pressure matrices used in the projection method.
Acts on all governing processes. The approach implicitly takes into account Coriolis,
viscous and other important terms in the stabilisation process.
Increases accuracy. The equations are stabilised by enhancing accuracy rather than
reducing it as occurs with some Petrov-Galerkin methods.
Representation of natural balances Certain SGS elements, such as P1(SGS)−P2, show
promise in representing critical geophysical (hydrostatic and geostrophic) balances.
P1(SGS)− P2 can admit pointwise (or exact) balance.
Per-element adaptive subgrid scale modelling. Under this framework it is easy to
adapt the subgrid scale operator within each element independently without the need
to consider couplings with other elements. A hierarchy of sub-element support could
be included to provide a range of stabilisation (to act on different phenomena types
and scale of behaviour, for example), operating in a way akin to p-adaptive methods
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(except that the smaller features would not be fully resolved). A simple example of this
could be a p-adaptive method working through a range of polynomial orders of local
representation.
Introduction of parameterisation schemes in a consistent manner. A large range
of turbulence and stabilisation schemes can be applied via this SGS model whilst
maintaining consistency with the governing physical system, even if the scheme itself is
not consistent (e.g. a LES scheme can be applied in a PG-like manner).
High-order Petrov-Galerkin and hyperviscosity for large eddy simulation
The use of scale selective fourth-order dissipation has been shown to be beneficial in both
Petrov-Galerkin discretisation methods and large eddy simulation. For the latter its use
may reduce the magnitude of dissipation compared to second-order LES while still achieving
stable, well-behaved modelling of turbulent flows.
The use of higher-order dissipation may, for Petrov-Galerkin methods, enable higher order
accurate discretisation methods to be developed which still have the ‘important’ dissipative
properties of Petrov-Galerkin methods that are based on second-order dissipation.
9.2 Future work
Advection
• Assessment of the performance of higher-order SGS elements, e.g. quadratic tetrahedra
elements.
• The use of SGS modelling with high-order spectral elements to provide a simple
means to eliminate all but the continuous collocation variables for the global system
of equations. The SGS solution might contain the full polynomial basis functions with
collocation points inside each element, while the global system may not. This would
avoid replicating some of the discretised equations while minimising the number of
degrees of freedom that are solved for in the global system of equations.
Radiation transport
• As was shown in §4, the SGS discretisation methods perform well in radiation transport
problems. These have some serious advantages over discontinuous Galerkin methods
due to the reduction of the number of unknowns by a factor of about 20 for tetrahedra
elements whilst achieving a similar accuracy.
• The mathematical formulation could also be the basis for embedding more complex
submodels into unresolved physics to for example For example, this could embed a
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detailed fuel assembly model into a model of an entire nuclear reactor. Reduced order
models like Proper Orthogonal Decomposition (POD) may be used to help reduce
computational demands of the submodelling.
Error measures
• One of the major difficulties in forming implicit residual error measures or goal based
error measures is the generation of a good approximation to the residual of the
equations. Here however, since we have resolved and subgrid scale components of the
solution, this is relatively easy to form, e.g. the residual formed from the global system
of equations without the SGS solution. In fact a possible goal for a goal based error
measure might be to minimise the SGS model error, e.g. the residual of this component
squared and integrated over the domain of interest. These error measures will be able
to guide future mesh adaptivity methods.
Turbulence modelling
• Having access to a SGS solution may also be very useful (as demonstrated by dynamic
methods) in helping form turbulence models. These could, for example, be based
on Smagorinsky large eddy simulation schemes. Note that applying dissipative LES
methods only to the SGS equations does not interfere with the conservative properties
of the governing equation.
• Wall heat and viscous boundary layers may be modelled in turbulent flows by embedding
a SGS model into the near-boundary layer region of the walls, for example.
Element types for problems that required mixed formulations
• This work has shown that there is a great potential for the method in helping to design
new element types for mixed formulations. Since there are relatively few well-used
low-order elements for fluids problems, this increase in flexibility of element design is a
major contribution. Some of these new element types may be important in large scale
ocean problems as demonstrated for the P1(SGS)− P2 element in §§5 and 6.
Ocean modelling
• There may be a whole host of parameterisation required in ocean and atmospheric
modelling and the SGS approach may help develop improved models for these.
• Mode splitting for ocean modelling In ocean modelling there is often a need to split the
barotropic (depth-averaged) and baroclinic modes. The reason is that the barotropic
mode often requires a small time step to satisfy the CFL condition associated with the
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free surface. The time step for the baroclinic mode, however, can be much larger. The
framework developed here provides a rigorous way of mode splitting which may enable
mode splitting errors to be analysed.
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