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Introduction
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There is nothing that nuclear spins will not do for you, 
as long as you treat them as human beings.
Erwin Hahn
In 1946, nuclear magnetic resonance (NMR) was discovered by Felix Bloch and Edward 
Purcell. The momentum gained by this breakthrough and subsequent major discoveries 
has ensured that NMR remains a well-funded and studied research topic to this day. After 
the discovery of spatial encoding of the NMR signal (which we take for granted now) by 
Nobel award winner Paul Lauterbur, the vast potential of NMR imaging was foreseen which 
was renamed Magnetic Resonance Imaging (MRI). It can be said that most of the potential 
has now been realized and translated into medical imaging hardware and techniques. In 
fact, since its first introduction to medical imaging, MRI has replaced and complemented 
many other imaging methodologies as a routine application. MRI is unique amongst 
imaging modalities in being able to provide high resolution images of soft tissue at a high 
contrast, and non-invasively. Moreover, it is able to tune the image contrast for a broad 
range of applications with the right choice of acquisition parameters. Flexibility in the 
encoding/decoding of the MR signal has also motivated MR research.
Within the last 20 years the collaboration of MRI and (cognitive) neuroscience has 
been both successful and fruitful. Functional brain imaging techniques such as 
electroencephalography (EEG) and Positron Emission Tomography (PET) had already 
been providing neuroscience with valuable spatial information, but it was MRI which 
revolutionized the neuroimaging discipline and helped neuroscientist to study the 
anatomy and function of the human brain in vivo in unprecedented detail. After the first 
functional MRI (fMRI) experiments in the beginning of 90s (Belliveau et al. 1991; Kwong et 
al. 1992; Ogawa et al. 1992), the field has been growing constantly with no sign of slowing 
down. Even today, when upper limits in static field strength and gradient switching are 
being approached, advances and ideas in different disciplines (signal processing, data 
mining, etc.) continue to inspire the field and drive progress in in vivo human brain MRI. 
The introduction to this thesis includes the basics of MR signal, image formation, and 
other concepts which are fundamental for the following chapters. The general outline of 
the introduction is illustrated in Figure 1.1. The first part of the introduction starts from 
the microscopic level 
µ( )  and links the spins to the signal observed 

M  in a simple MRI 
experiment. Next, spatial encoding and contrast manipulation are explained. 
The second part of the introduction is mainly related to different image reconstruction 
algorithms where the spatially encoded MR signal (I(kx,ky)) in multiple channels is 
transformed to the image data with the help of coil sensitivity profiles (S1, S2). In the last 
section fMRI and its different aspects such as the BOLD contrast mechanisms associated 
with the spin-echo (SE) and gradient-echo (GE) experiments, the physiological noise, and 
the resting state concept are introduced.
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Figure 1.1 Evolution of the MR signal. MR signals from the object are manipulated ( )xyM Mµ → →

  , encoded 
k kx y,( )  , mapped onto k-space with multiple channel receiver coils (S1, S2), and then reconstructed to obtain 
image information (bottom).
In general, the introduction follows an engineering point of view with an emphasis on 
MR signal evolution µ → → → ( )→( )  M M I k k imagexy x y,  . Especially the first part of 
the introduction is inspired by and based upon the formulation used in the excellent 
textbook, Principles of Magnetic Resonance Imaging (Liang and Lauterbur 2000).
From spin to bulk magnetization
The basis of the NMR is the phenomenon of nuclear spin, i.e., the angular momentum 

J  
possessed by a nucleus with an odd mass number or even mass number with odd atomic 
number. The rotation of the nucleus about its axis gives rise to a magnetic moment, 
µ( ) ,
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where γ denotes the gyromagnetic ratio and is an element specific constant. 1H has one 
of the highest gyromagnetic ratios among all the elements. When combined with the 
high abundance of water molecules in the body, it is clear why hydrogen is the nucleus of 
choice for MRI. The following derivations and parameters are based on 1H which belongs 
to the family of spin -½ systems. 
In the absence of a strong external magnetic field, the individual spins in an object are 
randomly oriented in space and cancel each other’s microscopic magnetic field. In this 
case, the total observed macroscopic magnetization is zero (Figure 1.2a). 
Once the object is placed in an external magnetic field B0
 
 (assumed by convention to be 
in the z-direction), the hydrogen spins may be detected in one of two eigenstates, that 
correspond to a precession about the z-axis. Since the absolute value and – in an external 
field – the z-component of the nuclear spin are quantized, the associated magnetic 
moment and its z component are also quantized, such that
where m1=-I,I=-½, ½ for a spin -½ system such as the hydrogen. In that case from the 
ratio between μ and μz, the two possible orientations for the spins are either parallel or 
anti-parallel to the main magnetic field with 54.44°, derived from arccos(μz/μ) , between 
the z-axis and µ( )  (Figure 1.2b).
In terms of the energy of the spins, each of the two orientations has a different energy 
level. Due to the interaction with B0, spins having z-components of angular momentum 
parallel and anti-parallel to B0  have energy of E=-½γħB0 and E=½γħB0 respectively, 
where ħ. Planck’s constant divided by 2π (Figure 1.2c). Considering the energy difference, 
ΔE=γħB0 , between the two states, the state occupancy can be changed with an external 
magnetic field which has an angular (also called Larmor) frequency of 
At thermal equilibrium the ratio of spins in different states is governed by the Boltzmann 
relationship, 
where Ts and K denote the absolute temperature of the system and the Boltzmann 
constant, respectively. After a few derivation steps, the magnitude of the total (bulk) 
magnetization of a hydrogen spin system with Ns spins in total can be expressed as 
Jµ γ=


( )
1
1I I
m
µ γ
µ γ
= +
=


0 0Bω γ=
2
E
KTN e
N
∆
↑
↓
=
[1.1]
[1.2]
[1.3]
[1.4]
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Figure 1.2 a) Randomly oriented spins in the absence of B0
 
, b) Spins align in the direction of B0
 
  with the 
angle θ=54.44°  c) Energy difference between different states

M  is the bulk magnetization vector which has a non-zero component only in the 
z-direction in thermal equilibrium, since the random phase differences between individual 
spins have cancelled the transverse component. It can be seen a higher B0 leads to a 
higher macroscopic M explaining the drive for higher fields.
RF excitation
A radio frequency (RF) pulse can be described as an oscillating magnetic field and can 
establish phase coherence among the spins in the transverse plane by rotating M. This 
process can be expressed by
Here B1
e, ωrf and φ stand for the envelope function (illustrated in Figure 1.3a), excitation 
carrier frequency and the initial phase angle (assumed to be zero at this point), respectively. 
2 2
0 5
54
B N
M
KT
γ
=

B t B t ee
i trf
1 1( ) = ( )
− +( )ω ϕ
[1.5]
[1.6]
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Figure 1.3 a) Sinc RF pulse and b) its excitation profile for a small flip angle excitation. The ripples and the 
imperfect rectangular slice profile in b are due to the finite nature of the RF pulse.
For simplicity, the rest of the chapter will assume on resonance excitation, meaning ωrf=ω0. 
Then, the whole system can be observed from a rotating (with frequency ω0 ) frame of 
reference where the spins and the RF pulse do not precess around the (rotating) z-axis but 
appear stationary. The equation that describes the behavior of 

M  in the presence of an 
RF pulse B1

 is the Bloch equation and in the rotating frame it can be expressed as 
In biological systems the transverse (T2) and longitudinal (T1) relaxation times (to be 
discussed later) are much longer compared to the standard pulse duration (a few ms). 
Therefore, to examine the motion of 

M  during the application of the RF pulse, the last 
two terms in the Bloch equation can be ignored. Then, a closed-form solution of the 
Bloch equation with the small tip angle approximation is shown Eq. [1.8]. Here B1

 is in 
x-direction (in the rotating frame of reference) and the initial conditions are Mx=My=0 and 
Mz=Mz
0.
Analogous to the precession of the spins around the main magnetic field, during the 
application of the RF pulse 

M  rotates around the x-axis. At the exact moment the RF 
pulse is turned off, the magnetization has been tipped away from the z-axis by the so-
called flip angle, 
( )0
1
2 1
z zx y M M kM i M jdM M B
dt T T
γ
−+
= × − −

 

 
( )
( ) ( )
( ) ( )
0
1
0
0
1
0
0
0
0
x
t
e
y z
t
e
z z
M t
ˆ ˆM t M sin B t dt t
ˆ ˆM t M cos B t dt t
ρ
ρ
γ τ
γ τ
=
 
= ≤ ≤ 
 
 
= ≤ ≤ 
 
∫
∫
[1.7]
[1.8]
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The integral under the RF pulse defines the flip angle whereas the frequency spectrum of 
excited spins is related to the specific shape of the RF envelope function. 
Signal formation and relaxation
The behavior of the magnetization immediately after the RF excitation t=0+ can be 
explained by considering the last two terms of the Bloch equation [1.7]: 
The solution of Eq. [1.10] is, 
Equation [1.11] implies that while the longitudinal magnetization recovers to its original 
amplitude with the rate of T1, the transverse magnetization decays with the rate of T2. 
Longitudinal relaxation is also called spin-lattice relaxation because the magnetization 
transfers the energy received from the RF excitation to its surroundings, i.e., the tissue/
lattice via the resonant (at or near Larmor frequency) molecules. The spectral density 
of molecules available for the energy transfer is related to the medium in which the 
molecules reside. For soft tissues, unlike solid materials or free water molecules, when 
the main field strength is increased, the amount of available resonant (at or near Larmor 
frequency) molecules for the energy transfer decreases and T1 values get longer. On the 
other hand, transverse relaxation is mainly driven by spin-spin interactions where small 
phase differences between spins disturb the coherence between them. The local field 
experienced by each spin changes rapidly due to the Brownian motion of the surrounding 
spins creating the phase differences. There is not a well-defined relation between 
the strength of the main field and T2 but for almost all tissue types T1 is significantly 
longer than T2. In principle the MR signal is detected with a coil (often also used for RF 
excitation) placed outside the imaging object. Faraday’s law of induction states that when 
the magnetic flux ϕ through a coil (with sensitivity 

S rr ( ) ) changes, a voltage V will be 
induced in the coil: 
( )1
0
eB t dt
ρτ
α γ= ∫
0
1
2
z
z z
xy xy
dM M M
dt T
dM M
dt T
−
= −
= −
( ) ( )
( ) ( ) ( )
2
1 10
0
1 0
t T
xy xy
t T t T
z z z
M t M e
M t M e M e
−
+
− −
+
=
= − +
( ) ( ) ( ) ( )r
object
t
ˆ ˆ ˆV t S r M r,t dr
t t
φ∂ ∂
= − = ⋅
∂ ∂ ∫
 
[1.9]
[1.10]
[1.11]
[1.12]
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In an MRI experiment, only the transverse magnetization is detectable so Eq. [1.12] can be 
transformed to the basic signal equation as: 
The spatial sensitivity of the receive coil will be discussed further in the context of image 
reconstruction. Controlled variation of the Larmor frequency, Δω(r),as a function of 
position forms the basis of spatial encoding. But first the most common signal types are 
introduced.
After an RF excitation with flip angle α, the transverse signal decays due to the transverse 
relaxation. This type of MR signal is called free induction decay (FID) (an example of a FID 
after the 90° pulse is shown in Figure 1.4a) and Eq. [1.14] describes the temporal behavior 
of a single isochromat. 
If the spin system consists of more than one isochromat or the main magnetic field is not 
fully homogenous, slightly different Larmor frequencies of isochromats introduce phase 
differences between them. The result is a faster decay of the bulk magnetization and the 
new transverse relaxation time constant is referred as T2
* where 
As the name suggests echoes are created by refocusing the transverse magnetization that 
has dephased. Unlike FIDs, echoes have symmetric profiles around the time point called 
echo time (TE). In other words, TE is the time difference between the application of the 
RF pulse and the time when the echo signal reaches its maximum. The echo is generated 
either by another RF pulse (classically with a 180° flip angle), hence the name RF or spin 
echoes, or magnetic field gradient reversal. In the latter case, the echo is called a gradient 
echo. 
In the case of spin echo, the static field inhomogeneity effects are also reversed. So, in a 
spin echo experiment (without additional gradients) the signal at the centre of echo is 
attenuated by T2 while during an FID, refocusing and dephasing occurs with T2
* (see Figure 
1.4a). Gradient echo experiments employ a dephasing gradient (analogous to an artificial 
inhomogeneity) right after the excitation to dephase the transverse magnetization and 
then the signal is recovered by applying a gradient of opposite sign to the initial dephasing 
gradient. As a result of this the gradient echo carries a natural T2
* weighting (see Figure 
1.4b). Gradient echo pulse sequences usually have shorter TEs and consequently shorter 
repetition times (TRs, the time difference between two consecutive excitations of the 
same slice), which make them preferable for fast imaging.
( ) ( ) ( ) ( )0 ˆi r tr ,xy xy
object
ˆ ˆ ˆI t S r M r, e dr∆ω−= ∫
( ) 20 t TzI t M sin eα −=
0
22
1 1
* BTT
γ∆= +
[1.13]
[1.14]
[1.15]
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Figure 1.4. a) Spin echo and b) Gradient echo pulse sequence. For spin echo the center of the echo is 
attenuated with T2 whereas it’s T2* for gradient echo
Spatial encoding/decoding - Everything in its right place
This subsection focuses on the transformation of the basic NMR experiment to an imaging 
experiment. A pulse sequence diagram, of which an example is shown in Figure 1.5 (the 
classic spin-warp sequence), illustrates the timing information for each of the necessary 
components in an MRI sequence. 
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Pulsed magnetic field gradients are essential for spatially localizing the MR signal. They are 
created by gradient coils by superimposing additional magnetic fields in the z direction. 
The amplitude of the additional field varies linearly in a specific direction, which is 
accomplished with a linear combination of three orthogonal gradients  ( )x y zG G ,G ,G=

, 
such that the new magnetic field at point ( )r x, y,z=  is 
At the start of an MRI experiment the imaging slice is selected by the simultaneous 
application of a gradient field and slice selective RF pulse. The gradient field will encode 
the spins in the gradient direction by making them precess with slightly different 
resonance frequencies depending on their position. For example, a slice at position z0 
with thickness Δz is excited by an RF pulse with frequencies between ω0+γGz(z0-Δz/2) 
and ω0+γGz(z0+Δz/2) . A sinc pulse, (which produces a boxcar function after Fourier 
transformation), is a commonly used envelope function. So, the necessary RF excitation 
pulse can be written as 
where A is a constant to be specified according to the required flip angle.
After the slice selective excitation, the spins are encoded with the gradients in the x and y 
directions. The x gradient assigns a different precession frequency to each spin depending 
on its position in the x direction, such that the observed signal is: 
where ρ(x) is the spin distribution. As illustrated in Figure 1.5, during every TR the gradient 
in y direction is gradually increased (starting from the most negative) leading to a different 
phase for every y position. With Tpe as the phase encoding interval, the additional phase 
carried by the signal is 
A useful transformation linking the spin distribution to its frequency spectrum is the 
k-space notation. The position in k-space, k(t)=(kx,ky), is specified by the gradient strength 
and duration as, 
For a single k-space line, Eq. [1.20] can be written as, 
( )
0
0 x y z
B B G r
or
B B G x G y G z k
= + ⋅
= + + +
 



( ) ( ) xi G xtI t x e dtγρ
∞
−
−∞
= ∫
( ) y pey G yTφ γ=
( ) ( )
02
t
k t G t dtγ
π
= ∫
B t A c G zt ez
i G z tz
1 2
0 0( ) = ( ) − +( )sin γ ω γ∆
[1.16]
[1.17]
[1.18]
[1.19]
[1.20]
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In this case, the signal observed from the 2D slice in k-space can be written as: 
Equation [1.21] basically tells that frequency encoding determines the trajectory whereas 
phase encoding provides the starting point (in ky but not kx) for each line in k-space. One 
can see from Eq. [1.22] that the image and k-space signals are related to each other via the 
Fourier transform. 
If the frequency and phase encoding gradients in Figure 1.5 are replaced with a series of 
negative and positive gradients and blips between them, one would obtain a GE Echo 
Planar Imaging (EPI) sequence (illustrated in Figure 1.6). For the EPI sequence, in the 
beginning, the starting point is moved to the corner of k-space with the initial prephasing 
gradients. Then k-space is traversed with a zigzag trajectory where the frequency encoding 
gradient provides the back and forth movement along the x direction. At the edges of 
k-space the phase encoding blips switches the trajectory to a neighboring k-space line 
in y direction. So, with the powerful, fast modern gradient sets one can obtain all the 
necessary k-space lines with a single excitation, even for a high resolution (256x256 with 
acceleration) long EPI readout. Although each echo has its own echo time the effective 
echo time is considered to be the time when the center of k-space is reached.
The EPI readout comes with a set of drawbacks such as geometric distortions, dropout 
and Nyquist ghosting (Schmitt, Stehling, and Turner 1998). While travelling through 
k-space in opposite directions, residual phase differences occur between the alternating 
(consecutive) lines. The echoes are not perfectly centered and thus, a systematic (Nyquist) 
ghosting (shifted by FOV/2 in image space) is observed. The phase differences can be 
estimated with non phase encoded (navigator) measurement of the two opposite 
frequency encoding directions before the EPI readout, and applied as a correction term 
during reconstruction. 
Inhomogeneities in B0 give rise to dropouts and geometric distortions. Dropouts are only 
associated with GE sequences and are a result of dephasing caused by mainly unwanted 
gradients around magnetic susceptibility boundaries such as air/tissue interfaces 
(proportional to B0) perpendicular to the imaging slice. Signal loss gets worse with 
increasing TE and B0 strength because the signal dephases for a longer time and faster. 
Thinner slices are suggested to reduce dropouts (evidence provided for that in Chapter 
5) (Frahm, Merboldt, and Hänicke 1993; Schmidt, Boesiger, and Ishai 2005). Geometric 
( )
2
2
x x
y y pe
k G t TE
and
k G T
γ
π
γ
π
= −
=
I k k x y e dxdyx y
i k x k yx y, , ,( ) = ( ) − ( )
−∞
∞
−∞
∞
∫∫ ρ
pi2
[1.21]
[1.22]
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Figure 1.5. Sequence diagram for a typical GE sequence. Gz, the slice encoding gradient enables slice 
selective excitation when applied simultaneously with the RF pulse, the phase encoding gradient (Gy) and 
the frequency encoding gradient (Gx) encode the MR signal spatially. During the readout period the signal is 
refocused to form the gradient-echo.
distortions, on the other hand, are in plane artifacts. Due to the B0 field variation, long 
readout trains accumulate phase in y direction. So, the relationship between the spatial 
localization and k-space is violated. Point spread function (PSF) PSF is broadened and 
it becomes inhomogeneous. Depending on the degree of inhomogeneity in each 
direction, distortions are categorized as scaling (pure stretching in PE direction), shears 
due to additional inhomogeneity in read direction and translations observed as global 
image shifts. To account for the distortions, one can map the inhomogeneous B0 field 
and/or try to obtain a homogenous field in the first place (with high order shimming). 
Another possible option for reducing geometric distortion in GE EPI would be to shorten 
long readout trains via segmented or parallel imaging approaches. In Chapter 4 and 5, 
distortions are corrected with an image-based distortion correction algorithm during the 
registration to the MPRAGE anatomical image which is non-EPI, hence has only minimal 
distortion.
Parallel Imaging
MR image reconstruction is relatively straightforward once the k-space data (on a 
Cartesian grid) has been collected. For 2D imaging, Fourier transform of the k-space data 
in two dimensions results in a 2D image. Data acquisition speed is directly related to the 
k-space traversal speed (Eq. [1.20]), and thus to the gradient field strength and slew rate. 
Introduction  23
90°
RF
Gx
Signal
TE
TR
Gy
Gz
readout
90°
TE
readout
Figure 1.6 GE EPI sequence.
If the field of view (FOV) and the resolution are set for an MRI experiment, an option to 
speed up the acquisition is parallel imaging. Parallel imaging employs multi-channel 
receiver coils to reconstruct the MR image from partial k-space data, which is usually 
undersampled in a controlled fashion. Earlier studies in the 80s and beginning of 90s have 
used receiver arrays for different purposes, but it was Sodickson and Manning (Sodickson 
and Manning 1997) who first showed the possibility of scan time reduction using multiple 
channel receive coils with a clear formulation and real data experiments. Their method 
was named SiMultaneous Acquisition of Spatial Harmonics (SMASH). Shortly after SMASH, 
another parallel imaging method named SENSE (SENSitivity Encoding) was introduced in 
1999 (Pruessmann et al. 1999). The main difference between the two methods is where 
the reconstruction is performed: in the image domain (SENSE) or k-space (SMASH). They 
both exploit the spatial information available in the receiver sensitivity Sr (see Eq. [1.12]). 
When every other k-space line in the phase encoding direction is removed or skipped 
during the acquisition, the image is aliased (Figure 1.7). In this case the acceleration 
factor is said to be R=2. Figure 1.8 illustrates the effect of receiver sensitivity on the image 
contrast. In Figure 1.7, in the aliased image every voxel is the sum of the two voxels (one 
example shown in red). 
If the receiver sensitivity is denoted by Sr(x1,y1) for position (x1,y1) and coil channel r, then 
the signal observed in the aliased image in a single voxel will the superposition of two 
voxels. 
ρ denotes the underlying true signal to be reconstructed. If that equation is written for all 
the coil channels, nc, and then expressed in matrix form, one would obtain 
( ) ( ) ( ) ( )1 1 1 1 2 2 2 2r r rI S x , y * x , y S x , y * x , yρ ρ= + [1.23}
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Figure 1.7 Image and k-space data can be transformed to each other using the Fourier transform. When 
undersampled by a factor of 2 (R2), this corresponds to halving the FOV and results in image aliasing. The 
red point in the aliased image is the sum of the red points in the full FOV image.
For nc coils there are nc observations of the signal distribution. If the sensitivity of the 
receiver coils are independent enough or in other words, if S is invertible then the true 
distribution would be obtained simply by 
A more detailed derivation (with the addition of noise and regularization) is given in the 
beginning of Chapter 2.
GeneRalized Autocalibrating Partially Parallel Acquisitions (GRAPPA) comes from the 
family of k-space based reconstruction methods. It follows after the development of 
1S Iρ −=
( ) ( )
( ) ( )
1 1 1 1 1 2 2
1 1 2 2c c cn n n
I S x , y S x , y
I S x , y S x , y
or
I Sρ
   
   
=   
   
   
=
  
[1.24}
[1.25}
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Figure 1.8 Single coil images weighted by the coil sensitivity profiles. The center image is the sum of squares 
(SOS) of individual coil images.
SMASH, AUTO-SMASH and VD-AUTO-SMASH (Sodickson and Manning 1997; Jakob et al. 
1998; Heidemann et al. 2001). Originally, SMASH showed that missing k-space lines can 
be filled with weighted sums of the acquired lines by estimating the spatial modulations 
between phase encoding lines via the coil sensitivities. Although each of the previous 
methods was an improvement in terms of general image quality over its predecessor 
(Blaimer et al. 2004), GRAPPA provided the breakthrough by first reconstructing each coil 
separately and then obtaining the final image with SOS. It is also possible to generate 
phase images without severe artifacts (phase cancellations, etc.) with different coil 
combination strategies. 
In GRAPPA, a set of k-space lines close to the center are fully acquired to train the kernel 
which will be used to fill the missing k-space points. Figure 1.9 illustrates a typical GRAPPA 
reconstruction for two channels and 3x2 kernel. 
For the calculation of the kernel for the first coil, the auto-calibration lines (ACS in gray) are 
traversed (black arrows). Starting from the red box and ending at the green box, the same 
equation applies to all the possible ACS lines. Eq. [1.26] shows the matrix form where 3 
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equations (for red C122 , blue C
1
43 and green C
1
74 ) are explicitly written. This procedure has 
to be repeated to calculate the kernel for the second coil. 
The missing k-space point (yellow) will be filled with the weighted sum ( )1 2 3 1 2x y x ycoilk kw , k , , , k ,= =  
of neighbouring k-space points from both coil channels. Actually, one set of weights 
called the (reconstruction) kernel traverses the whole k-space of a coil and fills the missing 
points. The second coil’s missing points are filled in the same manner with its own kernel. 
In Eq. [1.26] superscripts indicate coil channel number and subscripts show the position 
within the ACS or the kernel. The weights are obtained by solving Eq. [1.26]. 
At this point, some practical considerations have to be mentioned. For a typical fMRI 
experiment, hundreds of volumes will typically be acquired. So getting a full k-space for 
ACS lines once will not significantly prolong the scan time and it also might be desirable 
due to the increased number of fitting points (more rows in Eq. [1.26]). However, in that 
case, outer k-space points will be included in the kernel estimation and they are more likely 
to introduce noise in the estimation process. Another parameter to be optimized is the 
kernel size. Smaller kernels yield fewer unknowns in Eq. [1.26], hence a well-conditioned 
matrix to be inverted. On the other hand, each missing k-space point is estimated using 
fewer points, potentially leading to larger errors.
Multiband Imaging
Unlike 3D EPI, 2D techniques could only accelerate in one direction with parallel imaging 
until recently. A new technique called multiband imaging (Larkman et al. 2001; Moeller 
et al. 2010) provided the opportunity to speed up acquisition by exciting and acquiring 
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multiple slices simultaneously, and then disentangling them during reconstruction. By 
summing RF pulses, each exciting a different slice, one can obtain a multislice pulse, thus 
receiving signal from all the excited slices. The outcome is a single slice where all the 
excited slices are aliased onto each other (see Figure 1.10a). 
The reconstruction in this case is done with the so called SENSE/GRAPPA algorithm 
(Blaimer et al. 2006). To be able to estimate the kernels that will separate the aliased slices, 
first the full FOV (low resolution) reference slices are concatenated in the phase encode 
direction (for the SENSE or image domain related part of the reconstruction process). 
After the Fourier transform, one can then calculate the kernels as explained for GRAPPA 
and apply them to the aliased image (Figure 1.10b and c). It is crucial to realize that the 
undersampling of the concatenated image in the phase encoding direction produces the 
aliased image. The considerations on the reference data and the kernel size for GRAPPA 
can also be applied to SENSE/GRAPPA.
The multiband pulses can be quite demanding in terms of power and RF amplitude as 
they are both linearly dependent on the number of slices. The latter is limited by the 
maximum applicable voltage of the system. The maximum power, on the other hand, is 
related to the SAR requirements (3 W/kg for head) (Matthes 2004). The SAR limitation is 
much more pronounced at high field as the power deposition increases with the field 
strength. SE based sequences suffer more than GE sequences due to the refocusing pulses 
that employ pulses with 180°. Power Independent Number of Slices (PINS) pulses (Norris 
et al. 2011; Koopmans et al. 2012a) have proven to be very advantageous for high field 
SE EPI applications (Koopmans et al. 2012b; Eichner et al. 2013) due to their low power 
deposition and periodic excitation profiles. PINS pulses are formed by series of RF hard 
pulses interleaved with slice selective gradient blips. The signal is dephased by 2π with 
each individual blip over the defined slice spacing giving rise to a periodic slice profile. 
Using the Fourier series expansion of the desired slice profile the amplitude of each hard 
pulse can be determined. In practice the periodicity is limited by the size of the subject 
or the transmit/receive fields of the coils. To reduce peak amplitude and power one 
can take various measures such as prolonging the pulses or using the VERSE (Variable-
rate selective excitation) approach where the slice select gradient is variable (Conolly, 
Nishimura, and Macovski 1988). A few methods are able to reduce the peak voltage to 
prevent clipping, however, they do not affect pulse power (Hennig 1992; Goelman 1997; 
Wong 2012; Auerbach et al. 2013).
Functional MRI 
With fMRI one commonly means imaging of the brain using a rapid succession of brain 
volumes in order to obtain local changes in image intensity related to brain activity by 
means of MRI (with T2
* and/or T2 contrast). Here brain activity shall be defined as the 
increase of simultaneous electrophysiological activity for a group of neurons. Brain 
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Figure 1.9 GRAPPA reconstruction with two channels and a 3x2 kernel. Grey, black and white points 
represent ACS (training), acquired, and missing points, respectively. The indices (row, column) for the ACS 
(C) and kernel points (w) show the position within ACS lines and the kernel, respectively. The superscripts 
depict the coil number. See the points with arrows. The missing yellow point is filled with the weighted sum 
of neighboring points from both coil channels. The weights are calculated from the ACS data as explained 
in the text.
activity might be due to an external sensory input, a cognitive process or even random. 
After Ogawa et al. showed the first blood-oxygen-level-dependent (BOLD) contrast with 
rats (Ogawa et al. 1990), BOLD fMRI has developed to be by far the most popular fMRI 
technique. 
BOLD contrast relies on the magnetic properties of the oxyhemoglobin (diamagnetic) and 
deoxyhemoglobin (paramagnetic). Deoxygenated blood (with its high deoxyhemoglobin 
content) disturbs the main magnetic field resulting in signal decrease. The physiological 
mechanisms relating the brain activity to the observed fMRI signal are described by the 
hemodynamic response function (HRF) which is the result of the interaction of cerebral 
blood flow (CBF), cerebral blood volume (CBV) and oxygen consumption rate (rCMRO2). A 
typical HRF is shown in Figure 1.11. 
The neural activity at the onset increases metabolic demand, hence local oxygen 
consumption and deoxyhemoglobin. The initial dip, also called the fast response, at the 
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Figure 1.10 Multiband imaging and SENSE/GRAPPA reconstruction. a) 3 slices and the corresponding RF 
pulses. When the pulses are added and applied, one would obtain the collapsed image in the middle. b) 
Typically low resolution reference slices are concatenated in the phase encoding direction and the grappa 
kernel is estimated and c) applied to the collapsed image to separate the slices.
very beginning of the HRF waveform has been reported by a few studies and is generally 
believed to be caused by this initial oxygen consumption before any change in CBV 
and CBF occurs (Buxton 2001; Röther et al. 2002). Then, it is followed by a washout of 
deoxyhemoglobin due to the increased CBF. At the same time CBV, which is caused by 
the dilation of blood vessels and is negatively correlated with signal change, is elevated. 
However, the increase in CBF dominates the other two effects and the signal peaks 
around 6 s after the start of stimulus presentation. The third phase of the HRF is called 
post stimulus undershoot. Within this transition period, the signal first goes below and 
then slowly returns to the baseline. Two competing theories to explain the post stimulus 
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undershoot are both based on convincing evidence. The earlier theory, usually referred to 
as the balloon model, states that the return of CBV to baseline is slower than the return of 
CBF which gives rise to increased deoxyhemoglobin levels (Buxton, Wong, and Frank 1998; 
Mandeville et al. 1999). On the other hand, many recent studies showed a rapid return 
of CBV to baseline, and proposed the sustained elevation of CMRO2 as the responsible 
mechanism behind the post stimulus undershoot. For a detailed and comprehensive 
review on post stimulus undershoot with a historical flavor, the interested reader is 
referred to (van Zijl, Hua, and Lu 2012).
The physical basis of the BOLD response can be described by four underlying contrast 
mechanisms, which are extravascular static and dynamic dephasing, the intravascular 
T2 effect and intravascular dephasing. The contributions of these effects depend on B0, 
vessel size, spatial resolution and type of imaging sequence. The origin of extravascular 
dephasing is the field inhomogeneity outside a vessel caused by the deoxyhemoglobin 
content within the vessel. It is proportional to the field strength and the ratio of the vessel 
diameter to the distance from the vessel. For larger vessels (>20μm at 4T) (Ogawa et 
al. 1993), the distance traveled by the spins due to diffusion is smaller with respect to 
the size of the region with a significant change of B0, and is hence a static effect. On the 
other hand, for capillaries and smaller post capillary vessels (diameters <20μm at 4T), it is 
considered to be a dynamic dephasing. Contrary to GE, the extravascular static dephasing 
is refocused in a SE experiment. The intravascular T2-like effect is linked to the motion of 
water molecules relative to the paramagnetic centers in the red blood cells, but could also 
be explained by rapid exchange between red blood cells and plasma (Stefanovic and Pike 
2004). Since it is a random process, it also contributes to the SE signal. The last mechanism 
has an intravascular origin and is due to a frequency shift of the spins within a vessel 
compared to the surrounding tissue. It is proportional to the angle between B0 and the 
vessel, and as it is also “static”, it is refocused in a SE experiment. 
It is interesting to ponder the relative contributions of the contrast mechanisms for 
different field strengths. At 1.5 T, SE signal will be dominated by the intravascular T2-like 
effects whereas the relative contributions of dynamic and static effects are shown to be 
equal at 3T (Norris et al. 2002). The benefit in spatial localization of SE is hypothesized 
to be at field strengths >= 7 T because the T2 of blood is very short, around 10-15 ms 
(Lee et al. 1999; Ugurbil et al. 2000), potentially causing the intravascular effect to vanish. 
In this case, the SE signal consists of only the extravascular dynamic dephasing effect, 
hence confined to the capillaries potentially closer to the true site of neural activation. For 
both SE and GE the dynamic extravascular contribution will increase with field strength, 
rendering them more specific at higher fields. The absolute MR signal increase at higher 
fields also manifests itself as higher SNR, which can be exploited to increase the spatial 
resolution and obtain submilimeter resolution while still being in the physiological noise 
regime (Triantafyllou et al. 2005).
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Figure 1.11 Hemodynamic response function (HRF)
During fMRI experiments subjects are usually given a task to perform. The regions 
associated with the task are revealed by correlation of the expected time course due 
to the task with all the voxels’ time courses. This is the simplest way of probing and 
localizing the brain function although the difficulty of the design and the analysis of fMRI 
experiments vary with the hypothesis being tested. Another use of fMRI is to investigate 
functional connectivity of the brain. In this case the task is usually a non-task where the 
brain is assumed to be in the resting state. In essence, spontaneous temporal fluctuations 
are explored for spatially meaningful voxels with correlated time courses, also called 
networks. Such a connectivity analysis was first demonstrated by Biswal et al. (Biswal et 
al. 1995) where the time course of a seed voxel from the motor network was correlated 
with the whole brain. The outcome was the motor network within which the voxels were 
significantly correlated with the seed voxel. This approach is called seed-based analysis 
and obviously the extent of the network is very much dependent on the choice of the 
seed voxel which can be specified with a previous task fMRI experiment or anatomically. 
Independent Component Analysis (ICA) is another resting state fMRI analysis tool which 
treats the dataset as a 4D matrix (in space and time) and automatically decomposes it 
into distinct spatial components with unique time courses. Correspondence of resting 
state and task networks (Smith et al. 2009) has suggested that RS fMRI can be used as 
a diagnostic tool in the clinic. With the increase in acquisition speeds, dynamic aspects 
(Chang and Glover 2010; Smith et al. 2012) and frequency characteristics of RSNs (Niazy et 
al. 2011; Lee et al. 2012; Boyacıoğlu, Beckmann, and Barth 2013) are also topical.
Task induced signal changes are relatively small, around 1-2% of the baseline signal, 
so any other variation caused by physiological sources (respiration and cardiac) may 
confound the results. Cardiac effects, mostly localized around big arteries, are associated 
with the pulsation of CSF (Beall and Lowe 2007). They cause much less variation than the 
respiration related signal changes. The bulk susceptibility change due to the movement 
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of the chest is the principal component of the respiration effects (Raj et al. 2000). It is 
observed as global signal variation. Respiration also changes the oxygenation level of the 
blood which causes signal fluctuations at the arterial blood vessel level (Birn et al. 2006). 
Some non-BOLD physiological noise sources can be measured externally for example 
with respiration belt and pulse oximetry. Then, the variance due to those noise sources 
can be removed from the data by physiological noise removal techniques/tools such 
as RETROICOR (Glover, Li, and Ress 2000) or DRIFTER (Särkkä et al. 2012), among many 
other techniques. If the sampling rate of the fMRI signal is high enough (TR<400ms for 
an average cardiac frequency of 0.8-1.2 Hz), one can distinguish and remove (via GLM or 
simply filtering out) the noise sources from the data directly. One other possibility that is 
gaining popularity is to use high order ICA to detect and remove various physiological 
noise sources. The benefit of this approach is augmented with multi-echo fMRI data since 
each echo carries a different BOLD weighting (Kundu et al. 2011). The early echoes with 
their limited BOLD weighting are expected to be more informative on the non-BOLD 
signal variations related to physiological signals and motion. 
The following chapters are organized as follows. In Chapters 2 an ultra-fast imaging 
technique called Generalized Inverse Imaging (GIN) (Boyacıoğlu and Barth 2013) is 
introduced. Its value is investigated and compared to other relevant techniques with a task 
fMRI paradigm. Chapter 3 uses GIN data to explore the frequency characteristics of RSNs. 
Chapters 4 and 5 explore the use of low power PINS pulses in the context of multiband 
imaging. In Chapter 4, PINS pulses are implemented in a multiband SE EPI sequence and 
used with a resting state paradigm at 7 T . The results obtained in Chapter 4 triggered the 
study in Chapter 5 where multiband SE EPI is compared to a matched multiband GE EPI 
sequence with a Stroop task at the whole brain level. A general summary of the thesis and 
an outlook is provided in Chapter 6.
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CHAPTER 2
Generalized INverse Imaging (GIN): 
Ultrafast fMRI with physiological noise 
correction 
Boyacıoğlu, R., and Barth, M. 
 Magnetic  Resonance in  Medicine 70(4), 962-971 (2013)
36 | Chapter 2
Abstract
An ultrafast functional magnetic resonance imaging (fMRI) technique, called generalized 
inverse imaging (GIN), is proposed, which combines inverse imaging with a phase constraint 
- leading to a less underdetermined reconstruction - and physiological noise correction. 
A single 3D echo planar imaging (EPI) prescan is sufficient to obtain the necessary coil 
sensitivity information and reference images that are used to reconstruct standard images, 
so that standard analysis methods are applicable. A moving dots stimulus paradigm was 
chosen to assess the performance of GIN. We find that the spatial localization of activation 
for GIN is comparable to an EPI protocol and that maximum z-scores increase significantly. 
The high temporal resolution of GIN (50 ms) and the acquisition of the phase information 
enable unaliased sampling and regression of physiological signals. Using the phase time 
courses obtained from the 32 channels of the receiver coils as nuisance regressors in a 
general linear model results in significant improvement of the functional activation, 
rendering the acquisition of external physiological signals unnecessary. The proposed 
physiological noise correction can in principle be used for other fMRI protocols, such as 
simultaneous multislice acquisitions, which acquire the phase information sufficiently fast 
and sample physiological signals unaliased.
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Introduction
Functional magnetic resonance imaging (fMRI) using blood oxygenation level-dependent 
(BOLD) contrast has been the primary tool for various cognitive neuroscience experiments 
(Ogawa et al. 1990). Typical fMRI acquisition has 3 mm by 3 mm voxels and a volume is 
acquired in 2–3 s. This temporal resolution satisfies the Nyquist criterion for sampling the 
considerably slower BOLD response. However, fMRI studies, especially related to causality 
and connectivity, would benefit from reduced repetition time in terms of better statistics 
and physiological noise characteristics that can be accomplished with parallel MRI (pMRI) 
(Sodickson and Manning 1997; Pruessmann et al. 1999; Griswold et al. 2002) techniques 
without sacrificing spatial resolution. Nevertheless, when using high acceleration factors 
with commercially available coils, image noise will increase and temporal signal to noise 
ratio (tSNR) will also be affected severely (Triantafyllou, Polimeni, and Wald 2011). However, 
simultaneous multislice acquisition (Larkman et al. 2001; Feinberg et al. 2010; Moeller et 
al. 2010; Koopmans et al. 2012b) - also referred to as multiband or multiplex techniques - 
benefit from accelerating in the slice direction and the application of controlled aliasing 
in parallel imaging (CAIPIRINHA) (Breuer et al. 2005) to achieve high acceleration factors, 
which enable a temporal resolution of 400–800 ms (Kawin Setsompop et al. 2012). A 
further increase in temporal resolution without changing spatial resolution is possible if 
regularization is included in the reconstruction (Lin et al. 2005). 
Over the last decade with advances in imaging hardware, ultrafast imaging techniques 
started to aim for the temporal resolution of 100–200 ms by sacrificing spatial resolution. 
Inverse imaging (InI) (Lin et al. 2006) has been introduced as an extreme case of parallel 
imaging where a 3D volume is aliased in one direction into a 2D slice. Minimum norm 
estimate with prior information collected from the first OFF period of the acquisition 
is employed for the reconstruction. Other studies involving InI (Lin et al. 2008) or an 
optimized version of InI (Lin et al. 2010) reduce the time course into a single 30-s block, 
concentrate on event-related designs, and need tailored strategies for statistical analysis. A 
very similar reconstruction technique is employed by two MR-encephalography (Hennig, 
Zhong, and Speck 2007) based single shot methods, which only differ in the acquisition of 
the k-space data. They cover the k-space with concentric shells (Zahneisen et al. 2012) or 
rosette trajectories (Zahneisen et al. 2011). 
We propose an ultrafast imaging method, generalized inverse imaging (GIN), which 
combines InI with phase-constrained reconstruction (Willig-Onwuachi et al. 2005). GIN 
can be seen as a generalized version of InI in terms of acquisition, reconstruction, and 
analysis. Here, we include the phase as a constraint, which leads to a less underdetermined 
regularized reconstruction and, moreover, directly uses a single 3D echo planar imaging 
(EPI) scan as prior information and for the estimation of sensitivity maps. This results in the 
reconstruction of individual images. One can use any standard (statistical) fMRI analysis 
method with high temporal resolution of 50 ms, so that physiological information can be 
directly sampled from the phase data and corrected via regression.
38 | Chapter 2
Theory
In this section, a general outline of parallel MRI will be given. It is followed by the 
formulation of the Tikhonov regularization. Then, the phase-constrained reconstruction 
is explained in detail and expanded to include prior information.
Parallel Imaging with Regularization
In general, the forward problem of parallel imaging is given for each aliased voxel by 
where y  and yε  are column vectors for the coil observations and the noise of an aliased 
voxel with size of 1 cn× , respectively. x  is a column vector of image voxels with size of 
1 kn× . cn  and kn  stand for the number of coil channels and the number of image voxels 
which are aliased as a result of undersampling, respectively. A  is the c kn   n×  forward 
matrix explaining how the image voxels are aliased to form each entry of y . It can be 
split up into two components, the encoding matrix E  and the coil sensitivity S , which is 
different for each coil channel. 
E  is the same for all channels and indicates how the k-space is sampled leading to the 
spatial locations of voxels which are aliased. On the other hand, S  includes the weights to 
be applied to the image voxels before the aliasing operation.
The forward problem in pMRI is a linear operation. Thus, assuming the system of equations 
in Eq. [2.1] is overdetermined, i.e., c kn n> , one can simply reconstruct x  with the error 
margin of xε  as follows, 
However, coil channels share mutual information and have different noise levels causing 
the inverse operation to be less overdetermined. This becomes more prominent in the 
extreme case of InI. Pruessmann et al. (Pruessmann et al. 1999) reformulated Eq. [2.3] 
to include the noise covariance matrix of the receiver coils for SNR optimization, thus 
including the explicit noise term into the noise covariance matrix. 
where Ψ  is the noise covariance matrix and the superscript H  denotes the complex 
conjugate transpose. Furthermore, Eq. [2.4] is simplified by embedding the noise 
covariance matrix into the forward operator and the coil observations (Pruessmann et al. 
2001). 
y Ax y= +
1
cn
ES
A
ES
 
 
=  
 
 

1
xx A y ε
−= +
( ) 11 1H Hx A A AΨ Ψ−− −= [2.4]
[2.3]
[2.2]
[2.1]
Generalized INverse Imaging (GIN) 39
 where L  is the lower triangular matrix from the Cholesky decomposition and “~” denotes 
whitening. Addition of the whitening operator, 1L− , as an initial step into the framework 
ensures SNR optimized reconstruction. Moreover, it serves as a noise decorrelation step 
when applied to the coil observations. Eq. [2.5] requires ( ) 1HA A −   to exist. However, this 
is not valid for InI since all voxels in one direction are aliased onto one and uncoupled 
information from the coil channels is limited to the aliasing direction. Thus, regularization 
with prior information is employed to overcome this underdetermined problem. 
Assuming 0x  is the prior information for the solution vector x , one has to solve the 
following optimization problem. 
Here, 2λ  is the regularization parameter and “ ′ “ denotes the difference to the reference 
data. The regularization parameter is simply a compromise between the first part of the 
cost function which is the fit to the data and the second part which is the deviation from 
the prior 0x . Among many methods to calculate 
2λ , the L-curve algorithm is chosen for 
its simplicity and speed (Hansen and O’Leary 1993). Solution of the minimization problem 
in Eq. [2.6] can be expressed as follows, 
GIN Reconstruction
While often in MRI only the magnitude signal is used, in general, the image (equation) is 
complex, i.e. includes magnitude and phase. If one has prior information on the phase 
of the image voxels x , the number of unknowns can be reduced by a factor of two. In 
other words, only magnitude of x  has to be reconstructed, which will cause the system 
to be less underdetermined and hence a better estimation of x  results (Willig-Onwuachi 
et al. 2005). One can assume that the phase of x  and the reference 0x  are the same on 
the condition that the phase drift over time caused by scanner heating and physiological 
confounds are compensated for (see Image Reconstruction). So, Eq. [2.1] can be modified 
as, 
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with 
where ( )0xΦ  is a diagonal matrix with the phase values of the reference image 0 x  and 
` ^ ’ refers to the magnitude image. This formulation is only possible if one has a full FOV 
reference (prior) image with the same contrast, imaging parameters, distortion and 
susceptibility artifacts as the GIN scan. If a matching reference image is not available, i.e. 
which means that ( )0xΦ  does not exist, the phase constrained reconstruction is not 
possible since pcA  cannot be calculated as is the case for conventional InI. When Eq. [2.8] 
is expanded for one (the first) channel with Eq. [2.2] and Eq. [2.9], 
The single coil image from the first channel of the 3D EPI scan can be written as 
which, when used with Eq. [2.10], will result in 
The whitening operator is applied to both sides of Eq. [2.12] as in Eq. [2.5]. In practical 
terms, Eq. [2.12] shows that the uncombined coil channel images (on the left hand side) 
from the reference scan can be used in the reconstruction directly and thereby eliminates 
two extra steps which are the calculation of the reference image and the forward solution 
to go back to the uncombined coil images which are both error prone. Second, there is 
no need to calculate the sensitivity maps from another scan as it is sufficient to divide 
the single coil channel images by the magnitude (on the right hand side). This reference 
image is also added to the reconstructed xˆ′  to obtain the final reconstructed image. 
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Methods
Data Acquisition
4 healthy subjects were recruited for the study. Informed consent is collected from all 
participants. Data were acquired with a 3T MRI scanner (TIM Trio, Siemens, Germany) and 
a 32 channel head coil. In the beginning of each scanning session, a noise covariance 
scan was acquired. Then, a 3D EPI reference image (Poser et al. 2010) was obtained with 
following parameters; 3.5 x 3.5 mm in plane resolution, sagittal slices, slice thickness 3.5 
mm, TR/TE=50/28 ms, 44 partition phase encoding steps, flip angle=15°, FOV=224 x 224 x 
154 mm, 5 repetitions. For GIN, the same parameters were used as for the 3D EPI to match 
for contrast and signal intensity except that no phase encoding in the slice direction was 
used. This essentially resulted in a standard 2D EPI sequence with slice thickness of 154 
mm and, as such, in a single aliased (in the left right direction) slice. This slice was then 
unaliased using GIN reconstruction, giving rise to 3D volume within the TR of a single, 
conventional 2D slice. Moreover, a 3D EPI functional scan which has the same parameters 
as 3D EPI reference scan is acquired for comparison with GIN.
Experimental Design
One of the objectives of this study was to investigate ability of GIN to localize activation 
in the reconstruction direction (left-right). Previous studies (Lin et al. 2006; Lin et al. 2008; 
Lin et al. 2010) used a flashing checkerboard stimulus that caused large scale activation 
in visual cortices on both hemispheres, making it hard to assess the method’s spatial 
specificity. Therefore a moving dots paradigm was chosen for this study, which not only 
can differentiate between left and right hemispheres but also causes activation in the 
relatively small cortical area MT/V5. A single block of the fMRI experiment was 40 s and 
there were 6 identical blocks in each experiment. A block consisted of two conditions, 
and the screen was divided into two in left-right direction. Subjects were told to fixate at 
a cross at the center of the screen during the whole experiment. For the first condition, 
randomly oriented moving dots were presented on the left of the screen whereas on 
the right of the screen dots were stationary. After 20 s, the second condition started and 
moving dots appeared on the right side of the screen, and the left side had stationary dots 
for the second condition. Moreover, in each condition, moving dots changed movement 
direction every 5 s, that is they were moving radially outwards from a specific point of 
origin to the borders of the screen for 5 s, then they were moving inwards to the same 
specific point after they originated at the borders of the screen for the next 5 s. Changing 
the direction is important to prevent adaptation effects. 
Image Reconstruction
The first step is to obtain a mask from the 3D EPI reference image with BET (Smith 2002). 
It is used to exclude non-brain parts from the reconstruction. Then, the raw data of the 
3D EPI reference scan is Fourier transformed to obtain single coil images. Moreover, a 
reference image with a sum of square combination of the single coil images is used to 
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normalize the single coil images of the 3D EPI scan. It is crucial that normalization is carried 
out with an image of the same contrast. These normalized single coil images, which serve 
as sensitivity maps are masked so that non-brain parts are not included into the forward 
problem formulation. As a result, the inverse problem is better conditioned as it does not 
reconstruct voxels with zero sensitivity (Pruessmann et al. 2001). 
Phase-constrained reconstruction assumes that the phase of the image to be reconstructed 
is already known. In this case, the assumption is that it doesn’t change over time with 
respect to the reference image. So, for every time point, if the phase of each single coil 
channel data of a GIN scan is corrected such that it is equal to the phase of the single 
coil channel data of the reference scan, the reconstructed image and the reference image 
will have identical phase images, thus, phase-constrained reconstruction is valid. This is 
done by summing single coil channel images of the 3D EPI scan in left-right direction 
to simulate the undersampled “reference image”, ( )r  x c,ρ , and its phase, ( )r c,Φ ρ , and 
then assigning this phase to the GIN data, ( )cy ,tρ , per aliased voxel for every time point 
(Jesmanowicz et al. 2011). This process can be called phase drift correction. 
Here, it is assumed that each voxel of each single coil channel, depicted by ρ  and c , 
respectively, has a different phase drift. sn  is the number of slices in left-right direction. 
However, one can assume a single phase drift value for each channel and subtract it from 
every voxel of that channel ((Lin et al. 2008)). 
where vn  is the number of voxels in a single slice. Moreover, this phase drift time 
course, ( )r c,tΦ , is stored for future analysis as it contains information on physiological 
fluctuations. 
Then, to account for signal intensity differences between the phase corrected GIN data 
and the single coil images, the single coil images have to be divided by the number of 
partition phase encoding steps which is the number of slices in left-right direction. After 
all the necessary steps explained above are carried out, one can start from Eq. [2.12] and 
employ Eq. [2.7] to calculate the regularization parameter, λ2, by the L-curve technique 
and eventually obtain the dynamic change, x′ . Final reconstructed image x  is simply a 
sum of the reference image 0x  and x′ .
InI reconstruction as proposed in (Lin et al. 2006) was also implemented and applied to 
the same raw data to compare the spatial resolution of the two reconstruction methods 
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using the so-called effective resolution, a quantitative parameter which was used in a very 
recent InI study (Wen-Kai Tsai et al. 2012) for the estimation of spatial resolution in the 
non-gradient encoded (reconstruction) direction.
Functional Data Analysis
Since GIN produces standard 3D images, one can use any standard fMRI package to 
analyze the data. For this study, functional analysis was performed using a standard 
implementation of the GLM (FSL v4.1.7, FEAT with FILM, http://www.fmrib.ox.ac.uk/fsl/). 
The linear trend is removed with a high-pass filter and spatial smoothing with FWHM of 8 
mm is applied. Temporal autocorrelations are accounted for using the FILM prewhitening 
option of FEAT which estimates the autocorrelation from the residuals and removes them 
before a second GLM. There are 2 contrasts to consider; Left vs. Right (LvsR), moving dots 
on the left with stationary dots on the right and Right vs. Left (RvsL), moving dots on 
the right with stationary dots on the left. The same analysis parameters are used for the 
analysis of experiments with 3D EPI functional scans and the scans employing standard 
InI reconstruction.
Due to the high temporal resolution of GIN (50 ms), physiological effects such as breathing 
and cardiac pulsation are visible even in the single voxel time courses. Moreover, the phase 
drift time course mainly fluctuates with the respiration frequency. So, to account for the 
variation caused by respiration, in an additional analysis 32 confound vectors containing 
the phase drifts of all coil channels were added into the GLM individually (GIN Individual) 
after being orthogonalized with respect to each other. Furthermore, z-score maps were 
mixture model corrected (Local False Discovery Rate at p < 0.01) to be able to compare 3D 
EPI, GIN and InI, with matched thresholds as they have different number of time points, 
degrees of freedom and residual power after GLM and prewhitening (Feinberg et al. 2010).
In addition, temporal contrast to noise ratio (CNR) is calculated to investigate the temporal 
stability for all the scans by dividing the signal change for each contrast with the standard 
deviation of the residuals over time (Geissler et al. 2007). 
Results
Figure 2.1a and 2.1b show 10 slices of a single reconstructed difference image and the 
corresponding slices of the final combined image, which is simply a sum of the difference 
image and the reference image. One can think of the difference image as the signal change 
with respect to the reference image. Thus, the reconstructed difference image can have 
both negative and positive values. Due to the significant undersampling reconstruction 
can fail for some pixels, as can be seen by single black and white pixels that are randomly 
distributed throughout the volume (Figure 2.1a). Effective resolution maps quantifying the 
spatial resolution of InI and GIN reconstructions are illustrated in Figure 2.2. In this figure, 
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the color scale shows how much a voxel’s resolution deviates from its native resolution. 
The spatial resolution of 
GIN is improved compared to InI for the whole brain, but specifically for cortical areas, as 
well as for inferior and anterior regions. On average (using a whole brain mask), InI and GIN 
have average effective resolutions of 11.3+/-4.5 voxels and 7.8 +/-4.6 voxels, respectively.
GIN Experimental Results
Figure 2.3 shows activation maps of 3D EPI, GIN, GIN Individual and InI scans for 6 slices 
from a representative subject. Activation in the form of z-statistics for LvsR contrast 
is illustrated by a red-yellow and RvsL contrast by a blue color lookup table. Maximum 
z-scores and thresholds are shown on the right hand side of each figure for each row. 
Two activation clusters are expected in each functional contrast, corresponding to the 
primary visual cortex (V1) and the motion area (MT/V5). The mean image of the functional 
GIN experiment is used as the background image. Quantitative results (z-score threshold, 
maximum z-score, activation cluster size and temporal CNR) for all subjects are presented 
in Table 2.1.
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Figure 2.1 a) 10 representative slices of a reconstructed difference image ( x' ) , b) Corresponding slices of 
the final image ( 0 +x x' ) 
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As the number of time points for GIN are 44 times more than the 3D EPI functional 
scan, maximum z-scores increase. 3D EPI, GIN and GIN Individual are able to detect 
both contrasts and the maximum z-score and the cluster size increases for GIN and GIN 
Individual with respect to 3D EPI. As confound regressor are added, for some slices – 
marked with yellow circles – the cluster size increases for the analysis that includes the 
individual regressors (GIN Individual). On the other hand, InI is not able to localize either 
of the contrasts properly due to blurring in the left-right direction, a shift of activation, as 
well as false negative and false positive activation which proves the theoretical advantage 
of GIN over InI with in vivo data. Still, in some slices activation clusters using GIN appear 
to be stretched in the projection direction which is expected due to the undersampling 
in this direction.
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Figure 2.2 Effective resolution maps [pixels] for a) InI and b) GIN. Note the general improvement in spatial 
resolution for GIN and specifically for cortical areas, as well as for inferior and anterior regions.
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Similar temporal CNR values are obtained with GIN and GIN Individual with respect to 3D 
EPI (7% decrease in group level). Considering both contrasts on the group level, there is 
on average an about 32% and 163% (p<0.05) increase in the cluster size with respect to 
3D EPI for GIN and GIN Individual, respectively. Cluster sizes increase significantly (99%) 
as confound regressors are added to the analysis. Furthermore, group level maximum 
z-scores increase 26% and 22% (p<0.05) with respect to 3D EPI for GIN and GIN Individual, 
respectively. 
Physiological Noise Correction via GLM
With a TR of 50 ms, the acquisition rate is sufficiently fast to sample physiological signals 
due to respiration and cardiac pulsation if they cause any variation in the data. As explained 
in the theory section, phase changes over time with respect to a reference image are 
recorded for each channel. Thus, a phase drift time course per channel is obtained. Figure 
2.4 illustrates the average of the phase drift time courses of subject 2 from 32 channels and 
its corresponding frequency spectrum. The time course is periodic with a main frequency 
which reflects respiration. 
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Figure 2.3 z-statistics for subject 2, a) 3D EPI, b) GIN, c) GIN Individual and d) InI. GIN is able to localize the 
activation in the left and right hemispheres and even most of the clusters found by 3D EPI, however, with 
additional blurring (cf. effective resolution maps in Figure 2.2). Yellow circles show the improved activation 
clusters by GIN Individual. With InI neither of the contrasts is detected at the correct location.
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The effect of adding the phase drifts as confound regressors into the GLM analysis can 
be seen in Figure 2.5 which shows the average time course of the activation cluster of 
LvsR contrast of a single subject with GIN Individual from Figure 2.3c. One expects the full 
model fit becoming as similar as possible to the data and the reduced data getting closer 
to the partial model fit when more variance is explained by (confound) regressors. This is 
indicated by the increased correlation between the data and the full model fit (correlation 
coefficient (cc) = 0.88) than between the data and the partial model fit (cc = 0.55) for GIN 
Individual (Figure 2.5).
This becomes even clearer when investigating the corresponding frequency spectra of 
the time courses shown in Figure 2.5. Three main frequency components are observed, 
namely at 0.025 Hz, 0.335 Hz and 0.67 Hz (from left to right), which represent the 
paradigm frequency of the experiment, the principal respiration frequency and its second 
harmonic, respectively. Although the partial model fit does not have a component at the 
main respiration frequency, adding the phase drift regressors results in a near-perfect 
match of the full model fit with the data at the main respiration frequency even including 
the side lobes. Moreover, the full model has a component at the second harmonic of the 
respiration frequency and variation caused by physiological noise sources is removed 
from the reduced data. 
3D EPI GIN GIN Individual
Thr. Max. z-score Size tCNR Thr. Max. z-score Size tCNR Thr. Max. z-score Size tCNR
Subject 1
LsvR 3.98 7.63 173 2.29 3.73 8.58 491 3.37 3.36 10.4 1955 2.29
RvsL 3.94 8.72 233 2.05 4.01 13.58 155 1.52 3.93 13.9 230 1.65
Subject 2
LsvR 3.82 10.94 382 1.82 3.59 18.95 858 1.72 3.55 18.15 999 1.73
RvsL 3.88 8.63 273 1.71 3.67 19.88 626 1.07 3.7 17.99 572 1.30
Subject 3
LsvR 3.75 8.65 430 1.85 4.28 10.12 49 1.65 3.65 9.78 630 1.72
RvsL 3.83 10.68 328 1.47 4.1 7.65 106 1.22 3.69 8.03 543 1.52
Subject 4
LsvR 3.89 12.23 270 1.43 3.60 11.52 835 1.85 3.44 10.20 1519 2.07
RvsL 3.75 12.41 456 1.82 3.9 10.98 244 0.99 3.88 9.11 269 1.25
Average 3.86 9.98 318 1.81 3.86 12.66 420 1.68 3.65 12.20 839 1.69
Stand. Dev. 0.08 1.82 98 0.28 0.25 4.55 327 0.75 0.2 4.00 613 0.36
Table 2.1 Cluster sizes (in number of voxels), z-score thresholds, maximum z-scores and temporal CNRs for 
all cases extracted from mixture model corrected z-scores. The chosen thresholds ensure that local false 
discovery rate (set to 0.01) is comparable between all methods. Simple t-tests between the corresponding 
columns of 3D EPI, GIN and GIN Individual show that the increases in maximum z-scores and number of 
voxels are significant (p<0.05). The difference in maximum z-scores between GIN and GIN Individual is not 
significant.
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Discussion
GIN introduces phase-constrained reconstruction into the InI framework and combines 
it with a simplified inclusion of prior information. This leads to two major improvements. 
First, GIN directly estimates prior information from the single channel raw data of a 3D 
EPI scan which matches the GIN scan in terms of contrast, imaging parameters, distortion 
and susceptibility artifacts. Thus, two steps, the calculation of the reference image and 
transformation of that reference image to the coil observations by multiplication with 
the sensitivity maps, which are both potentially error prone, are eliminated. Second, it 
enables to use an in vivo sensitivity approach (Sodickson 2000), which directly uses the 
single coil images for spatial harmonic fitting with SMASH image reconstruction, instead 
of conventional sensitivity maps which are prone to parameter variation used in the 
process. In addition, one main advantage of GIN is the freedom to use any fMRI analysis 
tool or software to calculate statistics, as ‘standard’ 4D datasets are obtained in contrast to 
previously reported InI approaches. 
Even though the prior information is obtained accurately, quality of reconstruction 
is still dependent on the regularization parameter. Although the L-curve method is 
simple and performs rather stable, it can go wrong. As the inverse problem gets more 
underdetermined with increasing number of unknowns, the curvature of the L-curve will 
decrease and there may be multiple local extrema causing the search for regularization 
parameter to end up at an inaccurate point. To overcome this possibility of domination 
by noise, we introduced another regularization criterion by forcing the reconstructed 
difference image not to exceed a 5% change compared to the reference image value. In 
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Figure 2.4 Phase drift average time course for a single subject and its corresponding frequency spectrum. 
Note that it is periodic with the principal respiration frequency.
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our implementation, the number of unknowns changes for each aliased voxel since the 
sensitivity maps are masked to exclude non-brain parts. That causes the inverse problem 
to be less underdetermined for some aliased voxels, hence resulting in a better and faster 
reconstruction. 
The spatial resolution of GIN is investigated theoretically by means of effective resolution 
maps shown in Figure 2.2. One can observe the improvement brought by GIN especially 
at the inferior and anterior regions. This is related to the fact that the phase in these 
regions tends to fluctuate more and a correct estimation of the phase results in a less 
underdetermined reconstruction. Effective spatial resolution is lower at the center of the 
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Figure 2.5 Average time course and its corresponding frequency spectrum of the LvsR activation cluster in 
Figure 2.3c (GIN Individual). Blue represents the average of the voxel time courses in the activated cluster, 
black corresponds to the partial model fit (the experimental paradigm consisting of 2 ON and 2 OFF blocks). 
Red shows the full model fit consisting of the experimental paradigm (partial model fit) plus the confound 
regressor. The green line represents the reduced data after the variance explained by the confound regressor 
is removed from the actual data. Addition of the phase drifts into the GLM helps to match the full model fit 
and the data. Note the reduced data gets closer to expected paradigm time course and frequency as the 
phase drifts account for the variance caused by physiological noise sources.
50 | Chapter 2
brain (~3-4 cm) due to ambiguous information from the sensitivity maps whereas the 
effective spatial resolution in cortical gray matter is higher. The employment of smaller 
smoothing kernels didn’t affect the results as the size and localization of activation cluster 
was consistent for all the analyses with FWHM of 3, 5 and 8 mm smoothing kernels. 
The quality of functional data acquired with GIN is assessed using the extent of activation 
and temporal stability of time courses. The former is validated by comparing the localization 
of activation of 3D EPI and GIN. GIN is able to localize the same activation clusters as 3D 
EPI even though the clusters are blurred in the reconstruction direction in the order of the 
effective resolution shown in Figure 2.2 because of the extreme undersampling in that 
direction. However, with GIN Individual the localization is improved by revealing more 
clusters of true activation whereas InI fails to localize the functional activations properly. 
To address the temporal auto correlations caused by the massive increase of number of 
time points prewhitening was employed in this study, which significantly improves the 
analysis of ultra-fast fMRI techniques (Kong et al. 2011). To check the performance of FILM 
GLM the frequency spectrum of the residuals was verified to be quite flat and to have 
significantly reduced power (~3 orders of magnitude) compared to the original data. The 
temporal stability of GIN fMRI has been assessed with the functional (temporal) contrast 
to noise ratio (CNR) which determines the signal change between ON and OFF conditions 
of an fMRI paradigm divided by the noise (Geissler et al. 2007) and as GIN only reconstructs 
difference images (signal changes) with respect to the reference image this is also an 
adequate parameter to be used here. On average there is a 7% decrease in temporal CNR 
for GIN Individual with respect to 3D EPI but given the large number of time points for 
GIN this results in a significant increase of maximum z-scores (22%) for GIN Individual with 
respect to 3D EPI (Posse et al. 2012). The improved sensitivity of GIN (Individual) can also 
be seen from the increase of activated voxels.
If one examines the average time course and its frequency spectrum (see Figure 2.4), it can 
be seen that this follows a time course with a dominant peak at the respiration frequency. 
To validate the physiological information content of the phase drifts, the average time 
course of the LvsR activation cluster from Figure 2.3b was corrected for physiological noise 
with the DRIFTER (Särkkä et al. 2012) algorithm by using the phase drift or simultaneously 
acquired respiration belt data as a reference. DRIFTER is an informed filtering approach 
using physiological reference data to separate the signal into BOLD signal change, 
physiological fluctuations, and white noise. Both methods performed well and similar by 
removing the principal respiration frequency and its harmonics confirming that indeed 
respiratory fluctuations are the main source of physiological time course noise.
Various physiological noise correction methods (Glover, Li, and Ress 2000; Verstynen 
and Deshpande 2011) rely on the external measurement of physiological signals. These 
methods may suffer from latency variation or subject specific transfer functions as 
respiration and cardiac signals will be expressed differently in the brain for each subject 
and time point. However, GIN has a sufficiently high sampling rate and thus satisfies 
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Nyquist criterion which provides direct information about physiological signals. Since 
physiological signals are not aliased, one does not need any further computation and 
can simply correct for physiological noise with various options (Ella et al. 2007; F.H. Lin 
et al. 2012). In this study, a simple correction approach is introduced. Variation caused 
physiological noise sources, mainly respiration, can be captured from the phase drift 
over time or the data itself (Lin et al. 2006; Zahneisen et al. 2011) and can be removed 
via regression in a GLM. Adding the coil specific 32 phase drift regressors into the GLM to 
account for physiological noise corrected the whole physiological frequency spectrum, 
even for cardiac based fluctuations. For GIN Individual (see Figure 2.5) the power at the 
respiration frequencies for the reduced data approaches zero and thus the reduced data 
clearly follows the partial model fit with some additional high frequency fluctuations. 
Importantly, the frequency spectrum of the phase drift does not contain the paradigm 
frequency of the experiment which is not affected by the correction. In an alternative 
approach, we tried to remove physiological noise with DRIFTER from the imaging data 
using the phase drifts as reference data followed by a GLM, but this only corrected the 
principal respiration frequency. Thus, the simplest way to correct for respiration in the 
magnitude is to use the phase drift time course in the GLM as a regressor of no interest as 
it will explain most of the physiological variance.
As GIN reconstructs difference images with respect to a reference image, standard motion 
correction techniques cannot be applied. However, motion occurring in left-right direction 
is automatically and inherently corrected during the reconstruction as the signal change 
for a pixel caused by motion in left-right direction would still contribute to the same 
aliased pixel as long as the coil sensitivity information remains valid which is the case 
for movements that commonly occur. Obviously, all InI based and comparable imaging 
methods are sensitive to motion especially at the edges of the brain with possible incorrect 
estimation of prior information. However, due to the large amount of data, scan times are 
currently short (four minutes in the current study), which mitigates the motion problem. 
Nevertheless, motion correction for GIN needs further investigation, but is beyond the 
scope of the current study.
Recently various ultra-fast fMRI methods which reduce volume TRs (whole brain) to ~200 
ms or below started to emerge and approach the 50 ms superior temporal resolution of GIN. 
A recent study by Posse et al. (Posse et al. 2012) adapted the echo-volumar imaging (EVI) to 
acquire whole brain images in two or four shots (multi-slab EVI) in order to reduce artifacts 
associated with EVI such as geometrical image distortion, especially in slice direction, 
blurring and signal dropouts. In that study, whole brain acquisition with 4x4x6 mm3 voxels 
and two slabs was accomplished in 136 ms with a theoretical effective spatial resolution 
of ~10 mm (in the slice direction). Another technique, based on MR Encephalography 
(MREG), using a rosette readout trajectory (Zahneisen et al. 2011) enabled the acquisition 
of single shot whole brain data in 100 ms with an effective isotropic resolution of ~3-5 
pixels. The signal attenuation and signal voids due to susceptibility effects are the main 
artifacts encountered with the rosette trajectory. The recently introduced MREG shells 
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trajectory (Zahneisen et al. 2012) reduces these artifacts and provides a better point spread 
function (PSF) around the close vicinity of the center, however, the undersampling causes 
concentric ring artifacts far from the voxel which might be problematic for functional 
connectivity analysis. Further, simultaneous multislice (SMS) acquisition techniques offer 
a new way of undersampling for 2D multislice imaging based on acceleration in the slice 
direction which dramatically decreases acquisition time. The combination of simultaneous 
echo refocusing (SER) (Feinberg, Reese, and Wedeen 2002) approach with multiplexing 
enables to acquire independently encoded multiple stack of aliased slices as in (Feinberg 
et al. 2010) where an acceleration of 4x4 is achieved with a temporal resolution of ~500 ms 
with 64 slices (2 mm, isotropic). Even though temporal multiplexing by SER is somehow 
limited to factors of 2-3 (Chen et al. 2012) due to susceptibility effects, distortion, signal 
loss and dropout artifacts with the inherent extension of EPI readout, one is able to extend 
spatial multiplexing up to 8 slices without suffering from significant leakage into other 
slices (Moeller et al. 2012) when using the aligned (Xu et al. 2012) blipped CAIPIRINHA 
approach (Kawin Setsompop et al. 2012). With high multiplexing factors and by reducing 
the field of view and/or increasing the slice thickness (8-10 mm), one could take the full 
advantage of whole brain coverage with multiplexing, potentially getting much faster 
(Chen et al. 2012). In this case, the leakage between slices might also increase as a penalty 
as the slices will become closer to each other. Besides applying the proposed physiological 
noise correction, these emerging methods could also benefit from the GIN regularized 
reconstruction (Cauley et al. 2012).
Even though GIN offers a superior temporal resolution with respect to InI and various 
possibilities for physiological noise detection and correction, it can be concluded that 
practical limitations of commercially available receive coils potentially limit the effective 
spatial resolution of GIN and result in anisotropic resolution (~8 mm in slice direction). 
Future developments in hardware (Wiggins et al. 2009) might prove to be useful for GIN 
as for any parallel imaging modality. However, the high temporal resolution might be 
advantageous for simultaneous EEG-fMRI studies to strengthen the link between the 
electrophysiological signal and BOLD (Le Van et al. 2011). Also, the proposed physiological 
correction and prewhitening proved to be very powerful and necessary, so if the phase 
information can be sampled sufficiently fast and volume repetition times are getting 
below the Nyquist criterion for unaliased sampling of physiological signals, the correction 
and analysis strategy presented here may prove beneficial to account for physiological 
noise. 
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Abstract
With the advancements in MRI hardware, pulse sequences and reconstruction techniques, 
many low TR sequences are becoming more and more popular within the fMRI community. 
In this study, we have investigated the spectral characteristics of resting state networks 
(RSNs) with a newly introduced ultra-fast fMRI technique, called Generalized Inverse 
Imaging (GIN). The high temporal resolution of GIN (TR=50 ms) enables to sample cardiac 
signals without aliasing into a separate frequency band from the BOLD fluctuations. 
Respiration related signal changes are, on the other hand, removed from the data without 
the need for external physiological recordings. We have observed that the variance over 
the subjects is higher than the variance over RSNs.
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Introduction
Functional MRI (fMRI) studies related to “resting” brain has been one of the constantly 
growing fields in cognitive neuroscience (Biswal et al. 1995; Beckmann et al. 2005; 
Damoiseaux et al. 2006; De Luca et al. 2006; Smith et al. 2009; Laird et al. 2011). For the 
interpretation of resting state networks (RSNs) a clean mapping of relevant frequencies 
is of relevance to prevent the conclusion that RSNs are a mere artifact of physiological 
signals. Moreover, it has also recently been shown that RSNs are detectable for frequencies 
well above 0.1 Hz (Niazy et al. 2011; van Oort et al. 2012; Smith et al. 2012). It is therefore 
important that the main physiological fluctuations are sampled without aliasing into 
functionally relevant frequency bands. The breathing frequency is particularly problematic 
as the related frequency band is close to the main frequencies commonly associated with 
RSNs and as breathing leads to a more global effect than cardiac noise. For example, the 
default mode network, a commonly observed RSN, has been linked to respiration depth 
(Birn 2012). The cardiac noise, however, is spatially localized to big vessels and arteries and 
introduces variance especially into the auditory network (Beall and Lowe 2007). 
Recent developments in MR acquisition techniques in 2D which are called simultaneous 
multislice imaging (SMS) enable sufficiently fast sampling of the MR signal to separate 
and remove the respiration related fluctuations (Moeller et al. 2010; Feinberg and Yacoub 
2012; Kawin Setsompop et al. 2012). However, if one aims to discern the cardiac noise, 
then ultra-fast MRI techniques, such as MR-Encephalography (MREG) (Hennig 2012; 
Zahneisen et al. 2012) or inverse imaging based methods (Boyacıoğlu and Barth 2013; 
F.-H. Lin et al. 2012) should be the method of choice. Among these methods resting state 
analysis has been carried out with MREG by using a seed based correlation analysis (Lee 
et al. 2012) and with SMS by applying ICA (Feinberg et al. 2010). Both of these studies are 
proof of principle studies showing the benefits of increased time points and investigate 
the spatial characteristics of RSNs. Another study that used SMS dissected the RSNs 
into temporal functional modes (TFMs) by using temporal ICA (Smith et al. 2012).In this 
study we investigated the frequency spectra of RSNs by largely avoiding physiological 
contamination which could obscure functional interpretation. Therefore, we used a 
recently developed ultra-fast acquisition technique, Generalized Inverse Imaging (GIN) 
(Boyacıoğlu and Barth 2013), with implicit acquisition of a phase regressor that resembles 
physiological fluctuations. 
Materials and Methods
Data Acquisition
The data were acquired with a 3T MRI scanner (TIM Trio; Siemens Healthcare, Erlangen, 
Germany) and a 32-channel head coil. Six healthy subjects (1 female, 5 male; aged 28-
37) were recruited for the study and written informed consent was obtained according 
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to the guidelines of the local IRB. Ultra-fast fMRI was performed using the GIN method 
(Boyacıoğlu and Barth 2013): the reference scan for the GIN reconstruction was carried 
out with a 3D EPI scan with the following parameters: in plane resolution 3.5 x 3.5 mm2, 
slice thickness 3.5 mm, flip angle=15o, TE/TR=28/50 ms, 44 partition phase encoding 
steps, sagittal slices, FOV=224x224x156 mm3. The GIN data were acquired with the same 
parameters but with a 2D EPI scan with a slice thickness of 156 mm which resulted in a 
single collapsed slice in the left-right direction. Then, this slice was unaliased into a 3D 
volume using the GIN reconstruction framework. GIN uses the phase as a constraint to 
improve the solution of the highly undersampled regularized reconstruction and only 
needs a single 3D EPI prescan to obtain the necessary coil sensitivity information and 
reference images that are used to reconstruct standard images, so that standard analysis 
methods such as ICA and general linear model (GLM) are applicable. 5 minutes of resting 
state data (eyes open) were collected from each subject. 
Analysis
The data was preprocessed with FSL’s FEAT (v4.1.7, http://www.fmrib.ox. ac.uk/fsl/) by 
removing the temporal drift and spatially smoothing with an 8 mm kernel. We have used 
DRIFTER (Särkkä et al. 2012) for physiological noise correction. It was shown that the 
phase drift time course, a by-product obtained during the GIN reconstruction, fluctuates 
with the respiration (Boyacıoğlu and Barth 2012) and was therefore used as the reference 
signal for DRIFTER to estimate the frequencies which were removed from the data. We 
have registered the 8 template RSNs from (Beckmann et al. 2005, available at http://www.
fmrib.ox.ac.uk/analysis/royalsoc8/) to the individual subjects’ native space. Dual regression 
of the subjects’ functional data against these 8 maps then gave rise to subject-dependent 
versions of these RSNs (Filippini et al. 2009). Dual regression analysis simply consists of 
two general linear models (GLM) where the first one extracts associated time course from 
the single subject data by using one of the RSNs as a spatial regressor and the second 
one uses that time course as a regressor to map the RSN onto the single subject level. The 
DICE overlap score (for subject m=1,2..6 and RSN k=1,2…8) was calculated to depict the 
similarity between a template ( krsn ) and an individual subject ( )mksub  map as follows, 
where  and ∩  represent the number of voxels and intersection of two maps. Each RSN 
map on the single subject level was masked with a grey matter (GM) mask. The frequency 
spectra were normalized by their total power.
2 k mk
mk
k mk
rsn sub
dice
rsn sub
∩
=
+
[3.1]
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Results
Figure 3.1 shows the average time course (a) and frequency spectra (b) for 8 RSNs for a 
single subject before and after physiological noise removal. When the phase drift is used 
as the reference signal for physiological noise estimation/removal with DRIFTER, the data 
shows clear power reduction in the frequency range of breathing (see red line shown in 
Figure 3.1b), but the power at other frequencies is preserved and is free from respiratory 
fluctuations. Note, that the phase drift time course carries little information about the 
cardiac signal (for this specific run around the principal cardiac frequency at 1.2 Hz, see 
green line shown in Figure 3.1b) and thus does not reduce the power in that specific 
frequency band (see red line).
8 typical RSNs and the corresponding dual regression maps are shown in Figure 3.2 for 
a single subject. The spatial patterns of the prototypical RSNs are matched by their GIN 
counterparts. The similarity and spatial overlap between the dual regression maps and 
the typical RSNs is quantified with the DICE overlap score for all the subjects and RSNs in 
Table 3.1. The group level average of dual regression maps is shown in Figure 3.3. As the 
effective spatial resolution of GIN in the left-right direction is considerably reduced as a 
tribute to the high temporal resolution compared to fully encoded acquisitions the RSN 
maps are typically larger. 
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Figure 3.1 A section of the average time course (a) and frequency spectrum on a log-linear scale (b) of 
RSNs for a single subject before (blue line) and after (red line) physiological noise removal, as well as the 
corresponding phase drift regressor (green line).
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Figure 3.2 Eight prototypical RSNs (Beckmann et al, 2009) and the corresponding dual regression maps (in 
z-scores) overlaid on the four most representative slices for a single subject. 
Spectral characteristics of RSNs revealed by GIN 61
Visual Medial
RSN8
51
24
20
20
Visual Medial
Visual Lateral Visual Lateral
Auditory Auditory
Sensory-Motor Sensory-Motor
DMN DMN
Frontal Frontal
Fronto-Parietal (Right) Fronto-Parietal (Right)
Fronto-Parietal (Left) Fronto-Parietal (Left)
GIN Average
Figure 3.3 Eight prototypical RSNs (Beckmann et al, 2009) and the corresponding dual regression maps (in 
z-scores) averaged over all subjects and overlaid on the four most representative slices in MNI space.
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Figure 3.4 shows the normalized frequency spectra of all RSNs (in green) and their averages 
(in black) for all the subjects below 0.2 Hz. Most of the RSNs’ power reduces significantly 
above 0.1 Hz and the RSNs have similar frequency spectra within subject. However, there’s 
considerable variation between the subjects’ average frequency spectra. 
Figure 3.5, on the other hand, shows each RSNs’ frequency spectra plotted for each subject 
(in green) and averaged over subjects (in black).
Visual 
Medial
Visual 
Lateral Auditory
Sensory 
Motor DMN Frontal Fro. Par. (Right) Fro. Par. (Left) mean± stdev
S1 0.25 0.44 0.40 0.36 0.44 0.52 0.33 0.43 0.39±0.08
S2 0.34 0.39 0.49 0.14 0.39 0.33 0.30 0.29 0.33±0.10
S3 0.30 0.37 0.42 0.37 0.36 0.52 0.43 0.44 0.40±0.07
S4 0.29 0.33 0.40 0.34 0.42 0.54 0.45 0.43 0.40±0.08
S5 0.29 0.36 0.47 0.43 0.39 0.53 0.44 0.43 0.42±0.07
S6 0.28 0.33 0.46 0.39 0.33 0.55 0.38 0.38 0.39±0.08
Table 3.1 DICE overlap scores for all the subjects and RSNs.
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Figure 3.4 Normalized frequency spectra of all RSNs (in green) and their average (in black) for each of the 6 
subjects up to 0.2 Hz. Variation over subjects is much higher than the variation over RSNs.
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Discussion
One very important point for using fast sampling in fMRI is that the main physiological 
fluctuations are sampled without aliasing into functional relevant frequency bands. For 
the interpretation of RSNs the breathing frequency is particularly problematic as the 
related frequency band is close to those frequencies commonly associated with RSNs. This 
has stirred some discussion to whether RSNs are an artifact of physiological signals (Birn, 
Murphy, and Bandettini 2008; Birn 2012). By using GIN, we are not only able to acquire 
the data fast enough but we can also correct for respiratory fluctuations, mostly due to 
bulk susceptibility changes, by using the information derived from the data itself. This 
can be seen from the blue curve in Figure 3.1b where respiration related signal changes 
are located in the frequency band of 0.15-0.25 Hz and are not only not aliased into lower 
frequencies, but also corrected for (red line). Since the phase drift time course is mainly 
dominated by the global respiration signal, it matches the data within the same frequency 
band. 
The phase drift time course does not carry much information about the cardiac signal (so 
very little variation around the principal cardiac frequency is removed), but this is of less 
concern as the frequency band is far from the typical RSN frequencies. Cardiac signals are 
much smaller in magnitude compared to respiration since they are localized to specific 
regions whereas respiration is a more global effect. 
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Figure 3.5 Normalized frequency spectra of all RSNs (in green) and their average over subjects (in black) 
for each of the 8 RSNs up to 0.2 Hz. RSNs do not have specific frequencies associated with all the subjects. 
64 | Chapter 3
Within each subject we found very similar frequency characteristics for all RSNs, and that 
the variation over subjects was much higher than the variation over RSNs. Similar results 
have been reported in the literature (Niazy et al. 2011). These results could very likely be 
due to the result of differences of the hemodynamic response function (HRF) which is 
known to have high power in these frequencies. 
While the spatial fidelity of RSNs was not the specific focus of this study due to the 
inherent lower spatial resolution of GIN, all RSNs were spatially matched by their dual 
regression GIN counterparts, some (DMN, frontal) better than the others (fronto-parietal 
right, visual), however both the fronto-parietal networks – including their associated anti-
correlated clusters – are recovered with GIN resting state data. As GIN does not have any 
gradient encoding in the left-right direction but uses the coil sensitivity information to 
separate the aliased voxels, this inevitably results in the trade of spatial resolution for 
increased temporal resolution. The effective resolution depends on the independent 
and uncoupled information available from the coil channels. In general, the effective 
resolution is higher for gray matter than white matter and poses fewer problems for fMRI. 
Naturally, the lower spatial resolution of GIN leads to a larger spatial extent especially in 
the left-right direction for some of the networks, leading to some of the relatively low DICE 
scores in Table 3.1. Another drawback of low TR acquisitions and GIN is the abundance 
of physiological noise related components obtained with regular ICA as they dominate 
the total variance in the data. The dual regression approach used in the study enabled to 
directly obtain network specific frequency spectra and overcome the disadvantages of 
GIN and low TR acquisitions. 
Studies related to temporal ICA (Smith et al. 2012) and the high frequency content of RSNs 
(Niazy et al. 2011; van Oort et al. 2012) would certainly benefit from the large number of 
time points obtained with GIN in relatively short scan times.
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Whole brain, high resolution spin-
echo resting state fMRI using PINS 
multiplexing at 7 T 
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Abstract
This article demonstrates the application of spin-echo EPI for resting state fMRI at 7 T. A 
short repetition time of 1860 ms was made possible by the use of slice multiplexing which 
permitted whole brain coverage at high spatial resolution (84 slices of 1.6 mm thickness). 
Radiofrequency power deposition was kept within regulatory limits by use of the power 
independent of number of slices (PINS) technique. A high in-plane spatial resolution of 1.5 
mm was obtained, while image distortion was ameliorated by the use of in-plane parallel 
imaging techniques. Data from six subjects were obtained with a measurement time of 
just over 15 min per subject. A group level independent component (IC) analysis revealed 
24 non-artifactual resting state networks, including those commonly found in standard 
acquisitions, as well as plausible networks for a broad range of regions. Signal was 
measured from regions commonly rendered inaccessible due to signal voids in gradient 
echo acquisitions. Dual regression was used to obtain spatial IC maps at the single subject 
level revealing exquisite localization to grey matter that is consistent with a high degree 
of T2-weighting in the acquisition sequence. This technique hence holds great promise for 
both resting state and activation studies at 7 T.
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Introduction
Early in the history of BOLD fMRI, it was shown that T2-weighted imaging should 
emphasize functional signal changes in the microvasculature, based on the finding that 
the contribution of extravascular dephasing around larger post capillary vessels is largely 
eliminated in T2-weighted compared to T2
*-weighted fMRI (Ogawa et al. 1993; Boxerman 
et al. 1995). Consequently, the use of T2-weighted fMRI is desirable for the sake of a higher 
spatial specificity of BOLD activation. Owing to its high sensitivity, ready availability and (in 
relation to pure spin echo sequences) low radiofrequency power deposition SE-EPI is the 
most promising candidate sequence, but several alternatives have also been tested [FSE 
(Constable et al. 1994), RASER (Chamberlain et al. 2007), nb-S2-SSFP (Barth et al. 2010), 
HASTE (Poser and Norris 2007), STE (Goerke, van de Moortele, and Ugurbil 2007), bSSFP 
(Scheffler et al. 2001; Miller et al. 2003)]. Unfortunately, the application of a sufficiently 
fast, whole brain SE-EPI protocol faces several practical limitations that have impeded the 
common use of T2-weighting for fMRI:
i. In order to obtain the best possible sensitivity for SE-EPI one needs to measure 
the signal at an echo time corresponding to T2 of grey matter which ranges 
from 60 to 80 ms depending on the specific magnetic field strength. This leads 
to a significantly longer TE than for GE imaging and consequently to a longer 
measurement time due to the lower efficiency of the sequence. 
ii. The improvement in spatial specificity comes at the expense of functional 
sensitivity and is also due to reduced large vein effects. The drop in sensitivity 
of SE-EPI based fMRI has been shown to be significant (about a factor of 3 at 
3T) compared to its GE counterpart (Norris et al. 2002; Jochimsen et al. 2004). 
To compensate for (part of ) the low sensitivity high field strengths have been 
advocated (Lee et al. 1999; Yacoub et al. 2003). 
iii. The elimination of the static averaging contribution to the BOLD signal through 
the use of a spin-echo leaves contributions from both the well-localized 
extravascular dynamic averaging contribution originating from the capillary bed 
and smaller vessels, and from the intravascular compartment. At 3 T the gain in 
spatial specificity is hence limited (Parkes et al. 2005), and a further argument 
for the use of ultra high field strengths such as 7 T and above is the virtual 
disappearance of the intravascular compartment owing to the short T2 of venous 
blood at these field strengths (Lee et al. 1999; Yacoub et al. 2003). 
iv. Last, but not least, the refocusing pulses may lead to very high SAR levels at field 
strengths of 7 T  or above that either prohibit whole brain coverage or lead to 
restrictively long volume TRs. This SAR restriction unfortunately pertains at just 
the field strengths where the greatest benefit from spin-echo BOLD could be 
expected.
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Due to these restrictions a whole brain protocol at 7 T with acceptable volume acquisition 
times and a sufficient spatial resolution to benefit from the higher SE specificity has hitherto 
proven impossible to realize. Recently, the development of multiplexed acquisition for EPI 
opened the possibility to speed up 2D multi-slice acquisitions considerably (Moeller et 
al. 2010) which has the potential to dramatically improve the efficiency of the sequence 
and hence reduce volume acquisition times. However, the SAR level of the multiplexed 
RF pulses increases linearly with the acceleration factor, which in combination with 
the requirement for short repetition times leads to prohibitively high SAR levels. In this 
study we implemented PINS RF pulses (Norris et al. 2011) for excitation and refocusing 
to overcome the above mentioned experimental limitations. We show that this enables 
the implementation of a whole brain SE-EPI protocol at 7 T with a spatial resolution of 
1.5×1.5×1.6 mm3 within a volume acquisition time of less than 2 s while remaining within 
regulatory SAR levels. We use this technique to obtain resting state data from healthy 
subjects at 7 T.
Methods
Acquisition
Six right-handed subjects (5 male) were scanned after informed consent was given 
according to the guidelines of the local ethics committee. 2D SE-EPI scans were obtained 
using a 7 T MR scanner (Magnetom, Siemens Healthcare, Erlangen, Germany) equipped 
with a 32 channel head coil (Nova Medical, Wilmington, USA). Before acquiring multiplexed 
PINS resting state data, five volumes of non-multiplexed reference data were acquired, the 
average of which was used to calculate the reconstruction kernel (see: Reconstruction and 
registration). With the exception of the RF pulses used and the volume TR, the parameters 
of these two protocols were identical: TE 53 ms, sagittal orientation, phase encoding 
direction AP, matrix 160×160, voxel size 1.5×1.5 mm2, 1.6 mm slice thickness with a 25% 
gap, flip angle 90°, PE-GRAPPA factor 3, bandwidth 1562 Hz/pixel, 40.3 ms readout train. 
Non-selective fat suppression was applied.
For the reference data conventional sinc RF pulses with the same bandwidth and duration 
as the PINS pulses mentioned below were used. The whole head was covered by 84 slices 
which led to a volume TR of 7430 ms. After the reference scan, the RF pulses were replaced 
by PINS pulses that allow multiple slices to simultaneously be excited/refocused with a 
considerable reduction in SAR compared to standard RF multiplexing techniques (Norris 
et al. 2011). PINS pulses consist of a series of RF hard pulses interleaved with slice selection 
gradient blips. The time integral of an individual blip is chosen such that it dephases 
the signal by 2π over the desired slice spacing thus creating a periodic slice profile. The 
amplitude of each of the hard pulses can be determined by a Fourier series expansion 
of the desired slice profile. Whereas periodicity may seem to imply an infinite number 
of slices, this is limited in practice by the extent of the subject’s head or the transmit/
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receive volume(s) of the coil(s). Compared to the original single slice pulse there is an 
increase in SAR because part of the pulse duration is spent on gradients and not RF. This 
increase is however of a much lower magnitude than the increase in power deposition 
of a conventional multiplexed (summed) pulse which is proportional to the number of 
slices. Due to slew rate limitations, PINS pulses have a relatively low bandwidth-time 
product (BWTP). To compensate for this we used RF pulse lengths of 7.68 ms for all RF 
pulses (excitation and refocusing, PINS and conventional pulse types) in order to achieve 
the desired slice thickness, allowing 35 sub-pulses to be used for a BWTP of 1.33. The 
multiplexed PINS acquisition used 21 stacks of slices with an inter-slice spacing of 42 mm. 
Consequently, the four-fold slice multiplexed acceleration reduced the volume TR to 1860 
ms, allowing the acquisition of 500 volumes of high resolution SE resting state data in just 
over 15 min without exceeding SAR regulations. 
Structural scans were acquired using MP2RAGE (Marques et al. 2010). Parameters were: 
matrix 320×320, 192 slices, voxel size 0.75×0.75×0.75 mm3, flip angles 4° and 5°, inversion 
times 900 and 3200, TE 2.04 ms, TR 5000, bandwidth 240 Hz/pixel, PE-GRAPPA factor 2. 
For two subjects (2 and 4) structural MP-RAGE data were already available from a different 
study (3 T Siemens Trio scanner, 32 channel head coil, matrix 256×256, 192 slices, TI 1100, 
TR 2300, flip angle 8°, bandwidth 130 Hz/pixel).
Reconstruction and Registration
Both the 84 slice reference data and the 21 stack PINS data were first reconstructed in the 
phase encode direction using a 7×6 GRAPPA kernel (Griswold et al. 2002). Subsequently, 
the collapsed slices were disentangled using the SENSE-GRAPPA method (Blaimer et al. 
2006) using a 5×4 kernel. Resting state data were realigned using SPM8 (http://www.fil.
ion.ucl.ac.uk/spm/). We applied a distortion correction coregistration algorithm to map 
the EPI to the MP2RAGE data for each subject (Studholme, Constable, and Duncan 2000; 
Visser, Qin, and Zwiers 2010). Based on normalized mutual information of the average 
EPI volume and the MP2RAGE this routine simultaneously estimated both the rigid body 
transformation parameters and the non-linear transformation in the phase-encode 
direction of the EPI data. In order to perform a group ICA this transformation was followed 
by registration to theMNI-152 T1 template using FSL FLIRT (Jenkinson et al. 2002). An 
example of a single volume before and after distortion correction is shown in Figure 4.1.
Resting State Analysis
Spatial smoothing was applied to the registered resting state data using a 5 mm kernel. 
Temporal drift was removed with a high-pass filter with a 100 s cut off. Group ICA was carried 
out with the multi-session temporal concatenation option of MELODIC v3.1(Beckmann et 
al. 2005) with 70 components, a number similar to those used in previous resting state 
studies (Kiviniemi et al. 2009; Feinberg et al. 2010).
ICs from the group ICA which were identified as resting state networks (RSNs) are presented 
in figures in the Results section as overlays on the T1 weighted MNI-152 standard brain. 
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Figure 4.1 Single subject example of the distortion correction. Three transversal slices are shown spaced 10 
slices apart (15 mm) in the native resolution of the EPI data. A) The structural MP2RAGE scan and its edges as 
detected using the FSL‐slicer tool. B) A single EPI volume before distortion correction. The edges detected in 
A are overlaid and clearly the overlap is suboptimal as indicated by the yellow arrows. C) The same volume 
after distortion correction. Most geometric distortion problems have been alleviated, the EPI data showing 
excellent overlap with the MP2RAGE.
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The coordinates are in MNI space and images are shown in radiological convention. The 
most representative slices in three directions were chosen by either placing them on the 
z-score’s centre-of-mass for ICs with a single or dominant cluster, or on the voxel with the 
peak z-score for ICs that consisted of distributed clusters where the centre-of-mass was in 
empty slices in between. The threshold for all ICs was set at 4.
Artifactual components were identified by examining each component’s frequency 
spectrum (predominant RSN power should be concentrated below 0.1 Hz) and spatial 
location (ICs should be found in grey matter). RSN interpretation was achieved using 
previous group ICA studies with similar model orders (Kiviniemi et al. 2009; Varoquaux 
et al. 2010) and the Juelich histological (Eickhoff et al. 2007) and Harvard–Oxford cortical 
structural atlases (http://www.cma.mgh.harvard.edu/).
The components in Figure 4.5 do not belong to the commonly reported RSNs, but also did 
not show any signs of artifacts. To interpret these, the NeuroSynth database (Yarkoni et al. 
2011) was consulted to compare the ICs spatial maps with known neuroimaging results 
and lists in which functions these ICs are implied. For each component in Figure 4.5 a list of 
studies reporting activation foci within 10 mm of the IC’s centre of mass was extracted and 
the most common functional associations are reported for each IC in the Results section.
To investigate the output of the group ICA at the individual subject level the dual regression 
approach is used (Beckmann et al. 2009). In this method, the resulting group level ICs 
are used as spatial regressors in a GLM to obtain subject-specific time courses of each 
component. These time courses are subsequently used as temporal regressors in a second 
GLM to extract subject specific IC maps. In order to preserve the original resolution of the 
data as far as possible, this second GLM was applied to the resting state data in subject-
space (i.e. without normalization to MNI-152 and without 5 mm spatial smoothing).
Results
Figure 4.2 illustrates ten typical, well known RSNs, demonstrated by many resting state 
studies (for an overview see: (Smith et al. 2009)). The default mode network (DMN), IC 52, 
contains mainly the posterior part of the regular DMN. The anterior part of the DMN is 
contained in components shown in Figure 4.3. This separation of the DMN into separate 
posterior and anterior components is quite common for RSN studies with high model 
order (Kiviniemi et al. 2009). The visual areas are separated into three components, 
namely occipital pole, medial and lateral visual areas. The motor areas are split into 
four ICs. IC 5 is usually referred to as the midline feet area and covers postcentral gyrus, 
precentral gyrus and superior parietal lobe. Even though IC 5 is related to the primary 
somatosensory cortex in both hemispheres, it is connected to the primary cortex only in 
the right hemisphere. The other components with representations in the primary motor 
and somatosensory cortices are the ICs 24 and 31, which both include the hand area. 
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They span the supramarginal gyrus, the postcentral gyrus and the anterior part of the 
superior parietal lobule. The last component from the motor area, IC 28, is composed of 
the primary and secondary somatosensory cortices, the primary motor cortex and the 
primary auditory cortex.
Figure 4.3 shows seven ICs (1, 6, 7, 8, 22, 27 and 40) covering most of the frontal lobe. 
ICs 6 and 8 cover the medial prefrontal cortex (mPFC) and are situated at the anterior 
medial wall. They both extend into the superior frontal gyrus and the paracingulate gyrus. 
IC 1 can be labeled as superior PFC as it contains the frontal pole and the superior frontal 
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Figure 4.2 Ten components of the ICA that are commonly found including left and right fronto-parietal, four 
motor, and three visual components as well as the DMN.
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gyrus. IC 7 is the anterior PFC including the superior frontal gyrus and extending into the 
middle frontal gyrus. IC 22 and IC 27 incorporate the orbito-frontal cortex. IC 40 contains 
the ACC and extends into the ventro-medial prefrontal cortex (vmPFC).
Figure 4.4 shows three fairly large, left lateralized networks that include regions associated 
with language. IC 13 includes the pars opercularis, pars triangularis, precentral gyrus, 
postcentral gyrus, temporal pole and superior temporal gyrus. It is situated in Broca’s area 
(Tomasi and Volkow 2012) centered on BA 44 and protrudes into BA 45. IC 25, another 
component related to Broca’s area, is more anterior with respect to IC 13 and is centered on 
BA 45. It incorporates the pars opercularis, the middle frontal gyrus and the frontal pole. IC 
29 is composed of the middle temporal gyrus, the angular gyrus, the supramarginal gyrus 
and the parietal operculum cortex and includes Wernicke’s area.
Additional, less commonly reported RSNs are illustrated in Figure 4.5. These have been 
interpreted using the NeuroSynth database. IC 4 is situated at the superior and inferior 
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Figure 4.3 ICs located in the frontal lobe. Owing to the reduced dropout of the spin echo method, ICs can be 
found in the inferior part of the frontal lobe, i.e. the orbito‐frontal PFC.
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division of the lateral occipital cortex and extends into the angular gyrus. The focus of 
IC4 corresponds to fMRI studies related to human face/voice recognition and processing, 
emotional/working memory encoding and vocal pitch processing. IC 37 is present at the 
inferior parietal lobule (supramarginal and angular gyrus) and the temporal lobe (superior 
and middle temporal gyrus). Its centre of mass is mainly located at the posterior superior 
temporal sulcus (pSTS) and this area is linked to functional studies related to human gaze, 
social interaction, joint/spatial attention, facial and emotional expression recognition and 
processing, and biological motion. IC 38 is Heschl’s gyrus and its spatial map is associated 
with speech, speech reading, sentence comprehension and acoustic/sound processing. 
In both hemispheres IC 61 incorporates the lateral occipital cortex and extends to the 
superior parietal lobe, which spans to the premotor cortex (BA 6). The spatial map of IC 61 
was virtually identical to ones of the superior parietal lobule (SPL) and intraparietal sulcus 
(IPS) in the NeuroSynth database. These two areas have been detected with functional 
paradigms such as word/numerical processing, mnemonic recoding, working memory, 
motor imagery, mental rotation, action/object perception and visuospatial processing.
To investigate the localization of RSNs reported above, we used the dual regression 
approach to obtain unsmoothed high resolution maps on the single subject level. An 
Broca’s Area (BA 44)
x=−57 y=6 z=−1.5
IC 13
Broca’s Area (BA 45)
x=−36 y=43.5 z=9
IC 25
Wernicke’s Area
x=−58.5 y=−40.5 z=31.5
IC 29
Figure 4.4 ICs related to language processing. Please note the separation of Broca’s area into BA 44 and 
45, and the strong left-lateralization of the language network (images shown according to radiological 
convention).
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example is shown in Figure 4.6 for IC 28 which contains the somatosensory network for 
all subjects.
Discussion
This article demonstrates the application of spin-echo EPI for resting state studies at 7 T. To 
fully benefit from the high specificity of SE, high resolution data were required to reduce 
partial volume effects. The use of PINS RF pulses combined with slice multiplexing makes 
it possible to obtain data at both a high temporal (TR<2 s) and spatial (<2 mm) resolution. 
The in-plane acceleration obtained using the GRAPPA technique permits a relatively 
short readout train (40.3 ms) and hence limits both the degree of T2
* contamination and 
the image distortion. The resulting images are free of the signal voids that persistently 
confound gradient echo sequences hence making the whole brain accessible to this 
technique. The contrast in the images is a mixture of T2 plus an undetermined contribution 
from T2
*. The relatively small variation in the T2-values of grey matter throughout the brain 
implies that acquisition at a single TE can be near optimal for all regions. Given the well 
known arguments pertaining to the near disappearance of the intravascular contribution 
to the spin-echo signal in veins at 7 T caused by the very short T2 of venous blood (Lee 
et al. 1999; Yacoub et al. 2003) it is to be expected that the BOLD signal change in this 
experiment will arise mostly from the extravascular compartment. The simulations by 
(Uludağ, Müller-Bierl, and Uğurbil 2009) show that some intravascular effects may remain 
but that these are found in blood vessels with high (but not saturated) blood oxygenation 
levels (Y). However, this is only the case for capillaries (for which Y in rest is around 77%) and 
therefore these intravascular effects are not detrimental to the spatial specificity. There will 
be a major contribution from extravascular dynamic averaging about the capillaries and 
Parietal-Temporal
x=58.5 y=−42 z=25.5
IC 37
Occipital Lateral
x=42 y=−52.5 z=22.5
IC 4
Occipital-Parietal
x=24 y=−72 z=39
IC 61
Heschl’s Gyrus
x=46.5 y=3 z=−1.5
IC 38
Figure 4.5 Additional RSNs that do not belong to any of the categories shown in Figures 4.2–4.4 but are not 
identified as artifacts. These RSNs were looked up in the neuroimaging meta analysis database NeuroSynth 
and their implied functions are listed in the Results section.
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x=47 y=−19.5 z=43 z=47.5 z=38.5
6
x=45 y=−18 z=26.5 z=31 z=22
5
x=43 y=−42 z=37 z=41.5 z=32.5
4
x=51 y=−28.5 z=31 z=35.5 z=26.5
3
x=51 y=−27 z=29.5 z=34 z=25
2
x=43 y=−36 z=43 z=47.5 z=38.5
1
Figure 4.6 Dual regression results of all subjects for somatosensory RSN (IC 28). High resolution, single 
subject activation patterns all show exquisite co‐localization with grey matter.
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smaller vessels (the T2-component) plus some static dephasing about the larger vessels 
(the unknown T2
* contribution). Although the precise contrast is difficult to determine 
owing to the indeterminate degree of T2
*-weighting, it can generally be claimed that the 
recorded signal changes will be closer to the site of neuronal activation than for a gradient 
echo sequence, because the relative contribution of the dynamic averaging will always 
be higher for spin-echo acquisition. If the contrast were that of a pure spin-echo then it 
could be argued that the greatest signal intensity would then arise from vascular layer III 
(Norris 2012). It is hence consistent with this line of argument that the single subject high 
resolution results shown in Figure 4.6 demonstrate a convincing localization of the ICs to 
the grey matter.
To date spin-echo EPI has not been utilized for resting state fMRI. The reasons for this are 
readily apparent: at lower field strengths there is little benefit to be obtained from using 
spin-echo (Bandettini et al. 1994). Even at 3 T at least half the signal is extravascular in 
origin, and hence the gain in spatial specificity is minimal, whereas the loss in sensitivity is 
considerable (Norris et al. 2002; Jochimsen et al. 2004). Furthermore the relatively long TE 
required for optimal sensitivity in spin-echo fMRI leads to lengthy and hence sub-optimal 
TRs when combined with high spatial resolution in conventional spin-echo EPI sequences. 
The use of slice multiplexing (Larkman et al. 2001; Moeller et al. 2010) can potentially reduce 
the TR, but suffers from prohibitively high RF power deposition at high static magnetic 
field strengths. This could perhaps be alleviated by using parallel excitation arrays aligned 
to slices but these are still rather exotic. Variable rate (VERSE) RF pulses (Conolly, Nishimura, 
and Macovski 1988) can also reduce power deposition but in the context of multiplexed 
pulses will likely be not as effective: the sum of multiple, phase shifted pulses results in a 
very rapidly modulated RF envelope. In VERSE the amplitude modulations of the RF are 
minimized by modulating the slice selection gradient instead. Gradient slew-rates may 
prohibit the fast modulations of the original multiplexed RF envelope to be captured 
thereby reducing VERSE’s potential for multiplexing. Furthermore, VERSE slice profiles 
degrade in the presence of off resonance effects that increase with static magnetic field 
strength. In this study the power deposition problem was solved using the PINS technique 
(Norris et al. 2011). As demonstrated here this allows both high spatial resolution and 
a volume TR similar to that employed in conventional gradient-echo sequences. It will 
hence be possible to use spin-echo EPI at 7 T, and possibly at even higher main magnetic 
field strengths, for whole brain studies of both resting state connectivity, as demonstrated 
in the current article, and also for conventional activation studies.
As outlined above the main attraction of this method will be the high spatial specificity, 
whereby the lower signal contrast in comparison to a gradient echo sequence may well 
be ameliorated by the reduction in physiological noise that is implicit in the use of a spin-
echo technique. To date there have been few publications utilizing multiplexed imaging 
to examine BOLD signal changes (Feinberg et al. 2010; Smith et al. 2012), and it remains 
as yet unexplored to what extent leakage of signal between slices leads to artifactual 
measurement. The quality of the reconstruction is certainly very good, as evidenced by the 
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high data quality presented in Figure 4.1; however in the pursuit of subtle signal changes 
a small degree of leakage between slices may be sufficient to elevate a signal component 
above the threshold for statistical significance. The topics of sensitivity, specificity and 
leakage can only be addressed in dedicated studies that go beyond the scope of this 
article; however some insight is obtained from the current study.
First with regard to sensitivity, the results presented in this paper were obtained using 
just six subjects with slightly more than 15 min of scanning per subject. It is hence clear 
that the sensitivity is sufficient to perform studies with similar numbers of subjects and 
measurement durations to those conducted using gradient echo techniques. The good 
spatial specificity as documented by the results of the dual regression analysis may be 
of most value at the individual level, as group level analysis will inevitably require some 
smoothing to compensate for residual intersubject variability after normalization to the 
group template and to comply with data normality and continuity requirements for 
parametric statistical tests. The dual regression method however allows one to return 
to the high resolution single subject space after group results have been established 
(Beckmann et al. 2009).
The benefit of the lack of signal voids is evident by examination of ICs 8, 22, 27 and 40 
(shown in Figure 4.3) which all show inferior medial frontal components in regions that 
are frequently not visible in gradient echo studies at a high magnetic field strengths. In 
the case of IC 8 we considered whether the lateral signal components could have arisen 
from signal leakage. We finally decided to retain the component on the basis that it was 
well localized to grey matter and similar to the ICs numbered 8 and 18 in the paper of 
(Kiviniemi et al. 2009).
There are relatively few studies in the literature that have used such a large number of ICs 
in an ICA, and hence so far no consensus has been formed as to which components should 
be found. There are certainly differences between the present study and the ICs found in 
that of (Kiviniemi et al. 2009), but there are differing numbers of volunteers, experimental 
durations, field strengths and contrasts, all of which may contribute to these. It is also well 
known from studies that use lower numbers of ICs that occasionally RSNs decompose into 
several component parts. From this perspective the differences between the two studies 
detract from the credibility of neither. Several of the RSNs found by Kiviniemi et al. can 
be approximated by summing ICs from the current study, for example Kiviniemi et al.’s 
IC6 is similar to the sum of ICs 24 and 31 in the current study. Furthermore in situations 
where there are known divisions of function, realistic RSNs are found in the present study: 
one example of which is the division of the visual system into medial (IC 53), occipital (IC 
64) and lateral (IC 62) networks (shown in Figure 4.2), another being the division of the 
language network into RSNs about BA44 (IC 13), BA45 (IC 25) and Wernicke’s area (IC 29) 
that clearly exhibit the known left-lateralization of language.
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In conclusion, we have demonstrated that the combination of slice multiplexing and the 
PINS technique opens up new perspectives for spin-echo fMRI at 7 T, which should in 
future lead to increased use of this technique.

CHAPTER 5
Whole brain, high resolution multiband 
spin-echo EPI fMRI at 7 Tesla: A 
comparison with gradient-echo EPI 
using a color-word Stroop task 
Boyacıoğlu, R., Schulz, J., Koopmans, P., Barth, M., and Norris, D. G. 
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Abstract
A whole brain, multiband spin-echo (SE) echo planar imaging (EPI) sequence employing 
a high spatial (1.5 mm isotropic) and temporal (TR of 2 s) resolution was implemented 
at 7 Tesla. Its performance (tSNR and sensitivity) was assessed and compared to a 
geometrically matched gradient-echo (GE) EPI multiband sequence (TR of 1.4 s) using a 
color-word Stroop task. PINS RF pulses were used for refocusing to reduce RF amplitude 
requirements and SAR, summed and phase-optimized standard pulses were used 
for excitation enabling a transverse or oblique slice orientation. The distortions were 
minimized with the use of parallel imaging in the phase encoding direction and a post-
acquisition distortion correction. In general, GE-EPI shows higher efficiency and higher 
CNR in most brain areas except in some parts of the visual cortex and superior frontal 
pole at both the group and individual-subject levels. Gradient-echo EPI was able to detect 
robust activation near the air/tissue interfaces such as the orbito-frontal and subcortical 
regions due to reduced intra-voxel dephasing because of the thin slices used and high 
in-plane resolution.
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Introduction
Functional magnetic resonance imaging (fMRI) with blood oxygenation level dependent 
(BOLD) contrast has been the most popular tool for the neuroscience community for 
more than two decades (Ogawa et al. 1990). The BOLD contrast results from the interplay 
between cerebral blood volume, blood flow, and oxygen consumption: all triggered by the 
underlying neuronal activity. The BOLD response is generated by four possible contrast 
mechanisms, namely extravascular dynamic/static dephasing and intravascular dynamic/
static dephasing, the relative contributions of which depend on main magnetic field 
strength 0B , spatial resolution and vessel size. It is widely accepted that the extravascular 
component becomes much more prominent at high field (7 T or above) (Ogawa et al. 
1993; Duong et al. 2003). Spin-echo (SE) based sequences refocus the static effects, and 
the transverse relaxation time, T2, of venous blood shortens very rapidly with increasing 
field strength. At 7 T it is very short (~10-15 ms) compared to the optimal (for gray matter) 
echo times (TE) of SE echo planar imaging (EPI) sequences at high field (Lee et al. 1999; 
Ugurbil et al. 2000). This implies that the SE EPI BOLD response at 7 T originates solely from 
the extravascular dynamic dephasing component and thus, from capillaries and smaller 
post capillary vessels. Given that gradient echo (GE) EPI BOLD contrast is augmented by 
the dephasing from the venous blood (draining vessels), GE EPI and SE EPI have been 
labeled as being more sensitive and more specific to the true site of neuronal activation, 
respectively (Parkes et al. 2005; Yacoub et al. 2005; Uludağ, Müller-Bierl, and Uğurbil 2009; 
Olman and Yacoub 2011; Norris 2012). 
Similar to BOLD contrast mechanisms, the noise characteristics of SE and GE EPI are also 
complex and differ from each other. Acquisition parameters (TE, voxel volume) and the 
field strength play major roles in the physiological compartment of the noise. It is well 
established for GE EPI that with increasing field strength and voxel volume the physiological 
noise dominates over the thermal noise (Triantafyllou et al. 2005). Triantafyllou et al have 
also demonstrated almost the same behavior for SE EPI as GE EPI at 3 and 7 T with different 
coils and spatial resolutions (Triantafyllou et al. 2009). However, in an earlier study it was 
suggested that in a SE EPI experiment the ratio between physiological and thermal noise 
is independent of the voxel size (Yacoub et al. 2005).
Even though multiband (also called simultaneous multi-slice, SMS) imaging was first 
proposed (Larkman et al. 2001) around the same time as the now commonly used parallel 
imaging techniques (Sodickson and Manning 1997; Pruessmann et al. 1999; Griswold 
et al. 2002), it took almost a decade to receive any attention and interest from the MR 
community (Feinberg et al. 2010; Moeller et al. 2010). Multiband imaging provided the 
opportunity for 2D sequences to accelerate in the slice direction by acquiring data from 
N slices simultaneously without the penalty of a sqrt(N) reduction in signal to noise ratio 
(SNR). Initially an image domain reconstruction similar to SENSE was used for multiband 
reconstruction (Larkman et al. 2001), however, recently the blipped CAIPIRINHA approach 
(Kawin Setsompop et al. 2012) has proven to be very useful in facilitating an improved 
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reconstruction by employing the coil information in the phase encoding direction. 
However, one has to be careful in choosing the right combination of acceleration and 
shift factors (Setsompop et al. 2013).
Common multiband RF pulses are the complex sums of the individual RF pulses of each of 
the excited slices. Therefore, the RF amplitude and power needed is linearly proportional to 
the number of slices excited simultaneously (Maudsley 1980; Müller 1988). Evidently, this 
poses problems for SE EPI at high field due to the high specific absorption rate (SAR) of the 
refocusing pulses. Recently, to overcome this SAR limitation problem, Power Independent 
Number of Slices (PINS) pulses (Norris et al. 2011) were introduced and have been used 
in a high resolution SE EPI resting state (RS) study at 7 T (Koopmans et al. 2012b) and for 
high spatial resolution DWI also at 7 T (Eichner et al. 2013). Due to the periodic excitation 
profile of the PINS pulses, a sagittal acquisition scheme was adopted for the SE EPI RS 
study. We have implemented a high spatial and temporal resolution SE EPI sequence by 
employing standard multiband pulses for excitation and PINS pulses for refocusing, so 
that the acquisition in any slice orientation is possible. It is thus now possible to perform 
whole brain SE EPI at 7 T with good spatial and temporal resolution. It is hence highly 
relevant to examine the relative sensitivities of GE and SE EPI at 7 T in order to make 
an informed choice of pulse sequence for performing standard activation studies (i.e. 
excluding specialized studies of cortical layers or columns). We hence also implemented a 
matched multiband GE EPI sequence and compare here the two pulse sequences in terms 
of signal and noise levels, sensitivity and contrast to noise ratio (CNR) using a color-word 
Stroop functional paradigm. The Stroop task generates activation in a broad range of 
brain regions including the orbito-frontal areas where SE EPI has previously been found to 
outperform GE EPI at lower static magnetic field strengths and coarser spatial resolutions 
(Norris et al. 2002; Schwarzbauer et al. 2010). We chose to perform the experiments at 
a nominal spatial resolution of 1.5 mm, as this is finer than the expected width of the 
hemodynamic response function at this field strength for both gradient- and spin-echo 
(Engel, Glover, and Wandell 1997; Norris 2006). 
Methods
Acquisition
Data were collected from 6 healthy subjects (4 male, 2 female, age 25.8±3.4) after obtaining 
informed consent, using a 7 T Magnetom scanner (Siemens Healthcare, Erlangen, Germany) 
with a 32 channel head coil (Nova Medical, Wilmington, USA). Prior to the functional GE 
EPI and SE EPI scans, 5 matched reference scans with full FOV and without multiband 
acceleration were obtained for the estimation of the reconstruction kernel in the phase 
encoding (PE) and slice direction. Geometrical parameters were kept identical between SE 
EPI and GE EPI such as: FOV 224x224 mm2, 69 slices, PE direction AP, in plane acceleration 
factor (AF) 3, multiband factor 3, bandwidth 1960 Hz/Px, resolution 1.5x1.5x1.3 mm3, slice 
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gap 15%, matrix 150x150. Table 5.1 shows the remaining acquisition parameters of SE EPI 
and GE EPI scans. Structural scans for 5 subjects were obtained using MP2RAGE (Marques 
et al. 2010) with the following parameters: matrix 256x240x160, resolution 1x1x1 mm3, 
acquisition time 10:42 s, flip angles 4° and 6°, inversion times 900 ms and 3200 ms, TE 
1.89 ms, TR 5000 ms, bandwidth 240 Hz/Px. The structural scan of one subject was already 
available from a 3T scanner (Tim Trio, Siemens Healthcare, Erlangen, Germany) with matrix 
size 256x256x192, resolution 1x1x1 mm3, acquisition time 5:21 s, flip angle 8°, inversion 
time 1100 ms, TE 3.03 ms, TR 2300 ms, bandwidth 130 Hz/Px. 
In a previous study (Koopmans et al. 2012b) PINS pulses were employed in a SE EPI 
sequence both for excitation and refocusing. This excludes slice orientations having 
a gradient component along the z-axis (i.e. only coronal or sagittal slice orientations 
are permitted) as otherwise signals from the neck region, and possibly beyond, will 
contribute to the aliased slice due to the infinite excitation profile of PINS pulses. In this 
study, we have used standard (summed) multiband pulses for excitation and PINS pulses 
for the refocusing of the SE sequence, enabling axial slice orientation. The phases of the 
individual excitation pulses have been optimized to reduce the peak power (Hennig 1992; 
Goelman 1997). PINS pulses consist of a series of RF hard pulses interleaved with slice 
selective gradient blips. Each individual blip de-phases the signal by 2π over the defined 
slice spacing creating a periodic slice profile. The amplitude of each hard pulse can be 
determined by a Fourier series expansion of the desired slice profile. Although periodicity 
seems to imply an infinite number of slices, this is in practice limited by the extent of 
the subject or the transmit/receive volumes of the coils. Compared to a single slice pulse, 
there is some increase in SAR for PINS when using the same pulse duration (Norris et al. 
2011). This arises from spending some time of the RF duration only on gradient switching 
instead of RF transmission. However, this increase is significantly smaller than the increase 
in power deposition of a conventional summed multiband pulse which is proportional 
to the number of simultaneously excited slices. Due to slew rate limitations, PINS pulses 
have a relatively low bandwidth-time product (BWTP). To compensate for this, RF pulse 
durations of 7.68 ms were used for all RF pulses in order to achieve the desired slice 
thickness of 1.3 mm. This allowed for 31 PINS sub-pulses resulting in a BWTP of 1.12 which 
was matched to the standard multiband pulses.
Reconstruction and Registration
The reconstruction was performed offline in MATLAB. First, both the reference data and 
the multiband data were unfolded in the phase encoding direction with the GRAPPA 
algorithm (5x4 kernel) (Griswold et al. 2002). Then, multiplexed slices were unaliased 
TR (s) TE (ms) Excitation FA BW (Hz/Px) SAR # of volumes
SE EPI 1.97 53 130 1960 92% 206
GE EPI 1.39 27 40 1960 47% 300
Table 5.1. Acquisition Parameters of SE EPI and GE EPI
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with the SENSE-GRAPPA algorithm (3x2 kernel) (Blaimer et al. 2006). The mean of the 
reconstructed EPI volumes was coregistered to the corresponding anatomical scan using 
an in-house developed distortion correction and coregistration algorithm for each subject 
(Visser, Qin, and Zwiers 2010), which simultaneously estimates the transformation matrices 
in all directions, non-linear in the AP PE direction (deformation due to EPI) and linear in 
the other directions (rigid-body) (Studholme, Constable, and Duncan 2000). The degree 
of distortion and the corrected mean images for SE EPI and GE EPI for a representative 
subject can be seen in Figures 5.1 and 5.2, respectively.
a
b
c
Figure 5.1 Three slices from (a) anatomical T1, (b) SE EPI mean raw and (c) distortion corrected volumes. The 
frontal and occipital regions benefit the most from distortion correction. Note the improvement in areas 
depicted by the yellow arrows.
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Functional Task and Analysis
The functional task was the same for SE EPI and GE EPI scans: the color-word interference 
Stroop task, which is widely used by the neuroscience community and known to induce 
consistent (de-)activation in the whole brain and especially in orbito-frontal regions. For 
each trial (1.5 s) two words were presented above each other on a gray screen (in text: 
blue, red, green or yellow), the one below in black and the one above in color (blue, red, 
green, or yellow). The subjects were told to press a button when the meaning of the word 
in black (below) was matched by the color of the above word, regardless of its meaning. 
There were 10 ON blocks (30s, 20 trials) in each run with an initial 20 s and 10 other (10 s) 
a
b
c
Figure 5.2 Three slices from (a) anatomical T1, (b) GE EPI mean raw and (c) distortion corrected volumes. The 
frontal and occipital regions benefit the most from distortion correction. Note the improvement in areas 
depicted by the yellow arrows.
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OFF blocks in-between. During the OFF blocks subjects were told to fixate on a red cross 
at the center of the screen. The total duration of each run was 7 minutes and the order 
of acquisition was alternated between subjects to counter balance habituation effects. 
Thus, three subjects started with SE EPI scan and then GE EPI while the other three first 
performed the task while being scanned with GE EPI and then SE EPI. 
The functional analysis was carried out with FEAT (v5.98, http://www.fmrib.ox. ac.uk/fsl/) 
with the following preprocessing steps: spatial smoothing (3mm kernel), drift removal, 
MCFLIRT motion correction and prewhitening. The temporal signal to noise ratio (tSNR) 
maps were corrected for different TRs of SE and GE EPI to obtain sequence efficiency. In 
other words, tSNR of a voxel is its mean divided by the standard deviation and the square 
root of the TR of the sequence. Contrast to noise ratio (CNR) maps were obtained from the 
z-score statistical maps. The individual subject and group results were masked with the 
brain masks obtained from the mean EPI image and the MNI template, respectively.
Results
Reconstructed SE EPI and GE EPI single time point images of a representative subject 
are shown in Figure 5.3. SE EPI suffers from reduced signal intensity at the centre of the 
brain due to B1 inhomogeneity, whereas it is superior to GE EPI in recovering the signal 
in the orbito-frontal areas. The signal losses can also be observed from the mask (see the 
first slice of the GE EPI and central regions of SE EPI) applied to the tSNR maps of the 
corresponding slices shown in Figure 5.4. GE EPI has higher tSNR with respect to SE EPI in 
the whole brain for the single subject case and in the group average. 
Figure 5.5 shows that the superior tSNR of GE EPI also translates to higher functional 
sensitivity compared to SE EPI. GE EPI is able to detect whole brain activation (red-yellow) 
and deactivation (blue) including in problematic regions such as the orbito-frontal 
regions and hippocampus. However, SE EPI surprisingly has comparable sensitivity within 
SE
G
E
Figure 5.3 GE EPI and SE EPI single time point images of a representative subject. 
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the visual cortex. For comparison, the activated regions where GE EPI and SE EPI perform 
better in terms of CNR are plotted in Figures 5.6a and 5.6b respectively. Except for some 
parts of the visual cortex and (superior) frontal pole, GE EPI has higher CNR. In addition, 
the signal change (ΔS) and the noise (σ) levels for SE and GE EPI can be seen in Figure 5.7. 
GE EPI has considerably higher signal change but also higher noise in the visual areas.
Discussion
SE EPI at high field is challenging to perform mainly due to SAR limitations leading to partial 
brain coverage and/or increased TR. SE EPI with multiband approaches only exacerbate 
the SAR problem as the RF power per unit time linearly increases with the acceleration 
factor. Power deposition of PINS pulses is independent of the number of multiband slices, 
currently making them a natural option for SE EPI at 7 T . Another limitation related to the 
hardware rather than the safety limits is the peak voltage which also increases linearly 
with the flip angle and the number of slices. In this study, in line with previously reported 
RF peak power reduction methods (Hennig 1992; Goelman 1997; Auerbach et al. 2013) 
we optimized the phases of the multiplexed slices along the lines of (Wong 2012) and 
achieved a 26% decrease in the RF peak amplitude. The low signal intensity observed at 
the center of SE EPI images is caused by B1 inhomogeneity which is a typical feature of 
high field. Even though for this specific study the Stroop task does not show activation 
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Figure 5.4 Single subject and group average tSNR maps in arbitrary units. GE has, in general, higher tSNR.
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close to the center of the brain, this issue should be resolved by recent advances in SMS 
parallel transmission (Poser et al. 2013) or better RF shimming (Van de Moortele et al. 
2005; Katscher and Börnert 2006).
The possible acceleration in one direction is determined by the independent information 
(i.e. reconstruction power) that is available from the coil channels in that specific direction. 
The reconstruction power can be transferred from the PE direction to the multiband 
direction with the blipped CAIPIRINHA (Kawin Setsompop et al. 2012) approach by 
shifting the slices with respect to each other in the PE direction in a controlled fashion 
and thus maximizing the distance between aliased voxels. This would allow higher 
acceleration factors in the multiband direction. Alternatively, one can accelerate in the 
PE direction by skipping some of the PE lines periodically as in this study. In this case, 
the shortened readout train also results in slightly lower TR but the real benefit is the 
reduced EPI distortion. Furthermore, the minimum achievable TE potentially decreases 
and provides the opportunity, especially for GE EPI, to diminish dropout and signal loss 
due to intra-voxel spin dephasing with shorter TEs (Frahm, Merboldt, and Hänicke 1993; 
Schmidt, Boesiger, and Ishai 2005; Robinson et al. 2008; Olman and Yacoub 2011) or 
indeed to acquire multi-echo data (Speck and Hennig 1998; Poser et al. 2006).
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Figure 5.5 Z-score maps of the Stroop task for GE EPI and SE EPI at the single subject and group level. Two 
contrasts, activation (red-yellow) and deactivation (blue) are shown. Overall, GE EPI has higher sensitivity 
compared to SE EPI. 
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Figure 5.6 Comparison of SE EPI and GE EPI CNR (in z-scores) a) Activated regions (both contrasts) with GE EPI 
having higher CNR. b) Activated regions (both contrasts) where SE has higher CNR.
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The color-word Stroop task is a stable and consistent fMRI paradigm generating robust 
BOLD activation in many brain regions including the orbito-frontal areas (Zysset et al. 2001). 
As expected, SE EPI and GE EPI detected activation at the same locations but with different 
cluster sizes. Owing to its higher functional sensitivity, GE EPI has larger cluster sizes and 
higher z-scores in almost the whole brain. One of the surprising results of this study is the 
significant activation observed with GE EPI in the frontal and sub-cortical regions. Several 
studies have hypothesized and shown the poor performance of GE EPI within regions 
prone to susceptibility artifacts (Norris et al. 2002; Schwarzbauer et al. 2010). On the other 
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Figure 5.7 Signal change (ΔS) and noise (σ) levels for SE and GE EPI in arbitrary units for four representative 
slices. In general, GE EPI has higher signal change and noise compared to SE EPI. The arrow in the top slice of 
SE noise column depicts the noise introduced by the arterial blood.
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hand, GE EPI has been the workhorse of fMRI research and thus many methods to cope 
with and reduce those susceptibility related artifacts have been investigated. Z-shimming 
(Glover 1999) and tailored RF pulses (Glover, Lai, and Ca 1998; Stenger, Boada, and Noll 
2000) help to reduce dephasing in the slice direction. Data quality can also be improved 
by just optimizing/adjusting the slice orientation (Deichmann et al. 2003). Two studies at 
3T reported the benefit of increasing spatial resolution, especially by reducing the slice 
thickness with comparable (with respect to SE EPI) GE EPI activation in the temporal lobe 
and orbito-frontal cortex (Schmidt, Boesiger, and Ishai 2005) and increased functional 
contrast in the amygdala (Robinson et al. 2008). In the light of the mechanisms described 
above, the activation observed with GE EPI near air/tissue interfaces results from a 
combination of high spatial resolution (thinner slices) and higher sensitivity at 7 T .
With regards to differences between SE EPI and GE EPI for fMRI, the measure of interest 
is CNR rather than tSNR or activation cluster size. The CNR difference maps in Figure 5.6 
reveal that in general, GE EPI is superior to SE EPI with the exception of some parts of the 
visual cortex and frontal lobe. When further investigated, we found that GE EPI has higher 
signal change but also higher residuals (Figure 5.7) which explains the comparable CNR 
of GE EPI and SE EPI in the visual cortex. The difference in contrast between SE EPI and GE 
EPI at high field is generally attributed to the fact that GE EPI BOLD signal is formed by all 
the 4 contrast mechanisms whereas only the extravascular dynamic averaging plays a role 
in SE EPI BOLD signal. 
The physiological and BOLD noise of SE EPI and GE EPI are comprised of different effects. 
The non-T2 effects contribute a small portion of the SE EPI signal and mostly originate 
from CSF and inflow effects (Yacoub et al. 2005), e.g., the region pointed with the arrow 
in Figure 5.7 suffers from the noise coming from the arterial blood. It can be argued that 
the mechanisms causing the lower SE EPI BOLD signal are also responsible for reducing 
the physiological fluctuations, hence the almost homogeneous noise profile for SE EPI (c.f. 
Figure 5.7). The high noise level and the signal change in the visual areas for SE and GE EPI 
suggest that non-task related BOLD noise contributes to the overall noise. GE EPI noise is 
greatest in gray matter. This is to be expected, because for GE EPI with the increasing field 
strength and voxel dimensions, the physiological noise dominates over the thermal noise 
(Triantafyllou et al. 2005). The increased noise of GE EPI suggests that the physiological 
noise (pulsation, breathing) compartment still contributes to the overall noise. In fact, 
both GE EPI and SE EPI data with this specific resolution fall under the physiological noise 
regime as previously demonstrated (Yacoub et al. 2005; Triantafyllou et al. 2009).
In conclusion, the whole brain comparison of multiband SE EPI with a matched multiband 
GE EPI protocol using the Stroop task revealed that GE EPI has higher CNR in most brain 
areas and can detect activation near air/tissue interfaces due to the reduced intra-voxel 
dephasing with such high resolution at 7 T . The whole brain, high spatial and temporal 
resolution multiband SE EPI sequence with transverse slice orientation was possible at 7 
T using PINS pulses. All studies comparing SE and GE EPI at 7 T to date were confined to 
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the visual cortex, owing to the limited FOV posed by TR/SAR limitations of SE EPI which 
may have compromised the generality of those results. This study exhibits convincing 
evidence that GE EPI is favorable to SE EPI for whole brain high resolution studies at 7 T and 
has important implications for functional connectivity studies or cognitive paradigms/
experiments where activation is more widespread.
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Over the last two decades the collaboration between MR physics and (cognitive) 
neuroscience has been beneficial for both fields. Needless to say, the needs and demands 
of the neuroscientists give a strong motivation for the MR physics research related to the 
brain. Considering the current status of the fMRI research, this thesis looks into cutting 
edge fMRI techniques and analysis methods to increase both the spatial and temporal 
resolution. The first two chapters of the thesis first introduced and then investigated the 
value of an ultra-fast fMRI technique in the context of RS and task fMRI. The following two 
chapters looked into the combination of low power PINS pulses with multiband imaging to 
examine the potential of SE EPI with high spatial resolution and good temporal resolution 
at 7 T. This chapter starts with individual concise summaries of each chapter and then 
discusses the work done in the context of recent and related research.
Chapter 2 - Generalized INverse Imaging (GIN): Ultrafast 
fMRI with Physiological Noise Correction
In chapter 2 a new ultra-fast imaging method, Generalized Inverse Imaging (GIN), is 
introduced. Inverse imaging (Lin et al. 2006) is an extreme case of parallel imaging 
where the acceleration takes place in only one direction. During the acquisition the 
phase encoding (usually in the left-right direction) is turned off resulting in the volume 
data being aliased into a 2D slice. A regularized reconstruction with prior information 
transforms the aliased data into a time series. The main difference of GIN compared to its 
predecessor, inverse imaging (InI) is the source of prior information. InI uses the average 
of a predefined amount (~30 s) of already aliased data from the beginning of a scan 
whereas GIN uses a matched 3D EPI reference scan that is acquired separate from the 
accelerated scan. Due to the lack of this reference the noise level and subsequent statistics 
have to be estimated in a customized way for InI. In the case of GIN the reconstruction 
yields difference images with respect to the reference 3D EPI scan which means that one 
can use any fMRI statistical analysis tool after the addition of the reference image to the 
reconstructed difference images. In addition, GIN also makes use of the phase information 
from the reference scan to obtain a less underdetermined reconstruction. Once the phase 
of the reconstructed images is estimated, the number of unknowns is reduced by a factor 
of 2 thereby improving the ill-conditioned matrix inversion. This step is formulated in 
detail in Chapter 2.3. 
Previous InI studies (Lin et al. 2006; Lin et al. 2008) focused on the HRF characteristics of 
the BOLD response in event-related designs and only analyzed a collapsed version of the 
time course (about 30 s). Moreover, those studies adopted visual checkerboard paradigms 
making it impossible to address the generic reduced PSF feature of InI type methods as 
the whole visual cortex is activated. To assess and compare special specificity of GIN, InI 
and EPI data was collected from 4 subjects with a moving dots paradigm which resulted 
in activation in the left and right hemisphere. Effective resolution maps in Figure 2.2 
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reveal that with respect to InI, GIN has improved spatial resolution especially in cortical 
areas (closer to the coils) and inferior and anterior regions due to the phase constrained 
reconstruction. In terms of the functional results, InI is not able to distinguish left vs. 
right activation whereas GIN has similar activation clusters as 3D EPI, but with additional 
blurring. When the thresholds are set by mixture modeling to ensure that the local false 
discovery rate (0.01) is matched between methods, GIN has significantly higher z-scores 
than 3D EPI. It is important to note that a prewhitening step is necessary during the 
analysis to remove temporal auto-correlations in ultra-fast fMRI data. 
In Chapter 2 a simple physiological noise correction technique is also suggested. During 
the analysis of the data, it was observed that the average phase time course of each channel 
is dominated by respiration, albeit with slight differences between different channels. 
When those phase time courses from the 32 channels are used as nuisance regressors in 
the GLM analysis, variation caused by respiration is accounted for and significantly larger 
activation clusters are obtained.
Chapter 3 - An investigation of RSN frequency spectra 
using ultra-fast generalized inverse imaging
The success and insight obtained with the GIN technique gave rise to the study in Chapter 
3, where frequency spectra of RSNs are investigated making use of the ultra-fast GIN 
acquisition. There is mounting evidence for the RSNs containing frequencies above 0.1 
Hz, a common cut-off frequency for low-pass filtering of resting state fMRI data (Niazy 
et al. 2011; Smith et al. 2012). Also, as shown in Chapter 2, respiration effects are global 
and make up an important part of the variation of the fMRI signal which is especially 
problematic in resting state studies as there is no a priori model. Physiological variations 
can thus mimic resting state fluctuations (Birn, Murphy, and Bandettini 2008). The first 
step towards dealing with the physiological noise is to sample the relevant frequency 
bands without aliasing, i.e. with repetition times shorter than ~400 ms. With GIN (TR=50 
ms), respiration and cardiac effects are sampled into respective frequency bands of 0.25-
0.35 and 0.8-1.2 Hz. Then, respiration effects can be removed from the data using the 
DRIFTER algorithm (Särkkä et al. 2012) prior to the RSN analysis. DRIFTER is a model based 
Bayesian physiological noise correction algorithm which takes into account the shape and 
amplitude changes of the physiological signals.
The increased number of time points becomes difficult to handle when all subjects’ 
data are concatenated for the group analysis. Given that the focus is on the temporal 
characteristics and not the spatial extent of RSNs a new approach, namely dual regression, 
is adopted for the study. In essence, dual regression can be seen as an advanced seed-
based analysis where the seed is derived from a spatial GLM and then fed into a second 
GLM to map typical RSNs onto individual subject level. With 5 minutes resting state fMRI 
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data 10 typical RSNs (Beckmann et al. 2005) were mapped and their corresponding time 
courses extracted for each of the 6 subjects. As demonstrated by the DICE overlap scores, 
the GIN dual regression maps are typically larger than their original RSN counterparts 
due to the increased PSF demonstrated in Chapter 2. It has also been observed that the 
variation of frequency characteristics is larger between subjects than between RSNs (Niazy 
et al. 2011) which suggest that individual differences of HRF dominate RSN characteristics.
Chapter 4 - Whole brain, high resolution spin-echo resting 
state fMRI using PINS multiplexing at 7 T
Chapter 4 and 5 explore high spatial resolution multiband imaging at 7 T. Recently, 
multiband or simultaneous multi-slice (SMS) imaging techniques became the focus 
of attention as they permit acceleration in the slice direction leading to a significant 
reduction of (volume) TR. Accelerated 3D EPI already had this ability which has made 
it the preferable choice for whole brain high spatial resolution (especially ≤ 1mm) fMRI 
studies at 7 T. The specific motivation for Chapter 4 was to investigate the value of SE 
EPI at 7 T for RS fMRI after the implementation of Power Independent Number of Slices 
(PINS) pulses into a SE EPI sequence. Previous studies showed that SE should be more 
weighted towards microvascular origin at 7 T [see reviews and simulations (Yacoub et 
al. 2005; Uludağ, Müller-Bierl, and Uğurbil 2009; Olman and Yacoub 2011; Norris 2012)]. 
Two mechanisms come into play for SE as the field strength increases. First, the increased 
extravascular signal only originates from the capillaries and post capillary vessels since the 
dephasing around draining large vessels is a static effect and is refocused with SE (Ogawa 
et al. 1993; Boxerman et al. 1995; Duong et al. 2003). Second, the T2 of blood gets very 
short compared to the optimal TE of gray matter causing the intravascular T2-like effect to 
vanish (Lee et al. 1999; Ugurbil et al. 2000). Therefore, SE is should be advantageous at 7 T 
regarding its spatial specificity.
The most obvious SE based sequence at 7 T would be SE EPI due to its ease of 
implementation, availability and speed. However, the combination of multiband imaging 
and demanding refocusing RF pulses leads to prohibitively high SAR levels. So, instead 
of standard multiband pulses low power PINS pulses were used for both excitation and 
refocusing resulting in a slice acceleration and thus TR reduction by a factor of 3. With 
an additional in-plane GRAPPA 3 acceleration in the phase direction, a SE EPI protocol 
with sagittal slices, TR of 1.86 s and resolution of 1.5x1.5x1.6 mm3 was achieved. In-plane 
GRAPPA 3 shortens the long EPI readout, thus reducing T2
* contamination and geometric 
distortion.
From the group ICA of 15 minutes of RS data from each of the 6 subjects, 24 plausible 
RSNs were identified out of 30 ICs. In addition to the 10 typical networks found by almost 
all RS studies (Smith et al. 2009), 3 language RSNs localized to Broca’s area (BA44 and BA45 
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separately) and Wernicke’s area were observed. As hypothesized, 7 ICs located at the frontal 
lobe were revealed by SE EPI. These networks have proven to be elusive using low spatial 
resolution GE due to the signal voids at the inferior and anterior regions. In addition, the 
fact that dual regression maps follow the gray matter was regarded as evidence for the 
diminished contamination from T2
* effects coming from the draining vessels.
Chapter 5 - Whole brain, high resolution multiband spin-
echo EPI fMRI at 7 Tesla: A comparison with gradient-echo 
EPI using a color- word Stroop task
The success of SE EPI at the whole brain level with RS fMRI triggered the next study 
described in Chapter 5. Although SE is praised for specificity at 7 T, GE has an advantage 
in terms of increased sensitivity. All 4 BOLD contrast mechanisms contribute to the GE 
signal.  In order to compare GE EPI and SE EPI at 7 T with whole brain task fMRI, 6 subjects 
were scanned while doing a color-word Stroop task which is known to cause activation 
consistently in many regions including the frontal lobe (Norris et al. 2002; Schwarzbauer 
et al. 2010). There were slight modifications to the SE EPI sequence used in that study 
compared to the previous one. The excitation PINS pulses were replaced with standard 
multiband pulses to allow slices in any orientation. The phases of the individual pulses 
responsible for the excitation of each of the multiband slices have also been optimized to 
reduce peak power (Goelman 1997; Wong 2012). 
Like the previous study, the in plane resolution was set to 1.5x1.5 mm2, which is deemed to 
be smaller than the width of HRFs associated with SE and GE EPI at this field strength. The 
slice thickness was 1.3 mm. At this resolution both SE and GE EPI data have been shown 
to be in the physiological noise regime (Triantafyllou et al. 2009). Regarding the temporal 
efficiency, GE EPI has higher tSNR compared to SE EPI both at group and individual subject 
level. The functional analysis also revealed that GE has higher sensitivity (mainly larger 
clusters than SE) and CNR than SE EPI in the whole brain except for the visual cortex. The 
similar performance of SE and GE EPI in the visual cortex might be due to a high noise 
level in GE EPI as seen from the residuals of the GLM. In the case of SE EPI, both the signal 
change and noise levels were considerably lower than GE EPI which supports the notion 
that the mechanisms constraining the SE signal to a single source, i.e. the extravascular 
dynamic dephasing, are also responsible for low noise levels. The superior performance 
of GE EPI in areas with large susceptibility gradients such as the inferior and anterior 
regions was an unexpected result. Considering that previous studies showed the benefit 
of thinner slices for reduced intra-voxel dephasing especially around air/tissue interfaces 
(Schmidt, Boesiger, and Ishai 2005; Robinson et al. 2008), we think that this is a result of 
the high spatial resolution in the slice direction and high sensitivity of 7 T . In conclusion, 
it can be said that multiband GE EPI is a worthy alternative to theoretically advantageous 
SE EPI for whole brain, high spatial resolution, and task fMRI studies at 7 T.
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Future considerations
Chapters 4 and 5 exploited the emergence of the low power PINS pulses and multiband 
imaging. The PINS pulses were implemented into a SE EPI sequence and tested at 7 T. 
The theoretical advantage of SE EPI at 7 T was observed in frontal and language RSNs 
discovered in Chapter 4. However, when compared to the task fMRI results obtained in 
Chapter 5, an optimized GE EPI protocol took advantage of its superior sensitivity and 
outperformed SE EPI in almost all regions. The fact that SE vs. GE comparison studies have 
been carried out with limited FOV or targeted regions (for example visual cortex) until 
now gives reason to believe that the results obtained from these studies might have been 
biased. It is clear that with these emerging techniques comparison studies should only 
be performed on a whole brain level to be able to generalize the outcomes. Even though 
Chapter 5 briefly touched upon the noise characteristics of SE and GE EPI, a whole brain 
study considering all the parameters related to noise, such as spatial resolution, TR, field 
strength, etc., would be of interest. The somewhat conflicting results of (Yacoub et al. 
2005) and (Triantafyllou et al. 2009) makes such a study even more relevant. Such a study, 
if possible, should also include 3D EPI (Poser et al. 2010) as many (ultra) high resolution 
studies opt for and benefit from the advantages of 3D EPI, such as good SNR and tSNR, 
and possible acceleration in two directions (Poser et al. 2010; Jorge et al. 2012). 
Considering how GRAPPA came to be one of the most successful and well known advances 
in MRI (it is a term used by neuroscientists on a daily basis after all) multiband imaging 
will most likely become the next indispensible technique for fMRI research. At this stage, 
much of the research effort goes into the use multiband imaging in diffusion weighted 
imaging due to the long acquisition times (K Setsompop et al. 2012) However, there is 
also a need for studies investigating the noise characteristics and artifacts associated with 
multiband imaging (Cauley et al. 2013). It is certain that the field is lacking a well accepted 
metric (Cauley et al. 2012; Moeller et al. 2012) to characterize the artifacts associated with 
multiband imaging such as g-noise used for parallel imaging. But that is partly related to 
the different concerns and artifacts associated with different applications. For example, 
with diffusion imaging the concern is the typical low SNR (long TEs) whereas resting state 
studies might suffer from spurious correlations between the aliased slices (Setsompop et 
al. 2013). A clear understanding of the limits and noise associated with multiband imaging 
is crucial for the Human Connectome Project (HCP) (Van Essen et al. 2012; Van Essen et al. 
2013) as well because the protocols and parameters set by HCP are used by many sites 
around the world.
The blipped CAIPIRINHA approach (Kawin Setsompop et al. 2012) has also shown the 
possibility of unprecedented temporal acceleration by transferring the reconstruction 
power (coil information) from the phase encoding direction to the slice direction. 
However, one should not forget the advantages of PE acceleration such as reduced 
geometric distortions and shorter TEs, especially for high spatial resolution studies with 
long readout trains. 
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Another influential development in multiband imaging is the PINS class of RF pulses 
(Norris et al. 2011; Koopmans et al. 2012a). PINS pulses obviously bring to mind SE based 
sequences which are restricted by SAR. Apart from the fMRI studies shown in Chapter 4 
and 5, we have implemented PINS pulses into a TSE sequence with blipped CAIPIRINHA 
(Norris et al. 2014). The results indicate that the RF power deposition can be dramatically 
reduced and/or the acquisition times can be shortened (especially with longer echo 
trains bringing extra MTC effect). B1  inhomogeneity issues seen in Chapters 4 and 5 do 
not necessarily cause problems in fMRI but the use of multiband imaging and/or PINS 
pulses in anatomical sequences such as TSE at high field calls for advanced B1 shimming 
or tailored parallel transmit solutions (Poser et al. 2013).  
The benefit of multi-echo (ME) has been shown at 7 T (Poser and Norris 2009). Recently we 
have implemented a multiband ME sequence to explore the benefit of such a sequence 
with resting state fMRI at 7 T (Boyacıoğlu et al. 2013). The preliminary results indicate 
that the ME and multiband ME protocols produce very similar RSN maps suggesting that 
the benefit of covering different TEs with ME already increases the sensitivity close to 
the maximum achievable level. It could also be inferred that the increase in the number 
of time points (degrees of freedom) does not necessarily translate to better spatial 
localization of RSNs using a standard ICA analysis approach with such a low number of 
components. Different BOLD weightings of echoes could be exploited to distinguish 
BOLD and non-BOLD signal sources. In a dual echo (at short TE, and at a TE near optimal 
for BOLD measurement) experiment the first echo was used to depict non-BOLD signal 
variations such as motion and physiological noise (Buur, Poser, and Norris 2009). Recently, 
an automatic way of differentiating BOLD and non-BOLD components which makes use 
of ICA and TE dependence of the BOLD signal has also been suggested (Kundu et al. 
2011). ME has already gained a good reputation due to its sensitivity boost and reduced 
signal dropout in problematic regions affected by susceptibility gradients. It is currently 
the default choice for many researchers at the Donders Institute and other institutes. The 
availability of such a routine non-BOLD component detection/removal step in the analysis 
pipelines would only add to the appeal of ME.
In terms of ultra-fast fMRI it is reasonable to critically question the use of such short TR 
(50 ms volume TR for GIN) acquisitions as they inevitably sacrifice spatial resolution. Since 
the read and one of the two phase encoding directions are fully encoded for GIN, the 
worsening of the PSF is restricted to one direction. In the case of MREG (Zahneisen et al. 
2011; Zahneisen et al. 2012; Assländer et al. 2013), the spatial PSF is inhomogeneous and 
depends on the chosen trajectory (stack of spirals, concentric shells, etc.). The crucial point 
in such single shot techniques is the tracking of the k-space trajectory. The demanding 
amplitudes and slew rates can easily alter the trajectory from the ideal designed one. That 
is why new studies employing more than one (but still on the order of 3-4) excitations with 
isotropic resolutions (in the range of 3-4 mm) are being conducted (Posse et al. 2012; Chen 
and Feinberg 2013; Zahneisen et al. 2013). On the other hand, the high temporal resolution 
enables the investigation of timing differences between regions and also achieves better 
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HRF profiles. Essentially, with the increased statistical power, it is becoming possible to 
analyze the dynamic aspects of interaction between/within regions. One example is 
the recent interest in the frequency characteristics of RSNs and how they change over 
time (Smith et al. 2012) where the increase in spatial PSF is not a major concern, but a 
high sampling rate is absolutely necessary. The transition to 7 T and higher number of 
coil channels could improve the PSF due to the improved sensitivity profiles, but will not 
attain spatial resolutions typical for 7 T high resolution studies. One possible idea is to 
implement an acquisition scheme where the imaging plane is rotated for each excitation 
and EPI readout (Lee, Griswold, and Tkach 2010; McNab, Gallichan, and Miller 2010). Before 
reconstruction the researcher could then decide if high temporal or spatial resolution (or 
both) is desired. The increase in degrees of freedom also makes it possible to investigate 
the sparseness of fMRI data in the time domain. Much like compressed sensing, fMRI 
resting state data is shown to be well represented at low rank (Chiew et al. 2013). This 
opens door to accelerations for RS fMRI data without using coil sensitivity profiles.
The choice of spatial resolution and TR should ultimately be based on the needs of the 
conducted experiment. High spatial resolution sequences provide reduced contamination 
from the draining vessels which are downstream of the true site of neuronal activation, 
and hence improved spatial specificity. High temporal resolution sequences are usually 
associated with increased PSF but they open the door to new analysis methods, especially 
of functional connectivity with higher degrees of freedom and removal of physiological 
noise. To obtain very good temporal resolution with reasonable spatial resolution in 
(cognitive) neuroscience experiments, multiband sequences with isotropic resolutions 
and TRs at or lower than 400 ms (keeping in mind the importance of unaliased sampling 
of physiological noise sources) may currently be preferable to single shot techniques.
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Nederlandse Samenvatting
De laatste twintig jaar heeft de samenwerking tussen de MR fysica en de (cognitieve) 
neurowetenschap beide werkvelden veel winst opgeleverd. De wensen en eisen van 
neurowetenschappers vormen uiteraard een sterke motivatie voor MR fysica-onderzoek 
dat betrekking heeft op het brein. Dit proefschrift onderzoekt de mogelijkheden van de 
allernieuwste functionele MRI (fMRI) technieken en analysemethoden om de spatiële en 
temporele resolutie van fMRI te verbeteren. De eerste twee hoofdstukken introduceren 
en onderzoeken de meerwaarde van een ultrasnelle fMRI-techniek in de context van 
zogenaamde ‘resting state’ (RS) fMRI en taakgerelateerde fMRI. De daaropvolgende twee 
hoofdstukken beschouwen de combinatie van ‘low power PINS radio frequency (RF) 
pulses’ en ‘multiband imaging’ om de potentie van ‘spin-echo (SE) echo planar imaging 
(EPI)’ met zowel hoge spatiële resolutie als goede temporele resolutie bij een veldsterkte 
van 7 Tesla te onderzoeken.
In hoofdstuk 2 wordt een nieuwe ultrasnelle imaging methode geïntroduceerd: 
‘Generalized Inverse Imaging (GIN)’. ‘Inverse imaging’ (InI) is een extreem geval van ‘parallel 
imaging’, waarbij de acceleratie in slechts één richting plaatsvindt. Een geregulariseerde 
reconstructie die gebruik maakt van bestaande kennis transformeert de ‘undersampled’ 
data in een tijdsreeks. Het grootste verschil tussen GIN en zijn voorganger, InI, is de bron 
van bestaande kennis die gebruikt wordt bij de reconstructie. InI gebruikt het gemiddelde 
van een van tevoren gedefinieerde hoeveelheid data (~30 s) aan het begin van een 
scan, terwijl GIN gebruik maakt van een 3D EPI referentiescan die in een aparte scan 
verkregen wordt. Doordat InI geen gebruik maakt van een dergelijke referentiescan moet 
de hoeveelheid ruis in het signaal, en de daaropvolgende statistiek, op een aangepaste 
manier geschat worden. In het geval van GIN levert de reconstructie verschilplaatjes op 
ten opzichte van de 3D EPI referentiescan, waardoor men gebruik kan maken van elk 
gewenst fMRI statistisch analysepakket na het toevoegen van de referentiescan aan de 
gereconstrueerde verschilplaatjes. Daarnaast maakt GIN gebruik van de fase-informatie 
van de referentiescan om de reconstructie minder ondergedetermineerd te maken.
Eerdere onderzoeken maakten gebruik van visuele ‘schaakbordparadigma’s’, waardoor 
het onmogelijk was om de algemene gereduceerde PSF-eigenschap van InI-gerelateerde 
methoden te bepalen, aangezien de gehele visuele cortex bij dit type paradigma’s 
tegelijkertijd wordt geactiveerd. Om de spatiële specificiteit van GIN, InI and EPI data 
te kunnen bepalen en vergelijken, hebben we data verzameld van vier proefpersonen 
met behulp van een ‘moving dots paradigma’ dat resulteerde in activatie in de linker- en 
rechter hemisfeer. Effectieve resolutieafbeeldingen laten zien dat GIN een hogere spatiële 
resolutie heeft dan InI, met name in de hersenschors (dichterbij de spoelen) en inferieure 
en anterieure gebieden, dankzij de ‘phase constrained’-reconstructie. Wat de functionele 
resultaten betreft is InI niet in staat activatie links van activatie rechts te onderscheiden, 
terwijl GIN activatieclusters toont die lijken op de clusters gevonden met 3D EPI, maar wat 
meer uitgesmeerd.
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Het succes en de inzichten die de GIN-techniek opleverde leidden tot de studie 
die beschreven wordt in hoofdstuk 3, waar de frequentiespectra van ‘Resting State 
Networks (RSNs)’ worden onderzocht met behulp van de ultrasnelle GIN-acquisitie. 
Er is toenemend bewijs dat de RSNs frequenties boven 0.1 Hz bevatten, terwijl dit de 
conventionele afsnijfrequentie is voor het laagdoorlaatfilter dat gebruikt wordt voor 
‘resting state’ fMRI-data. Op basis van vijf minuten resting state fMRI-data werden tien 
typische RSNs (Beckmann et al. 2005) in kaart gebracht door middel van ‘dual regression’, 
en vervolgens werden de tijdreeksen van deze RSNs voor elk van de zes proefpersonen 
geëxtraheerd. Het bleek dat GIN ‘dual regression maps’ over het algemeen groter zijn 
dan de originele RSN maps, dankzij de toename in PSF. Tevens bleek dat de variatie in de 
frequentiekarakteristieken tussen proefpersonen groter was dan de variatie tussen RSNs, 
wat suggereert dat individuele verschillen in de HRF RSN-karakteristieken domineren.
Hoofdstukken 4 en 5 verkennen multiband imaging met hoge spatiële resolutie, bij een 
veldsterkte van 7 Tesla. Recentelijk is er veel aandacht voor multiband, of ‘simultaneous 
multi-slice (SMS)’, imaging technieken, omdat deze technieken acceleratie in de ‘slice’-
richting toestaan, wat leidt tot een significante afname van de (volume-)TR. De specifieke 
motivatie voor hoofdstuk vier was te onderzoeken wat de waarde is van SE EPI bij 7T voor 
RS fMRI na het implementeren van ‘Power Independent Number of Slices (PINS)’ pulsen in 
een SE EPI-sequentie. De combinatie van multiband imaging en veeleisende ‘refocusing’ RF-
pulsen leidt tot een hoger SAR-niveau dan toegestaan. Daarom hebben we ervoor gekozen 
PINS-pulsen met lagere amplitude te gebruiken, in plaats van standaard multiband-
pulsen, voor zowel de excitatie als de refocusing, resulterend in een slice-acceleratie (en 
dus in een afname van TR) met een factor drie. Dit, in combinatie met ‘in-plane’ GRAPPA 3 
acceleratie in de faserichting, maakte een SE EPI-protocol met sagitale slices, TR van 1.85 s 
en een resolutie van 1.5x1.5x1.6 mm3 mogelijk. In de 30 componenten van een groep-ICA 
op basis van 15 minuten RS-data van elk van de zes proefpersonen werden 24 plausibele 
RSNs geïdentificeerd. Naast de tien netwerken die in bijna alle RS-studies gerapporteerd 
worden, werden drie taalgerelateerde RSNs gevonden, gelokaliseerd in het gebied van 
Broca (zowel in BA 44 als BA45) en het gebied van Wernicke. Zoals verwacht legde SE EPI 
7 ICs bloot in de frontaalkwab. Deze netwerken zijn moeilijk te vinden met behulp van 
GE met lage spatiële resolutie, vanwege het signaaluitval in de inferieure en anterieure 
gebieden. Daarnaast bleek dat de dual regression maps beperkt waren tot de grijze stof, 
wat we opvatten als bewijs dat de T2
* effecten minder last hadden van ‘besmetting’ door 
grote aders.
Het succes van SE EPI op het niveau van het hele brein leidde tot de volgende studie, 
beschreven in hoofdstuk 5. Hoewel SE geprezen wordt voor zijn specificiteit bij 7T, 
heeft GE het voordeel van hogere sensitiviteit. Alle vier de BOLD contrastmechanismen 
dragen bij aan het GE-signaal. Om GE EPI en SE EPI bij 7T te kunnen vergelijken wat 
betreft taak fMRI in het gehele brein werden zes proefpersonen gescand terwijl ze 
een ‘color-word Stroop’-taak deden. Van deze taak is bekend dat hij consistent vele 
hersengebieden activeert, waaronder frontale gebieden. De SE EPI-sequentie onderging 
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kleine aanpassingen vergeleken met de sequentie die in de vorige studie werd gebruikt. 
De excitatie-PINS-pulsen werden vervangen door standaard multiband-pulsen, om slices 
in elke willekeurige orientatie mogelijk te maken. De fasen van de individuele pulsen die 
elk van de multiband-slices exciteerden werden geoptimaliseerd om de piekamplitude te 
verminderen.
Wat temporele efficiëntie betreft heeft GE EPI hogere tSNR dan SE EPI, zowel op het 
groepsniveau als voor individuele proefpersonen. Uit de functionele analyse bleek ook 
dat GE sensitiever is (grotere activatieclusters dan met SE) en hogere CNR had dan SE 
EPI in het hele brein, afgezien van de visuele hersenschors. Het feit dat GE EPI betere 
resultaten opleverde in gebieden met grote ‘susceptibility’-gradiënten als de inferieure en 
frontale gebieden was een onverwacht resultaat. Gezien het feit dat voorgaande studies 
hebben aangetoond dat dunnere slices voor een afname in ‘intra-voxel dephasing’ 
zorgen, met name in de buurt van scheidingen tussen lucht en weefsel, denken we dat 
dit komt door de hoge spatiële resolutie in de slice-richting en de hoge sensitiviteit bij 
7T. Samengevat kan gesteld worden dat multiband GE EPI een waardig alternatief is voor 
de theoretisch superieure SE EPI voor taakgerelateerde fMRI-studies bij 7T die het gehele 
brein bestuderen met hoge spatiële resolutie.
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