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TOPOLOGICAL COMPLEXITY OF PLANAR POLYGON SPACES
WITH SMALL GENETIC CODE
DONALD M. DAVIS
Abstract. We determine lower bounds for the topological com-
plexity of many planar polygon spaces mod isometry. With very
few exceptions, the upper and lower bounds given by dimension
and cohomology considerations differ by 1. This is true for 130 of
the 134 generic 7-gon spaces. Our results apply to spaces of n-gons
for all n, but primarily for those whose genetic codes, in the sense
of Hausmann and Rodriguez, are moderately small.
1. Statement of results
The topological complexity, TC(X), of a topological space X is, roughly, the num-
ber of rules required to specify how to move between any two points of X . A “rule”
must be such that the choice of path varies continuously with the choice of endpoints.
(See [4, §4].) We study TC(X) where X = M(ℓ) is the space of equivalence classes
of oriented n-gons in the plane with consecutive sides of length ℓ1, . . . , ℓn, identified
under translation, rotation, and reflection. (See, e.g., [5, §6].) Here ℓ = (ℓ1, . . . , ℓn) is
an n-tuple of positive real numbers. Thus
M(ℓ) = {(z1, . . . , zn) ∈ (S
1)n : ℓ1z1 + · · ·+ ℓnzn = 0}/O(2).
We can think of the sides of the polygon as linked arms of a robot, and then TC(X)
is the number of rules required to program the robot to move from any configuration
to any other.
Since permuting the ℓi’s does not affect the space up to homeomorphism, we may
assume ℓ1 ≤ · · · ≤ ℓn. We assume that ℓ is generic, which means that there is no
subset M ⊂ [n] = {1, . . . , n} with
∑
i∈M
ℓi =
1
2
n∑
i=1
ℓi. When ℓ is generic, M(ℓ) is an
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(n− 3)-manifold ([5, p.314]), and hence, by [4, Cor 4.15], satisfies
TC(M(ℓ)) ≤ 2n− 5. (1.1)
When ℓ is generic, M(ℓ) contains no straight-line polygons. We also assume that
ℓn < ℓ1 + · · ·+ ℓn−1, so that M(ℓ) is nonempty.
It is well-understood that the homeomorphism type ofM(ℓ) is determined by which
subsets S of [n] are short, which means that
∑
i∈S
ℓi <
1
2
n∑
i=1
ℓi. For generic ℓ, a subset
of [n] which is not short is called long. Define a partial order on the power set of [n]
by S ≤ T if S = {s1, . . . , sℓ} and T ⊃ {t1, . . . , tℓ} with si ≤ ti for all i. As introduced
in [6], the genetic code of ℓ is the set of maximal elements (called genes) in the set of
short subsets of [n] which contain n. The homeomorphism type ofM(ℓ) is determined
by the genetic code of ℓ. A list of all genetic codes for n ≤ 9 appears in [7]. For
n = 6, 7, and 8, there are 20, 134, and 2469 genetic codes, respectively.
Our main theorem is a lower bound for TC(M(ℓ)) just 1 less than the upper bound
in (1.1) for almost all ℓ’s whose genetic code consists of a fairly small number of fairly
small sets.
Theorem 1.2. Let ℓ = (ℓ1, . . . , ℓn) with n ≥ 5. If the sizes of the genes of ℓ are any
of those listed in Table 1.3, and the genetic code of ℓ is not 〈521〉, 〈6321〉, 〈7321〉, or
〈7521〉, then
TC(M(ℓ)) ≥ 2n− 6.
Here and throughout, we write genes consisting of 1-digit numbers, or n followed
by 1-digit numbers, by concatenating those digits. We now explain the “T” (Type)
notation that appears in Table 1.3. We say that a genetic code 〈S1, S2〉 has Type 1
(T1) if 1 ∈ S1 ∩ S2. To describe genetic codes of Type 2, it is useful to introduce the
notion of gees, which are genes without the n. This useful terminology will pervade
the paper. For example, since 〈n31〉 is a genetic code for n ≥ 6, the associated gee is
31. Since all genes for ℓ = (ℓ1, . . . , ℓn) include the element n, it is worthwhile for many
reasons to omit writing the n. In Table 1.3, the associated gees all have size 1 less
than the listed gene sizes. For genetic codes of the indicated sizes, we say they have
Type 2 (T2) if they are not of Type 1 and their gees are those of a genetic code with
n = 7. We considered these so that we could complete the case n = 7. For example,
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〈7521, 762〉 is a genetic code, so 〈n521, n62〉 appears in our table as a Type-2 code of
sizes 4 and 3. On the other hand 〈7521, 763〉 is not a genetic code (because {6, 4, 3}
would be both long and short) while 〈8521, 863〉 is a genetic code, and so the analysis
of codes 〈n521, n63〉 for n ≥ 8 does not appear in our table. Certainly it could be
handled by our methods, but we had to stop somewhere.
Table 1.3.
Number of occurrences
Gene sizes n = 5 n = 6 n = 7 n = 8
2 4 5 6 7
3 5 15 21
4 4 21
3, 3 15 35
4, 3 T1 8 20
4, 3 T2 10 10
3, 3, 3 T2 1 1
4, 3, 3 T2 14 14
4, 3, 3, 3 T2 2 2
anything, 2 8 55 559
The cases 521 and 6321 excluded in Theorem 1.2 are homeomorphic to tori (S1)2
and (S1)3. It is known ([4, (4.12)]) that TC((S1)n−3) = n − 2; its genetic code is
〈{n, n−3, n−4, . . . , 1}〉. Another case in which it is not true that TC(M(ℓ)) ≥ 2n−6
is the case in which the genetic code is 〈{n}〉. This space M(ℓ) is homeomorphic to
RP n−3, for which the TC is often much less than 2n− 7.([4, §4.8],[1])
For n = 6 and n = 7, our analysis is essentially complete. Of the 20 equivalence
classes of 6-gon spaces, the 18 for which we prove TC ≥ 2n − 6 plus the torus and
projective space is a complete list. Of the 134 equivalence classes of 7-gon spaces,
we prove TC ≥ 2n − 6 for 130 of them. Two others are the torus and projective
space, and two are those listed in Theorem 1.2 for which our method does not imply
TC ≥ 2n− 6.
Of the 2469 equivalence classes of 8-gon spaces, our results only apply to 690. We
feel that our work presents very strong evidence that almost all of them will satisfy
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TC ≥ 2n − 6, provably by cohomological methods. There will be a few exceptions,
similarly to the case n = 7. But more work needs to be done.
We will prove in Theorems 2.4, 2.6, 2.7, 3.1, and 4.23, and in Sections 5 and 6,
that, if X = M(ℓ) with genetic codes of the types listed in Table 1.3, then there are
classes v1, . . . , v2n−7 in H
1(X) such that
2n−7∏
i=1
(vi × 1 + 1× vi) 6= 0 ∈ H
∗(X ×X). (1.4)
Theorem 1.2 then follows from [4, Cor 4.40]. Here and throughout, all cohomology
groups have coefficients in Z2.
2. Proof of Theorem 1.2 for genetic codes with a gene of size 2 or
only one gene, which has size 3
The first two and last cases of Table 1.3 are handled in this section. This also
prepares us for more complicated analyses which appear later.
We will make much use of the following description of H∗(M(ℓ)), a slight rein-
terpretation of the result originally obtained in [5, Cor 9.2]. We introduce the term
subgee for a subset S which satisfies S ≤ G for some gee G of ℓ. This is equivalent to
saying that S ∪ {n} is short, but is more directly related to the genetic code.
Theorem 2.1. If ℓ = (ℓ1, . . . , ℓn), then the ring H
∗(M(ℓ)) is generated by classes
R, V1, . . . , Vn−1 in H
1(M(ℓ)) subject to only the following relations:
(1) All monomials of the same degree which are divisible by the
same Vi’s are equal. Hence monomials R
kVS := R
k
∏
i∈S Vi for
S ⊂ [n− 1] span H∗(M(ℓ)).
(2) VS = 0 unless S is a subgee of ℓ.
(3) If S is a subgee with |S| ≥ n− 2− d, then,
∑
T ✁∩S
Rd−|T |VT = 0. (2.2)
Here the sum is taken over all T for which T does not intersect S; i.e., the two sets
are disjoint.
From now on, let m = n − 3 denote dim(M(ℓ)). Relations (2.2) in Hm(M(ℓ))
require |S| ≥ 1, while those in Hm−1(M(ℓ)) require |S| ≥ 2. Let v = v ⊗ 1 + 1 ⊗ v.
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We reinterpret (1.4) as wishing to find classes vi for which the component of
v1 · · · v2m−1 6= 0 ∈ H
m(M(ℓ))⊗Hm−1(M(ℓ)). (2.3)
Note that the component in Hm−1 ⊗Hm is symmetrical to this, and others are 0 for
dimensional reasons.
The first case of (2.3), and hence Theorem 1.2, follows from the following result.
Theorem 2.4. If ℓ has genetic code 〈{n, a}〉 with 1 ≤ a ≤ n − 1, and X = M(ℓ),
then
V1
m Rm−1 6= 0 ∈ Hm(X)⊗Hm−1(X).
Proof. Since there are no gees of size ≥ 2, Hm−1(X) has {Rm−1, Rm−2V1, . . . , R
m−2Va}
as basis, while in Hm(X), the relations of type (2.2) are
Rm +
a∑
j=1
j 6=i
Rm−1Vj = 0
for 1 ≤ i ≤ a. Subtracting pairs of relations reduces this set of relations to Rm−1V1 =
· · · = Rm−1Va and R
m = (a− 1)Rm−1V1. We obtain, in bidegree (m,m− 1),
(V1 ⊗ 1 + 1⊗ V1)
m(R⊗ 1 + 1⊗ R)m−1
=
∑(
m
i
)(
m−1
m−i
)
V i1R
m−i ⊗ V m−i1 R
i−1
= (
(
2m−1
m
)
+ 1)Rm−1V1 ⊗R
m−2V1 +R
m−1V1 ⊗ R
m−1. (2.5)
Here we have used that
∑(
m
i
)(
m−1
m−i
)
=
(
2m−1
m
)
and noted that all nonzero terms
V i1R
m−i ⊗ V m−i1 R
i−1 in the sum are equivalent to Rm−11 V1 ⊗ R
m−2V1 except the one
with i = m. Since {Rm−1, Rm−2V1} is linearly independent and R
m−1
1 V1 6= 0, (2.5) is
nonzero.
The following result, with an amazingly simple proof, appears in the last line of
Table 1.3. It is our broadest result, but we have not been able to apply the method
to other situations.
Theorem 2.6. If the genetic code of ℓ contains a gene {n, b} and at least one other
gene, and X = M(ℓ), then TC(X) ≥ 2n− 6.
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Proof. If G is another gee of ℓ, then G must contain at least two elements, all less than
b, for otherwise one of G and {b} would be ≥ the other. There is a homomorphism
ψ : Hm−1(X) → Z2 sending R
m−1 and Rm−2Vb to 1, and all other monomials to 0.
This is true because for every subgee S containing at least two elements, these two
monomials both appear in the sum in (2.2).
For the Poincare´ duality isomorphism φ : Hm(X)→ Z2, there must be a nonempty
subset {i1, . . . , it} ⊂ [b − 1] such that φ(R
m−tVi1 · · ·Vit) 6= 0. To see why, assume to
the contrary. Then letting S = {b} in (2.2) implies that φ(Rm) = 0, and then letting
S in (2.2) be one of the gees other than {b} implies φ(Rm−1Vb) = 0, and hence φ
would be identically zero, contradicting that it is an isomorphism.
Now let Rm−tVi1 · · ·Vit satisfy φ(R
m−tVi1 · · ·Vit) = 1 and let ψ be as in the first
paragraph of this proof. Then
(φ⊗ ψ)(Vi1
m+1−t Vi2 · · ·Vit R
m−1) = φ(V m+1−ti1 Vi2 · · ·Vit)ψ(R
m−1) = 1,
because all other terms in the expansion have their second factor annihilated by ψ.
The case of (2.3) and hence Theorem 1.2 corresponding to the second line of Table
1.3 follows immediately from the following result, the proof of which will occupy the
rest of this section.
Theorem 2.7. Let X =M(ℓ) with genetic code 〈{n, a+b, a}〉 with n > a+b > a > 0
and n ≥ 6. Let m = n− 3 and suppose 2e−1 < m ≤ 2e. Then in H∗(X ×X),
a. if a is even, then V1
2m−1−2e Va+b R
2e−1 6= 0;
b. if a is odd and m 6= 2e−1 + 1, then V1
m−1 Va+b
2 Rm−2 6= 0;
c. if a is odd and m = 2e−1 + 1, then V1
m Va+b
m−1 6= 0.
As the powers of R are essentially just place-keepers, we will usually omit writing
them in the future. Also, we will often refer to R itself as V0. By parts (1) and (2) of
Theorem 2.1, both Hm(X) and Hm−1(X) are spanned by Vi, 0 ≤ i ≤ a+ b, and Vi,j ,
1 ≤ i ≤ a, i < j ≤ a + b.
All the classes Vi with i ≤ a play the same role in the relations (2.2). The same
is true of all the classes Vi with a < i ≤ a + b. The way that we will show a
class z in H2m−1(X × X) is nonzero is by constructing a uniform homomorphism
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ψ : Hm−1(X)→ Z2 such that (φ⊗ψ)(z) 6= 0, where φ : H
m(X)→ Z2 is the Poincare´
duality isomorphism. By uniform homomorphism, we mean one satisfying
• ψ(Vi) = ψ(Vj) if i, j ≤ a or if a < i, j ≤ a+ b, and
• ψ(Vi,j) = ψ(Vi,k) if j, k ≤ a or if a < j, k ≤ a + b.
(Here we are omitting writing the powers of R accompanying the V ’s.)
We will let Y1 refer to any R
kVi with i ≤ a, and Y2 to any R
kVi with a < i ≤ a+ b.
Similarly, Y1,1 denotes R
kVi,j with i < j ≤ a, while Y1,2 is R
kVi,j with i ≤ a < j ≤ a+b.
If ψ : Hm−1(X) → Z2 is a uniform homomorphism, then ψ(YW ) is a well-defined
element of Z2 for each of the four possible subscripts W . We also let w1 = Vi for
1 ≤ i ≤ a, and w2 = Vi for a < i ≤ a+ b. The difference between w and Y is that wi
refers to the 1-dimensional class Vi, while YS refers to R
kVS for an appropriate value
of k. Finally, an element of [a+ b] is of type 1 if it is ≤ a, and otherwise is of type 2.
The relations (2.2) in Hm−1(X) are of type R1,1 and R1,2, depending upon whether
the subgee S has both elements of type 1, or one element of each type. If a = 1, there
are no R1,1 relations since there are not two distinct positive integers ≤ a. If a > 1
and ψ is a uniform homomorphism, then ψ(R1,1) is
ψ(Y0)+(a−2)ψ(Y1)+bψ(Y2)+
(
a−2
2
)
ψ(Y1,1)+(a−2)bψ(Y1,2) = 0. (2.8)
These coefficients count the number of relevant subsets T in the sum. For example,
in the last term, the number of subsets T ⊂ [a + b] containing one type-1 element
and one type-2 element which are disjoint from a given set S which has two type-1
elements is (a− 2)b, and ψ sends each of them to the same element of Z2. Similarly,
abbreviating ψ(YW ) as ψW , ψ(R1,2) is the relation
ψ0 + (a− 1)ψ1 + (b− 1)ψ2 +
(
a−1
2
)
ψ1,1 + (a− 1)(b− 1)ψ1,2 = 0. (2.9)
Proposition 2.10. Let φ : Hm(X) → Z2 be the Poincare´ duality isomorphism, and
let φW = φ(YW ). Then
φ1,1 = φ1,2 = 1
φ2 = a− 1
φ1 = a+ b
φ0 = (a− 1)b+
(
a−1
2
)
.
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Proof. By symmetry, φ is uniform. Using the notation introduced above, there are
relations in Hm(X) of the form R1 and R2 satisfying, respectively,
φ0 + (a− 1)φ1 + bφ2 +
(
a−1
2
)
φ1,1 + (a− 1)bφ1,2 = 0
φ0 + aφ1 + (b− 1)φ2 +
(
a
2
)
φ1,1 + a(b− 1)φ1,2 = 0,
as well as relations R1,1 and R1,2 like (2.8) and (2.9), but with ψ replaced by φ. As
one can check by row-reduction or substitution, the nonzero solution of these four
equations (mod 2) is the one stated in the proposition.
Next we expand the expressions in Theorem 2.7. The parity of a is not an issue in
these expansions. The expression in part (a) expands, in bidegree (m,m− 1), as (in
our new notation)
2m−2−2e∑
i=1
(
2m−1−2e
i
)(
2e−1
m−i−1
)
wi1w2R
m−i−1 ⊗ w2m−1−2
e−i
1 R
2e−m+i
+w2R
m−1 ⊗ w2m−1−2
e
1 R
2e−m + w2m−1−2
e
1 w2R
2e−m ⊗Rm−1
+
2m−2−2e∑
i=1
(
2m−1−2e
i
)(
2e−1
m−i
)
wi1R
m−i ⊗ w2m−1−2
e−i
1 w2R
2e−m+i−1
+
(
2e−1
m
)
Rm ⊗ w2m−1−2
e
1 w2R
2e−m−1 +
(
2e−1
2e+1−m
)
w2m−1−2
e
1 R
2e+1−m ⊗ w2R
m−2.
The first line is
2m−2−2e∑
i=1
(
2m−1−2e
i
)(
2e−1
m−i−1
)
times Y1,2 ⊗ Y1. This sum is easily seen to
be 0 mod 2. Similarly the sum on the third line is ≡ 0. We obtain that the expansion
in part (a) is, in bidegree (m,m− 1),
Y2 ⊗ Y1 + Y1,2 ⊗ R
m−1 + (1 + δm,2e)R
m ⊗ Y1,2 + Y1 ⊗ Y2. (2.11)
We frequently use Lucas’s Theorem for evaluation of mod 2 binomial coefficients. For
example, here we use that
(
2e−1
i
)
≡ 1 for all nonnegative i ≤ 2e − 1.
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Part (b) expands, in bidegree (m,m− 1), as
m−2∑
i=1
(
m−1
i
)(
m−2
m−i−2
)
wi1w
2
2R
m−i−2 ⊗ wm−1−i1 R
i
+
m−2∑
i=2
(
m−1
i
)(
m−2
m−i
)
wi1R
m−i ⊗ wm−1−i1 w
2
2R
i−2
+w22R
m−2 ⊗ wm−11 +mw
m−1
1 R× w
2
2R
m−3.
For m 6= 2e−1 + 1,
m−2∑
i=1
(
m−1
i
)(
m−2
m−i−2
)
≡
(
2m−3
m−2
)
+ 1 ≡ 1
and
m−2∑
i=2
(
m−1
i
)(
m−2
m−i
)
≡
(
2m−3
m
)
+m ≡ δm,2e +m,
and so, similarly to (2.5), the expansion equals
Y1,2 ⊗ Y1 + (δm,2e +m)Y1 ⊗ Y1,2 + Y2 ⊗ Y1 +mY1 ⊗ Y2. (2.12)
The expansion of part (c) of Theorem 2.7 is easier. It equals, in bidegree (m,m−1),
w1w
2e−1
2 ⊗ w
2e−1
1 + w
2e−1+1
1 ⊗ w
2e−1
2 = Y1,2 ⊗ Y1 + Y1 ⊗ Y2. (2.13)
Now we show, one-at-a-time, that there are uniform homomorphisms ψ such that
φ⊗ ψ sends (2.11), (2.12), and (2.13) to 1.
If ψ : Hm−1(X) → Z2 is a uniform homomorphism, applying φ ⊗ ψ to (2.11) with
a even yields, using Proposition 2.10,
ψ(Y1) + ψ(Y0) + ε1ψ(Y1,2) + bψ(Y2). (2.14)
Here and in the following, εt denotes an element of Z2 whose value turns out to be
irrelevant. To have (2.14) be nonzero, we need a uniform homomorphism ψ satisfying
the system with the following augmented matrix. The columns represent ψ(Y0),
ψ(Y1), ψ(Y2), ψ(Y1,1), and ψ(Y1,2), respectively, and the second and third rows are
(2.8) and (2.9). 

1 1 b 0 ε1 1
1 0 b ε2 0 0
1 1 b− 1 ε2 b− 1 0


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Here we have noted that since a is even,
(
a−2
2
)
≡
(
a−1
2
)
mod 2. This system is easily
seen to have a solution, proving part (a) of Theorem 2.7.
Applying φ⊗ ψ to (2.12) with a odd and a > 1 similarly yields
ψ(Y1) + ε3ψ(Y1,2) +m(b+ 1)ψ(Y2).
Now ψ must satisfy the following system, which is also easily seen to have a solution.

0 1 m(b+ 1) 0 ε3 1
1 1 b ε4 b 0
1 0 b− 1 ε4 + 1 0 0


Here we have used that if a is odd, then
(
a−1
2
)
≡
(
a−2
2
)
+ 1. If a = 1, then the fourth
column and second row are removed, and again there is a solution.
Finally, applying φ ⊗ ψ to (2.13) with a odd leads to the following system for ψ,
which again has a solution.

0 1 b+ 1 0 0 1
1 1 b ε4 b 0
1 0 b− 1 ε4 + 1 0 0


Again, the fourth column and second row are omitted if a = 1, but there is still a
solution. This completes the proof of Theorem 2.7.
3. Proof of 1.2 for Type 2 cases
In this section we prove Theorem 1.2 in the 27 cases which are marked T2 in Table
1.3. This is easier than most of what we are doing because in each case we are dealing
with a single set of gees, rather than one with parameters, such as the a and b in
Theorem 2.7. So subscripts refer to actual V , rather than to a range of V ’s.
Theorem 3.1. If X = M(ℓ), where ℓ = (ℓ1, . . . , ℓn), has gees as listed in the first
half of any of the rows of Table 3.4, and m = n− 3 ≥ 4, then the component of
V1
m−1 V2
2 V3 R
m−3 6= 0 ∈ Hm(X)⊗Hm−1(X), (3.2)
if m− 1 is not a 2-power or it is the final case in the table. If m− 1 is a 2-power and
it is not the last case of Table 3.4, then
V1
m V2
2 V3 R
m−4 6= 0. (3.3)
In the following table, we list the cases in which ψS = ψ(YS) = 1 for the homomor-
phism ψ : Hm−1(X)→ Z2 which we use.
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Table 3.4.
gees ψS which equal 1
321, 42 ψ1, ψ1,3, ψ1,4
321, 42, 51 ψ1, ψ1,3, ψ1,4
321, 42, 61 ψ1, ψ1,3, ψ1,4
321, 43 ψ1, ψ1,2, ψ1,3, ψ1,4
321, 43, 51 ψ1, ψ1,2, ψ1,3, ψ1,4
321, 43, 52 ψ0, ψ1, ψ2, ψ5, ψ1,2, ψ1,3, ψ1,4, ψ2,5
321, 43, 52, 61 ψ0, ψ1, ψ2, ψ5, ψ1,2, ψ1,3, ψ1,4, ψ2,5
321, 43, 61 ψ1, ψ1,2, ψ1,3, ψ1,4
321, 43, 62 ψ1, ψ1,2, ψ1,3, ψ1,4, ψ1,5, ψ1,6
321, 52 ψ0, ψ1, ψ2, ψ5, ψ1,3, ψ1,4, ψ2,5
321, 52, 61 ψ0, ψ1, ψ2, ψ5, ψ1,3, ψ1,4, ψ2,5
321, 53 ψ1, ψ2, ψ3, ψ1,4, ψ2,4, ψ3,4
321, 53, 61 ψ1, ψ2, ψ3, ψ1,4, ψ2,4, ψ3,4
321, 53, 62 ψ1, ψ2, ψ3, ψ1,4, ψ2,4, ψ3,4
321, 62 ψ0, ψ1, ψ2, ψ4, ψ1,4, ψ2,4, ψ3,4
321, 63 ψ1, ψ2, ψ3, ψ1,4, ψ2,4, ψ3,4
421, 43 ψ1, ψ1,2, ψ1,3, ψ1,4
421, 43, 51 ψ1, ψ1,2, ψ1,3, ψ1,4
421, 43, 52 ψ0, ψ1, ψ2, ψ5, ψ1,2, ψ1,3, ψ1,4, ψ2,5
421, 43, 52, 61 ψ0, ψ1, ψ2, ψ5, ψ1,2, ψ1,3, ψ1,4, ψ2,5
421, 43, 61 ψ1, ψ1,2, ψ1,3, ψ1,4
421, 43, 62 ψ1, ψ1,2, ψ1,3, ψ1,4, ψ1,5, ψ1,6
421, 52 ψ0, ψ1, ψ2, ψ5, ψ1,2, ψ1,3, ψ1,4, ψ2,5
421, 52, 61 ψ0, ψ1, ψ2, ψ5, ψ1,3, ψ1,4, ψ2,5
421, 62 ψ0, ψ1, ψ2, ψ5, ψ1,5, ψ2,5
521, 62 ψ1, ψ1,3, ψ1,4, ψ1,5, ψ1,6
43, 52, 61 ψ1, ψ1,6
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Using Proposition 4.9, φ⊗ ψ applied to the product in (3.2) equals
(φ2,3 + φ1,2,3)ψ1 + φ1,3(ψ2 + ψ1,2) (3.5)
+ (m− 1)φ1(ψ2,3 + ψ1,2,3) +


φ1ψ1,2,3 if m is a 2-power
φ1,2,3ψ1 + φ1,3ψ1,2 if m− 1 is a 2-power
0 otherwise.
When m− 1 is a 2-power, φ⊗ ψ applied to (3.3) equals
φ1(ψ2,3 + ψ1,2,3) + φ1,2,3ψ1 + φ1,3ψ1,2. (3.6)
The homomorphism φ : Hm(X) → Z2 in each of the 27 cases is easily determined
by Maple. We define a matrix whose columns (representing monomials) correspond
to all the subgees, including 0 (the empty set), and whose rows (representing relations
(2.2)) correspond to all subgees except 0. An entry in the matrix is 1 iff the subgees
for its row and column labels are disjoint. We row reduce and read off the unique
nonzero solution. There is a nice pattern for all φS when |S| ≥ 2, but we have not
discerned a pattern for φi. What is relevant for the first 26 cases is that we always
have φ1,2,3 = 1, while φ1,3 = φ2,3 = 0.
Each case admits several homomorphisms ψ : Hm−1 → Z2. They must satisfy
a system of homogeneous equations whose matrix is like the one for φ except that
the rows correspond only to subgees with more than one element. In Table 3.4, we
have listed, for each case, one such ψ that works. They all satisfy that ψ1 = 1 and
ψ2,3 = ψ1,2,3 = 0. We see that (3.5) equals 1 for the first 26 cases if m − 1 is not a
2-power, as does (3.6) if m− 1 is a 2-power.
For the final (27th) case in the table, there is a homomorphism ψ for which the
only nonzero values are ψ1 and ψ1,6. Also φi,j = 1 for all {i, j}. Of course, φ1,2,3 = 0,
since V1,2,3 = 0 in this case. Thus we obtain that (3.5) is nonzero, due to φ2,3ψ1.
The Maple program that computed φ and verified ψ for these 27 cases can be
viewed at [3].
4. Proof of 1.2 for genetic codes with a single gene of size 4
In this section, X denotesM(ℓ) where the genetic code of ℓ is 〈{n, a+b+c, a+b, a}〉
with n > a + b + c > a + b > a > 0. We prove (2.3) for X by an analysis similar
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to that for 〈{n, a + b, a}〉 in Theorem 2.7, except that there are many more cases to
consider.
We adopt notation similar to that of the proof of Theorem 2.7, using w1, w2, and
w3 for Vi with i in [1, a], (a, a + b], and (a + b, a + b + c], respectively. Similarly, YS
for a multiset S containing elements of {1, 2, 3} refers to monomials whose Vi’s have
the types of the elements of S.
We begin by proving, similarly to Proposition 2.10,
Theorem 4.1. Let φ : Hm(X) → Z2 be the Poincare´ duality isomorphism, and let
φW = φ(YW ). Then
φ1,1,1 = φ1,1,2 = φ1,1,3 = 1
φ1,2,2 = φ1,2,3 = 1
φ2,2 = φ2,3 = a− 1
φ1,3 = a+ b
φ1,1 = φ1,2 = a+ b+ c− 1
φ3 = (a− 1)(b− 1) +
(
a
2
)
φ2 = (a− 1)(b+ c) +
(
a
2
)
φ1 = (a− 1)(a+ b+ c− 1) +
(
a−1
2
)
+
(
b
2
)
+ (b− 1)(c− 1)
φ0 =
(
a
2
)
(a+ b+ c− 1) + (a− 1)(
(
b
2
)
+ (b− 1)(c− 1)).
Proof. Let S =
{∅, (1), (2), (3), (1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (1, 1, 1), (1, 1, 2), (1, 1, 3), (1, 2, 2), (1, 2, 3)}
denote the set of types of elements that can be subgees. For example, (1, 2) refers to
a subgee {i, j} with i ≤ a and a < j ≤ a+ b. For U ∈ S and 1 ≤ i ≤ 3, let ui denote
the number of i’s in U . For example, if U = (1, 1, 2), then u1 = 2, u2 = 1, and u3 = 0.
For each U ∈ S − ∅, there is a relation RU of type (2.2), and φ(RU) is∑
U ′∈S
(
a−u1
u′
1
)(
b−u2
u′
2
)(
c−u3
u′
3
)
φU ′ = 0. (4.2)
For example, (2.9) is of this form, including only a and b (not c) and corresponding
to U = (1, 2), and with ψ instead of φ. The set of all equations (4.2) is a system of
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13 homogeneous equations over Z2 in 14 unknowns φU ′, and its nonzero solution is
the one stated in the theorem.
This solution was found manually by row reduction, and then checked by Maple,
noting that the system only depends on a mod 4, b mod 4, and c mod 2. The program
verified that the solution worked in all 32 cases.
There are special considerations when a = 1 or 2, or b = 1. For example, if b = 1,
then
(
b−2
1
)
and
(
b−2
2
)
should be 0 for us, but are 1 in most binomial coefficient formulas.
But the relations RU in which such coefficients appear are not present, and so the
equations (4.2) for these U need not be considered.
Let
S ′ = {(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (1, 1, 1), (1, 1, 2), (1, 1, 3), (1, 2, 2), (1, 2, 3)}
(4.3)
correspond to the types of gees of size ≥ 2. For ψ : Hm−1(X) → Z2 to be a uniform
homomorphism with ψW = ψ(YW ), the conditions that must be satisfied are, for
U ∈ S ′, ∑
U ′∈S
(
a−u1
u′
1
)(
b−u2
u′
2
)(
c−u3
u′
3
)
ψU ′ = 0. (4.4)
To prove (2.3), we seek ψ : Hm−1(X) → Z2 satisfying (4.4) for all U ∈ S
′, and
{v1, . . . , v2m−1} such that
(φ⊗ ψ)(v1 · · · v2m−1) = 1. (4.5)
The classes vi ∈ H
1(X) that we will use depend on the mod 4 values of a and b, and
c mod 2. First we deal with two cases that turn out to be exceptional. The following
easily-verified lemma will be useful.
Lemma 4.6.
(
A
2
)
+ AB + AC + BC +
(
B
2
)
≡ 0 mod 2 iff A + B ≡ 0 mod 4 or
A+B + 2C ≡ 1 mod 4.
The following result is our first verification of (4.5). The last two exceptions in
Theorem 1.2 are due to the requirement here that m > 4 (to make m− 6 + ε ≥ 0).
Proposition 4.7. Suppose m > 4, a ≡ b ≡ 1 mod 4, and c ≡ 1 mod 2. The
isomorphism φ : Hm(X) → Z2 sends each Yi,j,k to 1 and other monomials to 0.
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There exists a uniform homomorphism ψ : Hm−1(X)→ Z2 sending each Yi,j to 1 and
other monomials to 0. Let ε = 1 if m− 2 is a 2-power, and ε = 2 otherwise. Then
(φ⊗ ψ)(w1
m−ε w2
2 w3
3 Rm−6+ε) = 1.
Proof. The φ-part is easily checked using Theorem 4.1, and the ψ-part follows from
Lemma 4.6. Indeed, the LHS of (4.4) becomes
(
a−u1
2
)
+ (a− u1)(b− u2) + (a− u1)(c− u3) +
(
b−u2
2
)
+ (b− u2)(c− u3),
which, by 4.6, is 0 for the prescribed a, b, c if u1+u2 ≡ 2 mod 4 or u1+u2+2u3 ≡ 3
mod 4, and this is easily verified to be true for the ten elements of S ′.
In the expansion of w1
m−ε w2
2 w3
3 Rm−6+ε, there are no terms with repeated
subscripts in either Y factor since it only involves one element of each type. Also,
there are no Y1,2,3 ⊗ Y1,2 or Y1,2,3 ⊗ Y2,3 terms, since w2
2 = w22 ⊗ 1 + 1 ⊗ w
2
2. When
ε = 2, the Y1,2,3 ⊗ Y1,3 terms come from
m−3∑
i=1
(
m−2
i
)(
m−4
m−i−4
)
wi1w
2
2w
2
3R
m−i−4 ⊗ wm−2−i1 w3R
i
+
m−3∑
i=1
(
m−2
i
)(
m−4
m−i−3
)
wi1w
2
2w3R
m−i−3 ⊗ wm−2−i1 w
2
3R
i−1
= (
(
2m−6
m−4
)
+ 1)Y1,2,3 ⊗ Y1,3 = Y1,2,3 ⊗ Y1,3
since m− 2 is not a 2-power. If m− 2 is a 2-power, the similar calculation, involving∑(
m−1
i
)(
m−5
m−i−4
)
and
∑(
m−1
i
)(
m−5
m−i−3
)
, gives just
(
2m−6
m−4
)
= 1.
The other exceptional case verifying (4.5) is similar.
Proposition 4.8. Suppose a ≡ 2 mod 4, b ≡ 4 mod 4, and c ≡ 1 mod 2. The
isomorphism φ : Hm(X) → Z2 sends Yi,j,k, Y2,2, and Y2,3 to 1, and other monomials
to 0. There exists a uniform homomorphism ψ : Hm−1(X)→ Z2 sending each Yi,j to
1 and other monomials to 0. Let ε = 1 if m − 2 is a 2-power, and ε = 2 otherwise.
Then
(φ⊗ ψ)(w1
2 w2
2 w3
m−ε Rm−5+ε) = 1.
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Proof. The only term in the expansion which is mapped nontrivially is Y2,3 ⊗ Y1,3. It
appears as
m−ε−1∑
i=1
(
m−ε
i
)(
m−5+ε
m−2−i
)
w22w
i
3R
m−2−i ⊗ w21w
m−ε−i
3 R
i+ε−3
with coefficient
(
2m−5
m−2
)
+
(
m−5+ε
m−2
)
+
(
m−5+ε
ε−2
)
= 1.
Let a (resp. b) denote the mod 4 value of a (resp. b), and c the mod 2 value of
c. For the other 30 cases of a, b, and c (or 90 if you consider deviations regarding
whether m or m − 1 is a 2-power), we use Maple to tell that an appropriate ψ can
be found. To accomplish this in all cases, several choices for the exponents of w1, w2,
and w3 are required. Possibly some choice of exponents might work in all cases, but
we did not find one.
Most of our results will be obtained using the following result.
Proposition 4.9. If neither m nor m − 1 is a 2-power, then the component of
w1
α w2
2 w3 R
2m−4−α in bidegree (m,m− 1) equals
(
2m−4−α
m
)
(Y0 ⊗ Y1,2,3 + Y1 ⊗ Y1,2,3)
+
(
2m−4−α
m−1
)
(Y1,2,3 ⊗ Y0 + Y1,2,3 ⊗ Y1 + Y3 ⊗ Y1,2 + Y1,3 ⊗ Y1,2)
+
(
2m−4−α
m−2
)
(Y2 ⊗ Y1,3 + Y1,2 ⊗ Y3)
+
(
2m−4−α
m−3
)
(Y2,3 ⊗ Y1 + Y1,2,3 ⊗ Y1 + Y1,3 ⊗ Y2 + Y1,3 ⊗ Y1,2)
+
(
2m−4−α
m−4
)
(Y1 ⊗ Y2,3 + Y1 ⊗ Y1,2,3).
If m is a 2-power, there is an additional term Y1 ⊗ Y1,2,3. If m − 1 is a 2-power,
Y1,2,3 ⊗ Y1 + Y1,3 ⊗ Y1,2 must be added to the above expansion.
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Proof. w1
α w2
2 w3 R
2m−4−α in bidegree (m,m− 1) expands as
α∑
i=0
(
α
i
)(
2m−4−α
m−i−3
)
wi1w
2
2w3R
m−i−3 ⊗ wα−i1 R
m−1−α+i
+
α∑
i=0
(
α
i
)(
2m−4−α
m−i
)
wi1R
m−i ⊗ wα−i1 w
2
2w3R
m−4−α+i
+
α∑
i=0
(
α
i
)(
2m−4−α
m−i−2
)
wi1w
2
2R
m−i−2 ⊗ wα−i1 w3R
m−2−α+i
+
α∑
i=0
(
α
i
)(
2m−4−α
m−i−1
)
wi1w3R
m−i−1 ⊗ wα−i1 w
2
2R
m−3−α+i.
If neitherm norm−1 is a 2-power, the coefficients
(
2m−4
m−t
)
for t = 3, 0, 2, 1, which occur
as the sum of all coefficients on a line, are 0. Thus the four lines equal, respectively,
(
2m−4−α
m−3
)
(Y2,3 ⊗ Y1 + Y1,2,3 ⊗ Y1) +
(
2m−4−α
m−α−3
)
(Y1,2,3 ⊗ Y0 + Y1,2,3 ⊗ Y1),(
2m−4−α
m
)
(Y0 ⊗ Y1,2,3 + Y1 ⊗ Y1,2,3) +
(
2m−4−α
m−α
)
(Y1 ⊗ Y2,3 + Y1 ⊗ Y1,2,3),(
2m−4−α
m−2
)
(Y2 ⊗ Y1,3 + Y1,2 ⊗ Y1,3) +
(
2m−4−α
m−α−2
)
(Y1,2 ⊗ Y3 + Y1,2 ⊗ Y1,3),(
2m−4−α
m−1
)
(Y3 ⊗ Y1,2 + Y1,3 ⊗ Y1,2) +
(
2m−4−α
m−α−1
)
(Y1,3 ⊗ Y2 + Y1,3 ⊗ Y1,2).
The sum of these is easily manipulated into the claimed form. If m is a 2-power, then(
2m−4
m
)
is odd, while if m − 1 is a 2-power,
(
2m−4
m−1
)
and
(
2m−4
m−3
)
are odd, yielding the
additional terms in the claim.
The following result follows immediately from Proposition 4.9 and Theorem 4.1.
Corollary 4.10. Let qt =
(
2m−4−α
m−t
)
for 0 ≤ t ≤ 4, and ψW = ψ(YW ), where ψ :
Hm−1(X) → Z2 is a uniform homomorphism. Then, if neither m nor m − 1 is a
2-power,
(φ⊗ ψ)(w1
α w2
2 w3 R
2m−4−α) (4.11)
= q1ψ0 + (q1 + q3a)ψ1 + q3(a+ b)ψ2 + q2(a+ b+ c− 1)ψ3
+(q1(ab+ 1 +
(
a
2
)
) + q3(a + b))ψ1,2 + q2((a− 1)(b+ c) +
(
a
2
)
)ψ1,3
+q4((a− 1)(a+ b+ c− 1) +
(
a−1
2
)
+
(
b
2
)
+ (b− 1)(c− 1))(ψ2,3 + ψ1,2,3)
+q0((a+
(
a
2
)
− 1)(a+ b+ c− 1) +
(
a−1
2
)
+ a
(
b
2
)
+ a(b− 1)(c− 1))ψ1,2,3.
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Lemma 4.12. If m = 2e +m′ with 2 ≤ m′ ≤ 2e − 1 and α = 2m′ − 3 and 0 ≤ t ≤ 4,
then
(
2m−4−α
m−t
)
≡ 1 mod 2.
Proof. The top of the binomial coefficient is 2e+1− 1, while the bottom is ≤ 2e+1− 1.
The first of several verifications of (2.3) for multiple values of (a, b, c) appears in
the following result.
Theorem 4.13. If m = 2e +m′ with 2 ≤ m′ ≤ 2e − 1, then
w1
2m′−3 w2
2 w3 R
2e+1−1 6= 0 ∈ H2m−1(X ×X)
for the values of a, b, and c which have an × in the 4.13 column of Table 4.22.
Proof. This is the case described in Lemma 4.12, so that q0 = · · · = q4 = 1 in (4.11).
We need values of ψW such that the RHS of (4.11) equals 1, and (4.4) is satisfied for
all U ∈ S ′. (Recall that the relationship of U to (4.4) is that ui is the number of
occurrences of i in U .) Altogether this is 11 equations over Z2 in 14 unknowns. The
coefficients of the equations depend only on a, b, and c. It is a simple matter to run
Maple on these 32 cases, and it tells us that there is a solution in exactly the claimed
cases. The Maple program, input and output, for this and the remaining cases of this
section can be seen at [2]. The two cases, (a, b, c) = (1, 1, 1) and (2, 4, 1), considered
in Propositions 4.7 and 4.8 are not included in Table 4.22 because they did not yield
a solution in any of the situations whose results appear as a column of that table.
The special situation when a = 1 or 2 or b = 1 is not a problem, exactly as in the
proof of Theorem 4.1.
The next result is very similar. The only difference is a small change in the exponent
of w1 (and hence also of R). This changes the values of qt.
Theorem 4.14. If m = 2e +m′ with 2 ≤ m′ ≤ 2e − 1, then
w1
2m′−2 w2
2 w3 R
2e+1−2 6= 0 ∈ H2m−1(X ×X)
for the values of a, b, and c which have an × in the 4.14 column of Table 4.22.
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Proof. In this case, qt = m − t − 1. That is the only change from the proof of
Theorem 4.13. Here we require that a solution must exist both when q = (1, 0, 1, 0, 1)
and (0, 1, 0, 1, 0), covering both parities of m. Here and later q = (q0, q1, q2, q3, q4).
The third result also just involves a change in the exponent of w1. This time
qt =
(
m−t+2
2
)
, so we require a solution for all four of the vectors q, corresponding to
mod 4 values of m.
Theorem 4.15. If m = 2e +m′ with 2 ≤ m′ ≤ 2e − 1, then
w1
2m′−1 w2
2 w3 R
2e+1−3 6= 0 ∈ H2m−1(X ×X)
for the values of a, b, and c which have an × in the 4.15 column of Table 4.22.
We can prove (2.3) in the remaining case (a, b, c) = (1, 2, 1) by changing the expo-
nent of w2. We begin with the following analogue of Proposition 4.9, whose proof is
totally analogous.
Proposition 4.16. If neither m nor m − 1 is a 2-power, then the component of
w1
α w2 w3 R
2m−3−α in bidegree (m,m− 1) equals
(
2m−3−α
m
)
(Y0 ⊗ Y1,2,3 + Y1 ⊗ Y1,2,3)
+
(
2m−3−α
m−1
)
(Y1,2,3 ⊗ Y0 + Y1,2,3 ⊗ Y1 + Y3 ⊗ Y1,2 + Y1,3 ⊗ Y1,2 + Y2 ⊗ Y1,3 + Y1,2 ⊗ Y1,3)
+
(
2m−3−α
m−2
)
(Y2,3 ⊗ Y1 + Y1,2,3 ⊗ Y1 + Y1,3 ⊗ Y2 + Y1,3 ⊗ Y1,2 + Y1,2 ⊗ Y3 + Y1,2 ⊗ Y1,3)
+
(
2m−3−α
m−3
)
(Y1 ⊗ Y2,3 + Y1 ⊗ Y1,2,3).
If m is a 2-power, there is an additional Y1 ⊗ Y1,2,3.
We do not need to use this proposition when m− 1 is a 2-power.
Theorem 4.17. If m = 2e +m′ with 2 ≤ m′ ≤ 2e − 1, then
w1
2m′−1 w2 w3 R
2e+1−2 6= 0 ∈ H2m−1(X ×X)
for the values of a, b, and c which have an × in the 4.17 column of Table 4.22.
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Proof. Let q′t =
(
2m−3−α
m−t
)
for 0 ≤ t ≤ 3. Using Proposition 4.16 and Theorem 4.1, we
find that
(φ⊗ ψ)(w1
α w2 w3 R
2m−3−α) (4.18)
= q′1ψ0 + (q
′
1 + q
′
2a)ψ1 + q
′
2(a+ b)ψ2 + q
′
2(a+ b+ c− 1)ψ3
+(q′1(ab+ 1 +
(
a
2
)
) + q′2(a + b))ψ1,2
+(q′1(a(b+ c) + a− 1 +
(
a
2
)
) + q′2(a + b+ c− 1))ψ1,3
+q′3((a− 1)(a+ b+ c− 1) +
(
a−1
2
)
+
(
b
2
)
+ (b− 1)(c− 1))(ψ2,3 + ψ1,2,3)
+q′0((a+
(
a
2
)
− 1)(a+ b+ c− 1) +
(
a−1
2
)
+ a
(
b
2
)
+ a(b− 1)(c− 1))ψ1,2,3.
Similarly to Lemma 4.12, with α = 2m′−1, we have
(
2m−3−α
m−t
)
≡ m− t−1 mod 2,
and the result follows similarly to the three previous ones, having Maple check whether
there is a solution to the system of 11 equations in 14 unknowns, whose first equation
is that the RHS of (4.18) equals 1 and others are, as before, (4.4) for each U ∈ S ′.
This time a solution is required for both q′ = (0, 1, 0, 1) and (1, 0, 1, 0).
Referring to Table 4.22 and Theorems 4.13, 4.14, 4.15, and 4.17, accompanied by
Propositions 4.7 and 4.8, we find that, when neither m nor m− 1 is a 2-power, (2.3)
is satisfied for all (a, b, c), establishing Theorem 1.2 when neither m nor m − 1 is a
2-power. Next we handle the case when m = 2e.
Theorem 4.19. If m = 2e, then, for 1 ≤ ε ≤ 3,
w1
2e−ε w2
2 w3 R
2e+ε−4 6= 0 ∈ H2m−1(X ×X)
for the values of a, b, and c which have an × in the 4.19(ε) column of Table 4.22.
Proof. Because of the change due to m = 2e noted in Proposition 4.9, the expression
in Corollary 4.10 has an extra ((a−1)(a+b+c−1)+
(
a−1
2
)
+
(
b
2
)
+(b−1)(c−1))ψ1,2,3
added. The vectors q are (0, 1, 1, 1, 1), (0, 0, 1, 0, 1), and (0, 0, 0, 1, 1) for ε = 3, 2, 1,
respectively. The other 10 equations for the ψW ’s are as before. Maple tells us when
the system has a solution.
The next result is the 2e-analogue of Theorem 4.17. As shown in Table 4.22, this,
Theorem 4.19, and Propositions 4.7 and 4.8 imply (2.3) when m = 2e.
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Theorem 4.20. If m = 2e, then
w1
2e−1 w2 w3 R
2e−2 6= 0 ∈ H2m−1(X ×X)
for the values of a, b, and c which have an × in the 4.20 column of Table 4.22.
Proof. Because of the change due to m = 2e noted in Proposition 4.16, the expression
in (4.18) has an extra ((a−1)(a+ b+ c−1)+
(
a−1
2
)
+
(
b
2
)
+(b−1)(c−1))ψ1,2,3 added.
The vector q′ is (0, 0, 1, 0), and the other 10 equations for the ψW ’s are as before.
Maple tells us when the system has a solution.
Finally, we handle the case m = 2e + 1.
Theorem 4.21. If m = 2e + 1, then, for ε = ±1,
w1
2e+ε w2
2 w3 R
2e−ε−2 6= 0 ∈ H2m−1(X ×X)
for the values of a, b, and c which have an × in the 4.21(ε) column of Table 4.22.
Proof. Because of the change due to m = 2e + 1 noted in Proposition 4.9, the ex-
pression in Corollary 4.10 has an extra ψ1 + (a + b)ψ1,2 added. The vectors q are
(0, 0, 0, 0, 1) and (0, 0, 1, 1, 1) for ε = 1 and −1, respectively. The other 10 equations
for the ψW ’s are as before. Maple tells us when the system has a solution.
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Table 4.22.
m 6= 2e, 2e + 1 m = 2e m = 2e + 1
a b c 4.13 4.14 4.15 4.17 4.19(3) 4.19(2) 4.19(1) 4.20 4.21(1) 4.21(−1)
1 1 2 × × ×
1 2 1 × × × ×
1 2 2 × × × × ×
1 3 1 × × × × × × × ×
1 3 2 × × × × × × × ×
1 4 1 × × × × × × ×
1 4 2 × × × × × × × ×
2 1 1 × × × × × × ×
2 1 2 × × × × ×
2 2 1 × × × × × × ×
2 2 2 × × × × × × × ×
2 3 1 × × × ×
2 3 2 × × × × × × ×
2 4 2 × × × × ×
3 1 1 × × × × × × × ×
3 1 2 × × × × × × ×
3 2 1 × × × × × × × × ×
3 2 2 × × × × × × × ×
3 3 1 × × ×
3 3 2 × × × × × × × × ×
3 4 1 × × × × × × × × ×
3 4 2 × × × × × × × × ×
4 1 1 × × × × × × × × × ×
4 1 2 × × × × × × × ×
4 2 1 × × × × × × ×
4 2 2 × × × × × × × ×
4 3 1 × × × × × × × × × ×
4 3 2 × × × × × × × × ×
4 4 1 × × × × × × × × × ×
4 4 2 × × × × × × × × × ×
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The Maple program that performed all these verifications can be viewed at [2]. We
conclude that
Theorem 4.23. If X = M(ℓ) with genetic code 〈{n, a + b+ c, a + b, a}〉, then (4.5)
holds for some uniform homomorphism ψ and some set of 2m− 1 classes vi.
Proof. Table 4.22 shows that for all (a, b, c) except (1, 1, 1) and (2, 4, 1) one of the tab-
ulated theorems applies, while the two exceptional cases are covered in Propositions
4.7 and 4.8.
5. Proof when there are two genes, each of size 3
In this section, we prove the case of Theorem 1.2 corresponding to the fourth line
of Table 1.3. In this case, ℓ has gees {a + b + c, a + b} and {a + b + c + d, a}, with
a, b, c, d ≥ 1. Any other way of having two gees of size 2 would have one ≥ the other,
which is not allowed in a genetic code.
Let X = M(ℓ). Notation is similar to that of previous proofs. For i = 1, 2, 3,
and 4, wi refers to Vt with t in the intervals [1, a], (a, a + b], (a + b, a + b + c], and
(a+b+c, a+b+c+d], respectively. The YS is a monomial R
kVS, where the subscripts
S are of the indicated types. The multiset S can have at most two elements. For
example, Y2,2 = R
kViVj with a < i < j ≤ a+ b.
Proposition 5.1. The Poincare´ duality isomorphism φ : Hm(X)→ Z2 satisfies
φ1,1 = φ1,2 = φ1,3 = φ1,4 = φ2,2 = φ2,3 = 1
φ4 = a+ 1
φ3 = a+ b+ 1
φ2 = a+ b+ c
φ1 = a+ b+ c+ d
φ0 =
(
a−1
2
)
+
(
b
2
)
+ bc+ (a + 1)(b+ c+ d).
There is a uniform homomorphism ψ : Hm−1(X)→ Z2 satisfying ψ1,1 = ψ1,2 = ψ1,3 =
ψ1,4 = ψ2,2 = ψ2,3 = 0, ψ1 = ψ2 = ψ3 = ψ4 = 1, and ψ0 = a + b+ c+ d.
Here, as before, φS = φ(YS) and ψS = ψ(YS).
24 DONALD M. DAVIS
Proof. The isomorphism φ is the nonzero homomorphism whose images φS are the
nonzero solution of the homogeneous system with matrix given in Table 5.2. Uniform
homomorphisms ψ must satisfy the homogeneous system with matrix given by the
last six rows of Table 5.2. These are the analogues of (4.2) and (4.4). Both solutions
are easily verified.
Table 5.2.
0 1 2 3 4 1, 1 1, 2 1, 3 1, 4 2, 2 2, 3
1 a − 1 b c d
(
a−1
2
)
(a − 1)b (a − 1)c (a− 1)d
(
b
2
)
bc
1 a b− 1 c d
(
a
2
)
a(b − 1) ac ad
(
b−1
2
)
(b− 1)c
1 a b c− 1 d
(
a
2
)
ab a(c− 1) ad
(
b
2
)
b(c− 1)
1 a b c d− 1
(
a
2
)
ab ac a(d − 1)
(
b
2
)
bc
1 a b c d
(
a−2
2
)
ab ac ad
(
b
2
)
bc
1 a − 1 b− 1 c d
(
a−1
2
)
(a − 1)(b − 1) (a − 1)c (a− 1)d
(
b−1
2
)
(b− 1)c
1 a − 1 b c− 1 d
(
a−1
2
)
(a − 1)b (a− 1)(c− 1) (a− 1)d
(
b
2
)
b(c− 1)
1 a − 1 b c d− 1
(
a−1
2
)
(a − 1)b (a − 1)c (a− 1)(d − 1)
(
b
2
)
bc
1 a b c d
(
a
2
)
ab ac ad
(
b−2
2
)
bc
1 a b− 1 c− 1 d
(
a
2
)
a(b − 1) a(c− 1) ad
(
b−1
2
)
(b− 1)(c− 1)
Since these matrices are mod 2, we have often written a− 2 as a.
The following analogue of Lemma 4.12 is easily checked.
Lemma 5.3. If m = 2e +m′ with 2 ≤ m′ ≤ 2e + 1 and α = 2m′ − 3 and 2 ≤ t ≤ 4,
then
(
2m−4−α
m−t
)
≡ 1 mod 2.
Now Proposition 4.9 yields that for m as in Lemma 5.3
(φ⊗ ψ)(w1
2m′−3 w2
2 w3 R
2e+1−1) = φ1,2ψ3 + φ2,3ψ1 + φ1,3ψ2 = 1,
establishing the result.
6. Proof in Type 1 situations
In this section, we prove the case of Theorem 1.2 corresponding to the fifth line
of Table 1.3, what we call the “Type 1” cases. These are the cases where there are
gees {1 + b + c, 1 + b, 1} and {1 + b + c + d, 1} with b, c, d ≥ 1. The proof here is
similar to that in Section 4, requiring several different products, depending on the
nature of the parameters, and also requiring Maple to just check for us that there
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exists a suitable uniform homomorphism ψ : Hm−1(X) → Z2, rather than giving
a nice explicit formula for ψ. Here, as usual, X = M(ℓ) and m = n − 3, where
ℓ = (ℓ1, . . . , ℓn) has the prescribed gees. The variables wi for 1 ≤ i ≤ 4 correspond
to Vt with, respectively, t = 1 and t in intervals (1, 1 + b], (1 + b, 1 + b + c], and
(1 + b+ c, 1 + b+ c+ d], and YS is defined according to these subscripts in the usual
way. Note that there are no Y1,1 variables as there usually are, since there are not
two distinct variables with subscript ≤ 1.
Our Maple program uses a matrix similar to that of Table 5.2 with a = 1. The
column labels are exactly those that appear in the following proposition.
Proposition 6.1. For X as just described, the Poincare´ duality isomorphism φ :
Hm(X)→ Z2 satisfies, with φS = (φ(YS)
φ1,4 = φ1,2,2 = φ1,2,3 = 1
φ1,3 = b+ 1
φ1,2 = b+ c
φ1 =
(
b
2
)
+ (b+ 1)(c+ 1) + d
φ0 = φ2 = φ3 = φ4 = φ2,2 = φ2,3 = 0.
Proposition 6.2. For the X just described, there is a uniform homomorphism ψ :
Hm−1(X)→ Z2 satisfying
(φ⊗ ψ)(w1
m−1 w2
2 w3 R
m−3) = 1 (6.3)
except in the following situations:
• b ≡ 1 mod 4, c odd, and d even,
• m− 1 is a 2-power, or
• m is a 2-power, b ≡ 2 mod 4, c odd, and d even.
Proof. By Propositions 4.9 and 6.1, if neither m nor m − 1 is a 2-power, then (6.3)
equals
ψ1+(b+1)(ψ2+ψ1,2)+(m−1)(
(
b
2
)
+(b+1)(c+1)+d)(ψ2,3+ψ1,2,3). (6.4)
The relations that ψ must satisfy, in addition to making (6.4) equal to 1, are that for
each of the subscripts S of length 2 or 3 in Proposition 6.1 the analogue of (4.4) (or
26 DONALD M. DAVIS
the analogue of the last six rows of Table 5.2, with a = 1) must equal 0. This row
reduction can be done by hand, finding that a solution exists unless b ≡ 1 mod 4, c
odd, and d even. If m is a 2-power, then (6.4) becomes
ψ1 + (b+ 1)(ψ2 + ψ1,2) + (
(
b
2
)
+ (b+ 1)(c+ 1) + d)ψ2,3,
and we find that a solution making this equal to 1 exists unless b ≡ 1 or 2 mod 4, c
is odd, and d even.
If m − 1 is a 2-power, we use (φ ⊗ ψ)(w1
mw2
2w3 R
m−4). Using Proposition 4.9
again, the expression which must equal 1 is
ψ1 + (b+ 1)ψ1,2 + (
(
b
2
)
+ (b+ 1)(c+ 1) + d)(ψ2,3 + ψ1,2,3),
and this can be achieved, consistent with the relations, unless b ≡ 1 mod 4, c odd,
and d even.
Whenm > 4, b ≡ 1 mod 4, c odd, and d even, we use the product w1
m−ε w2
2 w3
3 Rm−6+ε
used in Proposition 4.7. The only nonzero value φS relevant to this product is φ1,2,3.
One easily checks that there is a uniform homomorphism ψ whose only nonzero val-
ues are ψ1,2 and ψ1,3. Because of the w2
2, there can be no Y1,2,3 ⊗ Y1,2 term in the
expansion, and, as in the proof of 4.7, the coefficient of Y1,2,3 ⊗ Y1,3 is nonzero.
When m = 4, b ≡ 1 mod 4, c odd, and d even, the nonzero φ-values are φ1,4, φ1,2,2,
and φ1,2,3, and there is a uniform homomorphism ψ onH
m−1(X) whose nonzero values
are ψ0, ψ4, ψ2,2, and ψ2,3. Then (φ⊗ ψ)(w1
2 w4
3R2) = φ1,4ψ4 = 1.
Finally, ifm = 2e, b ≡ 2 mod 4, c odd, and d even, then the nonzero φ-values are φ1,
φ1,2, φ1,3, φ1,4, φ1,2,2, and φ1,2,3, and there is a uniform homomorphism ψ with nonzero
values ψ2 = ψ3 = ψ4 = ψ2,2 = ψ2,3 = 1. Then (φ ⊗ ψ)(w1
2e w4 R
2e−2) = φ1ψ4 = 1.
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