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Introduction
Quantization is a signal processing technique that consists in approximating a random variable X with values in a continuous state space by an other random variable with values in a finite state space Γ = {x 1 , ..., x N }. A natural way to achieve this approximation is to project X on the grid Γ following the closest neighbour rule. This technique has been recently used to solve (via Monte carlo simulation) some high-dimensional problems arising in finance such as numerical integration [6] , pricing of American options on a multi-dimensional underlying [2] , pricing European options on a multi-dimensional underlying in the Uncertain Volatility framework, ... . It has been shown in [2] that in order to obtain relevant results, one has to take a grid Γ that minimizes the L p -mean error between the continuous variable and its quantized form. Up to now, this optimization problem was achieved using some gradient-based algorithms such as Lloyd's method I and Stochastic Gradient Algorithm (SGA) (for further details about these techniques one can see [7] for p = 2 and X gaussian). In high dimension (d ≥ 2), the optimization problem has not a unique solution and an optimal quantizer provided by the algorithms mentioned above is in fact a local minimizer of the L p -mean error.
In this paper, we suggest to use evolutionary optimization in order to obtain a "global" optimal L p -quantizer of X . The evolutionary algorithms (EAs) are powerful stochastic zero th order optimization algorithms based on a crude imitation of natural Darwinian evolution. Given an objective function to optimize over a search space E, they perform a random search in E in the hope to reach the global optimum. A detailed presentation of EAs is given in section 4.
This paper is organized as follows. Section 2 describes briefly the quantization of a continuous random variable.
Section 3 presents the stochastic gradient method. In Section 4, we show how to deal with the optimization problem using (EAs). Sections 5 and 6 provide a numerical comparison between our method and a the stochastic gradient method.
Optimal
From signal processing we can prove that the best way for approximating or "quantizing" a random variable X using a grid Γ is to project X on Γ following the nearest neighbour rule. This leads to a Borel
The Voronoi quantizer of X is then given by:
We say that Γ = (x 1 , ..., x N ) is an optimal L P -quantizer of X, if Γ solves the problem of minimizing the L P -mean of the quantization error:
Instead of minimizing the L p -mean error, we usually work for simplicity with the quantity D 
Stochastic Gradient Algorithm
Stochastic gradient methods are based on the integral representation of the criterion to be optimized, which is the case with N pairwise distinct components, set:
Formula (3.1) can be developed as follows if one sets
Let i (t + 1) ∈ arg min i x i,t − w t+1 . Then, we have:
The choice of the descent step γ t is crucial, for further details about this issue one can see [7, 4] for the optimal quadratic quantization of a gaussian law.
Optimal L
p -Quantization with the EA As described in section 3, the SGA works with a single solution and gives a local optimum close to the starting point.
The aim of using EAs is to maintain a set of solutions instead of one, that are manipulated competitively by some variation operators, in order to perform a parallel search over the search space E.
Evolutionary algorithms: a brief overview
denote the population at the generation t, where M ∈ N is the population size and Γ t i is a potential solution to the problem. The first population Π 0 is initialized randomly on the search space E. Then, the population evolves by cycles of mutation/recombination/selection which tends to decrease the fitness. The following procedure describes a simple structure of an evolutionary algorithm [8] .
Structure of an Evolutionary Algorithm
t ← 0 initialize population Π 0 = (Γ 0 1 , Γ 0 2 , · · · , Γ 0 M ) evaluate (Π 0 ) while (not stopping-condition) do begin t ← t + 1 select V t from Π t−1 W t ← alter V t (mutation+recombination) evaluate W t select Π t from W t end 4.2 Evolutionary Algorithms for optimal L p -quantization Recall that to obtain an optimal L p -quantizer of a random variable X ∈ L p R ,
we should search for a Voronoï tessellation of this variable in (R)
N that minimizes the L pdistortion. The following sub-sections explain how to use an EA for optimal L p -quantization.
Computation of the objectif function
Let f (Γ To estimate the distortion by Monte-Carlo simulation, we consider ( 
The evolution scheme
A set of genetic operators define the dynamic evolution of the population. 
We Notice that this probability of selection is increasing with the fitness.
Crossover
Let Γ k and Γ s be two selected grids in V t . A new offspring Γ r is created, with a probability p c by merging the contained information in the parents Γ k and Γ s [5] as fol- itself is subject to mutation in order to scale the movement of the grid points on the search space along evolution.
Numerical tests for Normal distribution
In this section, we specialize the discussion to the optimal quadratic quantization of a d-dimensional Gaussian vector.
We compare the grids obtained by the EA to those obtained by the SGA in terms of final distortion and geometric symmetry.
In order to obtain a "good" optimal grid with the SGA, One verifies that, when the number of points is large, this only affects the location of the peripheral points. On the other hand, as expected, it slightly increases the distortion (but it produces more accurate results for numerical integration of course).
For stability reasons, we also do a similar work when using the EA. Actually we will start first by using a trun- We then, introduce two procedures that we will use to obtain an optimal quantizer of the Normal distribution.
The first procedure uses the gradient optimization method (SGA). It starts with a random grid and arrives at grid (1) by applying SGA with truncation (SGA(Tr)). Then, using
Grid (1) as a starting point, the optimization procedure continue without truncation (SGA(n-Tr)) and arrives at Grid (1 bis).
Similarly, Procedure 2 involves using EA(Tr) (EA with truncation), starting with a random population and arriving at population (2) with the best element in Grid(2). Then, using population (2) as a starting population, the evolution continue without truncation (EA(n-Tr)) and arrive at population (2 bis) with the best element in Grid (2bis).
We give below different detailed results for dimensions 2 and 3. We also give some other results showing the behavior of the difference between the minimal distortions given by the two algorithms when the dimension d increases (from 1 to 7). The values of EA parameters described in section 4 are given in the following table. These parameters were found by preliminary numerical experimentations.
EA parameter settings

Population size (M ) 70
Crossover Probability (p c ) 0.6
Mutation Probability (p m ) 0.9
Initial standard deviation for mutation (β 0 ) 0.03
Maximum Number of Generations (t max ) 800 for EA (Tr) 1200 for EA (n-Tr)
SGA parameter settings
Descent-step (γ t ) As in [7] Maximum Number of iterations (t max ) 4 000 000 for SGA (Tr) 6 000 000 for SGA (n-Tr)
For the EA (Tr) (or SGA (Tr)) step, we use a truncated
Reference Sample containing 50 000 realizations of the ddimensional random variable under study. of which the norms are smaller that 3 (we consider 3 as radius threshold).
Dimension 2 and 3
We see in Figure 1 below, that the use of a non-truncated step (i.e EA (n-Tr) or SGA (n-Tr)) after a truncated one, affects essentially the peripheral points of the grid:
The distortions of the different obtained optimal grids are summarized in the table 1.
Distortion as a function of dimension
In this paragraph, we are interested in the impact of the dimension on the distortion level obtained with EA and SGA So, when dealing with some high-dimensional numerical probabilistic problems, one can expect that using EAs instead of gradient based algorithms in order to compute the optimal quantizers will give more accurate results. 
Numerical Results
Wee consider a bermudan option on the geometric mean
In the multi- In order to price this bermudan option by quantization tree method, one need a set of grids We compare the prices obtained using quantization tree method with each one of these sets of grids to those obtained by the finite difference method.
We see that, the prices obtained with a set of optimal grids (i.e. computed with an EA) are closer to the true prices 
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