ABSTRACT. In this paper, we investigate the dynamic behaviors of a one-prey and two-predator system with Holling-type II functional response and defensive ability by introducing a proportion that is periodic impulsive harvesting for all species and a constant periodic releasing, or immigrating, for predators at different fixed time. We establish conditions for the local stability and global asymptotic stability of prey-free periodic solutions by using Floquet theory for the impulsive equation, small amplitude perturbation skills. Also, we prove that the system is uniformly bounded and is permanent under some conditions via comparison techniques. By displaying bifurcation diagrams, we show that the system has complex dynamical aspects.
INTRODUCTION
During the recent years, the impulsive prey-predator population models have been discussed by a number of researchers [13, 14, 15, 22, 27, 29] and there are also many publications on simple multi-species systems consisting of a three-species food chain with impulsive perturbations [2, 3, 8, 23, 24, 26, 28] . A major portion of the literatures involves two aspects: single impulsive control strategy (only biological control or only chemical control) and combination of biological control with chemical control in a pair species. In those papers, the authors assumed that the pest(prey) is portrayed as only being fed on one kind of natural enemy. But, usually the pest has several natural enemies. For examples, aphids in alfalfa have many natural enemies such as convergent lady beetles, big-eyed bugs and Syrphid flies and so on. In this regard, we will establish a one-prey(pest) and two-predator(natural enemies) food web system with biological and chemical controls.
In view of the fact that in population dynamics the reciprocal actions between prey and predator are often complicated and diverse, Holling [10] gave three different kinds of functional responses of the predator to the prey, which refer to the change in the density of the prey attacked per unit time per predator as the prey density changed, which made the standard Lotka-Volterra system more realistic. If we consider the time a predator uses in handling the prey it has captured, one finds the functional response is of Holling type-II, which is monotonic in the first quadrant. However there are experimental and observational evidences that point out that nonmonotonic responses occur because when the nutrient concentration reaches a high level an inhibitory effect on the specific growth rate may occur [1, 25] . To describe such phenomenon, Andrews [1] suggested a function p(x) = mx a+bx+x 2 called the Monod-Haldane function, or Holling type-IV function. Sokol and Howell [19] proposed a simplified Holling type-IV function of the form: p(x) = mx a+x 2 which gives an account of the phenomenon of group defense whereby predation is decreased, or even prevented together, due to the increased ability of the prey to better defend or disguise themselves when their numbers are large enough.
The four kinds of Holling-type functional responses have been observed [5, 18] . According to Hassel et al [9] , the Holling type II functional response is the most common type of functional responses among arthropod predators. Thus, based on the predator-prey system with Holling II and group defense, we propose an impulsive differential equation to model the process of periodically releasing natural enemies and of spraying pesticides at different fixed times in section 2. Such impulsive systems are found in almost every domain of applied science and have been studied in many investigations: impulsive birth [17, 21] , impulsive vaccination [7, 20] , chemotherapeutic treatment of disease [12, 16] . In section 4, we analyze the dynamic behaviors of such systems. Especially, by using Floquet theory for the impulsive equation, small amplitude perturbation skills and comparison techniques, we show that there exists an asymptotically stable pest-free periodic solution and the system is uniformly bounded. In addition, we find a sufficient condition that makes the system permanent. Furthermore, in section 5, we illustrate several dynamical behaviors including bifurcation diagrams via numerical simulations to give numerical evidences that the system has complex dynamical aspects. Finally, we have a discussion.
Thus, in this paper, we will show the following main results; 
where 
2) is globally asymptotically stable if
where A i (i = 1, 2) are the constants defined in Theorem 4.1.
MODEL FORMULATIONS
Based on the ideas discussed in Section 1, we propose the following system with Holling type II and IV functional responses.
where x(t) and y i (t)(i = 1, 2) represent the population density of one prey and two predators at time t, respectively, and all parameters are positive constants. The constant a is the intrinsic growth rate of the prey population, b is the coefficient of intra-specific competition, c i (i = 1, 2) are the per-capita rates of predation of the predators, d i (i = 1, 2) are the death rates of the predators, c i (i = 3, 4) are the rates of conversing preys into the predators and e i (i = 1, 2) are the half-saturation constants.
Remark 2.1.
(1) It is easy to know that the equilibrium (0, 0, 0) of system (2.1) is unstable. (2) The equilibrium (0, y 1+ , y 2+ ) of system (2.1) does not exist, where y i+ > 0(i = 1, 2).
In this paper, with the idea of impulsive control, we will study the following impulsive system with Holling type II and IV functional responses
where T is the period of spaying pesticides(harvesting) and the impulsive immigration or stock of the predator, respectively. Here, ∆w = w(t + ) − w(t), where w = x and y i (i = 1, 2). The three parameters 0 ≤ p 1 , p 2 , p 3 < 1 present the fraction of the prey and the predators which die due to the harvesting or pesticides etc and q i (i = 1, 2) mean the size of immigration or stock of the predator.
PRELIMINARIES
Let R + = [0, ∞) and R 3 + = {x = (x, y, z) ∈ R 3 : x, y, z ≥ 0}. Denote N the set of all of positive integers, R * + = (0, ∞) and f = (f 1 , f 2 , f 3 ) T the right hand of the first three equations in (2.2). Let V :
and lim
(2)V is locally Lipschitzian in x.
Definition 3.1. For V ∈ V 0 , one defines the upper right Dini derivative of V with respect to the impulsive differential system (2.
The smoothness properties of f guarantee the global existence and uniqueness of solutions of system (2.2) [11] .
Definition 3.2. System (2.2) is said to be permanent if there exist two positive constants m and M such that every positive solution (x(t), y 1 (t), y 2 (t)) of system (2.2) with x 0 , y 01 ,
We will use a comparison result of impulsive differential inequalities. Suppose that g :
exist and are finite for x ∈ R + and n ∈ N.
where g :
. Let r(t) be the maximal solution for the impulsive Cauchy problem
         u ′ (t) = g(t, u(t)), t ̸ = (n + τ − 1)T, t ̸ = nT, u(t + ) = ψ 1 n (u(t)), t = (n + τ − 1)T, u(t + ) = ψ 2 n (u(t)), t = nT, u(0 + ) = u 0 ≥ 0, (3.2) defined on [0, ∞). Then V (0 + , x 0 ) ≤ u 0 implies that V (t,
x(t)) ≤ r(t), t ≥ 0, where x(t) is any solution of (3.1).
We now indicate a special case of Lemma 3.3 which provides estimations for the solution of a system of differential inequalities. For this, we let P C(R + , R) (P C 1 (R + , R)) denote the class of real piecewise continuous(real piecewise continuously differentiable) functions defined on R + .
where f, h ∈ P C(R + , R) and α k ≥ 0, θ k and u 0 are constants and (τ k ) k≥0 is a strictly increasing sequence of positive real numbers. Then, for t > 0,
Similar result can be obtained when all conditions of the inequalities in the Lemmas 3.3 and 3.4 are reversed.
Using Lemma 3.4, it is easy to prove that the solutions of system (2.2) with strictly positive initial value remain strictly positive as follows:
Lemma 3.5. The positive octant (R * + ) 3 is an invariant region for system (2.2). Now, for fixed i = 1, 2, consider the impulsive differential equation as follows:
The system (3.4) is a periodically forced linear system. It is easy to obtain that
with
is the positive periodic solution of (3.4), where i = 1, 2. Moreover, we can obtain that
is a solution of (3.4), where i = 1, 2. From (3.5) and (3.6), we get easily the following result. Lemma 3.6. Fix i = 1, 2. Then, for every solution y i (t) and every positive periodic solution y * i (t) of system (3.4) , it follows that y i (t) tend to y * i (t) as t → ∞. Thus, the complete expression for the prey-free periodic solution of system (2.2) is obtained (0, y * 1 (t), y * 2 (t)).
MATHEMATICAL ANALYSIS ON SYSTEM (2.2)
In this section, we will prove that the stability of the lowest-level prey free periodic solution (0, y * 1 (t), y * 2 (t)) is globally asymptotically stable under a condition and then will give a sufficient condition for the permanence of the system. In addition, we will show that the system is uniformly bounded.
where
2) is globally asymptotically stable if
Proof. First, we show the local stability of the solution (0, y * 1 (t), y * 2 (t)). The local stability of the pest-free periodic solution (0, y * 1 (t), y * 2 (t)) of system (2.2) may be determined by considering the behavior of small amplitude perturbations of the solution. Let (x(t), y 1 (t), y 2 (t)) be any solution of system (2.2). Define
where Ψ(t) satisfies
and Ψ(0) = I, the identity matrix. So the fundamental solution matrix is
The resetting impulsive conditions of system (2.2) become 
Note that all eigenvalues of
3)
It follows from (4.1) that |λ 1 | < 1. Therefore, from the Floquet theory [4] , we obtain (0, y * 1 (t), y * 2 (t)) is locally stable.
It is easy to see that the solution (0, y * 1 (t), y * 2 (t)) is locally stable if the condition (4.2) holds. Now, in order to prove the global stability of the pest-free periodic solution, let (x(t), y 1 (t), y 2 (t)) be a solution of system (2.2). From (4.2) we can select a sufficiently small number ϵ 1 > 0 satisfying
It follows from the first equation in (2.2) that x ′ (t) ≤ x(t)(a − bx(t)) for t ̸ = (n + τ − 1)T, t ̸ =
nT and x ′ (t + ) = (1 − p 1 )x(t) ≤ x(t) for t = (n + τ − 1)T . Now, consider the following impulsive differential equation: 
, we can obtain from Lemmas 3.3 and 3.6 that
for sufficiently large t, where v i (t) is a solution of the following impulsive differential equation: for i = 1, 2. Without loss of generality, we may suppose that (4.5) holds for all t ≥ 0. From system (2.2), we obtain Integrating (4.7) on ((n + τ − 1)T, (n + τ )T ], we get
which implies that x(t) → 0 as t → ∞. Now, take a sufficiently small number ϵ 2 > 0 satisfying c i+2 ϵ 2 < d i (i = 1, 2) to prove that y i (t) → y * i (t) (i = 1, 2) as t → ∞. Without loss of generality, we may assume that x(t) ≤ ϵ 2 for all t ≥ 0. It follows from the second and the third equations in (2.2) that, for t ̸ = (n + τ − 1)T and t ̸ = nT ,
Thus, by Lemmas 3.3 and 3.6, we induce that y i (t) ≤ỹ i * (t), whereỹ i * (t) is the periodic solution of (3.4) with d i changed into d i − c i+2 ϵ 2 (i = 1, 2). By letting ϵ 1 , ϵ 2 → 0, we obtain from (4.5) and (4.8) that y i (t) tends to y * i (t) as t → ∞. We show that all solutions of system (2.2) are uniformly bounded.
Theorem 4.2. There is a M > 0 such that x(t) ≤ M, y 1 (t) ≤ M and y 2 (t) ≤ M for all t large enough, where (x(t), y 1 (t), y 2 (t)) is a solution of system (2.2).
Proof. Let (x(t), y 1 (t), y 2 (t)) be a solution of (2.2) with an nonnegative initial condition (x 0 , y 01 , y 02 ) and define
, it follows that 10) where
for sufficiently large t. Therefore, x(t), y 1 (t) and y 2 (t) are bounded for sufficiently large t.
Theorem 4.3. System (2.2) is permanent if
Proof. Let (x(t), y 1 (t), y 2 (t)) be a solution of system (2.2) with an strictly positive initial condition (x 0 , y 01 , y 02 ). From Theorem 4.2, we may assume that x(t), y 1 (t) and y 2 (t) ≤ M and
From Lemmas 3.3 and 3.6 we can obtain that y i (t) > y * i (t) − ϵ i (i = 1, 2) for sufficiently large t, where y * i (t)(i = 1, 2) are the periodic solution of (3.4). Hence y i (t) > m i (i = 1, 2) for sufficiently large t. Thus we only need to find m 3 such that x(t) ≥ m 3 for sufficiently large t. We will do this in the following two steps.
Step 1: From (4.11), we can take sufficiently small numbers m ′ 3 > 0 and ϵ
). We will prove there exists t 1 ∈ (0, ∞) such that x(t 1 ) ≥ m ′ 3 by using a contradiction to the boundedness of x(t). Suppose that x(t) < m ′ 3 , for all t > 0. It follows from system (2.2) that
(4.14)
Therefore, we can take
Step 2: If x(t) ≥ m ′ 3 for all t ≥ t 1 , then we are done. If not, we may let
and, by the continuity of x(t), we have x(t * ) = m ′ 3 . In this step, we have only to consider two possible cases.
Let n 2 = max{n 21 , n 22 } and T ′ = n 2 T + n 3 T . In this case we will show that there exists t 2 ∈ (t * , t
Otherwise, by (3.6) and (4.13) with v i (n 1 T + ) = y i (n 1 T + )(i = 1, 2), we have,
Similarly to step 1, we obtain
Since
is locally asymptotically stable if T < T * . From Theorem 4.3, we know that if the period of pulse T is larger than T * , then the prey-free periodic solution becomes unstable while the system (2.2) becomes permanent. i.e., the prey and the two predators can coexist when T > T * . We will exhibit numerical examples in next section to substantiate our theoretical results.
DYNAMIC VARIETIES OF SYSTEM (2.2)
In this section we will illustrate the dynamic varieties of system (2.2) through studying the effects of impulsive period T as a means of control on the system (2.2) by using numerical simulations. Now, in order to do this, fix the parameters as follows:
As known, it is difficult to study systems (2.1) and (2.2) analytically. Thus we numerically integrated the system (2.2) and seek the long-term behavior of the solutions. For this, fix p 1 = 0.5, p 2 = 0.0001, p 3 = 0.00001, q 1 = 0.1, q 2 = 0.2, τ = 0.6. As mentioned in Remark 4.4, the prey-free periodic solution is stable when T < T * ≈ 0.236(see Figure 1) , and the system (2.2) is permanent when T > T * (see Figure 2 ). The bifurcation diagrams for the prey and predators populations as T increasing from 0 to 13 with an initial value (x 0 , y 01 , y 02 ) = (2, 3, 1) are shown in Figure 3 . They illustrate typical dynamical behaviors such as quasi-periodic oscillation(see Figure 4 (see Figure 5 ), periodic halving(see Figure 6 ), periodic windows(see Figure 3) , a chaotic area including chaos(see Figure 4(b) ) and so on. But there are some interesting phenomena when T varies from 0.3 to 2. Especially, Figure 7 is shown an enlarged part of the bifurcation diagrams when 0.32 < T < 0.33. From these bifurcation diagrams, one could make a mistake to look upon the black regions as a chaotic area. One should notice the banded structure of the quasi-periodic behavior and compare that to the random scatter of the chaotic. For instant, Figure 4 (a) displays a high order quasi-periodicity when T = 0.327, and Figure 4 strange attractor when T = 4. Thus, the dynamic behaviors of the black area include either quasi-periodic aspects or chaotic aspects.
DISCUSSION
In this paper, we have proposed new impulsive one-prey and two-predator systems with Holling-type II functional response and group defense to model the process of periodically releasing natural enemies and of spraying pesticides at different fixed times. We have shown that there exists a stable prey-free periodic solution when the impulsive period T is less than a critical value by using the Floquet theory of impulsive differential equation and small amplitude perturbation skills. When the stabilities of prey-free periodic solutions disappear, the system (2.2) becomes permanent, which is line with reality from a biological point of view. In the following, let us compare the results of system (2.1) with systems (2.2).
System (2.1) is one of models with a classical biological control technique. From Remark 2.1, it can be shown that the prey-free equilibrium (0, y 1+ , y 2+ )(y i+ > 0, i = 1, 2) of the system (2.1) doesn't exist and the equilibrium (0, 0, 0) of the system (2.1) is unstable, which indicates that one cannot stamp out the prey(pest) steadily. But, from the impulsive controlled system (2.2), the prey (pest) can be eradicated if the impulsive period T is less than a critical value T * . Thus, if one regards the prey as a pest, then the impulsive control strategy is more suitable than the classical one. On the contrary, the impulsive perturbations of the predators should be occurred at long-time intervals for coexistence of the prey and the predators.
