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Abstract
Constants of motion, Lagrangians and Hamiltonians admitted by a family of relevant nonlinear
oscillators are derived using a geometric formalism. The theory of the Jacobi last multiplier allows
us to find Lagrangian descriptions and constants of the motion. An application of the jet bundle
formulation of symmetries of differential equations is presented in the second part of the paper. After
a short review of the general formalism, the particular case of non-local symmetries is studied in
detail by making use of an extended formalism. The theory is related to some results previously
obtained by Krasil’shchi, Vinogradov and coworkers. Finally the existence of non-local symmetries
for such two nonlinear oscillators is proved.
Keywords: Abel equation; Lie system; quasi-Lie invariant; quasi-Lie scheme; quasi-Lie system;
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1 Introduction
The interest of differential geometric techniques in the analysis of systems of ordinary differential equa-
tions (ODEs) is undeniable. Lie point symmetries, integrating factors and their generalizations are just
several examples of geometric tools which have been successfully applied in the study of systems of ODEs
and their related mathematical and physical problems.
In this work, we survey the geometric theory of Jacobi multipliers [1, 2] and non-local symmetries [3, 4]
to study a family of relevant nonlinear oscillators that have been attracting some attention in recent years
[5, 6, 7, 8, 9, 10, 11]. For instance, it was proved that they can be understood as oscillators in manifolds of
constant curvature [12], they admit compatible bi-Hamiltonian structures, and their properties can also
be analyzed by means of coalgebra techniques [10, 11]. Some of their properties have also been obtained
by means of the so-called λ-symmetries [8].
First, we use Jacobi multipliers [1, 2] to go over the above-mentioned oscillators from a geometrical
point of view. This allows us to obtain some of their constants of motion. We also obtain known and
new Lagrangian and Hamiltonian functions for these oscillators. It is worth noting that the new derived
Lagrangian functions are of a non-mechanical type, i.e. they do not possess a kinetic term given by a
2-contravariant tensor field.
Subsequently, we review a ‘new method’ to obtain non-local symmetries developed by Gandarias
and coworkers [5, 6, 7]. We show that their procedure is a consequence of the non-local symmetry idea
formalised by Krasil’shchik and Vinogradov several years before [13, 14, 15]. Despite this, Gandarias
and coworkers’ applications of this method are still relevant, as they illustrate that certain systems of
differential equations with no classical point symmetries can admit non-local symmetries that lead to
unveil their properties.
The study of non-local symmetries demands the use of infinite-dimensional jet bundles [16]. We il-
lustrate how this geometric approach can easily be applied to study our family of oscillators. Indeed,
the calculation of such non-local symmetries in the problem under study is very similar to the case of a
finite-dimensional jet bundle Jpπ. It is essentially the geometrical interpretation what differs. Addition-
ally, our techniques provide very simple and relevant examples of finite-dimensional diffieties describing
1
ODEs, which is not the usual approach as they are mainly concerned with infinite-dimensional manifolds
describing PDEs.
The use of infinite dimensional jet bundles provides other advantages. Many structures of Jpπ, e.g. the
Cartan distribution, become simpler when defined on the infinite-dimensional jet bundle J∞π. Moreover,
we can define geometric structures on this latter space that cannot properly be defined on Jpπ, e.g. the
total derivative. Moreover, J∞π possesses a geometric structure richer than that of Jpπ, e.g. it admits
Lie symmetries than cannot be described in terms of Lie symmetries defined on p-order jet bundles [15].
Apart from showing the usefulness of infinite-dimensional jet bundles and reviewing Gandarias’ re-
sults, we devise a new idea to easily determine non-local symmetries for certain systems of higher-order
differential equations. As an application, we retrieve in a natural and rigorous way a result given by
Gandarias as an ansatz for the oscillators of this work [5].
The paper goes as follows. Section 2 is devoted to surveying the theory of Jacobi multipliers and
its relation with Lagrangians and constants of motion. In Section 3 we apply Jacobi multipliers to
study relevant types of oscillators. In Section 4, non-local symmetries of differential equations are briefly
presented. We show that the method developed by Gandarias and coworkers [5, 6] reduces to the non-local
symmetry concept developed by Krasil’hinski and Vinogradov and we apply this idea to the mentioned
oscillators in Section 5. A method to improve the derivation of such non-local symmetries is provided in
Section 6 and we summarise our results and comment on our future work in Section 7.
2 Jacobi multipliers, Lagrangians and constants of motion
Let M stand for an oriented manifold, i.e. M is equipped with a volume form Ω. Given a vector field X
on M , we call divergence of X relative to Ω the unique function divX :M → R satisfying [1, 2]:
LXΩ = (divX)Ω .
A Jacobi multiplier for X is a non-vanishing function µ : M → R satisfying that µ(i(X)Ω) is a closed
form, or equivalently LX(µΩ) = 0. In other words, µ is such that
div(µX) = 0, µ(x) 6= 0, ∀x ∈M .
From LX(f Ω) = (Xf + f divX)Ω, for every f ∈ C∞(M), we see that a function µ is a Jacobi multiplier
for X if and only if µ does not vanish and satisfies
µ divX +Xµ = 0 . (2.1)
A function I : M → R is a first-integral of X , i.e. XI = 0, if and only if dI annihilates the generalized
distribution D = {v ∈ TM | ∃ p ∈M, v = Xp} generated by X , i.e. (dI)p(Xp) = 0 at each p ∈M . Let us
restrict ourselves to an open subset U = {p ∈M : Xp 6= 0 , (dI)p 6= 0} of a two-dimensional manifold M .
In this case, i(X)Ω defines a one-dimensional codistribution annihilating D and hence X admits a Jacobi
multiplier µ such that µ i(X)Ω = dI. Using that (i(X)Ω) ∧ df = −(i(X)df) ∧ Ω = −(Xf)Ω, for each
f ∈ C∞(U), we find that dI ∧ df = −µ (Xf)Ω. This expression also shows that f is a first-integral of
X if and only if dI ∧ df = 0, i.e. f is a function of I and f = ϕ(I) for a certain real function ϕ : R→ R.
Jacobi multipliers have many applications [2, 17, 18, 19, 20, 21, 22]. In particular, we are interested
in their use to construct Lagrangians and constants of motion for second-order differential equations
[23, 24, 25, 26]. Let us briefly survey this topic.
Assume hereafter that TR is endowed with the volume form Ω = dx ∧ dv. Consider a second-order
differential equation
d2x
dt2
= F
(
x,
dx
dt
)
, x ∈ R , (2.2)
2
with F : TR → R being an arbitrary function. Adding a new variable v ≡ dx/dt, we see that (2.2) can
be rewritten as 
dx
dt
= v ,
dv
dt
= F (x, v) ,
(2.3)
whose particular solutions are integral curves of the vector field on TR given by
Γ = v
∂
∂x
+ F (x, v)
∂
∂v
. (2.4)
A first-integral of Γ is usually called a constant of motion for Γ or, equivalently, for system (2.3). By
substituting v by dx/dt, this first-integral gives rise to a constant of motion to (2.2). As div Γ = ∂F/∂v
in this case, then the Jacobi’s multiplier condition (2.1) amounts to
v
∂µ
∂x
+
∂(µF )
∂v
= 0 . (2.5)
The Jacobi multiplier µ satisfying this condition is also called a Jacobi multiplier for the second-order
differential equation (2.2).
Theorem 2.1. The differential equation determining the solutions of the Euler–Lagrange equation defined
by a regular Lagrangian function L(x, v) possesses, when written in its normal form (2.2), a Jacobi
multiplier given by the function
µ =
∂2L
∂v2
. (2.6)
Conversely, if µ is a Jacobi multiplier for a second-order differential equation (2.2), then (2.2) admits a
regular Lagrangian L(x, v) satisfying (2.6).
Proof. Assume L to be a regular Lagrangian for (2.2) and define the non-vanishing function µ by (2.6).
Note that then F is given by
F (x, v) =
1
µ
(
∂L
∂x
− v ∂
2L
∂x∂v
)
,
and, using this, we see that
v
∂µ
∂x
+
∂
∂v
(µF ) = v
∂µ
∂x
+
∂
∂v
(
∂L
∂x
− v ∂
2L
∂x∂v
)
= v
∂3L
∂v2∂x
+
∂2L
∂x∂v
− ∂
2L
∂x∂v
− v ∂
3L
∂v2∂x
= 0 .
Therefore, µ given by (2.6) satisfies the Jacobi multiplier equation (2.5). Since L is assumed to be regular,
then the function µ given by (2.6) does not vanish and becomes a Jacobi multiplier of (2.2).
Conversely, if µ is a Jacobi multiplier for (2.4), then the functions L satisfying (2.6) are of the form
L(x, v) =
∫ v
dv′
∫ v′
µ(x, ζ) dζ + φ1(x) v + φ2(x) (2.7)
for arbitrary functions φ1, φ2 : R → R. The term φ1(x) v is a gauge term which can be fixed equal to
zero, i.e. L can be assumed to be of the form
L(x, v) =
∫ v
dv′
∫ v′
µ(x, ζ) dζ + φ2(x) . (2.8)
and the function φ2 can be chosen in a unique way[27], up to a constant, so that the Euler–Lagrange
equation reproduces the equation for the integral curves for the given vector field (2.4). Indeed, using
(2.8) we see that
∂L
∂x
=
∫ v
dv′
∫ v′ ∂µ
∂x
(x, ζ) dζ +
dφ2
dx
(x) ,
3
and in order to the Euler–Lagrange equation for the Lagrangian (2.8) to give the dynamics we should
have: ∫ v
dv′
∫ v′ ∂µ
∂x
(x, ζ) dζ +
dφ2
dx
(x) = v
∫ v ∂µ
∂x
(x, ζ) dζ + µ(x, v)F (x, v) .
But note that
∂
∂v
(
v
∫ v ∂µ
∂x
(x, ζ) dζ + µ(x, v)F (x, v) −
∫ v
dv′
∫ v′∂µ
∂x
(x, ζ)dζ
)
= v
∂µ
∂x
(x, v) + F (x, v)
∂µ
∂v
(x, v) + µ(x, v)
∂F
∂v
(x, v) , (2.9)
which vanishes because of the multiplier condition (2.5). Consequently, the function φ2 exists and is
uniquely determined, up to a constant, by
dφ2
dx
(x) = v
∫ v ∂µ
∂x
(x, ζ) dζ + µ(x, v)F (x, v) −
∫ v
dv′
∫ v′ ∂µ
∂x
(x, ζ) dζ. (2.10)
An integration by parts in the double integral leads to∫ v
dv′
∫ v′ ∂µ
∂x
(x, ζ) dζ = v
∫ v ∂µ
∂x
(x, ζ) dζ −
∫ v
v′
∂µ
∂x
(x, v′) dv′,
that when substituted in (2.10) gives
dφ2
dx
(x) = µ(x, v)F (x, v) +
∫ v
ζ
∂µ
∂x
(x, ζ) dζ,
which using the Jacobi multiplier condition (2.5) reduces to
dφ2
dx
(x) = µ(x, v)F (x, v) −
∫ v
v0
∂(µF )
∂ζ
(x, ζ) dζ,
and therefore φ2 is given by:
φ2(x) =
∫ x
(µF )(ζ, v0) dζ . (2.11)
Additionally, since µ is non-vanishing and in view of (2.6), we obtain that L is regular.
Another remarkable result concerning the inverse problem is given in the following Proposition [28, 29].
Proposition 2.2. If I is a constant of motion for the vector field Γ at a point ξ ∈ TR where Γξ 6= 0 and
(dI)ξ 6= 0, then
L(x, v) = v
∫ v I(x, ζ)
ζ2
dζ (2.12)
is a Lagrangian for the given vector field around a neighborhood of ξ.
Proof. Since Γ and dI do not vanish at ξ, there exists around this point a Jacobi multiplier µ for Γ
relative to Ω = dx ∧ dv such that
µ i(Γ)Ω = dI ⇐⇒ µ(v dv − F (x, v) dx) = dI.
Therefore,
µ =
1
v
∂I
∂v
, −µF = ∂I
∂x
.
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In view of Theorem 2.1, there exists a Lagrangian L such that
∂2L
∂v2
=
1
v
∂I
∂v
,
from where, an integration by parts leads to
∂L
∂v
=
∫ v 1
ζ
∂I
∂ζ
dζ =
I(x, v)
v
+
∫ v I(x, ζ)
ζ2
dζ =
∂
∂v
(
v
∫ v I(x, ζ)
ζ2
dζ
)
.
This shows that L must be given by
L(x, v) = v
∫ v I(x, ζ)
ζ2
dζ + φ(x)
for a certain φ : x ∈ R 7→ φ(x) ∈ R. Imposing L to be a Lagrangian for Γ and recalling that ∂I/∂x = −µF ,
we obtain
∂L
∂x
− d
dt
∂L
∂v
= 0⇒ −v
∫ v [µF ](x, ζ)
ζ2
dζ +
dφ
dx
(x) − d
dt
(
I(x, v)
v
+
∫ v I(x, ζ)
ζ2
dζ
)
= 0.
Hence,
−v
∫ v [µF ](x, ζ)
ζ2
dζ +
dφ
dx
− ∂I
∂x
− F
v
∂I
∂v
+
F
v2
I + v
∫ v [µF ](x, ζ)
ζ2
dζ − FI
v2
=
dφ
dx
= 0.
Hence, φ is an irrelevant constant and we obtain that L is essentially given, up to an also irrelevant gauge
term, by (2.12).
Apart from providing a variational description for second-order differential equations (SODEs) as
(2.2), Jacobi multipliers can also be employed to derive their t-independent constants of motion, namely
first-integrals for the associated Γ. More specifically, given two Jacobi multipliers µ1 and µ2 of the vector
field Γ, the function
ϕ =
µ1
µ2
is a constant of motion for (2.3) and, by substituting v by dx/dt, we obtain a t-independent constant of
motion for (2.2). Indeed, as div(µiΓ) = Γµi + µi divΓ = 0, for i = 1, 2, it follows
Γϕ =
µ2Γµ1 − µ1Γµ2
µ22
= 0.
Consequently, the non-uniqueness of such a Lagrangian function, i.e. the existence of alternative
Lagrangians can be used to determine constants of the motion as it was proved in [30] for the one-
dimensional case and generalized in [31] for the multidimensional case (see also [32] for a geometric
approach).
In addition, given a non-vanishing t-independent constant of motion ϕ for Γ, then µ1ϕ is a new Jacobi
multiplier for Γ. This shows that given a fixed Jacobi multiplier µ1 for Γ, any other Jacobi multiplier µ
for Γ arises as the product of µ1 times a non-vanishing function G ∈ C∞(R) of a given nontrivial constant
of motion ϕ1 for Γ, i.e. µ = G(ϕ1)µ1.
3 Jacobi multipliers and nonlinear oscillators
Let us now use the above results to analyse the nonlinear oscillators
d2x
dt2
− kx
1 + kx2
(
dx
dt
)2
+
α2x
1 + kx2
= 0, α ∈ R, (3.1)
5
and
d2x
dt2
+
kx
1 + kx2
(
dx
dt
)2
+
α2x
(1 + kx2)3
= 0, α ∈ R, (3.2)
which have recently been drawing some attention [5, 26, 12, 33, 10]. For instance, the Hamiltonian
description of the quantum analogues of both systems led to suggest a Lagrangian description for nonlinear
oscillators[33] . Here, x ∈ R when k ≥ 0 but |x| 6= 1/
√
|k| for k < 0. For simplicity, we study the bounded
motions with x ∈ (−1/√−k, 1/√−k) when k < 0. Some generalizations of these results to higher-order
dimensions for (3.1) were devised in [12] and some of the non-local symmetries for (3.1) and (3.2) were
described in [5].
The second oscillator (3.2) is the one-dimensional case of the Hamiltonian superintegrable system
studied in [10]. Apart from its superintegrability, this system has attracted some attention due to the
fact that it can be investigated through an sl(2,R)–Poisson coalgebra (cf. [10]). The straightforward
generalization to n-dimensions of both oscillators leads to oscillators of constant and variable curvature
[10].
3.1 First nonlinear oscillator
We can write (3.1) as a first-order system:
dx
dt
= v,
dv
dt
=
(kv2 − α2)x
1 + kx2
.
(3.3)
System (3.3) describes the integral curves of the vector field
Γ = v
∂
∂x
+
x(kv2 − α2)
1 + kx2
∂
∂v
,
and as div Γ = 2kxv/(1+ kx2), its Jacobi multipliers, µ : TR→ R, are the non-vanishing solutions of the
equation
div (µΓ) = Γµ+ µ div Γ = 0,
that in this case can be written as
v
∂µ
∂x
+
x(kv2 − α2)
1 + kx2
∂µ
∂v
+
2µkxv
1 + kx2
= 0. (3.4)
This equation can explicitly be solved by the method of characteristics. This method reduces solving the
above PDE to determining the integral curves of a vector field: the so-called characteristic curves. When
characteristics are determined, solutions for the PDE are obtained by gluing them together giving rise to
a hypersurface (see [34, 35] for details). The characteristic curves of (3.4) can be described by means of
the referred to as characteristic system [34, 35], namely
dx
v
=
(1 + kx2)dv
x(kv2 − α2) = −
(1 + kx2)dµ
2kxvµ
. (3.5)
Let us solve these equations for k = 0, i.e. the harmonic oscillator. In this case, we have div Γ = 0 and
Jacobi multipliers become mere first-integrals of Γ. The characteristic curves are given by
µ = Υ1, x
2 + v2 = Υ2,
where Υ1,Υ2 are real constants. This means that Jacobi multipliers are non-vanishing functions of the
form µ = µ(x2 + v2).
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By integrating the characteristic equations for k 6= 0, we find that the characteristic curves are given
by
µ(1 + kx2) = Υ1,
1 + kx2
kv2 − α2 = Υ2,
where Υ1,Υ2 are real constants. We know that any surface (x, y, µ(x, v)) obtained by gluing characteristic
curves is a solution to (3.4), namely any subset (x, y, µ) of points of R3 satisfying
K((1 + kx2)/(kv2 − α2), µ(1 + kx2)) = 0,
for a fixed function K : R2 → R, with ∂2K 6= 0 (observe that this amounts to µ = µ(x, y)). If we impose
the boundary conditions µ1(0, v) = 1 and µ2(0, v) = 1/(kv
2 − α2), we easily obtain, respectively, the
Jacobi multipliers
µ1 =
1
1 + kx2
, µ2 =
1
kv2 − α2 .
Both Jacobi multipliers lead to the existence of a constant of motion for Γ of the form
I =
µ2
µ1
=
1 + kx2
kv2 − α2 . (3.6)
Note that, as previously remarked, a constant of motion I for (2.2) and a Jacobi multiplier µ1 enable us
to recover all the Jacobi multipliers for X as µ = G(I)µ1 with G(I) being an appropriately non-vanishing
function.
Let us now turn to working out a Lagrangian for oscillator (3.1) by using the method of Jacobi
multipliers and µ1 (observe that µ1 is also a Jacobi multiplier of (3.1) for k = 0). Recall that this method
states that (3.1) admits a Lagrangian L1 : TR→ R satisfying
∂2L1
∂v2
= µ1 =
1
1 + kx2
.
This yields
L1(x, v) =
1
2
v2
(1 + kx2)
+ φ1(x) v + φ2(x) ,
for certain functions φ1, φ2 : R → R. We can set the gauge term φ1(x) v equal to zero while φ2 is to be
determined using (2.11). More specifically, choosing v0 = 0 in Theorem 2.1, we obtain that the function
φ2 is given, up to the addition of a constant, by
φ2(x) =
∫ x
0
(µF )(ζ, 0) dζ =
∫ x
0
1
1 + kζ2
(−α2)ζ
1 + kζ2
dζ =
[
α2
2k
1
1 + kζ2
]x
0
= − α
2 x2
2(1 + kx2)
.
Therefore the Lagrangian for (3.1) is given, up to addition of a gauge term, by
L1(x, v) =
1
2
v2 − α2x2
1 + kx2
,
and the corresponding momentum and Hamiltonian read
p =
∂L1
∂x
=
v
1 + kx2
⇒ H1(x, p) = 1
2
(1 + kx2)p2 +
1
2
α2 x2
1 + kx2
.
We note that the function L1 coincides with the Lagrangian obtained in [33] by direct approach. It is
remarkable that L1 is a standard mechanical Lagrangian: it is given by a kinetic term quadratic in the
velocities minus a potential term. Moreover, we can also prove that L1 is, up to an irrelevant additive
constant, the Lagrangian function L for Γ obtained by using Proposition 2.2 and the constant of motion
I = µ1/(2kµ2):
L(x, v) = v
∫ v I(x, ζ)
ζ2
dζ = v
∫ v kζ2 − α2
2k(1 + kx2)ζ2
dζ =
kv2 + α2
2k(1 + kx2)
= L1 +
α2
2k
.
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Meanwhile, the second Jacobi multiplier, µ2 = (kv
2−α2)−1, gives rise to a non-mechanical Lagrangian.
Indeed, if we assume k > 0 and ∂2L2/∂v
2 = µ2, we obtain that, up to irrelevant gauge terms, the
corresponding Lagrangian reads
L2(x, v) = − v√
kα
arcth
(√
kv
α
)
− 1
2k
ln |α2 − kv2|+ φ2(x),
where
φ2(x) =
∫ x
0
(µF )(ζ, 0)dζ =
∫ x
0
ζdζ
1 + kζ2
=
ln(1 + kx2)
2k
.
Hence,
L2(x, v) = − v√
kα
arcth
(√
kv
α
)
+
1
2k
ln
1 + kx2
|α2 − kv2| .
In consequence,
p = −arcth(
√
kv/α)√
k α
⇒ H2(x, p) = 1
2k
ln
α2
[
1− th(
√
k pα)2
]
1 + kx2
 .
The case k < 0 leads to a similar result.
3.2 Second nonlinear oscillator
We now apply Jacobi multipliers to nonlinear oscillators (3.2). Proceeding as before, we consider such
systems as first-order systems by adding a new variable v ≡ dx/dt to obtain
dx
dt
= v ,
dv
dt
= − kxv
2
1 + kx2
− α
2x
(1 + kx2)3
.
(3.7)
We drop the case k = 0 as it leads to the standard harmonic oscillator which was analysed in previous
section. So, we now focus upon the case k 6= 0. The multiplier equation (2.5) for the vector field associated
to the above system reads
v
∂µ
∂x
−
(
kxv2
1 + kx2
+
α2x
(1 + kx2)3
)
∂µ
∂v
− 2µkxv
1 + kx2
= 0 ,
whose characteristic system is
dx
v
= − (1 + kx
2)3 dv
kxv2(1 + kx2)2 + α2x
=
(1 + kx2) dµ
2kxvµ
.
The equality between the first and the last term shows that
dx
1 + kx2
=
dµ
2kxµ
⇒ µ
1 + kx2
= Υ1
for a real constant Υ1. Meanwhile, the integration of the equation
dx
v
= − (1 + kx
2)3 dv
kxv2(1 + kx2)2 + α2x
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goes as follows. Rewrite the above equation as
−kv
2(1 + kx2)2 + α2
(1 + kx2)3
=
v dv
xdx
=
dv2
dx2
.
The local change of variables w ≡ v2, z ≡ x2 transforms the above equation into
dw
dz
= − k
1 + kz
w − α
2
(1 + kz)3
,
which finally gives
k(1 + kx2)2v2 − α2
k(1 + kx2)
= Υ2 ,
for a certain real constant Υ2. Resuming, we obtain the characteristic curves
µ
1 + kx2
= Υ1,
k(1 + kx2)2v2 − α2
k(1 + kx2)
= Υ2 .
Imposing, for instance, µ(0, v) = 1 or µ(0, v) = (kv2 − α2)/k, we obtain
µ1 = 1 + kx
2, µ2 = k(1 + kx
2)2v2 − α2 ,
which enable us to define a constant of motion
I =
µ2
µ1
=
k(1 + kx2)2v2 − α2
1 + kx2
. (3.8)
One of the reasons of the interest of our results, in particular of the first-integrals (3.6) and (3.8), is that
they provide a new geometric approach to results provided previously in [5]. Additionally, along with
Proposition 2.2, it enables us to obtain new Lagrangian descriptions of the oscillators under study.
Let us work out a Lagrangian for (3.2) via µ1. From equation
∂2L1
∂v2
= µ1 = 1 + kx
2,
we obtain
L1(x, v) =
1
2
(1 + kx2) v2 + φ¯1(x)v + φ¯2(x),
for certain functions φ¯1 and φ¯2. The gauge term φ¯1(x)v can be set to zero and φ¯2(x) is determined by
(2.11) where we choose v0 = 0, i.e.
φ¯2(x) =
∫ x
0
(µF )(ζ, 0) dζ =
∫ x
0
(−α2 ζ)
(1 + kζ2)2
dζ =
[
α2
2k(1 + kx2)
]x
0
= − α
2 x2
2(1 + kx2)
.
Then, the Lagrangian for (3.2) is given, up to addition of a gauge term, by
L1(x, v) =
1
2
(1 + kx2) v2 − 1
2
α2 x2
1 + kx2
,
with corresponding Hamiltonian
H1(x, p) =
1
2
p2
1 + kx2
+
1
2
α2 x2
1 + kx2
.
Meanwhile, if we make use of the second Jacobi multiplier, µ2 = k(1 + kx
2)2v2 − α2, we obtain a
non-standard Lagrangian, because
∂2L2
∂v2
= µ2 =⇒ L2(x, v) = k
12
v4(1 + kx2)2 − v
2α2
2
+ φ¯2(x),
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with
φ¯2(x) =
∫ x
0
(µF )(ζ, 0) dζ =
∫ x
0
α4ζ
(1 + kζ2)3
dζ =
αx2(2 + kx2)
4(1 + kx2)2
.
Hence, up to an irrelevant gauge term, we obtain that
L2(x, v) =
k
12
v4(1 + kx2)2 − v
2α2
2
+
αx2(2 + kx2)
4(1 + kx2)2
.
Consequently,
p =
k
3
(1 + kx2)2v3 − α2v ⇒ v = ±
√
p+ α2√
k + 2k2x2 + k3x4
and
H2(x, p) =
p2 + 4α2 + α(−kx2(2 + kx2) + 3α3 − 4α
√
k(1 + kx2)2(p+ α2)
4k(1 + kx2)2
.
4 Jet bundle formulation of symmetries of differential equations
Systems of differential equations and their symmetries admit an alternative geometric approach: instead
of considering them as vector fields, we describe them as geometric structures in jet bundles. We now
recall the basic ingredients of this formulation before passing to study non-local symmetries of differential
equations.
Let (E,R, π) be a fiber bundle with total space E ≡ R × N , base R and submersion π : (t, x) ∈
E 7→ t ∈ R. Given local coordinates {xj}j=1,...,n on N and t on R, we can naturally define a coor-
dinate system {t, xj0) ≡ xj}j=1,...,n on E. Given a section σ : R → E of (E,R, π), we write jkt0σ =
(t0, x0), x1), . . . , xk)) for the k-order jet prolongation of σ at t0, i.e. the equivalence class of sections
γ : t ∈ R 7→ (t, γ1(t), . . . , γn(t)) ∈ E such that
γj(t0) = x
j
0),
diγj
dti
(t0) = x
j
i), i = 1, . . . , k, j = 1, . . . , n .
We denote by Jkπ, for k ≥ 0, the space of k-order jet prolongations (k-jets) of the fiber bundle (E,R, π)
and we define J0π ≡ E. Alternatively, we write Jk(R, E) for Jkπ when π is understood from the knowl-
edge of E and R. The space Jkπ is a finite-dimensional manifold with local coordinates {t, xj
i)} i=0,...,k
j=1,...,n
of the form
t(jkt0γ) = t0, x
j
i)(j
k
t0
γ) =
diγj
dti
(t0), i = 0, . . . , k, j = 1, . . . , n ,
with d0γj/dt0(t0) ≡ γj(t0). It is well known that (Jkπ,R, πk : Jkπ → R) is a fiber bundle: the k-order
jet bundle associated with (E,R, π). The sections of the k-order jet bundle being the prolongation of a
section of E are called (k-order) holonomic sections[36, 37].
Consider the C∞(Jkπ)-module of 1-forms θ ∈ Λ1(Jkπ) satisfying that (jkσ)∗θ = 0 for every section
σ : R → E. The elements of this module are called contact forms on Jkπ. It can be proved that this
module is a locally free-module generated by the contact forms θj
i) ≡ dxji) − xji+1) dt, with j = 1, . . . , n
and i = 0, . . . , k − 1. We can endow Jkπ with the distribution Ck spanned by vector fields annihilating
all contact forms on Jkπ, the referred to as contact or Cartan distribution of Jkπ. In particular, tangent
vectors to graphs of k-order jet prolongations belong to Ck. More generally, the Cartan distribution of
Jkπ is spanned by
Dk) =
∂
∂t
+
n∑
j=1
k−1∑
i=0
xj
i+1)
∂
∂xj
i)
, Dj =
∂
∂xj
k)
, j = 1, . . . , n. (4.1)
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Note that Ck is not involutive for finite k and have dimension n+ 1.
We call Lie symmetries[15] of Ck the infinitesimal symmetries of Ck, i.e. the vector fields Y on Jkπ
satisfying that [Y,X ] takes values in Ck for every vector field X taking values in Ck. In other words,
Lie symmetries of Ck are those vector fields whose flows give rise to transformations mapping k-order
holonomic sections into k-order holonomic sections.
Given a vector field X on E, its prolongation to Jkπ is the unique Lie symmetry, X(k), of Ck whose
holonomic integral curves are the prolongations to Jkπ of integral curves of X . Equivalently, X(k) is the
unique Lie symmetry of Ck projecting onto X under πk,0 : jkt σ ∈ Jkπ 7→ σ(t) ∈ E. Lie point symmetries
of Ck are Lie symmetries of Ck that are prolongations to Jkπ of vector fields on E. The Lie–Ba¨cklund
theorem states that not all Lie symmetries of Ck are Lie point symmetries. Non-Lie point symmetries,
the referred to as contact Lie symmetries, can always be considered as liftings of a uniquely defined Lie
symmetry on J1π (see [15]).
In the above framework, a k-order system of differential equations is a closed embedded submanifold
E ⊂ Jkπ and its particular solutions are sections of π whose k-order prolongations belong to E . We say
that a system of k-order differential equations is in normal form when the natural projection πk,k−1 :
jkσ ∈ E 7→ jk−1σ ∈ Jk−1π is a submersion, e.g. E = {j2t x ∈ J2(R,R3) : x12) − x22) = 0}. We
say that E is in normal form and not underdetermined when πk,k−1 : jkσ ∈ E 7→ jk−1σ ∈ Jk−1π is
a diffeomorphism, e.g. E = {j2t x ∈ J2(R,R3) | xj2) = F j(t, x, x1)), j = 1, 2} for arbitrary functions
F 1, F 2 : J1(R,R3) → R. When E ⊂ Jkπ is in normal form and not underdetermined, there exists a
vectorial mapping ∆ : Jkπ → Rn allowing us to write that E = ∆−1(0).
A Lie symmetry of Ck that is tangent to E is called a classical symmetry of E [15]. On the other hand,
the term classical symmetry of E has also being employed [14] to refer to a vector field on E giving rise
to a uniparametric group of transformations mapping particular solutions to E to particular solutions to
E . In this work we will mainly use the first definition. Nevertheless, if a classical symmetry Y is a Lie
point symmetry, then we also call classical symmetry the unique vector field on E whose prolongation to
Jkπ is Y . More specifically, we say that Y is a classical point symmetry of E .
The projections πh,k : J
hπ → Jkπ, with h > k, enable us to define the bundle of infinite jets
(J∞π,R, π∞ : J
∞π → R) as the inverse limit of the projections
R← E ← J1π ← J2π ← . . .
The commutative ring of differentiable functions over J∞π is defined by F(π) ≡ ⋃∞l=0 C∞(J lπ). Note
that each element of F(π) depends on a finite subset of variables of {t, xj
i)} i∈N∪{0}
j=1,...,n
. When there exists a
natural injection between two manifolds, e.g. Jkπ →֒ Jk′π for k′ > k, we may consider each function on
the first manifold as a function on the second, e.g. an element of C∞(Jkπ) as an element of C∞(Jk
′
π),
so as to simplify the notation.
Given a section σ : R→ Jkπ, we call infinite prolongation of σ the section j∞σ : t ∈ R 7→ j∞t σ ∈ J∞π
given in coordinates by
j∞t σ ≡
(
t, σ(t),
dσ
dt
(t),
d2σ
dt2
(t), . . . ,
)
.
Similarly to finite-dimensional manifolds, vector fields on J∞π are defined as derivations of the com-
mutative ring F(π) and the F(π)-module of vector fields on J∞π becomes a Lie algebra with respect
to the commutator of derivations. The tangent vectors to infinite prolongations of sections of E span a
distribution on J∞π spanned by the derivation on F(π) given by
D =
∂
∂t
+
n∑
j=1
∞∑
i=0
xj
i+1)
∂
∂xj
i)
.
Although D depends on an infinite number of variables, it induces a well-defined derivation on F(π) due
to the fact that every function in F(π) only depends on a finite number of variables. The distribution C
spanned by D is the referred to as contact or Cartan distribution of J∞π, which is one-dimensional and
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therefore involutive. We cannot ensure that D is integrable as the Frobenius Theorem does not apply to
distributions on infinite-dimensional manifolds.
We call Lie symmetries of C the infinitesimal symmetries of C. As these Lie symmetries of C are
defined on an infinite-dimensional manifold, we cannot ensure that they are associated to uni-parametric
groups of diffeomorphisms on J∞π.
It is interesting to note that many structures on the jet spaces Jkπ become simpler when passing to
J∞π, e.g. the Cartan distribution becomes one-dimensional and involutive. Moreover, J∞π is geometri-
cally richer than finite-order jet bundles. For instance, Lie symmetries of C need not be lifts neither of
vector fields on E nor of vector fields on J1π due to the fact that the Lie–Ba¨cklund theorem does not
apply to such Lie symmetries [15].
Given a k-order system of differential equations E ⊂ Jkπ, the l-prolongation of E is the set of points
E(l) ≡ {jk+lt σ | jkσ ⊂ E} ⊂ Jk+lπ (see [15, 14] for details). Further, we call infinite prolongation of E the
set E∞ ≡ {j∞t σ | jkσ ⊂ E} ⊂ J∞π. If E is in normal form and not underdetermined, then E = ∆−1(0)
for a certain mapping ∆ : jkt x ∈ Jkπ 7→ (x1k) − F 1(jk−1t x), . . . , xnk) − Fn(jk−1t x)) ∈ Rn and functions
F j : Jk−1π → R. In this case, E∞ is a finite-dimensional manifold locally determined by the infinite set
of conditions
∆ = 0, Ds∆ =
s−times︷ ︸︸ ︷
D(D(. . . D(D ∆) . . .)) = 0 , (4.2)
with s = 1, 2, . . . The above conditions determine all derivatives of particular solutions of E out of the
value of the first (k−1)-derivatives. Hence, a local set of coordinates for E can be considered in a natural
way as elements of F(π) giving rise to a coordinate system on E∞, which becomes a finite-dimensional
manifold. In view of (4.2), the restriction of D to E∞ is tangent to E∞. This allows us to endow E∞
with a one-dimensional distribution C|E∞ . The pair given by E∞ and C|E∞ becomes what is called a
one-dimensional diffiety. We define F(E∞) to be the restriction to E∞ of functions of F(π). The Lie
symmetries of C that are tangent to E∞ are called higher symmetries of E .
Definition 4.1. Let E be a k-order system of ODEs, we say that a bundle (Ec, E∞, κ : Ec → E∞) is a
covering for E if the bundle Ec can be endowed with a one-dimensional distribution
Cc = {Ccp}p∈E˜
in such a way that (κ∗)p : Ccp → Cκ(p) is a linear isomorphism for each p ∈ Ec.
Definition 4.2. Let E be a k-order system of ODEs and let Ec be a covering for E∞. We call non-local
symmetry for E an infinitesimal symmetry of the distribution Cc.
We call dimension of the covering, dim(κ), the dimension of the fiber of the bundle κ. Given a covering
κ, integral manifolds S of Cc project under κ onto integral manifolds of C|E∞ , i.e. onto prolongations of
particular solutions of E . It follows that, in this picture, symmetries of Cc shuffle integral manifolds of Cc
and, projecting under κ, we can obtain particular solutions to E .
5 Extended formalism and non-local symmetries
Recently Gandarias and coworkers have studied a method for obtaining non-local symmetries for certain
particular systems of ODEs [5, 6, 7]. The main idea is to add a new additional equation to the original
one in such a way that the new higher-dimensional system can be endowed with a classical symmetry.
In this section, we study this technique from a geometric perspective. The starting point is that this
procedure must be considered, in geometric terms, as a very particular case of an extended formalism
where the covering has a total space given by a one-dimensional diffiety. We also mention the relation of
this approach with some results previously obtained by Krasil’shchi, Vinogradov and coworkers [13, 15, 3].
We begin with a system E of k-order ODEs given by E = ∆−1(0) ⊂ Jkτn+1 for a mapping ∆ :
Jkτn+1 → Rp with (Rn+1,R, τn+1 : (t, x) ∈ R× Rn 7→ t ∈ R) and coordinates
∆i
(
t, x,
dx
dt
, . . . ,
dkx
dtk
)
= 0, i = 1, . . . , p, x ∈ Rn (5.1)
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and we assume that E is underdetermined and in normal form, i.e. n = p and πk,k−1 : E ⊂ Jkπ →
Jk−1π is a diffeomorphism. A classical point symmetry of E , represented by an ǫ-parametric group of
transformations given infinitesimally by{
t¯ = t+ ǫ ξ(t, x) ,
x¯j = xj + ǫ ηj(t, x) ,
j = 1, . . . , n,
preserves the set of solutions of the equation, that is, transforms particular solutions of (5.1) into particular
solutions of the same equation. Unfortunately, many systems of differential equations do not possess
classical point symmetries. In that case, the method of non-local symmetries (applied to some particular
cases in [5, 6, 7] and related to some questions discussed in [13, 15, 3]) can be of a great usefulness.
A classical point symmetry for the system (5.1) is a vector field Y on Jkτn+1 such that (i) is the lift
of a vector field Y0 on J
0τn+1 ≃ Rn+1, and (ii) is tangent to the submanifold E . In coordinates if Y0
takes the form
Y0(t, x) = ξ(t, x)
∂
∂t
+
n∑
j=1
ηj(t, x)
∂
∂xj
,
then Y is given by
Y = ξ
∂
∂t
+
n∑
j=1
(
ηj
∂
∂xj
+
k∑
i=1
ϕ
(i)
ξ,η
∂
∂xj
i)
)
, (5.2)
where the functions ϕ
(i)
ξ,η : J
kτn+1 ⊂ J∞τn+1 → R can be obtained from the functions ξ and ηj , with
j = 1, . . . , n (for a detailed explanation see[38]).
Suppose that the system (5.1) is given. Let us construct a new system containing (5.1) as a particular
part. Consider the new jet bundles associated to the bundle (Rn+2,R, τn+2 : (t, x¯) ∈ Rn+2 7→ t ∈ R),
with x¯ ≡ (x,w) ∈ Rn+1. For a certain fixed function H : J1τn+1 → R, we can define a new system
E˜ ⊂ Jkτn+2 as follows
∆
(
t, x,
dx
dt
, . . . ,
dkx
dtk
)
= 0,
dw
dt
= H,
d2w
dt2
= Dk)H, . . . ,
dkw
dtk
= Dk−1
k) H, (5.3)
containing as a particular part the initial system (5.1) and whereDk) is one of the generators of the Cartan
distribution of Jkτn+2 given in (4.1). Observe that although E was in normal form, the new system (5.3) is
not in normal form as well: the derivatives dkw/dtk can be expressed in terms of the lower derivatives, but
such lower derivatives must hold several additional conditions. More geometrically, we cannot consider
(5.3) straightforwardly as a submanifold E˜ ⊂ Jkτn+2 in such a way that τk,k−1 : E˜ ⊂ Jkτn+2 → Jk−1τn+2
is epijective.
In any case, we can consider the prolongations E∞ and E˜∞ of E and E˜ , respectively. Since the system
E is in normal form and in view of the definition of E˜ , we see that the values of each derivative dp¯x/dtp¯,
with p¯ > k, and dp¯w/dtp¯, with p¯ > 1, of each particular solution of E and E˜ can be determined from the
previous derivatives. Thus, E∞ and E˜∞ are finite-dimensional manifolds and
dim E˜∞ = dim E˜ , dim E∞ = dim E .
Hence, a local coordinate system on E or E˜ induces a local coordinate system on their infinite prolonga-
tions. This means that expressions in coordinates on E and E˜ can be understood as expressions on E∞ or
E˜∞ indistinctly. This property is important: it allows us to identify E∞ with E and E˜∞ with E˜ . Hence,
calculations in infinite-dimensional jet bundles are as difficult as for finite-dimensional jet bundles and
the whole procedure is properly defined in a rigorous more powerful geometrical manner. For instance,
D, which has no sense on Jkτn+1, can be however correctly considered when restricted to E∞.
Since D is tangent to E∞, we can define the restriction D|E∞ of this operator to E∞. If D˜ is the
analogue of D on J∞τn+2, this operator is also tangent to E˜∞ and we can also define its restriction,
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D˜|
E˜∞
, to E˜∞. The vector field D˜ induces a one-dimensional distribution C˜ on J∞τn+2 and D˜|E˜∞ spans a
one-dimensional distribution C˜|
E˜∞
, turning the pair (E˜∞, C˜|
E˜∞
) into what is called a diffiety of dimension
one: the dimension one refers to the fact that we have defined a one-dimensional distribution C˜|
E˜∞
on
E˜∞. Moreover, we have the following property.
Proposition 5.1. Let D˜ be the vector field on J∞τn+2 given by
D˜ = D +
∞∑
i=0
wi+1)
∂
∂wi)
, w0 ≡ w. (5.4)
Then, we have locally
D˜|
E˜∞
= D|E∞ +H ∂
∂w
=
n∑
j=1
[
k−2∑
p=0
xj
p+1)
∂
∂xj
p)
+ F j(jk−1t x)
∂
∂xj
k−1)
]
+H(j1t x)
∂
∂w
, (5.5)
for certain functions F 1, . . . , Fn : E˜∞ → R.
Proof. Expression (5.4) is trivially the generator of the Cartan distribution of J∞τn+2. As we assume E
to be in normal form and not underdetermined, the higher-order derivatives of the particular solutions
to E , namely dkxj/dtk, can be locally written as a function of the previous derivatives. So, dkxj/dtk =
F j(jk−1t x) for j = 1, . . . , n and certain functions F
j : Jk−1τn+1 → R which is understood in the natural
way as a function on E˜∞ ⊂ J∞τn+2. Using this, recalling that {t, xi), w}i=0,...,k−1 forms a coordinate
system for E˜∞ and restricting D˜ from J∞τn+2 to E˜∞, we obtain that the expression (5.5) follows from
(5.4).
The natural projection Π : (t, x, w) ∈ Rn+2 7→ (t, x) ∈ Rn+1 lifts to a projection J∞Π : J∞τn+2 →
J∞τn+1 satisfying
J∞Π(j∞t x¯) = J
∞Π(j∞t (x,w)) = j
∞
t x .
This projection induces a map J∞Π|
E˜∞
: E˜∞ → E∞ obeying that(
J∞Π|
E˜∞
)
∗
(D˜|
E˜∞
) = D|E∞ .
As a consequence, J∞Π induces an isomorphism (J∞Π|
E˜∞
)∗ξ : C˜ξ → CJ∞Π(ξ) for every ξ ∈ E˜∞ and
therefore a covering κ∗ ≡ (J∞Π|E˜∞)∗ : C˜|E˜∞ → C|E∞ . Hence, if the system E˜ admits a classical symmetry
Y , e.g. (5.2), then Y can be lift to a Lie symmetry Y∞ of C˜, namely a higher symmetry for E˜ . Both vector
fields, Y and Y∞, are tangent to E˜ and E˜∞, respectively. It is worth noting that due to our assumptions,
the coordinate expression in E˜ of Y |
E˜
and the coordinate expression of Y∞|
E˜∞
in E˜∞ are the same.
Moreover, as Y∞ is a higher symmetry, it leaves invariant C˜ and it becomes a non-local symmetry of E∞
when restricted to E˜∞.
If E˜ admits a classical point symmetry Y , then we have a one-parametric group of diffeomorphisms
given, in infinitesimal form, as 
t∗ = t+ ǫ ξ(t, x, w) ,
x∗ = x+ ǫ φ(t, x, w) ,
w∗ = w + ǫ η(t, x, w) ,
transforming solutions to the system E˜ into solutions of E˜ . Hence, the set of transformations{
t∗ = t+ ǫ ξ(t, x, w(t)) ,
x∗ = x+ ǫ φ(t, x, w(t)) ,
enables us to map particular solutions to E into solutions of E by means of the curves w(t) corresponding
to particular solutions of E˜ .
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We can summarise the main results proved in this section as follows. We have proved we can embed
a given system E into a bigger one whose infinity prolongation has the structure of a diffiety. This
structure gives rise to a covering for the initial system. In [15] another covering for the initial system
is constructed so as to study it through non-local symmetries. Nevertheless, that covering cannot be
considered neither as a diffiety nor a submanifold of a jet bundle without additional constructions. So,
our interpretation is more powerful as we can straightforwardly use classical symmetries of E˜ to construct
non-local symmetries of E . Gandarias developed slightly modifications of her method, but all of them
can be retrieved as particular cases of the above geometric approach.
6 Extended formalism for the nonlinear oscillators
In this section, we provide a geometric method to construct non-local symmetries for second-order au-
tonomous differential equations. This method is based upon considering our initial second-order differ-
ential equations as part of an extended system whose form can be determined out of the initial one.
In following subsections we show that this procedure retrieves as a particular case the results given by
Gandarias and coworkers.
Theorem 6.1. Every system E corresponding to
d2x
dt2
= F (x, v), (6.1)
can be extended to a larger system E˜ with the additional equation dw/dt = H(x, v) in such a way that
Y = gXH , where XH = v∂x+F∂v+H∂w is an infinitesimal symmetry of the distribution C˜|E˜∞ generated
by ∂t +XH and g ∈ F(E˜∞) is a first-integral of XH , ∂x, ∂t (as vector fields on E˜∞). In consequence, Y
is a non-local symmetry of (6.1).
Proof. We have that [gXH , ∂t + XH ] = −(∂tg + XHg)XH . So, gXH is an infinitesimal symmetry of
C˜|
E˜∞
if and only if ∂tg + XHg = 0. Under the assumed conditions for g, we obtain that gXH is an
infinitesimal symmetry of C˜|
E˜∞
. Let us prove that there exists a nonconstant function g satisfying the
above conditions.
Set H(x, v) ≡ F (x, v)h(v) for a certain function h(v) 6= 0. Since ∂g/∂x = 0, then
0 = XHg = F (x, v)
(
∂g
∂v
+ h(v)
∂g
∂w
)
.
If F 6= 0 and we require g to be non-constant, then our definition of H ensures the existence of a non-
trivial g depending only on v and w. If F = 0, we can choose any g with the required properties of our
theorem.
Corollary 6.2. A classical infinitesimal symmetry for the system E˜ gives rise to a non-local symmetry
of E.
Proof. Every classical symmetry for E˜ can be extended in view of the Lie–Ba¨cklund Theorem to a higher
symmetry Y∞ of E˜ . This higher symmetry is tangent to E˜∞ and a Lie symmetry of C˜, which is, by
construction of E˜∞, tangent to E˜∞. Hence, Y∞|
E˜∞
is a symmetry of C˜|
E˜∞
and it becomes a non-local
symmetry for E .
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6.1 First nonlinear oscillator
Let us review the approach given by Gandarias to study the nonlinear oscillator (3.1). The first-order
system (3.3) associated to (3.1) is embedded into a new one on TR× R of the form
dx
dt
= v,
dv
dt
=
(kv2 − α2)x
1 + kx2
,
dw
dt
= H(x, v),
(6.2)
where H(x, v) is a, undetermined for the moment, function, to be fixed later on. Let us study the Lie
point symmetries of this system. Particular solutions to system (6.2) are in a one-to-one correspondence
with the integral curves t 7→ (t, x(t), v(t), w(t)) of the vector field
X¯H ≡ ∂
∂t
+XH ≡ ∂
∂t
+ v
∂
∂x
+
(kv2 − α2)x
1 + kx2
∂
∂v
+H(x, v)
∂
∂w
.
Given a vector field Y = ξ∂/∂t+φ∂/∂x+ψ∂/∂v+η∂/∂w on R2×TR, where we include the time variable
t, we know that Y determines a Lie point symmetry of this system if [Y, ∂t +XH ] = f(∂t +XH), where
we recall that t, x, v, w are considered as coordinates on R2 × TR and f ∈ C∞(R2 × TR). Equivalently
Y is a classical point symmetry of this system if its four coefficients satisfy the following equations
(Y (1)∆1)∆=0 = v(kx
2 + 1)ξt + vH(kx
2 + 1)ξw + xv(kv
2 − α2)ξv + v2(kx2 + 1)ξx
− x(kv2 − α2)φv − (kx2 + 1)vφx − (kx2 + 1)φt −H(kx2 + 1)φw + v2(kx2 + 1)ψ = 0,
−Hxkφx2 +H(kx2 + 1)ηw + ηtkx2 − α2xηv −Hvψ −Hxφ+ ηx = 0,
(Y (1)∆2)∆=0 = (kx
2 + 1)(α2 − kv2)xξt −H(kx2 + 1)x[kv2 − α2]ξw − x2(kv2 − α2)2ξv
+ vx[1 + kx2](−kv2 + α2)ξx + (kx2 + 1)(kv2 − α2)xψv + (kx2 − 1)(kv2 − α2)φ
+ (kx2 + 1)2vψx − 2kxv(1 + kx2)ψ +H(kx2 + 1)2ψw + (kx2 + 1)2φt = 0
(Y (1)∆3)∆=0 = −H(kx2 + 1)ξt −H2(kx2 + 1)ξw −Hx(kv2 − α2)ξv
−H(kx2 + 1)vξx −Hxξ(kx2 + 1) + kxv2ηv + (kx2 + 1)vηx −Hvkψx2
(6.3)
for ∆1 = x˙− v, ∆2 = v˙ − (kv2 − α2)x/(1 + kx2), ∆3 = w˙ −H and Y (1) being the prolongation to J1τ4,
with τ4 : (t, x, v, w) ∈ R4 7→ t ∈ R, of the vector field Y on R4. We include expressions (6.3) to solve
several minor typos and mistakes in the previous literature. This is a quite difficult system to be solved,
which suggests us to assume some kind of simplification. This was done in [5], whose authors considered
as an ansatz a particular form for ξ, φ, ψ, η. Now we reconsider this whole approach in a more geometrical
and rigorous way.
Equivalently, the differential equation (3.1) can be considered along with the equation dw/dt =
H(x, v). As commented in the latter section, this system can be understood as a submanifold E˜ of J2τ3
with τ3 : (t, x, w) ∈ R3 7→ t ∈ R. Let us use Theorem 6.1 to study the infinitesimal symmetries of C˜|E∞ .
Recall that this amounts to a non-local symmetry for E .
We can construct a non-local symmetry by assuming Y = gXH with H(x, v) = (XHv)(x, v)h(v) and
g being a first-integral of XH independent of t and x, namely, such that
XHg =
(kv2 − α2)x
1 + kx2
(
∂g
∂v
+ h(v)
∂g
∂w
)
= 0,
where we fixed according to Theorem 6.1
H(x, v) =
(kv2 − α2)x
1 + kx2
h(v).
16
By assuming h(v) = 1/v, we obtain a simple first-integral for XH of the form g = e
w/v. Hence,
Y = ew
(
∂
∂x
+H
∂
∂v
+
H
v
∂
∂w
)
.
Indeed, observe that [Y,XH ] = 0.
As {t, x, v, w} can be understood as coordinates of R2 × TR and E˜ , the vector field Y can also be
considered as a vector field on R2 ×TR. In this way, Y is the same Lie symmetry provided in [5], where
it was obtained by the derivation of a particular solution of (6.3) using an ad hoc ansatz for Y and H .
Meanwhile, we here use a covering to show that Gandarias’ and coworkers ansatz corresponds to choose
a certain H so that a first-integral for XH independent of x, t can be obtained. This immediately leads
to their same final result.
Note also that we could in principle choose another functionH which could potentially lead to different
non-local symmetries of E . Nevertheless, the form chosen in this work makes computations easier in many
cases.
6.2 Second nonlinear oscillator
We can now apply the above method to equations (3.2) to recover the same result provided in [5]. In this
new case, the first-order system (3.7) associated to (3.2) is embedded into one
dx
dt
= v,
dv
dt
= − kxv
2
1 + kx2
− α
2x
(1 + kx2)3
,
dw
dt
= H(x, v),
(6.4)
on R3, where H(x, v) is a function to be fixed next. Additionally, we can consider this system as a
submanifold E ⊂ J2τ3 with τ3 : (t, x, w) ∈ R3 7→ t ∈ R. This system describes the integral curves
t→ (t, x(t), v(t), w(t)) of the vector field on R2 × TR ≃ E˜ of the form
X¯H ≡ ∂
∂t
+XH ≡ v ∂
∂x
−
(
kxv2
1 + kx2
+
α2x
(1 + kx2)3
)
∂
∂v
+H
∂
∂w
.
We fix H to be of the previously commented form, i.e.
H(x, v) = −
(
kxv2
1 + kx2
+
α2x
(1 + kx2)3
)
1
v
.
Hence, XH admits a locally defined first-integral g that does not depend neither on x nor on t, namely,
such that
XHg = −
(
kxv2
1 + kx2
+
α2x
(1 + kx2)3
)
∂g
∂v
+H
∂g
∂w
= 0.
This leads to a simple first-integral for XH of the form g = e
w/v. We can now obtain a Lie symmetry of
the system by choosing Y = gXH , which reads
Y = ew
(
∂
∂x
+H
∂
∂v
+
H
v
∂
∂w
)
,
which is again the same classical symmetry provided in [5] but we here understand it as a symmetry of
C˜ on E˜∞, i.e. a non-local symmetry of E .
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7 Final comments
This paper has been mainly concerned with the following two points: Jacobi multipliers and non-local
symmetries.
• The Jacobi multipliers have been first considered in relation with the inverse problem of the La-
grangian formalism and then applied to the study of two particular nonlinear oscillators.
• The theory of non-local symmetries has been studied by making use of a geometric approach. We
prove that the extended formalism can be a very interesting procedure for obtaining symmetries of
nonlinear systems.
• We have shown that the use of infinite-dimensional jet manifolds does not complicate the description
of non-local symmetries of systems and allows us to develop a more rigorous theoretical approach.
In addition, certain structures are now naturally defined.
• In the future we aim to apply the theory of non-local symmetries to a generalisation of the nonlinear
oscillators studied in this work that contain an isotopic term. This will describe as a particular case
the non-linear oscillators detailed in [10] on a one-dimensional manifold.
• Diffieties are mainly used in the study of systems of partial differential equations. Nevertheless, we
aim to show that these structures may play a roˆle also for the study of relevant systems of first-order
differential equations.
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