Abstract. We introduce a smooth projective variety T d,n which may be viewed either as a compactification of the space of n distinct points on affine d-space modulo translation and homothety or as a compactification of the space of embeddings of a hyperplane in P d together with n distinct points not lying on the hyperplane, up to projective equivalence. The points in the boundary of this compactification correspond to certain varieties with markings which we call n-pointed stable rooted trees of d-dimensional projective spaces. In the case d = 1, these correspond exactly to (n + 1)-pointed stable rational curves, and T 1,n is isomorphic to M 0,n+1 , the moduli space of such curves. The space T d,n shares many geometric and combinatorial properties with M 0,n . For example, we show that the boundary of the compactification above is a smooth normal crossings divisor whose components are products of T d,i for i < n. We give an inductive construction of T d,n analagous to but differing from Keel's for M 0,n , and we use this to describe its Chow groups and Poincaré polynomials, generalizing [Kee92, Man95] . We give a presentation of the Chow rings, and exhibit an explicit duality between the dimension 1 and codimension 1 cycles. This gives a natural basis for the dimension 1 cycles. The space T d,n is intimately connected to the Fulton-MacPherson configuration spaces X[n] ([FM94]) for any smooth variety X, and we use this connection to give an inductive presentation of the Chow groups of X[n] analagous to Keel's presentation for M 0,n , solving a problem posed by Fulton and MacPherson.
Introduction
Let T H d,n denote the space of configurations of n distinct points on affine d-space up to translation and homothety. Equivalently, this is the space of embeddings of a hyperplane and n distinct points not lying on the hyperplane in projective d-space, up to projective automorphisms. When d = 1, this gives the moduli space M 0,n+1 of pointed rational curves. Many interesting results have been proved by considering the compactification M 0,n+1 of pointed stable curves. In this paper, we introduce and study varieties T d,n which compactify conceivable that the T d,n could be used to study moduli of stable maps from higher dimensional varieties.
We describe a functor which represents T d,n in Section 2 (cf. Proposition 3.15 and Lemma 3.18) and use it to prove that T d,n can be constructed inductively. More specifically, we prove:
Theorem (3.7). There is an inductive construction of T d,n+1 from T d,n as a sequence of blowups of a canonically defined projective bundle over T d,n .
In particular, this gives a construction of M 0,n which is different from previous constructions of Keel and Kapranov ([Kee92, Kap93b] ). We use this construction to obtain an inductive presentation the Chow groups of T d,n (Section 4) and a description of its Poincaré polynomial (Section 5).
We characterize the boundary of the T d,n , showing it is composed of smooth normal crossings divisors which are (isomorphic to) products of smaller T d,i . In particular, for each S ⊂ N, with S = N, there is a nonsingular divisor T d,n (S) ⊂ T d,n such that the union of these divisors T d,n (S) forms the boundary T d,n \ T H d,n . Any set of these divisors meets transversally. An intersection of divisors We describe a relationship between boundary divisors and certain explicitly given one-cycles which yields an integer pairing between divisors and curves on T d,n (Theorem 6.2). These classes form a basis for 1-cycles modulo rational equivalence (Corollary 6.3). We also give an explicit conjectural pairing between cycles of complementary dimension on T d,n (cf. Section 6.1).
For the remainder of the paper we fix an arbitrary ground field k. By a variety over k we mean a reduced (not necessarily integral), seperated scheme of finite type over k.
The closed points of T d,n
We first give a geometric description of the closed points of T d,n in terms of isomorphism classes of n-pointed rooted trees of d-dimensional projective spaces. (1) Each Z i is isomorphic to P d blown up in n i points, with corresponding exceptional divisors E i,1 , . . . , E i,n i .
(2) The root embeds P d−1 into Z k as a hyperplane H k for some k. (3) Z is obtained from {Z i } by identifying a hyperplane H i of X i , H i ∩ E i,l = ∅ for i = k, 1 ≤ l ≤ n i with E k,m for some 1 ≤ m ≤ n k so that: (a) each exceptional divisor is identified with a single hyperplane H i , i = k, and vice versa; (b) the resulting incidence graph between components is a tree.
Definition 2.2. An n-pointed d-RTPS (P d−1 ֒→ Z, p 1 , . . . , p n ) is a d-RTPS with distinct marked points p 1 , . . . , p n ∈ Z such that:
(1) p i ∈ E j,l for all i, j, 1 ≤ l ≤ n j . (2) For all i, p i does not lie in (the image of) the root. Definition 2.3. (P d−1 ֒→ Z, p 1 , . . . , p n ) is stable if each Z i contains at least two distinct markings, where a marking is either a marked point p i or an exceptional divisor.
Definition 2.4. Two stable n-pointed rooted trees of d-dimensional projective spaces (P d−1 ֒→ Z, p 1 , . . . , p n ) and (P d−1 ֒→ Z ′ , q 1 , . . . , q n ) are isomorphic if there is an isomorphism of algebraic varieties f : Z → Z ′ such that f (p i ) = q i and the following diagram commutes:
As a simple example, consider a stable (n + 1)-pointed rational curve consisting of three components Z i ∼ = P 1 such that Z 2 and Z 3 are attached to Z 1 by identifying for each i ∈ {2, 3} a point h i ∈ X i with e i ∈ X 1 . Suppose there are s ≥ 2 points p 1 ,. . . , p s ∈ X 2 \ {h 2 } and n − s ≥ 2 points p s+1 ,. . . p n ∈ X 3 \ {h 3 } and the (n + 1)-st point p n+1 is on Z 3 \ {e 2 , e 3 }. The curve is a tree of projective lines and is illustrated below in figure 1. We call p n+1 ∈ X 1 the root of the tree.
More generally, let Z 1 = Bl {q,q ′ } P d be the blow up of P d at the points q and q ′ with exceptional divisors E 2 and E 3 , and let H 1 = P d−1 ֒→ Z 1 \{q, q ′ } be an embedded hyperplane. Let Z 2 be isomorphic to P d with fixed marked points p 1 ,. . . , p s ∈ Z 2 and a fixed embedded hyperplane
with marked points p s+1 ,. . .,p n ∈ Z 3 and an embedded hyperplane
. . , p n }. Let H 2 be identified pointwise with E 2 and H 3 with E 3 . When the components are attached, they from a tree. We call the embedded hyperplane H 1 = P d−1 ⊂ X 1 the root of the tree, shown below in figure 2 when d = 2. If s ≥ 2 and n − s ≥ 2, the tree is stable; it has no nontrivial automorphisms fixing the embedded hyperplanes pointwise which preserve the marked points. 0000000000  0000000000  0000000000  0000000000  0000000000  0000000000  0000000000  0000000000  0000000000  0000000000  0000000000  0000000000  0000000000   1111111111  1111111111  1111111111  1111111111  1111111111  1111111111  1111111111  1111111111  1111111111  1111111111  1111111111  1111111111 Let X be a smooth variety of dimension d, and let x ∈ X(k). As in [FM94] , we let X[n] denote the Fulton-MacPherson configuration space of n points on X, whose construction we recall below. Set N = {1, . . . , n}. The space X[n] comes with a morphism X[n] → X n . For every subset S ⊂ N with |S| ≥ 2, Fulton and MacPherson define a codimension 1 smooth subvariety D(S) ⊂ X[n] which maps into the diagonal ∆ S = {(x i ) ∈ X n |x i = x j for i, j ∈ S}. In particular, we have a morphism π :
We shall prove that this definition does not depend on the smooth variety X or on the point x ∈ X(k). Thus we simply write T d,n for T X,x d,n . To show this, we describe the functor which it represents later in this section and show that this functor is independent of our choices (see Definition 3.15). We also show that the points of T d,n correspond to the n-pointed stable d-RTPS's from the previous section (Theorem 3.14).
In order to set notation and motivate our work on the spaces T d,n , we now recall Fulton and MacPherson's construction of X[n]. Set X[1] = X and let X[2] = Bl ∆ (X × X) be the blowup of X × X along the diagonal ∆. The exceptional divisor is D({1, 2}). Let N = {1 . . . n}, and for S ⊆ N, let S + = S ∪ {n + 1}. Assume for some fixed n ≥ 2 that
We define a sequence of smooth varieties and blowups along smooth centers
. . , n + 1} with at least two elements. If we need to specify the variety X and the integer n, we use the more explicit notation Y
It turns out that for S ⊂ N, if i, j ∈ S, then for Γ i = (id, π i ) : D(S) −→ D(S) × X, the images Γ i (D(S)) and Γ j (D(S)) are isomorphic. So we call the map Γ S and denote its image by Y 0 (S ∪ {n + 1}) = Y 0 (S + ). The variety Y 1 is defined to be the blowup of Y 0 along the subvariety Y 0 (N + ). The varieties Y 1 (S ′ ) are defined to be the proper transforms of the Y 0 (S ′ ), except that Y 1 (N + ) is defined to be the exceptional divisor.
We have the following diagram:
where
is the exceptional divisor of the blowup. We write
In general, once Y k has been constructed, the variety Y k+1 , together with its morphism π k+1 : Y k+1 −→ Y k , is defined to be the blowup along the disjoint union of the subvarieties Y k (U ∪ {n + 1}), where U ranges over all subsets of N of cardinality n − k. Fulton and MacPherson prove that these subvarieties are all disjoint. Each subvariety Y k+1 (S ′ ) is defined to be the proper transform of Y k (S ′ ) except when S ′ = U ∪ {n+1}, with |U| = n−k in which case Y k+1 (U ∪{n+1}) is defined to be the exceptional divisor which maps to the variety Y k (U ∪ {n + 1}). For each U ⊂ N of cardinality |U| = n − k we have the following diagram:
It will be useful for us to have a description of the functors represented by the varieties Y i and
Suppose H is a variety and h : H → X n+1 is a morphism. For a subset S ⊂ N, we use the notation h S to denote the composition of h with the projection X N + → X S , and we write h a for h {a} . Let ∆ S ⊂ X S denote the (small) diagonal, and I S the ideal sheaf of ∆ S in X S . Note that for S 1 ⊂ S 2 , the projection X S 2 → X S 1 induces a morphism h * S 1 
Definition 3.4. We define the functor Y i from the category of schemes to the category of sets by setting Y i (H) to be the set of pairs h :
, such that the p T 's form a compatible collection of screens. We define the subfunctor Y i (S 1 , . . . , S k ) be setting Y i (S 1 , . . . S k )(H) to be the subset of Y i (H) such that whenever T ∈ P i with |T ∩ S j | ≥ 2 and T ⊂ S j for some j, the compatibility morphism
The following theorem is useful not only for understanding the iterative construction of the space T d,n , but also for the applications to the Fulton-MacPherson configuration space in Section 4. (1) The morphisms Y n−1 ({a}
proof of Theorem 3.6, part 1. We begin by defining an inverse mor-
. This is the ath section map
. For convenience, we give a self contained description here by constructing a natural transformation between the functors represented by X[n] and Y n−1 ({a} + ), which we denote by s a .
For a scheme H, suppose we have an element of X[n](H) described by a morphism f : H → X n together with a compatible collection of invertible quotients p T : f * T I T → L T for T ⊂ N. We wish to construct from this a morphism to X n+1 and a compatible collection p
The morphism is defined to be the composition of f with the map X N → X N + doubling the a-coordinate. We abuse notation and also denote this morphism by f . We now turn to constructing the screens:
In the case a ∈ T , we have an isomorphism X T + ∼ = X T ∪{a} be identifying the (n + 1)-coordinate with the a-coordinate. This gives an identification f * S + I S + ∼ = f * S∪{a} I S∪{a} , and we may define a screen for S + by defining L S + to be equal to L S∪{a} with quotient morphism induced by p S∪{a} . If a ∈ T , we define L T + = L T . To construct the quotient morphism f *
we note that the morphism X S → X S + defined by doubling the a-coordinate induces a morphism of sheaves f S + I S + → f S I S . Composing with this morphism of sheaves gives the desired screen morphism I S + → L S + . It is routine to check that this gives a compatible collection of screens, and defines a morphism to Y n−1 ({a} + ). For the case of |S| ≥ 2, we obtain an inverse morphism 
where Ω X is the cotangent bundle of X.
Suppose that we have a morphism h : H → Y 0 (N + ). We note that for S ⊂ N, the induced morphism h S : H → X S factors through the diagonal j S : ∆ S ֒→ X S . Therefore, h * (I S ) may be thought of as the pullback of the sheaf j * S (I S ), which is the conormal bundle of ∆ S in X S . Choose a ∈ S. It is easy to check that if h a : H → X is the composition of h S with projection onto the a-coordinate, then h *
Choose and fix a splitting for the remainder of the proof so that we may write h *
Given such data, we may consider the surjective morphism h * N I N → h * L N and obtain by the splitting of sequence (1), a surjection
This morphism gives us a screen for the set N + , and it is easy to verify that it is compatible with the screens determining h. Therefore, we obtain a morphism H → Y 1 (N + ) and in particular a morphism
given by a collection of screens h *
here we are setting L S is the "universal" line bundle for S on Y 1 (N + ) corresponding to the identity morphism). We may obtain
(induced by the screen data for N + together with the splitting of the exact sequence (1)). As in the previous paragraph, this quotient induces a morphism
It is now straightforward to check that this determines an inverse to the above morphism. 
We now present an inductive construction of T d,n as a sequence of blowups of a projective bundle over T d,n−1 . This allows us to give an explicit inductive presentation of its Chow groups and in the next section, a description of its Poincaré polynomial.
Theorem 3.7. There is a sequence of smooth varieties
This theorem closely parallels the above situation for the Fulton MacPherson configuration space X[n + 1] from X[n] × X, and in fact we derive it mainly as a consequence of a careful analysis of certain aspects of this construction. Although very similar in structure to the construction of Keel [Kee92] in the case d = 1, we note that our construction is different. For example, the analog of our (nontrivial) projective bundle b 0 in Keel's construction is always a trivial vector bundle.
Remark 3.8. The morphism T d,n+1 → T d,n obtained by composing the morphisms b i is given functorially by dropping all screens for subsets S ⊂ N + which contain the (n + 1)st marking. In the future, we denote this morphism by π n+1 . We may similarly define morphism π i for any i ⊂ N + by dropping the ith marking.
The varieties F i d,n and F d,n (S) are defined as follows: Definition 3.9. Let X be a smooth projective d-dimensional variety, and choose x ∈ X(k). Using the notation above from [FM94] , we let
The proof of Theorem 3.7 follows from the following proposition combined with Theorem 3.6. In particular, in proving this proposition, it immediately follows that Definitions 3.9 and 3.1 do not depend on the variety X or on the point x. Note that it immediately follows that by restricting this isomorphism,
Proof. By Theorem 3.5, we may translate a morphism to Y X,n n−s+i (S + ) to a collection of screen data. Suppose f : H → Y X,n n−s+i (S + ) corresponds to a collection of screens h :
+ , the function h T maps entirely into the diagonal ∆ T ⊂ X T , and so by factoring h T through ∆ T ∼ = X, we may identify h * T I T with the pullback of the conormal sheaf
T /T X * , where a ∈ T . Note that we have h {a} = h {b} for any b ∈ S + , and so it suffices to choose a ∈ S + . The screen for T therefore translates to specifying a 1-dimensional sub-vector bundle
T /T X compatible with respect to the natural projec-
Since V is trivial, we may write T X = V X where V is a vector space over k of dimension d. Let F d,s (H) denote the set of collections of compatible line sub-vector bundles of the form {i T :
It is not hard to check from this description that F d,s in fact defines a functor which is represented by F d,s .
To complete the proof, we note that by the above, a morphism to
We may also obtain a morphism to X[n−s+1] by choosing a point a ∈ S + and keeping only the screens for subsets
We may obtain an inverse morphism by describing how to take the screens for T ⊂ (N \ S) ∪ {a} together with the screens for T ⊂ S + and define screens for the remaining T ∈ P n−s+1 . This is done in a way similar to the proof of Theorem 3.6, part 1 and we leave the detailed proof to the reader. We mention as a guide that for T of the form T = U ∪ R where U ⊂ S + and
proof of Theorem 3.7. Note that we may obtain the product decompo-
, where s = |S| by letting X be a variety with trivial tangent bundle and considering the commutative diagram where the upper square is a pullback:
We now give an example of these spaces for "minimal" values of n: Proposition 3.11. We have isomorphisms T 1,3 ∼ = P 1 and for d > 1,
, and that D({1, 2}) is the exceptional divisor of the blowup [FM94] . Therefore
3 , where ∆ is the small diagonal with exceptional divisor D({1, 2, 3}).
Corollary 3.12. T d,n is a smooth projective rational variety of dimen-
Proof. This follows from induction on n, with base case proven in Proposition 3.11 and inductive step given by Theorem 3.7.
Proposition 3.13.
Proof. Since each n pointed stable 1-RTPS is exactly an (n+1)-pointed stable curve (where the root hyperplane is identified with the (n + 1)st marking), the family T + d,n → T d,n gives a morphism T d,n → M 0,n which is bijective on k points. To show this is an isomorphism, it suffices to construct an inverse morphism.
To do this, consider the Fulton-MacPherson configuration space P 1 [n], and the divisor D(N) on P 1 [n]. By Definition 3.1, we may identify T 1,n with a fiber of the natural morphism D(N) → P 1 . By [MM] (pages 4,5), there is a natural isomorphism M 0,n (P 1 , 1) ∼ = P 1 [n]. Note that by [FP] (Theorem 2, part 3), M 0,n (P 1 , 1) is actually a fine moduli space for stable maps of degree 1 to P 1 . The isomorphism from [MM] identifies the divisor D(N) with the stable maps f : (C, p 1 , . . . , p n ) → P 1 which take all the marked points to a given point x ∈ P 1 . The natural morphism D(N) → P 1 is simply the morphism taking this stable map to x. For such a stable map, the semistable curve C must have the form: Since M 0,n (P 1 , 1) is a fine moduli space, one may check that the fiber over a given point x ∈ P 1 is also a fine moduli space for (n + 1)-pointed stable curves. To see this, suppose we have a stable map f : (C, p 1 , . . . , p n ) → P 1 in this fiber, where the semistable curve C has irreducible components
Since none of the marked points p i may lie on C ′ , the curve remaining after forgetting C ′ , composed of the union of the D i , is a (n+1)-pointed stable rational curve where the (n + 1)st marking is obtained from the point where ∪D i intersects C ′ . This gives an isomorphism of the fiber over x with M 0,n+1 which is inverse to the morphism above. 
Proof. Let X[n]
+ → X[n] be the "universal family" as described in [FM94] . By base change over T d,n → X[n] (included by choosing a point x ∈ X), we obtain a flat family T + d,n → T d,n . It follows from the description in [FM94] that the fibers are all n pointed stable d-RTPS's, exactly one in each isomorphism class.
It will be useful in what follows to have a relative version of construction of T d,n . This follows without much technical difficulty and we leave some of the routine verifications to the reader.
Definition 3.15. Let V be a rank d vector bundle over a scheme X. We define the functor T V,n from the category (Sch/X) op of X-schemes to the category of sets as follows. For h : H → X, we define T X,n (H) to be the set of collections {p T : h * V → L T } T ∈N,|T |≥2 , such that the p T 's form a compatible collection of screens (in the same sense as in 3.2). Note that there is a canonical morphism (natural transformation) from T V,n to X. 
The proof of this theorem takes the following steps. First, we see that it holds in the case that V is a trivial bundle by noting that the inductive construction of the space T d,n+1 from T d,n by taking a projective bundle and blowing up may be fibered with a scheme X to give an inductive construction of To note the utility of this construction, we note the following lemmas which will be useful in Section 4.
Lemma 3.17. Let V be a vector bundle on X, and let π : T V,n → X be the natural projection. Then T V,n × X T V,m = T π * T V,n ,m . The proofs of these are elementary and follow from an examination of the functorial descriptions of the spaces involved.
Lemma 3.18. Let X be any scheme, and let V be a trivial vector bundle of rank
d on X. Then T d,n × X ∼ = T V,n . In particular, if X = Spec(k) then T V,n ∼ = T d,n .
Inductive presentations of Chow groups
We consider the Chow group of a variety X as a graded abelian group A(X) = A * (X). We use the following general conventions. For a graded abelian group M = ⊕ i∈Z M i , we set M(n) to be the group with grading shifted so that (M(n)) i = M n−i . The grading on the tensor
We write Z for the graded abelian group with the integers in degree 0 and zero in all other degrees. In this notation we have the following well known facts:
Proof. [Ful98]
Lemma 4.2. For Z ֒→ X a regularly embedded subvariety of codimension d,
Proof. [Man68] One technical difficulty which makes the computation of Chow groups more difficult than the computation of cohomology is the fact that the Chow group of a product X × Y is not easily expressible in terms of the Chow groups of X and Y . Philosophically, we show in this section that products (and certain fiber bundles) with T d,n as one of the factors are not subject to this difficulty. 
Proof. This is an immediate consequence of Theorem 3.16 together with Lemmas 4.1 and 4.2.
Using Lemma 3.18 to identify
,n for a variety B, we obtain the following corollary:
In particular, setting B = Spec(k), we obtain a presentation for the Chow groups of T d,n+1 in terms of the Chow rings of varieties of the form T d,t × B for various values of t < n. These terms may be successively reduced using corollary 4.4, eventually using the fact that In this section, we present an inductive presentation of the Chow groups of the spaces X[n] which parallels Keel's presentation in [Kee92] .
Let us begin by making an elementary observation. The blowup construction of the Fulton-MacPherson space described in Section 3 gives X[n + 1] as a composition of blowups of X[n] × X. In the same way, we easily obtain X[n+1]×B as a composition of blowups of X[n]× X ×B for an arbitrary variety B. Together with the identifications from Theorem 3.6, part 1, this yields the following inductive presentation: Theorem 4.5. Let X be a smooth variety. Then
In particular, setting B = Spec(k), we obtain a presentation for the Chow groups of X[n + 1] in terms of the Chow groups of the varieties D(S) and X[n] × X. From Lemma 3.19, we have an isomorphism D(S) = T V,s , for a vector bundle V of rank d on X[n − s + 1]. These terms may be successively reduced using theorems 4.3 and 4.5, eventually yielding an answer in terms only of the Chow groups of X T for T = 1, . . . , n. In general there is no known formula for the Chow groups of X T in terms of the Chow groups of X, however, if X has a cellular decomposition (see definition 7.3), then it is true that A(X T ) = ⊗ a∈T A(X).
Betti numbers and Poincaré polynomials
In this section, we analyze generating functions for the Betti numbers and Poincaré polynomials of the varieties T d,n in the case when k = C. By Corollary 7.5, the Betti numbers coincide with the ranks of the Chow groups, and therefore, since the presentation of the Chow groups of T d,n is independent of the underlying field k, these determine the Chow groups in general. A recursive description of these polynomials was given in [FM94] for the spaces X[n]. In [Man95] , Manin relates the Poincaré polynomials of these spaces as well as the polynomials for M 0,n to solutions to certain differential and functional equations. We apply Manin's ideas here to obtain similar results for T d,n , which specialize to Manin's original result for M 0,n+1 in the case d = 1.
Indeed, the defining equations for the generating functions of T d,n described here are identical to those discussed by Manin (Theorem 0.4.1) in his analysis of the Poincaré polynomials of X[n]. In our case, we recover these equations from the explicit blowup construction of T d,n , just as one can recover Theorem 0.3.1 of Manin from the blowup construction of M 0,n of Keel.
For a smooth compact variety Z, denote its Poincaré polynomial by
In particular, put
Fix d, and for n ≥ 2, denote by P n (q) = P T d,n (q) the Poincaré polynomial of T d,n . From corollary 7.5 and the inductive presentation of the Chow groups of T d,n in section 4.1, we have the following recursion for the Poincaré polynomials P n (q).
(2) P n+1 (q) = (κ d+1 + nq
Defining P 1 (q) = 1, and defining p n = p n (q) = P n (q) n! , this is equivalent to either of the recursions:
shows that the recursion in (2) can be rewritten as:
Consider the following generating function, recalling that p 1 (q) = 1: 
or the following differential equation in t with parameter q:
Proof. First, note that we get (5) from (4) by differentiating in t. Moreover, we can see that the equations are equivalent to the recursion (2) or (3). In particular, since ψ t (q, t) = n≥1 np n (q)t n−1 , the t n term for n ≥ 1 of the left hand side of the differential equation is
jp j p i which is equal to p n by (3), and for n = 0 is p 1 = 1. This is exactly the statement of the theorem.
Fix d ≥ 1 and define the generating function η(t) = t+ n≥2 χ(T d,n ).
Corollary 5.2. η(t) is the unique root in t + t 2 Q[q][[t]] of any of the following equations:
Proof. Differentiating the first equation gives the second. The result follows since the Euler characteristic of a smooth compact variety Z can be defined by χ(Z) = P z (−1) so that η(t) = ψ(−1, t).
Chow Ring of T d,n and pairing between divisors and curves
In this section we examine the structure of the Chow ring of the space T d,n . Let k be an arbitrary field. We recall the definition of the divisors T d,n (S) described in Section 3. 
In particular, one may check from the definitions that if we let D(S) be the divisor defined in [FM94] which we used in Section 3 then for
We may similarly define
, where I d,n is the ideal generated by:
(1) δ S · δ T = 0 for all S, T ⊂ N, such that 2 ≤ |S|, |T | and
Proof. This follows from immediately from [FM94] , and the isomorphism
In the remainder of this section, we state and prove the following pairing between 1-cycles and the boundary divisors.
Proof. First note that the set {δ T } T ⊆N,|T |≥3 forms a Z-basis for the codimension 1-cycles on T 1,n , and that the set {δ T } T ⊆N,|T |≥2 forms a Z-basis for the codimension 1-cycles on T d,n . Note that the ring described in the theorem does not depend on the choice of the base field. The statement which we have to prove is independent of the choice of k, and we may assume without loss of generality that k = C. By Appendix 7.5, the space T d,n is an HI space. Since it is a compact smooth manifold with torsion free cohomology groups, we obtain Poincaré duality induced by the intersection pairing of divisors and curves. Therefore the C T 's form a dual integer basis to the D T 's, up to sign.
In order to prove Theorem 6.2, we first establish several identities. For convenience, we denote by δ i the divisor class δ {1,2,...,i} . The following is an immediate consequence of Theorem 6.1.
Proof. We proceed by induction on n − |S|. The base case n − |S| = 0 holds trivially. Suppose that the result holds for n − |S| < k. Let S ⊆ N, |S| = n − k. Choose i ∈ S and j ∈ S. By Theorem 6.1, if j ∈ T and i ∈ S ∩ T , then δ T δ S = 0 unless S T . Moreover, for such T = N, δ T δ d(n−|S|−1) N = 0 by the inductive hypothesis. Therefore
Proof. Renumbering the elements of T , it suffices to take δ T = δ i−k .
We proceed by induction on k. For the base case k = 1, we proceed by induction on j − i with base case i = j. By Lemma 6.4, if 1, j ∈ T , then δ T δ j−1 = 0 unless {1, . . . , j} ⊆ T . Also note that by Lemma 6.5, if T = N and |T | > j, then δ T δ
The summands coming from the terms of the binomial expansion of (δ j + δ N ) d with positive degree in δ N vanish by Lemma 6.5 for δ S = δ j , giving the result. Now suppose that the result holds for integers less than j − i, If 1, i ∈ T , then δ T δ i−1 = 0 unless {1, . . . , i} ⊆ T by Lemma 6.4. Indeed,
We see that terms involving |T | > j vanish by Lemma 6.5. Since terms involving δ T = δ i+1 , . . . , δ j vanish by the inductive hypothesis, we have established the base case k = 1. Suppose that the result holds for integers less than k, and consider the following identity:
. . , δ j . Terms involving δ T , of the first type vanish by the inductive hypothesis, and terms involving |T | > j are zero by Lemma 6.5. Therefore, nonzero terms can involve only δ T = δ i , . . . , δ j . Finally, the terms with contributions from δ i+1 , . . . , δ j vanish by the base case k = 1. Hence we are left with
proving the proposition.
Proof. We prove the result by induction on j. The result holds trivially for j = 1. For the base case j = 2, it follows from Lemma 6.5 that
Suppose that the result holds for integers less than j, and consider
If 1, j ∈ T , then δ T δ j−1 = 0 unless {1, . . . , j} ⊆ T by Lemma 6.4. Nonzero terms in the expansion can only involve δ T = δ j , δ N by Lemma 6.5; moreover, terms involving both δ j and δ N vanish. Therefore
as needed, where the final equality holds by the inductive hypothesis.
Proof. We prove the result by induction on j−i. The base case j−i = 1 so that k = 1 is Lemma 6.7. Suppose that the statement holds for integers less than j − i. Consider the identity:
Lemma 6.4 implies that nonzero contributions involve only δ T with {1, . . . , i + 1} ⊆ T . Terms involving δ T with |T | > j vanish by Lemma 6.5, those involving δ T with i + 1 < T | < i + k vanish by Lemma 6.6, as do those involving δ i+k+1 , . . . , δ j . Terms involving both δ i+1 and δ i+k vanish by Lemma 6.6. Hence
and applying the inductive hypothesis gives the result:
Before proving this proposition, we give a proof of Theorem 6.2.
Proof of Theorem 6.2. Let T N with |T | ≥ 2. Without loss of generality, say T = {1, . . . , j}. Then δ T · C T is equal to
by Proposition 6.8 for i = 1, k = j − 1 and Proposition 6.9.
Let S N. If ∅ = S ∩ T S, T , then δ S · C T = 0 by Theorem 6.1.
since nonzero summands only involve δ T ′ with T ∪ {s} ⊆ T ′ by Lemma 6.4, and all these contribute zero unless T ′ = N by Lemma 6.5. Therefore δ S · C T = 0. If T S, then δ S · C T = 0 by Lemma 6.5.
Suppose S T . We may assume that S = {1, . . . , j − k} with k ≥ 1. Then
It follows from Lemma 6.6 that this is zero when d(j − 1) − 1 ≥ dk + 1, or equivalently when d(j − k − 1) ≥ 2. We conclude that δ S · C T = 0 if d = 1 and |S| ≥ 3, or if d ≥ 2. If d = 1 and |S| = 2, then
by Proposition 6.8 for i = 2, k = j − 2 and Proposition 6.9.
It remains to prove Proposition 6.9. Since the proof involves spaces T d,n for varying n, for the remainder of this section, we use the more precise notation δ S,n = [T d,n (S)]. In this language, we need to show
We first establish the following lemmas.
Lemma 6.10.
[T 1,3 ({1, 2, 3})] = −1 and
Proof. From Lemma 3.11, we know that T d,2 ∼ = P Let π n+1 : T d,n+1 → T d,n be the map which drops the (n + 1)st marking as described in Section 3.
Proof. As in the beginning of the section, let i :
be the inclusion, and p :
Let π = π n+1 and consider the commutative diagram given by dropping the n + 1'st point:
where we have used the subscripts to distinguish which space the divisor sits on. By [FM94] , Proposition 3.4, (π
. Therefore, by commutativity of the diagram, we have :
Lemma 6.12. Let π = π n+1 : T d,n+1 → T d,n be the map which drops the (n + 1)st marking as described in Section 3. Then
Proof. We first note that, solving for δ N + ,n+1 in Lemma 6.11 gives
N,n+1 ) = 0 for i < d. Again solving for δ N + ,n+1 in Lemma 6.11, we have
= 0 by Lemma 6.5, the summands from the binomial expansion vanish for any positive power of δ N,n+1 . Hence
The projection formula and the fact above gives the result.
For the next two lemmas, we follow the notation of Section 3.
Lemma 6.13. Writing
Proof. We recall that the functor defining F 1 d,n takes a variety H to the collection of compatible screens (i S : L S → (V H ) S /V H ) where either S ⊂ N or S = N + . Equivalently, examining the proof of Theorem 3.6, the data of i N + amounts to choosing a vector bundle inclusion
Lemma 6.14. Let ρ :
Proof. We first note that scheme-theoretically
. To see this, we note that a morphism from a scheme
But it is easy to check that this is precisely equivalent to the morphism being in T d,n+1 (N). Now the pullback ρ
is represented by a class on the scheme theoretic inverse image. Since ρ is of relative dimension zero, the pullback is represented by a multiple of the fundamental class of the inverse image [T d,n+1 (N)]. But since ρ * ρ * = id, this multiple must be 1.
Lemma 6.15. With the notation of Lemma 6.12,
Proof of Lemma 6.15. Consider the commutative diagram of natural morphisms
, and so
By Lemmas 6.13 and 7.1, we have ρ * ([F We now use these lemmas to prove the main result of this section, Proposition 6.9.
Proof of Proposition 6.9. We proceed by induction on n. The base cases d = 1, n = 3, and d > 1, n = 2 are proved in Lemma 6.10. as needed, where the first equality follows from Lemma 6.12 and Lemma 6.15, and the second equality follows from the inductive hypothesis.
6.1. Conjectural Pairing of cycles. Let S be a collection of nonoverlapping subsets of N. For subsets S, T ∈ S, we use the notation S ≺ T to mean that S ⊂ T and for every U ∈ S such that U ⊂ T , we have U ⊂ S. Previously we have been calling this relation "S is a child of T ."
Definition 6.16. We define the following symbols:
(1) For S ∈ S, ch(S) = {T |T ≺ S}.
(2) For S ∈ S, χ(S) = |S| − T ∈ch(S) |T | + |ch(S)| − 1.
The conjectural formula is as follows: In the proof of this fact we omit the i * for notational convenience. 
But by the first case, we have (π U ) * ([P (V | U )] d ) = [U], which implies that a = 1. 7.2. HI Spaces. In this section we show that if the ground field is the complex numbers, then the Chow groups of T d,n are isomorphic to the homology (and cohomology) groups. Definition 7.2. A complex algebraic variety X is an HI space if the canonical map cl X : A i (X) → H 2i (X) is an isomorphism. Definition 7.3. A variety X is cellular if it is has a filtration X 0 ⊂ X 1 ⊂ · · · ⊂ X n = X, such that X i \ X i−1 is a disjoint union of affine spaces A i .
If X has a cellular decomposition then it is an HI space. This fact can be found in [Ful98] , example 19.1.11(b). Also, if Y ⊂ X is a closed subscheme, U = X \ Y the open complement, and cl Y , and cl U are both isomorphisms, then so is cl X . That is, Y, U both HI implies X HI. This is in [Ful98] , example 19.1.11(a). It is also easy to check that if X is a projective bundle over Y , and Y is an HI space, then so is X.
We recall the following fact: 
