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Introduction
With the advancement of digital computer, advanced computer arithmetics and symbolic computation, special attention has been paid to the construction of optimal eighth-order iterative methods in the past two decades. The merit of these methods is that they converge fast towards the required root. Moreover, we can reach our desired accuracy in a very small number of iterations.
The researchers worldwide have proposed a good number of optimal eighthorder methods ; ; Bi et al. (2009) ; Cordero et al. (2011 Cordero et al. ( , 2010 ; Dzǔnić and Petković (2012) ; Heydari et al. (2011) ; Khattri and Steihaug (2014) ; Kung and Traub (1974) ; Liu and Wang (2010) ; Sharma et al. (2013) ; Sharma and Arora (2014) ; Soleymani et al. (2012a) ; Thukral (2010) ; Thukral and Petkovíc (2010) ]. Most of them are the extensions of either Newton's method or Newton-like method or any particular existing fourth-order method (like Ostrowski's method, King's method, King-type method, etc.) at the expense of additional functional evaluations or extra number of substeps to the original methods. However, we have rare optimal schemes which are applicable to every existing iterative method of a particular order to further obtain higher-order methods.
In the recent years, [Sharma and Arora (2014) ] have given an optimal eighthorder scheme in a general way, which is applicable to every optimal fourth-order method whose first substep employs Newton's to further extend eighth-order convergence. But, it should be noted that they provided the third substep in their scheme without any justification. In our point of view, the construction of the general eighth-order optimal schemes with full justification are a more interesting and challenging task in the field of numerical analysis.
For the development of a new iterative scheme, it is quite often that we need to approximate the function/s or first-order derivative/s of the considered function. In the available literature, we have several kinds of approximations, for e.g., functional approach, sampling approach, geometric approach, weight function approach, Adomain approach, composition approach and rational function approach. Every approach has some advantages and disadvantages because it's dependent on the problem under consideration. The choice of suitable approximation approach not only produces simple and interesting schemes but also can save considerable amount of computation. Rational function approach is one of the most important techniques in numerical analysis for approximating the function/s or derivative/s or to find the next approximation.
In general, the number of tangency conditions are equal to number of undetermined constants. Further, we get an improved method with higher-order convergence as we increase the number of undetermined constants in the rational function (for details, see [Jarratt and Nudds (1965) 
The principle aim of this study is to present a new and interesting optimal scheme of order eight in a general way instead of like earlier studies ; Bi et al. (2009); Cordero et al. (2011 Cordero et al. ( , 2010 ; Dzǔnić and Petković (2012) ; Heydari et al. (2011) ; Khattri and Steihaug (2014) ; Kung and Traub (1974) ; Liu and Wang (2010) ; Sharma et al. (2013) ; Sharma and Arora (2014) ; Soleymani et al. (2012a); Thukral (2010) ; Thukral and Petkovíc (2010) ; Khattri et al. (2011); Kou et al. (2017) ]. Our scheme is applicable on every existing optimal fourth-order scheme (which can be chosen from the available literature) whose first substep employs Newton's method to produce further new optimal eighth-order schemes. We construct this scheme with the help of rational approximation approach. In order to check the effectiveness and validity of our scheme, we compare them with the existing methods of same order on a concrete variety of nonlinear functions. From the numerical experiments, it is observed that they perform better than the existing ones in terms of divergent percentage, CPU time and average number of iterations per point.
Development of Eighth-Order Optimal Schemes
This section is devoted to the main contribution of this study. We mean to say that we present an optimal and interesting eighth-order scheme in a general way. Therefore, we consider
where ψ 4 (x n , y n ) is a general fourth-order optimal scheme whose first substep employs classical Newton's method. In order to obtain the next iteration and eighth-order convergence, we simply apply the classical Newton's method to the above scheme (1), which is given as follows:
Since, the above scheme uses five functional evaluations, this scheme cannot be optimal in the sense of Kung-Traub conjecture [Kung and Traub (1974) ]. However, we can reduce the number of functional evaluations by introducing a rational function η(x), which is defined as follows: where α 2 , α 3 and a 4 are defined earlier. Theorem 2.1 demonstrates three important things: first one is related to optimal eighth-order convergence without using any additional functional evaluations; second one is how a rational function η(x) plays a vital role in the construction of iterative scheme (10) in a general way; third one is how only a single coefficient B 1 from ψ 4 (x n , y n ) contributes to its role in the construction of the desired asymptotic error constant.
Theorem 2.1. Let f : D ⊂ R → R be a sufficiently differentiable function in an interval D containing a simple zero ξ of the involved function f . In addition, we assume that ψ 4 (x n , y n ) is any optimal fourth-order scheme whose first substep employs Newton's method. Moreover, we consider initial guess x = x 0 is sufficiently close to ξ for guaranteed convergence. Then, the scheme (10) has an eighth-order convergence.
Proof. Let us consider that e n = x n − ξ is the error at nth term. Taylor's series expansion of the function f (x n ) and f (x n ) around x = ξ with the assumption f (ξ) = 0 leads us to: 
and 
respectively, where
With the help of above expressions (11) and (12) in the first substep, we obtain Again, we obtain the following expansion of f (y n ) about a point x = ξ with the help of Taylor series 
By using the expression (11), (13) and (14), we have + 6c 3 c 5 + c 7 }e
Since ψ 4 (x n , y n ) is an optimal fourth-order scheme, it satisfies the error equation of the following form: (16) and (17), we obtain 
Now, with the help of expressions (11)- (18), we further obtain 
A General Way to Construct a New Optimal Scheme with Eighth-Order Convergence
Finally, by inserting the expressions (16) and (19) in the last substep of the proposed scheme (10) and after some simplification, we obtain
The above asymptotic error constant (20) reveals that the proposed scheme (10) attains an optimal eighth-order convergence in the sense of Kung-Traub conjecture. This completes the proof.
Remark 2.2. It is quite obvious to expect that the asymptotic error constant of scheme (10) also contains some other constants from ψ 4 (x n , y n ), namely, B 1 , B 2 , B 3 , B 4 , B 5 . However, only B 1 from ψ 4 (x n , y n ) appears in the asymptotic error constant which can be seen in (20). This simplicity clearly reflects that our current rational function approach with the tangency conditions, which is used for the reduction of functional evaluations, plays a vital role in the development of an optimal eighth-order method.
Numerical Experiments
In this section, we check the effectiveness and validity of our theoretical results which we have proposed in Sec. 2. For this purpose, we consider a concrete variety of standard academic nonlinear problems, which are given as follows:
2 ; [Liu and Wang (2010) ] [Behl et al. (2013)] f 5 (x) = e −x + cos(x); ] R. Behl et al. First of all, we verify the theoretical order of convergence of our methods on the bases of the results obtained from (| xn+1−xn (xn−xn−1) 8 |) and computational order of convergence. In Table 1 , we depicted the number of iteration indexes (n), approximated zeros (x n ), absolute residual error of the corresponding function (|f (x n )|), error in the consecutive iterations (|x n+1 − x n |), xn+1−xn (xn−xn−1) 8 , the asymptotic error constant η = lim n→∞ xn+1−xn (xn−xn−1) 8 and computational order of convergence (ρ). In order to calculate the computational order of convergence (ρ), we use the following formula:
We calculate the computational order of convergence, asymptotic error constant and other constants up to several number of significant digits (minimum 1,000 significant digits) to minimize the round off error. But due to the limited paper space, we display the value of (x n ) and (ρ) up to 15 and 6 significant digits, respectively. In addition, we also displayed xn+1−xn (xn−xn−1) 8 and (η) up to 10 significant digits. Moreover, absolute residual error in the function (|f (x n )|) and error in the consecutive iterations (|x n+1 − x n |) are displayed up to 2 significant digits with/without exponent power which are mentioned in Table 1 . Furthermore, the approximated zeros up to 30 significant digits are also depicted in Table 1 , although minimum 1,000 significant digits are available with us.
For the computer programming, all computations have been performed using the programming package M athematica 9 with multiple precision arithmetic. Further, the meaning of a(−b) is a × 10 (−b) in Table 1 . Now, we want to see the comparison of our methods with the other existing optimal methods of same order. Therefore, we consider some special cases of our scheme in the following way:
f (xn) , as the well-known fourth-order King's family [King (1973) ]. By using this family in our scheme, we obtain the following new optimal eighth-order extension of King's family:
, β ∈ R,
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Note:
It is straightforward to say that our methods not only converge very fast to the desired zero but also have the smaller asymptotic error constant which confirm the theoretical results.
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For a computational point of view, let us consider β = 0 in the above scheme, called by (OM 1).
f (xn) as another optimal family of fourth-order methods [Chun (2007a) ]. Then, we have another new optimal family of eighth-order methods, which is described as follows: Table 3 . CPU time (in seconds) required for each test function (1-6) to corresponding method. (OM 1) is the best (2.49) followed by (KS) (2.58) and (OM 3) (2.63). The worst is (DP ) (3.30).
In view of our analysis of the results in Tables 2-4 given above, the best method overall is (OM 1).
Conclusions
In this paper, we proposed a new general optimal scheme which is applicable to every optimal fourth-order iteration function whose first substep employs Newton's method to produce further eighth-order convergence. Table 1 demonstrates that our methods not only converge very fast towards the desired zero but also have the smaller asymptotic error constant which confirms the theoretical results. In addition, some of our methods have been compared to several existing methods of the same order. The numerical results in Tables 2-4 demonstrate that our method (OM 1) is found to be the best method based on three quantitative criteria: divergence percent; CPU time; average number of iterations per point. The presented scheme does not work for system of nonlinear equations. However, we will try in future to extend this scheme with some modification or a similar one that work for system of nonlinear equations.
