INTRODUCTION
Effective trainee evaluation is a professional responsibility of medical educators. In 1999, the Accreditation Council for Graduate Medical Education (ACGME) endorsed the concept of the core competencies and mandated programs to evaluate their trainees in 6 broad areas: Patient Care, Medical Knowledge, Professionalism, Communication, Practice-Based Learning, and Systems-Based Practice. In 2002, programs were expected to start implementing competency evaluation. By 2006, the competencies were to be fully integrated into the curriculum and evaluation of all trainees in the United States. 1 Although the Council has largely let programs decide how to best assess each competency, they have provided recommendations to help programs tackle the important task of evaluation.
Such recommendations are included in the ACGME Outcomes Project, and more specifically, in its Toolbox of Assessment Methods, which provides information about the psychometric qualities and feasibility of a variety of evaluative tools. 2 Several investigators have studied the use of these tools, usually providing a description of a particular evaluation at a single institution, and other times providing outcomes assessment. [3] [4] [5] [6] [7] These studies provide programs with practical insight regarding different evaluative methods. However, there has been no nationwide description of the state of evaluation in graduate medical education. Without such an analysis, we cannot fully understand how programs determine the competence of their graduates or whether they are adhering to ACGME methodological recommendations for evaluation. The purpose of this study is to describe how competence is evaluated in Internal Medicine graduate medical education in the United States during the early stages of the evolution toward outcomes-based education. We describe the frequency with which various tools are used to assess trainees, along with the number of tools used to measure each competency. We also describe how well residency programs are complying with the ACGME's recommended evaluation methodologies. Finally, we compare the characteristics of programs that use the ACGME's recommended evaluation methods for assessing all 6 competencies versus fewer than 6 competencies.
METHODS
The Survey Task Force of the Association of Program Directors in Internal Medicine (APDIM) developed a 74-item questionnaire to obtain information about our nation's residency programs. Our main outcome included tools used to assess each of the 6 competencies. Our survey was comprised of 5 sections assessing: 1) characteristics of the program including program resources, 2) characteristics of faculty and staff, 3) characteristics of residents, 4) characteristics of the program director, and 5) tools used to assess each competency.
We e-mailed the questionnaire in March of 2005 to each member of APDIM (total=391 programs), representing nearly 100% of the training programs in Internal Medicine nationwide. We sent second and third request emails in May and July of the same year. The cover letter contained definitions used within the questionnaire. The letter did not mention or refer to the ACGME's recommendations for competency assessment. A program administrator or an associate program director could complete baseline characteristics. We asked the program director to review and sign-off on this section, and then personally complete the remaining questions. The survey was confidential with respondents tracked by numerical codes.
In September 2000, the ACGME published their Toolbox of Assessment Methods, which lists each of the 6 competencies (e.g., Patient Care) and their subsequent domains. 2 Each competency is comprised of a varying number of domains (e.g., "caring and respectful behavior" is a domain for Patient Care). The Toolbox contains a list of evaluation methods (e.g., Portfolio) used to evaluate each competency's domain. These methods are ranked as "most desirable", the "next best", or "potentially applicable" for each domain. For example, in the competency of Patient Care, the ACGME lists a 360-degree evaluation as the "most desirable" method to evaluate "working within a team", but lists Chart-stimulated Recall as the "most desirable" method to evaluate "informed decision-making," both important domains of Patient Care. The "most desirable" tools recommended to evaluate all domains of each of the 6 competencies are listed in Table 1 .
In our survey, we asked Program Directors to indicate which of the following 12 tools they used to evaluate each of the 6 competencies: ABIM evaluation form, Local forms, In-training Exam, Mini-CEX, Standardized Patients/Objective Structured Clinical Exams (OSCEs), Video with Patient encounter, Computer Simulation, Peer Evaluation, Nurse Evaluation, Patient Satisfaction Survey, Portfolios, Chart-stimulated Recall. These are not an exact match of those on the ACGME website, as our Survey Task Force generated a list that was reflective of Internal Medicine residencies' practice in 2005. However, 9 of the 12 tools from our survey are listed in the Toolbox of Assessment Methods. Program Directors were instructed to choose all tools they used to evaluate each competency. We did not ask them to specify what domains, if any, they were evaluating with each tool.
We also asked Program Directors to indicate whether they used "other" methods of evaluation. For those programs that chose "other" as a tool to evaluate any of the competencies, we analyzed written responses describing the alternative tool and incorporated them into existing categories as appropriate. If no category could be assigned, a new one was created. For example, "in-house x-ray and ECG exam", "monthly quizzes", and "tests on rotations" were all collapsed into the category of "Written Exams." Two members of the Survey Task Force independently assigned categories to these hand written answers and adjudicated discrepancies as needed until consensus was attained.
DATA ANALYSIS
We entered each survey into a Microsoft Access database and double checked answers for errors. We used STATA for Windows 8.2 (Copyright © STATA Inc. 1984-2003) for all statistical analyses. We combined response categories for variables when we identified sparsely selected responses. For example, when few respondents chose a particular response category for an ordinal variable (e.g., salary <90K, 90-130K, 131-150K, etc), we lumped categories to facilitate presentation of the data (e.g., 90-150K). We examined continuous variables for evidence of skewness, outliers, and nonnormality, and described them using distributions, means, medians, standard deviations, and ranges.
We listed tools in four broad categories using a framework presented in a previous study. 8 Foundational Tools included end-of-block evaluation forms, locally generated forms, and the In-Training Exam. Direct observation included the Mini-CEX, standard patients/OSCEs, videos with patient encounters, and computer simulations. Non-Faculty Perspectives included peer and nurse evaluations and patient satisfaction surveys. Practice and Data-based Tools included the portfolio and chartstimulated recall. We calculated the frequency with which a specific tool was used to measure each competency and the average number of tools used to assess each competency. We calculated the proportion of programs using a "most desirable" method to evaluate each competency as defined in the ACGME Toolbox of Assessment Methods. We also calculated the proportion of programs using all of the recommended "most desirable" methods for each competency, thereby "comprehensively" evaluating this competency.
Programs were dichotomized into those using a "most desirable" method of evaluation for all 6 competencies and those using this method for fewer than 6 competencies. We 
*There are a variable number of domains in each competency. For a complete list of all domains of each competency, see ACGME website, http://www. acgme.org/outcome/assess/toolbox.asp dichotomized our data into 6 versus fewer than 6 to ensure an equal number of programs in each group (53% versus 47%) and also because we thought programs that evaluated all 6 competencies as per the ACGME's recommended "most desirable" method might be different than programs evaluating fewer than 6 competencies this way. We compared our dichotomized programs on their 1) program characteristics including type (e.g., community hospital, university hospital, or military hospital), size (e.g., number of approved ACGME residency positions, hospital beds), and accreditation cycle length, 2) program resources (number of full-time equivalent faculty and full-time equivalent residency support staff), and 3) program director characteristics (experience, time spent on administrative activities for program). These demographic characteristics were obtained from sections 1, 2, and 4 of our survey as described in the methods. For all analyses we used the Mann-Whitney U test. To avoid multiple comparison difficulties, we report only bivariate associations that are significant at the Bonferonni corrected p< 0.001 level. 8 
RESULTS
Out of the 391 programs surveyed nationwide, 5 were excluded because they were in the process of closing. Of the remaining 386 programs that were included in the analysis, 272 responded to our questionnaire, giving us a response rate of 70%.
The majority of programs were sponsored by a hospital (57%) in contrast to a medical school (30%). The primary teaching hospital for each residency was privately owned for 67%, university owned for 14%, and government owned for 16%. These numbers are representative of programs nationally. 9 The average number of ACGME approved residency spots was 41± 36 (range 0-187) and the average number of teaching beds per hospital was 302±247 (range 30-2100). The average ACGME accreditation cycle length was 3.8 years±1.2 (range 0-5).
Program Directors had been at their post for an average of 6.8 years±5.9 (range 0-32). Table 2 reports the frequency of tools used to assess each of the 6 competencies. The average number of tools programs reported using to evaluate each competency was 6.0±2.0 (range 0-11) for Patient Care, 5.1±2.0 (range 0-11) for Medical Knowledge, 5.2±1.9 (range 0-10) for Professionalism, 5.2±1.9 (range 0-10) for Communication, 4.4±2.1 (range 0-10) for Practice-based Learning, and 4.2±2.1(range 0-10) for Systems-based Practice. Over half are using "home grown" instruments such as local forms and nurse evaluations and almost one quarter are using "other" methods of competency assessment. Table 3 reports the proportion of programs using the ACGME's "most desirable" method of competency evaluation. Most programs were using the "most desirable" tools for evaluating some domain of all the competencies. For example, 64% of programs were using a "most desirable" tool to measure some domain in Communication and 98% were using a "most desirable" tool to measure some domain of Patient Care. The proportion of programs using all of the recommended "most desirable" tools possible for each competency ranged from 1.5% for Patient Care to 14% for Communication.
Programs using 1 of the "most desirable" methods for all 6 competencies were similar to programs using the "most desirable" method for fewer than 6 competencies in most program and program director characteristics. However, the former programs had more full-time equivalent (FTE) support staff per resident. (See Table 4) .
Only 8% of all responses concerning competency tools involved the use of "other" methods of assessment thereby obviating the need for re-analysis using data listing "other". Of these responses, 30% could not be collapsed into an existing tool with Systems-based Practice and Practice-based Learning comprising the majority (88%) of other non-collapsible methods of assessment. Some examples of tools that we could not collapse included "remediation committee", "mini M + M", "QI project", Bold items are considered the "most desirable" method of evaluation by ACGME for each particular competency. *ABIM American Board of Internal Medicine, Mini-CEX mini clinical evaluation exercise, OSCE objective-structured clinical exam "communications course", "morning report", "evidence-based medicine rounds", and "scholarship".
CONCLUSIONS
This study describes the tools residency programs are using to evaluate trainee competence. We find that programs are using a large number and variety of tools to evaluate the competence of their trainees, averaging 4.2-6.0 tools per competency. This finding is consistent with ACGME guidelines, which encourage programs to use a comprehensive system of evaluation employing more than 1 tool, as no individual competency can be thoroughly judged utilizing just 1 instrument. 1 Foundational Tools are the most popular instruments for resident competency assessment and include rating-based forms such as the ABIM end of rotation form (used by a low of 77% of programs for Systems-based Practice and a high of 81% of programs for Patient Care) as well as "home grown" local forms (range of use 49-55%), and the In-Training Exam (range of use 24-91%).
It is worth noting that the ABIM form was the single most popular tool for all 6 competencies. However, global rating forms are only recommended by the ACGME to evaluate the competencies of Practice-based Learning and Patient Care. Furthermore, for both of these competencies, rating forms are only considered a "potentially applicable method." 10 Global evaluation forms provide a retrospective subjective assessment usually at the end of a clinical experience rather than an objective measure of specific skills and tasks. Ease of use may explain their popularity despite documented problems with discriminatory ability, reliability, and validity. [11] [12] [13] [14] Given the current disconnect between actual practice and recommended practice in using global rating forms, we suggest either a "culture" change by programs in their use of rating forms or added help by the ACGME to improve the psychometric quality of these forms and train raters on their proper use.
Non-faculty perspectives such as peer and nurse evaluations were also commonly used. Although we did not specifically ask, we assume local forms, peer, and nurse evaluations are all scale-based rating forms that have not been psychometrically validated. In addition, there appears to be heavy reliance on "other" methods of competency assessment (used on average by 21% of programs).
More than 10 years ago, it was predicted that direct observation of trainees would prevail over rating scales as a means of evaluation in graduate medical education. 11 Our study does not support this notion. Direct observation of trainees occurred via the mini-CEX quite often (used by 90% of programs to assess Patient Care), but very infrequently for the Standard Patient/ OSCE (range of use 13-28%), video of patient encounters (range of use 4-17%), or simulations (2-6%). In a similar way, Practiceand Data-based tools such as chart-stimulated recall (range of use 5%-16%) and portfolios (range of use 21%-34%) were infrequently used. It should be noted, however, that direct observation may be the basis for which rating-based forms are completed. We did not ask respondents to comment on the data they used to fill out their rating-based forms. Certain tools may be used very infrequently because they are labor or resource intensive. We confirmed this suspicion by asking a subset of the APDIM Survey Task Force membership (program directors and associate program directors) to list tools in increasing order of difficulty. Although not a true validation, the task force rated videos, computer simulations, and standardized patients/OSCEs to be the most burdensome tools for evaluating residents. Not surprisingly, the results from our survey showed these tools to be very infrequently used by programs nationwide.
In terms of compliance with ACGME recommendations, the data reveal that half of all programs (53%) are using at least 1 of the "most desirable" methods to measure all 6 competencies. These data are encouraging as the ACGME only began assessing competency evaluation in 2002.
Not surprisingly, very few programs were able to employ all of the "most desirable" tools to evaluate each competency comprehensively (1.5 to 14%). Note that competencies with the fewest number of "most desirable" tools (e.g., 3 tools) were easier to comprehensively assess. Future studies should ascertain if using 1 of the "most desirable" tools encourages using other "most desirable" tools, perhaps creating a "change threshold" for a particular competency.
The ACGME does not expect programs to evaluate every domain of every competency. Instead, it allows programs to decide which domains are most important to their locality and which tools are most feasible to use. 1 Although programs are still a long way from comprehensively evaluating each competency, our results do show many programs to be using multiple tools for competency assessment. Our bivariate analysis finds that programs using the "most desirable" methods of evaluation for all 6 competencies have more full-time equivalent (FTE) support staff per resident than programs using the "most desirable" method for evaluating fewer than 6 competencies. Having more teaching faculty per resident approached significance.
It is widely recognized that programs and program staff have struggled to devote the added time and effort needed to effectively teach and evaluate the competencies since their required implementation began in 2002. 15 Our data demonstrates that programs evaluating all 6 competencies with a "most desirable" method are utilizing 1 FTE per 10 residents and 2.8 teaching faculty per resident. However, programs that were not able to evaluate all 6 competencies using a "most desirable" method employed 1 FTE per 14.3 residents and 2.0 teaching faculty per resident. It is interesting to note that the experience of the program director or the time he/she spends on administrative activities was not related to the number of competencies being evaluated with a "most desirable" method. Several strengths and limitations in this study should be acknowledged. This is the first nationwide analysis describing the current state of resident evaluation processes for graduate medical education in Internal Medicine in the United States. We report a reasonably high response rate and provide prevalence data on the use of tools to measure trainee competence. We caution the reader that our data represent process measures, not outcomes. Our study shows how trainee competence is assessed, not whether trainee competence has occurred.
Other limitations include the exclusion of 4 tools in the ACGME Toolbox of Assessment Methods from our survey (record review, checklist, oral exams, and procedures/case logs). Such omissions limit our ability to comment on compliance with ACGME "most desirable" methods. However, we did allow programs to indicate "other" methods of competency assessment and found that these tools were in fact, infrequently used (only mentioned in 11% of the few comments made), thereby maintaining the validity of our results.
We cannot infer why certain programs are or are not compliant with ACGME recommendations. We cannot comment on social desirability bias and cannot verify the accuracy of responses provided to us by survey participants. Finally, and importantly, we cannot comment on the competence with which programs are using each tool. This analysis will be important for future studies on evaluation methods.
Competency evaluation in graduate medical education is still in its infancy. With the help of the ACGME, programs have started the complex task of assessment with a strong foothold. However, we are far away from a comprehensive evaluation of trainee competence and are not yet adept at using all the tools the ACGME suggests we use for evaluating our trainees. Such evaluation is imperative if medical education is to join the quality movement that aims to provide high-quality care through high quality physicians. 16 
