In modeling spatial processes, a second-order stationarity assumption is often made. However, for spatial data observed on a vast domain, the covariance function often varies over space, leading to a heterogeneous spatial dependence structure, therefore requiring nonstationary modeling. Spatial deformation is one of the main methods for modeling nonstationary processes, assuming the nonstationary process has a stationary counterpart in the deformed space. The estimation of the deformation function poses severe challenges. Here, we introduce a novel approach for nonstationary geostatistical modeling, using space deformation, when a single realization of the spatial process is observed. Our method is based, at a fundamental level, on aligning regional variograms, where warping variability of the distance from each subregion explains the spatial nonstationarity. We propose to use multi-dimensional scaling to map the warped distances to spatial locations. We asses the performance of our new method using multiple simulation studies. Additionally, we illustrate our methodology on precipitation data to estimate the heterogeneous spatial dependence and to perform spatial predictions.
Introduction
Spatial Statistics methods are widely used in various disciplines such as meteorology, hydrology and earth science, to model environmental processes for a better understanding of the latent dependence structure, and for making predictions at unobserved locations. Statistical analysis of spatial processes generally involves a second-order stationarity assumption stating that, for a random process {X(s) : s ∈ R d , d ≥ 1}, the mean is a constant, i.e., E X(s) = c for some c ∈ R, and the covariance between any two locations depends only on the lag vector between those two locations, i.e., Cov X(s), X(s + h) = C(h). Isotropic and anisotropic processes are two special cases of a second-order stationary process. The former implies that the covariance function depends only on the L 2 norm of a lag vector, i.e., h , whereas the latter is a minute generalization that incorporates both length and direction into the covariance function through a linear transformation of the lag vector as A − 1 2 h , where A is a d × d positive definite matrix known as the anisotropy matrix. Modeling spatial processes by assuming a translation-invariant spatial dependence is a convenient, but nonviable approach, especially when the spatial domain is large and statistical features of the process vary in space; in this case, such an assumption is a misspecification of the process.
In recent decades, considerable research has been directed toward developing methods to model nonstationary processes. Risser (2016) and Fouedjio (2017) extensively reviewed the existing literature on this topic and published a comprehensive summary of nonstationary modeling approaches for univariate geostatistical data. Higdon (1998) proposed a process-convolution approach with a spatially varying convolution kernel to model the nonstationary dependence structure. Further adaptation of this approach in Higdon, Swall, and Kern (1999) , Paciorek and Schervish (2006) and Calder (2008) resulted in a covariance function with spatially varying parameters. Subsequently, Fouedjio, Desassis, and Rivoirard (2016) generalized the idea of the process-convolution model by introducing a convolution with a spatially varying random weighting function. Recent work by Nychka et al. (2018) introduced a computationally efficient method to model convolution type nonstationarity for large spatial datasets. Fuentes (2002) constructed a nonstationary process through convolution of locally stationary processes, which was later used by Reich et al. (2011) to introduce a novel spatio-temporal covariance function, addressing nonstationarity by using covariate information. Sampson and Guttorp (1992) published one of the first studies on nonstationary spatial modeling by pioneering the method of spatial deformation; their work served as the fundamental idea for further studies by Damian, Sampson, and Guttorp (2001) , Schmidt and O'Hagan (2003) , Iovleff and Perrin (2004) , Anderes and Stein (2008) , Anderes and Chatterjee (2009) , and Fouedjio, Desassis, and Romary (2015) . Some other popular nonstationary spatial modeling approaches include basis function methods (Nychka and Saltzman, 1998; Holland et al., 1999; Nychka, Wikle, and Royle, 2002; Stephenson et al., 2005) , stochastic partial differential equations (SPDE's) approaches Lindström, 2011: Fuglstad et al., 2015) , and moving window methods (Haas, 1990a,b; Atkinson, 2000, 2002) .
The prominent approach to model nonstationarity, using the method of spatial deformation introduced by Sampson and Guttorp (1992) , involves mapping the locations in a geographic space (G) to transformed locations in a deformed space (D), where the process is expected to be stationary and isotropic. This original concept provides an invaluable direction for modeling nonstationarity, but it fundamentally requires multiple independent realizations of the spatial process which, in practice, are often not observed. In addition, one major drawback of their method is the folding of space. This occurs if the estimated deformation function that maps geographical locations to the deformed space is not injective. In the presence of spatial data replicates, Damian, Sampson, and Guttorp (2001) and Schmidt and O'Hagan (2003) attempted to address the folding of space in a Bayesian framework, whereas Bornn, Shaddick, and Zidek (2012) addressed this issue in a frequentist framework by retaining the original locations of the geographic space and by adding extra dimensions to embed a nonstationary field of lower dimensions to a higher dimensional stationary field. The problem of estimation of a spatial deformation by using only one realization of the spatial process was first addressed by Anderes and Stein (2008) and Anderes and Chatterjee (2009) .
However, their proposed quasi-conformal mappings-based methodology requires very dense spatial data and its application on a real dataset has not yet been illustrated. Fouedjio, Desassis, and Romary (2015) developed a method for estimating the deformation function, using a single realization of the spatial field that avoids the problem of folding of space, but their method relies heavily on many tuning parameters and subjective selection of anchor points.
Here, we propose a metric-based nonparametric method for estimating a spatial deformation by applying the functional data registration method, proposed by Srivastava et al. (2011) , to spatial variograms. Our method extricates the strong assumption of replicates of spatial data and allows us to estimate the deformed space in higher dimensions, consequently avoiding the problem of folding of space. The key concept underlying the proposed method is based on aligning regional variograms belonging to different subregions of the entire spatial domain to estimate the warping variability in inter-point distances. The principal tools used in the proposed method are: (1) kernel smoothing, (2) classical (metric) multi-dimensional scaling (CMDS) (Torgerson, 1958; Mardia, Kent, and Bibby, 1979) and (3) a functional data registration algorithm ; we use these tools to obtain a one-to-one mapping of locations in a geographic space (G) to transformed locations in a deformed space (D). Our method does not require the use of thin-plate splines (a key component in the methods of Sampson and Guttorp (1992) ; Bornn, Shaddick, and Zidek (2012) and Fouedjio, Both observed and unobserved locations can be mapped to their corresponding deformed coordinates in a single step, and hence can be used directly to obtain kriging estimates. Besides the estimation of a heterogeneous spatial dependence structure for spatial predictions, the proposed method also serves as a useful exploratory tool to visualize the degree of nonstationarity in spatial data. We illustrate the proposed method with a simulated example.
We also apply it to precipitation data from the state of Colorado in the United States.
Section 2 describes the proposed spatial deformation estimation procedure, including a brief discussion of the functional data registration algorithm used in the proposed method.
In Section 3, we illustrate our methodology on a simulated example. Section 4 discusses an application to the precipitation dataset, followed by a discussion in Section 5 highlighting the main contributions of this work and some directions for the future.
Methodology
According to Bornn, Shaddick, and Zidek (2012) , "Environmental systems might exhibit behavior that looks locally stationary, yet when considered over large and heterogeneous domain they very often exhibit nonstationarity". Our method is motivated by such locally stationary behavior of environmental processes that can be well approximated by piecewise or regionwise stationary models. It involves a partitioning of the entire spatial domain into smaller subregions such that the process shows homogeneous spatial dependence within each subregion, but may exhibit heterogeneous spatial dependence across subregions. One common way to quantify homogeneous spatial dependence is by using a stationary variogram that measures the variability in observations, depending on the distance between them. Therefore, heterogeneous spatial dependence across subregions implies that the regional variogram, as a function of distance, may vary across subregions. We treat these regional variograms as functional data. However, unlike the traditional functional data registration problem where functional data are directly observed, the regional variograms need to be estimated from spatial observations prior to alignment. In this section, we give a brief introduction to the functional data registration algorithm (Section 2.1), followed by a detailed discussion of the proposed method for estimating spatial deformations. The estimation procedure can be broadly classified into two steps: (1) an "alignment step", and (2) a "construction step"; the steps are described in detail in Section 2.2.1 and Section 2.2.2, respectively.
Functional Data Registration
We first introduce the functional data registration algorithm developed by Srivastava et al. (2011); Kurtek, Srivastava, and Wu (2011) and Srivastava and Klassen (2016) that we use in our work for variogram alignment. In those works, they defined the notion of "elastic functions", i.e., functions with warping or phase variability, and proposed a framework for separation of amplitude (y-axis) and phase (x-axis) in these elastic functions by warping the x-axis. They considered the following representation:
where f i denote the observed functions (assumed to be absolutely continuous), c i ∈ R + are the individual scalings, e i ∈ R are the vertical translations, and g is an underlying template.
Each function f i represents an observation of the template g under a random warping of the x-axis φ i , and a random scaling and translation, c i and e i , respectively. For a given sample of functions {f i }, the main task is to obtain a consistent estimator of the template g; this additionally results in estimates of the optimal warping functions φ * i (phase component of known to have theoretical and practical issues, such as the lack of isometry of the L 2 metric under the action of the warping group. This, in turn, results in degenerate warping solutions and the so-called pinching effect (Marron et al., 2015) . To overcome these problems, Srivastava et al. (2011) proposed an approach based on the extended Fisher-Rao metric and the square-root velocity function (SRVF) representation of observed functional data. The SRVF allows for efficient computation of the optimal warping functions via Dynamic Programming (Robinson, 2012) . Their registration algorithm (available in the R-package fdasrvf 1 ) has been extensively studied to demonstrate theoretical guarantees for the consistent estimation of the unknown template g Lahiri, Robinson, and Klassen, 2015; Srivastava and Klassen, 2016) . Furthermore, its practical efficiency has been explored in various applied contexts (Kurtek et al., 2013; Tucker, Wu, and Srivastava, 2013; Samir et al., 2016; Meng et al., 2017) . However, its application in Spatial Statistics has not yet been considered. For brevity, we skip the complete discussion of the registration algorithm, and instead refer the interested readers to Srivastava et al. (2011) and Klassen (2016) for details. In this work, we adapt this algorithm to the spatial setting for the registration of regional variograms.
Estimation of Spatial Deformation
Let {X(s) : s ∈ G ⊂ R d G } be a zero-mean nonstationary random field defined on the
Here, d D is not necessarily equal to d G , and in fact,
the domain of the stationary process Y can have a higher dimensionality relative to the nonstationary process X. The primary objective is to estimate a deformation θ : G → D such that {X(s) = Y (θ(s)), ∀ s ∈ G} and {Y (u) = X(θ −1 (u)), ∀ u ∈ D}. This allows us to model the nonstationary covariance of X as:
where C D ( · ) represents any valid stationary and isotropic covariance function that depends only on the L 2 distance between points in the deformed space. The corresponding nonstationary semivariogram (simply called variogram hereafter) of X is then given by
Our method is based on a mild assumption of regional stationarity of the process
is a stationary process with spatial dependence described by the stationary and isotropic variogram model γ i ( h ). The variogram models may differ from each other through various features such as smoothness, autocorrelation range, variance (sill) and nugget, making the process X(s) nonstationary over the domain G. For each subregion G i , i = 1, 2, . . . , k,
we have a corresponding subregion D i , i = 1, 2, . . . , k, in the deformed space D such that
Considering the regional variograms γ i ( h ) as elastic functions results in the following representation (adaptation of Equation 1):
In the spatial context, Equation 3 leads to the following interpretation: each regional variogram is an observation from the global stationary variogram model γ, under a regional distance warping function φ i , with a scaling c i ∈ R + and a vertical translation e i ∈ R + (note that e i is non-negative because variogram values are always non-negative). For instance, if we assume that the features of the global variogram model γ such as nugget and variance are 0 and 1 respectively, then c i and e i can be interpreted as the variance and nugget for the regional variogram γ i . The application of functional data registration to Equation 3 allows us to estimate the k regional distance warping functions that are of paramount importance in estimating the deformation θ. Specifically, they inform us about the inter-point distances in different subregions D i , i = 1, 2, . . . , k, of the deformed space. Consequently, θ can be defined locally for the i th subregion (i = 1, 2, . . . , k) as θ : G i → D i , and the following condition drives its estimation.
Condition 1: For any two arbitrary locations s 1 , s 2 ∈ G i , the distance between their corresponding locations in the deformed space is given by warping the distance between them in the geographic space with a warping function
Following the interpretation of Equation 3 and imposing Condition 1 in the estimation of θ implies that the variogram models describing the spatial dependence for the processes
. . , k.} share the same features, such as smoothness and autocorrelation range; this indicates that the nonstationarity in smoothness and autocorrelation range can be addressed by variogram registration. However, the processes might have varying regional variances and nuggets. The functional data registration algorithm used in our method is invariant to scalings and vertical translations, and therefore cannot deal with the nonstationarity in those components. More specifically, the proposed method addresses the nonstationarity only in the correlation function to introduce nonstationarity in the covariance function. The components of the covariance function other than the correlation function, namely the variance and nugget, can be made to be nonstationary straightforwardly by allowing them to be spatially varying as discussed later in Section 5.
For a complete specification of the deformation θ, we need to define it globally, i.e., θ : G → D, and therefore, a global distance function φ, which governs the inter-point
this global distance function should also be consistent with Condition 1. We propose to define a global distance function φ : G × G → R + ∪ {0} as a weighted linear combination of the regional distance warping functions as follows:
where L(s, s ) is the set of subregions G i such that the line segment joining the locations s and s passes through all of the subregions in this set, and W i (s, s ) are the locationdependent weights for the i th regional distance warping function. We define the weights as Section S2), and are specifically chosen to satisfy the following two properties that are crucial to our approach.
Property 1: The global distance function φ : Due to the global distance function, the deformed space D is now known through the interpoint distances between different locations. Therefore, we propose to map these distances to deformed coordinates (θ(s), s ∈ G) using the CMDS algorithm (Torgerson, 1958; Mardia, Kent, and Bibby, 1979) . For a given distance matrix, the application of CMDS seeks to find the coordinates in a space of a specified dimensionality, such that the associated distance matrix is as close as possible to the given distance matrix (Ji and Zha, 2004; Birchfield and Subramanya, 2005) . The distance matrix for the deformed space with n locations denoted by
to estimate the deformationθ. The estimation procedure is described in more detail in Sections 2.2.1 and 2.2.2.
Variogram Estimation and Registration
As already outlined in Section 2.2, our method is based on the regionwise stationary behavior of the spatial process on a vast domain, and hence requires the identification of homogeneous subregions. Some informative covariates, or prior knowledge of the underlying physical process, can be instrumental in making this decision. In case such information is not available, we can divide the entire region into any number of subregions, provided that each subregion has enough observations to describe the local dependence structure in the corresponding process.
The variogram representation in Equation 3 requires the true regional variogram models {γ i ( h ), i = 1, 2, . . . , k} that are often unknown in practical situations. Therefore, we fit a valid stationary and isotropic variogram model for each subregion, and use the estimated variogram models {γ i ( h ), i = 1, 2, . . . , k} to redefine Equation
The choice of the number of subregions k is critical, as it controls the trade-off between flexibility of the model and efficiency of our method. Higher values of k allow us to introduce a higher degree of nonstationarity, but potentially lead to inaccurate parameter estimates of the regional variogram models, due to a reduced number of observations per subregion. Similarly, lower values of k lead to better estimates of the regional variograms, but render a lower degree of nonstationarity in the model. Depending on the size of the data, an appropriate value of k should be chosen to maintain a balance between flexibility and estimation accuracy.
Once we have determined the appropriate value of k, the next step is to divide the geographic space G into well-defined k subregions G 1 , . . . , G k , and to fit a valid stationary and isotropic variogram model for each subregion. In our study, we use the Matérn variogram model (Matérn, 1986; Guttorp and Gneiting, 2006) which is described by three parameters:
the variance (σ 2 > 0), the spatial range (α > 0) and the smoothness (ν > 0). To represent the regional variograms as functions for registration, we evaluate the fitted variograms at a sequence of equally spaced points in the interval [0, h t ], where h t is the distance at which all of the estimated variograms become numerically constant. We then apply the functional data registration algorithm to estimate the k regional distance warping functionŝ φ f dr i , i = 1, 2, . . . , k, which are defined over the domain [0, h t ]. In order to define the regional distance warping functions over the domain [0, ∞], we augment identity warping tô φ f dr i , i = 1, 2, . . . , k for any distance h > h t so thatφ i , i = 1, 2, . . . , k, is now given by:
The identity warping for large distances ( h > h t ) ensures that they remain unchanged, as beyond those distances all subregions exhibit spatial homogeneity (constant and identical spatial variograms)..
The regional distance warping functions serve as a valuable exploratory tool to visualize the degree of nonstationarity in the spatial data. Since the 45 degree line represents the identity warping, a larger deviation of regional distance warping functions from the identity warping indicates a higher degree of nonstationarity across subregions. Additionally, the warping functions tell us about the amount of stretching and compression required for different subregions to achieve stationarity in the deformed space. Note that the estimated regional distance warping functions represent the warped pre-determined dis-tances when evaluating the regional variograms. Thus, to be able to warp any distance in the interval [0, h t ], we use kernel smoothing on the warped distances using a Gaussian kernel with a fairly low bandwidth. From the estimated regional distance warping functions given in Equation 5, we estimate a global distance function using Equation 4:
The next step is to use this global distance function to obtain a distance matrix for the deformed space D and to estimate the deformation θ.
Estimation of the Coordinates in Deformed Space
The global distance function is defined for any arbitrary pair of locations in the geographic space G, i.e., for any observed or unobserved pair of locations. We can then compute their corresponding pairwise distance in the deformed space. Let s 1 , s 2 , . . . , s n ∈ G be the n observed locations, and let s n+1 , s n+2 , . . . , s n+m ∈ G be m unobserved locations. The aim is to estimate θ such that the approximation θ (s i ) −θ(s j ) ≈φ(s i , s j ) holds true for all i, j = 1, 2, . . . , n + m.
To achieve this goal, we first compute the transformed distance matrix ∆ (n+m)×(n+m) = {φ(s i , s j )} n+m i,j=1 and then apply CMDS to ∆ (n+m)×(n+m) to estimateθ for a space of dimensionality d D . As we increase d D , the approximation improves, but an exact distance match is not guaranteed, even for a large d D . We know that d D = d G + ψ, ψ ∈ {0, 1, . . . }, and thus, the value of ψ needs to be chosen appropriately. The value of ψ can be increased to ψ + 1 in the case of co-located deformed coordinates to tackle the space-folding problem.
Simulation Study
To assess the performance of our method, we apply it to a two-dimensional Gaussian process which has a regionally stationary dependence structure. Specifically, we consider a zero-mean Gaussian process X over a domain G = [0, 2] 2 , with a spatial dependence described by the following nonstationary Matérn covariance function (Paciorek and Schervish, 2006) :
whereη represents the vector of parameters, σ(s) is a location-dependent standard deviation, ν is the smoothness parameter, Q ij is the Mahalanobis distance between a pair of locations s i = (x i , y i ) and s j = (x j , y j ), K ν is a modified Bessel function of second order, and Σ(s) is a spatially varying kernel matrix that supervises the range and direction of spatial dependence.
We simulate X at 30 × 30 points on a regular grid, on G, with a smoothness ν = 0.6, standard deviation {σ(s) = 1, ∀ s ∈ G} and a regionally varying kernel matrix such that Σ(s) = diag(0.0400, 0.0400) for the subregion where x ≤ 1 and Σ(s) = diag(0.1849, 0.1849) for the subregion where x > 1. This allows us to simulate a realization from a regionally stationary process with nonstationarity only in the spatial range. In this setting, we already know the homogeneous subregions of G; therefore, we divide G into two subregions G 1 = [0, 1] × [0, 2] and G 2 = (1, 2] × [0, 2]. We fit the isotropic Matérn variogram model for both of the subregions via Maximum Likelihood Estimation (MLE), and register the two estimated regional variograms.
Figure 1(a) shows a realization of the simulated process in the geographic space, with a solid black line depicting the chosen partitioning. The estimated regional variograms in Figure 1 (b) exhibit varying spatial range for the two subregions, and their registration eliminates this variability (Figure 1(c) ). The estimated regional distance warping functions are shown in Figure 1 Figure 1 : (a) Example of a realization of the zero-mean regionally stationary Gaussian process, with a solid black line indicating the partitioning of the geographic space. (b) Estimated regional variograms overlaid on the regional empirical variograms. (c) Registered variograms. (d) Regional distance warping functions.
subregion 1 (G 1 ) and compression in subregion 2 (G 2 ) are required to achieve stationarity.
We estimate the deformation θ for ψ = 1 (3-D) and the corresponding deformed space is shown in Figure 2(b) . The highly correlated observations corresponding to G 1 are placed at higher inter-point distances in the deformed space, leading to a higher spatial range relative to G 1 . On the other hand, the spatial range is lowered in the deformed space for the observations corresponding to G 2 , due to compression. The compression and stretching bring the spatial range of both subregions to nearly the same level, allowing the spatial dependence structure to be adequately modeled with a stationary variogram model in the deformed space.
To evaluate the performance of our method, we fit the nonstationary covariance model in Equation 2 by choosing C D (·) to be an isotropic Matérn covariance function. We select three locations and plot their correlations with every other location on the simulation grid. The resulting correlation maps are displayed in Figure 3 . The true correlation function underlying this simulation is used to produce the map in the top row of Figure 3 , whereas the bottom row shows the correlation map from the estimated nonstationary covariance model. The similarities between the true correlations and the estimated nonstationary correlations in Figure 3 demonstrate the effectiveness of our approach in capturing the nonstationary spatial dependence as the deformation-based model satisfactorily recovers the varying spatial range for the two subregions.
To assess the gains in prediction using our method, we randomly divide the simulated data into a training set of 600 points, and a validation set of 300 points, and re-estimate the deformation θ based on training data. We perform kriging on the 300 test locations with
(1) the true covariance function, (2) 4(d) and 4(f), conveys a significant improvement in estimating prediction uncertainties (kriging standard deviations) using our method in comparison with the stationary approach. Our method significantly outperforms the stationary approach in estimating the regional variations of the prediction uncertainties, and therefore provides us with more reliable prediction estimates and prediction intervals. 
Application to Precipitation Data
In this section, we illustrate the application of our method to the total annual precipita- The spatial domain of interest has a varied topography with noticeable distinction between the mountainous region in the West and the flat plains in the East, as shown in Figure   5 (a). Furthermore, the topographical variability in Western Colorado is much higher than in Eastern Colorado. The diverse topography induces landform driven nonstationarity in the precipitation data which has been studied previously by Paciorek and Schervish (2006) .
For our analysis, we consider the log-transformed total annual precipitation data for the year 1992 (shown in Figure 5(b) ), since the number of weather stations (254) having nonmissing recordings for total annual precipitation is highest for this year. The distribution of log-transformed precipitation data is approximately Gaussian, which makes it suitable for modeling as a Gaussian process. We apply the proposed deformation-based approach to model the nonstationary spatial dependence in the data by assuming regional stationarity within the mountainous subregion in the West and flat plains in the East. Based on the estimated nonstationary model, we interpolate the sparsely observed data to a fine resolution of 0.29 • longitude × of 0.17 • latitude by kriging. We also compare the proposed method to the stationary approach based on prediction performance.
We begin by standardizing the data and splitting the entire region into Western and Eastern subregions demarcated by the longitude 104.873 • W, as shown in Figure 6(a) . The chosen partitioning, which was also considered by Paciorek and Schervish (2006) in their analysis, is motivated by the fact that the resulting two subregions differ significantly in their topographic features. Additionally, due to the Eastern and Western subregions being mostly flat plains and mountainous, respectively, the process can be reasonably assumed to be regionally stationary. The 254 observed locations are then randomly divided into a test set of 30 locations and a training set of 224 locations. The training set contains 153 observed locations in the Western subregion and 71 observed locations in the Eastern subregion. An isotropic Matérn variogram model, estimated using MLE, is considered for describing the spatial dependence structure for each subregion. Figure 6(b) shows the estimated regional Matérn variogram models, standardized using their respective regional variances. The estimated variance parameter varies slightly for the two subregions. However, due to their negligible difference, we choose to ignore such insignificant nonstationarity in variance. The estimated regional variograms show long range spatial dependence for the Eastern subregion and relatively shorter range spatial dependence for the Western subregion. Figure 6(d) shows the two estimated regional distance warping functions obtained by registration of the standardized estimated regional variograms. The large deviation of regional distance warping functions from the identity warping shows the prevalence of a high degree of nonstationarity when the entire region is considered. Based on these regional distance warping function, we can infer that modeling the two subregions with a common stationary variogram in the geographic space is clearly an imprecise approach to describe the spatial dependence of this process.
We proceed to estimate the deformed space for locations corresponding to the training locations, test locations and an additional grid of locations (shown in Figure 6 transformed distance matrix ∆ and the distance matrix for the estimated deformed space for each value of ψ. Figure 7 shows the computed NMSE versus different values of ψ. The value of NMSE closest to one indicates least discrepancy between the two distance matrices, which in this case indicates highest accuracy of the CMDS approximation. We choose ψ = 13 resulting in a 15-D deformed space and an associated final estimate of the deformation θ. modeling using a stationary variogram model.
We now demonstrate the kriging predictions over the test locations and an additional grid of locations with our deformation-based nonstationary covariance function, and compare prediction performance to the stationary approach. We fit an isotropic Matérn+Nugget covariance function in the geographic space and our nonstationary covariance model in Equation 2, with C D (·) also being an isotropic Matérn+Nugget covariance function in the 15-D deformed space. A visualization of the spatial correlations at nine randomly selected prediction locations for the estimated nonstationary covariance model is shown in Figure 9 . We can see that our model perfectly captures the regionally varying spatial dependence structure, with strong spatial correlations in the Eastern subregion and relatively weaker spatial Based on the estimated stationary covariance model and the nonstationary covariance model, we perform kriging on the test set locations and additional grid locations. Figure 10(a) and Figure 10(c) show the kriged values for the stationary and nonstationary models, respectively. As the proposed method assumes the process to be regionally stationary, it takes into account the local features of each subregion, whereas the stationary model overlooks these local features causing the kriged values associated with the two models to look slightly different from each other. Kriged values in the Eastern subregion associated with the nonstationary model exhibit wider patches of highly correlated values than those based on the stationary model. We also observe remarkable differences in the kriging standard deviations, estimated from the stationary model (shown in Figure 10(b) ) and the nonstationary model (shown in Figure 10(d) ). Kriging standard deviations from the stationary model are nearly homogeneous throughout the entire domain, with more certain predictions in the Western subregion due to the availability of more dense observations. The stationary approach does not take into account the higher prediction uncertainty that arises due to higher topographical variability in the Western subregion as compared to the Eastern subregion. On the other hand, kriging standard deviations based on the nonstationary model are more realistic as they exhibits lower prediction uncertainty in the Eastern subregion and higher in the Western subregion; this can be attributed to the strong and weak spatial dependencies of these two subregions, respectively. Stronger spatial dependence provides more information for prediction, which leads to more certain predictions, and likewise, weaker spatial dependence leads to more uncertainty in prediction. In the context of deformation, a stronger spatial dependence is equivalent to a compressed subregion, where more observations are available in the neighborhood of a prediction location, leading to a reduction in prediction uncertainty.
We compute some commonly used prediction scores on a test set for quantification and comparison of the prediction performance for both methods. Figure 10 : Kriged values and kriging standard deviations for standardized log-transformed total annual precipitation data using the stationary approach ((a),(b)) and the nonstationary approach ((c),(d)).
standard deviations, we conclude that our method provides improved point predictions with significantly better and realistic prediction uncertainties, in comparison with the stationary method.
Discussion
In this article, we introduced a method to estimate a spatial deformation for modeling nonstationary spatial processes using functional data alignment of estimated regional variograms.
To the best of our knowledge, this is the first study finding an intersection between Spatial Statistics and Elastic Functional Data Analysis. The proposed method allows for efficient estimation of the underlying nonstationary dependence structure by taking into account the stationary dependence structure of various subregions.
The proposed method allows for estimation of the deformation with a single realization of a spatial process. It also avoids the problem of folding of space, by allowing the deformation to be estimated in higher dimensions. Moreover, the estimated regional distance warping functions provide a neat exploratory tool that visualizes the degree of nonstationarity, and enable the identification of regions of low and high range spatial dependence.
As pointed out in Section 2.2, variogram alignment cannot account for the nonstationarity in sill and nugget. However, our method, in its entirety, can easily deal with this nonstationarity by allowing sill and nugget to spatially vary in the deformed space, i.e., by considering the following covariance function in the deformed space where ρ D (·) is any valid stationary and isotropic correlation function, σ(·) is a spatially varying standard deviation and τ (·) is a spatially varying nugget. Variogram alignment attempts to homogenize the spatial range and smoothness, and therefore the remaining heterogeneity in sill and nugget can be easily incorporated in the covariance function itself.
Our method is based on the subjective selection of subregions. Therefore, developing a method for the objective selection or an adaptive scheme for selection of subregions is one potential direction for future research. It would also be very interesting to develop a sophisticated method, based on covariate information, for objective partitioning of subregions.
Although we have introduced a stepwise modeling approach, with separate steps for estimating the deformation and covariance function in the deformed space, it is still desirable to develop a scheme for joint estimation of deformation and covariance function, which can be another direction for the future.
Supplementary Materials
Section S1 provides proofs for Properties 1 and 2. Section S2 provides discussion on the robustness of our method to different subdivisions of the spatial domain. Sections S3 provide extended results from the simulation study presented in Section 3. Section S4 presents an additional simulation study. Section S5 gives a quantitative assessment of CMDS.
