ABSTRACT Caching popular contents at edge nodes such as base stations is a crucial solution for improving users' quality of services in next-generation networks. However, it is very challenging to correctly predict the future popularity of contents and decide which contents should be stored in the base station cache. Recently, with the advances in big data and high computing power, deep learning models have achieved high prediction accuracy. Hence, in this paper, deep learning is used to learn and predict the future popularity of contents to support cache decision. First, deep learning models are trained and utilized in the cloud data center to make an efficient cache decision. Then, the final cache decision is sent to each base station to store the popular contents proactively. The proposed caching scheme involves three distinct parts: 1) predicting the future class label of each content; 2) predicting the future popularity score of contents based on the predicted class label; and 3) caching the predicted contents with high popularity scores. The prediction models using the Keras and Tensorflow libraries are implemented in this paper. Finally, the performance of the caching schemes is tested with a Python-based simulator. In terms of a cache hit, simulation results show that the proposed scheme outperforms 38%, convolutional recurrent neural network-based scheme outperforms 33%, and convolutional neural network-based scheme outperforms 25% compared to the baseline scheme.
I. INTRODUCTION
According to the Cisco Visual Networking Index, watching videos from wireless handheld devices is generating most of the Internet traffic, and this trend is expected to grow exponentially [1] . To handle this overwhelming Internet traffic, several future Internet network architectures (such as Information Centric Networking and Multi-access Edge Computing) have been proposed with caching capabilities [2] . Thus, utilizing caching capabilities at the edge network reduces the video content's access delay or the number of videos retrievals from the original content server by storing popular videos, where the cache capacity of the edge network is limited. Content popularity can be defined as the ratio of the number of requests for a particular content to the total number of requests, usually obtained for a certain region during a given period of time. The main challenge to designing an efficient caching policy is predicting the future popularity of video contents beforehand, since the video's popularity varies both temporally and spatially [3] .
Therefore, we usually assume the popularity of a given content follows some probability distribution, such as a Zipf distribution. Using this assumption, many researchers have proposed various edge-network caching models and cache decision algorithms 1 [4] - [7] . In edge-network caching, cache decision can be classified into two categories: i) reactive caching and ii) proactive caching. In reactive caching, the edge node makes the cache decision (whether to store the requested content or not) only when a request for a particular content arrives [8] . In proactive caching, the edge node proactively predicts a content's popularity before any user requests are received and makes the cache decision based 1 Cache decision algorithms are algorithms to make a decisions about whether to store the new content or remove the cached content.
To train deep learning models [27] , we utilize three types of learning process: i) supervised learning, ii) unsupervised learning, and iii) reinforcement learning. In supervised learning, we know the correct answer (labeled training data) before training our model, which allows us to make predictions about unseen data. In unsupervised learning, we are dealing with unlabeled data or data of an unknown structure. Unsupervised learning techniques extract meaningful information without the guidance of a known outcome variable. In reinforcement learning, we have a sequential decision-making problem, where making a decision influences what decisions can be made in the future. A reward function is provided and it tells us how ''good'' certain states are.
B. CHALLENGES
Deep learning provides prediction results with high accuracy but has several challenging issues for implementation, which are listed as follows:
1) It requires high computation resources to process the big data (high-dimensional data) to train the prediction models.
2) It is difficult to find a suitable prediction model among the various types of deep learning models, such as Multilayer Perceptrons (MLPs), Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), Convolutional Recurrent Neural Networks (CRNNs), etc. [27] .
3) It is difficult to tune parameters such as the number of layers (i.e., the depth of the network), types of layers (e.g., Convolutional, Recurrent and Fully Connected layers), and learning rate to improve the accuracy of the prediction model.
C. OUR METHODOLOGY
The main goal of this paper is to minimize the user access delay of video content by storing popular video contents at Base Stations (BSs) with the help of a deep learning-based content popularity prediction scheme. We use a supervised learning approach to train the proposed prediction model, which consists of two parts 2 : i) predicting the future popularity class labels of video contents, and ii) predicting the future request counts of video contents. Then, video contents are cached based on predicted results. Our contributions are summarized as follows:
• An optimization problem is formulated to minimize the content access delay in the near future, i.e., at t + 1, by controlling the cache decision at the current time, t, in order to improve the performance of the network.
• To solve the optimization problem at time t with limited information, a deep neural network-based prediction system is proposed to jointly work with the Information Centric Networking enabled mobile edge-computing architecture. • The Movie Lens dataset [28] is analyzed, and based on these findings, possible prediction models are designed, especially considering popularity class prediction and future request count prediction.
• Model generation and a randomized search algorithm are proposed to select the best models suited for future popularity class predictions and future request count predictions, and compared to various types of deep learning models such as CNN, RNN, and CRNN.
• The proposed scheme is trained with the Movie Lens dataset [28] using the machine learning libraries, Keras [29] and Tensorflow [30] . Finally, the performance of the proposed caching scheme is measured using a python-based simulator. The rest of the paper is organized as follows; The system model is discussed in Sec. II and the problem formulation is presented in Sec. III. Then, the detailed process of predicting the expected request count is presented in Sec. IV. Next, the cache decision algorithm is described in Sec. V. Then, the proposed scheme is evaluated in Sec. VI. Finally, conclusion and future work is presented in Sec. VII.
II. SYSTEM MODEL
The proposed system model is shown in Fig. 1 , in which the central controller (Master Node) is implemented at the high-end computing node (e.g., cloud data center) and the Slave Node is implemented at the BS. The Master Node is responsible for training the deep learning model by utilizing collected data from the BS, then predicts the future popularity of contents with trained models and sends the contents list to the BS to cache popular contents. The Slave Node is responsible for storing contents recommended by the Master Node and data collection (which collects information such as request counts and the number of cache hits at the BS). If the requested content is located at the BS's cache, the BS immediately replies it to the users. Otherwise, the requested content is retrieved from the content server and then provided to the users. Module is responsible for collecting data such as request counts for each content, movie ID, etc. The Preprocessing Module is responsible for cleaning, extracting the log files, and constructing the dataset to train the prediction model. Additionally, the Model Generating Module generates various types of prediction models such as CNN and RNN, which are discussed in details in Sec. VI-B. Subsequently, the Training Module handles the training process of the generated models using with a small dataset, and then stores related training information such as the model configuration, training accuracy, and validation accuracy. Then, the Management Module selects the best model, and supervises the training process of the prediction model, including when to stop training and when to store the state of the trained model by controlling the Training Module. Additionally, the Management Module generates and transfers the content lists, which include content IDs, predicted popularity class labels, and predicted request counts to the BS by using the Prediction Module.
The Slave Node consists of three main components i) Data Collector Module, ii) Caching Module, and iii) Request Handler Module. The Data Collector collects information such as the number of cache hits and the total number of requests. The Caching module makes the cache decision and downloads contents from a server based on the content list provided by the Master Node. The Request Handler Module handles the arriving requests from the users. When request r k arrives at the node, the Request Handler Module checks the whether requested content is located in its cache or not. If the requested content is in the cache, then the Request Handler Module provides the content to the user. Otherwise, the Request Handler Module downloads the content directly from the servers.
B. MATHEMATICAL MODEL OF LEARNING BASED CACHING
In this section, we define the mathematical model for the caching and prediction processes to solve the content access delay minimization problem as follows. Let the set of contents be denoted by F = {1, . . . , F}. The size of each content f is denoted as κ f and each BS has a cache capacity S. The number of requests for contents which arrives sequentially at BS can be denoted as R = {r 1 , r 2 , . . . , r k }, k = 1, 2, . . ., where r k is the k th arriving request. Each request r k includes the following information: (n k , c k , t k ), ∀k, where n k is the name of the requested content, t k is the time stamp of request arrival at the BS, and c k is the context vector of the k th request. Context c k ∈ R d is a d-dimensional vector, which includes features such as the movie name, type of the movie and the properties of the content. The BS first stores the arriving requests' information on its local database and then sends this information to the cloud datacenter periodically (e.g., every 6 hours, every night). Then, the Master Node constructs the dataset for collected data at total time T and denoted as {d t |t = 1, 2, ..., T }, where t is time when the data is collected. Each d t has the form of a tuple (y t j , π t j , φ t j )∈ R J , where j is the index of the data point number and J is the total number of data points, such as the number of movies.
Inputs features of the data point j for training and prediction is denoted as y j ∈ R d , and which include features such as the movie name or movie ID, the properties of the content. π j is the true label for the class label prediction, and φ j is the true label for request count prediction. The set of class prediction models is denoted M class = {1, 2, . . . , M }. The set of request count prediction models is denoted M req = {1, 2, . . . , M }, where two sets M class and M req include the same numbers of models M . Each model m belongs to M class , and M req consists of various types of prediction models such as CNN, and RNN. Among them, we choose the best-suited models m * = {(m class , m req )|m * class ∈ M class , m * req ∈ M req }, which have the highest validation accuracy for each prediction.
III. PROBLEM FORMULATION
In this section, we formulate the learning-based caching scheme as an access delay minimization problem for a single BS. For each arriving request r k from the user, the BS first checks whether the requested content is located in its cache or not. We assume that if the requested content is located in the BS's cache, the BS provides the contents to the user with no delay. Otherwise, the BS provides the content to the user with a delay δ per megabyte of content size.
A. CACHING MODEL AND CONSTRAINTS
Let us denote the cache size of the BS as s, in gigabytes. We define a decision variable for caching content at the BS at time t as x t f ∈ {0, 1}. If x t f = 0, then the content is not cached in the local cache, and x t f = 1 otherwise. where x t f is the cache decision control variable, κ f is the size of the movie f , and s is the size of the BS's cache. Therefore, each BS has a limited cache capacity and cannot store more than its capacity. Note that, all of the cache miss contents will be retrieved from the content server.
B. CONTENT RETRIEVAL MODEL AND OBJECTIVE
Let κ t+1 delay denotes the delay of accessing content at the BS for the next time slot (t + 1), given by:
where δ is the access delay or latency to retrieve the file size κ f from the content server, and φ t+1 f is the total number of request counts for content f at future time t + 1. Then, the future access delay at the BS is related to the current time t cache decision x t f , where the future request counts for the contents are unknown. In other words, we only have the prior request counts. Hence, to satisfy (3), we perform request count prediction, which will be discussed in Sec. V. 
C. OPTIMIZATION PROBLEM
We formulate the optimization problem as minimizing the user access delay for contents, which is defined as follows:
minimize:
where the objective function is minimized by controlling cache decision variable x t f at time t. In this problem, the future request counts for each content φ t+1 f are not known in advance. Furthermore, to find the optimal solution, we need to exhaustively search the solution space, which is not practical due to the large number of configuration combinations. These two reasons render the optimization problem in (3) challenging to solve in the presence of limited information. Hence, to solve (3), we need a two-step solution: i) predictinĝ φ t+1 f , the expected request count of content f (Sec. IV-F), and ii) implement a caching decision (Sec. V).
IV. PREDICTING THE EXPECTED REQUEST COUNT
In this section, we discuss how to apply a deep learning model to predict the expected request count φ t+1 f in order to support the cache decision. First, we perform exploratory data analysis on the Movie Lens dataset, which is used for training, validating and testing in order to measure the performance of the models. The dataset includes 26, 000, 000 ratings applied to 45, 000 movies by 270, 000 users. We assume that the rating counts are the same as the request counts of the movies, and that the times when users rate movies are same as the request arrival times for those movies. Also, this dataset includes other information related to the users such as age, sex, and occupation. Furthermore, the dataset contains movie related information such as release date and genre. We use movie-ID, genre, year, day of year, month, and day as categorical variables. Then, we use request information as numerical variable.
First, the daily requested movie counts are analyzed to determine how many movies are requested each day. Due to the limited space, only the results from 2007 to 2016 are shown in Fig. 3 with box plot, where the daily average number of requested movies for each day of the year is around 2, 000 movies. For the results, the minimum number of request arrivals for each day is around 500 movies and the maximum number of request arrival is around 7, 500. Therefore, all of the movies requested each day cannot be stored in the cache storage of the BS, where the cache storage size of the BS is relatively smaller than the number of daily requested movies.
Therefore, we extract the information for each requested movie and sort the contents in the descending order, as shown in Fig. 4 , to determine the number of received requests based on the ranks of the movies. In Figs. 3-6, we found that the total number of received requests for each content based on the ranks of the movies follows a long-tailed distribution (such as a Zipf or power law distribution), where the movie requests are based on the ranks of the movies. Moreover, the shape of the long-tailed distribution changes at every time t (e.g., day). Note that the Zipf distribution is the discrete form of the Pareto distribution, which gives rise to the wellknown Pareto principle. 3 Based on that finding, if we store the top 20% of popular movies, the traffic will be reduced by 80%.
As shown in Fig. 5 , we extracted the daily requested movies count information for 20% of movies, where the daily average requested movie count is around 300 to 400 movies. Based on the results, the minimum number of request arrivals for each day is around 50 movies and the maximum is around 1, 500. Therefore, not all of the 20% of requested movies can be fit into the BS cache space.
Thus, we divided the requested movie counts into four categories, as shown in Fig. 6 : Class 1 (Popularity level 1), Class 2 (Popularity level 2), Class 3 (Popularity level 3), and Class 4 (Popularity level 4), respectively. Based on these results, we wish to store Class 1, Class 2 and Class 3 movies, assuming the cache storage of the BS is large enough. We avoid storing Class 4 movies because those have fewer requests. Otherwise, we store movies based on the priority Class, where Class 1 is the highest priority. If the cache space is too small, even for Class 1 movies, we consider storing movies based on request count priority. Note that Class 5 contents received zero requests and is not shown in Fig. 6 . Finally, our prediction model considers two prediction steps: i) predict the class labels (classification problem) and ii) predict the request count for each content based on the predicted class label (regression problem). In the next section, we discuss various types of possible models that can be used for twostep prediction.
Discussion: Note that we can directly predict the content popularity from the entire data set of the request counts as depicted in Figs. 3-4 . However, it is not efficient because we have to process the entire content database. In addition to high computation cost, the prediction accuracy is low. Hence, we perform a classification to filter out the top 20% of the contents as shown in Fig. 5 . Next, we perform prediction on the filtered top 20% content which also improves the prediction accuracy. The entire process is shown in Fig. 7 .
In this section, we first discuss the prediction model used in this paper, then, we present the various types of possible deep learning models to determine the best-suited models for our proposed scheme. The high-level prediction model design used in this paper is shown in Fig. 7 , where the future request count is predicted based on the predicted class of the contents. Then, the predicted results are used to cache the contents using the Cache Decision Module. Thus, the prediction model is composed of two major parts: i) a class prediction model and ii) a request count prediction model. The input for class prediction is the tensor y (i.e., the multidimensional features) and the output is the predicted class label π. The input for request count prediction is the tensor y, which includes the same features as for class prediction with extra feature (the predicted class label π). The output is the predicted request count φ. Next, we present the candidate models to choose for prediction model 1 and model 2 as follows.
1) RECURRENT NEURAL NETWORK
Since Recurrent Neural Networks (RNNs) are specifically designed for the temporal dynamics of input sequential data, they are chosen as a candidate model. Among various types of RNNs such as Gated Recurrent Units and Long ShortTerm Memory (LSTM), we choose LSTM because neural networks using LSTM cells have offered better performance than standard recurrent units, such as in speech recognition [20] . LSTMs extend RNNs with memory cells to store and output information, helping with learning of temporal relationships over long timescales. Each LSTM cell includes a forget gate, cell state, external input gate, output and output gate [31] .
The full LSTM-based prediction model used in this paper is shown in Fig. 8 , which includes input layers, a batch normalization layer [32] , recurrent layers, dropout, time-distributed dense network layers, and output layers. Batch normalization allows for much higher learning rates. Recurrent layers learn the time series data. Dropout is used to prevent the overfitting problem. The time-distributed dense network layer is used to classify the data. 
2) CONVOLUTIONAL NEURAL NETWORK
Convolutional Neural Networks (CNNs) perform convolutions operation on the multi-dimensional input data to extract information and hence it is chosen as a candidate model. The main purpose of CNNs is to process data that has a known grid-like topology to discovering important features [33] . A typical CNN consists of a convolution layer, pooling layer and fully-connected layer. The Convolutional layers apply a convolution operation to the input and pass the results to the next layer. The pooling layer performs a downsampling operation along the spatial dimensions. Neurons in the fullyconnected layer have full connections to all activations in the previous layer, as seen in the feed-forward neural network. Fig. 9 shows the full CNN-based prediction model used in this paper, which includes input layers, a batch normalization layer, convoutional layers, batch normalization, fully connected layers, and output layers. The convolutional layers allow us to convolute the information in neighboring contents to extract feature representations more efficiently. The other layers are the same as in the Recurrent Neural Network section.
3) CONVOLUTIONAL RECURRENT NEURAL NETWORK
A Convolutional Recurrent Neural Network (CRNN) model contains both convolutional layers and recurrent layers, which are capable of automatically learning feature representations and modeling the temporal dependencies between their activation. Among the various types of RNNs, we choose Long Short-Term Memory (LSTM) as a candidate model. The convolutional layers act as feature extractors and provide abstract representations of the multi-dimensional input data in the feature maps. The recurrent layers learn the temporal dynamics of output data from the convolutional layers. Fig. 10 shows the full Convolutional Recurrent Neural Network-based prediction model used in this paper, which includes the input layers, batch normalization layer, recurrent layers, dropout, time-distributed dense network layers, and output layers.
B. DEFINING THE OUTPUT LAYERS OF DEEP LEARNING MODELS
In this section, we discuss various types of activation functions that can be used as output layers based on the prediction problem.
1) POPULARITY CLASS PREDICTION PROBLEM
The popularity class prediction problem is a kind of multiclass classification problem. Therefore, we used a Softmax layer as the final output layer, which is often used as the final layer for deep neural networks for multi-class classification to obtain the final output, which can be viewed as a probability of each popularity class label. The softmax function is defined as follows:
where sm is the softmax function that transforms a vector z with arbitrary real values to a vector with values ranging from 0 to 1.
2) REQUEST COUNT PREDICTION PROBLEM
The request count prediction problem is a kind of regression problem. Therefore, we have multiple choices for the activation function for the final output layers, such as sigmoid, tanh, and Relu. The sigmoid function can be defined as follows:
where the output value of the sigmoid function is between 0 and 1. The hyperbolic tangent function can be denoted as follows:
where the output value is between −1 and 1. The ratified linear unit can be denoted as follows:
where, if the input is less than zero, the output of the relu function is 0.
C. LOSS FUNCTION
Based on the prediction problem, we also need to choose suitable loss function to minimize the prediction loss.
1) POPULARITY CLASS PREDICTION PROBLEM
The popularity class prediction is the multi-class classification problem. Therefore, we use categorical cross-entropy, a generalization of binary cross-entropy, as a loss function to determine the multi-class logarithmic loss. It is also referred to as negative log likelihood, which is used when a probabilistic interpretation of the prediction accuracy scores is desired. Let π = [π 1 , . . . , π n ] be a vector representing the true multinomial distribution over labels 1, . . . , n, and let π = [π 1 , . . . ,π n ] be the linear classifier's output, which was transformed by the softmax function. The categorical cross entropy loss measures the miss-classification between the true label π and the predicted labelπ , and is defined as the cross-entropy [33] :
2) REQUEST COUNT PREDICTION PROBLEM
The request count prediction is a kind of regression problem. Therefore, we apply the Mean Squared Error (MSE) to measure loss because the mathematical properties of MSE makes it easier to compute the gradient. The MSE function can be denoted as follows:
where φ i is the real label andφ i is the predicted label.
D. COMPUTING GRADIENT
There are several optimizers for computing gradients, such as stochastic gradient descent, gradient descent and ADAM (adaptive moment estimation). Among them, based on the performance comparison of the various optimizers in [34] , we choose ADAM [35] , which provides better performance than the others. For computing the gradient of CNN, we used a backpropagation algorithm [36] with an ADAM optimizer. For computing the gradient of LSTM and CRNN, we used a Truncated Backpropagation Through Time (TBTT) method with an ADAM optimizer. TBTT is a modified version of the Backpropagation Through Time (BPTT) training algorithm for recurrent neural networks where the sequence is processed one-time step at a time and the BPTT update is performed backward for a fixed number of time steps.
E. MODELS GENERATING AND FINDING PROCESS
We find the best suited models for popularity class prediction and request count prediction among the three models (CNN, LSTM, and CRNN) with various settings for the hyperparameters, such as the number of layers and number of LSTM cells. configuration combinations. Finding suitable models among the three models with different hyperparameters is a combinatorial problem. To search the models, we can use two different methods: i) grid-search and ii) random-search. Grid-search finds the best model by increasing the hyperparameter values in sequential combinations. As the name suggests, randomsearch finds the best model among random configurations in order to reduce search space. To reduce computational complexity, we choose random-search and randomly configure the hyperparameters to construct the models. Finding the optimal learning model for a given problem is outside the scope of this paper but we will explore this in the future. ALG. 1 is the model generation and selection algorithm, where the inputs of the algorithm are the features and target labels from the small dataset d [t=1:t=j] , number of model to be constructed, and the type of the models (e.g., LSTM, CNN, etc.). The output is the best model m * with the optimal hyperparameters µ * m , ν * m , η * m , θ * m . First, the searching space for the hyperparameters are initialized in line 1 as follows:
• The minimum and maximum numbers of convolutional filters (µ min and µ max ).
• The minimum and maximum numbers of convolutional layers (ν min and ν max ).
• The minimum and maximum numbers of LSTM cells (η min and η max ).
• The minimum and maximum numbers of LSTM layers (θ min and θ max ).
• The learning rate l m and regularization rate γ m with value 0.001.
• The number of models to be generated num_models. if Current validation accuracy of model m tacc is better than the previous then 12: Update and store the parameters of m Then, the various type of prediction models are constructed based on the process from lines 2 to 9. We check the number of models to be generated in line 3. Then, we construct the desired model LSTM, CNN or CRNN as described in Second, we find the best values for the learning rate l m and regularization rate γ m (from lines 2 to 7). We define the number of rounds n to find the parameters l m and γ m (line 2). Store all of Class 1 contents 8: if Cache space s still has free space then 9: Sort Class 2 contents in descending ordered based on predicted request count 10: Store the contents from the beginning until the cache space is full 11: if Cache space s still has free space then 12: Sort Class 3 contents in descending ordered based on predicted request count 13: Store the contents from the beginning until the cache space is full 14: else 15: Sort Class 1 contents in descending ordered based on predicted request count 16: Store the contents from the beginning until the cache space is full Third, the process of training model m with the complete dataset is presented in lines 8 to 12. Then, the optimal learning rate l * m and regularization rate γ * m are initialized to start the training processes. Next, the model m is trained until the validation accuracy reaches a certain accuracy level ε (lines 9 to 12). If the validation accuracy of the current training is better than the old one, all of the updated hyperparameters settings are stored (lines 11 and 12).
V. CACHE DECISION
Alg. 3 shows the caching process at the BS to improve the cache hit. The inputs for this algorithm are the requests from users, the log files from the BS and the trained models from the cloud data center, which are used to predict the popularity scores. The output of this algorithm is the decision on whether to store the expected popular contents. The caching decision process includes two main parts: the Master Node side (from lines 1 to 4) and the Slave Node side (from lines 5 to 16). The Master Node predicts the future class and future popularity of contents by using the trained model m generated from ALG. 2 (line 1). If the prediction accuracy is lower than the threshold, the model is trained with daily data (lines 2 and 3) and the predicted information is sent to the Slave Node (line 4).
After receiving the predicted results, the Slave Node checks the total size of contents in Class 1. First, BS sort the Class 1 contents based on predicted request count. Next, BS stores Class 1 contents until its cache space is full (line 14 to 16). If there are remaining cache space, the process is repeated for Class 2 and Class 3 contents (line 8 to 13).
VI. PERFORMANCE EVALUATION
In this section, we first discuss how to measure the performance of our proposed scheme compared with others. Then, we discuss the detailed process of finding the best models for training and implementation. We run our tests on a PC with the followings configurations; CPU: Intel core i7-7700k, RAM: 32GB, graphics card: GeForce GTX 1080 Ti, and operating system: Ubuntu 16.04 LTS. To preprocess the dataset, we used pandas [37] , which is an open source data analysis tool. We developed prediction models using the GPU version of Tensorflow 1.4 [30] as a backend and Keras [29] as a frontend which are both open source software libraries for machine learning.
A. PERFORMANCE MATRICES
We choose the categorical cross-entropy and Mean Squared Error (MSE) to measure the accuracy of the prediction models. To measure the performance of cache decision, we choose backhaul usage, probability of hit, and access delay as the Key Performance Indicator (KPI) metrics.
1) PREDICTION ACCURACY
For the classification problem, we use Categorical crossentropy to find the multi-class logarithmic loss as in (8) . For the request prediction, we apply the MSE to measure the loss, as in (9).
2) CACHE DECISION RELATED METRICS a: PROBABILITY OF HIT
Typically, the performance of the cache is measured in terms of the probability that the requested chunks are found at a given content store. The probability of a cache hit measures the hit and miss probabilities to determine how much traffic the network can eliminate. The probability of a cache hit is calculated as follows:
where P hit is the probability of hits, t∈T f ∈F r t f c t f is the total number of hits at the routers, BSs and SBSs, and t∈T f ∈F r t f is the total number of cache hits and cache misses.
b: ACCESS DELAY
In addition, we measure the latency of downloading the contents from the user side, which is calculated as in (2). 
c: BACKHAUL USAGE
In addition, we measure the backhaul usage, which is calculated as follows:
where κ f is the size of the content f , and r t f is the number of arrival requests for content f at time t.
B. FINDING THE BEST PREDICTION MODEL
In this section, the process of finding a suitable prediction model is discussed in detail. First, finding the important features to train is presented. Second, finding the optimal number of neighbor information data to train is discussed. Third, finding the optimal time slot information is explained. Finally, the models we used in training are discussed.
1) FEATURE SELECTION
In this section, we find the best features to train the prediction models. In other word, we do the feature selection, which is a process to select features that are most related to the prediction outputs. Three benefits of performing feature selection are as follows: i) reduce Overfitting, i.e., less redundant data means less opportunity to make decisions based on noise; ii) improve Accuracy, i.e., less misleading data means the modeling accuracy improves; and iii) Reduces Training Time, i.e., fewer data means that the algorithm train faster. Table 2 shows the details of the extracted features from the dataset and Table 3 shows the scoring methods to choose the important features. Fig. 11 shows the results of the Pearson product moment correlation coefficient matrix as a heat map. Then, in Fig. 12 , we compare the importance of features in terms of different scoring methods such as information gain. From Fig. 11 and Fig. 12 , we can clearly see which features are the most relevant for our training algorithm VOLUME 6, 2018 based on different measurement metrics. We choose Req, Preq, Class, MovieId, and Genre for class label prediction. Similarly, we choose Req, Preq, Class, MovieId and Class Label (also known as the predicted Class Label) for request count prediction.
2) FINDING SUITABLE TIME SEQUENCE INFORMATION
Next, we determine the best number of continuous sequence data or window size to improve the accuracy and reduce the training time of the prediction model. In this best suited window size finding process, we simply use the LSTM model which has 3 LSTM layers, and each layer has 3 LSTM cells. We also fixed the learning rate to 0.01 and the regularization rate to 0.01. Then we feed the 1 month worth data with the window size varies from 1 to 14, and the results are shown in Fig. 13 . Generally, when the number of sequences increased, the time needed to process data is increased. The results from Fig. 13 show that the validation accuracy is increasing from window size 1 to 7, and then the accuracy is decreasing from window size 8. Thus, based on these results, we choose window size 7 to train the prediction model.
3) FINDING THE INPUT GRID SIZE
Fig. 14 clearly shows how the input grid affects the validation accuracy level. Hence, we need to carefully determine the input grid size (including the movie we want to perform prediction and its neighbors) to achieve high accuracy. For this experiment, we test with the same LSTM model and same configuration used in Sec. VI-B.2. As shown in Fig. 14 , the validation accuracy is the highest for input grid size 3 × 3 which is used for predicting popularity class and request counts. 
4) THE MODELS USED FOR PREDICTION
To find the best model, we utilized Algorithm 1. We initialized the hyperparameters and configurations as shown in Table 4 . Note that, in this paper, because of the page limitation, we only show the results which use the Relu activation function as the output layer of the request counts prediction model because Relu gives the best accuracy compared to others. Next, we randomly generate 100 configurations for each deep learning architecture. Then, we use one month of data as input with window size 7 and input grid size 3 × 3 to train the generated deep learning models. We plot the results of those 100 randomly generated deep learning model configurations for each of the three architecture in Figs. 15-18 . Fig. 15 shows the class prediction performance in terms of (a) average training accuracy, (b) average validation accuracy, and (c) average computation time for the three deep learning architectures, i.e., LSTM, CNN, and CRNN. From Fig. 15 , we can clearly see that LSTM models outperforms those of both CNN and CRNN architectures on all key metrics, i.e., in terms of training accuracy, validation accuracy, and training (computation) time. We only plot the class prediction validation accuracy of the best 10 out of 100 randomly chosen deep learning models in Fig. 16 because validation accuracy is the most important parameter among others. From Fig. 16 , we can clearly see that configuration LSTM 4,1, (i.e., LSTM model with 4 cells in layer-1 and 1 cell in layer-2), has the best validation accuracy and thus is chosen for our class prediction algorithm. Fig. 17 shows the request counts prediction performance in terms of (a) average training accuracy, (b) average validation accuracy, and (c) average computation time for LSTM, CNN, and CRNN architectures. Fig. 17 shows that LSTM models outperforms both CNN and CRNN architectures on all key metrics, i.e., in terms of training accuracy, validation accuracy, and training (computation) time. We plot the validation accuracy of the request counts prediction for the best 10 out of 100 randomly chosen deep learning models in terms of in Fig. 18 . Fig. 18 shows that configuration LSTM 3,5, (i.e., LSTM model with 3 cells in layer-1 and 5 cell in layer-2), has the best validation accuracy and thus is chosen for our request count prediction algorithm. Then, we summarize the best model in each deep learning architecture in Table 5 for performance comparison.
C. RESULTS AND DISCUSSION
To measure the performance of the proposed scheme, we train the prediction models using data collected from 2007 to 2014. Then, we test the accuracy of the prediction models with the 2016 data, which has 366 days' worth of information where each day has on average 2500 unique content requests or data points with target labels. For this comparison, we choose the models shown in Table 5 and the optimal solution.
1) BENCHMARK
Since we have the complete data set of requests for all contents, we can create the optimal scheme where we cache the contents which will possibly receive the most requests. We also consider the no cache scheme where we do not deploy the cache space in the network. We will use this no cache scheme as a baseline scheme for the performance evaluation of our proposal. The overall performance evaluation in term of different Key Performance Indicator (KPI) is shown in Tab. 6. Intuitively, we know that bigger cache size will result in better performance for all models, which is validated in Fig. 20 .
2) VALIDATION ACCURACY
We compute categorical cross-entropy to measure the prediction accuracy and plot the average class label prediction accuracy in Fig. 19 (left) for the three deep learning models. Among them, the LSTM model provides the most accurate results for predicting the future class label. The request count prediction accuracy is measured using the MSE and the results are shown in Fig. 19 (right) . Among the different types of models, the LSTM model provides the most accurate results. Due to Zipf distribution, Class 1 and Class 2 contents have the highest request counts. Thus, correctly predicting Class 1 and Class 2 contents will have the highest impact on caching as previously shown in Fig. 6 .
3) PROBABILITY OF CACHE HIT
Next, we compare the cache hit probability for three different deep learning models in Fig. 20(a) . A higher probability of hit means better performance. The results in Fig. 20(a) show that on average, the cache hit of the optimal scheme is improved by 44%, that of our proposed scheme is improved by 38%, that of the CRNN-based caching scheme is improved by 34%, and that of the CNN-based caching scheme is improved by 30% compared to benchmark (no cache). This means that our proposed model can predict the Class 1 and Class 2 contents better than other methods. Hence, our proposal can cache more Class 1 and Class 2 contents pro-actively based on better prediction results compared to others. Fig. 20(b) shows the backhaul usage comparison, which is affected by the cache decision. Whenever a cache miss occurs, the request is passed to the content server which increases the traffic on the backhaul network. On the other hand, when the content is found in the cache, it is immediately replied to the user without any additional traffic on the backhaul network. Moreover, if a cache miss occur, a Class 1 content will have higher traffic than a Class 2 content on the backhaul network. Thus, it is imperative that Class 1 and Class 2 contents be classified with high accuracy. The results in Fig. 20(b) show that the backhaul usage of the optimal scheme is reduced by 44.4%, that of our proposed scheme is reduced by 38%, that of the CRNN-based caching scheme is reduced by 33%, and that of the CNN-based caching scheme is reduced by 25% compared to benchmark (no cache). Therefore, Fig. 20(b) validates that our algorithm can predict Class 1 and Class 2 better than others. Fig. 20(c) shows the average delay for retrieving content from user devices. As a result, the average delay to access contents is decreased when the prediction accuracy is increased, and a lower delay means a better performance. As the results, optimal scheme reduces the average delay by 42%, our proposed scheme reduces it by 36% , the CRNN-based caching scheme reduces it by 31%, and the CNN-based caching scheme reduces it by 24% compared to benchmark (no cache).
4) BACKHAUL USAGE

5) AVERAGE DELAY
VII. CONCLUSION AND FUTURE WORK
In this paper, we proposed a learning-based caching method to improve the cache hit probability, backhaul usage, and video contents access delay. We proposed a two-step prediction algorithm which first classifies the video contents into four classes and then predicts the request counts. Our two-step prediction algorithm filters out the top 20% video contents which reduce computation cost and improve accuracy. This two-step algorithm uses the deep-learning model which has an infinite number of configurations. Typically, grid-search is used to find the best models, but this is a combinational problem and not easy to solve. Therefore, we instead find the best models based on the random-search method, in order to reduce the search space where we sample 100 configurations for each learning model. Then, we utilized the best models to predict the future class labels and request count prediction. Next, we proposed a caching scheme that utilizes the predicted class label and request count information to make cache decisions at the Master Node. This is accomplished by producing a list of contents that needed to be cached at the base station. The main challenges in this paper are determining suitable models among various types of deep learning models and configuring hyperparameters settings. Therefore, for future work, we will propose a scheme that autonomously finds out the best model more efficiently.
