[1] This paper examines near-bottom shear stresses at two locations in a small, highly stratified estuary: the Navesink River, New Jersey, USA. The shear stresses obtained from acoustic Doppler current profilers (ADCPs) operating in the recently developed mode 11 at a high spatial resolution are examined in detail. Measurement noise of the ADCP is estimated using autocorrelation analyses and is found to be small but correlated with velocity. Measurement noise in estimates of Reynolds stress is found to be somewhat smaller than that obtained in earlier studies for the ADCP operating in mode 4. Internal waves may have produced observed correlated oscillatory motions. The effect of these motions on Reynolds stress estimates is quantified and shown to be at least an order of magnitude less than the total measured stress and probably much less. The high-spatialresolution profiles from the ADCP operating in mode 11 allow excellent measurements of near-bed vertical velocity gradients. Log profile estimates of stress are poorly related to Reynolds estimates, even when stability measures based on near-bed density gradients are taken into account. We show that upper layer pycnoclines likely inhibit turbulence and bias log profile estimates even at a half meter above the bed, where the water column is well mixed.
Introduction
[2] Boundary layer processes in estuaries are intimately linked to the life of benthic organisms. As part of a study to understand the transport and distribution of post larval bivalves in estuaries, estimates of near-bed shear stresses were made at two sites in a small shallow stratified estuary. This paper examines in detail some of the first estimates of Reynolds stress made by an RD Instruments (RDI) broadband acoustic Doppler current profiler (ADCP) operating in mode 11. RDI recently developed sampling mode 11 to measure moderate currents over a fine spatial resolution or with a high frequency [RD Instruments, 2003] . We employed the high-spatial-resolution feature of mode 11 with a downward looking ADCP positioned 1 m above the bed (mab) to estimate Reynolds stress and measurement noise from along-beam velocity measurements.
[3] The near-bed high-resolution velocity profiles from mode 11 also allow precise examination of classical log profile estimates of stress. Estimates of bottom stress using log profile measures in the presence of density gradients are well known to overestimate bottom stress because of the consequent dampening of turbulence. Previous attempts to adjust log profile measurements of stress for stratified conditions have used measures of near-bed buoyancy flux and stability measures involving the Monin-Obukov length [Anwar, 1983; Friedrichs and Wright, 1997; Sanford et al., 1991] . These adjustments account for the dampening of turbulence by local density gradients; however, we will show that stratification in the upper water column may also dampen near-bed turbulence even when the bottom is well mixed.
Site and Instrumentation
[4] The Navesink River is located just south of Sandy Hook, New Jersey, USA ( Figure 1 ) and is typical of many small estuaries on the Atlantic coast of the continent. The estuary is about 10 km long and has an average depth of 2 m, with a deeper channel of up to 5 m on the northern side and shallow shoals in the middle and on the southern side. Freshwater input is anthropologically controlled from Swimming River, yielding a mean annual discharge of 2 m 3 s
À1
, with flood discharges ranging up to 50 m 3 s
. The flood dominant semidiurnal tides have an average range in elevation of 1.4 m and peak surface currents around 0.5 m s
. During this study, salinities ranged from 10 to 18 ppt.
[5] The data presented here were primarily collected from ''saw horse'' type mooring structures that were deployed on the bed at two sites in the Navesink River from 2 June 2003 to 26 June 2003. The moorings were oriented and leveled by divers after their deployment. Mooring 1 was situated nearest the mouth (40 22.90 N, 74 00.48 ) and included a downward looking RDI 1200 kHz workhorse ADCP whose sensor was 1 mab. The ADCP operated in mode 11 with 2 cm vertical bins collecting single ping data. Sampling frequency was 1.33 Hz for 10 min bursts, with a new burst starting every 20 min. Temperature and salinity were measured every 10 min with two Seabird CT sensors mounted 1.1 and 0.8 mab.
[6] Mooring 2 was farthest up estuary and included two Sontek ADVs mounted at 0.8 and 0.5 mab. The ADVs sampled at 10 Hz over 10 min bursts, with a new burst starting every 20 min. Vertical velocity measurements from the ADV at 0.8 mab were very noisy, and only horizontal burst means from this instrument are used in the analyses. Temperature and salinity were measured with two Seabird CT sensors at the same heights as the ADVs and the same sampling regime as those at mooring 1.
[7] In order to obtain local density gradients at mooring 1, the conductivity sensor at 1.1 mab needed to be corrected for a slow drift that occurred from 120 hours to 500 hours and reached about +0.12 ppt, yielding unusual long-term ''reversed'' salinity gradients (Figure 2a ). In contrast, the constant long-term temperature gradients measured from the same instrument appear customary and confirm that the observed unusual trend in salinity gradients is due to sensor reading drift rather than a real reversal (Figure 2b ). The bias in salinity gradients was adjusted by imposing the median gradient of the first 120 hours (À0.0017 ppt per 0.3 m) to the rest of study period. To do this, the raw data after the first 120 hours was adjusted by the difference between the 120 hour running median of the observed data and the median of the first 120 hours, thus maintaining an overall median gradient equal to that of the first 120 hours. After making this adjustment, density gradients at mooring 1 are often still positive during flood, as would be expected when fast midcolumn flood currents advect saltier water above the more slowly moving bottom currents. The resulting negative Monin-Obukov lengths (discussed in section 4.4) are reported as positive values.
[8] Five longitudinal transects were made on 2, 11, 18, 25, and 26 June. Profiles were taken with an instrument cluster including a Seabird CT sensor with an optical back scatter (OBS) sensor along the channel of the estuary.
[9] Fresh water discharge measurements of Swimming River were obtained from the U.S. Geological Survey. Figure 3 shows that the study period of June 2003 was one of the wettest in recent history. The record breaking freshwater discharge levels were responsible for maintaining high stratification of the usually partially mixed estuary.
[10] Suspended sediment concentrations are estimated from acoustic backscatter of the ADV and the ADCP instruments using calibration curves obtained from similar instruments in a separate field study Fugate and Friedrichs, 2003] . These calibrations give reasonable estimates of concentration that are sufficiently accurate for the purposes of this paper.
General Observations
[11] Time series of currents and salinity at 0.5 mab for the entire deployment show that currents are stronger and salinity is higher at mooring1 than at mooring 2, and that the estuary is flood dominant at both locations (Figure 4 ). Several characteristic dynamics of the Navesink River are evident in a more detailed time series during spring tide conditions ( Figure 5 ). Flood currents are dominant and ranged up to 0.67 m s À1 at mooring 1; maximum ebb currents during this period were 0.47 m s
À1
. Currents at mooring 1 have an interesting asymmetry with peak ebb currents occurring very near to the end of the ebb phase, and peak flood currents occurring soon after at the start of the flood phase. In contrast, the flood dominant asymmetry at mooring 2 is more typical of partially mixed estuaries, with peak flood currents occurring in the middle of the shorter flood phase, and ebb currents being relatively constant and lower. Near-bed ebb phase currents at mooring 2 are generally less than 0.01 m s À1 and are occasionally overcome by the bottom baroclinic pressures, so that they run up estuary. The difference in bottom current asymmetries between the two moorings may have important consequences to the transport and trapping of sediment and benthic organisms and will be explored in a future manuscript.
[12] Salinity ranged from 15 to 22 ppt during this subinterval of the study. Rapid changes in salinity around high slacks suggest a strong longitudinal density gradient.
[13] The magnitude of the bottom stress, t, is often presented as a friction velocity, u * :
where r is density and the third term is an expression for the Reynolds stress, where u 0 and v 0 are the deviations from the burst averaged horizontal velocity components, and w 0 is the deviation from the burst averaged vertical velocity component. Reynolds stress estimation will be discussed in more detail in section 4. Although peak flood directed friction velocities, u * , were typically larger than peak ebb directed velocities at both moorings, the maximum u * for this period of 0.035 m s À1 at mooring 1 was during ebb. The maximum flood directed u * was 0.032 m s
. Ebb phase friction velocities at mooring 1 occasionally have noticeable peaks near the end of ebb. These bursts of strong ebb directed shear stress which are followed shortly thereafter by the subsequent high stresses at the beginning of flood may also have important consequences to the transport of sediment and benthic organisms and will be explored in future modeling analyses.
[14] Total suspended solids (TSS) are low, generally between 10 and 65 mg/L. Time series of freshwater discharge at the Swimming River and TSS over the entire study show the importance of discharge to suspended sediment concentrations during this period of high freshwater discharge (Figure 6 ). High TSS concentrations lag high-discharge events by about 34 hours and synoptic variations in TSS concentrations associated with the discharge can be larger than tidal variations.
[15] Salinity and OBS (a proxy for suspended sediment concentration) measurements from along-estuary transects show the longitudinal and vertical distribution of salinity and fine sediment during slack after ebb on 11 June, and slack after flood on 18 June ( Figure 7 ). These transects show the strong stratification of the estuary during this high freshwater discharge period. The topographic low that is located up estuary from mooring 1 traps high-density water during flood. This salty pool may remain until being flushed out at the end of ebb when it follows fresher water and sets up a local convergence of baroclinic forcing. The OBS profiles show that the preponderance of suspended sediment is advected from upstream with the freshwater, and higher TSS concentrations of fine sediment are maintained above the pycnocline during slack periods. In contrast to many estuaries where tidal variations in near-bottom stress are the major determinants of TSS concentrations, in the Navesink River, TSS is controlled mainly by advection during synoptic discharge events.
Analyses

Instrument Noise Versus Velocity
[16] In order to estimate the amount of measurement noise and the relationship of noise to velocity of the sampling mode 11 measurements, we follow the method of Walker and Wilkin [1998] . The autocovariance of the time series of velocity measurements in a burst shows the data signal covariance and a peak at zero lag ( Figure 8 ). Assuming that the measurement noise is uncorrelated with itself over time, the peak at the zero lag is composed of the covariance of the signal with itself (i.e., the variance of the true velocity signal) and the component of variance associated with the measurement noise. Thus the difference between the total variance at zero lag, and the covariance lagged one time step is a conservative estimate of the measurement noise. A more precise estimate might be acquired by fitting each autocovariance burst with a polynomial and extrapolating to zero, however, the presence of internal wave type autocorrelations complicates this refinement. An example of a long-period current oscillation of period about 50 s, possibly associated with internal waves, is evident in the burst shown in Figure 8 . During this study period, similar oscillations with periods from 50 to hundreds of seconds tend to occur near the beginnings of flood when the water column is most highly stratified and currents are the strongest. The presence of long-period oscillations is a pervasive problem when measuring shear stress by the covariance method and will be addressed in section 4.3. The estimated standard deviations related to measurement noise from a subset of 334 10 min bursts each consisting of 450 pings were small and ranged from 2 Â 10 À4 m s À1 at mean velocities around 0.01 m s À1 to 14 Â 10 À4 m s À1 at mean velocities around 0.6 m s À1 (excluding 34 outliers, Figure 9 ). Using mode 11 with the ADCP constrains the maximum velocity to be 1 m s À1 with 0.02 m bins. Although the highest mean flows were never this high, the instantaneous flows may have approached this limit. Most of the outliers and missing values in these analyses occur during the higher flows and are likely related to the 1 m s À1 velocity limit associated with the mode 11 configuration. The results of this method compare well with the value of 7 Â 10 À4 m s À1 obtained by Lu and Lueck [1999] over a range of mean velocities. Note that the measurements and estimated errors taken by the ADCP in mode 11 in this study are over a much finer spatial resolution. There is a strong relationship between measurement noise and mean velocity (r 2 = 0.80, excluding outliers); nevertheless, the highest contributions of measurement noise to error are still several orders of magnitude smaller than mean velocity.
Reynolds Stress
[17] The Reynolds stress of a flow is the covariance of horizontal (u 0 and v 0 ) and vertical (w 0 ) velocity deviations from the mean flow, and is a measure of the turbulent momentum flux. The high-frequency sampling rate of the ADV allows direct measurements of Reynolds stress with a high degree of accuracy [Voulgaris and Trowbridge, 1998 ]. Burst averaged Reynolds stresses at mooring 2 were calculated from the velocities measured by ADV at 0.5 mab. Problems with vertical velocities from the ADV at 0.8 mab prevented estimation of Reynolds stress at that height.
[18] Estimates of Reynolds stresses at mooring 1 were calculated from the along-beam velocities from the ADCP using the method proposed by Lohrmann et al. [1990] and where u 1 0 , u 2 0 , u 3 0 , and u 4 0 are the four along-beam deviations from the respective mean flows, and q is the angle from the vertical of the beam configuration (20°).
[19] Relatively larger stresses were registered near the sensor and are associated with turbulence created by the tripod configuration and the ADCP itself. Near the bottom, beam spreading causes Reynolds stress values to be noisy, and somewhat higher. The Reynolds stresses analyzed at mooring 1 are from 0.5 m above the bed. This is the same height as the lower ADV sensor at mooring 2 and is between the region affected by the mooring structure and the noisy bottom region. Using the ADCP with the high spatial resolution of 0.02 m bins reduces error in Reynolds stress estimates which would be associated with the larger bin sizes of other configurations where the bin size may be the same size or even larger than momentum transferring eddies [Rippeth et al., 2002] .
[20] Uncorrelated noise in the velocity measures will not bias direct estimates of Reynolds stress made by the ADV, however measurement noise may affect estimates made from the along-beam velocities of the ADCP. Although there is a correlation between instrument noise and velocity, we can use the range of instrument noise obtained in the section above along with the following relationship derived by Stacey et al. [1999] to make estimates of measurement error associated with the Reynolds stress estimates. Assuming that the autocorrelations of along-beam velocity in a burst are similar, and also that the noise and velocities are distributed normally, we can use the relationship
where M is the number of ensembles in a burst (M = 450), and we substitute s N with the range of standard errors associated with instrument noise that were obtained for lowand high-flow conditions. Additionally, we substitute the range of u 02 i for low-and high-flow conditions (u 02 i = 10 À4 m 2 s À2 during low flow, u 02 i = 10 À3 m 2 s À2 during high flow). This leads to estimates in the standard error of the Reynolds stress ranging from 1.3 Â 10 À5 m 2 s À2 during low flow to 1.3 Â 10 À4 m 2 s À2 during high flow.
[21] An additional estimate of measurement noise at low flow may be made by assuming that at some time during the deployment turbulent stresses were negligible and so equal to zero. Then the estimated Reynolds stress at that time must be the level of measurement noise. If the true stress is never negligible, then the minimum stress measured provides at least an upper bound of noise. The minimum Reynolds stress estimate during the deployment was 1.2 Â 10 À6 m 2 s
À2
, suggesting that at low flows the measurement noise may be even lower than the estimate produced above. The estimate of measurement noise for the higher flows is somewhat lower than that estimated by Stacey et al. [1999] for sampling mode 4, but of the same order of magnitude.
Bias From Internal Waves
[22] The presence of nonlinear correlated oscillatory motions such as that produced by internal or gravity waves may bias measurements of Reynolds stress [Fugate and Friedrichs, 2003; Shaw and Trowbridge, 2001] . The potential effect of correlated water motion is investigated using the burst also discussed in section 4.1. This burst has one of the more well-defined oscillatory signals and one of the shorter periods observed in the data. If the correlated motion is a linear wave, then measures of u 0 w 0 associated with the wave should cancel and not contribute to the measured Reynolds stress. It is only to the extent that the waves are nonlinear that the covariance will reflect oscillating nonturbulent motions unrelated to the momentum flux. In contrast, measures of turbulent kinetic energy (TKE = u 02 þ v 02 þ w 02 =2) are biased by linear waves. Since TKE may be empirically related to shear stress through t = C Â TKE, where C is a constant approximately equal to 0.2 [Kim et al., 2000; Soulsby and Dyer, 1981] , we can get an estimate of the maximum contribution of the internal wave to total stress by comparing the amount of TKE from the internal wave to the total TKE measured in a sample burst.
[23] Spectral analysis was used to get the amplitude of the velocity signal at the frequency of the correlated oscillatory motion ($0.02 s
À1
) for each of the four beams. These along-beam amplitudes were then converted to vertical and horizontal amplitudes using the relationships Stacey et al., 1999] . Two sinusoidal time series were then generated for the vertical and horizontal ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
velocity components representing the oscillatory motion in the sample burst. Both series are of the same duration (10 min) and time step (1.33 s) as the sample data and were generated with a frequency of 0.02 s À1 and the estimated horizontal and vertical amplitudes of 0.027 m s À1 and 0.011 m s À1 respectively. The TKE of 2.1 Â 10 À4 m 2 s
À2
calculated from these generated time series represents the contribution of the internal wave to the total TKE in the sample burst.
[24] Total TKE for the sample burst is estimated from the four along-beam signals using the relationships . Thus for this burst, the maximum bias to TKE stress measurements from internal wave type phenomena is at least an order of magnitude less than the mean stress. For Reynolds stress estimates the bias is probably much less, since much of the wave motion is likely to be offset in the covariance calculations or through differencing of the u 02 i components. Inspection of the autocorrelation plots suggests that this example burst contains one of the most well-defined autocorrelated motion and should be the maximum error to be expected for this data set. This method of assessing bias caused by internal waves to TKE stress estimates has the potential to adjust stress estimates made from TKE levels and to estimate maximum potential error bias in Reynolds stress estimates in situations where internal or gravity waves produce a clear signal at a narrow wavelength. Furthermore, this method has the advantage of retaining information from turbulent eddies with longer timescales than that of the problem signal, which is more difficult with filtering methods.
Log Layer Estimates
[25] Near the bottom in turbulent flow, in the region where stress may be assumed to be constant with height, dimensional reasoning leads to the well known ''law of the wall'' relationship between velocity shear (du/dz), bed shear stress (u * ), and height above the bottom (z):
where kz, the von Karman mixing length, is considered to be the mean mixing length of momentum transferring eddies, and k is von Karman's constant, empirically assigned the value of 0.41 [e.g., Dyer, 1986] . Log layer estimates of u * are calculated at mooring 2 from the two ADV velocity measurements at 0.5 and 0.8 mab, and at mooring 1 from 16 bins of ADCP velocities between the same heights. At mooring 1, only regressions with an r 2 goodness of fit of greater than 0.80 are used in these analyses (1666 out of 1757 bursts); only three extreme outliers were excluded from the estimates at mooring 2. Most of the excluded bursts occurred when mean bottom currents were less than 0.1 m s À1 .
[26] Reynolds stress estimates are compared with log fit estimates in Figure 10 for mooring 1 near the mouth of the estuary, and mooring 2 farther upstream. Near the mouth of the estuary there is a general agreement between the two measures during flood, while ebb values from log fits tend to overestimate the friction velocity. Farther up estuary at mooring 2 the log profile fits overestimate the friction velocity during both ebb and flood, though ebb values are overestimated more. This overestimation of log fit measures of stress during ebb is consistent with the well-known phenomenon associated with tidal straining in which enhanced stratification during ebb damps turbulence and mixing at the same time that vertical velocity gradients are high. During the high freshwater discharge period of this study, the water up estuary at mooring 2 was stratified even Figure 10 . Relationship between u * from log fits and u * from Reynolds stress at (top) mooring 1 and (bottom) mooring 2. The dashed line is one to one correspondence. during flood conditions (see Figure 7) , so log profile measures overestimated stress during flood as well.
[27] In well-mixed conditions the size of the momentum transferring eddies in the boundary layer is determined by proximity to the bed, but the presence of local stratification constrains their size even further. It has been proposed that not only do near-bed density gradients reduce the size of mixing eddies, but so will a well-defined pycnocline higher in the water column, even when near-bed water is well mixed [Trowbridge et al., 1999] . Comparison of Prandtl mixing lengths and Monin-Obukov lengths show indeed that near-bed stratification is not the cause of overestimation of stress by these log profile fits. The Prandtl mixing length, l P , is a common mixing length scale for turbulence: [Dillon, 1982] . In contrast to von Karman's mixing length, kz, the Prandtl mixing length is not predicted by proximity of the flow to the bed, but is derived from reliable estimates of stress and velocity shear, and reflects the observed dynamics. The Monin-Obukov length, l MO , is also derived from the data and is used in various measures of stability of the water column:
where r is the mean density, g is gravity, k is von Karmans constant, and hr 0 w 0 i is estimated by assuming a turbulent Prandtl number near one, so that the eddy viscosity may be substituted for the eddy diffusivity, and hr 0 w 0 i = (hu 0 w 0 i/du/ dz) dr/dz. During flood events, density gradients were sometimes unstable as swifter moving currents high above the bed advected denser water over the more slowly moving bottom currents. Monin-Obukov lengths were consequently negative, reflecting the downward mixing of salinity. Only the magnitudes of l MO , not the direction of flux, are compared in the following analyses. Figure 11 shows the relationship between the two mixing length parameters and velocity at 0.5 mab for ebb and flood at mooring 1. The observed Prandtl mixing lengths were generally higher during flood than ebb, as would be expected if local stratification were damping turbulence during ebb. However, the Monin-Obukov lengths, which depend upon local stratification, show little difference between ebb and flood. Hence the reduced near-bed mixing during ebb was likely caused by stratification or a pycnocline higher in the water column. These pycnoclines are observed during both slack after ebb, and slack after flood in the longitudinal transect data (Figure 7) .
[28] The degree of error between the log profile estimates and the Reynolds stress estimates are related to the Prandtl mixing length by
where u *cov and u *log are friction velocities estimated from Reynolds stresses and log profiles, respectively. Stability parameters incorporating the Monin-Obukov lengths have been used to adjust log profile fits of u * for suppression of turbulence by local density gradients [Anwar, 1983; Friedrichs and Wright, 1997; Sanford et al., 1991] . If overestimates of stress measured by log fits are the result of near-bed density gradients, then the observed Prandtl mixing length should correlate well with the Monin-Obukov length, since the observed Prandtl mixing length should be constrained by the near-bed stratification. Figure 12 shows the poor relationship between the Prandtl mixing length and the Monin-Obukov length. In estuaries such as the Navesink River where the near-bottom layer is well mixed during both flood and ebb, there is little relationship between the two, and consequently little of the deviation of u *log from u *cov can be explained by local stability. Rather, the suppression of turbulence is most likely from strong pycnoclines above the relatively well-mixed bottom layer.
[29] Other factors besides local thermohaline stratification, such as acceleration, suspended sediment stratification, and fluid mud layers may contribute to overestimation of bottom stress by the law of the wall. However, significant effects of suspended sediment stratification and fluid mud layers are more often seen in concentrations that are orders of magnitude higher than that seen in the Navesink River [e.g., Dyer et al., 2004; Trowbridge and Kineke, 1994; Wright et al., 1999] . Furthermore, near-bottom TSS in the Navesink peaks during the flood [Chant and Stoner, 2001] and subsequently density stratification effects associated with suspended sediment would be most pronounced during flood. In contrast, our observations show that law-of-the wall estimates of stress are overestimated on ebb. It is also unlikely that acceleration effects are responsible the overestimates of stress because overestimates of stress occur during maximum ebb when acceleration is small. The work of Soulsby [1980] shows that the 10 min bursts sampled by the ADCP and ADV instruments can be considered stationary even under intense tidal acceleration conditions. The fact that the level of overestimation is strongly tied to the phase of the tide, suggests that overlying stratification is the most important contributor to the errors in stress estimation by the law of the wall.
Ebb Flood Asymmetries in Stress
[30] Drag coefficients are calculated from Reynolds stress measurements and along-channel velocities 0.5 mab at mooring 1 and 2 separately for flood and ebb tides ( Figure 13 ). A good relationship between squared velocity and Reynolds stress at mooring 1 during flood tide produced a drag coefficient of 0.0019 (r 2 = 0.79). During ebb the drag coefficient of 0.0015 is about the same, but there is a poor fit (r 2 = 0.23). At mooring 2 the drag coefficients are higher but also similar differences between flood (0.0037, r 2 = 0.57) and ebb (0.0022, r 2 = 0.36). Lower ebb phase drag coefficients reflect dampening of turbulence during the generally more stratified conditions. The lower drag coefficients at mooring 1 compared to mooring 2 probably reflect the difference in grain size and cohesiveness between the two sites. Sand size particles are dominant near the mouth, while fine cohesive sediment is dominant farther up estuary. The differences between ebb and flood, up and down estuary, speed specific stresses enhance the asymmetry of the currents and are important to particle trapping in the estuary.
Conclusions
[31] Our results from some of the first Reynolds stress measurements made with an RDI ADCP operating in mode 11 at a high spatial resolution show that measurement noise is comparable with that with the lower resolution of mode 4. However, measurement noise of near-bed velocity and estimates of Reynolds stress were found to be strongly correlated with velocity. Nevertheless, the highest estimates of measurement noise in velocity are still several orders of magnitude less than mean velocity. The noise estimates are also found to be on the same order of magnitude as previous estimates made with the ADCP operating in mode 4. Similarly, measurement noise of Reynolds stress estimates is relatively low, and found to be of the same order of magnitude as measurements made with the ADCP operating in mode 4, but over a much finer spatial resolution.
[32] We developed a method to conservatively estimate the effects of internal or gravity waves to TKE estimates of stress using spectral analysis to determine the amplitude and frequency of well-defined correlated oscillatory motions. This estimate also provides an upper bound to Reynolds stress estimates made from along-beam measurements with the ADCP. In this study, distinct correlated motions at 0.02 Hz were found to have a maximum bias of an order of magnitude less than the estimated stress, and are probably much less.
[33] The high spatial resolution profiles from the ADCP operating in mode 11 allow excellent measurements of nearbed vertical velocity gradients. Log profile estimates of stress in a well-mixed region less than a meter above the bed overestimate stress compared to Reynolds estimates. Comparisons of Prandtl mixing lengths and Monin-Obukov mixing lengths show that this overestimation is not due to local stratification, but most likely due to overlying stratification and strong pycnoclines. Consequently, traditional methods to adjust log layer stress estimates with stability measures based on local stratification will not work.
[34] The reduction in eddy size associated with nonlocal stratification enhances flood/ebb asymmetries in bottom shear stress as shown by speed specific drag coefficients. Not only are there differences between ebb and flood, but there are significant differences in drag coefficients between the up estuary mooring, which is dominated by fine sediments, and the mooring near the mouth, which is dominated by sand. Both of these factors increase the estuary's ability to trap settling particles and bed load, including juvenile benthic invertebrates. This study focused on the effects of bottom stresses to transport and dispersal of post larval bivalves and should be relevant to other epibenthic particles. However, it is worth noting that fine sediment and other buoyant material may move down and out of the estuary with surface freshwater discharge and thereby escape the near-bottom trapping mechanisms of the estuary.
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