Abstract-With the advent of more powerful computing devices, system automation plays a pivotal role. In the medical industry, automated image classification and segmentation is an important task for decision making about a particular disease. In this research, a new technique is presented for classification and segmentation of low-grade and high-grade glioma tumors in Multimodal Magnetic Resonance (MR) images. In the proposed system, each multi modal MR image is divided into small blocks and features of each block are extracted using three Dimensional Discrete Wavelet Transform (3D DWT). Random Forest classifier is used for the classification of multiple Glioma tumor classes, then segmentation is performed by reconstructing the MR image based on the classified blocks. MIC CA I BraTS dataset is used for testing the proposed technique and experiments are performed for Low Grade Glioma (LGG) and High Grade Glioma (HGG) datasets. The results are compared with different classifiers e.g. multi layer perceptron, radial basis function, NaIve Bayes, etc., After careful analysis, Random Forest classifier provided better precision by securing average accuracy of 89.75% and 86.87% is obtained for HGG and LGG respectively.
INTRODUCTION
A brain tumor is the abnormal growth of tissues inside the brain. Glial cells are the most abundant cell types in the central nervous system. These glial cells surround the neurons and provide insulation and support. A tumor found in these glial cells is called a glioma tumor. The brain is the most common occurrence of these glioma tumors [1] . Three types of glial cells cause brain tumors i.e. oligodendrocytes, astrocytes, and ependymal cells [2] . The glioma tumors produced by these cells are classified into four categories i.e. necrosis, edema, enhancing, and non-enhancing tumors [3] .
Brain glioma tumor detection is a complex task that requires skilled analysis to identify the location of the tumor. MR Imaging (MRI) and Computed Tomography (CT) are some of the imaging modalities which are used by radiologists to diagnose the brain tumor. MRI scans are preferred over other radiation based methods because it uses large magnets to locate the cells inside the brain [4] . Better structural image contrast is the goal of all brain imaging procedures. In MRI scans, the tissue relaxation properties 978-1-5090-6789-3/ 17/$ 31 .00 ©20 17 IEEE 333 (TI and T2) contribute to the brightness and contrast of the scanned image [5] . These MRI scans are captured in different sequences i.e. Tl, T2, Tic, and flair based on the Repetition Time (TR), Time to Echo (TE), contrast and brightness values. Manual detection of a tumor from an MR image is a long and tedious process. Various image processing techniques are used for automatic detection and classification of the brain tumors [6] . DWT is a method used in image processing to extract feature vectors of an image [7] . These feature vectors are then used to classify the glioma tumor. Supervised and unsupervised classification techniques are used to classify images into tumorous and non-tumorous types. In supervised classification, the input feature vectors are divided into different categories by comparing them with an input training set [8] . The training set is acquired from actual patients diagnosed with glioma tumor. Once the images are classified, the tumor location can be found through image segmentation, in which Image is divided into various segments for analyses. In medical imaging, different segmentation methods like support vector machines, fuzzy logic, and Markov random fields are used to locate the tumorous parts of the image [9] .
The detected glioma tumor, after segmentation, can be categorized into different classes. For this purpose, multilabel classification methods like random forest trees, nearest neighbors, Radial Basis Function (RBF), NaIve Bayes and Multi-Layer Perceptron (MLP) can be used [10] . These classification methods require different features of the tumor like the texture, neighborhood and contextual information. These features can be extracted using various methods like Discrete Cosine Transform (DCT), DWT and Discrete Fourier Transform (DFT) [11] .
In this paper, different types of Glioma tumor classification and segmentation is done using block based 3D DWT features. Section 11 provides the related work in this field and section III discusses the proposed method. Section IV contains the experimental results and the conclusion is reported in the last section.
LITERATURE SURVEY
In medical image processing, significant work is performed to detect brain tumor in MR images using automated image segmentation. Balafar et al. [9] reviewed different segmentation methods to extract brain tumor from the input MRI scans. However, once the tumor is detected, it needs to be classified into different possible glioma brain tumor types.
Malignancy of diffuse gliomas is evaluated using a computer-aided diagnosis (CAD) system on input MR images in [12] . The delineated tumor area for different cases was analyzed according to their gray-scale intensities. Correlation between the neighboring pixels is calculated using histogram moment and textual features of the image. A logistic regression model is used to predict the tumorous glioma tissues. CAD system accuracy, using different feature sets, is compared with the global features of the input image and various features provide significantly better identification of glioblastomas from low-grade gliomas.
A multi-stage tumor identification and classification method is proposed in [13] . After basic image filtering and noise removal, different features of the image are extracted using Matrix and histogram. Random forest classifier is used to distribute images into normal and abnormal types. The abnormal images are classified into glioma and meningioma. Further, tumor detection is performed using fast bounding box and active contour model of image segmentation.
A fast distribution-matching algorithm for 3D multimodal brain tumor segmentation is introduced in [14] . The algorithm uses automatic segmentation of multimodal MRI scans (i.e. TI , TIc, T2c, and flair) to detect glioma tumor and its edema region. The proposed methodology does not require external training set and is based on a graph cut distribution matching technique. An automatic segmentation method to detect the brain tumor and its sub-regions including active cells, necrotic core and edema from multichannel MRI scans is introduced in [15] . The authors use context-aware spatial features, of decision forests classifier, for tissue identification. The technique can distinguish individual tissue types using a Gaussian mixture model as an extra input to the decision forest. The calculated results are accurate and comparable to other state of the art techniques.
Mohammad Havaei et al. [16] introduce a method to analyze interactive brain tumor segmentation framework using machine learning. The intensity features of the image are increased by adding spatial feature coordinates. The performance of different classification methods including random forest classifier is enhanced. The results obtained are second most accurate compared to other published methods in the MIICCAl-BRATS 2013 dataset. Texture features based classification of MR image, into tumorous and nontumorous technique is proposed in [17] . Ensemble based method is used for classification using thirteen, first and second order features.
Eman et al. [18] presented a hybrid clustering method for image segmentation using a combination of k-means clustering and fuzzy c-means procedure. K-means detects the tumor quickly with smaller computation time as compared to fuzzy c-means which is slower but more accurate. This proposed hybrid technique is correlated with other methods based on different performance metrics like accuracy, processing time and complexity. Another method, to identify brain tumor from MR images, is proposed in [19] . Anisotropic diffusion is used for image enhancements and 334 noise removal. Level-set algorithm based on fuzzy classification is used to segment the tumor.
Ill. SYSTEM MODEL
The proposed system consists of multiple steps. In the initial preprocessing stage, MR images are normalized, and histogram matching is performed. Tumorous region of the brain is cropped using a rectangular mask from different sequence types (TI , A. 3DDWT DWT is considered to be more efficient and less expensive in terms of computation [20] . A wavelet is used in image processing as a multi-resolution technique to analyze an image' s texture. In the proposed method, level 3 decomposition is applied and wavelet features are extracted. For purposes of classification, wavelet coefficients are utilized as features vector.
For an image signal x(t) having finite energy, the Continuous Wavelet Transform (CWT) can be regarded as a sum of overall time of signal multiplied with scaled and shifted versions of the wavelet function (If').
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The function WTx(a, r) contains information related to the scaling and positioning, i.e. many wavelet coefficients.
To proceed with the Discrete Wavelet Transform (DWT), a set of discrete points and scales are being selected. The shifted versions of scaling function «(/J j.k) and a shifted detailed version of a mother wavelet function If'j.k can be used to compute the DWT ofx(t), as mentioned in equation 3. x(t) = LkEZUjO.k(/JjO.k(t) + L~~_ooLkEZWj.klf'j.k(t) (3) Wj,k and Uj,k U < io) are regarded as wavelet coefficients and scaling coefficients respectively.
The family of scalar functions ((/Jj,k(t)) and wavelets functions (l[Jj,k(t)) can be computed from equation 5 and 6 [21] .
The presented images contain notoriously redundant data, and it is an appropriate measure to refine the available data by features extraction from the overall signal space. Through this scheme, only the discriminatory features of the data are extracted, resulting in feature vectors of significantly lower dimension. The DWT can be employed to extract characteristics at different levels and continuing by using high and low pass filtering successively. Hence, wavelet coefficients can be considered of as a continuation of approximation and detail coefficients.
For the features extraction i.e. gathering approximation and detailed coefficients, the signal is decomposed into three levels by employing Daubechies wavelet filtering [22] . Afterwards, features are extracted from these coefficients.
B. Random Forest
In order to classify the outcomes of analyzed data, Random Forest (RF) tree algorithm is applied [23] . An RF can be regarded as a grouping of several decision trees. Initially in the training phase, each tree in the ensemble trains based on randomly sampled data with replacement from training vector. A model averaging scheme, known as Bootstrap aggregating (Bagging), is used for averaging to increase the correlation and avoiding the issue of overfitting [24] . The important information about individual features can be gathered after model creation. For testing purpose, unknown data is presented to the individual trees for classification. The votes are being collected from each individual tree, and finally the RF classifies desired output based on majority votes.
Suppose, x' being the features input sample, Ti being the ith decision tree and B is the total number of trees in RF. The output for feature i can be evaluated from equation (7) by averaging the votes from individual decision trees. (7) For the ith tree a random vector ri is generated, which has the same distribution but is independent of all past random vectors rv ... ,ri-l and afterwards a tree Ti is grown by utilizing ri and the training sequence, which results in a classifier hex, ri)' An RF can be considered of as a classifier including several tree-structured classifiers i.e. {hex, ri), i = 1, ... , B}. The binary decisions are made if the desired conditions are met i.e. Xi < Threshold or vice versa.
A margin function can be defmed, which can measure the degree of correctly classified outcomes that exceed the average votes related to any other class in dependent variable. 335 Consider X to be a random vector sampled from training data, Y being the classification response and ()k to be the parameters of decision tree containing the tree structure for classifier hk(x).
From (9), 1(. ) is the Indicator Function,
The margin function shares outputs according to the specific conditions i.e., in case the set of classifiers make a correct classification mg(X, Y) > 0 , however for an incorrect classification mg(X, Y) < O. The higher value of margin function indicates a greater degree of confidence in classification. The generalization error or the misclassification rate PE *, over the space X, Y can be given by,
For a large random forest i.e. B ~ 00, the generalization error can be evaluated from equation (12), which has a limiting value due to the property that the RF do not over fit data.
The strength s of classifiers (h k ) RF is expected to be an estimation of accuracy of individual trees in forest. The proposed system is tested on BraTS benchmarked dataset [13] . The dataset provide by MICCAI is online available for research purpose. It consists on LGG and HGG cases of four MRI sequence types including Tl , T2, TIc and Flair. Figure 2 describes the visual presentation of four different MRI sequence of a sample case. The training datasets also contains the ground truth annotated images for each case. Due to high processing power required, we performed testing on 15 LGG cases and 15 HGG cases totaling 18600 MR images. Table I describes the complete details of the dataset used in the experiments.
IV. RESULTS AND EVALUATION
We compared performance of our proposed technique with different classifiers including Naive Bayes, RBF, MLP with 1 hidden layer and MLP with back propagation. The comparative results in Table 11 shows that RF classifier outperformed and achieved better accuracy and less MAE, RMSE for both HGG and LHH cases. The algorithm performance is further compared for each Glioma tumor type [25] . Table III Figure 3 shows the visual segmentation results of the proposed technique. A new method for brain glioma tumor classification is presented in this study. It is based on 3D DWT and Forest algorithm. The technique performs classification of 4 Glioma tumor classes i.e. Necrosis, Edema, Non-enhancing tumor, and enhancing tumor. In this work, the first block based classification technique is applied for the brain MRI scans and random forest classifier i s u sed for classification of the images. We divided the ground truth based rectangle from tumorous image into small sized blocks and extracted nine features from each MRI sequence type. The features of all four sequence types are merged and used as input for the classifier to build the training model. Results of random forest classification technique are compared with different classifiers and it is shown that the RF classifier outperforms the rest in term of accuracy. On average an accuracy of 89.75 % for HGG and 86.87 % for the LGG tumors is achieved.
