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This life is a test. Nothing taught me this better than my stint as a PhD student. I
had it easy till I became a graduate student. So much so, that I had begun to take more
interest in metaphysics because tech development seemed too easy to excite my passion.
Only as a graduate student did I learn that science may be easy to grasp in the hindsight,
but the discovery of scientific truths is hard, very hard, to come by. Though that is not
the only test I had as a grad student. In my distraction with what seemed to me as more
pressing life issues through my years in Georgia Tech as a PhD student—to do with many
turbulent political events taking place in the part of the world where I come from—I did
not pay attention to the crisis that had built up in my PhD life due to sudden passing away
of professor Mike Stilman whose lab I had committed myself to for two years by then.
I realized pretty late in my PhD that I was dealt a trial worse than many, and I had to
wake up to my immediate reality if I needed to survive the urge to give up, when Fulbright
scholarship ended. I would have given up had it not been for my dear wife, Unaiza Ahsan,
who also happened to be a PhD student in Tech and convinced me to continue. When I
decided to tackle my problems head on, the realization matured that what I have at my
hand is a very uphill task. I had stayed with the project of Golem Krang, even as Mike
Stilman had passed away who had led its support and development till then, and even as all
students had moved on, ending up with me being all on my own with this behemoth for a
period of three years.
It is those who helped me through the period of three-and-a-half years that followed
who I owe this PhD to. Starting with God—the Glorious and the Beneficent—Whom I
became extremely close to and reliant on, and Who I fell in love with ever more deeply, as
He helped me fight through my challenges without making me lose hope or compromise
on my ethics. And then the unflinching confidence, support, and encouragement that was
provided by my close ones—my parents, my dear wife Unaiza, and my childhood friend
v
Fazal Abbas.
For support in terms of backing, funding, and guidance, I begin by thanking Dr. Henrik
Christensen, who had my back as I decided to defend my PhD proposal. Then I have to
thank Dr. Evangelos Theodorou, without whose kindness and encouragement, as well as,
the deeply intellectual environment he provided to me in his amazing lab, I would never
have actualized my fullest potential as a researcher. I am then thankful to Dr. Byron Boots
whose eventual interest in the robotic platform, Golem Krang, helped raise the interest of
the Tech community in my research, and which finally earned me the interest and support
of Dr. Seth Hutchinson, who I can’t thank enough as he supported me in the final fifteen
months of my PhD after joining Tech, as his amazing people skills attracted many helping
hands to work with me on hardware experiments in the Summer of 2018, and as he offered
insights in the final stages of my PhD, and who convinced me that I had done good enough
work to be able to defend my thesis.
I can’t thank enough the student collaborators who helped me: Beginning with Can Er-
dogan, who I learned everything about Golem Krang from in the first few months of joining
Mike’s lab. Then Areeb Mehmood, who joined me as a Masters student at a time when I
was completely alone, and who stuck with me till the end through the last two years of my
PhD. Then Akash Patel who worked with me in the last one year of my PhD, and whose
enthusiasm and interest in the software design and development of Krang reminded me of
Mike Stilman’s spirit when it comes to software design. Then I have to thank Mouhyemen
Khan who spent nights with me at critical work deadlines and offered invaluable support.
I would like to thank all other student collaborators who offered help through the exciting
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SUMMARY
We propose to develop a framework for controlling a Wheeled Inverted Pendulum (WIP)
Humanoid to perform useful interactions with the environment while dynamically balanc-
ing itself on two wheels. As humanoid platforms are characterized by several degrees of
freedom, they have the ability to perform several tasks simultaneously, such as balancing
themselves, maintaining a specific body pose, controlling the gaze, lifting a load or car-
rying a tray of cups filled to the brim. These tasks are all performed simultaneously, and
the whole body participates in achieving each objective, with priorities assigned to each.
The control also has to operate within constraints of angle and torque limits on each joint,
as well as safety constraints of avoiding self-collision and collision with obstacles. This
problem is referred as Whole-Body Control in the wider humanoid literature, and several
successful solutions have recently been demonstrated for bipedal humanoid platforms. Our
focus in this work is to develop a framework for whole-body control of WIP humanoids
that can be applied directly on the physical robot, which means that it can be made robust
to modeling errors as well as able to incorporate constraints on control and state as men-
tioned above. The proposed approach is hierarchical with a low level controller responsible
for controlling the manipulator/body and a high-level controller that defines center of mass
(CoM) targets for the low-level controller to control zero dynamics of the system driving
the wheels. The low-level controller plans for shorter horizons while considering more
complete dynamics of the system, while the high-level controller plans for longer hori-
zon based on an approximate model of the robot for computational efficiency. Our core
contributions are
• Showing how to isolate the dynamics of the manipulator from those of the wheels
such that the resulting model is amenable to existing whole-body control techniques,
such as operational space control [1] and quadratic programs (QP) [2]
• Using differential dynamic programming (DDP) to generate optimal trajectories for




Wheeled inverted pendulum systems offer the best of two worlds. Their wheels make for
inherently fast and efficient locomotion—something that bipedal system designers are still
struggling to achieve. And the dynamically balancing inverted pendulum endows them
with the ability to deal with very heavy payloads, their torques being canceled by a readily
adjustable center of mass—something that statically stable wheeled platforms can not beat.
These characteristics make them attractive for a wide range of applications such as Segway
human transporters [3, 4, 5, 6, 7], transporters with seats [7, 8, 9, 6, 10], self-balancing
wheel chairs [11, 12, 13, 14] and WIP Humanoids [15, 16, 17, 18, 19, 20, 21, 22, 23].
WIP Humanoids add to the abilities of a WIP by offering a redundant manipulator, with
one or more arms, that can be controlled to intelligently interact with their environment
and perform useful tasks. If they were controlled for safely handling large forces, their
ability to dynamically cancel out their effects can prove useful for assisting humans with
tasks requiring large effort. Golem Krang [20] was designed with this purpose in mind. Its
two-arm-bearing torso is mounted on massive base and spine links, thus providing it with
the ability to perform heavy tasks by manipulating its weight torque as needed.
The challenge in unlocking the enormous potential in these structures is their nonlinear,
highly unstable and under-actuated dynamics. A large body of literature exists to deal with
these typical problems of WIP systems. However, the focus of most studies remains a sim-
plified system having one-link attached to the wheels. This has inspired some to leverage
this work for WIP humanoid control, by treating the control of wheeled inverted pendu-
lum independently from the control of upper body—the former being a simplified model
of the full robot with one link of an equivalent center of mass (CoM). This technique was
also utilized by our group in an earlier work [24] to control Golem Krang. The problems
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associated with such a treatment become apparent when precision-critical or safety-critical
tasks are performed. For example, since forward motion is left up to the wheels alone, and
the upper body is not compensating for pitch changes induced by the demands of locomo-
tion on the wheel controller, the end-effector can hardly obey constraints on its position and
orientation during locomotion, which may sometimes be critical to perform a task. Simi-
larly, when dealing with sudden changes in large forces, the transients induced on balancing
controller due to the switching of equilibrium positions can not be properly managed if the
body is blind to the control of its center of mass. This makes the case of a unified approach
to locomotion and manipulation tasks. Concerning walking humanoids, a vast and rapidly
growing literature exists to deal with this problem but similar work in the WIP domain is
nearly non-existent. We propose to fill this gap in this thesis. Specifically, we propose the
development of a framework that deals with whole-body control of WIP humanoid struc-
tures typified by the robot, Golem Krang, and we aim to demonstrate the application of the
proposed solutions on this platform.
A brief outline of this document is as follows: Chapter 2 covers the related work. Chap-
ter 3 describes the dynamic model of the system under consideration. Chapter 4 shows how
the idea of isolating the manipulator/body dynamics from wheel dynamics will help lever-
age the existing techniques for walking humanoids. Chapter 5 deals with the control of
wheel dynamics to achieve a desired ground navigation of the robot. Details of implemen-
tation and results are discussed in chapter 6. Estimation of CoM parameters of the robot is




Here we analyze the relevance of existing techniques proposed for whole body control of
humanoid structures (not necessarily WIP), for the control of general WIP structures (not
necessarily humanoids) and techniques that specifically address the problem of whole-body
control of WIP humanoids.
2.1 Whole-Body Control of Humanoids
Full body control of humanoids has attracted a lot of research interest recently. The ap-
proaches proposed are generally grounded in the broad framework of [25]. This frame-
work was initially introduced for unconstrained fully-actuated serial robots with stationary
platforms. It allows the specification of tasks in workspace coordinates directly, and the
controller solves for the required joint trajectories autonomously. Tasks are specified as
cartesian positions/orientation or forces/torques and thus have six or less dimensions. For
redundant systems, i.e., that have more degrees of freedom (DOFs) than individual task
dimensions, the framework allows for multiple lower-dimensional tasks to be simultane-
ously performed. Convex optimization can be utilized within this framework to handle
constraints and optimize costs.
This framework is extended for control of walking humanoids in [26, 27]. It is a hier-
archical approach where several priorities are defined such that each lower-priority task is
projected in the combined null-space of tasks with priorities higher to it. Constraints and
objectives are handled using virtual linkages.
Other hierarchical approaches [28, 29, 30, 31, 32, 33, 34] explore the formulation of
objectives and constraints as quadratic programs. Inverse dynamics (ID) approaches use
system dynamics as one of the constraints when solving for target joint accelerations and
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torques. [29] propose a generic solution to hierarchical quadratic programs that enforces
equality and inequality constraints at all hierarchies, and is significantly faster than previous
methods.
As opposed to hierarchical approaches that have hard priorities, [2] prefer using weighted
cost terms to specify preferences among the objectives. The compromise on precision it
leads to is a trade-off to avoid the problem of ill-conditioned matrix inversions prevalent
in hierarchical null-space approaches. They directly optimize a quadratic cost in terms of
state acceleration, torques and contact forces using the full robot model.
Using inverse kinematics (IK) for tracking joint positions is also popular for controlling
humanoid robots. A damped least squares method is used by [35, 36]. Using a similar
approach, [37] compute the generalized velocity by inverting a matrix composed of end
effector and contact constraint Jacobian. Computing only the generalized speeds q̇ik and
then integrating it to compute the corresponding positions qik converges to local minima,
but it produces continuous results reactive to online changes in the desired motions since
optimization is performed at every time step.
The framework we develop for WIP humanoid control is able to leverage this existing
body of literature. We show this by isolating the manipulator/body dynamics from wheel
dynamics. We present a detailed adaptation of the approach by [26] into this framework,
but other approaches can also be easily adapted.
2.2 Control of Wheeled Inverted Pendulum Systems
Wheeled Inverted Pendulum systems have been subjected to various control techniques
including linear techniques implemented on the linearized model [38, 39, 40, 8], par-
tial feedback linearization [41], energy-shaping [42], fuzzy logic based control [43, 44],
neural-network based control [45, 46, 5, 47], hybrid controllers that switch between multi-
ple controllers in different modes [48, 49, 22] and evolutionary algorithms for optimizing
controllers [50, 51, 52] among many others.
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Most techniques in this body of work consider the problem of controlling a one-link
wheeled inverted pendulum model where the wheel torque is the primary control input
controlling both the forward motion of the wheels and the balance of the inverted pendu-
lum. Several joint torques present in the WIP humanoid body make for many control inputs
in our case. And so, balancing the system purely using wheel-torque is neither necessary
nor preferable. The entire upper body should participate in carrying out body balance as
well as locomotion. This type of formulation is considered only by [16, 17, 18] and will
be critically analyzed in the next section. But it is worth noting here that we control the
wheel motion indirectly by controlling the zero dynamics that result from upper body con-
trol. We propose to do this by precalculating an optimal control trajectory (discussed in
Chapter 5) for upper body motions that minimize a tracking error for forward motion of
the wheels. This allows the whole body to participate in controlling the center of mass
as well as locomotion. The need to generate such a trajectory arises from the specific ap-
proach we take and therefore we rely on a novel controller based on differential dynamic
programming (DDP), a technique suitable for finding globally optimal trajectories for non-
linear systems and can potentially be extended to incorporate adaptive control to deal with
modeling errors.
2.3 Whole-Body Control of Wheeled Inverted Pendulum Humanoids
The specific problem of whole body control of WIP humanoids is addressed by Toshiyuki
et al. [16, 17, 18]. The system under consideration in their work has a passive base joint.
This means that the reaction torque due to wheel motors does not directly control the base
link—a term we use to identify the first link of the body attached to the wheels. They use
null-space control, at the kinematic level, on only the actuated DOFs to find their reference
accelerations for joint-level controllers. The passive joint is indirectly stabilized to always
remain at a fixed position. In [16], only the wheels are stabilizing the passive joint by
considering a simplified dynamic model of the system—a two-link WIP with first link rep-
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resenting the original passive joint and second representing the manipulator on top of it as
a rigid body of an equivalent center of mass. In [18], all active joints participate in this sta-
bilization. In this work, they also propose a prioritization scheme such that lower-priority
tasks are projected in the null-space of the jacobians of higher-priority ones. They per-
form three tasks, in the following order of priority: passive joint stabilization, end-effector
positioning and center of mass control. The goal position of end-effector is in workspace
coordinates in an inertial frame fixed on the ground, and their controller naturally generates
locomotion trajectory if the goal location is not within immediate reach of the robot.
The problem of whole-body control of WIP humanoids with an active base joint how-
ever has not been addressed in the existing body of literature. In this case, the base joint is
directly actuated by the reaction torque of the wheel motors. This happens when the wheel
motors are mounted directly on the base link. This class of WIP systems are easier to build
mechanically but pose a more challenging control problem due to the dynamics of the base
link and the wheels being coupled by the wheel torque, in addition to the usual inertial
coupling normally experienced by robotic systems. Most of the literature on WIP systems
focuses on the first class of under-actuation (i.e., passive base joint), which is mechanically
more complex to build but offers a relatively easier control as the additional actuator torque
coupling is not present. This fact is also noted by [53].
Due to this difference, our approach fundamentally differs from Toshiyuki et al. as
their strategy treats the motion of the passive joint as the zero dynamics they indirectly
control through actuated joint motions. Also, the base link in the structure they consider
is a “platform” on top of which the fully actuated structure is mounted. They restrain this
platform to stay at a fixed angular position. In general however, this is not necessary, as
restricting the base link hinders its participation with other joints in performing the desired
control tasks. The system we consider treats the base link as part of the manipulator/body
performing the task, and the zero dynamics of the system are then derived that result from
that control. The tasks for upper body are specified in a local frame of reference, which is
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fixed on the base such that it is stationary with respect to the upper body but moves with
robot locomotion. Wheel motion is then controlled indirectly by finding optimal trajec-
tories of body links to affect the zero dynamics to achieve that end. This strategy, as we
will see, can easily accommodate the application of wide range of techniques offered by
existing literature on redundant manipulators fixed on stationary platforms, once the issues
that result from the wheel torque coupling are resolved. Robot locomotion is then treated
as a higher-level task planned according to the desired workspace objectives.
Also, we demonstrate the application of inverse dynamics based approaches on WIP
systems, as opposed to purely kinematics based approach proposed by Toshiyuki et al.
Approaches based on inverse dynamics offer robustness to disturbances such as external
force changes and result in compliant systems. However, only using inverse dynamics can
perform poorly due to inevitable modeling errors generally unavoidable on real systems. So





In this chapter, we present the dynamic model of a Wheeled Inverted Pendulum humanoid—
Golem Krang. The techniques usually utilized for dynamic modeling of a WIP system are
Euler-Lagrange, Newton’s laws of motion or Kane’s method. Assumptions include rigid
bodies, flat ground and zero slip. Another simplification for dynamic modeling is to ig-
nore the third dimension, resulting in a planar robot (meaning it does not have yaw). Such
models are helpful because it is not the yaw but the pitch of the WIP system that forms the
complexity of under-actuation as it shares its actuator with the wheels, so control of planar
robots can be extended to include 3D robots. Work that derive dynamics of planar case
include [54, 55, 56, 57, 39, 58, 59, 60]. Our analysis does not ignore the third dimension,
and our robot is allowed to explore the full range of accessible workspace. Among those
who have considered the yaw are [38, 61, 62, 63, 64]. However, they perform their analysis
on simple WIP systems, with the body consisting of either just one link, or a simplifying
assumption is used to treat it as such. Our analysis does not make any such simplifying
assumptions in the derivation of the model. We make the simplifying assumption of as-
suming a planar robot in control design (Chapters 4 and 5), but we plan to extend those
techniques to full 3D model derived here as part of our future work.
The system under consideration is a tree-structured serial robot, with two 7-DOF arms
branching out from a 3-DOF serial structure mounted on a differential wheel drive. We de-
rive the full model of the system using Kane’s formulation, followed by explicit expressions
for terms that appear in its zero dynamics. We also go over the steps that were skipped in
deriving the simplified model. Also contained here is an algorithmic summary of the pro-
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posed hierarchical approach. Finally, we present the table of values used for simulation and
control parameters in the results section of the original paper. This material is organized as
follows: Section 3.2 introduces the frames of references and the generalized coordinates.
Section 3.3 introduces the Kane’s formulation. Section 3.4 derives the expressions for the
left-hand side of the equations of motions. Section 3.5 derives the terms on the right-hand
side. Section 3.6 evaluates detailed expressions for the zero dynamics of the system. Sec-
tion 3.7 derives using our full model, the dynamic model of a 2D WIP system. Section 3.8
gives the concluding remarks.
3.2 Generalized Coordinates
Figure 3.1 shows the inertial frame Σ fixed on ground (with axes x, y and z and unit vectors
Ī , J̄ and K̄) and the frames of reference F = {0, 1, 2, 3, 4l, ... , 10l, 4r, ... , 10r}. Each
frame j ∈ F is fixed on a link of the tree structure, with the exception frame 0, the base
frame, which locates the robot in the world frame (Σ), specifically the mid-point between
its two wheels. For the derivation, we define Fj ⊂ F as the set of all frames succeeding
frame j in the tree-structure e.g. F2 = {3, 4l, ... , 10l, 4r, ... , 10r}, F5l = {6l, ... , 10l} etc.
and Gj ⊂ F as the set of all frames antecedent to frame j e.g. G3 = {0, 1, 2}, G7r = {0, 1,
2, 3, 4r, 5r, 6r} etc.
Each frame j moves at angular velocity q̇j ēj relative to its preceding link, where q̇j
and ēj are respectively its magnitude and direction. Origin of frame j is denoted by Oj ,
axes by xj , yj and zj and the respective unit vectors by īj , j̄j and k̄j . Then O0 is at the
mid-point between the wheels, ī0 is the heading direction of the robot and k̄0 is always
perpendicular to the ground. Apart from the link rotations, six more coordinates will be
defined to represent the configuration of the base frame and wheels.
θL, θR are the rotation angles of the left and right wheels respectively
X0, Y0 are the position coordinates of the base frame in Σ
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ψ is the angle denoting heading direction (i.e., angle between ī0 and x-axis of Σ). Thus
ψ̇ represents the spin speed of the base frame.
ẋ is the heading speed of the base frame (i.e., along ī0)
The full set of generalized co-ordinates is
qfull =
[
X0 Y0 θL θR q1 q2 q3 q4l ... q10l q4r ... q10r
]>
Finally Angular velocity of frame 0 is ψ̇k̄0. So we define q̇0 = ψ̇ and ē0 = k̄0. This
will help with closed form expressions of tree-structure kinematics and dynamics. In the
derivation that follows, v̄A, ω̄A, āA and ᾱA denote respectively the linear velocity, angular
velocity, linear acceleration and angular acceleration of point A. Also, r̄A/B denotes the
position of point A with respect to B.
3.2.1 Non-holonomic Constraints
Under the assumption of no slipping/skidding, we have two constraint equations:
v̄L = Rθ̇Lī0 v̄R = Rθ̇Rī0 (3.1)
Since
v̄L= v̄0 + ω̄0 × r̄L/O








= (Ẋ0 cosψ + Ẏ0 sinψ −
L
2
ψ̇)̄i0 − (Ẋ0 sinψ − Ẏ0 cosψ)j̄0
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Figure 3.1: Frames of references on the robot
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And similarly,
v̄R= (Ẋ0 cosψ + Ẏ0 sinψ +
L
2
ψ̇)̄i0 − (Ẋ0 sinψ − Ẏ0 cosψ)j̄0
Comparing the coefficients of ī0 in (3.1) gives:













(θ̇R − θ̇L) (3.3)
Ẋ0 cosψ + Ẏ0 sinψ =
R
2
(θ̇L + θ̇R) (3.4)
Integrating (3.3) gives ψ = R
L
(θR − θL) which can be substituted in (3.4) to give the first
constraint equation relating the first four generalized co-ordinates.
Comparing the coefficients of j̄0 in (3.1) gives the second constraint equation
Ẋ0 sinψ − Ẏ0 cosψ = 0 (3.5)
Twenty-one generalized coordinates, with two constraints (3.4)-(3.5) leads to nineteen
degrees of freedom.
3.2.2 Defining Generalized Velocities
It is easier to derive the dynamic model of the system in terms of the generalized velocities:
q̇ =
[




To avoid confusion let us emphasize that the non-bold reference to generalized speeds
qj , j ∈ F refers to the rotation speed of frame j. However, the bold-faced notation q̇j ,
j ∈ {1, ..., 19} refers to elements of the vector in (3.6). These nineteen velocities can take
arbitrary values which are all kinematically admissible. In other words, they represent our
nineteen degrees of freedom. Here ẋ should be refered to as a quasi-velocity as this velocity
has meaning only as a velocity but its corresponding position variable x does not give any
physical meaning. Although, the infinitesimal change of position δx = ẋdt (sometimes
refered to as virtual displacement) has physical meaning.
Full set of speeds can be calculated using












Where the first two relationships are derived by comparing the coefficients in Ẋ0Ī+ Ẏ0J̄ =
v̄0 = ẋī0 = ẋ(cosψĪ + sinψJ̄). And the next two relationships are derived by substitut-
ing the the first two relationships in (3.2). When these relationships 3.7 are substituted in
our constraint equations 3.4-3.5, both sides of the equations vanish, indicating that these
nineteen degrees of freedom are not bound by any constraint. We will now derive nine-
teen dynamic equations in terms of our new generalized velocities. Those equations in
conjunction with these relationships can solve for all twenty-one generalized coordinates.
We will be using the Kane’s formulation. This is done because the presence of quasi-
velocity prohibits us from using Lagrange method for dynamic modeling.















F̄n · (v̄n)j +
∑
n
M̄m · (ω̄m)j j = 1...19
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where
j corresponds to the elements of the generalized speed vector q̇ defined in (3.6)
k corresponds to rigid bodies in the system
n corresponds to external forces acting on the system
m corresponds to external torques acting on the system
mk mass of the body k
āGk CoM acceleration of body k
v̄Gk CoM velocity of body k
H̄Gk angular momentum of body k about its CoM
ω̄k angular velocity of body k
F̄n nth external force
M̄m mth external moment
v̄n velocity of the point at which external Force F̄n is acting




partial derivative of the quantity in brackets () with respect to the generalized
speed q̇j
3.4 Kane’s Left Hand Side
The left hand side of the Kane’s equation contains a sum whose range is equal to the
number of bodies in the system. We have nineteen bodies, refered by k ∈ {L,R} ∪ F0.
These include left-wheel (L), right wheel (R) and seventeen links in the tree structure of the
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robot, which we denote by their respective frames j ∈ F0. Each term in the sum consists of
the acceleration (āGk), velocity (v̄Gk), angular momentum (H̄Gk) of the center of mass and
the body’s angular velocity (ω̄k). And then some partial derivatives wrt to the generalized





The velocities and accelerations of the frame 0 are needed to evaluate the afore-mentioned
quantities related to each body. These velocities are as follows:
ω̄0 = ψ̇k̄0 v̄0 = ẋī0 ᾱ0 = ψ̈k̄0








This evaluation takes place in the xLyLzL frame fixed to the left wheel such that it is parallel
to frame x0y0z0 when θL = 0. So ī0 = cos θLīL + sin θLk̄L, j̄0 = j̄L and k̄0 = − sin θLīL +
cos θLk̄L. Velocities:





















v̄GL = v̄0 + ω̄0 × r̄L/O








Linear acceleration, angular momentum and its derivative:












































. Due to symmetry the off-diogonal terms in the inertia
matrix vanish, and the inertia about xL-axis and zL-axis are both equal (signified by ZZw).
Right Wheel
This evaluation takes place in the xRyRzR frame fixed to the right wheel such that it is
parallel to frame x0y0z0 when θR = 0. So ī0 = cos θRīR + sin θRk̄R, j̄0 = j̄R and k̄0 =
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− sin θRīR + cos θRk̄R. Angular velocity:




















v̄GR= v̄0 + ω̄0 × r̄R/O













Linear acceleration, angular momentum and its derivative:











































+ ω̄R × H̄GR
(3.13)
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Wheel Contribution to Kane’s LHS





























q̇j : ẋ ψ̇ others
∂v̄GL
∂q̇j
: cos θLīL + sin θLk̄L −L2
(





















j̄R − sin θRīR + L2R j̄R + cos θRk̄R 0
(3.15)
Therefore the contribution is only there for the first two equations (i.e., for q̇j ∈ {ẋ, ψ̇})
and is zero for all other equations. The final expressions are listed in (3.16), found by





















The angular and linear velocities of the frames on the rest of the robot can be calculated
using the recursive formulation common in serial robot literature and briefly introduced
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here. Kinematic relationships for each link j with immediately antecedent link j− are
ω̄j = ω̄j− + q̇j ēj
ᾱj = ᾱj− + q̈j ēj + q̇j (ω̄j × ēj)
v̄j = v̄j− + ω̄j− × r̄Oj/Oj−
āj = āj− + ᾱj− × r̄Oj/Oj− + ω̄j− × (ω̄j− × r̄Oj/Oj−)
(3.17)
where ω̄j , ᾱj , v̄j and āj are respectively the angular velocity, angular acceleration, linear
velocity and linear acceleration of frame j relative to the Newtonian frame of reference (or
the world frame). To make algebraic manipulations more explicit we note that, in practice,
each vector in (3.17) is represented by three elements representing its projection on the axes
of a particular reference frame. Each equation in (3.17) is therefore three scalar equations.
Denote iωj as the 3-element vector representing ω̄j in frame i. Then the recursive formulae

































jAi Rotation operator that transforms vector represented in frame i to the same vector
represented in frame j
iPj Position vector r̄Oj/Oi represented in frame i
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Transformations












where isj , inj and iaj contain the components of the unit vectors along the xj , yj and zj axes
respectively expressed in frame i, and where iPj is the vector representing the coordinates
of the origin of frame j expressed in frame i.




0 sq1 −cq1 0
−1 0 0 0
0 cq1 sq1 0




1 0 0 0
0 cq2 sq2 L1
0 −sq2 cq2 −L2




−cq3 0 sq3 0
0 1 0 L3
−sq3 0 −cq3 L4





0 1 0 L6
cq4l 0 −sq4l L5
−sq4l 0 −cq4l 0




0 −1 0 −L6
cq4r 0 −sq4r L5
sq4r 0 cq4r 0




−1 0 0 0
0 −cq5a −sq5a 0
0 −sq5a cq5a 0





−cq6a 0 sq6a 0
0 −1 0 −L7
sq6a 0 cq6a 0




−1 0 0 0
0 −cq7a −sq7a 0
0 −sq7a cq7a 0




−cq8a 0 sq8a 0
0 −1 0 −L8
sq8a 0 cq8a 0





−1 0 0 0
0 −cq9a −sq9a 0
0 −sq9a cq9a 0




−cq10a −sq10a 0 0
0 0 −1 −L9
sq10a −cq10a 0 0




a ∈ {l, r},
cqj = cos qj,
sqj = sin qj
(3.20)





Local Angular Velocity Directions
The unit vectors along the direction of angular velocities of the frames in the tree-structure















































, a ∈ {l, r} (3.22)
The information provided in (3.9), (3.19)-(3.22) can now be used in the recursive for-
mulation (3.18) to derive expressions for the velocities and accelerations of the frames,
using any symbolic language toolbox. To derive full expression of each quantity in terms
of generalized co-ordinates is inefficient. In [65], Kane et al. have presented how the
Kane’s dynamical formulation can provide an efficient mechanism to evaluate expressions
for serial robotic structures. It involves the use of intermediate variables Zi that encapsu-
late the result of evaluation at each recursion step, in both “implicit” and “explicit” forms.
Explicit form only encapsulates the coefficients of generalized speeds and accelerations (q̇i,
q̈i), e.g. 2ω2 = Z9ẋ+Z10q̇1 +Z11q̇2, as opposed to the implicit form where an intermediate
variable will encapsulate the whole expression e.g. 2ω2 = Z12. Then the later recursion
steps will use the intermediate variables for their respective evaluations. This ensures that
the computations specific to an antecedent frame are performed only once, and the result
is reused in succeeding frame computations. The explicit forms are needed to preserve im-




In the Kane’s formulation, velocities and accelerations of the CoM of each body k (v̄Gk,
āGk) are needed. These will be evaluated using
v̄Gk= v̄k + ω̄k × r̄Gk/Ok (3.23)
āGk= āk + ᾱk × r̄Gk/Ok + ω̄k × (ω̄k × r̄Gk/Ok) (3.24)




= JGkᾱk + ω̄k × JGkω̄k (3.26)
where JGk is the inertia tensor of body k around its CoM evaluated along the axes of frame
fixed on k. If a given inertia tensor is around frame origin Ok (denote by Jk) then parallel-
axis theorem will be used to find JGk






Sk Position vector r̄Gk/Ok represented in frame k
S×k Skew-symmetric matrix for cross product operation using Sk
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Partial Derivative (ω̄k)j =
∂ω̄k
∂q̇j
Tree structure allows a neat closed-form expression for the partial derivatives. For any body




q̇gēg + q̇kēk (3.27)





q̇i i ∈ F
0 if k ∈ Gi
ēi if k ∈ {i ∪ Fi}
(3.28)
The results in (3.28) follow from the fact that ω̄k in (3.27) does not depend on ẋ or general-
ized speeds associated with succeeding frames i ∈ Fk (⇐⇒ k ∈ Gi). However, it depends
on generalized speeds of antecedent frames and its own generalized speeds q̇i i ∈ {Gk∪k}
(⇐⇒ k ∈ {i ∪ Fi}).
Partial Derivative (v̄Gk)j =
∂v̄Gk
∂q̇j
Linear velocity of body k in the tree structure is given by






+ ω̄k × r̄Gk/Ok (3.29)
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where g+ ∈ {Gk ∪ k} refers to the frame immediately succeeding g in the chain. Partial





q̇i i ∈ F
0 if k ∈ Gi
ēi × r̄Gk/Oi if k ∈ {i ∪ Fi}
(3.30)
The results in (3.30) follow from the fact that v̄0 = ẋī0 is the only term in (3.29) that de-
pends on ẋ. Moreover, owing to (3.28), partial derivatives wrt succeeding frame speeds
q̇i k ∈ Gi vanish as none of the terms in (3.29) depend on them. With respect to an-
tecedent/current frame speeds q̇i k ∈ {i∪ Fi}, only those terms in the summation in (3.29)
yield non-zero terms for which g ∈ {i ∪ Fi}, owing again to (3.28). Simplification per-















= ēi × r̄Gk/Oi k ∈ {i ∪ Fi} (3.31)
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Tree-Structure Contribution to Kane’s LHS
The contribution of bodies in the tree structure to the LHS of the ODE corresponding to
each generalized speed q̇j is listed in (3.32)
q̇j
∑








k∈F0 mkāGk · ī0







+ (JGkᾱk + ω̄k × JGkω̄k) · ēi
]
(3.32)
The results in (3.32) follow from (3.26), (3.28) and (3.30), as well as from the following










Physical interpretation of the terms in (3.32) is simple. Tree-structure contributions to LHS
of the ẋ equation is simply the sum of inertial forces resulting from body accelerations
projected onto the direction of ẋ i.e., ī0. Contributions to equations corresponding to gen-
eralized speeds q̇i i ∈ F, are simply evaluated by combining the inertial torques that result
from linear and angular motions of all bodies k ∈ {i ∪ Fi ∩ F0}, meaning the body which
q̇i corresponds to and all bodies that succeed i in the tree structure. Set intersection with
F0 simply means that frame 0 is excluded from the summation, which is because 0 is not a
label to a body in the system. This has effect in only the q̇0 = ψ̇ equation where summa-
tion will start from k = 1, as opposed to all other q̇i equations where summation will not
exclude inertial terms for k = i..
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3.5 Kane’s Right-Hand Side
To evaluate the right hand side of the Kane’s forumulation (3.8), external forces and torques
on the system are
τ̄L, τ̄R Torques on left and right wheels by motors fixed on the base link
τ̄j = τj ēj j ∈ F0 Torques on bodies in the tree structure. These are applied by their
respective joint motors, except τ̄1 which is the torque on base link in reaction to the
wheel torques τ̄L and τ̄R i.e., τ̄1 = −τ̄R − τ̄L
−τ̄j = −τj ēj j ∈ F1 Reaction torques experienced by antecedent links j− in the tree
structure. −τ̄1 is excluded because it signifies wheel torques τ̄L, τ̄R, already covered
F̄Gk = mkḡ is the weight of each joint k
F̄El, τ̄El Force and torque applied by the environment on the left hand end-effector at point
El
F̄Er, τ̄Er Force and torque applied by the environment on the right hand end-effector at
point Er
3.5.1 Wheel Torques
The contribution on the right-hand side of Kane’s equations of wheel motor torques τ̄L =
τLj̄0 and τ̄R = τRj̄0 and their reaction τ̄1 = −τ̄R − τ̄L is listed in (3.33)
q̇j τ̄L · ∂ω̄L∂q̇j + τ̄R ·
∂ω̄R
∂q̇j







q̇1 − (τL + τR)
q̇i i ∈ F1 0
(3.33)
26
The results in (3.33) follow from partial derivatives listed in (3.15) and from ω̄1 = ψ̇k̄0 +
q̇1j̄0.
3.5.2 Joint Torques












q̇i ∈ F1 τi
(3.34)
The results in (3.34) follow from (3.28). Based on (3.28), we readily deduce that, for a
given q̇i i ∈ F, the term in summation will be 0 for k ∈ Gi. As for k ∈ Fi, the term
becomes τkēk · ēi − τkēk · ēi = 0. Only for the case of k = i, the term is τiēi · ēi − 0 = τi.
3.5.3 Gravitational Forces
Weight of wheels −mwgk̄0 is perpendicular to wheel velocities v̄GL and v̄GR (see (3.10)
and (3.12)) therefore does not feature in the final dynamics ODEs. The contribution of the
















The results in (3.35) follow from (3.30). For ẋ, partial derivative is ī0, which is normal to
the weights causing the dot products to vanish. For q̇i i ∈ F, we refer the reader to the
explanation for (3.32). For ψ̇, the resulting expression vanishes due to cross product of
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Physical interpretation of (3.35) is that gravitational forces do not directly affect forward
motion ẋ and spin ψ̇ dynamics. As for joints i ∈ F0 in the tree structure, RHS contributions
are calculated by projecting the sum of weight torques of current/succeeding links k ∈
{i ∪ Fi} on the joint rotation axis.
3.5.4 End-effector Forces and Torques
Contributions of contact wrenches F̄Ea, τ̄Ea a ∈ {l, r} on left and right arm end-effectors
to RHS of Kane’s equations is listed in (3.36)
q̇j F̄Ea · ∂v̄Ea∂q̇j + τ̄Ea ·
∂ω̄10a
∂q̇j
a ∈ {l, r}
ẋ F̄Ea · ī0
q̇i i ∈ F
0 i 6∈ {G10a ∪ 10a}(
r̄Ea/Oi × F̄Ea + τ̄Ea
)
· ēi i ∈ {G10a ∪ 10a}
(3.36)
The results in (3.36) follow from (3.28) applied to the following expression for end-effector
velocity, the details of which can be infered from the explanation for (3.30).






+ ω̄10a × r̄Ea/O10a a ∈ {l, r}
Physically the interpretation of (3.36) is that for ẋ, the exernal force is projected on ī0, and





















































r̄Gk/O1 ×mkāGk + JGkᾱk + ω̄k × JGkω̄k − r̄Gk/O1 ×mkḡ
)











r̄Gk/Oj ×mkāGk + JGkᾱk + ω̄k × JGkω̄k − r̄Gk/Oj ×mkḡ
)





r̄Ea/Oj × F̄Ea + τ̄Ea
)
· ēj
j ∈ F1 Body Link
Weights
(3.37)
Table 3.1: Equations of motion of the full dynamic model
the joint axis to evaluate the effects on the respective speed dynamics. This is applicable
to the link which is part of the chain in the antecedent link of the end-effector {G10a ∪
10a}. Define an indicator function Ij(a) as 1 if j ∈ {G10a ∪ 10a} and 0 otherwise. Then




r̄Ea/Oj × F̄Ea + τ̄Ea
)
· ēj .
The resulting full form that the dynamic model takes is listed in (3.37).
3.6 Zero Dynamics
Evaluating the dynamics equations (3.37) and assuming zero end-effector wrench, the re-
sulting dynamics can be written as:




A(q) ∈ R19×19 is the inertia matrix. C(q, q̇) ∈ R19×19 represents the Coriolis effects,
Q(q) ∈ R19×1 represents gravitational effects, Γ ∈ R18×1 is the vector of torques τj j ∈ F
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τ1 = −(τL + τR)
Γfric ∈ R19×1 represents the frictional effects. Note that both ẋ and q̇1 are actuated by
the same torque τ1. Eliminating this coupling torque from the two equations results in
zero dynamics of the system. Before we proceed to analyse the zero dynamics, we need
to find expressions for elements of inertia matrix A in the rows corresponding to ẋ and q̇1
equations, and also corresponding elements of Q vector.
3.6.1 Elements of Inertia Matrix A
Elements of A in (3.38) are coefficients of q̈j in (3.37). Since the terms in (3.37) are linear








q̈gēg + q̈kēk + η̄(q̇) (3.39)
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η̄ denotes a (vector) function of q̇j . Since (3.39) takes the same form as (3.27), the reasoning





q̈i i ∈ F
0 if k ∈ Gi




Using (3.18), it can be deduced that āGk k ∈ F0 can be expressed as






+ ᾱk × r̄Gk/Ok + η̄(q̇) (3.41)






q̈i i ∈ F
0 if k ∈ Gi
ēi × r̄Gk/Oi if k ∈ {i ∪ Fi}
(3.42)
Partial Derivatives of ẋ Equation in (3.37)
For ẋ equation in (3.37), the results are listed in (3.43). They inform us about the elements
of the row of inertia matrix corresponding to ẍ equation (first row of A). Following new
notations have been introduced in (3.43): Body mass M =
∑
k∈F0
mk and body CoM frame
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ax(qi) q̈i i ∈ F1






Results in (3.43) follow easily from (3.42), and from the triple product rule applied to last
three results. The expression in the general case of the last row applies as well to ψ̈ and
q̈1, but the explicit knowledge of ēi in both cases allows us to give a more simplified and
meaningful expression. Physically, for ẍ, the term represents that all masses in the system
have been added along with inertial effects of the wheel. For ψ̈ and q̈1, the terms represent
respectively the −y and z components of body’s first moment around wheel axis. If we
had a planar robot then ēi = j̄0 ∀i ∈ F1, allowing us to simplify the general expression
of the last row to the one for the planar case where Mi =
∑
k∈{i∪Fi}mk is the mass of








· k̄0 is z
component of its CoM in frame 0. The final term MiZcom(i) represents the first moment of
the articulated structure on joint i around wheel axis.
32
Partial Derivatives of q̇1 Equation in (3.37)
For q̇1 equation in (3.37), the results are listed in (3.45). They inform us about the elements
of the row of inertia matrix corresponding to q̈1 equation (third row of A). We denote with

























r̄Gk/O1 ×mk(k̄0 × r̄Gk/O1) + JGkk̄0
)
· j̄0
a(q1)(q1) q̈1 I Body Inertia




r̄Gk/O1 ×mk(ēi × r̄Gk/Oi) + JGkēi
)
· j̄0
= βi (3.46) Planar Case
(3.45)
The results in (3.45) follow easily from (3.40) and (3.42). Unsurprisingly, the term for a(q1)x
is the same as that for ax(q1), asA is supposed to be symmetric. Term for a(q1)(q1) is the total
body inertia around wheel axis (3.44). Other terms a(q1)(qi) i ∈ F represent coupled inertial
effects accounting for the inertial torque about wheel axis j̄0 as the articulated structure on
ith joint accelerates around ēi. If we had a planar robot then ēi = j̄0 ∀i ∈ F1, allowing us
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+mk(r̄Gk/O1 · ī0)(r̄Gk/Oi · ī0) +mk(r̄Gk/O1 · k̄0)(r̄Gk/Oi · k̄0)
]
(3.46)
3.6.2 Components of Gravitational Vector Q
To derive the zero dynamics, we are interested in Qx and Qq1, the elements of Q vector in
(3.38). Since gravitational forces have no contribution in ẋ equation in (3.37),
Qx = 0
As for Qq1, we evaluate the gravity terms in q̇1 equation in (3.37) by making use of ḡ =
























where we used Xcom to define the x component of body’s CoM in frame 0. Physically,
(3.47) is representing the weight torque of the full body around wheel axis.
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3.6.3 Zero Dynamics
We find the zero dynamics of the robot by eliminating τ1 from the ẋ and q̇1 equations in the






























are the first two rows of inertia matrix A. We also















are the first two elements of C ′ and Q
respectively. Here we have lumped together Coriolis and frictional effects into C ′ matrix
as
























































−MgXcom = 0 (3.50)
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−MgXcom = 0 (3.52)
3.7 Simplified Model
For high-level controller, we propose to represent the full robot as a Wheeled Inverted
Pendulum Model (WIPM)—a one-link robot of equivalent inertial properties dynamically
balancing itself on the wheel. Results from Kane’s analysis can help us quickly derive its
model. We use θ to represent the pitch of the link. For the full robot, θ is the angular
















r̄G1/O0 = Xcomī0 + Zcomk̄0
JG1 = I −M(X2com + Z2com)






















MZcomẍ+ Iθ̈ −MXcomg= τ1
(3.55)












+ (MZcom + I) θ̈
+RMXcomθ̇
2 −MgXcom = 0 (3.56)
3.8 Conclusion
In this material, we evaluated the dynamic model of a typical WIP humanoid. We used
Kane’s formulation for the task because of the use of quasi-velocity in our generalized
velocity set that prevents us from using Lagrange formulation. The dynamic model can be
used in designing of control systems and simulation of the robot. An accurate simulation
will require a few steps that are not performed in this report: The accurate estimation
of masses, center of masses, and inertial parameters of each link, accurate modeling of the
current-torque relationship of the joint motors (prior experience tells us that the relationship
is highly non-linear) and the role of friction in the dynamic model. These are challenging





In this chapter, we propose a method to isolate the manipulator/body dynamics from wheel
dynamics such that existing techniques for full-body control of humanoids are applicable.
We consider the case in which the base link is not passive, in that, the reaction of the
torque driving the wheels is acting on the base link. This special feature of WIP dynam-
ics challenges the straightforward application of existing whole-body control techniques,
compared to fully actuated, constrained, or under-actuated systems with no DOFs sharing
the actuators. A side-effect of isolating manipulator dynamics is the resulting asymmetry
of the inertia matrix restricting full use of operational space tools. This is addressed by
presenting a coordinate transformation that transforms the inertia matrix into a symmetric
one. We present a detailed adaptation of [1] to control the transformed system. The adap-
tation of [2] is also briefly discussed. In the next chapter, the wheel dynamics is derived
as a function of manipulator joint accelerations so that horizontal motion of the robot can
be planned as a high-level task to be executed by the full-body controller, developed in this
chapter. Simulation results are presented on a five degree of freedom planar robot having a
4-DOF serial arm mounted on wheels.
4.1 Dynamic Model of the Planar Case
As discussed earlier, the spin motion of the robot is not the main source of complexity in
WIP dynamics so we will limit our discussion to the planar case (Figure 4.1). Extending
this theory for the full 3D model will be part of our future work. Ignoring thus the spin













A ∈ R(n+1)×(n+1) is the inertia matrix. C ∈ R(n+1)×(n+1) represents the Coriolis effects,




is the vector of torques
acting on each joint and Γfric ∈ R(n+1)×1 represents the frictional effects. Note that both ẋ
and q̇1 are actuated by the same torque τ1. This is the characteristic that makes the control
of this system interesting.
4.2 Isolating Manipulator Dynamics
The key idea is to isolate the q̇ dynamics by eliminating ẋ. This is achieved by first left-
multiplying eq. (3.38) with A−1.
ẍ
q̈







It is important to now define the blocks in the inverted matrix that affect the two sub-














axx − aTxqA−1qq axq
, (4.3)






















































q̈ + Āq(−C ′ +Q) = A−1Γ (4.10)

















⇒ A−1 = Āqq + B̄ (4.11)






. Now left-multiplying eq. (4.10)
with A gives us:
Aq̈ + P (−C ′ +Q) = Γ (4.12)
where P = AĀq. Eq. (4.12) represents the q̇ dynamics on which whole-body control
techniques are now applicable. A represents the new inertia matrix. Note that we only
have the expression for its inverse so far. We can use that, and the fact that rank(B̄) = 1,











= (I − βB)A∗qq (4.13)
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P = AĀq














qq defined in (4.3)






















axq1 = first element of axq
Note that we have derived the expressions for both matrices in terms of the elements of
original inertia matrix A so that there is no need for inverting the matrix to find the new
matrices. Also, note that the new inertia matrix A is not symmetric due to the addition of
the non-symmetric matrix βBA∗qq to an otherwise symmetric matrix A
∗
qq. This asymmetry
introduced into the inertia matrix of the new dynamics proves to be a limitation for multi-
level task prioritization scheme in operational space control. We will illustrate this in the
subsequent sections.
4.3 Operational Space Control And Task Prioritization
Given a fully actuated system of the form
Mq̈ + h = Γ (4.15)
where M is the inertia matrix and h is the lumpsum effect of the Coriolis, gravitational
and friction forces, we can control dynamics of a certain task in operational space xt by
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defining the control law in terms of task-specific forces Ft acting in operational space [25].
The method to deduce these forces is to replace Γ with JTt Ft and left-multiplying eq. (4.15)
with JtM−1 resulting in the following operational space dynamics
ẍt − J̇tq̇ + JtM−1h = JtM−1JTt Ft




+ J̄Tt h (4.16)





)−1 and J̄t = M−1JTt Λt are respectively the dynamically consistent task
inertia matrix and task Jacobian pseudo-inverse.
Using ẍreft in place of ẍt in eq. (4.16), the resulting Ft can be used in the following
control law to give the linearized dynamics ẍt = ẍ
ref
t .
Γ = JTt Ft︸ ︷︷ ︸
Γt
+NTt Γo (4.17)
where Nt = I − J̄tJt is the null-matrix of the Jacobian, due to the useful property of
JtNt = 0, and Γ0 is any arbitrary control that has no effect on the task dynamics ẍt.
This can be easily verified by left-multiplying (4.15)—using Γ from (4.17)—with JtM−1.
We see that Γ0 vanishes, implying it has no effect of ẍt. This then allows us to use a
prioritization scheme [1, Chapter-3] such that we can subject a lower-priority task xl (such
as posture control) to the constraints of a higher-priority task (such as balancing). This is
achieved by using Γ0 = JTl Fl|t in (4.17), substituting the resulting Γ in (4.15) and then
left-multiplying (4.15) with JlM−1. This results in

























Here the original expressions obtained from the equation have been transformed to a form
consistent with the forms of Λt and J̄t expressions by using the following property of the
null-matrix [1, Chapter-3].
NtM
−1 = M−1NTt = NtM
−1NTt (4.21)
Now using ẍrefl in place of ẍl in (4.18), the resulting Fl|t can be used in the following
control law to obtain linearized system ẍl = ẍ
ref
l
Γ = Γt + Γl|t
= JTt Ft + J
T
l|tFl|t (4.22)
If we want further prioritization, we will need to design that controller in the null-space
of both tasks considered thus far. This is achieved using the following control law [1,
Chapter-3]:








where Nl|t = I − J̄l|tJl|t and Γo is any arbitrary input neither affecting ẍt nor ẍl dy-
namics. Note that this works only because NTt N
T
l|t possesses the important property of
commutation. This helps us prove nullification by this product of both JtM−1 and JlM−1
hence nullifying the effects of lower priority controllers Γo. It is important also to note that
the proof of this commutation again uses property (4.21).
4.3.1 Limitation Due To Asymmetric Inertia Matrix
Now coming back to the system of equations we developed in (4.12)
Aq̈ + P (−C ′ +Q) = Γ
This system differs from the fully actuated system discussed in the last subsection in only
one respect. The inertia matrix is not symmetric. If we follow the steps discussed in the
preceding subsection to implement the null space control, we observe that the xt control
(4.17) and xl control (4.22) (of one level of priority) will work by replacing M with A and
h with P (−C ′ +Q) wherever necessary, and the following definitions:
Λt = (JtA−1JTt )−1 ΛTt = (JtA−TJTt )−1
J̄t = A−TJTt ΛTt J̄Tt = ΛtJtA−1
Λl|t = (JlA−1JTl|t)−1 Λl|t 6= (Jl|tA−1JTl|t)−1
J̄l|t = A−TJTl (Jl|tA−TJTl )−1 J̄l|t 6= A−1JTl|tΛl|t
= A−TJTl ΛTl|t
It is important to note that the dynamically consistent task inertia matrix is not symmetric
and so its transpose has to be evaluated with the specific transposes as defined above. Also,
the inertia matrix Λl|t and pseudo-inverse J̄l|t of the lower priority task can no longer be
brought to forms similar to the forms presented in eqs. (4.19) as the property (4.21) on
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which the specific transformation relied on, no longer holds. And this leads to the most
important limitation of the lack of symmetry, which is, that prioritization fails at lower
levels. Only one level of prioritization works. The control law (4.23) will not work for
higher levels of prioritization because the commutation property of NTt N
T
l|t no longer holds
due again to its dependence on the validity of property (4.21), that is not there due to A
being asymmetric.
4.3.2 Coordinate Transformation To Symmetric Inertia Matrix
We now present a coordinate transformation such that the inertia matrix of the transformed
system is symmetric. More specifically, given the form of A we choose the new matrix to
be A∗qq. So we define a coordinate transformation q̇
∗ = J∗q̇ such that
Aq̈ = A∗qq q̈∗ + S (4.24)
Where S is a residual term to be found. Given the definition above, we can determine
expressions for J∗, J∗−1 and S as follows. We have that,
q̇∗ = J∗q̇











∗ + S (4.26)
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By comparing the terms on both sides, we get
AJ∗−1 = A∗qq (4.27)
S = −AJ∗−1J̇∗q̇
= −A∗qqJ̇∗q̇ (4.28)
Eq. (4.24) therefore becomes
Aq̈ = A∗qq q̈∗ − A∗qqJ̇∗q̇ (4.29)
Using (4.27) we can find expressions for J∗ and J∗−1 as follows
J∗−1 = A−1A∗qq
= (Āqq + B̄)A
∗
qq
= I + B̄A∗qq
J∗ = A∗−1qq A
= A∗−1qq (I − βB)A∗qq
= I − βA∗−1qq BA∗qq
where we have utilized eqs. (4.3), (4.11) and (4.13) for simplifications. Finally, the original
dynamical equation (4.12) becomes
A∗qq q̈
∗ − A∗qqJ̇∗q̇ + P (−C ′ +Q) = Γ (4.30)
This equation represents the dynamics of the new coordinates q̈∗. The inertia matrix in
this dynamic system is symmetric and we can therefore leverage the full potential of the
operational space tools presented in preceding subsections.
If we wish to apply operational space control on this system, we will need task Jaco-













⇒ J∗t = JtJ∗−1 (4.31)
So, given task Jacobian with respect to the original coordinates, we can use J∗−1 to find the
Jacobian with respect to the new coordinates using eq. (4.31).
4.4 Optimization Based Control
As mentioned in Chapter 2, using inverse dynamics (ID) and inverse kinematics (IK) as
constraints for optimization programs minimizing a single-step cost set up to perform a
desired task in the operational space, has gained popularity recently for whole-body control.
We prefer the work of [2] because it offers flexibility in terms of incorporating constraints
such as joint, position and torque limits, obstacle avoidance and allows prioritization among
tasks. The minimization variables X are joint torques, accelerations, speeds or contact
wrenches. Dynamics are linear in joint accelerations. Similarly, kinematics are linear in
joint speeds. The optimization program is set up as a quadratic cost as follows:
0.5X>GX + g>X
s.t CEX + cE = 0
CIX + cI ≤ 0
The cost function takes the form 0.5 ‖PX − b‖2 soG = P>P and g = −P>b. An example
of cost function designed to perform task xt will have X = q̈, P = Jt, b = ẍ∗t − J̇tq̇ and
ẍ∗t = Kp(x
ref
t − xt) + Kd(ẋ
ref
t − ẋt) + ẍ
ref
t . The dynamics of manipulator (4.12) will be
used as the equality constraint for solving the ID. This are quadratic programming problems
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efficiently solved using many available software.
















A set of desirable robot behaviors are specified via this cost function as per the goal
of the high level controller with penalties for deviation of the robot from these desired
behaviors [2].
4.5 Simulation Results
Figure 4.2: Plots of y-coordinate of the end-effector (yee), x-coordinate of the end-effector
(xee), x-coordinate of the center of mass (xcom), horizontal position of the robot (x), and
manipulator joint angles (q1, ..., q4)
We tested our method on a 5-DOF planar robot. The parameters used for the simulation
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Table 4.1: Parameters used for simulation
Parameters Symbols Values Units Parameters Symbols Values Units
Wheel Radius R 25 cm Link center of masses c1 7.6 cm
Wheel mass mw 0.51 kg (assumed to be along c2 8.1 cm
Wheel inertia Jw 5.1× 10−3 kgm2 the length) c3 15 cm
Link lengths L1 42.4 cm c4 15 cm
L2 60 cm Link viscous friction µ1 15
L3 25 cm coefficients µ2 15
L4 25 cm µ3 15
Link masses m1 75.7 kg µ4 15
m2 14 kg xcom gains Kpcom 0.1
m3 42 kg Kvcom 0.1
m4 14 kg ree gains Kpee 100I2
Link inertias J1 75× 10−1 kgm2 Kvee 100I2
J2 14× 10−1 kgm2 x gains Kpx 0
J3 42× 10−1 kgm2 Kvx 10
J4 14× 10−1 kgm2
are listed down in Table 4.1. We controlled the motion of the end-effector to follow a
trajectory while the robot maintains balance and the wheels stay at rest. We set the initial
conditions to be q(0+) =
[
−0.8157 1.4696 0.5505 −0.8514
]
radians, and the values
of x(0+), ẋ(0+), q̇(0+) were all set to zero. We controlled xrefcom = 0 as the highest-priority





T = [xinitee , y
init
ee + 5sin(2πt/8)]
T cm as the
secondary task, horizontal position xref = 0 as the third priority task. Each linearized task
input ẍreft was chosen to be:
ẍreft = −Ktp(xt − x
ref
t )−Ktv(ẋt − ẋ
ref
t )
The desired speeds ẋreft for each task were chosen to be zero, except for yrefee which was
chosen to be the derivative of the sinusoidal reference trajectory. Figure 4.2 shows the result
of simulation. We note that the end-effector follows the desired trajectory accurately as it
maintains balance and its wheels stay at rest. The errors in xee, xcom and x are negligible.
The last plot (q1, ..., q4) shows that that all joints move, meaning the entire body participates
in the task. A link to the simulation of the full robot can be found in [68].
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4.6 Conclusion
We have presented a framework for whole-body control of a wheeled-inverted pendulum
humanoid. Our primary contribution is to implement operational space control techniques
on a class of under-actuated systems in which multiple degrees of freedom share the same
actuator. We have considered the planar WIP robot dynamics in our analysis, but we believe
the results can be extended to the 3D robot dynamics with a similar approach.
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CHAPTER 5
HIGH-LEVEL CONTROLLER FOR CENTER OF MASS TRAJECTORY
In this chapter, we present a method to control the forward motion of WIP Humanoids. In
the previous chapter, we isolated the manipulator/body dynamics from wheel dynamics and
presented methods to control the former to achieve tasks such as end-effector motion and
controlling body center of mass (CoM). As previously noted, wheel motor torque is also
driving the base link. Full-body controller, proposed in the previous chapter, utilizes this
torque to directly control only the upper body motions ignoring the wheel dynamics that
result from it. This is the zero dynamics of the system. The high-level controller proposed
in this chapter therefore control the wheels by planning for body motions. Specifically,
since the dominant component in the zero dynamics is the torque due to body weight, we
will plan for body center of mass to achieve the desired motion of the wheels.
Once the zero dynamics is derived, the problem reduces to one of determining the tra-
jectory for body links that tracks a desired horizontal motion of the wheels. This can be set
up as a simple trajectory optimization problem where a quadratic cost in terms of tracking
error is to be minimized. But this control trajectory will be “open loop”, having no “policy”
in place if the system suffers deviation from optimal path due to disturbances or unmodeled
dynamics. The robust version of this problem is referred as optimal control. Optimal con-
trol, not only gives us a control trajectory but also a feedback law that determines control
sequence as a function of the current state. Hence, the system knows what to do at any
given state to reach to the destination optimally. Dynamic Programming is a method that
utilizes Bellman equation to find such a control policy. However, it suffers from what Bell-
man termed as “the curse of dimensionality”. The storage requirements grow exponentially
with the number of states, and thus approximate methods have to be utilized to solve for
systems with more than a few states. Differential Dynamic Programming (DDP) [69] is a
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solution to the curse of dimensionality, in that it approximates the value function (optimal
cost as a function of initial state) as a second order function around the optimal trajectory
and hence gives a control policy for deviation of the state. The storage requirement in this
method grows only linearly with the states.
5.1 Simplified Model
The high-level planner we propose sees the robot as a simplified model that approximates
the overall dynamics. This approach is similar to [2], where they approximate the bipedal
humanoid with a Linear Inverted Pendulum Model (LIPM). We propose to use a Wheeled
Inverted Pendulum Model (WIPM). Again, we will restrict our analysis to the planar case
and leave its extension to 3D case as part of future work. The WIPM is a one-link robot
dynamically balancing itself on the wheel (Figure 5.1). The results from Kane’s analysis
can help us quickly derive its model. We use θ to represent the pitch of the link. For the
full robot, θ is the angular position of the body center of mass. Using Equations 3.6 and









r̄G1 ×MāG1 + JG1ᾱ1 + ω̄1 × (JG1ω̄1)
)
· j̄o= τ1 + (r̄G1 ×Mḡ) · j̄o


















2 = −τ1 (5.1)
MZcomẍ+ (I +ML
2)θ̈ −MXcomg = τ1 (5.2)




com. Also Xcom = L sin θ and Zcom = L cos θ
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Figure 5.1: Wheeled Inverted Pendulum Model
5.2 Trajectory Planning on Simplified Model
The method in Chapter 4 can be used to control θ in the simplified model using τ1. What
we are interested in here is to control the horizontal motion ẋ using θ. So we plan for a
trajectory of θ in order to control ẋ. Eliminating τ1 from (5.1) and (5.2) gives us the zero



















Dividing both sides of the equation with ML, we get:
(α + cos θ) ẍ+ (β + cos θ) θ̈ = g sin θ −R sin θθ̇2 (5.4)

















g sin θ−R sin θθ̇2−(β+cos θ)u
α+cos θ

= f(X, u) (5.5)








(X(t)−Xref (t))>G(X(t)−Xref (t)) + gu2(t)dt (5.6)
where Xref (t) = [0 0 xref (t) ẋref (t)]> and G, g represent penalty weights. Then the
Hamiltonian H(X, u, VX) = L(X, u) + 〈VX , f(X, u)〉. We solve for minimization of V in
a receding horizon fashion under the constraint (5.5) using DDP.
5.2.1 Computational Procedure
DDP is an iterative procedure requiring an initial control trajectory ū(t). We utilize LQR
on a linearized model of (5.5) to obtain ū(t). The iterations are as follows [69]:
• Use u(t) in (5.5) to get corresponding state trajectory X(t) cost V (X0)
• Backward Pass: Using boundary conditions a(tf ) = 0, VX(tf ) = 0 and VXX(tf ) =
0, integrate backward in time
−ȧ = H −H(X, u, VX)
−V̇X = HX +K>Hu + VXX
(
f − f(X, u)
)




VXX(f − f(X, u)) +
1
2
(f − f(X, u))>VXX (5.7)
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all quantities are evaluated at X̄ and u∗ unless otherwise stated. u∗ and K are ob-
tained by minimizing H wrt u at every step as follows
u∗ = u+ δu∗ (5.8)
δu∗ = argmin
δu
H(X, u+ δu, VX) (5.9)
K = −H−1uu (HuX + f>u VXX) (5.10)






(X + δX) = f(X + δX, u∗ +KδX)
X(to) + δX(to) = Xo ⇒ δX(to) = 0
Resulting in a new trajectory X(t) and corresponding cost V (X0)
• Repeat the process until convergence of cost
The process results in an optimal control trajectory u∗(t) and state trajectory X∗(t).
The control policy to be applied is
u(t) = u∗(t) +K(t)(X(t)−X∗(t))
5.3 Zero Dynamics of the Full Robot
We have laid down the method to plan trajectory for the approximated model. Now we
investigate how the effect of unmodeled dynamics can be minimized. For that we derive
here the zero dynamics of the full model. We find that by eliminating τ1 from the ẋ and q̇1
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are the first two elements
of C ′ and Q respectively. Eliminating τ1 from the two equations results in

















































−MgXcom = 0 (5.12)
where
M is full body mass
I is full body inertia around wheel axis
Xcom, Zcom are coordinates of body CoM
L =
√
Xcom2 + Z2com is CoM distance from wheel axis
Mj is the sum of masses of all links antecedent to link j − 1
Zcom(j) is the CoM of the system of links antecedent to link j − 1 expressed in frame R0
Ij is the sum of inertia of all links antecedent to link j − 1 about their respective CoMs
βj =
∑n
i=jmir̄Gi/Oj · r̄Gi/O1 are terms when added to Ij evaluates to inertia about O0
(parallel axis theorem)
Note that in deriving (3.50), we have utilized expressions for axx, axq1 ,axq, aqq1 , Qx and
Qq1 determined from the Kane’s equations and ignoring the third dimension. Note also that
if quasi-static motions are assumed for upper body (q̈ = q̇ = 0) then the only term driving
ẋ motion is the torque due to body weight MgXcom.
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Zero dynamics of the simplified model are given in (3.56). Comparing with (3.50), we
note that the two models have a one-to-one correspondence. The difference arises only
because of θ̇ dynamics approximating the dynamics of the entire upper body. To analyse
















































−Xcom(q) −Xcom(2)(q) · · · −Xcom(n)(q)
)
.




from the the zero dynamics of both models, the difference between the two dynamics is













Note that the sum only involves q̈j for j = 2 · · ·n. This is because the inertial effects around
joint 1 are perfectly modeled by the simplified model and cancel out when evaluating the
difference. These effects are only as large as the accelerations of individual joints, and
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their effect is less significant compared to the effect of the torque due to body weight. The
latter is perfectly modeled by the approximate model. In order to minimize the effect of
these unmodeled dynamics in the DDP, we can add a constraint in the quadratic program
for upper body control to keep the expression (5.13) equal to zero. This will ensure that the
optimal control trajectory determined by DDP for the approximate model remains valid for
the full model.
5.4 Receding Horizon Control
To close the loop for dealing with deviations from optimal path due unmodeled dynamics,
we perform model predictive control (MPC) at sampling intervals Ts for a short horizon
tH = NTs. MPC performs trajectory optimization on a continuous basis over tH on an
updated version of the simplified model (using the most recent θ dynamics and body mo-
ments), and its first control value is used as the reference for full-body control QPs over the
next sampling period Ts.
We use differential dynamic programming (DDP) for trajectory optimization over the
full horizon, as well as, optimization in every MPC iteration over the smaller horizon tH .
See [69] for the historical presentation and [70] for a modern treatment of DDP. It was de-
veloped as an approximate dynamic programming method to deal with the curse of dimen-
sionality of the original dynamic programming approach proposed by Bellman. It works
by iterating a forward pass on the discrete dynamics, followed by a backward pass which
compute a local solution to the optimization problem using a quadratic Taylor expansion.
Due to its fast convergence owing to second-order expansion of the value function, this
method is gaining popularity in robotic applications.
Assuming small time-step ∆t the discretized dynamics of the system are
Xi+1 = Xi + ∆tfc(Xi, ui) = f(Xi, ui).
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Given a desired goal position Xref =
[




0 0 xref 0
]>
for
a given final time tf , define a one step cost
Lddpi = (Xi −Xref )>Gddp(Xi −Xref ) + gddpu2i ,
where Gddp and gddp are weights penalizing state deviation and control effort respectively.
Then DDP can be used to generate a reference trajectory . This trajectory will be generated
over the full horizon tf (or Ntraj = tf/∆t steps), using the simplified model parameters
λ(q) at the initial state q(0). Once we have the trajectory,
X traj(i) =
[
θtraj(i) θ̇traj(i) xtraj(i) ẋtraj(i)
]>
, it will be used as a time-varying reference for a receding horizong controller (or model
predictive controller MPC) with a smaller horizon tH (or steps N = tH/∆t) to gener-
ate closed loop control. Here the parameters of the simplified model λ(q) will be up-




>Gmpc(Xi−X traji )+gmpcu2i , the MPC scheme will generate a control
sequence for the horizon tH by minimizing the cost over the horizon tH . The first step of
this control trajectory (θ̈ref ) will be used as reference target for the low-level controller.
The low-level controller will determine torques of all joints by minimizing a single step
cost using quadratic programming as described earlier. This enables full-body participa-
tion in locomotion along with performing other manipulation tasks, such as end-effecotr
orientation or gaze control.
5.5 Algorithm
Algorithm 1 summarizes the whole-body control scheme in algorithmic form.
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Algorithm 1 Algorithmic description of the hierarchical whole-body control scheme
Input: full horizon tf , receding horizon tH << tf
Initial state of the simplified model X(0) = O4×1,
Goal state of the simplified model X(tf ) =
[
0 0 xref 0
]>,
Set of other task-space objectives to be fulfilled xreftasks (e.g. end-effector posi-
tion/orientation control, regulation etc.)
Output: Body torques Γ(t) for each time-step through the full horizon
1: Ntraj ← tf/∆t
2: N ← tH/∆t
3: Generate reference trajectory X traj = {X traji }, utraj = {u
traj
i }, i = 1, ..., Ntraj using
DDP





s.t. Xi+1 = f(Xi, ui)
4: for i = 1 to Ntraj do
5: Update pose-dependent model parameters λ(q) of the simplified model f(.)
6: Find trajectories over the short horizonXref = {Xrefj }, uref = {u
ref
j }, j = i, ..., i+
N





s.t. Xj+1 = f(Xj, uj)
7: Use first control value uref (i) = θ̈ref as reference input for full-body controller
(FBC) executed during the next sampling period ∆t that will compute all joint
torques by solving QPs




In this chapter we proposed a high-level controller that generates a target trajectory for
the Center of Mass to be tracked by the full-body controller presented in the previous
chapter in order to control the horizontal motion of the robot. In order to deal with the
curse of dimensionality in dynamic programming we planned our motion for a model that
approximates the full robot as a one-link wheeled inverted pendulum. This will ensure
that the computation is fast if implemented online in a receding horizon fashion. We also
developed closed form expressions for the effects of unmodeled dynamics. These effects
can thus be minimized by augmenting the unmodeled effects as constraints in the quadratic




We applied the presented techniques in three stages. Firstly, a 7-DOF planar WIP robot was
modeled using MATLAB and the proposed techniques were implemented in MATLAB
to control that model. Secondly, in order to demonstrate the approach on the simulation
of the full model, we used off-the-shelf simulation tool, DART, which uses state-of-the-
art dynamics algorithm based on Featherstone’s techniques to model dynamics of highly
articulated structures. Finally, we re-implemented the logic for final deployment on the
hardware using for the software architecture described in the previous chapter.
6.1 Planar Robot
We applied the presented approach on a 7-DOF planar robot i.e., a six-link serial struc-
ture with wheels. Parameters used for the simulation are listed in supplementary mate-
rial. These parameters are chosen to approximate the physical parameters of system in
consideration (see Figure 3.1). Exception is friction parameters where we chose to omit
the coloumb component and used only an arbitrary coefficient for kinetic friction. The
task performed is to move the robot to a target location, x = 5 meters, while main-
taining the position and orientation of the end-effector. Initial values for the state are[
x(0) q(0)> ẋ(0) q̇(0)>
]>
= [ 0 −18.6◦ 56.2◦ 138.7◦ −21.2◦ −21.2◦ −21.2◦ O1×7 ]>. Then, the
initial state for the simplified model
[
θ(0) θ̇(0) x(0) ẋ(0)
]>
= O4×1.
For trajectory generation using DDP, typically, a small penalty is assigned for each step
and a large penalty is assigned for the terminal step. We have used a similar scheme. In
our experiments, it turns out that for robots with large masses, a higher weight needs to
be assigned to the pendulum angle θ(t). This ensures that the trajectory generated remains
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(a) Simplified model reference and state trajectories (first 5 plots). The last plot shows the resulting
joint torques for t ∈ (0, 4) seconds.
(b) Snapshot of the robot at various time instances during execution
Figure 6.1: Simulation results on a planar 7-DOF WIP humanoid
well within the stable region thus ensuring that the closed loop control (MPC) remains
stable during execution. Note that MPC will not follow the trajectory generated by DDP
exactly owing to the disturbances caused by full robot dynamics that were ignored in DDP.
This means that θ may overshoot beyond the reference trajectory generated by DDP during
execution. If θ was barely held within stable region, this may lead the full model to go
unstable.
For MPC, a horizon of 1 sec is used for each optimization step. A higher step cost
is assigned to positions (x(t) and θ(t)) compared to speeds (ẋ(t) and θ̇(t)). This ensures
that there is no error is final position of the robot and that pendulum angle stays within
stable region. It is not as critical to accurately follow the reference speeds. In order to
prevent the robot from overshooting in position i.e., going beyond the target 5 meters, we
have assigned a very high weight (107) if x > 5 both in DDP and MPC. We have also
used terminal weights for the MPC scheme, as they provide better tracking and stability
performance. Terminal weights assign a high cost to the deviation of state at the end of the
horizon at each control iteration. Final time tf = 20 sec is used in the DDP to generate the
results shown here. However the task was completed in 7.5 sec.
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−wθ(J̇θq̇ − θ̈ref )
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For each task xt ∈ {θ, ree, φee} the reference acceleration ẍreft appears in the defintion of b
and is defined as
ẍreft = ẍ
d −Kp(xt − xdt )−Kv(ẋt − ẋdt )
The values of weights w and PD gains (Kp and Kv) used for the simulation are listed
in the supplementary material. Desired position and orientation of the end-effector (rdee
and φdee) were set to their values at initial time. And the desired speeds and accelerations
were set to zero. For pendulum angle θ, the desired position and speed (θd and θ̇d) come
from the trajectory generated by DDP, while the desired acceleration θ̈d is the control input
determined by the MPC iteration. These reference values from DDP/MPC are used for
the remaining sampling period (0.01 sec). During this period ode45 is used with full-body
control QPs to simulate the behavior of the full robot.
Figure 6.3 shows the reference trajectory determined by DDP on the simplified model,
and the state of the simplified model that results by applying the MPC control values on
the full model. We see that the state follows the reference trajectory very closely with dis-
turbances occuring during fast transitions owing to the disturbances caused by unmodeled
full body dynamics. Also the last plot to the right is the plot of all joint torques. It is clear
that the entire body is participating in performing the three tasks.
Snapshots of the full body at 8 different instances during execution are shown in figure
6.1b. For each snapshot, the pose of the body during five recent instances are also shown
using shaded lines, to visualize the speeds of the bodies. The blue circle represents the
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Figure 6.2: Krang in its balanced pose carrying a cup on a tray
CoM of the robot. And the red line represents an object that is attached to the last link at
a fixed orientation. We see that the whole body is participating in manipulating the CoM
to fulfill position objectives, while maintaining the orientation and position of the object
attached to the end-effector.
6.2 3D Simulation of the Full Robot
The platform, Golem Krang (Fig 6.2), is equipped with an on-board computer, and precise
position encoders for all joints. Real-time sensing and control is possible with many ded-
icated CAN-based physical interfaces, and the real-time operating system installed on the
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Table 6.1: Simulation Parameters
Parameters Values Units
Dynamic Model Parameters:
Wheel mass 0.51 kg
Wheel radius 25 cm
Wheel inertia 0.0051 kg-m2
Link lengths 36, 66, 31, 25, 10, 10 cm
Link masses 75, 24, 6.3, 3.8, 2.6, 2.3 kg
Link inertias
2.5, 2.7, 0.16, 0.062,
0.0073, 0.0063 kg-m
2
Link CoMs (assumed along
link length) 18, 33, 16, 13, 5.2 , 5.2 cm
Link viscous friction
coefficients 15, 15, 15, 15, 15, 15
High-Level Controller Parameters:
Sampling Time for DDP/MPC 0.01 sec






























Control (w, Kp, Kv)
1, 100, 100
Regulator (w, Kv) 0.1, 10
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computer. For inter-process communication (IPC) among sensing/control and application
processes with real-time guarantees, ACH [71] is used as the underlying framework. The
lower body of Krang is very heavy (∼ 100 kg), making it suitable to perform dynamic tasks
by manipulating its weight torque intelligently. These characteristics make this platform
especially suited for trying out the various ideas for dynamic control of complex systems
discussed earlier. This section is divided into two subsections. We first discuss results
from the simulation-based investigations of model-based control that are geared specifi-
cally to overcome various challenges in implementing model-based hierarchical control on
this platform. Secondly, we discuss our result on semi-parametric learning and control of a
7DOF arm of this robot in simulation.
6.2.1 Model-Based Hierarchical Control
A verification of the hierarchical control approach for whole-body control of Krang was
done using DART simulation of Krang. Parameters for the model were chosen to reflect
properties of the physical system. A simulation video is provided in the supplementary
material 1.
Figure 6.3 shows the reference trajectory determined by DDP on the simplified model,
and the state of the simplified model that results by applying the receding horizon control in
a closed-loop manner on the simplified model. The control and state trajectories produced
by this high-level controller are used as references for the low-level controller, which is
also responsible for controlling the position and orientation of the end-effector. We see that
the state follows the reference trajectory very closely with disturbances occurring during
fast transitions owing to the disturbances caused by unmodeled full body dynamics (i.e.
not modeled by the simplified model used by the high-level controller). Also, the last plot
to the right is the plot of six joint torques from the full body. It is clear that the entire body
is participating in performing the three tasks.
1Visit https://vimeo.com/user90167025/review/292912849/f662c39b8f
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Snapshots of the full body at 4 instances during execution are shown in Figure 6.4. Fig
6.4A shows the perspective and side views of the case when we perform ID based low-level
control for the full body. This control assumes perfect knowledge of model parameters.
And it shows that the hierarchical controller is able to perform unified control of locomotion
and manipulation. This is demonstrated by the cup on the tray carried by the arms. If we
turn off whole-body control and perform simple locomotion task on the simplified model,
the cup ends up falling. This is due to the changes in pitch of the body affecting the
orientation of the end-effector. This however is prevented when the control is unified as
shown in the figure.
In order to perform this experiment on the hardware, we needed to verify two more
cases in simulation. The waist joint on the robot supports the bulk of weight of the up-
per body, and should not be unlocked after reaching the desired height. We investigated
in simulation if it is necessary to unlock this joint to perform the tray-carrying task. We
achieved control of simulated robot with a locked waist joint, by (a) excluding waist joint
acceleration in the vector of decision variables for QP-based optimization in the low-level
controller, and (b) deleting the columns and rows in the various Jacobian-based cost func-
tions [72], and EOMs for ID that correspond to the waist joint. Fig 6.4B shows the results.
We see that when the waist is unable to lift the upper body to satisfy unified objectives, the
base joint has to tilt the body a lot more to ensure CoM targets are being followed as the
arms are busy in maintaining tray orientation.
A third point of investigation before hardware experiments could begin is the use of
IK for control of the arms. This allows us to relax the assumption of perfect knowledge
of system parameters, as kinematic references are followed by joint level PID controllers.
Fig 6.4C shows the result. Again the waist joint is locked in this formulation. A key point
to note for IK is that the robot joints are all harmonic drives with the effect of frictions
much more significant than other dynamic effects. We reflected this fact in choosing our
simulation frictions. In our experience, IK is a lot easier to perform in the presence of high
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Figure 6.3: Simplified model reference and state trajectories (first 5 plots). The last plot
shows the resulting joint torques for t ∈ (0, 4) seconds.
viscous frictions, as the frictions are helpful in stabilizing the system around any config-
uration. This however is not the case for base, waist and torso joints. This is due to the
inertial and gravitational effects of the articulated structures mounted on these three joints
far outweigh the respective frictions on these joints. Therefore the use of ID-based con-
trol for these joints is indispensable. In the absence of perfect system knowledge, learning
based approaches discussed above have to be utilized.
6.2.2 Semi-Parametric Learning On Krang’s Arm
To verify the semi-parametric based approach on low-level controller, we first implement
it on one of the serial manipulators on Krang. This is a necessary investigation before
deploying the framework on the whole system. Non-linear error terms were included in the
dynamics with the objective of GP capturing such dynamics. We successfully implemented
it and verified it in simulation.
The experimental pipeline in performing the semi-parametric based approach incorpo-
rated the following steps: follow reference trajectory in operation space and collect train-
ing/testing datasets, compute hyper-parameters from training set, and perform online con-
trol.
The point cloud of end-effector positions are shown in Figure 6.5. Hyper-parameters
were determined based on minimizing the log-marginal likelihood and online control is
performed on test trajectory. The computation time for performing online control was of
the order 5 ∼ 12 milliseconds per query point. The performance of GP-based torque com-
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Figure 6.4: Whole-body control of Krang unifying locomotion with end-effector orienta-
tion control to carry a tray with a cup. MPC based high-level controller in all cases. A) ID
based low-level controller B) Same as A with locked waist joint. C) Low-level controller
with IK based arm control and ID based lower body control (locked waist joint).
putation outperformed purely parametric based rigid-body dynamics torque computations
as shown in Figure 6.6. Joint 7 is not included because we are not interested in performing
learning on this joint due to its relative ease of control through feedback controller. In the
joint-space, the normalized mean-square error is computed and the ratio of improvement is
tabulated in Table 6.2.
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Figure 6.5: Point cloud data of end-effector positions for data collection of training and
testing sets.
Figure 6.6: Red - measured torque, Blue - GP-predicted torque, Green - RBD-based torque.
The GP-predicted torque matches the measured torque fares much better than RBD-based
torque.
Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6
17.4 33.5 5.8 5.1 12.3 2.01
Table 6.2: Table with normalized mean squared error for each joint. The error is computed
between actual torque and predicted torque.
6.3 Hardware Demonstration
In this section, we go through details of implementation for hardware experiments. Two
stages of work was completed to implement the code successfully for the hardware: De-
velopment of the simulation-based verification platform that has the same interface as that
provided by the operating system for access to the hardware components, and secondly
extension of the legacy application program, that was used for balancing earlier, to incor-
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porate the whole-body control algorithm described in the preceding chapters.
6.3.1 Simulation-based Verification Platform
Golem Krang is inherently unstable. To stabilize, we used LQR-based controller in our
prior work. In order to implement whole-body control framework, we are replacing this
working controller with our own high-level controller that is based on MPC. Since the
code for MPC is complex to implement, it is absolutely essential that the program is ver-
ified thoroughly before it is deployed to replace the basic LQR controller. In order to
perform a thorough verficiation, we developed a simulation-based architecture, which is
briefly described in this section.
The platform, Golem Krang, is equipped with an on-board computer (Fig 6.7), and pre-
cise position encoders for all joints. Real-time sensing and control is possible with many
dedicated CAN-based physical interfaces, and the real-time operating system installed on
the computer. The driver for hardware interface with each device is installed on the OS with
libraries for interfacing with the hardware. Programs running in the background (daemons)
are written in-house to interface with the hardware. These daemons themselves allow ac-
cess via a publish-subscribe architecture. For this purpose the inter-process communication
(IPC) suite used in Golem Krang is ACH [71]. An alternative choice is ROS, even though
ROS does not currently offer real-time guarantees for inter-process communication and
suffers from what is called the head-of-line problem. ACH was designed to avoid these
issues.
ACH allows for channels that allow multiple processes to write to and read from. The
list of channels are shown in figure 6.8. Each daemon that is dedicated to communicate to
a sensing hardware is publishing data to state channels at a specific frequency (currently
30 Hz for all channels). Daemons dedicated to actuators are also listening to command
channels at the same frequency. So an application program can be written that controls the
hardware by sending data to and receiving data from these ACH channels. This modular-
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Figure 6.7: Krang electronics
ization is typical in robotic software architectures.
We made use of this modularization to develop our simulation based verification plat-
form. The verification program used DART engine to simulate the dynamics of the physical
hardware. And several threads are implemented, each simulating the behavior of the dae-
mons that allow interface with this hardware (Fig 6.8) . Sensing threads will publish state
data on their respective state channels in the same format as their corresponding daemons.
Similarly, motor control threads read commands from their respective command channels,
which are then executed by the physics simulation of the hardware. This platform was used
to perform extensive investigation of the design of the application program that implements
the whole-body control algorithm.
6.3.2 Application Software Design
The application program written for performing whole-body control has to deal with the
issue that the robot is initially in the sitting pose when the program starts. In our prior work
(figure 6.9), a state machine in implemented which has six different modes—a term we use
to refer to the states of the state machine to distinguish it from state of the dynamics. The
modes are as follows:
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Figure 6.8: Krang software architecture
• Ground Lo: The physical robot is in the sitting pose. Waist angle is small (meaning
the angle between spine link and the base link are is smaller than a certain threshold).
Controller allows joystick based navigation on ground by controlling heading and
spin motion of the wheels.
• Ground Hi: The physical robot is in the sitting pose, with larger waist angle. Same
controller as in “Ground Lo”, but with different gains to cater for change in ground
friction due to less weight of the body carried by the wheels, and more by the caster
wheel (which provides the third support in the sitting pose).
• Balance Lo: The physical robot is dynamic balancing itself. Waist angle is small.
Controller actively balances the robot while allowing joystick based navigation on
ground.
• Balance Hi: The physical robot is dynamic balancing itself. Waist angle is high.
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Same controller as in “Balance Lo”, but with a different set of gains to cater for
change in dynamics of the robot due to distance of the CoM being larger.
• Stand: The mode in which the controller attempts to stand up. Controller only at-
tempts to come to the balanced position and does not allow joystick based navigation.
Once balancing is achieved, it automatically transitions to “Balance Lo” mode.
• Sit: The mode in which the controller attempts to sit down. Controller only attempts
to come to the sitting position and does not allow joystick based navigation. Once
successfully sit, it automatically transitions to “Ground Lo” mode.
In figure 6.9, the modes and events are drawn. Internal events are labeled with green color,
and external events with pink. Internal events are triggered based on internal state of the
robot. External events are mapped to joystick and keyboard input so that the user can
trigger them.
In order to demonstrate the whole-body control abilities, we make use of this exist-
ing state machine to manage standing up from the initial sitting pose. Once stood up and
balanced, we introduce another set of modes and events to deal with the requirements of
whole body control. This is shown in figure 6.10. Apart from the main thread, we have a
DDP thread with its own state machine. The DDP thread is in “Idle” mode in the begin-
ning. If “Start MPC” event is triggered, the main thread remains in its “Balance Lo/Hi”
mode, while DDP thread switches to “Compute Traj” mode. In this mode it computes the
full horizon trajectory using DDP for the high level controller. Then it switches to “Traj
OK?” mode, where it just waits for the user to accept or reject the computed trajectory, that
has been displayed on the screen. In the event of “User Demands Recomputation”, DDP
thread will start “Compute Traj” all over again. In the event of “User Accepts Trajectory”,
the DDP thread switches to “DDP for MPC” mode, where it performs trajectory optimiza-
tion for a short horizon on a continuous basis for the main thread which has switched to
“MPC” mode upon “User Accepts Trajectory”. The main thread obviously performs MPC
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Figure 6.9: State machine in the legacy balancing code
in “MPC” mode. User can “Stop MPC” at any time, in which case main thread reverts back
to its previous “Balance Lo/Hi” mode, and DDP thread reverts to “Idle”.
In the “MPC”, the main thread will control the full body during each sampling period
of the receding horizon controller, by calling QP based optimization routines for full body
control as described in detail in earlier chapters.
6.3.3 Result
To demonstrate a behavior similar to tray-carrying, we have applied this technique on the
hardware for the task of carrying a tennis ball on a tray mounted on the end-effector (fig
6.11). The high-level controller in the hardware demo is not MPC, because of limitations
in predictive model at a frequency of 30 Hz. Our proposed technique allows the use of
any technique in the high-level controller that has the ability to predict the trajectory of
the CoM. In order to demonstrate the whole-body behavior, we made use of the existing
LQR controller, whose trajectory we learned via data collection through several runs. This
enabled us to use the existing LQR controller in the hardware as a high-level controller as
we are able to predict the trajectory of the CoM that is needed as reference by the low-level
77
Figure 6.10: State machine for MPC
controller. At the low-level control, we have locked the waist joint, and we use inverse
kinematics on the arms with inverse dynamics on the lower body to perform whole-body
control in order to perform orientation control of the end-effectors as we follow the CoM
trajectory.
To visualize the effectiveness of the technique, we have used a tennis ball on the tray
carried by the end-effectors. In the absence of whole-body control, the ball rolls forward
and falls down. When whole-body control is enabled, the ball maintains its position on the
tray and is prevented from rolling forward and falling down (fig 6.11).
6.4 Conclusion
In this chapter, we demonstrated the effectiveness of the presented approach for the basic
whole-body control task of maintaining end-effector position and orientation as the robot
moves its center of mass to induce motion of the wheels on the ground.
• 7-DOF Planar WIP robot simulation using dynamic models derived using symbolic
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Figure 6.11: Golem Krang carrying a tennis ball on a tray A. In the absence of whole-body
control, the ball ends up rolling forward and falling down B. When whole-body control is
activated, body joints participate in maintaining end-effector orientation as the robot moves
forward by tilting its center of mass
toolbox from MATLAB
• 19-DOF full robot simulation using off-the-shelf physics simulation toolbox, DART
• The physical hardware of the robot Golem Krang
For implementation on the hardware, we discussed the details of the simulation-based ver-
ification platform that is ued to verify the correctness of risky stabilization and control
techniques. We also discussed how the whole-body control framework is designed within
the context of a broader state machine that allows standing, sitting and navigation in other
modes of control, and performs whole-body control in the newly introduced mode for the
purpose of our experiments.
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CHAPTER 7
CENTER OF MASS ESTIMATION OF WIP HUMANOIDS
All formulations presented so far all rely on the assumption of perfect knowledge of the
center of mass. Even if we use inverse kinematics to control the arms of the robot, thus
avoiding the need to know all dynamic parameters of the arms perfectly, we still need to
know their CoM parameters, i.e., masses and local center of masses, to find the center of
mass of the full robot accurately. This is because trajectory planning and control in the
high-level controller, as well as the CoM task execution in the low-level controller, both
rely on the assumption of perfect knowledge of the current position of the CoM of the
full robot. This makes the CoM parameters especially important compared to the rest of
the model parameters such as inertia tensors and frictions. In this chapter, we discuss a
novel approach to find the CoM parameters of the robot through efficient data collection
and learning. We also propose the use of an online balancing technique, Active Disturbance
Rejection Control (ADRC), in order to perform this data collection online, by balancing the
robot despite a bad initial estimate of the CoM. But, we have observed the ability of this
technique to be limited in practice to achieve this objective. Hence, in the final pipeline,
we have collected the data using offline methods, and used our learning technique on this
data to converge to a good CoM estimate.
7.1 Introduction
Combining the maneuverability of a two-wheeled mobile platform and the dexterity of
robotic arms, humanoid Wheeled Inverted Pendulum (WIP) robots present novel challenges
to the robotics research community. Humanoid robot stabilization is fundamental to keep
the robot safe and for the robot to accomplish higher-level objectives. Furthermore, keeping
a WIP, such as the one presented in Fig. 7.1, balanced is a fundamental task in which
80
the controller needs to be constantly working and thus should be energy efficient [73].
Stabilization is usually accomplished through the control of a simplified two Degree of
Freedom (DoF) model which summarizes the Center of Mass (CoM) of all the joints into
one as shown in Fig 7.2. This simplification is usually done for both WIP humanoid robots
[74, 75, 62], as well as for legged humanoids [76, 77, 78]. All frameworks presented to
stabilize WIP robots consider that the mass and CoM for each of the joints is accurately
known [79, 80, 81] to compute the simplified two DoF WIP model. However, the mass
and real location of the CoM is difficult to obtain, as robot systems can be complex and
they might change throughout time. The discrepancy in the parameters of the robot affects
the controller’s performance, diminishing the robot’s dexterity and increasing the power
consumption.
Regarding these uncertainties in the model, one common control methodology uses
the Modern Control Paradigm [82] which focuses on the modeling of the system as, ÿ =
f(y, ẏ, w, t) + bu, where y is the position output and w is an unknown input force. Once
the system is modeled, it is approximated to a linear, time-invariant and disturbance-free
model, to design a control law. This approach relies on the model approximation f̄(ẏ, y)
to be “close enough” to the real model in the neighborhood of the operation point. In
[82] and later in [75], Extended State Observers (ESOs) are used to estimate the mod-
eled uncertainties and improve the control of the systems. The approach used collapses all
the uncertainties and external forces under one element which is later eliminated through
feedback control. From an online learning approach, commonly used models rely on the
knowledge and accuracy of the CoM [83, 84, 85]. Very few have worked on model pa-
rameter estimation such as [86, 87], but focus more on the estimation of external param-
eters such as terrain coefficient or external forces than on the robot itself. Finally, recent
research involving mobile manipulators has focused on the use of Active Disturbance Re-
jection Control (ADRC) [88, 89, 90] to control systems which use external uncertainties to
conduct feedback control.
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Figure 7.1: Full Body of our WIP Humanoid.
Our approach improves our model parameter estimation using the knowledge of the
ESO through online learning. The goal of this framework is to create models that are
improved upon by real-world systems and data. Given a model of our system, we want to
improve the values of the parameters by measuring the disturbances of the system when
it is not subject to external forces. Then, as the robot changes its joints position, we are
able to update our parameters in an online fashion. To accomplish this task, we propose
the following methodology. Given an initial estimation of the parameters of our model β0,
we use ADRC [82] to estimate the error between the parameters estimated CoM and the
real one for different joint configurations. This error is used to update our knowledge of
the model parameters through gradient descent. We show that this methodology works, but
it might take numerous positions to converge. Thus, we propose a meta-learning algorithm
to find the poses which induce the largest gradient step for gradient descent. The main
contributions of this works are: i) a novel use of the ESO and ADRC to estimate the
error in the model parameters; ii) an online learning algorithm to update and improve our
model parameters; iii) a meta-learning framework to improve the speed and accuracy of
our learning algorithm; iv) and preliminary results on a real robot with 19 DoF that show
the improvement of the system’s performance.
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This paper is organized as follows. Section 7.2 presents the WIP robot and the method-
ology, as well as discusses the learning, meta-learning, and ADRC techniques. Sections
7.3 and 7.4 describe and present the different simulations and experiments. Finally, section
7.5 presents the conclusions of our work.
7.2 Methodology
The goal of the proposed approach is to improve the CoM estimate of a WIP Humanoid.
A WIP Humanoid is a highly redundant manipulator mounted on a differential wheeled
drive able to dynamically balance itself in an inverted pendulum configuration (Fig 7.2). A
good estimate of the CoM is important for any approach to control dynamically balancing
humanoids. This is because the balancing task requires the CoM’s ground projection to
always lie in the support polygon. The support polygon of a WIP is a rectangle on width
equal to the distance between the wheels and a small length given by the compression
of the wheels against the ground. This support polygon is very thin, hence is important
to decreasing the room for errors in CoM estimates compared to, say, bipedal humanoids
where support polygons are much larger.
Let us define frame 0 as the frame where the origin is located at the midpoint between
the wheels with its x-axis always along the heading direction and z-axis always vertical.
We are interested in the coordinates of the CoM of the body in this frame. Specifically, we
want the x-coordinate of body CoM in this frame to be zero in order to balance the robot.























where we are interested in the x component of the CoM
xcom(q) = φ(q)
>β (7.1)
and the variables are described in Table 7.1.
(a) (b)
Figure 7.2: Full Body of a typical WIP Humanoid with n links (a) 2D Simplified Model
(b)
β is the set of unknown parameters comprising mass and mass times CoM of individual
links in the body. This choice of parameters is such that the parameters appear linearly
in the model. Treating CoM values independently from masses would make the model
quadratic in parameters. Improving the estimate of the body’s CoM entails improving our
Table 7.1: System variables.
Variable Description




]> position of all joints in the body
mi mass of link i
X0i (q) is CoM of link i expressed in frame 0
X ii
[
xi yi zi 1
]> local CoM of local frame i












]> feature vector of known geometric functions of q
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knowledge of β. One way to achieve this is to disassemble the robot into individual links
and perform physical measurements for mass and CoM of each link. This is tedious and
hence undesirable. However, the fact that the CoM model is linear in β allows us to use
linear regression or gradient descent to improve our model parameter estimates. We choose
gradient descent because of its ability to enforce physical consistency constraints. For one,
it converges to β values in the neighborhood of the initial β which are more likely to be
physically consistent as opposed to linear regression which might learn solutions that fit
the data but are physically nonsensical. Secondly, constraints such as total body mass can
be explicitly enforced in the learning process through the use of Lagrange multipliers. The
details of this appear in Section 7.2.1.
These learning techniques rely on our ability to collect data for poses q and correspond-
ing values of outputs xcom(q). The simplest way to collect this data is to make use of the
fact that in the ideal case, xcom(q) = 0 when the robot is in a balanced state. Assuming that
all joints in the body shown in Fig. 1b can be locked at a specific pose { q2, ..., qL }, there
exists a position for q1 (the base link) that can balance the robot. We can collect data offline
by manually moving q1 such that the robot is in a balanced state. However, this is again
tedious; performing the same job online would avoid this labor. To this end, we propose
ADRC [75] to balance the robot despite a bad estimate of body CoM, the details of which
appear in Section 7.2.3. One may ask: Why the need to improve the CoM model if there
already exists a controller that is able to stabilize the robot despite a bad CoM estimate?
The answer to this is twofold: Firstly, ADRC achieves balancing but is inefficient, i.e. it
takes more time and aggressive control inputs to stabilize a bad estimate of CoM. Secondly,
ADRC works only when controlling a single rigid link on wheels which is the case when
body joints are locked. If however the joints are unlocked, more complex controllers are
needed that rely on an accurate estimate of the CoM.
We have so far discussed how to obtain the value of xcom(q) at any give pose q. It is
important to determine what poses at which we should collect this data. This is because
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with a highly redundant system, the configuration space is too large and relying on arbitrary
poses may make the learning process inefficient and time-consuming. We choose poses
such that every next pose causes the largest average gradient descent step over a large set
of randomly chosen erroneous β estimates. This is discussed in Section 7.2.1.
7.2.1 Learning Algorithm
For the learning algorithm, we make use of gradient descent. The objective function to be
minimized is determined based on the fact the x-component of CoM should be zero in a
balanced pose. In order to make the cost function locally convex with respect to β, we aim








where we have made use of the definition of xcom in (7.1).
The gradient with respect to β will therefore be
∇βJ(β) = φ(q)φ(q)>β (7.3)
The update step will be
βt+1 ← βt − η∇βJ(βt) (7.4)
where η is the step-size, which is a hand-tuned parameter. We begin with an initial estimate
of β. As data for the new balanced pose q is collected, we make use of the gradient update
step in (7.4) to improve β estimates. This is repeated until φ(q)>β consistently drops below
a threshold xtol for a few iterations.
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7.2.2 Meta-Learning Algorithm
We also deal with the problem of determining a training set of poses that makes the learning
process efficient or less time-consuming. For robots with many Degrees of Freedom, the
configuration space is huge and choosing an arbitrary set of training poses will likely make
the learning inefficient. We determine this training set offline, only using the model in
simulation, using the algorithm presented in Algorithm 2. The algorithm requires a large
pool of randomly generated balanced and safe poses q̄ ∈ RnDOF×nposes . A balanced pose
is one where a “real” robot (i.e., with β values we pretend to be real) is balanced. A safe
pose is one where the robot does not collide with itself or the ground, and the joint values
are within their physical limits. We precompute the numerical values of the feature vector
φ(q) evaluated at each pose in q̄ and store them in Φ ∈ Rdim(β)×nposes . The algorithm also
requires a set of randomly generated erroneous β vectors: β̄ ∈ Rdim(β)×nβ . This is done
by choosing values of β vectors that cause xcom estimate errors in estimating the “real”
robot’s CoM to be of the same order as is observed in the physical system. The key step in
Algorithm 2 Pose Filtering
Input: Set of randomly generated safe & balanced poses: q̄ ∈ RnDOF×nposes ,
Set of φ(q) evaluated at each given pose: Φ ∈ Rdim(β)×nposes ,
Set of randomly generated erroneous βs: β̄ ∈ Rdim(β)×nβ
Output: Filtered set of poses: q̃
1: repeat




3: q̃ ← [q̃ q̄i∗ ]
4: φ∗ ← Φi∗
5: βk ← βk − η φ∗φ∗>βk ∀ k ∈ {1, ..., nβ}
6: Φ← Φ \ Φi∗
7: q̄ ← q̄ \ q̄i∗
8: until |φ∗>βk| < xtol ∀ k ∈ {1, ..., nβ} for last few iterations
9: return q̃
Algorithm 2 is step 2 where the pose that causes the largest average error on all erroneous
β’s is chosen to be added to the filtered set of poses q̃ which is the output of the algorithm.
This pose is also used to perform gradient descent on all β ∈ β̄ (step 5). We choose the
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pose that causes the largest prediction error over the updated set β̄ in each iteration because
it is the most informative for the learning process. The learning process stops when the
prediction errors due to all β ∈ β̄ consistently fall below some tolerance xtol for a set
number of iterations.
Even though the set of poses generated from meta-learning were acquired from different
βs than that of the real robot, these poses generated a large error that then helped our entire
β̄ set to converge. If our robot’s initial β is in or even close to the set β̄, these poses should
have a similar effect and cause it to converge.
7.2.3 Online Data Collection
We now discuss the problem of balancing the robot despite a bad estimate of body CoM to
obtain data points for the learning process. Given that body joints are locked at the desired
pose { q2, ..., qL }, the robot is equivalent to a single rigid link on two wheels, to be balanced
by manipulating the base link q1 and the wheels. We propose the use of ADRC [75] for this
purpose. This approach for balancing control of a WIP Humanoid is originally intended
to handle disturbances represented by a torque τD about the wheel axis. To see how this
approach is applicable for our case, we can imagine a virtual robot that has β values equal
to our current bad estimate and is experiencing a disturbance torque such that the effective
CoM of the virtual system has shifted to the real CoM of the physical system. Thus the
problem of controlling a robot with a bad CoM estimate is equivalent to one experiencing
a disturbance torque about its wheel axle.
A brief explanation of the technique as it applies to our system is as follows. Linearizing





x ẋ θ θ̇
]>
= A(q)X +B(q)τw (7.5)
where
88
x, ẋ = position and heading speed of the robot
θ, θ̇ = ang. position and speed of CoM about wheel axis
τw = sum of torques applied on both wheels
B(q) =
[
0 0 bx(q) bθ(q)
]>
Note that A, bx and bθ are functions of parameters such as CoM distance from wheel
axis and body inertia that are dependent on q. Applying LQR on this pose-dependent







= LQR(A(q), B(q)) (7.6)
Treating ẋ and θ̇ dynamics as two independent subsystems by following [91], we can find









The standard feedback control setting for WIP systems has the control input defined by
τw = ux + uθ. However, the key to perform active disturbance rejection is to estimate the
numerical value of dynamic disturbances in the two subsystems, f̂x and f̂θ, due to the inac-














Here, f̂x and f̂θ are estimating the dynamic disturbances fx and fθ in the subsystems ap-
pearing in state space representation of the dynamic model
ẍ = fx(X, q, τD, uθ) + bx(q)ux
θ̈ = fθ(X, q, τD, ux) + bθ(q)uθ (7.8)
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θ + lθ1(θ − θ̂)










f̂x + lx2(x− x̂) + bxux
lx3(x− x̂)
 (7.9)
where the observer gains lx and lθ are designed using pole placement.
7.3 Simulation Results
We started experiments by simulating our pipeline; we first considered a WIP model with
7 DoF in Matlab and next a WIP with 19 DoF in the 3D Dynamic Animation and Robotics
Toolkit (DART) [92]. The former served as a more tractable proof of concept that led into
the latter, a more faithful representation of the robot that we will be using during the exper-
iments. In both simulations, we provided the class methods for instantiating an L-link WIP
model, updating their mass parameters β, approximating their dynamics, applying control,
and visualizing the results. Simulation provided us with two key benefits over hardware:
(1) it allowed us to rapidly spawn, control, and respawn our robot in a safe, realistic setting;
and (2) it allowed us immediate access to parameters that were otherwise “unknowable”, or
difficult to obtain. For our system specifically, these parameters are the masses and Center
of Masses for individual links, which are both numerous and inaccessible to measurements.































































Figure 7.3: Values of the different parameters of the estimated model over 120 different
configurations. The red lines show the real value of the parameter for the real robot, while
the blue lines show the learned weights.
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– a ground truth model and an inaccurate model with an estimation of the parameters of
the first robot. These two models served as placeholders for the arm’s configuration and
mass parameters. We then simplified these two models into their single link representation
(Fig. 7.2 - right). In Matlab, using an ODE45 integration loop, we simulated the system
dynamics from the ground truth model and then calculated the control signals based on
the estimated simplified model. In the DART implementation, the dynamics were updated
automatically by the simulator. We first started by tuning our ADRC’s LQR gains to be
able to control the estimated simplified model to the balance position of the ground truth
model. During this process, we iteratively set both models to randomized joint angles on
the configuration space. After tuning the controller and observer parameters for each joints
configuration, the ADRC would balance the systems to its true balance position, i.e. for a
given configuration q2, q3, . . . , qL, the ADRC would find the value of q1 that balanced the
system.
7.3.1 Gradient Descent Simulation
The offset given by the ADRC for the estimated model was used in a gradient descent
algorithm to update our estimated model parameters. Starting with the Matlab simulation,
the estimated model was subject to initial noise for the initial estimation of 20% from the
real values of the parameters mi, mixi and miyi. Since each link had different properties
(similar to our experimental robot), the noise perturbation differed; the first link has an
approximated mass of 70kg which gives a noise around 14kg, while the third link has a
mass of 6kg which give us a noise around 1.2kg. Using ?? we update our β for each
iteration. A subset of the parameters of β are shown in Fig. 7.3.
It can be seen in Fig. 7.3 that our algorithm modifies the β vectors, reaching a local
minimum. For some parameters (as m1, m1y2 or m3y3) the estimated values converge to
the real values, while for others (as m2, m3 or m1y1) the values converge to a constant
error. Even though we are finding a local minima and not necessarily the correct values,
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we will show that our new estimate of β improves upon the initial values. After running
different simulations, we notice that while the system always reaches a xCoM error of zero,
the weights converge to different values – giving the intuition that the system consists of
several local minima.
This method has shown that the approach works in finding a better set of values than
the ones we initially started with, but might not get to the global optimum (the real values).
We think that this happens because of the nonlinearities of the system and because the β
vector is not perfectly decoupled to the value of the masses.
7.3.2 Meta-learning for Gradient Descent Convergence
As described in section 7.2.2, we simulated 20,000 poses over 500 erroneous βs, and got a
set of 528 poses until the error was 2mm. Without using the meta-learning algorithm this
process takes over 5,000 poses. The result of our simulated learning curve is presented in
Fig. 7.4. We tested for several initial erroneous βs which started with an xCoM error of at
least 2cm with a standard deviation of 0.5cm. It can be seen that after 500 updates using
the optimal poses, the mean error decreased to almost 0cm, specifically the max β error
decreased to xtol = 2mm.


















For the robot that we are using, Golem Krang [93], determining its mass model link-by-link
is intractable. Furthermore, the summarizing CoM described in 7.2 is difficult to obtain.
Instead of extracting the full mass model or CoM estimates, we follow the procedure of
other work [94, 95] to evaluate balancing performance. Where the authors analyze more
readily observable phenomena, such as distance traveled, time spent stabilizing, and power
consumption. In our case, these quantities were used to analyze whether or not subse-
quent refinements of an initial offset estimation (β0) improves the stabilizing control. The
physical experiments were separated in two parts: manual data collection and controller
efficiency testing. For the first part, we collected data from our subset of pre-determined
balanced poses – we manually positioned the robot in the first 236 poses acquired from
the meta-learning algorithm in Section 7.2.2 and calculated the error between the real xcom
and the estimation. We obtained this error by setting the robot to presumed balanced pose
(which may not actually be balanced under our inaccurate β0), and adjusted the base link
angle q1 until the system became balanced. We then separated this data into a training set
of 190 poses and a testing set of 46 poses. Then, using the training set, we implemented
gradient descent to obtain a series of betas going from β1, β2, . . . , β190. For each beta, we
computed the errors produced by the remaining balanced poses in the testing dataset; the
results are shown in Fig. 7.5. For β0, we started with a mean error of 2.5cm in the xCoM
for the given 46 poses and a maximum error of 6cm. With subsequent iterations, the mean
error and the maximum error decreased. For β190 we achieved a mean error of 0.4cm with
a maximum error of 1.2cm for any given pose in the testing set.
For the second part, we used five of our learned βs to balance the robot in a given
pose. Specifically, we looked at the initial balancing action, which involves transitioning
between a stable sitting position to an inverted pendulum position. For this action, the



















Figure 7.5: Error in the parameters as we update the weights β for different random con-
figurations.
wheel). Then it rotates its wheels (at a speed which depends on its CoM estimate) to lift
off the caster, and it finally balances as a two-wheeled WIP. The balancing experiments
tested different β estimates to show how the overall control improves during the transition
and steady state of the robot. To investigate the connection between updated β vectors and
controller performance, we show the results of testing β16, β32, β64, β128 and β190. Smaller
βs are not shown, since the robot controller was not able to securely stabilize the system.
Additionally, for each βi we tested seven attempts to see the reproducibility of the results.
The instantaneous power consumption of the wheel motors during and after the transi-
tion to standing is shown in Fig. 7.6, and a summary of the control performance is presented
in Table 7.2. The instantaneous power was calculated by multiplying the torque and angular
velocity of the wheels.
As shown in the left column of Fig. 7.6 and in Table 7.2, the peak power consumption
decreases with subsequent values of beta. As shown in the right column of the same figure,
the number of balancing adjustments (spikes in power consumption) is similarly reduced.
For the first β values, the system occasionally destabilized and readjusted, whereas the lat-
est β190 value kept these adjustments and hence overall power consumption to a minimum.
Table 7.2 shows improvement in several quantities that characterize control perfor-
mance: the initial overshoot position decreases by 44% between the β16 and β190 itera-
tions; the resting position decreases by 57%; the time until resting decreases by 38%; the
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peak instantaneous power decreases by 76%; and the average power during steady state
balancing decreases by 80%. Each of our performance metrics improves with more refined
mass model parameters. Together, these trends support the claim that the CoM estimation
procedure does improve balancing for a WIP.
7.5 Conclusion
We have shown that the proposed methodology improves the CoM estimate of a WIP Hu-
manoid and that these improvements translate to improved controller performance. In sim-
ulation, using active disturbance rejection control, our robot successfully balances with
an inaccurate prior mass model, collects new pose data at balanced positions, and learns
from these poses to produce a more accurate CoM estimate. In hardware, we demon-
strate that these refined estimates directly translate into improved controller performance.
Together, our simulation and hardware results support the claim that our algorithm – a
semi-automated, tractable procedure that refines the latent space mass model of a high
dimensional system with few physically observable parameters – does improve overall bal-
ance. The algorithm was probed in simulation and verified physically on a 19 DoF WIP
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robot. Our future work will implement the fully automated estimation pipeline–active dis-
turbance rejection control, balanced pose data collection, and online learning–in an entirely


























































































Figure 7.6: Instantaneous power applied by the wheel motors. Each plot includes the
results corresponding to 7 independent runs for different values of β (β16, β32, β64, β128
and β190). The left column summarizes the sitting-standing transition (the first 10 seconds
of the experiment), and the right column summarizes the WIP balancing (the subsequent




It is true that for systems with complex and unstable dynamics, such as humanoids, the use
of model-based control within a hierarchical framework remains the tool of choice. This
is due to the challenges associated with applying model-free reinforcement learning on
such problems, such as sample inefficiency and limits on exploration of state space in the
absence of safety/stability guarantees. However, relying purely on physics-based models
comes with its own set of problems. For instance, the necessary limits on expressiveness
imposed by committing to fixed basis functions, and consequently, their limited ability
to learn from data gathered on-line. The hierarchical approach presented in this work is
also model-based. These models, although of immense use, are based on assumptions
that may not always hold (like rigid bodies, simplified friction behaviors, and linearity
and invariability of identifiable parameters). In Golem Krang, all joints are actuated by
harmonic drives with high frictions, and the relationship between current commands and
actual torques is not reported to be linear. Thus, it violates key assumptions at play in the
hierarchical whole-body control framework discussed above.
This gap between theoretical models and real-world dynamics gives rise to a need to
incorporate a learning component at some level within the model-based control framework.
To address this, the use of semi-parametric representations of our dynamics for predictive
control in both levels of the hierarchy is a promising area of investigation. This is because
they allow the physics-based models to be incorporated in a data-driven learning frame-
work, which has also been demonstrated to be more sample-efficient compared to purely
model-free techniques. Some of the recently proposed techniques include:
1. Semi-parametric Gaussian Process-based approaches to computed-torque control of
serial robots [96]
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2. Probabilistic Differential Dynamic Programming framework for trajectory planning
by high-level controllers [97, 98]
3. Barrier Certificate based safe-learning approaches for data collection to learn the
dynamics of inherently unstable systems [99].
The use of these learning components at various stages of control design and hierarchy
can potentially deal with model uncertainty in hierarchical control framework presented in
this work. The aim is to allow new observations online to improve the control performance.
The aforementioned semiparametric approaches make use of Gaussian Processes to repre-
sent unknown nonlinearities to be learned while preserving the parametric part. Within
our framework, these GP-based approaches can be applied at three stages of the design:
Safe-learning for data collection on unstable dynamics, inverse dynamics (ID) using semi-
parametric model for torque calculations for low-level control, and trajectory planning and
optimization in the high-level controller based on uncertainty in dynamics modeled by GPs.
To this end, the dynamics can be represented using a semi-parametric framework sim-
ilar to [96] for the low-level controller. This framework relies on the ability of Gaus-
sian Processes to incorporate physics-based non-linear parametric basis functions as pri-
ors, while augmenting rich classes of non-parametric kernel functions to learn unknown
non-linearities not captured by their parametric counterparts. For learning to overcome
model uncertainty in the high-level controller, a semi-parametric approach to trajectory op-
timization needs to be incorporated that allows prediction of states over a horizon. This
is done while taking into account the uncertainty in system dynamics, and simultaneously
making use of new data to improve upon the model of the dynamics. To this end, a recent
framework proposed by [98] has outperformed the state-of-the-art on sample-efficiency in
reinforcement learning demonstrated over toy problems such as simulated quadrotor con-
trol and pendulum swingup. The framework uses again a Gaussian Process-based semi-
parametric representation of dynamics, and makes use of the uncertainty metric provided
by GPs to propagate the states for trajectory rollout. These trajectories are then iteratively
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optimized using Differential Dynamic Programming that offers real-time convergence to
local optima due to second-order approximation of dynamics, and thus offers real-time
control (in a receding horizon framework). To deal with potential computational burden
of GPs in both levels of the hierarchy, a recent approach by [98] can be utilized. Finally,
to address the problem of collecting data on our inherently unsafe and unstable dynamics,
the safe-learning framework of [99] can be used. This framework relies on barrier certifi-
cates in the presence of GP-based uncertainties to reason about the safety of exploration in
unknown regions of the state space for gathering data for learning.
Some of the key experimental insights from this work and the future directions dis-
cussed above are:
1. The hierarchical whole-body control approach performs significantly better than the
traditional implementation for WIP humanoid control. For example, in our previ-
ous implementation [75], the arms are being manipulated using joint-level PID con-
trollers on trajectories produced by IK. A separate process running an LQR-based
balancing algorithm balances the robot by rapidly updating the CoM as the robot
changes its pose. In our experience with this implementation, the behavior of the
robot is not suited to provide guarantees to higher-level AI algorithms. As the con-
trollers are not unified/coordinated, it is impossible to predict the effects of one on
the other, and thus makes it very difficult to plan trajectories for performing complex
tasks. As an example, when moving forward, change in pitch of the robot forces the
end-effector’s position to change if the upper body control is not coordinated with
CoM motion. Similarly, during large-force interactions, planning body poses that
prevent large shifts in equilibrium positions is only possible with a unified approach.
In our simulation-based experiments, we have verified that the hierarchical controller
performs better in executing coordinated manipulation and locomotion task.
2. For high-level controllers, the simplification of the robot’s body to a single rigid link
with an equivalent CoM is sufficient. In the bipedal robots, this simplification is quite
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common, but this is the first time a similar simplification is being done for whole-
body control of a WIP humanoid. Given that WIP dynamics are more unstable, it
was important to establish that a similar simplified model succeeds to capture the
essential parts of the dynamics.
Furthermore, based on the proposed learning methods in the preceding paragraphs, we can
inquire the following set of questions:
1. Does the safe learning approach proposed by [99] for collecting data on unstable
systems and demonstrated on a simulated quadrotor example, generalize to other
unstable systems like WIP humanoids, and how well does it work in practice? Are
they effective in improving the control policy from the policy at work while collecting
data?
2. Can fast approximate GP prediction [98] and QP-based ID on semi-parametric mod-
els of a 25 DOF system be made fast enough to allow real-time control of the system?
3. Does performing DDP in the belief space [97] significantly outperform the determin-
istic implementation of DDP for the high-level controller, in terms of robustness and
stability?
Finally, adaptive interaction of controllers operating at different time-scales is a promis-
ing area of investigation. The data collected on manual fine-tuning of the performance
based on adjustment of various tuneable parameters can help develop a framework for
adaptive online change of the weights/gains of the controllers according to requirements of
the tasks being performed. For example, when taking a sharp turn, we may like to enforce
stiffness in high-level controller objectives to make the low-level controller strictly follow
its targets, but we may want to relax this stiffness when, say, moving in a straight line.
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8.1 Concluding Remarks
In summary, we made the following contributions in this work:
• Deriving the full 3D dynamic model of a typical WIP Humanoid
• Developing a hierarchical control framework in which different tasks can be per-
formed on the WIP platform in a unified fashion potentially resulting in better overall
performance
• Showing how quadratric programming (QP) based control techniques [2] can be ap-
plied as a low-level controller to isolated manipulator dynamics obtained by elimina-
tion of wheel dynamics from the dynamic model
• Analysing the zero dynamics of the system to motivate the use of a simplified Wheeled
Inverted Pendulum Model (WIPM) that approximates the inertial properties of the
full robot for predictive control by a high-level controller
• Using differential dynamic programming (DDP) and model predictive control (MPC)
for generating and controlling CoM trajectory of the WIP Humanoid using predic-
tions of the WIPM. This serves as the high-level controller for providing feasible
CoM targets to the low-level controller to ensure effective balancing and locomotion
along with the performance of other tasks
• Developing a simulation-based verification platform to test risky new control algo-
rithms before deployment on the hardware
• Implementation of the full pipeline of the whole-body control architecture within an
existing framework that supports basic tasks of sitting down and standing up and
tele-operated motion-control
• A novel data-driven method to improve estimates of the CoM model of the robot is
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presented which uses statistical techniques to determine a good set of sample poses
that ensure fast convergence of model parameters using gradient descent
• As future work, we presented concrete set of ideas that can be incorporated within
the presented framework to deal with model uncertainty, by making use of semi-
parametric representations of dynamics at all levels of the hierarchy. This can enable
us to they use physics-based models as priors while retaining the ability to:
– learn non-linear dynamic effects that were not captured by the model using data
gathered online.
– plan trajectories for the high-level controller in the belief space of the simplified
model
– perform inverse dynamics in the low-level controller using the learned repre-
sentations of the full model
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