We show asymmetric multi-channel sampling on a series of a shift invariant spaces ∑ with a series of Riesz generators ∑ in , where each channeled signal is assigned a uniform but distinct sampling rate. We use Fourier duality between ∑ and 0, 2 to find conditions under which there is a stable asymmetric multi-channel sampling formula on ∑ .
Introduction


The multi-channel sampling method goes back to the works of Shannon [18] and Fogel [7] , where reconstruction of a band-limited signal from samples of the signal and its derivatives was found. Generalized sampling expansion using arbitrary multi-channel sampling on the Paley-Wiener space was introduced first by Papoulis [16] . Since Papoulis' fundamental work, there have been many generalizations and applications of multi-channel sampling. See [1, 5, 6, 14, 17, 19] .
Papoulis' result has also been extended to a general shift invariant space by using the filter banks technique (see [4, 19, 20] ). More recently Garcia and Pérez-Villalon [8] derived stable generalized sampling in a shift invariant space. Most previous work related to multi-channel sampling has assumed that the sampling rates of all channels are the same.
S. Kang , J.M. Kim (or the frequency responses of filters belong to when ∑ | 2 | 0, 2 ), whereas they belong to ∩ in [9] . We give an illustrative examples (see [22] ).
Preliminaries
We consider the notations and formulas in [22] 
, .
We then have:
Asymmetric Multi-channel Sampling
The aim of this paper is as follows (see [22] 
where
0, is a series of frames or a Riesz basis of ∑ , 1 0 are positive integers, and : 0 are real constants. Note that the series of shifting of sampling instants is unavoidable in some uniform sampling [12] and arises naturally when we allow rational sampling periods in (1) . Here, we assume that each is one of the following three types: the impulse response ∑ of an LTI system is such that In particular , when we choose 0 in (5),
we have the canonical a series of dual frames of the frames
We are now ready to give the foolowing results (see [22] ). We first discuss the sampling expansion (1), which is a series of frames expansion in ∑ . Theorem . . Let and be the same as in Lemma 3.2. Assume ∞. Then the following are all equivalent.
(a) There is a series of frames of ∑ for which 
(c) 0 . 
for Note that when 0 ∞, the sampling series (6) converges not only in but also uniformly on any subset of , on which ∑ is bounded. Moreover since 0, the rank of is 1 a. e. so that 1 1 1 , which means that the total sampling rate 1 1 of the sampling expansion 6 must be at least 1, the Nyquist sampling rate for signals in ∑ . In the extreme case we have:
Theorem . .Let and be the same as in Lemma 3. 
if and only if 0 and 0 , , . 12
In this case, we also have
, , . so that (see (4)) , , .
As an example we show the following Corollary (see [22] ) Corollary . . 
