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a b s t r a c t
We develop a fast fully discrete Fourier–Galerkin method for solving a class of singular
boundary integral equations. We prove that the number of multiplications used in
generating the compressed matrix isO(n log3 n), and the solution of the proposed method
preserves the optimal convergence order O(n−t), where n is the order of the Fourier basis
functions used in the method and t denotes the degree of regularity of the exact solution.
Moreover, we propose a preconditioning which ensures the numerical stability when
solving the preconditioned linear system.Numerical examples are presented to confirm the
theoretical estimates and to demonstrate the approximation accuracy and computational
efficiency of the proposed algorithm.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Fourier–Galerkin methods are widely used in solving boundary integral equations [1–12]. In [4], a fast algorithm
was proposed, whose error analysis was presented in [13]. A fully discrete Galerkin boundary element method with
linear complexity was introduced in [2]. In [3], a fast Fourier–Galerkin method is used for solving singular boundary
integral equations, where a compression strategy is applied to the coefficient matrices generated by the method. This fast
Fourier–Galerkinmethod solves a sparse linear systemwith a coefficient matrix having onlyO(n log n) nonzero entries, and
enjoys the optimal convergence orderO(n−t), where n denotes the order of the Fourier basis functions used in this method
and t the degree of regularity of the exact solution. This paper continues the theme of [3] to develop an efficient numerical
quadrature scheme for the fast Fourier–Galerkin method which preserves the optimal convergence order of the original
method, and uses only quasi-linear numbers of multiplications for computing all nonzero entries. Specifically, we prove that
the number of multiplications used in generating the coefficient matrix is O(n log3 n), and the corresponding approximate
solution has the optimal convergence order O(n−t).
We face a challenging issue of developing a numerical integration method to efficiently compute nonzero coefficients.
When the frequencies of Fourier basis functions aremuch greater than 1, computing the corresponding coefficients involves
two-dimensional oscillatory integrals. We require that computing all nonzero entries uses only quasi-linear number of
multiplications. To treat these oscillatory integrals, we adopt the product integration method which was originated in [14]
so that the integrals of the oscillatory factors are evaluated exactly. With the product integration method, we can obtain
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sufficient precision to ensure that the solution has the optimal convergence order. For recent development of numerical
integration of oscillatory integrals, see [15–19]. The key idea to achieve the computational complexity requirement is to
use a quadrature strategy developed in [20]. Namely, we construct an approximation of the non-oscillatory factor of the
integrand with no more than O(n log n) number of functional evaluations for computing all integrals needed for the sparse
Fourier expansion. We then write the resulting numerical quadrature formula as discrete Fourier transforms of vectors of
the coefficients of Lagrange piecewise polynomial basis functions so that the fast Fourier transform [21] can be applied. To
construct the approximation of the non-oscillatory factor of the integrand, we employ themultiscale Lagrange interpolation
on sparse grids by using themathematical development presented in [20,22,23]. The recent research progress of sparse grid
methods can be found in a mastery review paper [24] and other publications [25–32]. Note that multidimensional integrals
were treated in [33] in the context of expanding a given function by the spherical harmonic functions. In a more general
context, lattice rules were proposed in [34,35] to efficiently evaluate multidimensional integrals.
This paper is organized in six sections with an Appendix. In Section 2, we review the truncation strategy [3] for solving
singular boundary integral equations and develop its fully discrete scheme.We also estimate the computational complexity
of the proposed algorithm. This is, we prove that by the proposed fully discrete method, the number of multiplications used
in generating the coefficient matrix is O(n log3 n), where n is the order of the Fourier basis functions used in the method.
We prove in Section 3 that the proposed method is stable and achieves the optimal convergence order. In Section 4, we
introduce a precondition for the compressed coefficient matrix that ensures the condition number of the preconditioned
matrix is bounded by a constant independent of the matrix size. We present in Section 5 numerical examples to confirm the
approximation accuracy and computational efficiency of the proposedmethod and to demonstrate the use of the method in
solving boundary value problem of the Laplace equation. We draw a conclusion in Section 6. For convenience of the readers,
we also add an Appendix at the end of this paper to review the fast quadrature scheme crucial for the development of the
main algorithm described in Section 2.
2. A fast fully discrete Fourier–Galerkin method
In this section, we review the fast Fourier–Galerkin method introduced in [3] for solving singular boundary integral
equations and develop its fully discrete scheme by using a numerical integration method introduced in [20].
Let I := [0, 2pi ] and Z := {. . . ,−1, 0, 1, . . .}. For k ∈ Z, we set ek(x) := 1√2pi eikx, for x ∈ I , where i is the imaginary
unit. For each s ≥ 0, we denote by Hs(I) the standard Sobolev space which consists of functions φ ∈ L2(I) with property∑
k∈Z(1+k2)s|φk|2 < +∞, where φk := 〈φ, ek〉 are the Fourier coefficients of φ. The inner product of space Hs(I) is defined
for φ,ψ ∈ Hs(I) by 〈φ,ψ〉s := ∑k∈Z(1 + k2)sφkψ¯k, φ, ψ ∈ Hs(I), and its norm is defined by ‖φ‖s := 〈φ, φ〉 12s . For two
nonnegative numbers s1 and s2, we suppose that X ⊆ Hs1(I) and Y ⊆ Hs2(I). LetA : X → Y be a bounded linear operator
defined by
(Aw) (x) =
∫
I
a(x, y)w(y)dy, x ∈ I,
which has a bounded inversion A−1 : Y → X . Throughout this paper, we always assume that operator A has the Fourier
basis functions ek as its eigenfunctions. The kernel a of operator A may be either weakly singular, strong singular, or
hypersingular. We assume thatB : X → Y is a compact operator defined by
(Bw) (x) =
∫
I
b(x, y)w(y)dy, x ∈ I,
where b is a smooth kernel. The boundary integral equations considered in this paper have the form
(A+B) u = g, (2.1)
where g ∈ Y is a given function and u ∈ X is the unknown to be determined. Many boundary integral equations can
be written in the form (2.1). For example, both the interior and exterior Dirichlet problems in the planes with smooth
boundaries have the form (2.1) with the kernel a being weakly singular. The interior Neumann problem can be rewritten
in the form (2.1) with the strong singular or hypersingular kernel a. Deviations of the boundary integral equations for
the boundary value problems mentioned above can be found in [1]. More discussion on reformulation of boundary value
problem of the Laplace equation will be given in Section 5.
We now review the Fourier–Galerkin method for solving the boundary integral equations (2.1). Let N := {1, 2, . . .},
Z+n := {1, 2, . . . , n− 1} and Zn := Z+n ∪ {0}. For each n ∈ N, we define a finite-dimensional subspace Xn by Xn := span{ek :|k| ∈ Z∗n}, where Z∗n denotes either Zn or Z+n , according to the type of integral operators A in Eq. (2.1). Let Pn denote the
orthogonal projection from X to Xn. The Fourier–Galerkin method for solving Eq. (2.1) is to seek un ∈ Xn such that
(PnA+ PnB) un = Png. (2.2)
Since operator A has the Fourier basis functions ek as its eigenfunctions, operator A commutes with the projection Pn,
that is
APn = PnA. (2.3)
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Let Bn := PnB|Xn and gn := Png . From equality (2.3), we can see that PnAun = APnun = Aun. Thus, Eq. (2.2) can be
rewritten in the form
(A+Bn) un = gn. (2.4)
Eq. (2.4) has an equivalent linear system. We write v = [vk, v−k : k ∈ Z+n ] for the vector v = [v1, v−1, . . . , vn−1, v−n+1]
and v = [vk, v−k : k ∈ Zn] for the vector v = [v0, v1, v−1, . . . , vn−1, v−n+1]. Let 〈·, ·〉 be the inner product of the standard
Hilbert space of the square integrable functions on I2. For k, l ∈ Z, we let ak,l := 〈Ael, ek〉, and introduce 2× 2 matrices
Ak,l :=
[
ak,l ak,−l
a−k,l a−k,−l
]
.
We then define matrix blocks
A1 :=
[
Ak,l : k, l ∈ Z+n
]
, A′ := [a0,0], A′′ :=
[
a0,k, a0,−k : k ∈ Z+n
]
, A′′′ := [ak,0, a−k,0 : k ∈ Z+n ]T
and introduce the matrices
An := A1, if Z∗n := Z+n , and An :=
[
A′ A′′
A′′′ A1
]
, if Z∗n := Zn.
Likewise, we define the matrix Bn and its corresponding blocks by replacing the kernel a by the kernel b. For k ∈ Z, we let
gk := 〈g, ek〉 and gn := [gk, g−k : k ∈ Z∗n]T . The solution of Eq. (2.4) will take the form un(x) :=
∑
|k|∈Z∗n ukek(x), x ∈ I ,
where uk ∈ C. We also let un := [uk, u−k : k ∈ Z∗n]T . Using these matrix and vector notations, we have that un satisfies the
equation
(An + Bn)un = gn. (2.5)
A matrix truncation strategy was introduced in [3] to compress matrix Bn. For each n ∈ N, we introduce an index set by
setting Ln := {[k, l] ∈ Z2n : kl ≤ n} and define the truncation matrix of Bn by setting
B˜k,l :=
{
Bk,l, [k, l] ∈ Ln ∩ (Z+n )2,
02×2, otherwise,
and B˜1 :=
[˜
Bk,l : k, l ∈ Z+n
]
and letting
B˜n := B˜1, if Z∗n := Z+n , and B˜n :=
[
B′ B′′
B′′′ B˜1
]
, if Z∗n := Zn.
Replacing the dense matrix Bn in Eq. (2.5) by the sparse matrix B˜n, we obtain the truncated linear system
(An + B˜n)u˜n = gn. (2.6)
This truncation strategy leads to fast solutions of the boundary integral equations. We remark that a general sparse Fourier
expansion for a function of a high dimension was introduced in [36].
Numerical implementation of the fastmethod (2.6) requires us to efficiently compute thenonzeros elements of B˜n defined
by the integrals
bk,l =
∫
I
∫
I
b(x, y)el(y)e¯k(x)dxdy, [|k|, |l|] ∈ Ln ∩ (Z∗n)2. (2.7)
Clearly, when k 1 or l 1, bk,l involves an oscillation factor. In Appendix, we describe the quadrature formula originally
developed in [20] to deal with the oscillation integrations shown in (2.7), which does not ruin the stability and convergence
of the fast Fourier–Galerkin method and does not increase the order of the complexity of the fast Fourier–Galerkin method.
The key idea of the quadrature formula in [20] is to construct a multiscale Lagrange interpolation of kernel b on sparse grids,
and then employ the product integrationmethod which was originated in [14] so that the integrals of the oscillatory factors
are evaluated exactly. We also present the algorithm for computing bk,l, [|k|, |l|] ∈ Ln ∩ (Z∗n)2 in Algorithm A.2 of Appendix.
In the rest of this paper, we use QN(b, k,−l) to denote the approximate value of bk,l obtained by the quadrature formula
presented in Appendix.
We define Jn := {[k, l] ∈ Z2n : [|k|, |l|] ∈ Ln}. Let _B n,N denote the matrix B˜n with bk,l being replaced by QN(b, k,−l) for
all [k, l] ∈ Jn with [|k|, |l|] ∈ (Z∗n)2. Replacing B˜n in Eq. (2.6) by _B n,N , we obtain a fully discrete truncated linear system
(An + _B n,N) _u n,N = gn. (2.8)
System (2.8) can be solved by the augmentation method described in [3]. The original ideas used to develop the method
were introduced in [37–39] and the multilevel augmentation method has been successfully used in solving other equations
[40–42]. For details of the augmentation method for solving system (2.8), the readers are referred to [3]. We present next a
result pertaining to an estimate of the computational cost for obtaining _u n,N .
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Theorem 2.1. Suppose that for each (x, y) ∈ I2, the number of multiplications used to evaluate b(x, y) is constant. Then, the total
number of multiplications required for obtaining _u n,N is O(n log3 n).
Proof. Since _u n,N is obtained by solving system (2.8), the total number of multiplications required to obtain _u n,N equals to
the sum of the numbers of multiplications used to generate the matrix
_B n,N and that used to solve the linear system (2.8).
According to Theorem A.3 of Appendix, the number of multiplications used in Algorithm A.2 to generate the matrix
_B n,N is
O(n log3 n). By Theorem6.2 of [3], the number ofmultiplications used to solve the system (2.8) by the augmentationmethod
is O(n log2 n). We thus obtain the desired result of this theorem. 
Theorem 2.1 ensures that the fully discrete Fourier–Galerkin method developed above is a fast algorithm.
3. Stability and convergence analysis
In this section, we consider the stability and convergence analysis of the fully discrete fast Fourier–Galerkin method
described in the last section.
We first study the difference between
_B n,N and Bn. To this end, we estimate the error of the quadrature scheme proposed
in the last section. For any α := [α0, α1] ∈ N20, let |α|∞ := max{α0, α1} and |α| := |α0| + |α1|. For a function
f ∈ Cm(I2) and for α := [α0, α1] ∈ N20, we write f (α)(x) :=
(
∂ |α|
∂xα0 ∂yα1 f
)
(x), for x := [x, y] ∈ I2. We define the space
Xm(I2) := {f : I2 → R : f (α) ∈ C(I2), |α|∞ ≤ m}, with the norm ‖f ‖Xm(I2) := max{‖f (α)‖∞ : α ∈ N20, |α|∞ ≤ m}. We
estimate in the next lemma the error N(k, l) := bk,l − QN(b, k,−l).
Lemma 3.1. If the kernel function b ∈ Xm(I2), then there exists a positive constant c such that for all N ∈ N and k, l ∈ Z,
|N(k, l)| ≤ cN2−mN‖b‖Xm(I2). (3.1)
Proof. From the definitions of QN(b, k, l) and SN , we know that
QN(b, k,−l) =
∫
I
∫
I
(SNb)(x, y)e¯k(x)el(y)dxdy.
Thus, by employing the definitions of N(k, l) and bk,l, we have that
N(k, l) =
∫
I
∫
I
(b(x, y)− (SNb)(x, y))e¯k(x)el(y)dxdy. (3.2)
It follows from (3.2) that |N(k, l)| ≤ ‖b− SNb‖∞. By Theorem A.1 of Appendix, we prove estimate (3.1). 
For a vector v := [vk : k ∈ Zn]T , we let ‖v‖l2 denote its spectral norm, and for a nonnegative number µ we define
a weighted vector vµ := [(1 + k2) µ2 vk, (1 + k2) µ2 v−k : k ∈ Z∗n]T . We denote by Cn and C+n the sets C2n−1 and C2n−2,
respectively, and let C∗n = Cn if Z∗n = Zn and C∗n = C+n if Z∗n = Z+n . For µ > 0, let Hµ(I2) denote the space of functions
φ ∈ L2(I2)with the property that the Fourier coefficients {φk,l : k, l ∈ Z} of φ satisfy that
‖φ‖2Hµ(I2) :=
∑
k∈Z
∑
l∈Z
(1+ k2)µ(1+ l2)µ|φk,l|2 < +∞.
The space Hµ(I2) is a Hilbert space with norm ‖ · ‖Hµ(I2).
Lemma 3.2. Suppose that µ and ν are nonnegative constants. If N = dlog2 ne and kernel function b ∈ Xm(I2) ∩ Hµ+ν(I2),
m ≥ µ+ ν + 1/2+  with  > 0, then there exist a positive constant c and n0 ∈ N such that for all n ∈ N with n > n0 and for
all vectors v,w ∈ C∗n ,∣∣v2µT (Bn − _B n,N)w∣∣ ≤ c‖vµ‖l2‖w‖l2n−ν . (3.3)
Proof. Using the triangle inequality, we have that∣∣v2µT (Bn − _B n,N)w∣∣ ≤ ∣∣v2µT (Bn − B˜n)w∣∣+ ∣∣v2µT (˜Bn − _B n,N)w∣∣ . (3.4)
From Lemma 4.2 in [3], there exists a positive constant c such that for all n ∈ N and v,w ∈ C∗n ,∣∣v2µT (Bn − B˜n)w∣∣ ≤ c‖vµ‖l2‖w‖l2n−ν . (3.5)
We now consider the second term on the right-hand side of inequality (3.4). Let v := [vk, v−k : k ∈ Z∗n] andw := [wk, w−k :
k ∈ Z∗n]. We also let v0 := 0 andw0 := 0 when Z∗n = Z+n . According to the definitions of B˜n and _B n,N , we have that∣∣vT2µ (˜Bn − _B n,N)w∣∣ ≤ |I1 + I2 + I3 + I4| , (3.6)
where
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I1 :=
∑
[k,l]∈Ln
(1+ k2)µvkwlN(k, l), I2 :=
∑
[k,l]∈Ln
(1+ k2)µv−kwlN(−k, l),
I3 :=
∑
[k,l]∈Ln
(1+ k2)µvkw−lN(k,−l), I4 :=
∑
[k,l]∈Ln
(1+ k2)µv−kw−lN(−k,−l).
We now estimate Ik for k = 1, 2, 3, 4. We first estimate I1. Applying the Cauchy–Schwarz inequality, we obtain that
|I1| ≤ ‖vµ‖l2‖w‖l2
( ∑
[k,l]∈Ln
(1+ k2)µ|N(k, l)|2
) 1
2
. (3.7)
Noting that N = dlog2 ne andm ≥ µ+ ν + 1/2+  with  > 0, from (3.1) we observe that there exists a positive constant
c such that for all n ∈ Nwith n ≥ 2 and k, l ∈ Z,
|N(k, l)| ≤ c(log2 n)n−µ−ν−1/2− . (3.8)
Noting that for all k ∈ Zn, (1+ k2)µ ≤ n2µ, substituting inequality (3.8) into (3.7) leads that
|I1| ≤ c‖vµ‖l2‖w‖l2
( ∑
[k,l]∈Ln
(log2 n)
2n−2ν−1−2
) 1
2
. (3.9)
Since the cardinality of Ln is O(n log2 n), from (3.9) we conclude that there exists a positive constant c1 such that for all
n ∈ N, and vectors v,w ∈ C∗n ,
|I1| ≤ c1‖vµ‖l2‖w‖l2(log2 n)3/2n−ν− . (3.10)
In a similar manner, we conclude that there exists a positive constant ck, k ∈ {2, 3, 4}, such that for all n ∈ N, and vectors
v,w ∈ C∗n ,
|Ik| ≤ ck‖vµ‖l2‖w‖l2(log2 n)3/2n−ν− . (3.11)
Substituting (3.9) and (3.11) into (3.6), there exists a positive constant c such that for all n ∈ N, and for all vectors v,w ∈ C∗n ,∣∣vT2µ (˜Bn − _B n,N)w∣∣ ≤ c‖vµ‖l2‖w‖l2n−ν(log2 n)3/2n− . (3.12)
Because  > 0, there exists a positive integer n0 such that for all n ∈ N with n ≥ n0, (log2 n)3/2n− ≤ 1. Thus, from (3.12),
there exist a positive constant c and a positive integer n0 such that for all n ∈ Nwith n ≥ n0, and for all vectors v,w ∈ C∗n ,∣∣vT2µ (˜Bn − _B n,N)w∣∣ ≤ c‖vµ‖l2‖w‖l2n−ν . (3.13)
Applying estimates (3.5) and (3.13) to (3.4), we obtain inequality (3.3). 
Let _Bn,N : Xn → Xn be the linear operator which has _B n,N as its matrix representation under the Fourier basis. We next
estimate the difference betweenBn and
_
Bn,N .
Lemma 3.3. Suppose that µ, ν ≥ 0. If N = dlog2 ne and b ∈ Xm(I2)∩Hµ+ν(I2), m ≥ µ+ ν+ 1/2+  with  > 0, then there
exist a positive constant c and a positive integer n0 such that for all n ≥ n0 and for allw ∈ X,∥∥(Bn − _Bn,N)Pnw∥∥µ ≤ c‖w‖0n−ν . (3.14)
Proof. By the definition of norm ‖ · ‖µ,∥∥(Bn − _Bn,N)Pnw∥∥µ = sup
v∈Hµ(I), ‖v‖µ=1
∣∣〈(Bn − _Bn,N)Pnw, v〉µ∣∣ = sup
v∈Hµ(I), ‖v‖µ=1
∣∣〈(Bn − _Bn,N)Pnw, Pnv〉µ∣∣ . (3.15)
For v ∈ Hµ(I) andw ∈ X , we express their projection onto Xn as
Pnv =
∑
|k|∈Z∗n
vkek, and Pnw =
∑
|k|∈Z∗n
wkek, x ∈ I. (3.16)
We let v := [v¯k, v¯−k : k ∈ Z∗n] and w := [wk, w−k : k ∈ Z∗n]. From (3.16) and the definition of operators Bn and _Bn,N , we
obtain that
〈(Bn − _Bn,N)Pnw, Pnv〉µ = vT2µ(Bn − _B n,N)w. (3.17)
Combining inequality (3.3) with Eq. (3.17) yields the estimate∣∣〈(Bn − _Bn,N)Pnw,Pnv〉µ∣∣ ≤ c‖vµ‖l2‖w‖l2n−ν . (3.18)
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Noting that ‖vµ‖l2 ≤ ‖v‖µ, ‖w‖l2 ≤ ‖w‖0, from (3.18) we have that∣∣〈(Bn − _Bn,N)Pnw,Pnv〉µ∣∣ ≤ c‖v‖µ‖w‖0n−ν . (3.19)
Substituting (3.19) into (3.15), we obtain the desired estimate of this lemma. 
It is proved in Theorem 2.1 of [3] thatA+Bn is stable, that is, there exist a constant ρ > 0 and a positive integer n0 such
that for all n ≥ n0 and for allw ∈ Xn
‖(A+Bn)w‖s2 ≥ ρ‖w‖s1 . (3.20)
We are now ready to present the stability of the operatorA+ _Bn,N .
Theorem 3.4. Suppose that s1 ≥ 0, s2 ≥ 0 and t > 0. If N = dlog2 ne and kernel function b ∈ Xm(I2) ∩ Hs2+t(I2),
m ≥ s2 + t + 1/2+  with  > 0, then there exists a positive integer n0 such that for all n ≥ n0 and for allw ∈ Xn,
‖(A+ _Bn,N)w‖s2 ≥
ρ
2
‖w‖s1 . (3.21)
Proof. By Lemma 3.3 with replacing µ and ν by s2 and t , respectively, and with the fact that n−t → 0 as n → ∞ and the
inequality ‖w‖0 ≤ ‖w‖s1 , we conclude that there exists a positive integer n0 such that for all n ≥ n0 and for allw ∈ Xn,
‖(Bn − _Bn,N)w‖s2 ≤
ρ
2
‖w‖s1 . (3.22)
It follows from (3.20) and (3.22) that
‖(A+ _Bn,N)w‖s2 ≥ ‖(A+Bn)w‖s2 − ‖(Bn − _Bn,N)w‖s2 ≥
ρ
2
‖w‖s1 ,
proving the stability estimate (3.21). 
The stability (Theorem 3.4) of the operatorA+ _Bn,N guarantees the unique existence of the solution of the equation
(A+ _Bn,N) _u n,N = gn. (3.23)
Since the linear system (2.8) is equivalent to (3.23), Theorem 3.4 ensures that the solution of the linear system (2.8) exists
and is unique. Moreover, Theorem 3.4 leads to an error estimate of _u n,N .
Theorem 3.5. Suppose that s1 ≥ 0, s2 ≥ 0 and t > 0. If N = dlog2 ne, b ∈ Xm(I2) ∩ Hs2+t(I2), m ≥ s2 + t + 1/2 +  with
 > 0 and u ∈ Hs1+t(I), then there exist a positive constant c and a positive integer n0 such that for all n ≥ n0,
‖u− _u n,N‖s1 ≤ cn−t‖u‖s1+t . (3.24)
Proof. The proof of this theorem is done by modifying the proof for Theorem 5.1 of [3].
By using the triangle inequality, we have that
‖u− _u n,N‖s1 ≤ ‖u− Pnu‖s1 + ‖Pnu− _u n,N‖s1 . (3.25)
We first study the second term on the right-hand side of (3.25). Employing Theorem 3.4 we conclude that there exist a
positive constant c and a positive integer n0 such that for all n ≥ n0,
‖Pnu− _u n,N‖s1 ≤ c‖(I +A−1 _Bn,N)(Pnu− _u n,N)‖s1 . (3.26)
On the other hand, by applying the operatorA−1Pn to both sides of (2.1) with a help of (2.3), we observe that
Pn(I +A−1B)u = A−1gn. (3.27)
Substituting (3.23) into the right-hand side of (3.27) yields,
Pn(I +A−1B)u = (I +A−1 _Bn,N) _u n,N . (3.28)
A direct computation by using (2.3) and (3.28) confirms the equation
(I +A−1B˜n)(Pnu− _u n,N) = Pn(I +A−1B)(Pnu− u)+A−1( _Bn,N −Bn)Pnu. (3.29)
Consequently, we have that∥∥(I +A−1B˜n)(Pnu− _u n,N)∥∥s1 ≤ c ‖Pnu− u‖s1 + c ∥∥( _Bn,N −Bn)Pnu∥∥s2 . (3.30)
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By combining (3.30) with (3.26) and (3.25), we obtain the inequality
‖u− _u n,N‖s1 ≤ c‖Pnu− u‖s1 + c‖( _Bn,N −Bn)Pnu‖s2 .
It is well-known (cf. [1]) that there exist a positive constant c and a positive integer n0 such that for all n ≥ n0,
‖u− Pnu‖s1 ≤ cn−t‖u‖s1+t . (3.31)
By using the above estimate and Lemma 3.3 with µ = s2 and ν = t , and noting that ‖u‖0 ≤ ‖u‖s1+t , we prove the desired
estimate of this theorem. 
4. Precondition
In this section, we consider precondition of the coefficient matrix An + _B n,N so that the resulting matrix has uniform
bounded condition number.
For arbitrary s ≥ 0 and n ∈ N, we define a diagonal matrix Dn,s = diag[(1 + k2)s/2, (1 + k2)s/2 : k ∈ Z∗n]. We let
Wn,N := Dn,s2(An + _B n,N)D−1n,s1 and gD := Dn,s2gn. Eq. (2.8) is equivalent to the equation
Wn,N(Dn,s1
_u n,N) = gD. (4.1)
We will show that the condition number ofWn,N is bounded by a constant.
Lemma 4.1. Suppose N = dlog2 ne. If there exist a positive integer n0 and positive constants c1, c2 such that for all n ≥ n0 and
w ∈ Xn,
c1‖w‖s1 ≤
∥∥(A+ _Bn,N)w∥∥s2 ≤ c2‖w‖s1 , (4.2)
then for all n ≥ n0,
cond(Wn,N) ≤ c2/c1. (4.3)
Proof. For anyw := [wl, w−l : l ∈ Z∗n] ∈ C∗n , we let
w :=
∑
|l|∈Z∗n
(1+ l2)−s1/2wlel, and g˜ :=
(
A+ _Bn,N
)
w.
Thus, we know that g˜ ∈ Xn and we rewrite
g˜ =
∑
|k|∈Z∗n
(1+ k2)−s2/2g˜kek,
where (1+ k2)−s2/2g˜k, k ∈ Z∗n , are the Fourier coefficients of g . Set g˜n = [g˜k, g˜−k : k ∈ Z∗n] ∈ C∗n . Noting that for all |k| ∈ Z∗,
(1+ k2)−s2/2g˜k =
〈
ek,
(
A+ _Bn,N
)
w
〉 = ∑
|l|∈Z∗n
(1+ l2)−s1/2wl
〈
ek,
(
A+ _Bn,N
)
el
〉
,
we then have that
D−1n,s2 g˜n =
(
An + _B n,N
)
D−1n,s1w,
that is,
g˜n = Wn,Nw. (4.4)
From the definition of norm ‖ · ‖s2 , we know that ‖g˜n‖l2 = ‖g˜‖s2 . Thus, the definition of g˜ together with Eq. (4.4) gives that
‖Wn,Nw‖l2 =
∥∥(A+ _Bn,N)w∥∥s2 . (4.5)
Because ‖w‖l2 = ‖w‖s1 , by substituting Eq. (4.5) into inequality (4.2), we obtain that for all n ≥ n0,
c1‖w‖l2 = c1‖w‖s1 ≤ ‖Wn,Nw‖l2 ≤ c2‖w‖s1 = c2‖w‖l2 .
From this inequality, we obtain the desired estimate (4.3). 
We next present the main result of this section.
Theorem 4.2. Suppose that s1 ≥ 0, s2 ≥ 0 and t > 0. If N = dlog2 ne, b ∈ Xm(I2) ∩ Hs2+t(I2), m ≥ s2 + t + 1/2 +  with
 > 0, then there exist a positive integer n0 and a positive constant c such that for all n ≥ n0,
cond
(
Wn,N
) ≤ c. (4.6)
Proof. Note that for all n ∈ N, An+ _B n,N is the discrete form of operatorA+ _Bn,N andWn,N := Dn,s2(An+ _B n,N)D−1n,s1 . Thus,
according to Lemma 4.1, to prove (4.6), we only need to prove that there exist a positive integer n0 and positive constants
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Table 1
Results of the boundary integral equation with the weakly singular kernel.
n Uncompressed Compressed and using quadrature strategy
CT(n) CO Err AO CR (%) CT(n) CO Err AO
64 3.04 4.71e−2 14.51 0.16 4.87e−2
128 13.49 2.15 3.34e−2 0.4968 8.32 0.45 1.49 3.45e−2 0.4983
256 61.86 2.20 2.44e−2 0.4977 4.69 1.28 1.51 2.45e−2 0.4924
512 289.46 2.23 1.73e−2 0.4978 2.62 3.65 1.51 1.73e−2 0.4978
1024 1343.08 2.21 1.22e−2 0.4998 1.45 10.03 1.46 1.22e−2 0.4998
Table 2
Condition numbers of matrices An + Bn andWn,N with the weakly singular kernel.
n cond(An + Bn) cond(Wn,N )
128 1 579.91 103.64
256 3 195.85 103.65
512 6 391.62 103.65
1024 12788.23 103.65
c1, c2 such that for all n ≥ n0 andw ∈ Xn,
c1‖w‖s1 ≤ ‖(A+ _Bn,N)w‖s2 ≤ c2‖w‖s1 .
By employing triangle inequality, there holds that for all n ∈ N andw ∈ Xn,
‖(A+ _Bn,N)w‖s2 ≤ ‖(A+Bn)w‖s2 + ‖(Bn − _Bn,N)w‖s2 . (4.7)
Noting that A + B is bounded, from the definition of Bn, we know that there exists a positive constant c such that for all
n ∈ N andw ∈ Xn,
‖(A+Bn)w‖s2 ≤ ‖(A+B)w‖s2 + ‖(B −Bn)w‖s2 ≤ c‖w‖s1 . (4.8)
Thus, by employing Lemma 3.3 and inequality ‖w‖0 ≤ ‖w‖s1 , we have that there exists a positive constant c such that for
all n ∈ N andw ∈ Xn,
‖(Bn − _Bn,N)w‖s2 ≤ c‖w‖s1 . (4.9)
Substituting (4.8) and (4.9) into (4.7), we obtain that there exists a positive constant c2 such that for all n ∈ N and
w ∈ Xn, ‖(A + _Bn,N)w‖s2 ≤ c2‖w‖s1 . Since t > 0, m ≥ s2 + t + 1/2 +  with  > 0 and b ∈ Xm(I2) ∩ Hs2+t , from
Theorem 3.4 we have that there exist a positive integer n0 and a positive constant c1 such that for all n ≥ n0 and w ∈ Xn,
‖(A+ _Bn,N)w‖s2 ≥ c1‖w‖s1 . 
5. Numerical examples and applications to boundary integral equations
In this section, we first present three numerical examples of integral equations to confirm the theoretical order of ap-
proximation and computational complexity of the proposed method. We then apply the method to three types of boundary
integral equations, with weakly singular, strong singular and hypersingular kernels, respectively. These boundary integral
equations are reformulations of interior Dirichlet problems and interior Neumann problems of the two-dimensional Laplace
equation. For each of these boundary integral equations, we present a numerical example to demonstrate the approximation
accuracy and computational complexity.
All computer programs for the numerical examples presented here are run on a personal computer with a 1.60 GHz
PentiumCPU and 512Mmemory. In the tables shownbelow,we use ‘‘CT’’ to denote the computing timemeasured in seconds
spent in generating the matrix
_B n,N . The compression rate ‘‘CR’’ is defined by CR := Nnn2 . We also denote by cond(M) the
condition numbers of matrix M. Define that CO := log2 CT(2n)CT(n) . The relative error ‘‘Err’’ and the approximation order ‘‘AO’’
are defined respectively by
Err := ‖u−
_u n‖s1
‖u‖s1
, and AO := log2 ‖u−
_u n‖s1
‖u− _u 2n‖s1
.
In the numerical examples in this section, we choosem = 4 and vr = 2pi(r+1)m+1 , r ∈ Z4.
Example 1. We consider the integral equation (2.1) with a weakly singular kernel a and a smooth kernel b, defined respec-
tively by
a(x, y) := − 1
pi
log
∣∣∣∣2e−1 sin y− x2
∣∣∣∣ , x, y ∈ I, (5.1)
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Table 3
Results of the boundary integral equation with the strong singular kernel.
n Uncompressed Compressed and using quadrature strategy
CT CO Err AO CR (%) CT CO Err AO
64 4.49 1.14e−3 11.82 0.15 1.15e−3
128 13.66 1.61 4.06e−4 1.4932 6.88 0.44 1.55 4.09e−4 1.4952
256 62.12 2.19 1.44e−4 1.4966 3.95 1.29 1.55 1.45e−4 1.4960
512 289.99 2.22 5.09e−5 1.4986 2.24 3.67 1.51 5.14e−5 1.4958
1024 1344.13 2.21 1.80e−5 1.4988 1.25 10.01 1.45 1.82e−5 1.4998
Table 4
Condition numbers of matrices An + Bn andWn,N with the strong singular kernel.
n cond(An + Bn) cond(Wn,N )
128 5.29 5.29
256 5.29 5.29
512 5.29 5.29
1024 5.29 5.29
and
b(x, y) := esin(x)cos(2y) log | cos(y)+ 5|, x, y ∈ I.
In this example, the domain space is X = H0 and the range space is Y = H1. We choose the right-hand side function g such
that u(x) = x for all x ∈ I is the exact solution of the equation. Thus, u ∈ H0.5−(I) with  > 0 being an arbitrary number.
In this case, the diagonal matrix An is given by
An := diag
[
1, 1, 1,
1
2
,
1
2
, . . . ,
1
n− 1 ,
1
n− 1
]
. (5.2)
The numerical results of this example are listed in Table 1. Since s1 = 0 in this example, from the regularity of u we know
that the convergence order of _u n is 0.5−,  > 0. This is confirmed by the numerical results listed in Table 1. The condition
numbers of matrices An + Bn andWn,N are shown in Table 2.
Example 2. We consider integral equation (2.1) with a strong singular kernel
a(x, y) := sin(y− x)
2(1− cos(y− x)) , x, y ∈ I, (5.3)
and a smooth kernel
b(x, y) := ecos(x)sin(2y) sin(x) sin(2y) log | sin(y)+ 5|, x, y ∈ I.
In this case, X = Y = H00 , where H00 :=
{
φ ∈ H0 : ∫I φ(x)dx = 0}. The diagonal matrix An is given by
An := [pi i,−pi i, . . . , pi i,−pi i]︸ ︷︷ ︸
2n−2
. (5.4)
Here, the right-hand side function g is chosen such that u(x) = − 112 (3x2 − 6pix + 2pi2), x ∈ I is the exact solution of the
equation, and u ∈ H1.5−(I)with  > 0 being an arbitrary number. The convergence order of _u n in this example is 1.5− ,
 > 0. We list the numerical results of this example in Tables 3 and 4. Note that in this case the condition number of matrix
An + Bn is bounded by a constant and thus, preconditioning is not necessary. This point can be observed from Table 4.
Example 3. We consider integral equation (2.1) with a hypersingular kernel
a(x, y) := 1
4pi
csc2
y− x
x
, x, y ∈ I, (5.5)
and a smooth kernel
b(x, y) := (x− pi)(y− pi), x, y ∈ I.
Here, X = H00 (I) ∩ H1(I) and Y = H00 (I). In this example, the diagonal matrix An is given by
An = [1, 1, 2, 2, . . . , n− 1, n− 1]. (5.6)
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Table 5
Results of the boundary integral equation with the hypersingular kernel.
n Uncompressed Compressed and using quadrature strategy
CT CO Err AO CR (%) CT CO Err AO
64 2.97 7.56e−2 11.82 0.15 7.57e−2
128 13.07 2.14 5.36e−2 0.4953 6.88 0.45 1.59 5.37e−2 0.4961
256 61.16 2.23 3.80e−2 0.4971 3.95 1.26 1.49 3.80e−2 0.4967
512 287.99 2.24 2.69e−2 0.4980 2.24 3.66 1.54 2.69e−2 0.4980
1024 1340.23 2.18 1.90e−2 0.4995 1.25 9.79 1.42 1.91e−2 0.4986
Table 6
Condition numbers of matrices An + Bn andWn,N with the hypersingular kernel.
n cond(An + Bn) cond(Wn,N )
128 1 749.77 263.25
256 3 499.41 263.83
512 6 999.92 264.12
1024 13998.82 264.74
The right-hand side function g is chosen such that u(x) = − 112 (3x2−6pix+2pi2), x ∈ I is the exact solution of the equation.
It can be seen that u ∈ H1.5−(I) with  > 0 being an arbitrary number. Since in this case s1 = 1, the desired theoretical
approximation order is 0.5− ,  > 0. We list the numerical results for this example in Tables 5 and 6.
In the rest of this section, we apply the proposed fast discrete method to solving boundary integral equations which are
reformulations of the interior Dirichlet problem and interior Neumann problem of the Laplace equation in the plane. We
will use the potential theory so that these boundary value problems are reformulated as boundary integral equations of the
three types studied in this paper. Numerical examples will be presented to demonstrate the approximation accuracy and
computational efficiency of the proposed method.
We first consider solving the interior Dirichlet problem. Let D be a bounded open simply connected region in R2. We use
nP to denote the unit normal vector at the point P on the boundary ∂D. Suppose that ∂D has a parametrization γ defined by
γ (x) := (γ1(x), γ2(x)), x ∈ I . The interior Dirichlet problem in the plane has the form{
1U(P) = 0, P ∈ D
U(P) = f (P), P ∈ ∂D. (5.7)
The solution U of (5.7) can be expressed as a single-layer potential in the form
U(P) =
∫
∂D
ρ(Q ) log |P − Q |dsQ , P ∈ D,
where the unknown density function ρ satisfies the boundary integral equation of the first kind∫
∂D
ρ(Q ) log |P − Q |dsQ = f (P), P ∈ ∂D. (5.8)
We rewrite Eq. (5.8) in the form (2.1) by introducing the kernel function a defined in (5.1) and
b(x, y) :=

− 1
pi
log
∣∣∣∣∣e
1
2 |γ (x)− γ (y)|∣∣2 sin x−y2 ∣∣
∣∣∣∣∣ , x− y 6= 2kpi, k ∈ Z
− 1
pi
log
∣∣∣e 12 γ ′(y)∣∣∣ , otherwise, x, y ∈ I. (5.9)
We also let g(x) := − 1
pi
f (γ (x)) and u(x) := ρ(γ (x))|γ ′(x)|, for x ∈ I . It is known that u satisfies (2.1) with the kernel a
when the boundary is smooth. In this example, the domain space and the range space are X = H0 and Y = H1, respectively.
The diagonal matrix An is defined in (5.2).
Example 4. We choose the domain D as the region bounded by the curve γ (x) := (cos x, 0.4 sin x), x ∈ I . For a comparison
purpose, we choose the function f on the boundary so that the exact solution of the boundary value problem (5.7) is given
by U(x, y) := ex sin(y), (x, y) ∈ D. By using the parametrization of γ in (5.9), the kernel b is written as
b(x, y) = − 1
2pi
{
1+ log
[
sin2
x+ y
2
+ 0.16 cos2 x+ y
2
]}
, x, y ∈ I.
The function g has the form g(x) = − 1
pi
ecosx sin(0.4 sin x), x ∈ I . The approximate solution _u n,N is obtained by solving
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Table 7
Computing time used in generating matrices Bn and
_B n,N , and the condition numbers of matrices An + Bn andWn,N , with the weakly singular kernel.
n Uncompressed Using truncation and quadrature strategy
CT CO cond(An + Bn) CR (%) CT CO cond(Wn,N )
64 3.63 45.71 14.51 0.28 2.83
128 14.33 1.98 91.43 8.32 0.46 0.72 2.83
256 66.75 2.22 182.86 4.69 1.34 1.54 2.83
512 312.55 2.23 365.71 2.62 3.79 1.51 2.83
1024 1454.34 2.22 731.43 1.45 7.41 0.97 2.83
Table 8
Errors of the approximate solution Un,N with the weakly singular kernel.
n δ1 δ2 δ3 δ4
64 8.42e−5 1.91e−5 1.69e−5 4.08e−5
128 2.18e−6 2.41e−6 2.25e−6 5.49e−6
256 1.01e−7 1.43e−7 1.21e−7 1.55e−7
512 3.41e−8 6.05e−8 5.83e−8 3.38e−8
1024 2.19e−8 3.13e−8 3.96e−8 1.81e−8
Eq. (2.8) using the augmentation method which was originally developed in [38] and later used in [3]. The corresponding
approximate solution Un,N of the Dirichlet problem is then given by
Un,N(x, y) := 12
∫
I
_u n,N(z) log
[
(x− cos z)2 + (y− 0.4 sin z)] dz, (x, y) ∈ D.
The numerical results for this example are presented in Tables 7 and 8. In Table 7, we list the computing time used in
generating matrices Bn and
_B n,N , and the condition numbers of matrices An+Bn andWn,N . We present in Table 8 the errors
of the approximate solution Un,N at the points Pk := γk(cos pi4 , 0.4 sin pi4 ), k = 1, 2, 3, 4, where γ1 := 0.25, γ2 := 0.5,
γ3 := 0.75, γ4 := 0.9999, and δk := |U(Pk) − Un,N(Pk)|, k = 1, 2, 3, 4. The values of Un,N at points Pk, k = 1, 2, 3, are
computed by the standard Gauss quadrature formula. The value ofUn,N at point P4 is an integral with ‘‘numerical singularity’’
and thus, evaluation of the value requires care. We compute it by using the algorithm introduced in [43].
We consider the interior Neumann problem
1U(P) = 0, P ∈ D
∂U(P)
∂nP
= f (P), P ∈ ∂D. (5.10)
The solution of the problem can be expressed in terms of the double-layer potential by
U(P) =
∫
∂D
ρ(Q )
∂
∂nP
log |P − Q |dsQ , P ∈ D,
where the unknown density function ρ satisfies the boundary integral equation of the first kind∫
∂D
ρ(Q )
∂
∂nP
log |P − Q |dsQ = f (P), P ∈ ∂D. (5.11)
Eq. (5.11) can be rewritten in the form (2.1) by introducing the kernel a defined in (5.3) and the kernel b defined by
b(x, y) := γ
′(x) · (γ (y)− γ (x))
|γ (x)− γ (y)|2 −
sin(y− x)
2(1− cos(y− x)) , x, y ∈ I. (5.12)
We also define g(x) := f (γ (x))|γ ′(x)| and u(x) := dρ(γ (x))dx for x ∈ I . In this case, X = Y = H00 . The diagonal matrix An is
given in (5.4).
Example 5. We choose γ (x) := (cos x, 2 sin x), x ∈ I . The function f is chosen so that the exact solution of the boundary
value problem is U(x, y) := ex sin(y), (x, y) ∈ D. The smooth kernel function b is given by
b(x, y) := 3 sin(x+ y)
10+ 6 cos(x+ y) , x, y ∈ I.
The function g is then given by g(x) := 2ecosx sin(2 sin x) cos x+ ecosx cos(2 sin x) sin x, for all x ∈ I . Solving Eq. (2.8) by the
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Table 9
Computing time used in generating matrices Bn and
_B n,N , and the condition numbers of matrices An + Bn andWn,N , with the strong singular kernel.
n Uncompressed Using truncation and quadrature strategy
CT CO cond(An + Bn) CR (%) CT CO cond(Wn,N )
64 3.48 2 11.82 0.29 2
128 14.23 2.03 2 6.88 0.47 0.71 2
256 66.92 2.23 2 3.95 1.37 1.54 2
512 302.79 2.18 2 2.24 3.86 1.49 2
1024 1539.34 2.35 2 1.25 10.59 1.46 2
Table 10
Errors of the approximate solution Un,N with the strong singular kernel.
n δ1 δ2 δ3 δ4
64 3.71e−5 4.68e−5 6.21e−5 3.23e−5
128 8.51e−6 1.31e−6 1.34e−6 2.76e−6
256 7.77e−7 9.47e−7 1.01e−7 1.05e−7
512 3.72e−7 5.44e−8 3.27e−8 5.04e−8
1024 7.61e−8 1.52e−8 1.03e−8 1.03e−8
augmentation method, we obtain an approximate solution _u n,N = ∑|k|∈Z+n akek. The corresponding approximate solution
of the interior Neumann problem is then given by
Un,N(x, y) := 12
∫
I
_ρ n,N(z)K(x, y, z)dz,
where _ρ n,N :=
∑
|k|∈Z+n
1
ikakek, x ∈ I , and
K(x, y, z) := 2 cos z(x− cos z)+ sin z(y− 2 sin z)
(x− cos z)2 + (y− 2 sin z)2 , (x, y) ∈ D. (5.13)
We list in Table 9 the computing time used in generating matrices Bn and
_B n,N , and the condition numbers of matrices
An + Bn and Wn,N for this example. In Table 10, we present the errors of the approximate solution Un,N at the points
Pk := γk(cos pi4 , 2 sin pi4 ), k = 1, 2, 3, 4.
The interior Neumann problem (5.10) may be reformulated differently. From [44], we know that the boundary integral
equation (5.11) can be reformulated as the form (2.1) with the hypersingular kernel a defined in (5.5) and the kernel b
defined by
b(x, y) := 1
pi
[
γ (x) · (γ (y)− γ (x))
|γ (x)− γ (y)|2 −
sin(y− x)
2(1− cos(y− x))
]
, x, y ∈ I.
We also let g(x) := −f (γ (x))|γ ′(x)| and u(x) := ρ(γ (x)) for x ∈ I . Here, X = H00 (I)∩H1(I) and Y = H00 (I). In this example,
the diagonal matrix An is given in (5.6).
Example 6. With the same parametrization of the boundary in Example 5, the kernel b in this example is given by a smooth
function
b(x, y) := 18+ 30 cos(x+ y)
pi(10+ 6 cos(x+ y))2 , x, y ∈ I.
The function g for this formulation is given by
g(x) := − 2
pi
ecosx sin(2 sin x) cos x− 1
pi
ecosx cos(2 sin x) sin x, x ∈ I.
The corresponding approximate solution of the interior Neumann problem is then obtained by
Un,N(x, y) := 12
∫
I
_u n,N(z)K(x, y, z)dz,
where K is defined in (5.13). Numerical results for this example are presented in Tables 11 and 12.
All numerical results presented above confirm the theoretical results on approximation order and computational
complexity of the proposed fast discrete method, which we established in the previous sections of this paper.
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Table 11
Computing time used in generating matrices Bn and
_B n,N , and the condition numbers of matrices An + Bn andWn,N , with the hypersingular kernel.
n Uncompressed Using truncation and quadrature strategy
CT CO cond(An + Bn) CR (%) CT CO cond(Wn,N )
64 3.39 48.95 11.82 0.25 2.12
128 14.39 2.09 96.12 6.88 0.47 0.91 2.12
256 66.62 2.21 192.02 3.95 1.32 1.49 2.12
512 312.35 2.23 384.33 2.24 3.88 1.56 2.12
1024 1453.57 2.22 768.21 1.25 10.67 1.46 2.12
Table 12
Errors of the approximate solution Un,N with the hypersingular kernel.
n δ1 δ2 δ3 δ4
64 3.71e−5 4.74e−5 2.91e−5 3.21e−5
128 2.52e−6 6.30e−6 6.59e−6 2.12e−6
256 3.30e−7 5.31e−7 6.78e−7 9.03e−7
512 5.21e−8 5.32e−8 7.12e−8 8.94e−8
1024 2.20e−8 3.51e−8 5.12e−8 2.01e−8
6. Conclusion
The proposed fully discrete Fourier–Galerkinmethod is a fast, stable and efficient numerical algorithmwith optimal order
of convergence, for solving singular boundary integral equations, reformulations of boundary value problems of the two-
dimensional Laplace equation. The idea of themethodmay be extended to other partial differential equations and equations
in higher-dimensional spaces.
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Appendix
Wepresent in this Appendix a quadrature formula and the algorithm for computing nonzero elements ofmatrix _Bn,N .We
first present a multiscale piecewise Lagrange interpolation formula on interval I . Let ϕ% : I → I , % ∈ Z2, be two mappings
defined by ϕ0(x) = x2 , and ϕ1(x) = x+2pi2 , x ∈ I . Set Ψ := {ϕ% : % ∈ Z2}. It can be shown that I is an invariant set relative
to the mappings Ψ in the sense of I = Ψ (I) := ϕ0(I) ∪ ϕ1(I). We call a subset V of I refinable relative to the mappings Ψ
if V ⊆ Ψ (V ). Let V := {vr : 0 < v0 < v1 < · · · < vm−1 < 2pi, r ∈ Zm} be a refinable set relative to the mappings Ψ ,
where m ∈ N. For all N ∈ N and pN := [%γ : γ ∈ ZN ] ∈ ZN2 , we let ϕpN := ϕ%N−1 ◦ · · · ◦ ϕ%0 and µ(pN) :=
∑
γ∈ZN %γ 2
γ .
For all N ∈ N, we define VN := {vN,r : r ∈ Z2Nm},where vN,r := ϕpN (vr ′), with pN ∈ ZN2 , r ′ ∈ Zm and r = mµ(pN)+ r ′. We
also define V0 := {v0,r := vr : r ∈ Zm}. Associated with this point sets VN , N ∈ N0, we define the Lagrange polynomials of
degreem− 1 on I by
`0,r(x) :=
m−1∏
q=0,q6=r
x− vq
vr − vq , x ∈ I and r ∈ Zm,
and
`N,r(x) :=

mµ(pN )+m−1∏
q=mµ(pN ),q6=r
x− vN,q
vN,r − vN,q , x ∈ ϕpN (I),
0, x ∈ I \ ϕpN (I),
N ≥ 1 and r ∈ Z2Nm,
where pN ∈ ZN2 , r ′ ∈ Zm and r = mµ(pN) + r ′. The bases `N,r and points vN,r , N ∈ N0 and r ∈ Z2Nm, satisfy
the following property (see [22]), `N,r(vN,r ′) = δr,r ′ , where δr,r ′ :=
{
1, r = r ′
0, r 6= r ′ . For all N ∈ N, we define index sets
WN := {r ∈ Z2Nm : vN,r ∈ VN \ VN−1}. Let W0 := Zm and ar,κ := `0,r(v1,κ), r ∈ Zm and κ ∈ Z2m. For x ∈ R, we
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denote by bxc the largest integer not greater than x. We define linear functionals ηj,r : C(I)→ R, j ∈ N0 and r ∈ Z2jm for all
f ∈ C(I) by
η0,r(f ) := f (vr) and ηj,r(f ) := f (vj,r)−
∑
q∈Zm
f
(
vj−1,mb r2mc+q
)
aq,r mod2m.
With these notations, we obtain the multiscale piecewise Lagrange interpolation formula on interval I
PN f :=
∑
j∈ZN+1
∑
r∈Wj
ηj,r(f )`j,r .
We now describe the multiscale Lagrange interpolation of kernel b on sparse grids. For all j := [j0, j1] ∈ N20, we let
Wj := Wj0 ⊗Wj1 , and for all j := [j0, j1] ∈ N20 and r := [r0, r1] ∈ Wj, we set ηj,r := ηj0,r0 ⊗ ηj1,r1 and `j,r := `j0,r0 ⊗ `j1,r1 .
For all N ∈ N, we define the index set SN by
SN :=
{
j := [j0, j1] ∈ Z2N+1 : max{j0, 1} +max{j1, 1} ≤ N
}
.
The multiscale Lagrange interpolation of b on sparse grids is then given for all N ∈ N by
SNb =
∑
j∈SN
∑
r∈Wj
ηj,r(b)`j,r.
We recall the estimate of the difference between b and SNb in the next theorem, which is a special case of Theorem 2.12
in [20].
Theorem A.1. If b ∈ Xm(I2), then there exists a positive constant c such that for all N ∈ N,
‖b− SNb‖∞ ≤ cN2−mN‖b‖Xm(I2).
Replacing b by SNb in (2.7) yields a numerical quadrature formula for evaluating the coefficients bk,l, [k, l] ∈ Z2.
Specifically, for all j ∈ SN , r ∈ Wj and [k, l] ∈ Z2, defining
Aj,r(k, l) :=
∫
I
∫
I
`j,r(x, y)e¯k(x)e¯l(y)dxdy,
the quadrature formula for computing bk,−l is then given by
QN(b, k, l) :=
∑
j∈SN
∑
r∈Wj
ηj,r(b)Aj,r(k, l). (A.1)
We next describe a fast quadrature algorithm for computing QN(b, k, l) for all [k, l] ∈ Jn. The key ideas of the fast
quadrature algorithm is to rewrite (A.1) in the form of discrete Fourier transforms of matrices [ηj,r(b) : r ∈ Wj], j ∈ SN ,
so that the fast Fourier transform can be used. To this end, we present useful properties of Aj,r andWj. Let X0 := W0 and
Xj := W1 for all j ∈ N. For all j ∈ N0 and q ∈ Xj and l ∈ Z, we let
tj,q(l) := 1√
2pi

∫
I
`0,q(x)e−ilxdx, j = 0
1
2j−1
√
2pi
∫
I
`1,q(x)e−ilx/2
j−1
dx, j ≥ 1.
We also let that for all j := [j0, j1] ∈ N20, Xj := Xj0 ⊗ Xj1 . For all j := [j0, j1] ∈ SN , q := [q0, q1] ∈ Xj and [k, l] ∈ Jn, we
define
tj,q(k, l) := tj0,q0(k)tj1,q1(l). (A.2)
Let Z2−1 := {0}. For all j := [j0, j1] ∈ N20, we let Dj := diag[21−j0 , 21−j1 ] and Z2j−1 := Z2j0−1 ⊗ Z2j1−1 . Note that Aj,r(k, l)
is the value of Fourier transform of `j,r at point (k, l). Thus, by employing the translation property of Fourier transform, we
obtain for all [k, l] ∈ Jn, j ∈ SN and r ∈ Wj that
Aj,r(k, l) = tj,q(k, l)e−i2pi lTDjv (A.3)
where l := [k, l], v ∈ Z2j−1 and q ∈ Xj such that r = 2mv + q. See Lemma 4.5 of [20], for a proof of (A.3). To rewrite
formula (A.1) in the form of discrete Fourier transforms, we also need a property of index setWj. We use the notation A∪⊥ B
to denote A ∪ B when A ∩ B = ∅. For all j ∈ N0 and q ∈ Xj, we define index setsWj,q := {2mu + q : u ∈ Z2j−1}. For all
j := [j0, j1] ∈ N20 and q := [q0, q1] ∈ Xj, we letWj,q := Wj0,q0 ⊗Wj1,q1 . It was proved in Lemma 4.3 of [20] for all j ∈ N20 that
Wj =
⋃
q∈Xj
⊥Wj,q. (A.4)
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Employing the equalities (A.4) and (A.3), we write formula (A.1) in the form of the discrete Fourier transform of ηj,r(b). For
all j ∈ SN and q ∈ Wj, defining vector bˆj,q by(
bˆj,q
)
k,l
:=
∑
v∈Z2j−1
ηj,2mv+q(b)e−i2pi l
TDjv, [k, l] ∈ Jn,
we have for all [k, l] ∈ Jn that
QN(b, k, l) =
∑
j∈SN
∑
q∈Xj
tj,q(k, l)
(
bˆj,q
)
k,l
. (A.5)
For actual computation, we need to know the values of (bˆj,q)k,l and tj,q(k, l) for all j ∈ SN , q ∈ Xj and [k, l] ∈ Jn. We first
show how the values of (bˆj,q)k,l, for all j ∈ SN , q ∈ Xj and [k, l] ∈ Jn, are computed. Note that bˆj,q is the discrete Fourier
transform of the vector [ηj,2mv+q(b) : v ∈ Z2j−1 ]. Hence, for each j ∈ SN and q ∈ Xj, we compute (bˆj,q)k,l, [k, l] ∈ Z2j−1 ,
directly by applying the fast Fourier transform to [ηj,2mv+q(b) : v ∈ Z2j−1 ]. For [k, l] ∈ Jn \Z2j−1 , we obtain the value (bˆj,q)k,l
by employing the periodicity of the discrete Fourier transform. To explain this point, for each j ∈ N and l ∈ Z, we define
Lj : Z→ Z2j−1 by
Lj(l) :=
{
lmod 2j−1, if lmod 2j−1 ≥ 0,
2j−1 + lmod 2j−1, if lmod 2j−1 < 0.
For all l ∈ Z, we define L0(l) := l, and for j := [j0, j1] ∈ SN and for all [k, l] ∈ Z2, we define Lj(k, l) := [Lj0(k), Lj1(l)]. By
using the periodicity of the discrete Fourier transform of [ηj,2mv+q(b) : v ∈ Z2j−1 ], we have for all r ∈ Xj and for all [k, l] ∈ Jn
that (bˆj,q)k,l = (bˆj,q)Lj(k,l). Combining this equation with Eq. (A.5) yields the alternative formula
QN(b, k, l) =
∑
j∈SN
∑
q∈Xj
tj,q(k, l)
(
bˆj,q
)
L(k,l)
. (A.6)
We now turn to establishing the formula for tj,q(l) for all j ∈ ZN , q ∈ Xj and l ∈ Yn := {−n+ 1, . . . , 0, n− 1}. For each
q ∈ Zm and θ ∈ Zm−1, we define the index set
Sq,θ =
{
s ∈ Zm−θ−1m : sk < sk+1 for k ∈ Zm−θ−2, sk 6= q for k ∈ Zm−θ−1
}
.
For all q ∈ Zm and θ ∈ Zm, we define
cq,θ :=

(−1)m−θ−1
∏
s∈Zm,s6=q
(vq − vs)−1
∑
s∈Sq,θ
∏
k∈Zm−θ−1
vsk , θ ∈ Zm−1,∏
s∈Zm,s6=q
(vq − vs)−1, θ = m− 1. (A.7)
For all θ ∈ Zm and ω ∈ R, we let t˜θ (ω) :=
∫
I x
θe−iωxdx. The values of t˜θ (ω), θ ∈ Zm and ω ∈ R, can be computed exactly by
the following formula (cf., Lemma 4.8 in [20]),
t˜θ (ω) =

(2pi)θ+1
θ + 1 , ω = 0,
−
∑
ι∈Zθ+1
θ !(2pi)θ−ιe−i2piω
(θ − ι)!(iω)ι+1 +
θ !
(iω)θ+1
, ω 6= 0.
(A.8)
It was proved in [20] for all j ∈ ZN , q ∈ Xj and l ∈ Yn that
tj,q(l) = e
−i2pi lbq/mc/2j
2j
√
2pi
∑
θ∈Zm
cq mod m,θ t˜θ (l/2j). (A.9)
We now describe the fast algorithm for computing QN(b, k, l), [k, l] ∈ Jn. For all x ∈ R, we denote dxe by the smallest
integer not less than x.
Algorithm A.2. Choose n ∈ N and N = dlog2 ne. Select a refinable set {vr : r ∈ Zm} in I relative to Ψ .
Step 1 Compute bj,q := [ηj,2mv+q(b) : v ∈ Z2j−1 ], j ∈ SN and q ∈ Xj.
Step 2 Compute bˆj,q, j ∈ SN and q ∈ Xj, by applying the fast Fourier transform to bj,q.
Step 3 Compute cq,θ , q, θ ∈ Zm, according to Eq. (A.7).
Step 4 Compute t˜θ (l/2j), l ∈ Yn, j ∈ ZN and θ ∈ Zm according to formula (A.8).
Step 5 Compute tj,q(l), l ∈ Yn, j ∈ ZN and q ∈ Xj according to formula (A.9).
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Step 6 Compute tj,q(k, l) for all j ∈ SN , q ∈ Xj and [k, l] ∈ Jn by (A.2).
Step 7 Compute QN(b, k, l) for all [k, l] ∈ Jn, according to formula (A.6).
We present the estimate of the number of multiplicationsMn used in Algorithm A.2, which was established in Theorem
3.10 of [20].
Theorem A.3. If for each (x, y) ∈ I2, the number of multiplications used in computing b(x, y) is constant, then there exists a
positive constant c such that for all n ∈ N,
Mn ≤ cn log3 n. (A.10)
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