An algebraic approach is proposed for the fast, accurate, identification of the unknown parameters in Chua's chaotic oscillator. The proposed algorithm uses the availability of two measurable output voltage signals and produces an exact formula for the unknown parameters, which may be realized in terms of iterated convolutions. We show that Chua's system parameters are linearly identifiable, with respect to the two proposed measurable outputs, thus allowing us to obtain a linear system for the unknown parameters from where these unknowns are readily obtained. Suitable algebraic operations on the output differential equations make the proposed algorithm independent of the unavailable initial conditions of the underlying nonlinear dynamical system and robust with respect to high frequency output measurement noises. Suitable algorithm reinitialization, or resetting of the integrations, allow for the efficient computation of piecewise constant varying parameters. Convincing computer simulations are presented and discussed.
Introduction
In the last two decades, considerable attention has been paid to the reconstruction of chaotic attractors from one, or more, available output variables (see the pioneering works by [Takens et al., 1981; Packard et al., 1980; Sauer et al., 1991] ). Such inverse problem consists in recovering the underlying system state variables and the unknown parameters from partial knowledge of the given chaotic system. There are, generally speaking, two ways to approach the reconstruction problem: The first approach is based on embedding a time series of the observed variables into a phase space. Roughly speaking, the vector state is constructed with the time delayed values of the measured scalar quantity [Nayfeh & Mook, 1979; Crutchfield & McNamara, 1987; King & Stewart, 1992; Abarbanel, 1996; Parlitz et al., 1994; Alligood et al., 1997] . The second approach exploits a combination of control theoretic ideas, such as inverse system computation and, more notably, the vast discipline of system identification. The approach is characterized by the extensive use of Kalman's filters, Luenberger's observers and high gain, nonlinear, observers [Nijmeijer & Mareels, 1997; Diop et al., 1987; Landau, 2000; Dabroom & Khalil, 1999] .
In this article, we present an algebraic approach to the fast, nonasymptotic, estimation of unknown parameters in a chaotic system of the Chua type. The theoretical basis of this approach, which rests in the Automatic Control theory context and also in a Signal Processing context, may be found in the recent work of Fliess and his co-workers (see [Fliess & Sira-Ramirez, 2003; ). We concentrate mainly on identifying the unknown parameters of a Chua's Chaotic Oscillator (CCO) using two independent noisy measured outputs. The system parameters are readily shown to be linearly identifiable. Via simple algebraic operations, we show how to compute these parameters without the influence of unknown initial conditions and, also, in a robust fashion with respect to unavoidable output measurement noises. The piecewise constant variation of the parameters to new unknown levels is handled via the combination of a detection procedure and a reinitialization procedure. The detection procedure is automatically performed from the fact that the constant, online, computed value of the parameter starts diverging once an abrupt, unmodeled, change of its constant value has taken place. The reinitialization of the involved integrations in the proposed algorithm represents a classical procedure in automatic control engineering since the early days of the PID (Proportional Integral Derivative) controllers in the chemical process industry, and the integral term used to receive the name of the "reset" term.
Chua's Chaotic Oscillator
Consider the CCO system, shown in Fig. 1 . The system is a third order system with four linear elements: two capacitors, one resistor and one inductor. It also includes a non-linear element, which is a piecewise linear resistor. The nonlinear model of this circuit, which is can be obtained by using Kirchoff's laws, is given by,
where v c 1 and v c 2 are, respectively, the voltages across the capacitors C 1 and C 2 . The variable i l is the current through the inductor L and the function φ(v c 1 ) is the current through the nonlinear resistor in terms of the voltage across the capacitor C 1 . This nonlinear function is described by an odd-symmetric piecewise-linear function made up of three straight-line segments which has the following explicit representation:
where m 0 , m 1 and B p are three fixed constants of a diode-based realization. The last equations can be rewritten, in dimensionless, or normalized form, as follows:ẋ
with
where
For fixed values of the system parameters, chosen in a neighborhood of {β = 27, α = 15.6, a = −5/7, b = −3/14}, this system is known to exhibit the, so-called, double scroll chaotic attractor.
Problem Formulation
It is desired to identify the set of unknown parameters {β, α, a, b}, and the state x 3 , under the assumption that the two capacitor voltage output signals: y 1 (t) = x 1 (t) and y 2 (t) = x 2 (t) are available for measurement, for all t > 0. That is, the two capacitor voltages in the circuit are being continuously monitored.
Some algebraic properties
We introduce two useful properties, which are satisfied by the CCO system (see [Diop & Fliess, 1991] ). Consider a smooth nonlinear system, described by a state vector X = {x i } i=n 1 ∈ R n and by the output vector Y = {y i } i=m 1 ∈ R m , of the form:
where h(·) is a smooth vector function and P ∈ R l is a constant parameter vector, with l < n. Let Y (j) denote the jth time derivative of the vector Y . We say that the vector state X is algebraically observable, if it can be uniquely expressed as
for some integer j and for some smooth function Φ. Moreover, if the vector of parameters, P , satisfies the following linear relation:
where Ω 1 (·) and Ω 2 (·) are, respectively, n × 1 and n × n smooth matrices, then P is said to be algebraically linearly identifiable with respect to the output vector Y . Evidently, system (3) is algebraically observable with respect to the output vector Y = (y 1 , y 2 ) T with y 1 = x 1 and y 2 = x 2 , since the system state variables can be rewritten as
From the first of Eq. (3), we easily confirm that,
and
For the estimation of the parameter β, we observe that the third of Eq. (3) leads tö
From the two differential relations, given in (9) and (12) 
Model Based Online Parameters Estimation
Having shown that the CCO is algebraically identifiable with respect to the output vector Y , we focus our attention on obtaining the unknown constant vector P . Intuitively, we attempt to build a set of a linear algebraic equations, free of initial conditions, for the components of P . To this end, the following assumptions are introduced:
A1. The set of parameters P belongs to some neighborhood in the parameter space, such that the CCO exhibits a chaotic behavior. A2. The output vector Y = (y 1 , y 2 ) T is available for measurement.
The nonasymptotic, online, algebraic identifier for the unknown parameters is obtained as follows: First multiply both sides of (9) by the time variable t. Secondly, integrate the resulting expression by parts where possible. Finally, generate by additional time integration as many equations as necessary to obtain a linear system for the unknown linearly identifiable parameters. These first two operations clearly eliminate the effect of the unknown initial conditions. We perform then the following algebraic manipulations:
By integrating the above relation, one and two times with respect to t, we obtain three linearly independent expressions leading to the following linear system in the unknown parameters:
and θ 11 (t) = ty 1 (t) θ 12 (t) = ty 2 (t)
ty 2 (t)
Here, we have used, for simplicity, the notation:
We find that the matrix Θ(t) is zero at time t = 0 and that the vector q(t) on the right-hand side is also zero at t = 0. The system of equations is ill defined at this instant of time. Note, nevertheless, that, for any time t after a small open time interval of the form [0, ) with > 0, the matrix Θ(t) becomes invertible and q(t) is nonzero. In fact, we can easily prove that Θ(t) cannot be singular on any open interval of time.
To prove the last statement, suppose that Θ(t) is singular on an open interval of the form (t 0 , t 1 ) with t 1 > t 0 . Then det Θ(t) = 0 for all t ∈ (t 0 , t 1 ). This means that the components of the vector Y satisfy a differential equation which is completely independent of the system parameters. This contradicts the essential nature of the chaotic system where the state components are independent of each other and they all depend on the numerical value of the system parameters in a crucial way.
In a similar form, multiplying both sides of (3) by t 2 and integrating twice, with respect to t, it follows that
Now, integrating by parts, we have
Therefore, the parameter p 4 = β may be directly obtained from (18), as
Similarly to the previous computation, the numerator and denominator of (20) 
Invariant Filtering
The computation of an unknown parameter, denote it by p j , in the above formulae, has the general form given by a quotient of the following kind
where the numerator n j (t) and the denominator d j (t) are time functions depending on the available measured output signals constituting the output vector Y . Since such measurements are usually subject to noise processes whose statistics may be rather difficult to establish without extensive experimentation, we propose, as already advocated and justified in [Fliess & Sira-Ramirez, 2003 ] (see also the thought provoking articles by [Fliess, 2006 [Fliess, , 2005 ), the use of a filtering process. As customarily done in the control systems literature, we indicate this filtering process by combining frequency domain expressions with time domain expressions. Thus, let s be the standard complex variable and G(s) be the rational transfer function, in the complex domain, of a low pass filter, preferably constituted by an iterated integration of the form 1/s β , for some integer β > 0. Then the operation:
suitably enhances the signal to noise ratios that can be present independently in the numerator and the denominator. The justification of the name invariant filtering stems from the fact that in the noisefree case the relation
Algebraic State Estimation
Finally, computation of the parameter β, allows for the state x 3 to be easily estimated. To accomplish this, multiply both sides of (3) by t and integrate once with respect to t. We obtain
Recalling that x 3 can be obtained from the third of Eq. (8), then the above relation leads tô
whereβ is obtained directly from (20), which is well defined for all t > 0.
Remark 1. It should be noticed that the definite integration starting from t = 0, can be changed to any new initial value t 0 > 0. That is, the integration process may be restarted, at any instant of time, as desired, or needed.
Numerical Simulations
Computer simulations have been carried out in order to test the effectiveness of the proposed algebraic identification procedure for recovering the unknown parameters of the CCO. The program uses the Runge-Kutta integration algorithm, with an integration step equal to 0.001. In the first simulation, the values of the parameters of the system were fixed at β = 27, α = 16, Fig. 2 . Estimation of the parameters p 1 , p 2 , p 3 and p 4 , respectively. Figure 2 displays the actual and the estimated values of the parameters {p 1 , . . . , p 4 } in terms of the time evolution of the computed values as well as the noisy measured outputs y 1 (t), y 2 (t). As we can see, the obtained numerical estimations of the parameters are recovered, almost perfectly, after t > 1.2 [seconds]. We stress that in these computations the measured signals y 1 and y 2 were subject to additive computer generated stochastic noise processes constituted by sequences of random variables characterized by piecewise constant random values exhibiting rectangular probability density functions in the interval [0, 1]. The invariant filtering was achieved with the use of a second order integration of both numerator and denominator expressions for each computed parameter. Figure 3 depicts the actual and the estimated values of the evolution of the unmeasured state x 3 (t).
To show the robustness and flexibility of the proposed parameter estimation method, we have subjected their values to piecewise constant variations. We only changed rather slightly the parameter value for β while an abrupt variation was Fig. 4 . Estimates of all four parameters when abrupt parametric variations in β and α are present in the system. allowed for the parameter α, as specified below:
The parameters a and b were taken as initially specified. The initial conditions of the CCO were set as before. Notice that the algorithm detects the abrupt variations in the parameters β and α, since the computation formula becomes invalid when such abrupt variations occur. When the parameter change is sensed this is an indication for an immediate reinitialization of the estimation process. That is, the time integration process has to immediately reset or restart. Figure 4 shows the corresponding estimated parameters. The simulation results show that even when abrupt variations are introduced at t = 2 [s], in the parameters β and α, respectively, the unknown parameters can still be estimated rather accurately after the instant t = 3.2 [s].
Conclusions
In this article, we have proposed an algebraic approach for the nonasymptotic, but fast and accurate, identification of the constant unknown parameters defining a Chua's chaotic oscillator (CCO). Under the assumption of two independent measurable output voltage signals, the proposed algorithm establishes an exact formula for the exact computation of the unknown parameters. The formula entitles iterated integral convolutions of the measured signals and the straightforward avoidance of an initial computational singularity. We show that Chua's system parameters are linearly identifiable and a linear system is generated for the online calculation of the unknown parameters. We stress that suitable algebraic operations on the output differential equations make the proposed algorithm independent of the initial conditions of the underlying nonlinear dynamical system. Through a technique, here called invariant filtering, we also obtain parameter value estimates which are robust with respect to output measurement noises represented by computer generated stochastic processes. Statistics of such noises become unnecessary to obtain rather accurate estimation values. Resorting to the reinitializations, or resettings, of the integrations in the algorithm, allows for the efficient computation of piecewise constant varying parameters. Convincing computer simulations are presented and discussed.
