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A mammogram is an examination of the breast intended to prevent and diagnose breast cancer. In this
work we propose a methodology for detecting masses by determining certain asymmetric regions
between pairs of mammograms of the left and the right breast. The asymmetric regions are detected by
means of structural variations between corresponding regions, deﬁned by a spatial descriptor called
cross-variogram function. After determining the asymmetric regions of a pair of images, the variogram
function is applied to each asymmetric region separately, for classiﬁcation as either mass or non-mass.
The ﬁrst stage of the methodology consists in preprocessing the images to make them adequate for
registration. The following step performs the bilateral registration of pairs of left and right breasts. Pairs
of corresponding regions are listed and their variations are measured by means of the cross-variogram
spatial descriptor. Next, a model is created to train a Support Vector Machine (SVM) using the values of
the cross-variogram function of each pair of windows as features. The pairs of breasts containing lesions
are classiﬁed as asymmetric regions; the remaining ones are classiﬁed as symmetric regions. From the
asymmetric regions, features are extracted from the variogram function to be used as tissue texture
descriptors. The regions containing masses are classiﬁed as mass regions, and the other ones as non-mass
regions. Stepwise linear discriminant analysis is used to select the most statistically signiﬁcant features.
Tests are performed with new cases for the ﬁnal classiﬁcation as either mass or non-mass by the trained
SVM. The best results presented in the ﬁnal classiﬁcation were 96.38% of accuracy, 100% of sensitivity
and 95.34% of speciﬁcity. The worst case presented 70.21% of accuracy, 100% of sensitivity and 67.56% of
speciﬁcity. The average values for all tests were 90.26% of accuracy, 100% of sensitivity and 85.37% of
speciﬁcity.
& 2013 Elsevier Ltd. All rights reserved.1. Introduction
Breast cancer is the irregular and uncontrolled growth of cells
which originates in the breast tissue. A group of such cells may
form an extra mass of tissue (tumor). According to the American
Cancer Society (ACS), breast cancer is the commonest type of
cancer among women and, in general, the second type of cancer
which causes more deaths (behind lung cancer). According to the
ACS, in western countries the cases of breast cancer have increased
about 30% in the last 25 years. This increase may be explained
by the improvement of the detection systems, which are able to
detect cancer in its initial stages. Still according to the ACS, thell rights reserved.
: +55 98 32728241.
Ericeira),
. de Paiva),rates of deaths by breast cancer have been falling steadily since
1990. This fact is also a result of better treatments and detection
systems [1].
A mammogram is a breast exam used to prevent and diagnose
breast cancer. This exam, which consists of a radiograph of the
breasts, allows the early detection of cancer by showing lesions in
their initial stage. Despite the fact that a mammogram exam is
able to detect small cancer formations even years before they are
tangible in physical exams, it is estimated that most lesions are
not detected by the specialists who analyze them. The slow and
gradual evolution of cancer can be identiﬁed more easily and
earlier with the help of computer vision techniques associated
to image processing, which can improve the efﬁciency of the
preventive exams.
Mammograms of the left and the right breast of the same
patient tend to present a high degree of symmetry [2]. Although
there is clearly a wide variation in breast size and parenchymal
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similar density and architecture. However, asymmetric breast
tissue is encountered quite often. Asymmetric breast tissue is
usually benign and secondary to variations in normal breast tissue,
postoperative changes, or hormone replacement therapy. How-
ever, an asymmetric area may also indicate a developing malig-
nant lesion [3].
Scutt et al. [2] observed that the group considered normal
(i.e. did not develop cancer) presented volumetric asymmetry
with mean of 52.99 ml, while the group which developed cancer
presented mean of 63.17 ml. In the ﬂoating asymmetry (FA)
analysis, which identiﬁes small deviations from perfect symmetry
in any type of organism with bilateral symmetry [4], the normal
group presented mean breast FA of 2.5%, while the cancerous
group presented mean of 2.7%. Hence, we can see that symmetry
analysis can indicate possible anomalies. The regions where the
breasts present greater disparities (asymmetries) may be pointed
as suspect of having a neoplasm.
This work presents a methodology for the detection of masses
by identifying asymmetric regions between mammograms of
patients’ left and right breasts. The asymmetric regions are detected
by means of structural variations between corresponding regions,
deﬁned by a spatial dataset descriptor known as cross-variogram
function. After determining the asymmetric regions in a pair of
images, the variogram function is used in each individual suspect
region, for classiﬁcation as either mass or non-mass.2. Related work
Many different methodologies have been proposed for the
development of tools to assist in the early detection and diagnosis
of cancer.
Costa et al. [5] compared the efﬁciency of the Support Vector
Machine (SVM) to that of Linear Discriminant Analysis (LDA),
classifying 200 regions of interest (ROIs) from mammogram
images supplied by the MIAS database and 3600 ROIs from the
DDSM. The results using MIAS were 85% and 97% for LDA and SVM,
respectively. Using the DDSM, the authors achieved 89.2% and
99.6% for LDA and SVM, respectively.
For the segmentation of mass candidates, Oliveira et al. [6]
proposed the use of Growing Neural Gas (GNG) and SVM com-
bined with Ripley's K function to detect masses in mammograms.
Using 997 images from the DDSM, they obtained a sensitivity of
89.3%, 0.93 false positives per image and 0.02 false negatives per
image. Also, Nunes et al. [7] proposed a methodology for the
detection of masses that uses the K-means clustering method and
the template matching technique. They used 650 mammogram
images from the DDSM and achieved an average accuracy of
83.94%, sensitivity of 83.24%, and 84.14% of speciﬁcity, with a rate
of 0.55 false positives per image and 0.17 false negatives per image.
Pereira et al. [8] analyzed the performance of the random forest
method for the detection of masses using information extracted
through the ridgelet transform from craniocaudal and oblique
mediolateral views. They used the DDSM, from which 270 regions
of interest containing masses and normal tissues were selected.
This methodology achieved a performance of 94.4% of sensitivity,
96.9% of speciﬁcity and 91.8% of accuracy.
Sahba et al. [9,10] proposed schemes for detecting masses
based on the idea of clustering the pixels of an image by using
a mean shift algorithm. Both works used the MIAS database. The
results obtained in one of the studies [9] were a true positive
detection rate of 90% with a false positive fraction of 1.9 per image,
and an estimated Az value of the Receiver Operating Characteristic
(ROC) curve of 0.88. In the other study [10], the authors obtained a
true positive detection rate of 88% with a false positive fraction of2.1 per image, and an Az value of the ROC curve of 0.86. With a
similar objective, morphological component analysis was intro-
duced by Gao et al. [11], who decomposed a mammogram into
a piecewise-smooth and a texture component. The proposal
was evaluated using the DDSM database, achieving a sensitivity
of 99% for malignant masses, 88% for benign masses, and
95.3% in all types of cases. Finally, Terada et al. [12] proposed a
method which consists of applying mean shift segmentation to
detect masses in mammograms. After the segmentation, the
concentration of gradient vectors is computed using Iris Filter
and then mass regions are detected. In the results, a sensitivity of
81% was obtained, with 5.0 false positives per image, and 75% of
the masses were detected with an Area Overlap Measure (AOM) of
more than 60%.
Zheng et al. [13] used Gabor features. After a preprocessing
stage, they applied a Circular Gaussian Filter (CGF) that makes the
masses appear as a bright region, extracted by means of adaptive
thresholding. Thus, a set of Gabor-ﬁltered images with edge
histogram descriptors (EHD) was extracted. These descriptors
were used with the fuzzy C-means clustering technique and
k-nearest neighbor (KNN) to classify the suspicious regions. Using
the DDSM database, they achieved a true positive rate of 90% and
1.21 false positives per image in mass detection.
The relation between the symmetry of the breasts and the
occurrence of cancer has been the object of analysis in several
studies. Scutt et al. [2] presented an initial observation of this
connection. After comparing 250 patients with cancer and 250
healthy patients with the same age, they concluded that the group
with cancer presented higher asymmetry (mean of 87.39 ml) than
the healthy group (mean of 59.27 ml). More recently, the same
authors [14] veriﬁed this relation between volumetric asymme-
tries and breast cancer with 252 healthy women who did not
develop cancer and 252 women who developed the disease. It was
observed that the group of women who did not develop cancer
presented mean volumetric asymmetry of 52.99 ml, while the
group that developed cancer presented mean of 63.17 ml.
Methods to analyze the differences between pairs of corre-
sponding mammograms and identify suspect regions were pro-
posed by Sallam et al. [15], Georgsson et al. [16] and Wu et al. [17],
who achieved an improvement in accuracy by 15% to 20% while
reducing the number of false positives. Also, works seeking to
detect tumors by means of the bilateral registration of breasts and
asymmetry analysis have been developed. Lau et al. [18] proposed
one of such methods by searching for intense structural asymme-
tries between left and right breast mammograms. First the images
were aligned. Next, each asymmetry was evaluated considering
brightness, directionality and roughness. The method achieved
accuracy of 92.3%. Wang et al. [19] developed an automated scheme
to detect breast tissue asymmetry depicted in bilateral mammo-
grams and predict the likelihood (or the risk) of women having or
developing breast abnormalities or cancer. The authors used a
proprietary dataset of full-ﬁeld digital mammography images, with
200 cases. The asymmetry in breast tissue was identiﬁed by means
of the differences between related features computed from bilateral
images, and using a neural network classiﬁer. The results obtained
were of 0.754 for AUC, and at 90% speciﬁcity, the classiﬁer yielded
42% sensitivity.
Tzikopoulosa et al. [20] presented a segmentation and classiﬁca-
tion scheme for mammograms based on breast density estimation
and detection of asymmetry, using the miniMIAS database. The
asymmetry is characterized by the difference between statistical
features computed from the pair of mammograms and classiﬁed by
a one-class SVM, achieving a success rate of 84.47%.
Stamatakis et al. [21] proposed two methods for comparing left
and right breasts. The ﬁrst method deﬁnes an intensity differen-
tiation threshold which determines corresponding areas of the
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of 86.8% and 4.9 false positives per image. The second method
involves the creation of 8 pairs of images from each pair, to be
bilaterally compared. This comparison process determined suspect
areas in the original pair. A set of 10 features was computed for
each area, and discriminant analysis was used to determine 5 ﬁnal
features for the classiﬁer. This method, tested with the same 50
pairs as the ﬁrst one, presented better performance, with precision
of 89.2% and 4.3 false positives per image.
Yin et al. [22] performed bilateral registration using control
points (nipple and edge). A non-linear subtraction method was
applied to the pairs, targeting the initial identiﬁcation of possible
masses in locations of higher asymmetry. A total of 154 pairs of
mammograms were tested, obtaining better results than those of a
detection scheme using only one image.
The study of related works shows that the development of
techniques for bilateral registration and structural comparison of
breasts is motivated by good results in supporting diagnosis. The
contribution of this work is in the use of variance measurements,
which have proven to be good texture descriptors, extracted from
the pairs of mammograms. This is done using a bivariate spatial
description (cross-variogram function) that determines the spatial
continuity of a region in one of the breasts with respect to its
corresponding region in the other breast. This procedure is used
to determine asymmetric regions. For the ﬁnal classiﬁcation,
the spatial description by the variogram function is applied to
each image of the pair separately, aiming to detect masses. Thus,
the objective and main contribution of this work is to test the
applicability and the quality of the cross-variogram and variogram
functions as pattern descriptors for breast tissues and as lesion
classiﬁers.3. Proposed methodology
This section describes the methodology proposed in this work to
detect masses in digital mammogram images. This methodology
consists of the following stages: image acquisition, preprocessing and
pre-dimensioning, rigid and deformable registration, division of
the images into square windows, computation of the cross-
variogram function, vector assembly from the cross-variogram func-
tion and training of the SVM classiﬁer, identiﬁcation of asymmetric
regions, feature extraction by computing the variogram function of
the asymmetric regions, stepwise linear discriminant analysis for
feature selection, and vector assembly to train a classiﬁer.
3.1. Mammogram acquisition
The images used in this work were obtained from the DDSM
digital image database, which contains 2620 cases acquired in
the Massachusetts General Hospital, Wake Forest University and
Washington University School of Medicine in St. Louis [23]. Each
case includes four images (left and right breasts, in craniocaudal
and mediolateral views). The DDSM database contains descriptions
of lesions in mammograms according to the American College of
Radiology, besides information about the images (type of ﬁlm and
digitizer used, number of pixels, number of bits per pixel, etc.).
3.2. Preprocessing
The preprocessing stage involves image redimensioning, noise
reduction and breast image segmentation.
Each pair of images to be used with our method had its
dimensions reduced by a factor of 4, in order to reduce the
processing time. The images used also underwent a noise reduc-
tion process. In this work, noise reduction was performed applyingthe 55 median ﬁlter to the whole image. Mammogram images
usually present various elements (called artifacts), which lie on the
background and contain information about the exam (labels, data
about the ﬁlm used, etc.). These artifacts may interfere with the
image registration and processing algorithms, so they should be
preferably removed. The segmentation of the breast region aims
to remove artifacts and restrict the regions scanned by the
algorithms, increasing the speed and precision of the operations
that will be performed over the images. In this work we used a
method proposed by Sampaio et al. [24].
3.3. Registration of left and right mammograms
Image registration is the process which consists in aligning two
or more images spatially by determining a point-to-point corre-
spondence between them [25]. In the case of pairs of mammo-
grams, some factors may contribute to the existence of differences
between the images, such as the acquisition process, the positioning
of each breast, the compression applied, etc. Besides, the breasts are
formed by a structure of soft, deformable, mobile, non-homogeneous
and anisotropic tissues, which contributes to the existence of
differences between them.
Bilateral registration involves using registration techniques in
the bilateral comparative analysis of breasts. Such analysis consists
in comparing mammograms of the left and the right breasts of the
same patient, representing the same vision obtained during the
same examination session.
In this work, to perform the bilateral registration of pairs of
mammograms, we apply rigid and non-rigid (deformable) regis-
tration. To use these registrations, the image of the left breast
serves as reference, and the right breast is registered to approx-
imate the left breast's position. Before registration, the original
image of the left breast is submitted to a mirroring process, so that
both images have the same orientation.
Rigid registration comprises several translation, rotation and
scale operations. The objective of rigid registration is to reduce
the global differences between two images by applying a linear
transformation to the whole image. Because of the deformable
behavior and the non-homogeneous structure of the breast, a
single application of the rigid registration is insufﬁcient and
presents unsatisfactory results. To perform the deformation regis-
tration between two images, there is an algorithm that is widely
used in medical images called “demons”, by Thirion [26]. The basic
concept of this algorithm is that the voxels in the static (reference)
image act as local forces (applied by “demons”) that are able to
displace the voxels in the moving image to match the static image.
More details on the use of the registration method can be found in
the works by Guo et al. [27] and Xu et al. [28]. This step in our
methodology is based on these works.
3.4. Division of the mammogram into windows
In order to extract the features using the variogram and cross-
variogram functions (Section 3.5), we divided the mammogram
into ﬁxed-size windows of 3232 pixels. The choice of this size
of window, which we consider ideal for our method, is the result
of tests performed with several other sizes which did not produce
satisfactory results. Windows smaller than 3232 pixels (for
example, 1616 or 88) did not provide enough information
about variance, which is critical for the cross-variogram func-
tion, and therefore had low differentiation power (symmetric vs.
asymmetric) when classiﬁed with the SVM. Windows of larger
sizes (for example, 6464 or 128128) produced poor results as
well, since the large number of pixels in the regions causes high
variance and, consequently, low differentiation power (symmetric
vs. asymmetric) when classiﬁed with the SVM.
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Spatial description with the variogram function is used to
determine the pixel intensity variation in a certain region of a
mammogram image. A certain variation pattern in a region can be
employed as tissue texture descriptor. On the other hand, a spatial
description with the cross-variogram function is used to connect
the spatial continuity of a region in one of the breasts in a pair
with the corresponding region in the other breast. The variables
taken into consideration are the intensities of the pixels in the
images. A region that presents wide intensity variation compared
to its corresponding region generates cross-variogram function
values of higher magnitudes than less discontinuous regions.
3.5.1. Variogram function
The estimation of the interdependence between neighbor samples
in space can be done by means of autocorrelation, which is very useful
when the sampling is done in one direction. When the sampling
involves two directions ðx; yÞ, the recommended tool to estimate the
interdependence between neighbor samples is the variogram.
A variogram analyzes the degree of spatial dependence between
samples in an experimental ﬁeld, besides deﬁning the required
parameters for estimating the values of non-sampled locations,
using the kriging technique [29,30].
The variogram is the basic tool, allowing the quantitative
description of the variation in space of a regionalized phenomenon.
The structural nature of a dataset (assumed by the regionalized
variable) is deﬁned by comparing values taken simultaneously
in two points, according to a certain direction. The semivariance
function γðhÞ is deﬁned as the mathematical hope of the squared
difference between the values of points in space separated by a
distance h, according to the following equation [29]:
γðhÞ ¼ 12E½ZðxÞ−Zðxþ hÞ2 ð1Þ
E can be estimated by
γnðhÞ ¼ 1
2N
ðhÞ∑
i
¼ 1NðhÞ½ZðxiÞ−Zðxi þ hÞ2 ð2Þ
where N(h) is the number of pairs of ZðxiÞ and Zðxi þ hÞ values
measured, separated by a vector h (distance and direction). In our
study, N(h) is the number of pairs of pixels in the region of interest
(ROI), mass and non-mass, and ZðxiÞ and Zðxi þ hÞ are the values of
the origin and destination pixels of the ROI in a certain direction
and distance.
The γðhÞ versus h graphic represents the semivariogram, which
allows us to estimate the semivariance for the different combina-
tions of pairs of points, and then analyze the degree of spatial
dependence of the variable under study and deﬁne the required
parameters for estimating their characteristics in locations that
were not sampled.
As h increases, γðhÞ also increases, because it is expected that
samples separated by small distances have lower ðZðxÞ−Zðxþ hÞÞ2
than those sampled at larger distances.
3.5.2. Cross-variogram function
The variogram concepts described so far explain the spatial
continuity of one variable. The very same concepts can be extended
to two or more variables, that is, instead of working with pairs of
the same variable in different locations, we can work with two or
more variables in different locations, deﬁning what is known as
cross-variogram. Extending Eq. (2) to more variables, we have [30]
γx; yðhÞ ¼
1
2N
ðhÞ∑
i
¼ 1NðhÞ½ZðxiÞ−Zðxi þ hÞ½ZðyiÞ−Zðyi þ hÞ ð3Þ
where N(h) is the number of pairs of points separated by distance h;
½ZðxiÞ−Zðxi þ hÞ are the samples of the variable in the locationsxi and xi þ h; and ½ZðxiÞ−Zðxi þ hÞ are the samples of the variable in
the locations yi and yi þ h. In our study, h is the vector that indicates
distance and direction separating the pixels in windows of different
mammograms (left and right), N(h) is the number of pairs of pixels
in windows of different mammograms whose locations are sepa-
rated by h, and ½ZðxiÞ−Zðxi þ hÞ and ½ZðxiÞ−Zðxi þ hÞ are pixels in
windows of different mammograms.
As can be noticed, the semivariogram is a particular case of the
cross-variogram, when the two variables are identical.
3.6. Classiﬁcation of breast regions
The breast region classiﬁcation stage is divided in two parts:
detection of the asymmetric regions and detection of the mass. To
detect the asymmetric regions, the Support Vector Machine (SVM)
[31] needs to be trained with features from asymmetric regions
(masses and other lesions) and symmetric ones (any other region).
The asymmetric regions were manually selected based on the
DDSM deﬁnition. After training the SVM, we move on to the
classiﬁcation of the asymmetric regions on new mammographic
images. The pairs of mammograms (left and right) are scanned
into windows of 3232 pixels to detect asymmetric regions. The
features used for both training and test are the cross-variograms in
the directions 01, 901, 451 and 1351. Fig. 1 illustrates this step. The
mass detection stage is performed on all the regions classiﬁed as
asymmetric in the previous stage. Before classiﬁcation, the SVM
classiﬁer was trained with values of the variogram function based
on the mass regions speciﬁed by the DDSM and the manually
selected non-masses. Next, all the regions detected in the previous
stage were passed to the SVM, to be classiﬁed as masses. For each of
these regions, a feature vector formed by 64 values of the variogram
function was computed: 01, 901, 451 and 1351.
We then performed a reduction of variables using stepwise linear
discriminant analysis [32] to select the features of the variogram
function which were more statistically signiﬁcant. Fig. 2 illustrates
this step.
In order to evaluate the performance of our method, we
computed sensitivity (Se), speciﬁcity (Sp) and accuracy (Ac). Sensi-
tivity is given by TP/(TP+FN), speciﬁcity is obtained by TN/(TN+FP),
and accuracy is given by (TP+TN)/(TP+TN+FP+FN), where TP is true
positive, TN is true negative, FP is false positive and FN is false
negative. This way, the masses which were correctly computed are
reported as true positives.
Besides these measures, we also evaluated the performance of
the method by analyzing the Receiver Operating Characteristic
Curve (ROC), considering the area under the curve (AUC) [33].4. Results and discussion
To evaluate the mass detection method proposed in this work,
several tests were performed. This section presents and discusses
the results obtained by the various approaches used.
4.1. Detection of asymmetric regions
The registration stage is critical for the proposed method,
because the compared regions have to correspond spatially. In
order to evaluate the registration error objectively, we selected 15
normal mammograms (without lesions) and computed the differ-
ence between the destination and the origin mammogram. Over
this new image, we computed the mean square of the pixel values.
We considered this proceeding as an approximation of the Root
Mean Square Error (RMSE) of the registration. The average value of
this error for the 15 mammograms was 2.25, which is an acceptable
Fig. 2. Stage 2 – Detection of masses.
Fig. 1. Stage 1 – Detection of asymmetric regions.
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seen in the visual results of the tests described below.
To train the SVM classiﬁer used to determine asymmetric
regions, the SVM was used with radial kernel and standard
parameters (C¼1 and γ¼ 0:5). We used 180 pairs of mammo-
graphic images, which were preprocessed and registered. From this
set, 150 pairs presented masses and 30 pairs were diagnosed as
normal. Each pair of images was used to generate the features for
the cross-variogram function. We used 2700 regions, among which
900 were asymmetric regions (lesions) according to the DDSM
database and 1800 were symmetric. The symmetric regions were
manually chosen from the 180 pairs of mammograms. Therefore,
there was more than one region chosen per image. For each region,
we obtained a vector with 64 features (16 in the 01 direction,
16 in the 901 direction, 16 in the 451 direction and 16 in the 1351
direction).Fig. 3. Left and right breasts of the pair B3499 from DDSM chosen for case 1. The mass i
Fig. 4. Regions outlined in the pair chosen for case 1. In white, theIn short, we performed the asymmetric region detection stage
in 30 new pairs of mammograms, and the results can indicate
several regions as suspect (asymmetric). In this stage, we are
not concerned about whether the region is a mass or not, so
having regions detected as non-masses is acceptable. Neverthe-
less, this stage signiﬁcantly reduces the regions to be analyzed
in the next stage, where these regions are classiﬁed as mass or
non-mass.
In order to exemplify the performance of this stage, we present
three cases with three different features which are important
to the analysis of the proposed method. The ﬁrst and the second
cases show masses in the right breast and in the left breast,
respectively. These cases are important because they show that
even in different breasts the method can detect the masses as
suspect, asymmetric regions. The third case shows a pair of exams
without any masses. In this case the asymmetric regions detecteds found in the right breast. The marks in the left breast are related to calciﬁcations.
symmetric region. In black, the region considered asymmetric.
Fig. 7. Left and right breasts of pair A1581 from DDSM, chosen for case 2.
Fig. 5. Graph of the cross-variogram function in 8 directions: 4 directions for the region in black in Fig. 4 (asymmetric region) and 4 directions for the region marked in white
in Fig. 4 (symmetric).
Fig. 6. Suspect regions resulting from case 1.
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Fig. 9. Graphs of the cross-variogram function in 8 directions: 4 directions for the region in black in Fig. 8 (asymmetric region) and 4 directions for the region in white in
Fig. 8 (symmetric).
Fig. 10. Asymmetric regions resulting from case 2.
Fig. 8. Regions outlined in the pair chosen for case 2. In white, the symmetric region. In black, the region considered asymmetric.
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performance of the method in the following stage.
4.1.1. Case 1
One of the pairs of images chosen to exemplify the determina-
tion of asymmetric regions is shown in Fig. 3. It is the pair B3499
from the DDSM database. The mass is indicated in the right image
of the pair.
Fig. 4 shows a symmetric region (outlined in white) and a
region considered asymmetric (outlined in black), with the graphs
of the cross-variogram function (Eq. (3)) shown in Fig. 5. In the
graph we can notice that the magnitude of the values of the cross-
variogram function of the symmetric region is signiﬁcantly lower
than that of the asymmetric region. Thus, the values of the cross-
variogram reﬂect the variations existing between two regions.
The asymmetric regions deﬁned by the SVM for the pair B3499
are shown in Fig. 6. The three regions that correspond to the massFig. 12. Asymmetric regions
Fig. 11. Left and right breasts of the pair Aindicated in the diagnosis available in the DDSM are indicated in
black (Fig. 3). In white, the remaining regions which presented
variations between themselves, but are not identiﬁed in the DDSM
as being masses. Even so, the trained SVM found variations
between these regions.
4.1.2. Case 2
Another pair of images chosen to exemplify the determination
of suspect regions is shown in Fig. 7. It is the pair A1581 from the
DDSM database. The mass is indicated in the image of the left
breast.
In the same way as in case 1, two regions in the pair were
highlighted and their cross-variogram graphs are shown. Fig. 8
shows a symmetric region (outlined in white) and a region
considered asymmetric (outlined in black). Fig. 9 shows the graphs
of the cross-variogram function (Eq. (3)) for the two outlined
regions in Fig. 8. It can be noticed that, similarly to case 1, theresulting from case 3.
0323 from DDSM, chosen for case 3.
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symmetric region are signiﬁcantly lower than those of the asym-
metric region.
The asymmetric regions deﬁned by the SVM for the pair A1581
are shown in Fig. 10. The three regions corresponding to masses
indicated in the diagnosis available at the DDSM are in black
(Fig. 7). The remaining regions are in white. The trained SVM
found variations between these regions, even though they are not
identiﬁed as masses in the DDSM database.4.1.3. Case 3
Another pair of images chosen for determining suspect regions
is shown in Fig. 11. It is the pair A0323 from the DDSM database.Fig. 13. Asymmetric regions of the classiﬁcation test chosen to show the variogram
function. The region in white does not contain any mass. The region in black
contains a mass.
Fig. 14. Graphs of the variogram function in 8 directions: 4 directions for the black region
without mass).This pair was chosen for a third test because it does not present
any kind of lesion.
In the same manner as in the previous cases, the pair of images
was preprocessed and registered. The 12 asymmetric regions
deﬁned by the SVM for the pair A0323 are shown in Fig. 12. In
white, we have the regions that presented variations, but that
are not identiﬁed as masses in the DDSM database. Even so, the
trained SVM found variations in these regions.
4.2. Classiﬁcation as either mass or non-mass
In this stage we selected 100 new mammograms containing
masses and non-masses and chose 1050 regions to train another
SVM to detect masses. From these 1050 regions, we deﬁned 700
as non-masses and 350 as masses. Again, the mass identiﬁcation
is provided by the DDSM. From each one of these regions, we
extracted 64 features based on the semivariogram function, being
16 in the 01 direction, 16 in the 901 direction, 16 in the 451
direction and 16 in the 1351 direction. We applied the stepwise
linear analysis and reduced them from 64 to 5 features, from the
901 direction (distances of 1, 3 and 10 pixels), the 451 direction
(distance of 9 pixels) and the 1351 direction (distance of 1 pixel).
A new training set for a second SVM was then built with these
values.
To test the classiﬁcation, we used the same 30 cases inwhich the
asymmetries had already been detected in the previous stage. For
the 30 cases used for testing, the best result achieved in the ﬁnal
classiﬁcation was 96.38% of accuracy, 100% of sensitivity and 95.34%
of speciﬁcity. The worst case had 70.21% of accuracy, 100%
of sensitivity and 67.56% of speciﬁcity. The average values for all tests
were 90.26% of accuracy, 100% of sensitivity and 85.37% of speciﬁcity.
To complete the visual evaluation of the whole method, we used
the same cases described in Section 4.1, that is, cases 1, 2 and 3.4.2.1. Case 1
For the ﬁnal classiﬁcation of the suspect regions, one of the
pairs of images used was pair B3499 from the DDSM (asymmetric
regions of case 1 are shown in Fig. 6). The image chosen was the
right image of the pair, which contains a mass. Fig. 13 shows two
asymmetric regions of the right image of the pair in Fig. 6, oneof Fig. 13 (region with mass) and 4 directions for the white region of Fig. 13 (region
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mass (region in white).
Fig. 14 shows the graphs of the variogram function correspond-
ing to the regions of Fig. 13. The values of the variogram function
shown in the vertical axis come from the application of Eq. (2).
Again, the difference in the magnitudes of the regions in the
variogram can be noticed. In the graphs, due to the existence of
positive values, axis ycan be applied logarithmic scale (base 10) for
a better view of the behaviors and differences between the two
types of regions.
From the 31 asymmetric regions determined for this pair
(Fig. 6), 28 were correctly classiﬁed. The three regions identiﬁed
as masses by the DDSM were correctly classiﬁed, and are indicated
in black in Fig. 15. Three other regions were incorrectly classiﬁed
as masses (regions in white in Fig. 15). This results in 96.38% of
accuracy, 100% of sensitivity and 95.34% of speciﬁcity.Fig. 16. Final classiﬁcation of the suspect regions in case 2. In black, the correct
classiﬁcation of masses. In white, the incorrect classiﬁcations.
Fig. 15. Final classiﬁcation of the asymmetric regions in case 1. In black, the correct
classiﬁcation of masses. In white, the incorrect classiﬁcation of masses.4.2.2. Case 2
For case 2, we used the pair A1581 from the DDSM database.
We chose the left image of the pair, because it contained a mass.
From the 40 asymmetric regions determined for this pair (Fig. 7),
28 of themwere correctly classiﬁed. The three regions identiﬁed as
masses by the DDSM were correctly classiﬁed and are indicated
in black in Fig. 16. Other 12 regions were incorrectly classiﬁed as
masses (regions in black in Fig. 16). This results in 70.21% of
accuracy, 100% of sensitivity and 67.56% of speciﬁcity.
4.2.3. Case 3
For case 3, we used the pair A0323 from the DDSM database.
The asymmetric regions in this pair are shown in Fig. 12. Since this
pair contains no masses, the testing of the ﬁnal classiﬁcation was
performed with both images (the previous tests were performed
only with the image containing the mass). In the left image of theFig. 17. Final classiﬁcation of suspect regions in case 3 (left breast image). In black,
the incorrect classiﬁcation as mass.
Fig. 18. Final classiﬁcation of suspect regions in case 3 (right breast image). In
black, the incorrect classiﬁcations as mass.
Table 1
Comparison of methodologies for mass detection. Se—Sensitivity, Sp—Speciﬁcity, Ac—Accuracy, FPI—Average false positives per image, FNI—Average false negatives per
image, AUC—Area under the ROC curve, and TP—True positive.
Methods Database Se % Sp % Ac % FPI FNI AUC TP
Nunes et al. [7] DDSM 83.24 84.14 83.94 0.55 0.17 – –
Martins et al. [6] DDSM – – 89.3 0.93 0.02 – –
Wang et al. [19] Proprietary 42 90 – – – 0.754 –
Zhengl [13] Proprietary – – – 1.21 – 0.77 90
Tzikopoulosa et al. [20] MiniMIAS – – 84.47 – – 0.77 –
Timp et al. [34] Proprietary – – – – – 0.77 –
Sahba and Venetsanopoulos [9] MIAS – – – 1.9 – 0.88 90
Sahba and Venetsanopoulos [10] MIAS – – – 2.1 – 0.86 88
Gao et al. [11] DDSM 95.3 – – – – – –
Terada et al. [12] DDSM 81 – – 5 – – –
Proposed method DDSM 100 95.34 96.38 – – 0.93 1
best result
Proposed method DDSM 100 67.56 70.21 – – 0.76 1
worst result
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One region was wrongly classiﬁed as mass (region in black in
Fig. 17). This resulted in accuracy of 91.66%.
In the right image of the pair, from the 12 asymmetric regions
determined, 10 were correctly classiﬁed. Two regions were incor-
rectly classiﬁed as masses (regions in black in Fig. 18). This resulted
in accuracy of 83.33%.4.3. Comparison with other studies
This section is intended to compare the method proposed here
with other methods to detect masses in mammograms, in order to
put the quality of our work in perspective. It is important to bear
in mind that, for a fair comparison of the methodologies, the same
images and samples should have been used in all of the works for
training and testing.
Table 1 presents the comparison of the results of ten other
methods developed to detect masses in mammogram images, apart
from ours.5. Conclusion
This work presented a methodology for the detection of
asymmetric regions in pairs of left and right mammograms, with
the subsequent classiﬁcation of such regions as either mass or
non-mass. The asymmetric regions were detected by means of the
structural variations between corresponding regions, deﬁned by
a spatial dataset descriptor known as cross-variogram function.
After determining the asymmetric regions in a pair of images, the
variogram function was applied to each individual asymmetric
region, in order to classify them as either mass or non-mass. Both
the region detection and the ﬁnal classiﬁcation were executed
by SVM classiﬁers trained with values of the cross-variogram and
variogram functions. The training values were obtained from the
DDSM database.
The results demonstrate the good performance of the method.
The determination of asymmetric regions involved 100% of the
masses from the training samples, i.e., all masses were identiﬁed
as suspect regions. The classiﬁcation of the asymmetric regions
also achieved good performance in the 30 test cases. The best
result obtained in the ﬁnal classiﬁcation was 96.38% of accuracy,
100% of sensitivity and 95.34% of speciﬁcity. The worst case
presented 70.21% of accuracy, 100% of sensitivity and 67.56% of
speciﬁcity. The average values for all tests were 90.26% of accuracy,
100% of sensitivity and 85.37% of speciﬁcity. We can highlight thepositive cases (sensitivity) identiﬁed by the classiﬁcation, which
achieved a performance of 100% in the tests performed.
Despite the satisfactory results presented by the methodology,
some other ideas might have been tested and included in the process
developed, with the possibility of improving some aspects and
results. Other shape and texture measurements could have been
combined with the spatial descriptors for a better characterization of
masses. The method for detection of ﬁxed-size suspect regions could
be replaced by regions of interest segmented in the images. The
methodology might have its range of detection extended to calciﬁca-
tion regions. The detected masses might have their classiﬁcations
reﬁned according to their nature (malignant or benign).
These and other possibilities may be explored in further
research.Conﬂict of interest statement
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