Abstract. We study the rational Cherednik algebra attached to the complex reflection group G(r, 1, 2). Each irreducible representation S λ of G(r, 1, 2) corresponds to a standard module ∆(λ) for the rational Cherednik algebra. We give necessary and sufficient conditions for the existence of morphism between two of these modules and explicit formulas for them when they exist.
Introduction
The rational Cherednik algebra H is an algebra attached to a complex reflection group W , depending on a set of parameters indexed by the conjugacy classes of reflection in W . The algebra H possesses a triangular decomposition ( [1] and [5] ) allowing the construction of induced modules called standard modules, and the Serre subcategory of H-mod generated by these, category O, has been the object of intense study during the last fifteen years. Part of the structure of the category O is encoded by the homomorphisms between standard modules, and the classification and construction of these homomorphisms seems to be a difficult problem.
The first work on this problem is due to Dunkl [3] , [2] , who solved it for W = S n the symmetric group and codomain the standard module parabolically induced from the trivial representation. Subsequently Griffeth [6] solved it for W = G(r, 1, n), but with a certain genericity condition in the parameters. We will specialize to W = G(r, 1, 2) and solve the problem without any restriction on the parameters.
The parameters space for W = G(r, The irreducible representations of G(r, 1, n) are indexed by r-partitions of n. So for n = 2 there are three kinds of irreducible representations λ i , λ i , λ i,j |0 ≤ i = j ≤ r − 1 . Our main theorem gives necessary and sufficient conditions for the existence of morphisms between the corresponding standard modules (see Theorem 4.2) .
For the necessary conditions we start by using Theorem 5.1 of [8] . For the sufficient conditions we construct the morphisms explicitly. This amounts to finding elements of the codomain that are annihilated by the Dunkl operators. In other words, we are looking for a generalized version of singular polynomials.
For G(r, 1, 2) the dimension of the homomorphism space between two standard modules is always at most two. The next theorem gives sufficient conditions for the dimension to be equal to 2 (we suspect that this the only way this can happen). where m i is a integer for i = 1, 2, 3, 4, then we have Dim(Hom(∆(λ i,k ), ∆(λ i,j ))) = 2.
As we say before in order to prove our results we combine the necessary conditions from [8] with explicit computations involving Dunkl operators acting on vector-valued polynomial functions. A standard teqnique for answering the questions we pose here is to aply the KZ-functor and use known results about Hecke algebras. The obstruction in our case is that we do not have good control over the KZ images of the standard modules (except for parameteres in a certain cone).
One might hope that our results would compute the simple modules in category O. However, it is quite rare that the radical of the standard module is generated by the singular polinomials it contains. For instance if the radical of every standard module is generated by singular polynomials then every simple object in category O has a BGG resolution by standard modules (Theorem 1.1 of [9] ).
Category O is a highest weight category with BGG reciprocity so by Lemma 4.5 of [8] it is equipped with a canonical coarsest order. In the example at the end of the paper we observe that this poset is graded and self-dual. This raises the question if this is always so and if there is a structural reason for this phenomenon.
Notation and preliminaries
An r-partition of n is a sequence λ = (λ 0 , ..., λ r−1 ) of partitions such that the sum of all the boxes of all the partitions is n. A standard Young tableau T on an r-partition λ of n is a filling of the boxes of the partitions λ 0 , ..., λ r−1 with the integer 1, ..., n in such a way that the entries within each partition λ i are increasing in the rows and the columns. For example for n = 2 we have three kind of r-partitions of 2. They are:
(c) λ i,j = ∅, ..., , ..., , ..., ∅ .
Where 0 ≤ i, j ≤ r − 1 and the boxes are in position i and j. For partitions λ i and λ i there is one standard Young tableau associated and for λ i,j there are two:
Let be W = G(r, 1, 2) the group of 2 × 2 monomial matrices where each entry is a r-root of unity. The irreducible representations of W may be parametrized by r-partitions of 2 in such a way that if S λ is the irreducible module corresponding to λ, then S λ has a basis v T indexed by SY T (λ) (see Theorem 3.1 of [6] ).
2.1. The rational Cherednik algebra for G(r, 1, 2). Let be y 1 = (1, 0), y 2 = (0, 1), x 1 = (1, 0) t and x 2 = (0, 1) t , so that y 1 , y 2 is the standard basis of h = C 2 and x 1 , x 2 is the dual basis of h * .
Let c 0 , d 0 , d 1 , ..., d r−1 ∈ C. We define d i for all i ∈ Z with the equations:
The rational Cherednik algebra for W = G(r, 1, 2) with parameters c 0 , d 1 , ..., d r−1 is the algebra generated by C[x 1 , x 2 ], C[y 1 , y 2 ] and w for w ∈ W with the relations wv = wvwx = (wx)w andwy = (wy)w
, and y ∈ C[y 1 , y 2 ],
for 1 ≤ i = j ≤ 2, and
, where e ij ∈ CW is the idempotent
The PBW theorem (see for example [7] ) for H assert that as C-vector spaces,
The following proposition is a particular case of Proposition 4.1 of [6] when n = 2.
Proposition 2.1. The relations between y 1 and y 2 with an element of the form x n 1 x m 2 are given by:
2.2.
Standard modules for the rational Cherednik algerba. Recall that the irreducible CWmodules S λ are parametrized by r-partition λ of 2. Define the standard module ∆(λ) to be the induced module
and we define the C[y 1 , y 2 ] action on S λ by
By the PBW theorem for H we have an isomorphism of C-vector space
We want to describe the action of H on the standard modules. As we say in the preliminars we have three kinds of r-partitions of 2: λ i , λ i and λ i,j . The irreducible representations S λ i and S λ i are one dimensional with basis v T . The irreducible representation S λ i,j is two dimensional with basis v T 1 and v T 2 . The action of W on the irreducible representations S λ is described in the following table
where I 2 is the identity matrix and ζ i is the diagonal matrix that has ζ in the i-th position on the diagonal, and zero elsewhere.
2.3. The action on ∆(λ). The elements of ∆(λ) are sums of elements of the form x n 1 x m 2 ⊗ v T . Our interest is focus on how H acts in elements of this form. The elements of C[x 1 , x 2 ] act by multiplication and the group elements act in the obvious way. Our interest is focus in how y 1 and y 2 act on an element x n 1 x m 2 ⊗ v T . In the following propositions the brackets over the sum ([ * ]) mean the entire part. Proposition 2.2. In λ = λ i the action of y 1 and y 2 in a generic x n 1 x m 2 ⊗ v T is given by:
Proposition 2.3. In λ = λ i the action of y 1 and y 2 in a generic
In λ = λ i,j we have two generators of S λ , called v T 1 and v T 2 .
Proposition 2.4. When λ = λ i,j the action of y 1 and y 2 in a generic It is a consequence of the definition of the standard module ∆(V ) that for any H-module M the map
is a bijection, where Sing(M ) = {m ∈ M |y · m = 0 ∀y ∈ h}. For this reason we describe in the following subsections the singular polynomials in our three standard modules cases. These polynomials are described in [6] , but we put it in an explicit form in order to deal with the poles that may appear.
The following polynomials are singular polynomials in ∆(λ i ):
Proof. The fact that the polynomial in (a) is a singular polynomial is Proposition 5.2 in [4] . Using our formulas and the fact that n − d i + d i−n = 0 we have:
this proves that (b) is a singular polynomial. To prove the that (c) is a singular polynomial we construct a table that shows how y 1 and y 2 act in the monomials that appear in the polynomial. These tables correspond to the matrix system for the action of y 1 in the polynomial. The size of the tables depends on k. The tables are different if k is even or odd. The following tables for the action of y 1 when k = 5 and k = 6 give an idea of how to construct a table in general.
We need to prove that the columns of the table add up zero. The prove works for a table of any size. First we prove that, if the i column add up zero, then the k − i + 1 column will add up zero. For this, these two columns involved only differ in the factors of the middle. In the k − i + 1 column we only have a (c 0 − (k − i + 1))rα i−1 β i−1 and in the i column we have −irα i β i−1 and c 0 rα i−1 β i−1 . Considering this we only need to prove that
and this is only true if
which is clearly true if we consider the definition of α l . Now we prove that the k − i + 1 column, for 1 ≤ i ≤ k+1 2 , add up zero. The sum of these columns is
2 . If we rewrite this last expression, we need to prove that
We proceed by induction. For i = 1 we have −c 0 +(c 0 −k)α 0 β 0 =0, and considering the definition of α 0 and β 0 we get
Now assuming it works for i we need to prove that
In order to prove this, we have:
= 0. We used the induction hypothesis and the fact that
In addition, if c 0 = m and c 0 −m indeterminate some β l , then the polynomial that we are looking for is (c 0 − m)p(x 1 , x 2 ). This new polynomial works, because the factor (c 0 − m) appears almost in degree one in the denominator of some coefficients. Now we need to prove that y 2 annihilate the polynomial too, but the corresponding table for y 2 shows us the same system to be solved as before. (a) ( x 2 ) ).
Proof. The proof in this case is as in the λ i case. We only need to change c 0 into −c 0 . 
Where the coefficients satisfy the recursive system
For this polynomials, if s t = 0 for some t, then the polynomial is
We have the two following singular polynomials (a) If
For the polynomials (2.a), (2.b) (3.a) and (3.b), if k is an even number we compute a k 2 considering the definition of a l instead the definition of a k−l . If c 0 is an integer m such that the denominator of some a l is zero, then the polynomials are
Proof. As in the proof for λ i we construct tables for a specific value of k in order to understand the action over the monomials involved, but the prove is given for any value of k. The gray part in these tables means that the monomial is ⊗ v T 1 and the white part means ⊗ v T 2 . Now we prove that each column add up zero if the a l and b l satisfy the system involved. The first column of the white part says that a 1 s 1 = c 0 r ,which is the first condition of our system. Now if we look only at the white part we can see that the l column and the k − l + 1 column have the same first k entries. In the other entries we have a l s l in the l column and a k−l+1 s k−l+1 in the k − l + 1 column. This implies that a l s l = a k−l+1 s k−l+1 and this is the second part of the system. If we look at the gray part we can see that the last k − 1 entries are the same in the l column and in the k − l column. We can also see that the first k − 1 entries of these columns are −lrb l in the l column and −(k − l)rb k−l in the k − l column. This implies that lb l = (k − l)b k−l which, is the third part of the system. For the fourth part we have to look at the white part of the table. We have:
and if we combine this with lb l = (k − l)b k−l , we get
This implies the fourth part of the system. For the fifth part we have to look at the gray part of the table to get
and we can use a l s l = a k−l+1 s k−l+1 to get We prove that the columns add up zero. We can see that the first column adds up zero. The sum of the other columns of the gray part is exactly the same sum of the columns of the white part. Therefore we prove that the white columns add up zero. To prove this fact for a generic table, we proceed by induction. Firstly the last column says that −c 0 r + a k c 0 r − a k kr = 0. This implies that a k = c 0 c 0 −k . We need to prove that the formulas work for l = 1. For this we need to look at the first column of the white part, which says that −c 0 r + a k c 0 r − a 1 r = 0. Replacing the a k -term we get that −c 0 r + 
.
If we prove that
we have proven the formula. We will prove this last claim by induction. If n = 1 we have
We can see that this is true by replacing a 1 = 
For the induction step we assume that
is true and we need to prove that
is also true. Starting with
and considering the induction hypothesis we get
This last equation is true because
(the las equality is by the definition of a n+1 comparing with a n+2 ) and the proof is complete. For the polynomials (2.b) the tabes involve the same system to solve. 3) For the polynomials (3.a) and (3.b) the proof is the same as before. We only need to change c 0 into −c 0 .
We give an example to show how compute the polynomial (1.a).
Example 3.5. Suppose that we have the following data:
If we consider n = 13 for λ 0,1 we have that 13 − d 0 + d 0−13 = 13 − 13 − 0 = 0 and 12 < 13 + 1 − 0 < 16 thus k = 3. This applies to the polynomials (1.a). The polynomial annihilated is:
Using the second part of the system that says s 1 a 1 = s 3 a 3 , we have that
If we compute b 1 using the last part of the system, b 1 = c 0 2r s 3 a 1 and this implies that
Using part three, we have that b 1 = 2b 2 . And this implies
We finish computing a 2 . 
Main theorems
If we have an r-partition λ = (λ 0 , λ 1 , ..., λ r−1 ), define the content of a box b ∈ λ i by j − k, if b is in the k row and in the j column from λ i . We write it ct(b) = content of b. If T is a standard Young tableau associated to λ , let be T (i) for the box b of λ, in which i appears. And define the function β over the set of all boxes of λ as follows:
We also define the charged content c(b) of a box b of λ by the equation
Now we are able to enunciate theorem 5.1 of [8] .
Theorem 4.1. If there is a non-zero morphism ∆(λ) → ∆(µ) , then there are T ∈ SY T (λ) and U ∈ SY T (µ) with
We use this theorem to prove the necessary conditions for the existence of morphisms between standard modules and for the sufficient conditions we use the singular polynomials described in Propositions 3.2, Proposition 3.3 and Proposition3.4. Theorem 4.2. The necessary and sufficient conditions for the existence of a morphism between standard modules for G(r, 1, 2) are shown in the followings tables:
Columns represent the domain, rows represent the codomain and the entries represent conditions on the parameters. If more than one condition appears, this means that both must hold. The dots mean that there is no condition. The condition 
In this case the condition is c 0 = − k 2 . We have the condition (a) of Proposition 3.3. In this case the morphism is given by sending 1
In this case the condition is In this case the condition is c 0 = k 2 . We have the condition (a) of Proposition 3.2. In this case the morphism is given by sending 1 
In 
In this case the condition is We continue with the cases that have two conditions. There are seven cases with two conditions: . The composition of these two morphisms is a morphism from ∆(λ i ) to ∆(λ j ). This is a non-zero composition, because it is of the form 1 ⊗ v T pq ⊗ v T where p and q are non-zero polynomials. For ∆(λ i ) → ∆(λ j ) we use the same arguments as before attached to this case.
allow the construction of the morphism ∆(λ j ) → ∆(λ j,k ). The composition of these two morphisms is a morphism from ∆(λ i ) to ∆(λ j,k ). This is a non-zero composition, because it is of the form 1 ⊗ v T pq ⊗ v T 1 + pr ⊗ v T 2 where p, q, r are non-zero polynomials. For ∆(λ i ) → ∆(λ j,k ) we use the same arguments as before attached to this case. 
Dimension
In this section we establish sufficient conditions to have that the dimension of the homomorphisms space between two standard modules is two. We suspect that these sufficient conditions are also necessary conditions for having a two dimensional space of morphisms of any standard module. Proof. We have that this fourth condition allows the construction of morphisms between some standard modules. In particular we have that
We can see that we have two ways to go from ∆(λ i,k ) to ∆(λ i,j ). We are proving that these two ways are linearly independent. For this we see the leading terms of each of these morphisms. In order to compute the leading terms of the singular polynomials involved, we need to consider that if c 0 is an integer, it could change the leading terms. Suppose that c 0 > 0. The leading term can be calculated using the singular polynomials:
•
For the three morphisms from ∆(λ 1,2 ) to ∆(λ 0,1 ), only two of them are linearly independent. We can also see that the diagram is self-dual and graded. Is it true that the canonical coarsest order is always self-dual and graded?
