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THE MIXED HODGE STRUCTURE ON THE FUNDAMENTAL GROUP
OF HYPERELLIPTIC CURVES AND HIGHER CYCLES
ELISABETTA COLOMBO
Abstract. In this paper we give a geometrical interpretation of an extension of mixed Hodge
structures (MHS) obtained from the canonical MHS on the group ring of the fundamental
group of a hyperelliptic curve modulo the fourth power of its augmentation ideal. We show
that the class of this extension coincides with the regulator image of a canonical higher cycle
in a hyperelliptic jacobian. This higher cycle was introduced and studied by Collino.
0. Introduction
For any pointed variety (X, p) there is a canonical mixed Hodge structure (MHS) on the
group ring of its fundamental group modulo the (k + 1)-th powers of its augmentation ideal
Jp. It was J.Morgan ([18]) who first constructed such a MHS for smooth varieties. R.Hain [11]
reformulated and extended the theory using Chen’s De Rham homotopy theory.
In the case of a pointed curve (C, p) this MHS contains various kinds of geometric informa-
tion. For instance, the first of these MHS which goes beyond cohomology, that is the MHS
on Jp/J
3
p , determines in general the holomorphic type of (C, p) as was proved by M.Pulte
([22], and [10]). In the course of his proof and using the work of B. Harris ([9]), Pulte
showed that the MHS on Jp/J
3
p defines an estension class mp ∈ ExtMHS(H
3(JC,Z)prim,Z) ≃
F 2H3(JC,C)∗prim/H3(JC,Z)prim (whereH
∗(JC,Z)prim denotes the primitive cohomology) such
that 2mp equals the Abel-Jacobi image in the primitive intermediate jacobian of the so-called
Ceresa cycle Cp − C
−
p ⊂ JC.
In this paper we seek geometrical interpretations of the MHS on Jp/J
4
p . In general the MHS
on it has length 2 and it is an extension of Jp/J
3
p . To start this investigation we restrict
ourselves to hyperelliptic curves. In fact for a hyperelliptic curve with Weierstraß point p the
short exact sequence 0→ J2p/J
3
p → Jp/J
3
p → Jp/J
2
p → 0 splits as extension of MHS mod torsion,
corresponding to the fact that in this case Cp = C
−
p (cf. Prop.2.1). Hence there is a natural way
to transform parts of the MHS on Jp/J
4
p into extensions of MHS’s that are purely built up from
the cohomology. As in Pulte’s theorem on Jp/J
3
p , this allows us to compare these extensions
with known geometrical data. Here we give an interpretation of one of these extensions in terms
of the regulator image reg(Z), where Z is a canonical higher cycle Z constructed by Collino
([5]) on the jacobian of a hyperelliptic curve with two fixed Weierstraß points q1 and q2. It is not
difficult to check that the other subextensions can be built from Jp/J
3
p . As explained in [5] 1.1,
reg(Z) ∈ J2(JC)prim := F
1H2(JC,C)∗prim/H2(JC,Z)prim can be interpreted as a degeneration
of the Abel-Jacobi image of the Ceresa cycle for the singular curve obtained from C by glueing
q1 and q2. The extension class Pe ∈ ExtMHS(H
2(JC)prim,Z) ≃ J2(JC)prim that we compare
with reg(Z) is in fact obtained from the MHS on the group ring of the fundamental group of
the punctured curves C − {q1} and C − {q2}, modulo the fourth power of the augmentation
ideal. The main result (Th. 2.1) is the equality:
Pe = (2g + 1)reg(Z).
1991 Mathematics Subject Classification. Primary 14C30; Secondary 14C25,14H30 .
The author acknowledges support from MURST and GNSAGA (CNR) Italy.
1
In section 1 we recall briefly the definition of regulator map and we write the regulator image
of the higher cycle Z in terms of integrals and iterated integrals on the curve. In section 2 we
construct the extension Pe and state Theorem 2.1. In section 3, using properties of iterated
integrals and extension theory, we prove the theorem. The proof is a very explicit computation
of both terms of the equality on a basis of F 1H2(JC,C)prim. In section 4 and 5 we extend
these constructions to families. In particular in section 4 we provide an alternative proof of
the result of Collino that reg(Z) is not zero for general hyperelliptic C, by showing that the
homomorphism of fundamental groups induced by the normal function extending reg(Z) is not
trivial (Cor.4.2). Notice that the non triviality of reg(Z) implies that Z is an indecomposable
cycle. Finally in section 5 we study the homomorphisms of fundamental groups induced by
normal functions associated to the extensions of Sec.2.
Acknowledgments : I wish to thank A.Collino, R.Kaenders and E.Looijenga for very useful discus-
sions and suggestions.
1. The regulator map for hyperelliptic jacobians
The main goal of this section is to write down the regulator image of the higher cycle Z
constructed by Collino on the jacobian of an hyperelliptic curve in terms of (iterated) integrals
on the curve. First we recall the definition of the regulator and the construction of Z.
1.1. The regulator. Let X be a smooth projective variety of dimension n. Let CHn(X, 1) be
the first higher Chow group. (For the general theory of higher Chow groups and regulator maps
we refer to [2] and [1]). An element in CHn(X, 1) is defined by the ’cycle’ A :=
∑
i(Ci, fi), where
Ci is an irreducible curve on X and fi is a rational function on Ci, such that
∑
i[div(fi)] = 0 on
X (see [7], 1.3 pag.10 for the definition of the 0-cycle [div(fi)]). Denote by [0,∞] the positive
real axis on P1 and let γi := µi∗f
−1
i ([0,∞]), where µi : C˜i → Ci is the resolution of singularities
of the curve Ci and fi is viewed as a map fi : C˜i → P
1. The condition
∑
i[div(fi)] = 0 implies
that the 1-chain
∑
γi is a 1-cycle and in fact up to torsion it is a boundary. Suppose H1(X,Z)
has no torsion (otherwise the construction has to be done overQ), the Bloch-Beilinson regulator
map in this particular case is defined in the following way:
reg : CHn(X, 1)→ J2(X) :=
(F 1H2(X,C))∗
H2(X,Z(1))
, A =
∑
i
(Ci, fi) 7→ reg(A)(1.1)
where reg(A) is the class of the current:
α 7→
∑
i
∫
Ci−singCi
log(fi)α + 2πi
∫
D
α(1.2)
with α a closed 2-form on X whose cohomology class is in F 1H2(X,C) and D a 2-chain such
that ∂D =
∑
γi. An analogous definition can be given using instead the primitive cohomology:
reg : CHn(X, 1) −→ J2(X)prim :=
F 1H2(X,C)∗prim
H2(X,Z(1))prim
(1.3)
1.2. The Collino cycle. Our variety X will be the jacobian JC of a hyperelliptic curve C of
genus g. We will follow [5] to construct a canonical higher cycle,
Z := (C1, h1) + (C2, h2),
as follows. For Weierstraß points q1 and q2, let h be a 2 to 1 morphism
h : C −→ P1, h(q1) = 0, h(q2) =∞.(1.4)
Call Cs (for s = 1, 2) the image of C via the Abel Jacobi map:
µqs : C −→ JC, x 7→ x− qs, Cs := µqs(C).(1.5)
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If we think of µqs as a biholomorphism onto its image we can define hs : Cs −→ P
1, hs :=
h ◦ µ−1qs . The rational functions h1 and h2 on C1 and C2 satisfy div(h1) = 2σ− 2O = −div(h2),
where O is the origin of JC and σ := q2 − q1 ∈ JC. The point σ is 2 torsion, since q1 and
q2 are Weierstraß points. Thus Z = (C1, h1) + (C2, h2) ∈ CH
g(JC, 1) and Collino proved that
reg(Z) is not zero, for general C.
1.3. Basic properties of iterated integrals. We recall the definition of iterated integrals.
Suppose X is a smooth manifold. Given γ : [0, 1] → X a piece-wise smooth path in X , and
smooth 1 forms w1, ...wl on X we define an iterated integral by:∫
γ
w1...wl :=
∫
...
∫
0≤t1≤...≤tl≤1
f1(t1)f2(t2)...fl(tl)dt1...dtl
where γ∗wj = fj(t)dt.
For an introduction to the subject we refer to [10]. Here we only collect some properties of
iterated integral that we need in the sequel and that are easy to check from the definition:
Lemma 1.1. If ω1 and ω2 are smooth 1-forms, df is a smooth exact 1-form and α and β are
piece-wise smooth paths in X with α(1) = β(0) then:
1.
∫
α·β
ω1ω2 =
∫
α
ω1ω2 +
∫
β
ω1ω2 +
∫
α
ω1
∫
β
ω2
2.
∫
α
ω1ω2 +
∫
α
ω2ω1 =
∫
α
ω1
∫
α
ω2
3.
∫
α
dfω1 =
∫
α
fω1 − f(α(0))
∫
α
ω1
4.
∫
α
ω1df = f(α(1))
∫
α
ω1 −
∫
α
fω1.
1.4. In the next lemmas we show that for reg(Z) the expression
∫
D
in 1.2 can be written as
an iterated integral. First we fix some notations. Let [0,∞] be the positive real axis in P1,
γ := h−1([0,∞]), with h as in 1.4. Since h is a covering of degree 2 outside the set of Weierstraß
points we can write γ as a union of two paths γ = γ+ + γ− where γ+ and γ− live in different
sheets of h and have in common just the Weierstraß points in γ. We fix the diffeomorphism
[0, 1]→ [0,∞] ⊂ P1, t 7→ t
1−t
and a C∞ parametrization of γ± compatible with it, i.e.:
γ± : [0, 1] −→ C t 7→ γ±(t) with h(γ±(t)) =
t
1− t
∈ [0,∞] ⊂ P1
1.5. Remark. We also consider, for s = 1, 2, γs = µqs(γ), written as γs = γ
+
s + γ
−
s with
γ±s = µqs(γ
±([0, 1])). Hence γ±s are paths with C
∞ parameterizations µs ◦ γ
±.
In the next lemma we show that γ1 + γ2 is the boundary of a 2 chain D in JC which is the
sum of two parameterized disks D+ and D−.
Lemma 1.2. Let D± ⊂ JC be the images of
F± : [0, 1]× [0, 1] −→ JC, (t, s) 7→ γ±
(
1−
t(1− s)
1− s(1− t)
)
− γ±(1− t),
then D± has boundary ∂D± with parameterization γ±1 ·γ
∓
2 and hence ∂D = ∂(D
++D−) = γ1+γ2.
Proof. Restrict the map F+ to the boundary of [0, 1]× [0, 1]:
s = 0, {γ+(1− t)− γ+(1− t)} = O
t = 1, {γ+(s)− q1} = γ
+
1 ⊂ C1
s = 1, {q2 − γ
+(1− t)} = {γ−(1− t)− q2} = (γ
−
2 )
−1 ⊂ C2
t = 0, {q2 − q2} = O
so the oriented boundary of D+ is ∂D+ = γ+1 · γ
−
2 . (Note that γ
+
1 (0) = O = γ
−
2 (1) and
γ+1 (1) = q2 − q1 = σ = γ
−
2 (0).) The same computation yields ∂D
− = γ−1 · γ
+
2
3
Lemma 1.3. Let φ, ψ be closed 1-forms with ψ of type 1,0 on J(C). Then, for D± as in the
previous lemma, ∫
D±
φ ∧ ψ =
∫
γ±1
φψ −
∫
γ∓2
ψφ,
where
∫
φψ denotes the iterated integral.
Proof. Every closed form on a disk is exact, so φ|D± = dρ
±, then by Stokes theorem:∫
D±
φ ∧ ψ =
∫
D±
d(ρ±ψ) =
∫
∂D±
ρ±ψ =
∫
γ±1 ·γ
∓
2
ρ±ψ.
Moreover by Lemma.1.1.(3), choosing ρ±(0) = 0:∫
D±
φ ∧ ψ =
∫
γ±1 ·γ
∓
2
dρ±ψ =
∫
γ±1 ·γ
∓
2
φψ
and by Lemma.1.1.(1)
=
∫
γ±1
φψ +
∫
γ∓2
φψ +
∫
γ±1
φ
∫
γ∓2
ψ.
Now note that
∫
γ±1
φ+
∫
γ∓2
φ = 0 since γ±1 γ
∓
2 = ∂D
± is homotopically trivial, so∫
D±
φ ∧ ψ =
∫
γ±1
φψ +
∫
γ∓2
φψ −
∫
γ∓2
φ
∫
γ∓2
ψ =
∫
γ±1
φψ −
∫
γ∓2
ψφ
where the last equality follows from Lemma.1.1(2).
We are ready to compute reg(Z). It is enough to do it on harmonic forms:
Theorem 1.1. Let φ and ψ be harmonic 1-forms on J(C) with ψ of type 1,0 and denote in
the same way the corresponding 1-forms on C . Then:
reg(Z)(φ ∧ ψ) = 2
∫
C−γ
log(h)φ ∧ ψ + 2πi
∫
γ
(φψ − ψφ).
Proof. From Lemma.1.3
∫
D
φ∧ψ =
∫
γ1
φψ−
∫
γ2
ψφ. Now use the fact that the harmonic forms
on JC are translation invariant.
1.6. Remark. The right hand side of the equality of Thm.1.1 can be computed more generally
for φ and ψ closed 1-form, since it is zero if one of them is exact.
2. Extensions
The theory of iterated integrals for pointed Riemann surfaces (C, p) and pointed punctured
ones (C −{q}, p) describes explicitely the canonical MHS on the quotients Jp/J
k
p and Jq,p/J
k
q,p,
where Jp := ker(ǫ : Zπ1(C, p) → Z) and Jq,p := ker(ǫ : Zπ1(C − {q}, p) → Z) (we refer to [10]
and in particular for punctured curves to [17]). The weight filtrations on the duals are given,
for l ≤ k, by Wl(Jp/J
k
p )
∗ := (Jp/J
l+1
p )
∗ and Wl(Jq,p/J
k
q,p)
∗ := (Jq,p/J
l+1
q,p )
∗. The graded factors
have the following identifications:
(J lp/J
l+1
p )
∗ ≃ Ql(C) :=
i=l−2⋂
i=0
(⊗iH1(C,Z))⊗Q2(C)⊗ (⊗
l−2−iH1(C,Z))(2.1)
where Q2 := ker(∪ : H
1(C,Z)⊗H1(C,Z)→ H2(C,Z)), and
(J lq,p/J
l+1
q,p )
∗ ≃ ⊗lH1(C − {q},Z) ≃ ⊗lH1(C,Z).(2.2)
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The Hodge filtration is given by Chen’s π1-De Rham -Theorem (cf.[10]). This MHS is compat-
ible with the natural extensions:
hkp : 0→ (Jp/J
k−1
p )
∗ → (Jp/J
k
p )
∗ → Qk−1(C)→ 0.(2.3)
hkq,p : 0→ (Jq,p/J
k−1
q,p )
∗ → (Jq,p/J
k
q,p)
∗ → ⊗k−1H1(C,Z)→ 0.(2.4)
2.1. Hyperelliptic case. Let now C be a hyperelliptic curve with hyperelliptic involution i.
It holds:
Proposition 2.1. Let C be a hyperelliptic curve and let p and q be Weierstraß points. Then the
extensions classes h3p ∈ ExtMHS(Q2(C), H
1(C,Z)) and h3p,q ∈ ExtMHS(⊗
2H1(C,Z), H1(C,Z))
are 2-torsion, i.e. 2h3p = 0 and 2h
3
q,p = 0.
Proof. The hyperelliptic involution i induces an automorphism of (Jp/J
3
p )
∗ such that h3p ∼
i(h3p) = −h
3
p. Hence 2h
3
p = 0 in ExtMHS(Q2, H
1). The same argument holds for h3q,p.
Let p, q1 and q2 be Weierstraß points on C. Fix a 2 to 1 map: h : C → P
1 such that
h(q1) = 0 and h(q2) = ∞ as in the construction of the Collino cycle Z. Moreover fix a set
of loops {αl} (l = 1, ..., 2g) on C with basepoint p whose homotopy classes give a system of
generators of π1(C, p) with the relation:
∏
k[αk, αg+k]. We choose all αl not passing through
q1 and q2 so they define also a system of generators of the groups π1(C − {qs}, p), (s = 1, 2).
Let {Al} (Al := [αl], ∈ H1(C,Z)) be the associated symplectic basis and {dxl} the dual basis
of H1(C,Z). We will identify dxl with the corresponding harmonic 1-form. From now on we
denote H1(C,Z) by H1.
Proposition 2.2. The linear map rs3,2 : (Jqs,p/J
3
qs,p
)∗ → H1, which is the dual of the linear
map defined by: Al 7→ (αl − i∗αl) mod(J
3
qs,p
), is a morphism of MHS.
Proof. The space H1(C,Q) can be identified with the eigenspace of the eigenvalue −1 of the
involution i∗ ∈ Aut((Jqs,p/J
3
qs,p
)Q) ).
In order to define the extension class Pe of the main theorem, we need also the following
natural morphisms of MHS:
1. The monomorphism given by tensoring with the polarization Ω:
JΩ = ⊗Ω : H
1(−1) −→ ⊗3H1(2.5)
where H1(−1) denotes H1 twisted by the Tate Hodge structure Z(−1).
2. The surjection:
Π : ⊗2H1 → Z(−1),
given by the cup product ⊗2H1 → H2 composed with the isomorphism H2(C,Z) ≃ Z(−1)
defined by the integration over C.
3. The monomorphism ι : ∧2H1 → H1 ⊗H1, φ ∧ ψ 7→ φ⊗ ψ − ψ ⊗ φ.
Notice that the map Π ◦ ι can be identified with the integration
∫
C
: ∧2H1 → Z over C and
it’s in this form that we shall often write it. Set
∧2H1prim := kerΠ ◦ ι = ker
∫
C
.
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2.2. Main result. Let
es ∈ ExtMHS(⊗
3H1, H1)
(for s = 1, 2) be the extension class obtained by pushing forward h4qs,p along r
s
3,2. The pull back
of e2 − e1 along JΩ defines the extension class
eΩ ∈ ExtMHS(H
1(−1), H1).
By tensoring by H1 on the left and then by pushing it down along Π one obtains
e˜ ∈ ExtMHS(⊗
2H1(−1),Z(−1)) ≃ ExtMHS(⊗
2H1,Z).
The pull back along the monomorphism ι : ∧2H1 → ⊗2H1 defines
e ∈ ExtMHS(∧
2H1,Z).(2.6)
Finally the pullback along Ker
∫
C
→֒ ∧2H1 defines
Pe ∈ ExtMHS(Ker
∫
C
,Z).
The isomorphism ∧2H1 ≃ H2(JC,Z) and the standard theory of separated extensions of
MHS (see [4]), that we briefly recall in the next section, tell us that we can identify:
ExtMHS(∧
2H1,Z) ≃
Hom(H2(JC,C),C)
F 0 +Hom(H2(JC,Z),Z)
≃ J2(JC).
Moreover the identification ∧2H1prim with H
2(JC)prim gives the isomorphism
ExtMHS(∧
2H1prim,Z) ≃ J2(JC)prim.
The main result is:
Theorem 2.1. Let C be a hyperelliptic curve and let q1, q2 and p be Weierstraß points. Let
h : C → P1 a 2:1 map with h(q1) = 0 and h(q2) =∞, then
e = (2g + 1)
(
reg(Z) + log(h(p))
∫
C
)
∈ J2(JC),(2.7)
which implies
Pe = (2g + 1)reg(Z) ∈ J2(JC)prim.(2.8)
3. Carlson’s representatives and proof of 2.1
To a MHS V whose weights are all negative, can be associated the intermediate jacobian:
J(V ) :=
VC
F 0VC + VZ
.(3.1)
An extension of MHS 0→ A→ H → B → 0 is called separated if the minimal non zero weight
of B is bigger then the maximal non zero weight of A. Thus in particular Hom(B,A) has all
negative weights. Carlson’s theory of separated extensions of MHS defines the isomorphism
(see [4])
ExtMHS(B,A) ≃ J(Hom(B,A)),
which associates to the class of 0→ A→ H → B → 0 the class of the composed map rZ ◦ sF ∈
Hom(BC, AC) (called the Carlson representative), where sF ∈ Hom(BC, HC) is a section
preserving the Hodge filtration and rZ ∈ Hom(H,A) is a retraction of Zmodules. In this section
we first describe explicitly the Carlson representatives of the extensions classes introduced
in Sect.2, then we manipulate these expressions using just basic properties of integrals over
Riemann surfaces and iterated integrals and at the end we prove Thm.2.1.
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3.1. The extension class h4qs,p ∈ ExtMHS(⊗
3H1, (Jqs,p/J
3
qs,p
)∗). Via Carlson theory, h4qs,p,
defined in 2.4, corresponds to the class of (rs4,3) ◦ s
4
Fs defined in the following way. The linear
map
rs4,3 : (Jqs,p/J
4
qs,p
)∗ → (Jqs,p/J
3
qs,p
)∗
is the dual of a linear map defined by fixing a basis in Jqs,p/J
3
qs,p
and lifting the elements of
this basis to independent elements in Jqs,p/J
4
qs,p
. The only condition required is that the chosen
basis contains the elements (αl − 1) mod J
3
qs,p
which are lifted to (αl − 1) mod J
4
qs,p
.
The section preserving the Hodge filtration s4sF : ⊗
3H1 → (Jqs,p/J
4
qs,p
)∗ is provided by Chen
theory:
s4sF (dxl ⊗ dxm ⊗ dxn) =
∫
dxldxmdxn + dxlµmn,qs + µlm,qsdxn + µlmn,qs(3.2)
where µlm,qs µmn,qs and µlmn,qs are smooth 1,0 logarithmic forms on C − {qs} satisfying:
dxl ∧ dxm + dµlm,qs = 0, dxm ∧ dxn + dµmn,qs = 0,(3.3)
dxl ∧ µmn,qs + µlm,qs ∧ dxn + dµlmn,qs = 0.(3.4)
3.2. The extension class es ∈ ExtMHS(⊗
3H1, H1) (s = 1, 2). Since es is obtained by pushing
forward along rs3,2, it can be identified as the class of the map
Gs := (r
s
3,2 ◦ r
s
4,3) ◦ s
4s
F ∈ Hom(⊗
3H1, H1).
Notice that the map rs3,2 ◦ r
s
4,3 : (Jqs,p/J
4
qs,p
)∗ → H1 is in fact the dual of the linear map given
by Al 7→ (αl − i∗αl)mod(J
4
qs,p
) and it is not longer a morphism of MHS as it is rs3,2.
3.3. The extension class eΩ ∈ ExtMHS(H
1(−1), H1). The extension eΩ is obtained by
pulling back e2 − e1 along JΩ, hence it is representated by:
G := (G2 −G1) ◦ JΩ ∈ Hom(H
1(−1), H1).
3.4. In the next proposition we compute G explicitly on the basis chosen in 2.1. Recall that
Ω can be written in coordinates as
Ω =
∑
k
(dxk ⊗ dxg+k − dxg+k ⊗ dxk) ∈ ⊗
2H1.
3.5. Assumption. Notice that we can choose solutions of 3.3 and 3.4 satisfying the properties
listed below (for s = 1, 2):
1. µml,qs = −µlm,qs;
2. for |l−m| 6= g, µlm,qs is smooth on C and orthogonal to all harmonic forms, i.e. µlm,qs∧dxn
is exact;
3. µi(g+i),q2 has logarithmic singularity on q2 with residue 1;
4. for |l −m| 6= g, µlm,q1 = µlm,q2;
5. µi(g+i),q1 = µi(g+i),q2 + dh/2h. Notice that µi(g+i),q1 has a pole of order 1 on q1 with residue
1;
6. i∗µlm,qs = µlm,qs; i
∗µlmn,qs = −µlmn,qs.
Proposition 3.1. With the choices done in Assumption 3.5, a map G : H1(−1)→ H1, whose
class defines eΩ, is given by:
G(dxl)(Am) =
∫
αm
[(2g + 1)(log(h)− log(h(p)))dxl − 2W (dxl)](3.5)
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where
W (dxl) :=
g∑
k=1
{(µlk(g+k),q2 − µlk(g+k),q1)− (µl(g+k)k,q2 − µl(g+k)k,q1)}.(3.6)
Proof. From the definition of JΩ and s
4s
F and by the equality µ(g+k)kqs = −µk(g+k)qs of Assump-
tion 3.5 (1):
G(dxl)(Am) =
∫
(αm−i∗αm)
[∑
k
{2dxl(µk(g+k)q2 − µk(g+k)q1)
+(µlk,q2 − µlk,q1)dxg+k − (µl(g+k),q2 − µl(g+k),q1)dxk}+W (dxl)
]
.
By Assumption 3.5(4), setting i = l if l ≤ g and i = l − g if l > g:
G(dxl)(Am) =
∫
(αm−i∗αm)
[
2dxl
∑
k
(µk(g+k)q2 − µk(g+k)q1)
−(µi(g+i),q2 − µi(g+i),q1)dxl +W (dxl)
]
and by Assumption 3.5(5):
G(dxl)(Am) = −
∫
(αm−i∗αm)
[
gdxl(dh/h)−
1
2
(dh/h)dxl +W (dxl)
]
.
From the equalities:∫
i∗αm
[gdxl(dh/h)−
1
2
(dh/h)dxl] = −
∫
αm
[gdxl(dh/h)−
1
2
(dh/h)dxl]
coming from i∗dxl = −dxl, i
∗dh/h = dh/h and,∫
i∗αm
W (dxl) = −
∫
αm
W (dxl),
coming from i∗W (dxl) = −W (dxl) (see Assumption 3.5(6)) it follows that:
G(dxl)(Am) =
∫
αm
−[2gdxl(dh/h)− (dh/h)dxl − 2W (dxl)].(3.7)
On C − γ, dh/h is an exact form. Hence if αm ∩ γ = φ, then the statement follows from
Lemma1.1(3) and (4). If αm ∩ γ 6= φ, then the computation has to be done on a path lifting
αm on a covering of C where dh/h is exact. But the difference between it and the expression
3.5 is given by a multiple of 2πi
∫
αm
dxl. Hence it defines an element in HomZ(H
1(−1), H1),
which is trivial in J(Hom(H1(−1), H1)).
3.6. The extension class e˜ ∈ ExtMHS(⊗
2H1,Z). The extension e˜ is constructed by tensoring
e2 − e1 by H
1 on the left and pushing forward along Π so it can be identified with the class of
the map:
F := Π ◦ (id×G) ∈ (⊗2H1)∗.(3.8)
Proposition 3.2. Let F be the map defined in 3.8. We have
F (dxm ⊗ dxl) =(3.9)
c(m)
∫
ασ(m)
[(2g + 1)(log(h)− log(h(p)))dxl − 2W (dxl)]
where σ(m) = g +m and c(m) = 1 if m ≤ g, σ(m) = m− g and c(m) = −1 if m > g.
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Proof. The map Π : ⊗2H1 → Z (cf.2.1(2)) can be written, with our choice of basis, as:
Π(v ⊗ w) =
g∑
k=1
[v(Ak)w(Ag+k)− v(Ag+k)w(Ak)].
Hence
F (dxm ⊗ dxl) = Π ◦ (id⊗G)(dxm ⊗ dxl) =
∑
k
[dxm(Ak)G(dxl)(Ag+k)− dxm(Ag+k)G(dxl)(Ak)]
= c(m)G(dxl)(Aσ(m))
and finally, by 3.5 and by Lemma 1.1(3)
= c(m)
∫
ασ(m)
(2g + 1)(log(h)− log(h(p)))dxl − 2W (dxl).
The next proposition is a fundamental step toward the equality of Th.3.1. It provides an iden-
tification of the key integrals over C with iterated integrals along paths. Let γ := h−1([0,∞])
as in Sect.1.
Proposition 3.3. Let α be a simple smooth loop on C transverse to γ. Let φ, ψ and ̟ be
1-forms such that φ, ψ and (log(h)ψ + ̟) are closed and the cohomology class of φ is the
Poincare` dual of [α]. Then:∫
α
(log(h)ψ +̟) =
∫
C−γ
φ ∧ (log(h)ψ +̟) + 2πi
∫
γ
φψ.
Proof. Denote by η a closed 1-form in the same cohomology class of φ with compact support
on a tubular neighborhood of α. Hence φ = η + df where df is an exact 1-form. Thus
df ∧ (log(h)ψ + ̟) = d(f(log(h)ψ + ̟)) is an exact form on C − γ or, equivalently, on the
Riemann surface with boundary obtained from C cutting along γ. Hence by Stokes theorem
and by taking the difference of the determinations for log at the boundary, we have:∫
C−γ
df ∧ (log(h)ψ +̟) = −2πi
∫
γ
fψ.(3.10)
Choose f such that f(p0) = 0, with p0 the basis point of α, so∫
γ
fψ =
∫
γ
(f − f(p0))ψ =
∫
γ
dfψ.
To compute
∫
C
η ∧ (log(h)ψ +̟) we recall that the class of η is the Poincare´ dual of the class
α. We give a more explicit construction of such η with support on a tubular neighborhood
D = D+ ∪D− of α. Following for example [6]II.3.3 let G be a C∞ function on C −α, which is
the constant 1 on a smaller strip D0 ⊂ D
− and 0 on C−D−. Then take η equal to dG in D−α
and 0 otherwise. We distinguish two cases. First suppose that α doesn’t intersect γ. Then we
can take D ∩ γ = φ, so log(h)ψ +̟ is a closed form well defined on the support of η, and:∫
C−γ
η ∧ (log(h)ψ +̟) =
∫
α
(log(h)ψ +̟) .(3.11)
Moreover since in this case φ|γ = df|γ, adding 3.10 and 3.11 gives the result. Suppose now
that α intersects γ. Notice that now log(h) is not well defined on D and we need to compute
the integral on disjoint union of rectangles D” obtained by cutting D along D ∩ γ. Applying
Stokes’ theorem:
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∫
C−γ
η ∧ (log(h)ψ +̟) =
∫
D”
η ∧ (log(h)ψ +̟)(3.12)
=
∫
α
(log(h)ψ +̟)− 2πi
∫
γ∩D−
dGψ,
since G is 0 outside D0, and η = dG on C − α, we obtain
=
∫
α
(log(h)ψ +̟)− 2πi
∫
γ
ηψ.
To conclude we add the equalities 3.10 and 3.12 recalling that φ|γ = η|γ + df|γ.
Corollary 3.1. Choosing as αm simple smooth loops transverse to γ, we get:∫
C−γ
dxm ∧
(
log(h)dxl −
2
2g + 1
W (dxl)
)
+ 2πi
∫
γ
dxmdxl =
c(m)
∫
ασ(m)
(
log(h)dxl −
2
2g + 1
W (dxl)
)
(3.13)
where σ(m) = g +m and c(m) = 1 if m ≤ g, σ(m) = m− g and c(m) = −1 if m > g.
Proof. The 1-form log(h)dxl −
2
2g+1
W (dxl) is closed and the class of dxm is c(m) times the
Poincare` dual of the class of ασ(m).
Corollary 3.2.
F (dxm⊗dxl) = (2g+1)
[∫
C−γ
dxm ∧
(
(log(h)− log(h(p)))dxl −
2
2g + 1
W (dxl)
)
+ 2πi
∫
γ
dxmdxl
]
.
Proof. This follows from Prop.3.2 and Cor.3.1.
Since we have the isomorphism
J((⊗2H1)∗) ≃
F 1(⊗2H1C)
∗
(⊗2H1)∗
,(3.14)
in order to determine F it is enough to compute it on elements in F 1(⊗2H1C), namely linear
combinations of dxl ⊗ dzi and dzi ⊗ dxl, where {dzi}i=1,...g is a basis of H
1,0(X). We choose
such a basis to satisfy the condition
∫
αi
dzj = δij. Hence
dzi = dxi +
g∑
j=1
Zijdxg+j with Zij :=
∫
αg+i
dzj .
Proposition 3.4. The map F evaluated on elements dzi ⊗ dxl gives:
F (dzi ⊗ dxl) = (2g + 1)
[∫
C
(log(h)− log(h(p))dzi ∧ dxl + 2πi
∫
γ
dzidxl
]
.
Proof. This follows from Cor. 3.2, using the linearity of F and the fact that dzi ∧W (dxl) = 0
for reasons of type.
In order to compute F (dxl ⊗ dzi) we prove the following:
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Lemma 3.1. With a suitable choices of the µlmn,qs, we have:
W (dzi) := W (dxi) +
g∑
j=1
ZijW (dxg+j) = 0.
Proof. We set
µlk(g+k),qs = Rlk(g+k),qs + Slk(g+k),qs, µl(g+k)k,qs = Rl(g+k)k,qs + Sl(g+k)k,qs,
where the Rlk(g+k),qs and the Rl(g+k)k,qs satisfy
dxl ∧ µk(g+k),qs + dRlk(g+k),qs = 0, dxl ∧ µ(g+k)k,qs + dRl(g+k)k,qs = 0(3.15)
while the Slk(g+k),qs and the Sl(g+k)k,qs satisfy
µlk,qs ∧ dxg+k + dSlk(g+k),qs = 0, µl(g+k),qs ∧ dxk + dSl(g+k)k,qs = 0.(3.16)
Thus W (dxi) becomes:
W (dxl) = WR(dxl) +WS(dxl)
with
WR(dxl) =
∑
k
{(Rlk(g+k),q2 −Rlk(g+k),q1)− (Rl(g+k)k,q2 −Rl(g+k)k,q1)},
WS(dxl) =
∑
k
{(Slk(g+k),q2 − Slk(g+k),q1)− (Sl(g+k)k,q2 − Sl(g+k)k,q1)}.
Now we claim that:
3.7. Claim. After a suitable choice of R... and S...,
1) WR(dzi) := WR(dxi) +
∑
j
ZijWR(dxg+j) = 0
2) WS(dzi) := WS(dxi) +
∑
j
ZijWS(dxg+j) = 0.
The Lemma follows directly by 3.7, which we prove below
Proof. (of Claim 3.7) Point 1): We choose Rl(g+k)k,qs := −Rlk(g+k),qs, so
WR(dxl) = 2
∑
k
{(Rlk(g+k),q2 −Rlk(g+k),q1).
The thesis follows once we fix any R(g+j)k(g+k),qs satisfying condition 3.15 and define:
Rik(g+k),qs := −
∑
j
ZijR(g+j)k(g+k),qs.
Point 2): Since by Assumption.3.5 for |m−k| 6= g, µmk,q2 = µmk,q1, we can choose Smk(g+k),q2 =
Smk(g+k),q1 and for the same argument for |m− (g + k)| 6= g, Sm(g+k)k,q2 = Sm(g+k)k,q1. Thus
WS(dxi) = Si(g+i)i,q1 − Si(g+i)i,q2 WS(dxg+j) = S(g+j)j(g+j),q2 − S(g+j)j(g+j),q1.
For all j ≤ g, fix S(g+j)j(g+j),qs (s = 1, 2) and Sj(g+j)j,q1. To get the result it enough to set:
Si(g+i)i,q2 := Si(g+i)i,q1 +
∑
j
Zij(S(g+j)j(g+j),q2 − S(g+j)j(g+j),q1).
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Proposition 3.5. The map F evaluated on elements dxl ⊗ dzi gives:
1) F (dxl ⊗ dzi) = (2g + 1)c(l)
∫
ασ(l)
((log(h)− log(h(p)))dzl
where σ(l) = g + l and c(l) = 1 if l ≤ g, σ(l) = l − g and c(l) = −1 if l > g,
2) F (dxl ⊗ dzi) = (2g + 1)
[∫
C
(log(h)− log(h(p)))dxl ∧ dzi − 2πi
∫
γ
dxldzi
]
.
Proof. First notice that by Prop.3.2 and using the linearity of F we have that
F (dxl ⊗ dzi) = (2g + 1)c(l)
∫
ασ(l)
[(log(h)− log(h(p)))dzi − 2W (dzi)] .
Then Point 1) follows directly from Prop.3.2 (using the linearity of F ) and Lemma 3.1. Point
2) follows from:
c(l)
∫
ασ(l)
log(h)dzi =
∫
C
dxl ∧ log(h)dzi + 2πi
∫
γ
dxldzi
which is the equality of Prop.3.3 with φ = c(l)dxl, ψ = dzi and ̟ = 0.
3.8. The extension classes e ∈ ExtMHS(∧
2H1,Z) and Pe ∈ ExtMHS(∧
2H1prim,Z). Carlson
representatives of e and Pe are simply F ◦ ι ∈ (∧2H1)∗ and F ◦ ι|∧2H1prim ∈ (∧
2H1prim)
∗. The
final step towards the proof of Th.2.1 is the following proposition in which we compute F ◦ ι
on the elements dxl ∧ dzi of the basis of F
1 ∧2 H1.
Proposition 3.6. The map F ◦ ι whose class defines e ∈ ExtMHS(∧
2H1,Z) is given by:
F ◦ ι(dxl ∧ dzi) = F (dxl ⊗ dzi)− F (dzi ⊗ dxl)(3.17)
= (2g + 1)
[
2
∫
C
log(h)dxl ∧ dzi + 2πi
∫
γ
(dxldzi − dzidxl) + 2log(h(p))
∫
C
dxl ∧ dzi
]
.
Proof. This follows from Prop.3.4 and Prop.3.5.
Now the main result follows immediately:
Proof. (of Thm.2.1) We compare the explicit expressions in Prop.3.6 and Thm.1.1.
3.9. Remark. Notice that using Thm.1.1 and Prop.3.3 reg(Z) can be computed in a simple
way in terms of iterated integrals along paths on C, namely we have:
reg(Z)(dxm ∧ dzi) = 2c(m)
[∫
ασ(m)
(dh/h)dzi + log(h(p))
∫
ασ(m)
dzi
]
,
where σ(m) = g +m and c(m) = 1 if m ≤ g, σ(m) = m− g and c(m) = −1 if m > g.
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4. The normal function defined by the regulator
In this section we extend the construction of reg(Z) to families. In this setting we construct
a normal function on a fine moduli space of hyperelliptic curves with Weierstraß points. We
show that the homomorphism between fundamental groups induced by such a normal function
is not trivial. This provides an alternative proof (Cor.4.2) of the result of Collino that reg(Z)
is not zero for general hyperelliptic curves. The method of proof of Collino was to show that
the associated infinitesimal invariant of a normal function extending reg(Z) was not zero. For
all the theory related to moduli spaces of curves and mapping class groups we refer to [14].
4.1. Mapping class group. Fix a compact orientable surface S of genus g together with
n distinct points x1, ..., xn. The mapping class group Γ
n
g is the group of isotopy classes of
orientation preserving diffeomorphisms of S that fix each of the chosen points (for n = 0 we
will drop the apex). A classically known system of generators of Γng is given by the Dehn twists
Da of simple closed curves a ⊂ S. The mapping class group Γ
n
g has a natural representation
ρ : Γng −→ Sp(H1(S,Z)) ≃ Spg(Z)(4.1)
given by the action of Γng on the first homology group of the surface S and the kernel of the
representation ρ is, by definition, the Torelli group Torng . The Dehn twists Da, with a such
that S − a is not connected (”bounding curve”) and the products DaD
−1
b , with a and b not
disconnecting S but such that S−{a, b} is not connected (”bounding pair”) generate the Torelli
group Torg for g ≥ 3.
Moreover fix an embedding of S in E3 as in the figure below:
z
x
y
d
Figure 1.
The rotation of 180 degrees around the y-axis defines a topological involution i (called hy-
perelliptic involution) on S with quotient homeomorphic to the 2-sphere S2. Let
hS : S → S
2
be the corresponding 2 to 1 map with 2g + 2 fixed points.
Denote by ΓHg the subgroup of Γg generated by those elements which can be represented by
fiber preserving diffeomorphisms with respect to hS. The group Γ
H
g is isomorphic to the group
of fiber preserving diffeomorphisms of S modulo fiber preserving isotopies (for example by Th.1
of [3]). Moreover a diffeomorphism of S that is isotopic to identity and preserves the fibers of
hS is isotopic to identity through fiber preserving diffeomorphisms (cf. Th.2 of [3]). From this
it follows that ΓHg is an extension of the mapping class group of S
2 with 2g + 2 marked points
by Z/2Z. Set:
TorHg := Torg ∩ Γ
H
g
4.2. Moduli of curves. The mapping class group is related to the moduli space of curves
via Teichmuller theory. The Teichmuller space is the space of complex structures on S up to
isotopies that fix {x1, ..., xn} pointwise. It is a contractible complex manifold of dimension
3g − 3 + n on which Γng acts properly discontinuosly with quotient analytically isomorphic to
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the moduli space Mng of n-marked smooth projective curves of genus g. The action of Tor
n
g is
free and the quotient T ng := Tor
n
g \X
n
g , called the Torelli space, is the moduli space of n-pointed
smooth projective curves C of genus g with a fixed symplectic basis of homology.
There are the natural projections:
q : X ng −→ T
n
g , pT : T
n
g −→M
n
g , pX = pT ◦ q : X
n
g −→M
n
g .
4.3. Moduli of hyperelliptic curves. Let Hg ⊂ Mg be the moduli space of hyperelliptic
curves of genus g. Let H˜ be a connected component of p−1(Hg) and H := q(H˜) the correspond-
ing connected component of p−1T (Hg). They are complex submanifolds of dimension 2g − 1 of
Xg and Tg respectively. The group Γ
H
g is the orbifold fundamental group of the hyperelliptic
locus Hg and Tor
H
g is the fundamental group of H . Let
π : C −→ H, and πJ : J C → H
be the universal families of curves and jacobians on H .
Lemma 4.1. The family π : C −→ H has 2g + 2 sections q˜i : H −→ C corresponding to the
Weierstraß points sets. In particular we ask the first two sections to satisfy ht(q˜1(t)) = 0 and
ht(q˜2(t)) =∞ and we denote the third one by p˜.
Proof. The set Wt of Weierstraß points of Ct := π
−1(t) defines a covering W → H of degree
2g + 2 . The lemma states that W has 2g + 2 connected components defining the sections q˜i.
Consider the universal family of theta characteristics:
Sg := {L ∈ Pic(CT /Tg), L
2 ≃ ωpiT } −→ Tg.
The fiber St over t ∈ Tg is the space of the theta-characteristics over Ct. The set St can be
identified with the set Q of all the quadratic forms H1(Ct,Z/2Z)→ Z/2Z compatible with the
intersection product. Since Torg acts trivially on the first homology group, we have that:
λ : Sg −→ Q× Tg
is an isomorphism. From the natural inclusion
W →֒ Sg|H , q˜i(t) 7→ O((g − 1)q˜i(t))
and the isomorphism λ, it follows that W is the union of 2g + 2 connected components which
define the sections.
4.4. The normal function extending reg(Z). Consider on H the variations of Hodge struc-
tures R2πJ ∗Z ≃ ∧
2R1π∗Z and P2 ≃ ker(∧
2R1π∗Z → R
2π∗Z) which extend the second and
second primitive cohomology of the jacobian. Associated to them there are the families of
intermediate jacobians:
J2 := (F
1R2πJ∗C)
∗/R2πJ∗Z
∗ → H, J2prim := (F
1P2C)
∗/P∗2 → H,
extending J2(JC) and J2(JC)prim (cf. 1.1, 1.3).
Since Torg acts trivially on H
1 the local system R1π∗Z, the fibrations J C, J2 and J2prim
are topologically trivial on H . Let
pJ2 : J2 → J2(JC), pJ2prim : J2prim → J2(JC)prim
be the projections onto the fibers.
By Lemma 4.1 H is a fine moduli space for hyperelliptic curves with marked Weierestraß
points, hence the Collino cycle extends to a family of higher cycles Z on the associated family
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of jacobians. The construction of the regulator images of any fiber Zt of Z extends to normal
functions RZ and rZ i.e. to holomorphic sections of J2 and J2prim:
J2
RZ
ր ↓
H
id
−→ H
J2prim
rZ
ր ↓
H
id
−→ H
.
4.5. Remark. The construction of these normal functions could have been done (as Collino
does) on a finite covering of Hg given for example by the moduli space of hyperelliptic curves
with a convenient level structure. The reason why we work on H is that, using the projections
to the fibers pJ2 and pJ2prim , we can forget about the Spg-contribution to monodromy as in the
following.
4.6. The induced homomorphism. We are interested in the homomorphism of fundamental
groups induced by the compositions pJ2 ◦RZ and pJ2prim ◦ rZ . To prove that reg(Z) is not zero
for a general hyperelliptic it is enough to prove that
(pJ2prim ◦ rZ)∗ : π1(H) = Tor
H
g → H2(JC)prim
is not trivial.
In order to prove this we compute the image of the class of loops λd in H based at [C],
that correspond to a Dehn twist Dd of a bounding curve d on C, invariant with respect to the
hyperelliptic involution (thus Dd ∈ Tor
H
g ). The loop λd lifts to a path λ˜d : [0, 1] → H˜ with a
parametrization such that λ˜d(0) = [C] and λ˜d(1) = [DdC] in H˜. Restrict the universal family
of curves to λ˜d:
CX|λ˜d =: Cλ˜d ⊇ Ct
πX|λ˜ ↓ ↓
λ˜d ∋ λ˜d(t).
For any t consider the holomorphic map ht : Ct → P
1 such that q˜1(λ˜(t)) = h
−1
t (0) and
q˜2(λ˜(t)) = h
−1
t (∞), corresponding to the topological quotient hS : S → S
2. In particular
h0 = h and h1 = h ◦Dd =: hd. Set γt := h
−1
t ([0,∞]) and γd := γ1.
The expression of reg(Z) obtained in Th.1.1 (see Remark 1.6) allows us to lift the normal
function RZ along λ˜d to a section of (F
1 ∧2R1πX|λ˜d∗C)
∗ in the following way. For all t ∈ [0, 1],
let φt and ψt be closed 1-forms on Ct, with ψt of type (1,0). It is enough to define the lifting of
RZ|λd along λ˜d as
R˜λ˜d : [0, 1]→ (F
1 ∧2 R1πX|λ˜d∗C)
∗
on the classes of φt ∧ ψt:
R˜λ˜d(t)([φt ∧ ψt]) = 2
∫
Ct−γt
log(ht)φt ∧ ψt + 2πi
∫
γt
(φtψt − ψtφt).
By covering theory we have:
(pJ2 ◦ RZ)∗([λd]) = (1/2π)(R˜λ˜d(1)− R˜λ˜d(0)) ∈ H2(JC,Z).
Proposition 4.1. Let λd be a loop in H with basis point [C], whose homotopy class corresponds
to the Dehn twist of a bounding curve d invariant for the hyperelliptic involution and splitting
C in a component S1 containing q1 and a component S2 containing q2. Let φ and ψ be closed
1-forms on C, with ψ of type (1,0), then
(pJ2 ◦ RZ)∗([λd])([φ ∧ ψ]) = 4 < [φ]S2, [ψ]S2 >S2
where <,>S2 is the intersection form on S2.
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Proof. Notice that, since Dd acts trivially in homology and by Remark 1.6, we can choose
φ1 = φ0 := φ and ψ1 = ψ0 := ψ. Thus
R˜λ˜d(1)− R˜λ˜d(0)(φ ∧ ψ) = 2
(∫
Cd−γd
log(hd)φ ∧ ψ −
∫
C−γ
log(h)φ ∧ ψ
)
+2πi
(∫
γd
(φψ − ψφ)−
∫
γ
(φψ − ψφ)
)
.
The proposition follows then from the following two equalities:
∫
Cd−γd
log(hd)φ ∧ ψ −
∫
C−γ
log(h)φ ∧ ψ = 4πi < [φ]S2 , [ψ]S2 >S2 −4πi
∫
d
φψ.(4.2)
∫
γd
(φψ − ψφ)−
∫
γ
(φψ − ψφ) = 4
∫
d
φψ.(4.3)
First we prove 4.2. By the assumptions, the separating curve d is the preimage of a curve d0
on P1 whose complement is the union of two open disks that are neighborhoods of 0 and ∞
respectively. The surface with boundary S1 is the preimage of a disk containing 0 and S2 is the
preimage of a disk containing ∞. We assume that d0 intersects [0,∞] transversely in a single
point. Thus the Dehn twist Dd0 carries [0,∞] to [0,∞] + d0. The square D
2
d0
lifts to the Dehn
twist Dd. Its effect on the integral is via the multivaluedness of the logarithm: this will change
by 4πi on S2. Then the difference between the 2 integrals is 4πi
∫
S2
φ ∧ ψ. To calculate this,
first observe that since the boundary curve d is null homologous, the restriction of φ to d is
exact. Let ρ be a smooth function ρ on C such that φ0 = φ − dρ vanishes on a neighborhood
of d and such that ρ is zero in the point d ∩ γ+ . Clearly φ0 defines the same homology class
as φ. Its restriction to S2 vanishes near the boundary so, by the De Rham theorem:∫
S2
φ0 ∧ ψ =< [φ]S2 , [ψ]S2 >S2 .
It remains to compute ∫
S2
dρ ∧ ψ.
If d is orientated as the boundary of S1, then Stokes’ theorem implies that this is equal to
−
∫
d
ρψ, which is, by definition the iterated integral and Lem.1.1.(3), −
∫
d
φψ.
We prove now equality 4.3. The Dehn twist Dd carries γ to γd := γ + 2d, with the chosen
orientation of d. Then, by Lem.1.1.(1) and (2) and the fact that
∫
d
φ =
∫
d
ψ = 0:∫
γd
(φψ − ψφ)−
∫
γ
(φψ − ψφ) = 2
∫
d
(φψ − ψφ) = 4
∫
d
φψ.
Corollary 4.1. Keep the notation of Prop.4.1. Choose a symplectic basis {Ak, Ag+k}k≤g of
H1(C,Z) such that {Ak, Ag+k}k≤g1 is a symplectic basis for H1(S1,Z) and {Ak, Ag+k}g1<k≤g is
a symplectic basis for H1(S2,Z), then
(pJ2 ◦ RZ)∗([λd]) = 4
g∑
k=g1+1
Ak ∧ Ag+k.
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Proof. The intersection form on S2, seen as an element in ∧
2H1(C,Z) is, up to constant:
<,>S2=
g∑
k=g1+1
Ak ∧ Ag+k
4.7. Remark. Notice that H2(JC,Z)∗prim ≃ H2(JC,Z)prim ≃ ∧
2H1(C,Z)/ < ω >, where
ω :=
∑g
k=1Ak ∧Ag+k is the dual of the polarization Ω.
Corollary 4.2. With the notation of Cor.4.1, we have:
(pJ2prim ◦ rZ)∗([λd]) = 4
g∑
k=g1+1
Ak ∧Ag+k mod < ω > .
In particular (pJ2prim ◦ rZ)∗ is not trivial and hence reg(Z) is not zero for general hyperelliptic.
Proof. It follows directly from the previous corollary, since rZ is the composition of RZ with
the natural projection J2 → J2prim.
5. Monodromy of the extensions
5.1. The goal of this section is to extend the extension classes of Sect.3, to normal functions
on the moduli space H and to study the induced homomorphism on fundamental groups. We
compare the homomorphism induced by the normal function extending Pe with the one induced
by RZ (see Cor.5.1).
5.2. The normal functions extending es and Pe. Any finite dimensional Spg(Z) repre-
sentation V has a natural Hodge structure which can be extended to a variation of Hodge
structures V on any fine moduli space of curves. Moreover if V has negative weight, its in-
termediate jacobian J(V ) (see 3.1) can be extended to a corresponding intermediate jacobians
fibration
J (V) :=
VC
F0 + V
.
We will restrict ourselves to the case in which this moduli space is H . Since TorHg acts trivially
on homology the associated bundles of intermediate jacobians are topologically trivial. We
shall denote by
pV : J (V)→ J(V )
the projection onto the fiber.
We consider the case V = Hom(⊗3H1, H1) and denote by Es (s = 1, 2) and PE the normal
functions which associate to the curve C the extensions es and Pe fitting in the following
commutative diagram:
J (V)
φ
→ J2prim
E2−E1
ր ↓ ↓
PE
տ
H
id
→ H
id
→ H
id
← H.
(5.1)
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5.3. Monodromy of Es. The pairs of sections (q˜s, p˜) (s = 1, 2), of Lemma 4.1, define two
different inclusions:
jqs,p : H →֒ T
2
g .
We will show that the homomorphism
(pV ◦ Es)∗ : Tor
H
g −→ Hom(⊗
3H1, H1)) ≃ Hom(H1,⊗
3H1)
factorizes via (jqs,p)∗ and a natural homomorphism associated to the action of the mapping class
group on Jqs,p/J
4
qs,p
described in the following. Let π := π1(C − {q}, p) be the fundamental
group of the punctured curve C − {q} in p. The mapping class group Γ2g acts naturally on π
and on its lower central series of π. The action on π induces a natural action on the J-adic
quotients of the group algebra of the fundamental group (J = Jq,p in the notation of Sec.3)
that we will briefly illustrate (see [15],[16]).
Let {π(k)} (k ≥ 1) be the lower central series of π, namely π(1) := π and π(k+1) = [π(k), π],
with nilpotent quotients
Nk := π/π
(k) and Lk := π
(k)/π(k+1)
fitting in the sequence 0 −→ Lk −→ Nk+1 −→ Nk −→ 0.
The action of Γ2g on π induces an action on the quotients Nk:
ρk : Γ
2
g −→ Aut(Nk).(5.2)
Notice that N2 = H1, so ρ2 = ρ and kerρ2 = Tor
2
g. The action of Γ
2
g on Lk factorizes through
ρ, thus Lk is a Spg-module. More precisely ⊕kLk is the free Lie algebra (over Z). In particular
Lk is torsion free and there are the following identifications:
L2 ≃ ∧
2H1, L3 ≃ (∧
2H1 ⊗H1)/ ∧
3 H1.
Johnson’s homomorphisms τk in the punctured case are:
τk : kerρk −→ Hom(H1, Lk) f 7→ [n 7→ f(n)n
−1 mod π(k+1)](5.3)
where n is any lifting of n to Nk+1. By construction kerρk+1 = kerτk.
Lemma 5.1. The inclusion j : π →֒ J , α 7→ α − 1 satisfies j(π(k)) ⊂ Jk and induces an
injective homomorphism jk : Lk → J
k/Jk+1.
Proof. The inclusion j(π(k)) ⊂ Jk can be checked by induction and it implies that π(k) ⊂ πkJ
where πkJ := {α ∈ π| α − 1 ∈ J
k}. Moreover the group π/πkJ has no torsion and π
k
J/π
(k) is a
torsion group, hence jk : Lk ⊗Z Z →֒ J
k/Jk+1 ⊗Z Z and, since Lk has no torsion, jk : Lk →֒
Jk/Jk+1.
We define analogues of Johnson’s homomorphisms associated to the action on J-adic quo-
tients:
Lemma 5.2. The homomorphim
τkJ : kerρk −→ Hom(H1, J
k/Jk+1), τkJ : f 7→ {[α] 7→ f(α)− α mod J
k+1
p }
is well defined and
τkJ = H(jk) ◦ τk,
where H(jk) : Hom(H1, Lk)→ Hom(H1, J
k/Jk+1), H(jk) : f 7→ jk ◦ f .
Proof. By Lem.5.1 kerρk ⊂ ker(Γ
2
g −→ Aut(π/π
k
J)) = ker(Γ
2
g −→ GL(J/J
k)) hence τkJ is
well defined. Moreover τkJ(f)(a) = jkτk(f)(a) where f ∈ Γ
1
g(k), a ∈ H , because: f(n) − n =
(f(n)n−1 − 1)n = f(n)n−1 − 1 mod Jk+1.
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Lemma 5.3. The homomorphism (jqs,p)∗ satisfies:
(jqs,p)∗(Tor
H
g ) ⊂ kerρ3 = kerτ2.(5.4)
Proof. Since the hyperelliptic involution acts as −I on H1, it also acts as −I on Hom(H1, L2) ≃
Hom(H1,∧
2H1) while it acts trivially on (jqs,p)∗(Tor
H
g ).
Lemma 5.4. The following equality holds:
(pV ◦ Es)∗ = τ3J ◦ (jqs,p)∗.(5.5)
Proof. The homomorphism (pV ◦ Es)∗ is determined by the action of (jqs,p)∗(Tor
H
g ) ⊂ Γ
2
g on
Jqs,p/J
4
qs,p
. Since, by the previous lemma, this action is trivial on N3, it defines in fact τ3J .
5.4. Monodromy of PE . We want to compute (pJ2prim ◦PE)∗ on the Dehn twist Dd in Tor
H
g
of a simple curve d separating q1 and q2 exactly as in Sect.4. We first compute (pV ◦ (E2−E1))∗:
Proposition 5.1. Let Dd ∈ Tor
H
g be the Dehn twist of the simple curve d separating q1 and q2
and such that p is in the same component of q1. It holds
(pV ◦ (E1 − E2))∗(Dd) =
{
ω ∧ Ak if g1 + 1 ≤ l ≤ g or g + g1 + 1 ≤ l ≤ 2g
0 otherwise
where ω :=
∑g
k=1Ak ∧ Ag+k is the dual of the polarization Ω.
Proof. By Lem.5.4
(pV ◦ (E1 − E2))∗(Dd) = τ3J (jq2,p)∗(Dd)(jq1,p)∗(Dd)
−1).
Fixing the isomorphism Γ2g ≃ Aut
+(π1(C − {q}, p)), the element (jq2,p)∗(Dd)(jq1,p)∗(Dd)
−1) ∈
Tor2g can be identified with the element Dd′D
−1
d” as in Fig.2, where d
′ and d” are homotopic to
d and bound a cilinder containing the missing point q.
d d' d"
q1 q2 q
Figure 2.
The loops αl, for 1 ≤ l ≤ g1 and g + 1 ≤ l ≤ g + g1, can be chosen not to intersect d
′
and d” thus the action of Dd′D
−1
d” on them is the identity, while on αl for g1 + 1 ≤ l ≤ g and
g + g1 + 1 ≤ l ≤ 2g the action is given by the conjugation by δq where δq bounds a punctured
disk around q and satisfies δq =
∏
k[αkαg+k]. Hence, for 1 ≤ l ≤ g1 and g + 1 ≤ l ≤ g + g1
τ3(Dd′D
−1
d” )(Al) = 0,
while for g1 + 1 ≤ l ≤ g and g + g1 + 1 ≤ l ≤ 2g
τ3(Dd′D
−1
d” )(Al) = [
g∏
k=1
[αkαg+k], αl] ∈ L3.
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Via the identification L3 ≃ (∧
2H1⊗H1)/∧
3H1 and the inclusion J3 : L3 →֒ J
3/J4 = ⊗3H1 we
get
τ3J (Dd′D
−1
d” )(Al) =
(
g∑
k=1
Ak ∧ Ag+k
)
∧Al = ω ∧Al.
Corollary 5.1.
(pJ2prim ◦ PE)∗(Dd) = 2(2g + 1)
g∑
k=g1+1
Ak ∧ Ag+k mod ω = (2g + 1)(pJ2prim ◦ rZ)∗(Dd).
Proof. The fiber bundle map φ : J (V) → J2prim of diagram 5.1, restricted to a fiber, is the
surjective homomorphism Φ : J(V ) ≃ ExtMHS(⊗
3H1, H1)→ J2(JC)prim ≃ ExtMHS(∧
2H1,Z)
described in Sect.2.2: i.e. it is obtained by pulling back along JΩ, tensoring by H
1 on the left,
pushing down along Π and pulling back along the inclusion ∧2H1prim →֒ ⊗
2H1. The induced
homomorphism between the fundamental groups of the two intermediate jacobians is then:
Φ∗ : Hom(H1,⊗
3H1)→ ∧
2H1prim
f 7→
∑
k
Ak ∧ J
t
Ωf(Ag+k)− Ag+k ∧ J
t
Ωf(Ak)mod ω
where J tΩ : ⊗
3H1 → H1, Al⊗Am⊗An 7→
∑
k(δlkδm(g+k)−δl(g+k)δmk)An is the dual of tensoring
by Ω from the left (cf. 2.5). The first equality then follows by direct computation using the
equality:
pJ2prim∗ ◦ φ∗ = Φ∗ ◦ pV ∗,
Prop.5.1 and the explicit expression of Φ∗. The second equality is the statement of Cor.4.1.
6. Final Remarks
6.1. An alternative proof of Th.2.1. The computations of Cor.5.1 and Cor.4.1 can be easily
improved to show that two normal functions (2g+1)rZ and PE induce the same homomorphism
on fundamental groups, without applying Th.2.1. In fact this last monodromy computation
can be used to give an alternative proof of Th.2.1, following the steps in which Hain proved
in a different way in [13] the result of Hain-Pulte on Cp − C
−
p and the extension Jp/J
3
p . To
apply the rigidity argument of [13]Cor.6.4 to our case one just needs to show the following
two facts. First of all both (2g + 1)rZ and PE have to define a good VMHS in the sense
of Saito [23]. Secondly one has to exhibit a hyperelliptic curve C with Weierstraß points p,
q1 and q2, for which (2g + 1)reg(Z) = Pe. This last point could be achieved by taking a
hyperelliptic curve with a further involution exchanging q1 and q2 and fixing p. For such a
curve reg(Z) = 0 while Pe = −Pe so Pe is 2-torsion. Then one needs to show that Pe is zero,
for example by showing that there are no sections of J2prim → H of order 2. The variation
defined by PE is good since the set of the J/Jk form a good VMHS over any fine pointed
moduli space of curves ([11]). About rZ we can argue as follows. Let W =
∑
i(Vi, fi) be a cycle
in CHn(X, 1), with X smooth projective of dimension n. The image of reg(W ) under the map:
J2(X)(= ExtMHS(Z(n−1), H
2n−2(X))→ ExtMHS(Z(n−1), H
2n−2(X)/ < [Vi] >) is described
by the following construction (see for example [23] (0.5) or [21]). Set U = X − |W | and look at
the long exact sequence:
...→ H2n−2|W | (X)→ H
2n−2(X)→ H2n−2(U)→ ...
The cycle W gives rise to a class in F n ∩ H2n−2|W | (X,Z) hence by pullback it gives rise to an
extension
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0→ H2n−2(X)/ < [Vi] >→ E → Z(n− 1)→ 0.
The class of this extension is exactly the image of reg(W ). Since E is a sub MHS of the coho-
mology of the open variety U , when we extend the construction to families we get a ”geometric”
VMHS, hence it is admissible for Steenbrink and Zucker (cf.[22] and [8] and then good for Saito.
In the case of the Collino cycle Z = (C1, h1) + (C2, h2), H
2g−2(JC)/ < [Ci] >= H
2g−2(JC)/ <
[C] >≃ H2(JC)∗prim, hence ExtMHS(Z(g−1), H
2g−2(JC)/ < [Ci] >) = J(C)2prim and the class
of E is reg(Z).
6.2. Degeneration. As last remark we illustrate a heuristic argument about the monodromy
of the normal function associated to reg(Z). This argument leads to the formula Cor.4.1
without writing reg(Z) in terms of integrals on the curve C as in Th.1.2. The starting point is
the idea, explained in Collino ([5]1.1), of viewing the higher cycle Z as a degeneration of the
Ceresa cycle, when two points are identified. More precisely, set C˜1 := ψ1(C) and C˜2 := ψ2(C)
where
ψ1 : C −→ JC ×P
1, x 7→ (x− q1, h(x))
ψ2 : C −→ JC ×P
1, x 7→ (x− q2, 1/h(x))
and
Z˜ := C˜1 − C˜2 ∼hom 0.
Denote by Γ˜ a 3-chain such that ∂Γ˜ = Z˜ and let α ∈ F 1H2(JC). From Stokes’ theorem it
follows that: ∫
Γ˜
p∗1(α) ∧ p
∗
2(dz/z) mod H2(JC,Z) = reg(Z)(α)
where p1 and p2 are the projections to JC and to P
1.
Let Mg be the Deligne-Mumford compactification of the moduli space of smooth projective
genus g curves. Let M2g −→ Mg+1 be the map that identifies the 2 marked points, hence it
associated to a smooth curve C of genus g an irreducible nodal curve C ′ of geometric genus
g + 1. Topologically this curve can be seen as the curve obtained shrinking a loop d0 of
a smooth curve G of genus g + 1 to a point, as indicated in Fig.3: For C hyperellitic the
C
d
d
d
d0
q1=q2
C'
G
Figure 3.
generalized jacobian of C ′ is (up to 2-torsion) JC × C∗ so JC × P1 is its compactification.
The cycle Z˜ can be seen as limit of the cycle Gp − G
−
p . Associated to it we have the Abel
Jacobi image Ab(Gp − G
−
p ) :=
∫
Γ
∈ J3(JG) := F
2H3(JG)∗/H3(JG,Z), where ∂Γ = Gp −G
−
p .
Extending the construction to the universal family of curves over T 1g+1, Ab(Gp − G
−
p ) extends
to a normal function ηGp−G−p whose monodromy has been already determined by Hain. Let τ2
be the Johnson homomorphism in the case of a closed curve of genus g+1 (π = π1(G, p)), Hain
proved that:
(ηGp−G−p )∗(λ) = 2τ2(λ), ∀λ ∈ Tor
1
g+1
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(see Theorem 5.1 of [12]). Fix a system of generators {αk, α0, β0}1≤k≤2g on π1(G, p) satisfying
the relation:
g1∏
k=1
[αk, αg+k][α0, β0]
g∏
k=g1+1
[αk, αg+k] = 1
and such that αk corresponds to generators of π1(C
′) and π1(C) denoted by the same letter.
By Corollary of section 4 of [15] it holds
τ2(DdD
−1
d0
) =
(
g∑
k=g1+1
[αk] ∧ [αg+k]
)
∧ [β0].
The Dehn twist Dd of C corresponds to an analogous Dehn twist of C
′ and hence to the image
in C ′ of the product of Dehn twists DdD
−1
d0
of G in the degeneration from G to C ′. Notice that
the class [β0] is equal to [d0] in C
′ − {q1} and
∫
d0
p∗2dz/z = 4πi, thus we expected
(pJ2 ◦ RZ)∗(Dd) =
1
2π
8πi
g∑
k=g1+1
Ak ∧ Ag+k,
as was proved in Cor.4.1.
References
[1] A.A.Beilinson, Higher regulators and values of L-functions, Jour. Sov. Math. 30, (1985), 2036-2070
[2] S.Bloch, Algebraic cycles and higher K-theory, Adv. in Math. 61, (1986), 267-304
[3] J.Birman, H.Hilden, On isotopies of homeomorphisms of Riemann surfaces, Ann. of Math. 97, (1973),
424-439
[4] J.A.Carlson, Extensions of mixed Hodge structures, Journee´s de Geometrie Algebrique d’Angers, Sijthoff
and Nordhoff, Alphen aan den Rijn, (1980), 107-128
[5] A.Collino, Griffiths’ infinitesimal invariant and higher K-theory on hyperelliptic jacobians, J.Algebraic
Geom. 6, (1997), 393-415
[6] H.M.Farkas, I.Kra, Riemann surfaces, Graduate Texts in Mathematics, 71, Springer-Verlag, (1992)
[7] W.Fulton, Intersection Theory, Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge, Springer-
Verlag, (1984)
[8] F.Guille´n, V.Navarro Aznar, P.Pascula-Gainza, F.Puerta, Hyperres´olutions Cubiques et Descente coho-
mologiques, Lecture Notes in Mathematics, 1335 Springer-Verlag, (1988)
[9] B.Harris, Harmonic volumes, Acta Math. 150, (1983), 91-123
[10] R.Hain, The geometry of the Mixed Hodge structure on the fundamental group, Proc. of Symp. in Pure
Math. 46, (1987), 247-282
[11] R.Hain, The de Rham homotopy theory of complex algebraic varieties I, K-Theory 1, (1987), 271-324
[12] R.Hain, Completions of mapping class groups and the cycle C −C−, Contemp. Math. 150, (1993), 75-105
[13] R.Hain, Torelli groups and geometry of moduli spaces of curves, MSRI publications 28, (1995), 97-143
[14] R.Hain, E.Looijenga, Mapping class groups and moduli spaces of curves, Proc. of Symp. in Pure Math. 21,
(1995), 97-142
[15] D.Johnson, An abelian quotient of the mapping class group Jg, Math. Ann.249, (1980), 225-242
[16] D.Johnson, A survey of the Torelli group, Cont. Math. 20, (1983), 165-179
[17] R.Kaenders, The mixed Hodge structure on the fundamental group of a punctured Riemann surface, Proc.
Amer. Math. Soc. 129, (2000), 1271-1281
[18] J.Morgan, The algebraic topology of smooth algebraic varieties, Publ. Math. IHES 48, (1978), 137-204
[19] S.Morita, On the structure of the Torelli group and the Casson invariant, Topology 30,(1991), 603-621
[20] S.Morita, Abelian quotients of subgroups of the mapping class group of surfaces, Duke Math. J. 70, (1993),
699-726
[21] S.Muller-Stach, Constructing indecomposable motivic cohomology classes on algebraic surfaces, J. Algebraic
Geom. 6, (1997), no. 3, 513-543
[22] M.Pulte, The fundamental group of a Riemann surface: Mixed Hodge structures and algebraic cycles, Duke
Math. J. 57, (1988), 721-760
[23] M.Saito, Mixed Hodge modules and admissible variations C.R.Acad.Sci. 309 I, (1989), 351-356
[22] J.Steenbrink, S.Zucker, Variation of mixed Hodge structure I, Invent. Math. 80, (1985), 489-542
22
[23] C.Voisin, Variations of Hodge structure and algebraic cycles, Proc. Int. Congress of Math., Vol. 1 (Zurich,
1994), 706-715, Birkhauser, Basel, (1995)
Elisabetta Colombo, Dipartimento di Matematica, Universita’ di Milano, via Saldini 50,
20133 Milano
E-mail address : elisabetta.colombo@mat.unimi.it
23
