Abstract. At ches 2009, Coron, Joux, Kizhvatov, Naccache and Paillier (cjknp) exhibited a fault attack against rsa signatures with partially known messages. This attack allows factoring the public modulus N . While the size of the unknown message part (ump) increases with the number of faulty signatures available, the complexity of cjknp's attack increases exponentially with the number of faulty signatures. This paper describes a simpler attack, whose complexity is polynomial in the number of faults; consequently, the new attack can handle much larger umps. The new technique can factor N in a fraction of a second using ten faulty emv signatures -a target beyond cjknp's reach. We show how to apply the attack even when N is unknown, a frequent situation in real-life attacks.
Introduction
rsa [21] is certainly the most widely used signature scheme. To sign a message m with rsa, the signer first applies an encoding function µ to m, and then computes the signature σ = µ(m) d mod N . To verify the signature, the receiver checks that σ e = µ(m) mod N.
The Chinese Remainder Theorem (crt) is often used to reduce the signer's computational load. This is done by computing:
and the signature σ is computed from σ p and σ q by Chinese Remaindering. In [2] , Boneh, DeMillo and Lipton showed that rsa implementations can be vulnerable to fault attacks (see also [15] ). Assuming that the attacker can induce a fault when σ q is computed while keeping the computation of σ p correct, one gets 
It is easy to see that Boneh et al.'s fault attack applies to any deterministic rsa encoding, e.g. the Full Domain Hash (fdh) [1] encoding where
and H : {0, 1} * → Z N is a hash function. The attack is also applicable to probabilistic signature schemes where the randomizer used to generate the signature is sent along with the signature. However, if the randomizer is only recovered when verifying the signature, or if some part of the message is unknown, the attack is thwarted. For example, consider a signature σ = (m r) d mod N . The random r is only be recovered when verifying a correct signature. Given a faulty signature, the attacker cannot retrieve r nor infer (m r) which would be necessary to compute gcd(σ e − (m r) mod N, N ) = p.
At ches 2009, Coron, Joux, Kizhvatov, Naccache and Paillier (cjknp) showed how to extend Boneh et al.'s attack to rsa signatures with partially unknown messages (or unknown nonces) [4] . cjknp's attack was illustrated with a probabilistic variant of the iso/iec 9796-2 standard [13] , as used in the emv specifications [10] . In iso/iec 9796-2 the encoded message has the form:
where m = m[1] m [2] is split into two parts. cjknp show that if the unknown part of m [1] is not too large (e.g. less than 160 bits for a 2048-bit rsa modulus), then a single faulty signature allows to factor N as in Boneh et al.'s attack. cjknp's attack is based on a technique due to Herrmann and May [9] for finding small roots of linear equations modulo an unknown factor p of N ; [9] is itself based on Coppersmith's technique [3] for finding small roots of polynomial equations using the lll algorithm [18] . In addition, [4] introduced a multi-fault attack using an extension of Coppersmith's attack. Multiple faults make it possible to attack larger unknown message parts (umps). However, this comes at the cost of a complexity exponential in the number of faults. This paper describes a simpler multiple fault attack. The new attack's complexity is polynomial in the number of faulty signatures. This allows us to tackle larger umps which were beyond [4] 's reach. For example, in a typical use case of emv, ten faulty signatures are enough to factor N in a fraction of a second with our new attack, whereas the attack in [4] was completely impractical in such a situation.
Finally, we show that a similar technique can even recover N from a collection of valid signatures, so that the attack can be appplied to protocols in which public rsa parameters are not available to outsiders, which do arise in practice (e.g. proprietary banking cards or e-passports).
2 Coron-Joux-Kizhvatov-Naccache-Paillier's Attack
iso/iec 9796-2 Standard with Partially Unknown Message
[4] considers a randomized version of the iso/iec 9796-2 standard. iso/iec 9796-2 is an encoding standard allowing partial or total message recovery [13, 14] . The encoding can be used with hash functions H(m) of various digest sizes k h . When k h , the size of m and the size of N (denoted k) are all multiples of 8, the iso/iec 9796-2 encoding of a message m = m [1] 
where m [1] consists of the k − k h − 16 leftmost bits of m and m [2] represents the remaining bits of m. In [14] it is required that k h ≥ 160. This is also the case in the emv specifications [10] . We note that a practical forgery attack (without faults) against iso/iec 9796-2 was recently described in [6] , extending the attack in [5] . However the attack is only practical when m [1] can be fully chosen by the adversary, which is not the case in emv and in the randomized version of the iso/iec 9796-2 standard considered in this paper.
More precisely, [4] considers a message m = m[1] m [2] of the form
where r is a message part unknown to the adversary (ump), α and α are strings known to the adversary and data is some known or unknown string. The size of r is denoted by k r and the size of m [1] is k − k h − 16 as required in iso/iec 9796-2. The encoded message is then
Therefore both r and H(α r α data) are unknown; the total number of unknown bits inside µ(m) is then k r + k h .
Single Fault Attack
[4] describes a fault attack against the previous signature scheme. More precisely, one assumes that after injecting a fault the opponent has a faulty signature σ such that:
From (2) one can write
where t is a known value. From (3) one gets:
This shows that (r, H(m)) must be a solution of the equation
where a := t − σ e mod N , b := 2 nr and c := 2 8 are known. This bivariate equation in x, y has a small root (x 0 , y 0 ) = (r, H(m)). Coppersmith's technique uses lll to obtain two polynomials h 1 (x, y) and h 2 (x, y) such that
holds over the integers. Then one computes the resultant between h 1 and h 2 to recover the common root (x 0 , y 0 ). To that end, one must assume that h 1 and h 2 are algebraically independent. This ad hoc assumption makes the method heuristic; nonetheless it turns out to work quite well in practice. Then, given the root (x 0 , y 0 ) one recovers the randomized encoded message µ(m) and factors N by gcd. Assuming that r < N γ and H(m) ≤ N δ , for a balanced rsa modulus one gets the condition:
This means that for a 1024-bit modulus N , the total size of the unknowns x 0 and y 0 can be at most 212 bits. For iso/iec 9796-2 signatures with k h = 160, the unknown r can thus be at most 52 bits long.
Extension to Several Faults Modulo the Same Factor
[4] shows how to extend the attack to multiple faults, in order to improve the bound on the ump's size. More precisely, given faults, one gets a system of equations: 
where each polynomial f u has a small root (ξ u , ν u ) modulo p with |ξ u | ≤ X and |ν u | ≤ Y . Note that, as in the basic case, we re-normalized each polynomial f u to equate the coefficient of x u in f u to one. [4] shows how to extend Coppersmith's attack to these multiple polynomial equations, thereby obtaining a better bound on the ump size. Theoretically, given a sufficiently large number of faults, the extended attack could tackle cases where γ + δ is asymptotically close to 1 2 . However, the attack's complexity grows exponentially with the number of faults , hence aiming at γ + δ values significantly higher than the single fault maximum of 0.207 is totally impractical. We refer the reader to Table 2 illustrating how intractable the problem gets as γ + δ approaches 
A New Multiple Faults Attack
The previous attack is only applicable for a small number of faults because the lattice dimension grows exponentially with the number of faults. This section describes a different attack that can take advantage of a large number of faults and thus handle much longer umps. Indeed, in the new attack, the lattice dimension remains equal to the number of faults, plus one.
As previously, we consider an encoding function given by equation (4) µ
Given a set of faulty signatures σ i such that:
we get a set of equations of the form
where A i := t − σ e i mod N , B := 2 nr and D := 2 8 are known. As in previous section, we can assume that B = 1 by multiplying by the equations by B −1 mod N . This results in the following equations
for 1 ≤ i ≤ , where is the number of faulty signatures. Note that as opposed to equations (7) in the previous section, here we have a constant coefficient c, as in our fault attack. 3 The new attack is similar to the one in [16] . Applying lll [18] to the lattice spanned by the columns of the following matrix
for a sufficiently large constant κ (as described in [17] ), the attacker computes a short vector
this gives:
Therefore the vector (α 0 , β 0 ) belongs to the lattice
We see that if the u i 's are small, then (α 0 , β 0 ) is a short vector in the lattice L(c, p). More precisely, let v be a shortest non-zero vector of L(c, p). If the u i 's are sufficiently small such that (α 0 , β 0 ) < v , then by definition of v we must have α 0 = β 0 = 0. In this case we get:
The attack in this section would not work with different ci's.
which means that the known vector (u 1 , . . . , u ) is orthogonal (in Z) to the two unknown vectors (x 1 , . . . , x ) and (y 1 , . . . , y ).
Actually, the lll reduction of lattice (9) yields many other vectors (u i ) which are orthogonal in Z to both (x i ) and (y i ). Assuming that we can generate − 2 such vectors, we can then obtain a bi-dimensional lattice containing both vectors x = (x i ) and y = (y i ). Let x and y be a basis of this lattice. Such basis can be obtained by applying lll a second time to the lattice spanned by the columns of:
for a sufficiently large constant κ . Consider now a vector v = (v i ) that is orthogonal modulo N to both x and y , that is:
Then since x and y belong to the lattice spanned by x and y , we must have
for some α, α , β, β ∈ Z. This implies:
Note that the previous computation can be simplified by restricting ourselves to the three first components of x and y ; in that case, one obtains a unique (up to a multiplicative constant) tri-dimensional vector v orthogonal modulo N to both the first three components of x and the first three components of y . Then equation (12) still holds and as previously gcd( i v i · a i , N ) = p.
It remains to justify why we can have (α 0 , β 0 ) < v , where v is a shortest non-zero vector of L(c, p). We provide an argument similar to [20] (see also [8] for higher lattice dimensions). We define a lattice L(c, p) to be B-good if any non-zero vector has a norm > B; we say that the lattice is B-bad otherwise. Consider a fixed prime p. By definition of lattice L(c, p) in (11), the value of c modulo p is determined by any non-zero vector in L(c, p). Since there are at most 4B 2 vectors in the disc of radius B, there are at most 4B 2 lattices L(c, p) which are B-bad. Therefore for a random c modulo p, the probability that a lattice is B-bad is at most 4B 2 /p. Taking B := √ p/3, the probability that a lattice is B-bad is then at most Here we have considered a fixed p and a random c modulo p; however in our attack c is a fixed integer and p is random; therefore the previous analysis is heuristic only. More generally, if integers α 0 and β 0 have different sizes, we obtain that α 0 = β 0 = 0 under the condition:
Using lll we expect to obtain vectors (u i ) of norm roughly N 1/ , where is the number of faulty signatures (see [16] ). Let X and Y be upper bounds for the unknowns x i and y i . We thus obtain from (10)
From (13) we obtain the following bound
With X = N γ and Y = N δ this yields approximately
Therefore, for a large number of faults we obtain the same asymptotic bound γ + δ < 1 2 as in [4] ; however the lattice dimension in (9) is only + 1 instead of being exponential in as in [4] . In Section 5 we provide the result of practical simulations validating the attack. We then apply the new technique to the emv specifications in Section 6.
Recovering Unknown Moduli
In many practical situations, the modulus N may not be available to the attacker. While contrary to a basic cryptographic assumption, this is frequently the case in proprietary applications. The technique described in the previous section can be adapted to recover unknown moduli N from correct signatures when the public exponent e is small. Once N has been recovered, one can then apply the fault attack described in the previous section.
As previously, we consider an encoding function given by equation (4) 
Given a set of correct signatures σ i such that
we obtain a set of equations of the form
where A i := t − σ e i , B := 2 nr and D := 2 8 are known, but x i , y i and N are unknown. Note that as opposed to the previous section A i is not reduced modulo N ; therefore the bit-size of A i is approximately e · log 2 N .
As in the previous section, using lll we can find a short vector (
As previously, if the u i 's are sufficiently small, then we will have i u i · x i = i u i · y i = 0 over Z. Then again, from − 2 linearly independent vectors (u i ) one can recover a 2-dimensional lattice containing the two vectors (x i ) and (y i ).
We proceed by computing two vectors v 1 and v 2 which are both orthogonal in Z to any vector in this bi-dimensional lattice. This implies that both vectors are orthogonal in Z to the two vectors (x i ) and (y i ). Equation (15) implies that v 1 and v 2 are both orthogonal modulo N to the vector (A i ); therefore to recover N we simply compute the gcd of their respective scalar products with the vector (A i ).
Since the norm of the vector (A i ) is roughly N e , we can expect (see [16] ) to find a vector (u i ) of norm ∼ = N e/( −1) . Moreover, letting α 0 = i u i · x i and β 0 = i u i · y i , as in the previous section we must have |α 0 | · |β 0 | < N 3 so that α 0 = β 0 = 0 holds with good (heuristic) probability. This gives the following approximate bound
e. using the previous notations 2e
and the required number of signatures:
In other words, the number of required signatures is proportional to the public exponent e; this means the modulus recovery technique is practical only for small public exponents. We show in Section 5.2 that it then works well in practice.
Simulation Results

Multiple Fault Attack
We have simulated the fault attack described in Section 3 as follows: We first generate a correct σ p = µ(m) d mod p and a random σ q ∈ Z q and then compute the faulty signature σ using the crt. This mimics the process described in [4] where concrete faults are injected into devices generating randomized iso/iec 9796-2 signatures.
Number of faults 12 13 14 Success rate with γ = δ = Simulation results are summarized in Table 1 . We compute the attack's success rate for γ +δ = 1 3 for 12, 13 and 14 faults. Theory predicts success with good probability when > 12. Table 1 confirms this prediction for both balanced and unbalanced γ and δ configurations Table 2 provides a comparison with [4] 's multi-fault attack. For large , the new attack has the asymptotic condition γ + δ < 1 2 , identical to the theoretical asymptotic bound of [4] 's multi-fault variant. It is however considerably easier to deal with cases where γ + δ approaches 1 2 with the new attack than it is in [4] . Namely, as illustrated in Table 2 when γ + δ approaches 1 2 [4] 's lattice dimension makes the attack completely impractical. In particular, we show in Section 6 that the new attack allows to attack emv signature formats that were beyond [4] 's reach.
However we note that for smaller γ + δ values, [4] can be more practical since it requires fewer faulty signatures; for example for γ +δ = 0.214 only 2 faulty signatures are required instead of eight in the new attack. In other words, the two techniques nicely complement each other and provide the attacker with a toolbox allowing to adapt his technique to the target's γ and δ configuration. Explanatory notes regarding Table 2 : Table 2 provides, for several values of γ +δ, the following information: the number of faulty signatures new used in our simulation, the corresponding lattice dimension ω new , and the running time of the new attack. For the attack described in [4] , the table lists the minimal lattice dimension ω old required to tackle the γ + δ values we consider and the corresponding number of faulty signatures old . We find ω old by exhaustive search over parameters ( , t, m) with < 50, m < 80. For γ + δ = 0.214 and γ + δ = 0.23, one can actually get away with slightly smaller lattice dimensions than indicated in the table (120 and 378 instead of 126 and 462) at the price of more faults (7 and 13 respectively).
Recovering Unknown Moduli
We have also implemented the technique described in Section 4 to recover N from correct signatures (when N is unknown to the attacker). As shown in Table 3 the attack is quite practical for small public exponent (e) values. More precisely, we give the success rates for γ +δ = 1 3 with 10 to 13 valid signatures for e = 3. In this case, the theoretical bound (16) predicts that the technique should succeed with good probability when > 10; this is well verified for both balanced and unbalanced γ and δ configurations. Table 3 . Modulus recovery simulation in sage. Random 1024-bit moduli and e = 3. Single core 2.5 GHz Intel cpu.
6 Application to emv Signatures
The emv Specification
emv is a collection of industry specifications for the inter-operation of payment cards, pos terminals and atms. The emv specification [10] uses iso/iec 9796-2 signatures to certify public-keys and to authenticate data. For instance, to authenticate itself, the payment card must issue a signature on data provided by the terminal. The signature algorithm is rsa with iso/iec 9796-2 using e = 3 or e = 2 16 + 1. The bit length of all moduli is always a multiple of 8. emv uses special message formats; 7 different formats are used, depending on the message type. In the following, for clarity's sake, we analyze one of these formats only: the Offline Dynamic Data Authentication, Dynamic Application Data format, described in Book 2, Section 6.5, Table  15 , page 67 of the emv specifications [10] . The signing entity is the Card. The message m to be signed has the format m = m[1] m [2] with :
where L DD is a byte identifying the length (in bytes) of the icc Dynamic Data string ICCDD, and data is some data provided by the terminal. In general, the icc Dynamic Data string has the following form:
where L ICCDN is one byte identifying the length (in bytes) of the time-variant icc Dynamic Number ICCDN, and ADD consists of L DD − L ICCDN − 1 bytes of Additional Dynamic Data to be signed. It is specified that one must have 2 ≤ L ICCDN ≤ 8.
As mentioned in the emv specifications, the icc Dynamic Number can be an unpredictable number or a counter incremented for every new signature. In a typical use case (as described, for example, as part of emv Test 2CC.086.1 Case 07 [11] ), ICCDN is a random 8-byte string generated by the card, and ADD is a variable 8-byte string, encoded according to [12] . In this case, we have: (17) where H(m) is a 160-bit digest of the encoded message m. Note that the no-fault forgery attack from [6] does not apply because here m [1] cannot be controlled by the adversary.
Fault Attack
The emv format for µ(m) given in (17) is the same as the one considered in [4] and recalled in Section 2, and the same as the one considered in our new attack in Section 3. In the particular use case described above, the string X is known but the variables r and H(m) are unknown to the attacker. Therefore the total number of unknown bits is:
k r + k h = 128 + 160 = 288
Hence, for a 1024-bit modulus N , we get:
which is well beyond the range of practical applicability of [4] , as shown in Table 2 . However, the new attack will factor N in a fraction of a second using about ten faulty signatures.
