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I. INTRODUCTION
F OR a detector at the International Linear Collider (ILC) [3] , a highly granular hadronic calorimeter using iron absorbers is proposed in order to achieve a compact detector with a jet energy resolution of 3-4% between 50 and 250 GeV, satisfying the space constraint imposed by the solenoid magnet. Timing measurements in a calorimeter can be used to reject pile-up events for example at the Large Hadron Collider (LHC) or the future Compact Linear Collider (CLIC) due to the bunch-to-bunch spacing of 25 and 0.5 ns respectively. In addition, the level of γγ → hadrons events could be reduced by using timing information of the calorimeter in order to limit the impact of the background on physics measurements. Novel techniques of using timing information to improve energy reconstruction could be applied [4] .
In the hadronic calorimeter, the timing precision is highly influenced by the time structure of the shower itself. A hadronic shower possesses several timing components related to different processes happening in the shower: A fast component related to quasi-instantaneous highly energetic deposits from high-energy hadrons and electromagnetic sub-showers. A slow component is due to neutron scattering, nuclearrecoil and photons from nuclear processes. The timescale of the slow component is between few nanoseconds to several milliseconds. Apart from physics processes, the measured hit times are influenced by the active medium used as well as the electronics [5] .
The performance of the ILC detectors relies on simulation studies based on GEANT 4, it is important to study how well the simulation performs to reproduce the time structure of hadronic showers observed in data. The CALICE Analog Hadronic Calorimeter (AHCAL) technological prototype has been installed in the SPS CERN facilities in July 2015 in order to provide measurements using plastic scintillators. In this report, the timing calibration procedure of the AHCAL is presented. After introducing the AHCAL in Section II, the calibration procedure and obtained resolutions are explained in detail in Section III. After the calibration, first results are presented and discussed in Section IV.
II. THE CALICE AHCAL ENGINEERING PROTOTYPE
In July 2015, at the CERN SPS beam test, the active layers of the CALICE AHCAL consisted of HCAL Base Units (HBUs) of an area of 36×36 cm 2 , hosting the very frontend ASICs and 144 plastic scintillator tiles of 30×30×3 mm 3 wrapped in a reflective foil depicted in figure 1. Each plastic tile is read out individually by a SiPM. A. SPIROC2b ASIC The SiPMs are read out by a SPIROC2b [7] ASIC which features 36 channels measuring energy and time. It can store up to 16 events. The charge from the SiPM is shaped with a Fig. 2 . Schematics of the SPIROC2b ASIC as shown in [8] .
slow shaper (50 ns shaping time), is amplified by a charge sensitive pre-amplifier with two gains (High or Low gain) and is then stored in a capacitor (memory cell) waiting to be digitised (in a 12 bit range). The chip can be configured in two different modes: external trigger and auto-trigger. The former is used for gain calibration and monitoring of the SiPM via an integrated LED system on the HBU and the latter is used for physics runs where individual thresholds can be configured per chip.
The time of the first hit in a channel is measured via a fast shaper (shaping time of 15 ns) and a discriminator. The value of a voltage ramp is stored in a capacitor when a hit occurs. The chip possesses two different voltage ramps that are multiplexed when a new bunch crossing (BXID) occurs. The length of a BXID is defined by the slow clock of the chip. In testbeam, the slow clock used is 250 kHz (4000 ns) but due to the multiplexer a dead time of 2% is present leading to an effective ramp length of 3920 ns [9] .
B. Testbeam setup at CERN SPS in July 2015
The CALICE AHCAL engineering prototype consisted of 38 steel absorber plates, 17.2 mm thick corresponding to a depth of approximately 40 X 0 (∼ 4 nuclear interaction length λ i ). The two first layers consisted of ECAL Base Units (EBUs) [6] with 144 scintillator strips of 45×5×2 mm 3 read out by SiPMs. The next 8 layers consisted of single HBUs that could be used as a shower start finder in order to find the first hard hadronic interaction. The last 4 layers consisted of 2×2 HBUs in order to study the time development of hadronic showers.
A schematic of the testbeam setup can be seen in figure 3. The prototype was equipped with various SiPM types and tile designs.
Trigger signals from scintillator plates placed in front and behind of the AHCAL were fed into several channels of the AHCAL in order to provide a time reference (T ref ) of the event. In the following, these reference signals from layer 12, 13 and 14 are quoted as T 12 , T 13 and T 14 . 
III. TIMING CALIBRATION
In this section, the timing calibration of the CALICE AH-CAL is presented. The strategy is to use muons to determine the constants needed for the calibration, then using electrons in a next step to cross-check the calibration procedure. The SPIROC2b ASIC has two voltage TDC ramps (one per BXID parity) and 16 memory cells per channel. This requires that two slopes and a pedestal for each memory-cell need to be extracted to convert the TDC value measured to nanoseconds. 
The slope calibration assumes that the voltage ramp in the SPIROC2b is linear. More details about this can be read in subsection C. The parameters Max chip, BXID and Pedestal chip, BXID in (1) are extracted from the TDC spectrum from a specific chip and BXID using only the first memory cell as illustrated in figure 4 . In a second time, the parameter Pedestal mem=1 in (2) is extracted from the spectrum for each channel and the first memory cell of a chip without taking into account the BXID of the ramp nor the other memory cells. This is accounting for a total of 208 slopes and 3169 pedestals extracted for the testbeam setup. The technique of extraction is based on an edge detection method. For each chip and BXID, a histogram is filled with the y value of each TDC bin. The mean of this histogram is defined as a threshold μ. The parameter Pedestal chip, BXID is extracted as the first bin above 30% of μ. For the parameter Max chip, BXID , it is extracted by taking 50% of the maximum bin of the spectrum. The extraction technique is designed to be robust against strange spectra. The extracted values for the slopes (see figure 5 ) are in the expected range of 1.6 ns per TDC bin due to the limited dynamic range provided by the chip (around 2500 bins for 4 μs).
2) Calibration of the time reference: To reconstruct the time of the first hit in a channel, the measured time of a hit needs to be compared to the time of the reference trigger. The trigger signals are calibrated using the same method as explained in 1). After the time calibration of the hit, events are selected by requiring that T 12 , T 13 and T 14 are present in the event in a certain amplitude range to reject noise hits from these channels. Moreover, as these channels receive exactly the same signal from the trigger-logic at the same time, a correction is applied to ensure that they match in time. The correction is performed by correcting the time of T 12 and T 13 compared to the time of T 14 as no external time reference is available. The correction reduces the spread greatly between the trigger signals. The time reference (T ref ) is calculated by the mean value of T 12 , T 13 and T 14 . The resulting resolution for the reference trigger signal is around 4.5 ns as shown in figure 6 . This resolution from the electronics is contributing to the final timing resolution obtained.
B. Time resolution for Muons after first calibration
Muons deposit energy by ionisation which is a quasiinstantaneous process. Thus the time of the first hit distribution is expected to be at t=0. A shifting procedure is performed in order to take into account the time delay of the trigger due to cabling and the trigger-logic as well as differences of pedestals for each memory-cells and BXID. Only channels containing more than 100 events are considered. This offset is determined by iteration as reference triggers non-correlated to the particle in the calorimeter were observed in the data. These mis-correlations are rejected by asking at least 3 prompt hits in the event (i.e hits in the range from -20 to 20 ns). In this way, 21022 individual offsets are extracted from data. After the selection, the time of the first hit (T fH ) can be obtained by plotting the distribution of T fH = T chn -T ref as shown in figure 7 . The combined time resolution (RMS) obtained by combining all layers is of 5.65 ns by just applying the time calibration on the data. Some improvements are possible as described in the next subsections.
C. Non-linearity correction
The initial calibration relies on the linearity of the TDC voltage ramp in the SPIROC2b by measuring the minimum and maximum of the ramp and interpolating assuming a linear ramp. This assumption is not entirely exact as described in [9] . For this, a correction of the non-linearity can be applied. By looking at the time of the first hit for each chip and BXID versus the TDC value of the hit, the shape of the graph indicates how reliable is the assumption. If the ramp would be 
D. Time-walk correction
The time-walk effect is due to the presence of a threshold that induces a time shift between small amplitude and high amplitude signals. Small amplitude signals will systematically trigger at a later time than high amplitude signals. A correction can be determined from the data by looking at the time of the first hit versus the amplitude of the hit. This might be particularly important for late neutrons signals that generally deposit very little energy in the calorimeter. The correction is assumed to be the same for all chips. An exponential fit of the form a × e −bx + c is performed on the data to extract the parameters needed to correct the time walk effect as shown in figure 9 . A difference of up to 6 ns can be seen between small amplitude and large amplitude hits resulting in an improvement of âĹij3% in the time resolution of the AHCAL (RMS 5.19 ns).
E. Time resolution for muons after calibration
After applying all corrections to the data, the achieved time resolution can be determined. The time resolution for muons is around 5.19 ns as seen in figure 10 . To cross-check the calibration procedure, the constants obtained from the muon dataset is applied to an electron dataset as explained in the next subsections.
F. Calibration applied to an electron sample
Electrons are producing EM-showers which are quasiinstantaneous thus giving the possibility for a cross-check of the calibration procedure. The calibration constants are then applied to an electron data sample (20 GeV electrons). The time of the first hit distribution obtained is seen in figure  11 . The distribution is shifted and appears left-skewed. The shift of ∼ 10 ns of the distribution is expected because of a different setup in the trigger scintillators for electrons inducing a different time delay of the reference trigger. The skewness was not expected as it is not seen in the muon time distribution. There are two possibilities contributing to this effect. The fact that electron showers are much denser than energy depositions by muons thus the energy deposited in a single chip can be very high (more than 100 MIPs), and the fact that electrons produce much more hits in a single chip. This effect is investigated in the following subsection. 
G. Influence of number of triggered channels
For the energy measurement, a pedestal shift has been observed earlier for the SPIROC2b chip [10] . The effect comes most likely from the fact that a ground shift occurs in the chip when a saturated signal (high current) is present in several channels. It may as well induce a shift of the trigger threshold figure 12) . The effect can have a drastic impact on the measured hit time. A correction of up to 10 ns can be necessary to the data for a high number of triggered channels. Once the parameters for the correction have been determined with a linear fit, it is applied to the electron data sample and the distribution of the time of the first hit is again shown in figure 13 . As expected, the correction improves the RMS of the distribution (by ∼12%) and the distribution appears more gaussian-like. However, there is still a discrepancy with the time resolution observed for muons. This is due to the fact is most likely due to an element in the chip (a delay box) that gets unstable with the number of triggered channels and that is responsible for the hold of the TDC value in the chip. The hold is delayed thus sampling a higher TDC value than the one expected.
IV. SIMULATION
To compare the time development of hadron showers in data and simulation and to decide on the best model to describe the shower evolution in the simulation, a detailed modelisation of the time resolution is necessary. As a first step, the simulation is tuned to muon data. The simulation of the prototype calorimeter is based on the MOKKA framework v08-05 which provides GEANT 4 simulations of detectors with detailed geometry and material descriptions. The simulation is done using GEANT 4 v10.1. The digitisation of the MonteCarlo is performed in the same way as the AHCAL physics prototype [11] , [12] including read out chip behaviour, optical cross-talk, SiPM statistical modelling and noise. The time A comparison for muons can be seen in figure 16 . In general, the simulation agrees rather well with the data (within 10-15%). The core of the distribution is slightly too wide and the tails are described well. The next step is a comparison for electrons taking into account the dependence on the number of hits in the simulation.
V. CONCLUSION AND OUTLOOK
A timing calibration procedure has been developed for the CALICE AHCAL engineering prototype. The timing resolution obtained in testbeam for muons and electrons is around 5 ns and 7.8 ns respectively. This resolution should be enough to study timing correlations of hadronic showers.
An extrapolation to ILC using a clock period of 5 MHz could result in around 400 ps time resolution if electronics effects are dominating the time resolution and that the influence of the scintillator materiel and SiPM is negligible.
The next step after a careful check with electrons is the study of the time of hadronic showers in 3D (radial and longitudinal). A new chip generation (SPIROC2e) has just been tested successfully in testbeam using a different TDC scheme that should improve the time resolution compared to SPIROC2b.
