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A Parametric Family of Subalgebras of the Weyl Algebra
I. Structure and Automorphisms
Georgia Benkart, Samuel A. Lopes∗, and Matthew Ondrus
Abstract
An Ore extension over a polynomial algebra F[x] is either a quantum plane,
a quantum Weyl algebra, or an infinite-dimensional unital associative algebra
Ah generated by elements x, y, which satisfy yx− xy = h, where h ∈ F[x]. We
investigate the family of algebras Ah as h ranges over all the polynomials in
F[x]. When h 6= 0, the algebras Ah are subalgebras of the Weyl algebra A1
and can be viewed as differential operators with polynomial coefficients. We
give an exact description of the automorphisms of Ah over arbitrary fields F
and describe the invariants in Ah under the automorphisms. We determine the
center, normal elements, and height one prime ideals of Ah, localizations and Ore
sets for Ah, and the Lie ideal [Ah,Ah]. We also show that Ah cannot be realized
as a generalized Weyl algebra over F[x], except when h ∈ F. In two sequels to
this work, we completely describe the irreducible modules and derivations of Ah
over any field.
1 Introduction
The focus of this paper is on a family of infinite-dimensional unital associative
algebras Ah parametrized by a polynomial h = h(x) ∈ F[x], where F is an arbi-
trary field. The algebra Ah has generators x, y, which satisfy the defining relation
yx = xy + h, or equivalently, [y, x] = h, where [y, x] = yx − xy. The Ore exten-
sions whose underlying ring is F[x] fall into three specific types. They are quantum
planes, quantum Weyl algebras, or one of the algebras Ah (compare Lemma 2.2 be-
low). Quantum planes and quantum Weyl algebras are examples of generalized Weyl
algebras, and as such, have been studied extensively. It is the aim of our work to
investigate the family of algebras Ah as h ranges over all the polynomials in F[x].
The algebras Ah are left and right Noetherian domains. As modules over F[x], they
are free with basis {yn | n ∈ Z≥0}. Each algebra Ah with h 6= 0 can be viewed as
a subalgebra of the Weyl algebra A1 and thus has a representation as differential
operators on F[x], where x acts by multiplication and y by h d
dx
, so that [h d
dx
, x] = h
holds.
∗Research funded by the European Regional Development Fund through the programme COM-
PETE and by the Portuguese Government through the FCT – Fundac¸a˜o para a Cieˆncia e a Tec-
nologia under the project PEst-C/MAT/UI0144/2011.
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There are several widely-studied examples of algebras in this family. The algebra
A0 is the polynomial algebra F[x, y]; A1 is the Weyl algebra; and Ax is the universal
enveloping algebra of the two-dimensional non-abelian Lie algebra (there is only one
such Lie algebra up to isomorphism). The algebra Ax2 is often referred to as the
Jordan plane. It arises in noncommutative algebraic geometry (see for example,
[SZ] and [AS]) and exhibits many interesting features such as being Artin-Schelter
regular of dimension 2. In a series of articles [S1]–[S3], Shirikov has undertaken an
extensive study of the automorphisms, derivations, prime ideals, and modules of the
algebra Ax2 . These investigations have been extended by Iyudu in recent work [I]
to include results on varieties of finite-dimensional modules of Ax2 over algebraically
closed fields of characteristic zero. Cibils, Lauve, and Witherspoon [CLW] have used
quotients of the algebra Ax2 and cyclic subgroups of their automorphism groups to
construct new examples of finite-dimensional Hopf algebras in prime characteristic
which are Nichols algebras.
There are striking similarities in the behavior of the algebras Ah as h ranges
over the polynomials in F[x]. For that reason, we believe that studying them as one
family provides much insight into their structure, derivations, automorphisms, and
modules. In this paper, we determine the following:
• embeddings of Ag into Af (Section 3)
• localizations and Ore sets for Ah (Section 4)
• the center of Ah (Section 5)
• the Lie ideal [Ah,Ah] of Ah (Section 6)
• the normal elements and the prime ideals of Ah (Section 7)
• the automorphism group A = AutF(Ah) and its center, and the subalgebra A
A
h
of A-invariants in Ah (Section 8)
• the relationship of Ah to generalized Weyl algebras (Section 9).
In the sequel [BLO1], we determine the irreducible modules and the primitive ide-
als of Ah in arbitrary characteristic and construct indecomposable Ah-modules of
arbitrarily large dimension. In further work [BLO2], we completely describe the
Lie algebra DerF(Ah) of F-linear derivations and the first Hochschild cohomology
HH1(Ah) = DerF(Ah)/InderF(Ah) of Ah over arbitrary fields F. Our investigations
extend earlier results of Nowicki [N]. In particular, we determine the Lie bracket in
HH1(Ah) := DerF(Ah)/InderF(Ah), construct a maximal nilpotent ideal of HH
1(Ah),
and explicitly describe the structure of the corresponding quotient in terms of the
Witt algebra (centreless Virasoro algebra) of vector fields on the unit circle when
char(F) = 0.
2
2 Ore Extensions
2.1 Generalities
An Ore extension A = R[y, σ, δ] is built from a unital associative (not necessarily
commutative) algebra R over a field F, an F-algebra endomorphism σ of R, and
a σ-derivation of R, where by a σ-derivation δ, we mean that δ is F-linear and
δ(rs) = δ(r)s + σ(r)δ(s) holds for all r, s ∈ R. Then A = R[y, σ, δ] is the algebra
generated by y over R subject to the relation
yr = σ(r)y + δ(r) for all r ∈ R.
The endomorphisms σ considered in this paper will be automorphisms of R. The
following are standard facts about Ore extensions.
Theorem 2.1. Let A = R[y, σ, δ] be an Ore extension over a unital associative
algebra R over a field F such that σ is an automorphism.
(1) A is a free left and right R-module with basis {yn | n ≥ 0}.
(2) If R is left (resp. right) Noetherian, then A is left (resp. right) Noetherian.
(3) If R is a domain, then A is a domain.
(4) The units of A are the units of R.
2.2 Ore Extensions with Polynomial Coefficients
We are concerned with Ore extensions A = R[y, σ, δ] with R = F[x], a polynomial
algebra in the indeterminate x, and σ an automorphism of R. In this case, σ has the
form σ(x) = αx + β for some α, β ∈ F with α 6= 0. Hence, A is isomorphic to the
unital associative algebra over F with generators x, y subject to the defining relation
yx = (αx + β)y + h, where h is the polynomial given by h(x) = δ(x). The next
lemma reduces the study of such Ore extensions to three specific types of algebras.
This result is essentially contained in Observation 2.1 of the paper [AVV] by Awami,
Van den Bergh, and Van Oystaeyen (compare also [AD2, Prop. 3.2]), although the
division into cases here is somewhat different from that given in those papers.
Lemma 2.2. Assume A = R[y, σ, δ] is an Ore extension with R = F[x], a polynomial
algebra over a field F of arbitrary characteristic, and σ an automorphism of R. Then
A is isomorphic to one of the following:
(a) a quantum plane
(b) a quantum Weyl algebra
(c) a unital associative algebra Ah with generators x, y and defining relation yx =
xy + h for some polynomial h = h(x) ∈ F[x].
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Quantum planes and quantum Weyl algebras are generalized Weyl algebras in
the sense of [B, 1.1] and their structure and irreducible modules have been studied
extensively in that context.
Our aim in this paper is to give a detailed investigation of the algebras that arise
in (c) of Lemma 2.2. The algebra Ah is the Ore extension R[y, idR, δ] obtained from
the polynomial algebra R = F[x] over the field F by taking h ∈ R, σ to be the identity
automorphism idR on R, and δ : R→ R to be the F-linear derivation with δ(f) = f
′h
for all f ∈ R, where f ′ denotes the usual derivative of f with respect to x.
It is convenient to regard Ah as the unital associative algebra over F with gener-
ators x, y and defining relation [y, x] = h. Then [y, f ] = δ(f) = f ′h holds in Ah for
all f ∈ R. Theorem 2.1 implies that Ah is both a left and right Noetherian domain
with units F∗1 and that
Ah =
⊕
i≥0
Ryi,
where R = F[x]. Hence, {xjyi | j, i ∈ Z≥0} is a basis for Ah over F, and Ah has
Gelfand-Kirillov (GK) dimension 2 by [McR, Cor. 8.2.11].
3 The Embeddings Ag ⊆ Af
Fix nonzero f, g ∈ R = F[x]. In order to distinguish generators for the algebras
Af and Ag, we will assume those for Af are x, y, 1, and those for Ag are x, y˜, 1.
Lemma 3.1. For f, g,∈ R, suppose that f | g and g = fr. Then the map ψ : Ag → Af
with
x 7→ x, y˜ 7→ yr
gives an embedding of Ag into Af .
Proof. This follows directly from the observation that [yr, x] = [y, x]r = fr = g.
Corollary 3.2. For all nonzero h ∈ F[x], there is an embedding of the algebra Ah
into the Weyl algebra A1.
Because we often use the embedding in Corollary 3.2 as a mechanism for proving
results, and because the structure of A0 = F[x, y] is very well understood, for the
remainder of this paper we adopt the following conventions:
Conventions 3.3.
• R = F[x], and the polynomial h ∈ R is nonzero;
• the generators of the Weyl algebra A1 are x, y, 1;
• the generators of the algebra Ah are x, yˆ, 1;
• when Ah is viewed as a subalgebra of A1, then yˆ = yh.
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The following result provides an important tool for recognizing elements of Ah
inside of A1.
Lemma 3.4. Regard Ah ⊆ A1 as in Conventions 3.3. Then
Ah =
⊕
i≥0
Rhiyi =
⊕
i≥0
yihiR.
Proof. We show that
⊕n
i=0 yˆ
iR =
⊕n
i=0 y
ihiR for all n ≥ 0, and from that we can
immediately conclude Ah =
⊕
i≥0 y
ihiR. Observe for j ∈ Z,
(yˆ + jh′)h = h(yˆ + (j + 1)h′). (3.5)
Also note that yh = yˆ and y2h2 = yyˆh = yh(yˆ + h′) = yˆ(yˆ + h′) hold. It follows
easily from (3.5) and induction that
yihi = yˆ(yˆ + h′)(yˆ + 2h′) · · · (yˆ + (i− 1)h′) ∈ Ah. (3.6)
This implies that yihiR ⊆
⊕n
j=0 yˆ
jR for 0 ≤ i ≤ n. For the other containment, we
argue that yˆn ∈
⊕n
i≥0 y
ihiR by induction on n, with the n = 1 case simply being the
definition, yˆ = yh. Now from (3.6) with i = n, we have that ynhn = yˆn + a, where
a ∈
∑n−1
j=0 yˆ
jR. Thus by induction, yˆn = ynhn − a where a ∈
⊕n−1
i=0 y
ihiR, and the
containment
⊕n
i=0 yˆ
iR ⊆
⊕n
i=0 y
ihiR holds.
The anti-automorphism of A1 with x 7→ x and y 7→ −y sends yˆ to −yˆ+h
′. Hence,
it restricts to an anti-automorphism of Ah. When applied to Ah =
⊕
i≥0 y
ihiR, it
gives Ah =
⊕
i≥0 Rh
iyi and shows that
hiyi = (yˆ − ih′)(yˆ − (i− 1)h′) · · · (yˆ − h′) ∈ Ah. (3.7)
4 Localizations and Ore Sets
The embedding Ah ⊆ A1 suggests that there is a strong relationship between the
skew fields of fractions of Ah and A1. In this section, we will see that in fact these
skew fields are identical. To show this result, we describe certain Ore sets in A1 and
Ah. Our starting point is a computational lemma.
Lemma 4.1. Fix f, h ∈ R, with f 6= 0. If 0 ≤ j ≤ m, then yˆjfm ∈ fm−jAh.
Proof. Observe that
yˆfm = fmyˆ + (fm)′h ∈ fm−1Ah.
Repeated application of this gives the claim.
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Lemma 4.2. Fix f, h ∈ R, with f 6= 0. Then the set Σ = {fn | n ≥ 0} is a left and
right Ore set of regular elements in Ah.
Proof. That Σ consists of regular elements follows from the fact that Ah is a domain.
Let a ∈ Ah and s ∈ Σ. We must show that there exist a1 ∈ Ah and s1 ∈ Σ such that
as1 = sa1. It is enough to consider the case s = f . Write a =
∑k
i=0 riyˆ
i and set
s1 = f
k+1. By Lemma 4.1, we see that
as1 =
k∑
i=0
riyˆ
ifk+1 ∈
k∑
i=0
rifAh ⊆ fAh = sAh.
A similar argument shows that Σ is a left Ore set.
Corollary 4.3. Regard Ah as a subalgebra of A1 as in Conventions 3.3. Let Σ =
{hn | n ≥ 0}. Then Σ is a left and right Ore set of regular elements in both A1 and
Ah, and the corresponding localizations are equal:
A1Σ
−1 = AhΣ
−1.
Proof. By applying Lemma 4.2 to A1 with Σ = {h
n | n ≥ 0}, and then to Ah
with f = h, we see that Σ is a left and right Ore set in both A1 and Ah. Clearly
AhΣ
−1 ⊆ A1Σ
−1 since Ah ⊆ A1. That A1Σ
−1 ⊆ AhΣ
−1 follows from the fact that
AhΣ
−1 contains the element yˆh−1 = yhh−1 = y.
Corollary 4.4. The skew field of fractions of Ah is isomorphic to the skew field of
fractions of the Weyl algebra A1 (commonly referred to as the Weyl field).
Corollary 4.5. Assume Ah ⊆ A1 as in Conventions 3.3. Then the following are
equivalent:
(1) h ∈ F∗.
(2) A1 is a Noetherian (left or right) Ah-module.
(3) A1 is a free (left or right) Ah-module.
Proof. If h ∈ F∗, then the embedding Ah ⊆ A1 considered in this section is an
equality. Thus as an Ah-module, A1 is free of rank one, and it is Noetherian.
Now assume h /∈ F. For each k ≥ 0, consider the right Ah-submodule
Yk = Ah + yAh + · · ·+ y
kAh ⊆ A1.
If
∑
i≥0 riy
i ∈ Yk, with ri ∈ R, it is easy to conclude that h divides ri for all i ≥ k+1.
Thus, yk+1 ∈ Yk+1 \ Yk and the chain of submodules
(0) ⊂ Ah = Y0 ⊂ Y1 ⊂ Y2 ⊂ · · ·
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does not terminate. In particular, A1 is not a Noetherian Ah-module. Since Ah is
a Noetherian ring, it follows that A1 is not a finitely generated Ah-module either.
Assume there exist elements 0 6= ti ∈ A1, i ∈ I, such that
A1 =
⊕
i∈I
tiAh.
Consider the Ore set Σ = {hn | n ≥ 0}. It follows that A1Σ
−1 =
⊕
i∈I tiAhΣ
−1.
By Corollary 4.3 we have A1Σ
−1 = AhΣ
−1 =: B and thus B =
⊕
i∈I tiB. This
implies that I must be finite, as the decomposition of 1 ∈ B uses only finitely many
summands. This contradicts the fact that A1 is not a finitely generated Ah-module.
Hence, A1 is not a free right Ah-module. This proves the corollary for when A1 is
considered as a right Ah-module. The left-hand version is analogous.
5 The Center of Ah
In this section, we describe the center Z(Ah) of Ah and show in Proposition 5.9
that Ah is free over Z(Ah). In the case of the Weyl algebra, the center is F1 when
char(F) = 0. When char(F) = p > 0, the center has been described by Revoy in [R]
(see also [ML]) as follows:
Lemma 5.1. Suppose char(F) = p > 0. Then the center of A1 is the unital subalgebra
generated by the elements xp and yp.
In determining Z(Ah) for arbitrary h, we will use the following result which can
be shown by a straightforward inductive argument.
Lemma 5.2. Regard Ah ⊆ A1 as in Conventions 3.3. Let δ : R→ R be the derivation
with δ(f) = hf ′ for all f ∈ R. Then
[yˆn, f ] =
n∑
j=1
(
n
j
)
δj(f)yˆn−j in Ah, (5.3)
[yn, f ] =
n∑
j=1
(
n
j
)
f (j)yn−j in A1, (5.4)
where f (j) = ( d
dx
)j(f).
Theorem 5.5. Regard Ah ⊆ A1 as in Conventions 3.3.
(1) If char(F) = 0, then the center of Ah is F1.
(2) If char(F) = p > 0, then the center of Ah is isomorphic to the polynomial
algebra F[xp, hpyp], where
hpyp = yphp = yˆ(yˆ + h′)(yˆ + 2h′) · · · (yˆ + (p− 1)h′) = yˆp −
δp(x)
h
yˆ. (5.6)
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Proof. We first observe that Z(A1) ∩ Ah ⊆ Z(Ah), as Ah ⊆ A1. Conversely, given
z ∈ Z(Ah), then [x, z] = 0 and 0 = [yˆ, z] = [yh, z] = [y, z]h + y[h, z] = [y, z]h. Since
h 6= 0 it follows that [y, z] = 0 and z ∈ Z(A1) ∩ Ah. Hence
Z(A1) ∩ Ah = Z(Ah). (5.7)
If char(F) = 0 then Z(Ah) = F1.
Now suppose that char(F) = p > 0. Then xp, hpyp ∈ Z(A1)∩Ah. For every k ≥ 0,
hkpykp = (hp)k(yp)k = (hpyp)k, thus the elements xp and hpyp are algebraically
independent, and it follows that F[xp, hpyp] ⊆ Z(Ah). Let z ∈ Z(Ah). By (5.7),
Lemma 3.4, and Lemma 5.1, we can write z =
∑
i≡0mod p riy
i with ri ∈ F[x
p] such
that hi | ri for all i ≡ 0mod p. Since h
i ∈ F[xp] for i ≡ 0mod p, there exist ci ∈ F[x
p]
so that z =
∑
i≡0mod p cih
iyi ∈ F[xp, hpyp], and therefore Z(Ah) = F[x
p, hpyp].
The relation hpyp = yphp = yˆ(yˆ + h′)(yˆ + 2h′) · · · (yˆ + (p − 1)h′) is just (3.6)
with i = p. To show this expression equals yˆp − δ
p(x)
h
yˆ, use Lemma 3.4 to write
hpyp =
∑p
n=0 fnyˆ
n, where fn ∈ F[x] for all n and fp = 1. Then
0 = [hpyp, x] =
p∑
n=1
fn[yˆ
n, x] =
p∑
n=1
fn
n∑
j=1
(
n
j
)
δj(x)yˆn−j by (5.3)
= fpδ
p(x) +
p−1∑
n=1
fn
n∑
j=1
(
n
j
)
δj(x)yˆn−j
= δp(x) +
(
p− 1
1
)
fp−1δ(x)yˆ
p−2 + lower terms.
Since δ(x) = h 6= 0, we see that fp−1 = 0. Then the above gives
0 = δp(x) +
(
p− 2
1
)
fp−2δ(x)yˆ
p−3 + lower terms.
Proceeding in this way, we obtain fn = 0 for all n = p− 1, p − 2, . . . , 2. As a result,
we have 0 = δp(x) + f1δ(x) or f1 = −
δp(x)
h
, since h always divides δk(x) for k ≥ 1.
Consequently, hpyp = yˆp − δ
p(x)
h
yˆ + f0. Then
0 = [yˆ, yˆp − δ
p(x)
h
yˆ + f0] = [yˆ,−
δp(x)
h
yˆ] + [yˆ, f0] = −[yˆ,
δp(x)
h
]yˆ + hf ′0,
and it follows that [yˆ, δ
p(x)
h
] = 0. But then
yˆp − yˆ δ
p(x)
h
+ f0 = yˆ
p − δ
p(x)
h
yˆ + f0 = h
pyp = yˆ(yˆ + h′) · · · (yˆ + (p− 1)h′) ∈ yˆAh,
and hence f0 ∈ yˆAh. The only way that can happen is if f0 = 0 and h
pyp =
yˆp − δ
p(x)
h
yˆ.
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Example 5.8. Assume char(F) = p > 0 and h(x) = xn for some n ≥ 1. Then it is
easy to verify that
δp(x) =
(
p−1∏
k=1
k(n− 1) + 1
)
xnp−p+1.
Hence, if n 6≡ 1mod p, we can find 1 ≤ k < p with k(n − 1) ≡ −1mod p so that
δp(x) = 0. This implies that when h(x) = xn,
δp(x)
h
=
{
0 if n 6≡ 1mod p
x(n−1)(p−1) if n ≡ 1mod p.
In particular, Z(Ah) = F[x
p, yˆp] whenever h(x) = xn and n 6≡ 1mod p. When n = 2,
this was shown by Shirikov in [S3].
Proposition 5.9. Assume char(F) = p > 0 and regard Ah ⊆ A1 as in Conventions
3.3. Then Ah is a free module over Z(Ah), and the set {x
ihjyj | 0 ≤ i, j < p} is a
basis.
Proof. Suppose that
0 =
∑
0≤i,j<p
ci,jx
ihjyj, (5.10)
where ci,j ∈ Z(Ah) = F[x
p, hpyp]. For 0 ≤ j < p,∑
0≤i<p
ci,jx
ihjyj ∈
⊕
k≡jmod p
Ryk.
Thus, (5.10) and Theorem 2.1 imply that
∑
0≤i<p ci,jx
ihjyj = 0. As h 6= 0, it
follows that
∑
0≤i<p ci,jx
i = 0 for every 0 ≤ j < p. The direct sum decomposition
F[x, hpyp] =
⊕p−1
i=0 F[x
p, hpyp]xi then implies ci,j = 0 for all i, j.
It remains to show that {xihjyj | 0 ≤ i, j < p} generates Ah over Z(Ah). Let
a, b ≥ 0 and write
a = a˜p+ i, b = b˜p+ j,
for some nonnegative integers a˜, b˜ and 0 ≤ i, j < p. Then,
xahbyb = (xp)a˜ (hpyp)b˜ xihjyj ∈ Z(Ah)x
ihjyj.
As {xahbyb | a, b ≥ 0} is a basis for Ah, by Lemma 3.4 the result is established.
Remark 5.11.
(i) The algebra anti-automorphism x 7→ x, y 7→ −y of A1 can be applied to the
basis above to show that {yjhjxi | 0 ≤ i, j < p} is a basis for Ah over Z(Ah).
(ii) A standard inductive argument can be used to prove that {xiyjhj | 0 ≤ i, j <
p} is also a basis for Ah over Z(Ah).
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6 The Lie Ideal [Ah,Ah]
Lemma 6.1. Let h ∈ F[x]. Then [Ah,Ah] ⊆ hAh.
Proof. Recall that Ah is spanned by elements of the form ayˆ
ℓ for ℓ ≥ 0 and a ∈ R.
Thus it suffices to show that [ayˆℓ, byˆm] ∈ hAh for all ℓ,m ≥ 0 and a, b ∈ R. Observe
that
[ayˆℓ, byˆm] = [ayˆℓ, b]yˆm + b[ayˆℓ, yˆm] = a[yˆℓ, b]yˆm − b[yˆm, a]yˆℓ,
so it is enough to show that [yˆn, f ] ∈ hAh for all n ≥ 0 and f ∈ R. This follows
directly from (5.3) as δj(f) ∈ hR for all j ≥ 1.
We have the following simple description of [Ah,Ah] for fields of characteristic 0.
Proposition 6.2. Suppose that char(F) = 0. Then hAh = [x,Ah] = [yˆ,Ah] =
[Ah,Ah].
Proof. By Lemma 6.1, it suffices to prove that hAh ⊆ [yˆ,Ah]. Note that hAh =
h
(⊕
i≥0 Ryˆ
i
)
, and by the linearity of the adjoint map adyˆ (where adyˆ(a) = [yˆ, a]), it
is enough to show that hgyˆi ∈ [yˆ,Ah] for every i ≥ 0 and g ∈ R. Since char(F) = 0,
the element g ∈ R has the form f ′ for some f ∈ R, and therefore
[yˆ, f yˆi] = [yˆ, f ]yˆi = hf ′yˆi = hgyˆi.
It remains to show that hAh ⊆ [x,Ah]. It will be more convenient to work inside A1,
where hAh = h
(⊕
i≥0 Rh
iyi
)
. Then, for i ≥ 0 and g ∈ R we have 1
i+1gh
i+1yi+1 ∈ Ah
and [
1
i+1gh
i+1yi+1, x
]
= 1
i+1gh
i+1[yi+1, x] = hghiyi.
The linearity of adx implies that hAh ⊆ [Ah, x] = [x,Ah].
In the next result, we determine the centralizer CAh(x) = {a ∈ Ah | [a, x] = 0} of
x in Ah and then use that to describe the commutator [Ah,Ah] when char(F) = p > 0.
Lemma 6.3. Regard Ah ⊆ A1 as in Conventions 3.3.
(i) If char(F) = 0, then CAh(x) = R = F[x].
(ii) If char(F) = p > 0, then the following hold:
(a) CAh(x) = F[x, h
pyp] =
⊕
i≡0mod p
Rhiyi.
(b) [x,Ah] =
⊕
i 6≡−1mod p
hRhiyi =
p−2⊕
i=0
hCAh(x)h
iyi.
(c) [yˆ,Ah] =
⊕
i≥0
im
(
d
dx
)
hyˆi =
⊕
j 6≡−1mod p
hxjF[yˆ].
10
Proof. We first determine the centralizer CA1(x). Suppose a =
∑n
i=0 riy
i ∈ CA1(x),
where ri ∈ R for all i. Then 0 = [a, x] =
∑n
i=1 iriy
i−1. When char(F) = 0, this forces
ri = 0 for all i ≥ 1, so that a = r0 ∈ R. Since R ⊆ CA1(x) is clear, we have CA1(x) = R.
But then CAh(x) = CA1(x) ∩ Ah = R to give (i). When char(F) = p > 0, we deduce
from this calculation that ri = 0 for all i 6≡ 0mod p. Then a =
∑
i≡0mod p riy
i ∈
F[x, yp], so CA1(x) ⊆ F[x, y
p]. The reverse containment F[x, yp] ⊆ CA1(x) holds
trivially, so CA1(x) = F[x, y
p] (compare [KA, Proof of Prop. 1]). Now since CA1(x) =⊕
i≡0mod p Ry
i, it follows that
CAh(x) = CA1(x) ∩ Ah =
{ ∑
i≡0mod p
riy
i
∣∣∣∣ ri ∈ Rhi
}
.
This establishes (a) of part (ii).
(b) To describe [x,Ah] = [Ah, x] when char(F) = p > 0, note that for a =∑
i≥0 rih
iyi ∈ Ah, we can compute in A1 that
[a, x] =
∑
i≥0
[rih
iyi, x] =
∑
i≥0
rih
i[yi, x] =
∑
i 6≡0mod p
irih
iyi−1 =
∑
i 6≡0mod p
ihrih
i−1yi−1.
Since i 6= 0 in F as long as i 6≡ 0mod p, we see that im(adx) is
∑
i 6≡−1mod p hRh
iyi,
and this sum is evidently direct. The fact that
⊕
i 6≡−1mod p
hRhiyi =
p−2⊕
i=0
hCAh(x)h
iyi
follows since CAh(x) = F[x, h
pyp].
(c) For a =
∑
i≥0 riyˆ
i ∈ Ah, we have
[yˆ, a] =
∑
i≥0
[yˆ, ri]yˆ
i =
∑
i≥0
hr′iyˆ
i,
and thus im(adyˆ) =
⊕
i≥0 im
(
d
dx
)
h yˆi. Since im
(
d
dx
)
=
⊕
j 6≡−1mod p Fx
j, it follows
that im(adyˆ) =
⊕
j 6≡−1mod p hx
j
F[yˆ].
7 The Normal Elements and Prime Ideals of Ah
Recall that an element v ∈ Ah is normal if vAh = Ahv. In the polynomial
algebra A0 = F[x, y] every element of A0 is normal. Similarly, the normal elements
of the Weyl algebra A1 are precisely the central elements (compare Theorem 7.3).
In general, for h /∈ F, there are non-central normal elements in Ah. In this section,
we determine the normal elements of Ah for arbitrary h 6= 0. Our starting point is
Lemma 7.1. Let g be a factor of h in R = F[x]. Then g is a normal element of Ah.
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Proof. Write h = gf for f ∈ R. Then
yˆg = gyˆ + hg′ = gyˆ + gfg′ = g(yˆ + fg′) ∈ gAh
and gyˆ = (yˆ − fg′)g ∈ Ahg. As Ah =
⊕
i≥0 Ryˆ
i, it follows that Ahg ⊆ gAh and
gAh ⊆ Ahg, and so gAh = Ahg.
Since the product of two normal elements is normal, it is clear at this stage that
products of powers of the prime factors of h are normal elements of Ah.
Suppose
h = λuα11 · · · u
αt
t , (7.2)
where λ ∈ F∗, αi ≥ 1 for all i, and the ui ∈ F[x] are distinct monic prime polynomials.
We can assume that the factors have been ordered so that the first ones ui, for
i ≤ ℓ ≤ t, are the non-central prime divisors of h. Our aim is to establish the
following which generalizes (and includes) the result for the Weyl algebra.
Theorem 7.3. Let u1, . . . , uℓ be the distinct monic prime factors of h in R = F[x]
that are not central in Ah. Then the normal elements of Ah are the elements of the
form uβ11 · · · u
βℓ
ℓ z, where z ∈ Z(Ah). If char(F) = p > 0, then the βi may be taken so
that 0 ≤ βi < p for all i.
The proof will use the next lemma.
Lemma 7.4. Let u1, . . . , uℓ be the distinct monic prime factors of h in R that are
not central in Ah. If f divides δ(f) = hf
′ for f ∈ R, then there exist w ∈ R ∩ Z(Ah)
and βi ∈ Z≥0 for i = 1, . . . , ℓ so that f = u
β1
1 · · · u
βℓ
ℓ w. If char(F) = p > 0, the βi
may be chosen so that 0 ≤ βi < p for all i.
Proof. The result is clear if f ∈ F, so assume deg f ≥ 1 and write f = µqγ11 · · · q
γn
n
where µ ∈ F∗, γi ≥ 1 for all i, and q1, . . . , qn are distinct monic prime polynomials
in F[x]. Then f divides
hf ′ = µh
n∑
i=1
γiq
γ1
1 · · · q
γi−1
i · · · q
γn
n q
′
i.
This implies that qj divides γjq
′
jh for all j. Then either qj divides γjq
′
j or qj divides
h. If qj divides γjq
′
j then γjq
′
j = 0 which forces q
γj
j ∈ R ∩ Z(Ah), as
(
q
γj
j
)′
=
γjq
′
jq
γj−1
j = 0. Otherwise, qj = uk for some non-central prime factor of h. The last
assertion in the lemma follows from the observation that when char(F) = p > 0, then
rp ∈ F[xp] for all r ∈ R.
Proof of Theorem 7.3. Assume v 6= 0 is normal in Ah, and write v =
∑n
i=0 fih
iyi,
where fi ∈ R and fn 6= 0. Then there exists a ∈ Ah so that vx = av, and from
considering the coefficient of yn, we see that a ∈ R, and in fact a = x. Thus vx = xv,
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and v ∈ CAh(x). Since hy ∈ Ah by Lemma 3.4, there exists b ∈ Ah so that v(hy) = bv
and, as above, we conclude that b = hy − r, for some r ∈ F[x]. The latter implies
[hy, v] = rv.
Recall that CAh(x) = R = F[x] if char(F) = 0. Hence, in this case v ∈ R,
and rv = [hy, v] = hv′, which implies by Lemma 7.4 that v = ζuβ11 · · · u
βt
t , where
ζ ∈ Z(Ah) = F1 and βi ∈ Z≥0 for all i.
Thus, for the remainder of the proof, we assume that char(F) = p > 0, and
because v ∈ CAh(x), we can write v =
∑
i≡0mod p fih
iyi. We now know that
0 = [hy, v] − rv =
∑
i≡0mod p
([hy, fi]− rfi) h
iyi =
∑
i≡0mod p
(
hf ′i − rfi
)
hiyi,
which forces rfi = hf
′
i for all i ≡ 0mod p. This implies that fi divides hf
′
i for all such
i, so by Lemma 7.4, there exist wi ∈ F[x
p] and integers β1i, . . . , βℓi ∈ {0, 1, . . . , p−1}
such that
fi = u
β1i
1 · · · u
βℓi
ℓ wi.
Fix i, j and note hf ′ifj = rfifj = hf
′
jfi holds, so that f
′
ifj = f
′
jfi since h 6= 0.
Now
0 = f ′ifj − f
′
jfi = wiwj
ℓ∑
k=1
(βki − βkj)u
ε1
1 · · · u
εk−1
k−1 u
εk−1
k u
εk+1
k+1 · · · u
εℓ
ℓ u
′
k,
where εk = βki + βkj for k ∈ {1, . . . , ℓ}. If fi, fj 6= 0, then wiwj 6= 0, and as a result
we have
ℓ∑
k=1
(βki − βkj)u
ε1
1 · · · u
εk−1
k−1 u
εk−1
k u
εk+1
k+1 · · · u
εℓ
ℓ u
′
k = 0,
which implies that (βki−βkj)u
′
k is divisible by uk for each k. Since uk is not central,
u′k 6= 0, and thus βki = βkj for all k and all i, j. Letting βk be that common exponent,
we have fi = u
β1
1 · · · u
βℓ
ℓ wi for each i, which says
v =
∑
i≡0mod p
fih
iyi = uβ11 · · · u
βℓ
ℓ
∑
i≡0mod p
wih
iyi ∈ uβ11 · · · u
βℓ
ℓ Z(Ah).
Several authors have studied the problem of determining simplicity criteria for
Ore extensions R[y, idR, δ], and it is possible to address the simplicity of the algebras
Ah by using the results of [J] or [CF, Thms. 3.2 and 3.2a] for example. Instead, we
apply our results on normal and central elements of Ah to determine when an algebra
Ah is simple.
Corollary 7.5. The algebra Ah is simple if and only if char(F) = 0 and h ∈ F
∗.
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Proof. Suppose Ah is simple. If b 6= 0 is a normal element of Ah, then bAh = Ahb = Ah
by simplicity, so b is a unit. Since the units of Ah are the elements of F
∗, we see that
h ∈ F∗ by Lemma 7.1, and also Z(Ah) = F1. But then char(F) = 0 by Lemma 5.5.
Conversely, if char(F) = 0 and h ∈ F∗, then Ah is isomorphic to the Weyl algebra,
and it is well known that A1 is simple.
A (noncommutative) Noetherian domain is said to be a unique factorization ring
(Noetherian UFR for short), if every nonzero prime ideal contains a nonzero prime
ideal generated by a normal element. The height of a prime ideal is the largest length
of a chain of prime ideals contained in it (or is ∞ if no bound exists). A Noetherian
UFR is said to be a unique factorization domain (Noetherian UFD for short) if every
height one prime factor is a domain. These notions were introduced by Chatters and
Jordan in [C, CJ]. If a Noetherian domain satisfies the descending chain condition on
prime ideals (e.g. if it has finite Gelfand-Kirillov dimension [McR, Cor. 8.3.6]), then
it is a Noetherian UFR if and only if every height one prime ideal is generated by a
normal element. Recently, Goodearl and Yakimov [GY] have used the properties of
noncommutative Noetherian UFDs to construct initial clusters for defining quantum
cluster algebra structures on a noncommutative domain.
Since R = F[x] is a principal ideal domain, [CJ, Thm. 5.5] trivially implies the
first part of the following observation. The second part follows by [GW, Thm. 9.24].
Lemma 7.6. Ah is a Noetherian UFR. If char(F) = 0, then Ah is a Noetherian
UFD.
The algebra A0 = F[x, y] is a Noetherian UFD for any field F. We will see shortly
that Ah is not a Noetherian UFD when char(F) = p > 0 and h 6= 0.
The next result describes the height one prime ideals of Ah. It is known that
over a field of prime characteristic the Weyl algebra A1 is Azumaya over its center
(see [R, The´. 2]), so in this case the prime ideals of A1 are in bijection with the prime
ideals of Z(A1). If deg h ≥ 1, there may be prime ideals of Ah which are not centrally
generated.
Theorem 7.7. Let u1, . . . , ut be the distinct monic prime factors of h in R, as in
(7.2). For every 1 ≤ i ≤ t, the normal element ui generates a height one prime ideal
of Ah, and the corresponding quotient algebra is a domain.
(i) If char(F) = 0, these are all the height one prime ideals.
(ii) If char(F) = p > 0, then any nonzero irreducible polynomial in Z(Ah) that (up
to associates) is not of the form upi for any 1 ≤ i ≤ t generates a height one
prime ideal. These, along with the ideals generated by some ui, constitute all
the height one prime ideals.
Proof. First notice that each ui generates a prime ideal of Ah, as the quotient algebra
Ah/uiAh is isomorphic to the commutative polynomial algebra (R/uiR) [yˆ] over the
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field R/uiR. In particular, Ah/uiAh is a domain, and the prime ideal uiAh has height
one by the Principal Ideal Theorem (see [McR, Thm. 4.1.11]).
Let P be a height one prime ideal. Since Ah is a Noetherian UFR, it follows that
P = vAh for some normal element v 6= 0. Moreover, the primality of P implies that
v is not a (non-trivial) product of normal elements. Thus, Theorem 7.3 implies that
either v is an irreducible factor of h or a central element which is irreducible as an
element in Z(Ah). When char(F) = 0, then v must be an irreducible factor of h, as
Z(Ah) = F1, which proves (i).
For the remainder of the proof assume char(F) = p > 0. Note that if z ∈ Z(Ah)
is of the form ξupi for some i and some ξ ∈ F
∗, then zAh is not a prime ideal. So
it remains to show that if z is an irreducible polynomial in Z(Ah), which is not of
the form ξupi for 1 ≤ i ≤ t and ξ ∈ F
∗, then zAh is a height one prime ideal. We
can further assume z is not an irreducible factor of h, as this case has already been
considered. Let P ⊇ zAh be a minimal prime over zAh. By the Principal Ideal
Theorem, P has height one, and thus P = vAh for some normal element v.
Suppose first that v is an irreducible factor of h, say v = un. Then z ∈ P = vAh,
so z = una for some a ∈ Ah. Write a =
∑
i≥0 rih
iyi with ri ∈ F[x], so that
z = una =
∑
i≥0 unrih
iyi. As z is central, we must have ri = 0 if i 6≡ 0mod p
and unri ∈ F[x
p] for all i ≡ 0mod p. Fix j with j ≡ 0mod p and rj 6= 0. Let
q
γ1
1 · · · q
γm
m be the prime decomposition of unrj in F[x], with q1 = un. Then γ1 ≥ 1
and since unrj ∈ F[x
p], it follows that qγii ∈ F[x
p] for all 1 ≤ i ≤ m. In particular,
u
γ1
n ∈ F[xp], so that either γ1 ≡ 0mod p or un ∈ F[x
p]. If the latter holds, then
z = una implies that a ∈ Z(Ah). The irreducibility of z in Z(Ah) implies that a ∈ F
∗,
and thus z is an irreducible factor of h, which contradicts our previous assumption.
So it must be that γ1 ≡ 0mod p. As γ1 ≥ 1, it follows that γ1 ≥ p and u
p
n divides
unrj. Since j ≡ 0mod p was arbitrary subject to the restriction that rj 6= 0, we
deduce that z = up1c for some c ∈ Z(Ah). The irreducibility of z in Z(Ah) again
implies that z is a scalar multiple of upn, which violates our assumptions on z.
It follows from the arguments in the preceding paragraph that v is not an ir-
reducible factor of h. Hence v ∈ Z(Ah), and again we deduce that z = va for
some a ∈ Z(Ah). Thus, as z is irreducible in Z(Ah), it must be that a ∈ F
∗ and
zAh = vAh = P is a height one prime ideal.
Corollary 7.8. Assume char(F) = p > 0. Then Ah is not a Noetherian UFD.
Proof. By Theorems 5.5 and 7.7, the element hpyp generates a height one prime ideal
of Ah, as it is irreducible in Z(Ah) and it is not a power of a factor of h. However,
by (5.6) we have hpyp =
(
yˆp−1 − δ
p(x)
h
)
yˆ. Yet neither one of these two factors is in
hpypAh, by considering the degree in y of an element in h
pypAh. Thus, the prime
ring Ah/h
pypAh is not a domain.
Remark 7.9. Since Ah has Gelfand-Kirillov dimension 2, it follows from [McR, Cor.
8.3.6] that the possible values for the height of a prime ideal P of Ah are 0, 1, and
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2. The zero ideal is prime and is thus the unique prime ideal of height zero. The
height one prime ideals are given in Theorem 7.7. The height two prime ideals of
Ah must be maximal, and no height one prime ideal of Ah can be maximal. Indeed,
for the height one prime ideals of the form uiAh, 1 ≤ i ≤ t, the quotient Ah/uiAh
is a commutative polynomial algebra. When char(F) = p > 0, the center Z(Ah) is a
polynomial algebra in two variables, so if v is an irreducible polynomial in Z(Ah) as
in Theorem 7.7 (ii) above, it follows that any maximal ideal of Z(Ah) containing v
induces a maximal ideal of Ah strictly containing vAh.
Hence, the height two prime ideals of Ah are precisely the maximal ideals of Ah,
and can be identified with the maximal ideals of Ah/P, as P ranges through the
height one prime ideals. In particular, if char(F) = 0 and the prime factors of h
in F[x] are linear, then the height two prime ideals of Ah are the ideals generated
by x − λ and q(yˆ), where λ ∈ F is a root of h and q(yˆ) ∈ F[yˆ] is an irreducible
polynomial.
8 Automorphisms of Ah
Extending results of Dixmier [D] on the automorphisms of the Weyl algebra A1,
Bavula and Jordan [BJ] considered isomorphisms and automorphisms of generalized
Weyl algebras over polynomial algebras of characteristic 0. Alev and Dumas [AD2]
initiated the study of automorphisms of Ore extensions over the polynomial algebra
R = F[x], and the results in [AD2] have been further developed in the recent work
[G] of Gaddis. In Theorem 8.2, we summarize results from [AD2] that pertain to
the algebras Ah studied here, but suitably interpreted in the notation of the present
paper. Since one of those results assumes that char(F) = 0, we first prove Lemma
8.1, which can be used to remove that characteristic assumption. This will enable us
to prove our main results, Theorems 8.7 and 8.13, which give a complete description
of the automorphisms of Ah over arbitrary fields.
Lemma 8.1. If θ : Ah → Ag is an isomorphism, then θ(h) = λg for some λ ∈ F
∗.
Proof. Let Bh be the ideal of Ah minimal with the property that Ah/Bh is commuta-
tive. Then [y, x] = 0 in the quotient Ah/Bh, so it follows that h ∈ Bh. The element
h is normal in Ah and hAh ⊆ Bh, so the minimality of Bh, with the fact that Ah/hAh
is commutative, implies that hAh = Bh. Similar reasoning shows that Bg = gAg is
the ideal of Ag minimal with the property that Ag/Bg is commutative. As Bh and Bg
are obviously characteristic ideals, it follows that θ(Bh) = Bg. Since Ag is a domain
and gAg = Bg = θ(Bh) = θ(h)Ag, we have that θ(h) = λg for some λ ∈ F
∗.
Now with Lemma 8.1, the argument in the proof [AD2, Prop. 3.6] can be extended
to arbitrary fields, and as a result, we have the following.
Theorem 8.2. Let g, h ∈ F[x].
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(i) Ah is isomorphic to Ag if and only if there exist α, β, ν ∈ F, with αν 6= 0 such
that νg(x) = h(αx+ β). In particular, if Ah is isomorphic to Ag, then g and h
have the same degree.
(ii) Suppose deg h ≥ 1. Let ω be an automorphism of Ah. Then there exist α, β ∈ F,
with α 6= 0, and f(x) ∈ F[x] such that
ω(x) = αx+ β, ω(yˆ) = αdeg h−1yˆ + f(x), and h(αx+ β) = αdeg hh(x).
8.1 Automorphisms of Ah
Definitions and the Decomposition
If h ∈ F, the automorphism group of Ah is known [VDK, D, ML] (see also the
discussion in Sec. 8.5 below), so in what follows, we assume degh ≥ 1. In view of
Theorem 8.2, we introduce the following definitions. Let
P = {(α, β) ∈ F∗ × F | h(αx+ β) = αdeg hh(x)}. (8.3)
It is easy to verify that each pair (α, β) ∈ P determines an automorphism τα,β of Ah
whose values on x and yˆ are given by
τα,β(x) = αx+ β, τα,β(yˆ) = α
degh−1yˆ. (8.4)
The pair (α−1,−βα−1) belongs to P whenever (α, β) does, and τ−1α,β = τα−1,−βα−1 .
Each f ∈ F[x] ⊆ Ah determines an automorphism φf of Ah defined by
φf (x) = x, φf (yˆ) = yˆ + f (8.5)
and having inverse φ−f . Furthermore, {φf | f ∈ F[x]} is a subgroup of AutF(Ah),
isomorphic to the additive group F[x]. One important example is the automorphism
φh′ with φh′(x) = x and φh′(yˆ) = yˆ + h
′. The normality of the element h ∈ Ah (see
Lemma 7.1) implies that this automorphism has the property that
ah = hφh′(a) (8.6)
for all a ∈ Ah (compare (3.5)).
Theorem 8.7. Suppose deg h ≥ 1, and let the set P and the automorphisms τα,β for
(α, β) ∈ P be as in (8.3) and (8.4).
(i) If ω is an automorphism of Ah, then there exist (α, β) ∈ P and f ∈ F[x] such
that ω = φf ◦ τα,β.
(ii) τα,β = φf for some (α, β) ∈ P and f ∈ F[x] if and only if α = 1, β = 0 and
f = 0.
(iii) If (α, β) ∈ P, α 6= 1, and αℓ = 1 for some ℓ ≥ 2, then τ ℓα,β = idAh.
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(iv) The abelian subgroup {φf | f ∈ F[x]}, which we identify with (F[x],+), is a
normal subgroup of AutF(Ah).
(v) AutF(Ah) = F[x]⋊ τP, where τP := {τα,β | (α, β) ∈ P} and τP is a subgroup of
AutF(Ah).
Proof. Part (i) is immediate from Theorem 8.2. If τα,β = φf for some (α, β) ∈ P and
f ∈ F[x], then αx+β = τα,β(x) = φf (x) = x, which implies α = 1 and β = 0. Then,
yˆ = αdeg h−1yˆ = τα,β(yˆ) = φf (yˆ) = yˆ + f(x), to force f = 0. The converse is clear,
since τ1,0 = idAh = φ0.
Suppose (α, β), (γ, ε) ∈ P. Then (αγ, βγ + ε) ∈ P, as
h(αγx + βγ + ε) = h(γ(αx + β) + ε) = γdeghh(αx + β) = (αγ)deghh(x).
Moreover,
τα,β ◦ τγ,ε = ταγ,βγ+ε. (8.8)
Consequently, τP = {τα,β | (α, β) ∈ P} is a subgroup of AutF(Ah). Now (8.8) implies
τ ℓα,β = ταℓ,(1+α+···+αℓ−1)β for all ℓ ≥ 1. Hence, if α
ℓ = 1 and α 6= 1, then τ ℓα,β = τ1,0 =
idAh .
Direct calculation shows that
τ−1α,β ◦ φf ◦ τα,β(x) = x, τ
−1
α,β ◦ φf ◦ τα,β(yˆ) = yˆ + α
degh−1f
(
α−1(x− β)
)
. (8.9)
Thus, τ−1α,β ◦ φf ◦ τα,β = φg, where g(x) = α
degh−1f
(
α−1(x − β)
)
. Since every au-
tomorphism is a product of automorphisms in the subgroups F[x] and τP, we have
that the subgroup F[x] is normal in AutF(Ah). Part (v) follows then, since the two
subgroups have trivial intersection by (ii).
The automorphism group AutF(Ah) will be completely determined once we es-
tablish conditions for a pair (α, β) to belong to P. This will of course depend on the
polynomial h.
8.2 The Subgroup τP
In the following, we adopt the notation
G = {ν ∈ F | (1, ν) ∈ P} and τ1,G = {τ1,ν | ν ∈ G}. (8.10)
Lemma 8.11. Suppose deg h ≥ 1. Let the set P and the automorphisms τα,β for
(α, β) ∈ P be as in (8.3) and (8.4).
(1) G is a finite subgroup of (F,+), which is equal to {0} when char(F) = 0.
(2) If (α, β) ∈ P and (α, β˜) ∈ P, then τ
α,β˜
= τα,β ◦ τ1,ν where ν = β˜ − β ∈ G. In
particular, β˜ = β must hold when G = {0}.
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(3) If (α, β) ∈ P and ν ∈ G, then
τ−1α,β ◦ τ1,ν ◦ τα,β = τ1,αν ,
so αν ∈ G.
(4) N := F[x] ⋊ τ1,G is a normal subgroup of AutF(Ah), which equals F[x] when
char(F) = 0.
Proof. (1) It follows from (8.8) that τ1,ν ◦ τ1,ν˜ = τ1,ν+ν˜ whenever ν, ν˜ ∈ G, so G is a
subgroup of (F,+). Let F denote the algebraic closure of F, and let λ ∈ F be a root
of h(x). Then {λ + ν | ν ∈ G} consists of roots of h(x), so it is evident that G is
finite provided h /∈ F. When char(F) = 0, then G = {0}, as this is the only finite
subgroup of (F,+).
(2) Assume (α, β) ∈ P and (α, β˜) ∈ P. Because τP is a group,
τ−1α,β ◦ τα,β˜ = τα−1,−α−1β ◦ τα,β˜ = τ1,β˜−β ∈ τP.
Thus ν := β˜ − β ∈ G.
(3) Suppose (α, β), (1, ν) ∈ P. Then since τ−1α,β = τα−1,−α−1β, (8.8) gives that
τ−1α,β ◦ τ1,ν ◦ τα,β = τ1,αν ,
as desired.
(4) From (8.9) we know that
τ−1α,β ◦ φf ◦ τα,β = φg,
where g = αdeg h−1f
(
α−1(x − β)
)
, which implied the normality of the subgroup
{φf | f ∈ F[x]} in AutF(Ah). (We identified this subgroup with F[x].) Part (3) shows
that conjugation by the elements τα,β for (α, β) ∈ P leaves τ1,G = {τ1,ν | ν ∈ G}
invariant. Hence, F[x]⋊ τ1,G a normal subgroup of AutF(Ah). Since τ1,G just consists
of τ1,0 = idAh whenever G = {0}, this normal subgroup equals F[x] when G = {0}
(for example, when char(F) = 0).
Remark 8.12. From (3) of Lemma 8.11, it follows that τ1,G is a normal subgroup
of τP and that τP/τ1,G acts on G via (τα,βτ1,G).ν = αν. If G \ {0} is nonempty, then
this formula shows that τP/τ1,G acts faithfully on G \ {0}, and therefore |G| − 1 is
divisible by |τP/τ1,G|.
The group F[x] ⋊ τ1,G may not be all of AutF(Ah), and in that situation, there
exists some (α, β) ∈ P with α 6= 1 so that τα,β ∈ AutF(Ah). The next result draws
conclusions in that case.
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Theorem 8.13. Assume h has k distinct roots in F for k ≥ 1.
(Case k = 1) Let λ be the unique root of h in F.
(a) If λ ∈ F, then P = {(α, (1−α)λ) | α ∈ F∗}, τP ∼= F
∗, and AutF(Ah) = F[x]⋊F
∗,
where for all f ∈ F[x] and α ∈ F∗,
τ−1
α,(1−α)λ ◦ φf ◦ τα,(1−α)λ = φg with
g(x) = αdeg h−1f(α−1x− (α−1 − 1)λ).
(b) If λ /∈ F, then AutF(Ah) = F[x].
(Case k ≥ 2) The group τP/τ1,G is a finite cyclic group. In particular, when τP 6=
τ1,G, then τP = τ1,G⋊〈τα,β〉, for some (α, β) ∈ P with α 6= 1 such that either α
k−1 = 1
or αk = 1, and τ−1α,β ◦ τ1,ν ◦ τα,β = τ1,αν for all ν ∈ G. Thus, AutF(Ah)
∼= N ⋊ 〈τα,β〉
where N = F[x]⋊ τ1,G.
Proof. Assume (α, β) ∈ P. By the definition of P, the affine bijection σα,β of F given
by σα,β(λ) = αλ+β permutes the roots of h(x) in such a way that the corresponding
multiplicities are preserved. Thus λ+ν is a root of h(x) whenever λ is a root of h(x)
and ν ∈ G, so it follows that G = {0} when k = 1.
When h(x) has the form h(x) = γ(x− λ)n with λ ∈ F, then (α, (1−α)λ) ∈ P for
any α ∈ F∗, as h(αx+(1−α)λ) = γ(αx−αλ)n = αnγ(x−λ)n = αnh(x). Conversely,
if (α, ξ) ∈ P, for some ξ, then ξ = (1− α)λ must hold because (α, (1− α)λ) ∈ P and
G = {0}. Since τα,(1−α)λ ◦ τµ,(1−µ)λ = ταµ,(1−αµ)λ, we may identify the group τP with
F
∗ in this case. Thus, AutF(Ah) = F[x]⋊ F
∗. The product formula appearing in (a)
follows from (8.9). Hence, the theorem holds when k = 1 and λ ∈ F.
Suppose now that k = 1 and λ /∈ F. Then σα,β(λ) = λ whenever (α, β) ∈ P, so
that (1−α)λ = β. If α 6= 1 then λ = β/(1−α) ∈ F, which contradicts our hypothesis.
Thus, α = 1 and β = 0, which proves that τP is trivial and AutF(Ah) = F[x] in this
case.
We now assume k ≥ 2. Suppose λ ∈ F is a root of h(x). Orbits under the σα,β
are finite, so if (α, β) ∈ P, there must be a minimal j ≥ 1 so that σjα,β(λ) = λ. It
follows that λ = αjλ+(1+α+ · · ·+αj−1)β; that is, (1−αj)λ = (1+α+ · · ·+αj−1)β.
If α is not a jth root of 1, then we obtain λ = β/(1−α). Since the root λ was chosen
arbitrarily, this shows that if (α, β) ∈ P for some α which is not a root of unity, then
h(x) has a unique root λ = β1−α ∈ F, and h(x) = γ(x − λ)
n for some γ ∈ F∗ and
n ≥ 1.
Assume that τP 6= τ1,G and that (α, β) ∈ P with α a primitive ℓth root of unity
for some ℓ ≥ 2. We want to show that ℓ divides k or k − 1. As before, let λ ∈ F be
a root of h, and suppose the orbit of λ under the action of the cyclic group 〈σα,β〉
generated by σα,β has cardinality j. We will argue that j ∈ {1, ℓ}. The integer j ≥ 1
is the smallest positive integer such that σjα,β(λ) = λ, which is equivalent to
(αj − 1)λ+ β(1 + α+ · · · + αj−1) = 0,
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as we have seen above. If j < ℓ, then αj 6= 1, so we can divide by αj − 1 and get
λ = β1−α and j = 1. Now notice that σ
ℓ
α,β(λ) = α
ℓλ+
(
1−αℓ
1−α
)
β = λ, so j ≤ ℓ. Thus
j ∈ {1, ℓ}.
Hence, the orbits of this action of 〈σα,β〉 on the roots of h(x) have size either 1
or ℓ. Let r be the number of orbits of size 1 and q the number of orbits of size ℓ. It
follows that k = r + qℓ, so ℓ divides k − r. If the orbits of two roots λ and λ˜ have
size 1, then λ = β1−α = λ˜, so r ≤ 1. Thus, either r = 0 and ℓ divides k or r = 1 and
ℓ divides k − 1.
By (8.8), the projection map ψ : τP → F
∗ given by ψ(τµ,ν) = µ is a group
homomorphism with kernel τ1,G. The image is a finite subgroup of F
∗, since F∗ has
only finitely many k and k − 1 roots of unity. As finite subgroups of F∗ are cyclic,
we have that τP/τ1,G is generated by a coset τα,β τ1,G for some (α, β) ∈ P such that
αk−1 = 1 or αk = 1 (but not both). The rest of the statements follow from Lemma
8.11 and Theorem 8.7.
In the next result, we will use the notation σP = {σζ,ε | (ζ, ε) ∈ P} for the group
of affine maps on F determined by P, and σ1,G for the subgroup determined by G,
along with the fact that these groups act on the set of roots of h in F.
Corollary 8.14. Assume h has k distinct roots in F for k ≥ 1.
(Case k = 1) Let λ be the unique root of h in F.
(a) If λ ∈ F, then AutF(Ah) = F[x] ⋊ F
∗, where F∗ is identified with the group
{τα,(1−α)λ | α ∈ F
∗}.
(b) If λ /∈ F, then AutF(Ah) = F[x].
(Case k ≥ 2) Either
(a) AutF(Ah) ∼= F[x] ⋊ τ1,G, and there exist orbit representatives λi, i ∈ I, for the
action of σ1,G on the roots of h, so that h = γ
∏
i∈I h
ni
i , where γ ∈ F
∗, ni ≥ 1,
and hi(x) =
∏
ν∈G
(
x− σ1,ν(λi)
)
=
∏
ν∈G
(
x− (λi + ν)
)
for all i ∈ I;
or there exists (α, β) ∈ P, where α is a primitive ℓth root of unity for some ℓ > 1
such that ℓ divides k − 1 or k, and AutF(Ah) ∼= (F[x]⋊ τ1,G)⋊ 〈τα,β〉.
(b) If ℓ divides k − 1, then λ0 := β/(1− α) is a root of h(x) in F. There are roots
λi, i ∈ I, of h in F so that {λi | i ∈ I} ∪ {λ0} are orbit representatives for the
action of σP on the roots of h; integers ni ≥ 1 for i ∈ I ∪ {0}; and γ ∈ F
∗ so
that h = γhn00
∏
i∈I h
ni
i , where
h0(x) =
∏
ν∈G
(
x− σ1,ν(λ0)
)
=
∏
ν∈G
(
x− (λ0 + ν)
)
(8.15)
hi(x) =
∏
(ζ,ε)∈P
(
x− σζ,ε(λi)
)
=
(∏
ν∈G
ℓ−1∏
j=0
(
x−
(
αjλi + ν + (1− α
j)λ0
)))ni
. (8.16)
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(c) If ℓ divides k, then there are orbit representatives λi, i ∈ I, for the action of σP
on the roots of h so that h = γ
∏
i∈I h
ni
i for some γ ∈ F
∗ and integers ni ≥ 1,
where
hi(x) =
∏
(ζ,ε)∈P
(
x−σζ,ε(λi)
)
=
(∏
ν∈G
ℓ−1∏
j=0
(
x−
(
αjλi + ν + (1− α
j) β1−α
)))ni
.
(8.17)
If char(F) = 0, then G = {0}, and τ1,G = {idAh}.
Proof. We may assume k ≥ 2, since the first case follows directly from Theorem 8.13.
Recall that G is a finite subgroup of (F,+) and G = {0} when char(F) = 0 by
(1) of Lemma 8.11. Thus, whenever G 6= {0}, we can suppose char(F) = p > 0.
Now if (a) holds, then either G = {0} and AutF(Ah) ∼= F[x], or else G = Fpν1 +
· · ·+Fpνd for some d. Assume λi, i ∈ I, are roots of h in F, which are representatives
for the orbits of roots of h in F under the affine bijections σ1,ν for ν ∈ G. Since each
orbit is of size pd, we have k = qpd. Then h has the form displayed in (a). When
G = {0}, then AutF(Ah) ∼= F[x], λi, i ∈ I, are the distinct roots of h in F, and k = |I|
in this case.
Now suppose that AutF(Ah) 6∼= F[x]⋊ τ1,G. By Theorem 8.13, AutF(Ah) ∼= (F[x]⋊
τ1,G)⋊ 〈τα,β〉, where α is primitive ℓth root of unity for some ℓ > 1 that divides k or
k − 1.
When ℓ divides k − 1, then as we have seen previously, there is one orbit of size
one under the action of σα,β generated by the root λ0 := β/(1 − α) ∈ F. Either the
group G = {0}, or char(F) = p > 0 and G has order pd for some d ≥ 1, and G is
invariant under multiplication by the cyclic group generated by α by (3) of Lemma
8.11. Under this action of the group 〈α〉, there is one orbit of size 1 (namely {0}),
and all the other orbits have size ℓ. Thus, rℓ+ 1 = pd for some r ≥ 0.
Consider the orbits of roots under the group generated by the maps σα,β and σ1,ν
as ν ranges over the elements of G. One such orbit is {λ0+ν | ν ∈ G}. Assume λi for
i ∈ I are the representatives for the other orbits. Then h has the factorization into
linear factors given in (8.15) for some γ ∈ F∗, and ni ≥ 1. Counting roots of h in F, we
have qℓ+1 = k when G = {0}, and qℓpd+pd = (rℓ+1)(qℓ+1) = ℓ(r+q+rqℓ)+1 = k,
when G 6= {0} and char(F) = p > 0.
The case when ℓ divides k is similar and follows the same line of reasoning
- just omit the factors of h involving λ0, and use the fact that σ
j
α,β(λi + ν) =
αj(λi + ν) + (1 + α + · · · + α
j−1)β. In this case, counting roots gives either qℓ = k
(G = {0}) or qpdℓ = q(rℓ+ 1)ℓ = k (G 6= {0}, char(F) = p > 0).
Remark 8.18. Suppose α ∈ F is an ℓth root of unity for ℓ > 1. Let G be a finite
subgroup of (F,+) invariant under multiplication by α (necessarily G = {0} when
char(F) = 0). By choosing λi for i in some index set I so that λ0 + ν, α
j(λi +
ν) + λ0(1 − α
j) are distinct for ν ∈ G, i ∈ I ∪ {0}, and j = 0, 1, . . . , ℓ − 1, and
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taking arbitrary ni ≥ 1 for i ∈ I ∪ {0}, we can construct h as in (8.15) with τ1,G ⋊
〈τα,λ0(1−α)〉 ⊂ AutF(Ah). Similarly, if we choose β arbitrarily, G as above, and λi for
i ∈ I so that αj(λi + ν) + β(1 − α
j)/(1 − α) are all distinct for ν ∈ G, i ∈ I, and
j = 0, 1, . . . , ℓ − 1, and take arbitrary ni ≥ 1, we can construct h as in (8.17) with
τ1,G ⋊ 〈τα,β〉 ⊂ AutF(Ah).
Example 8.19. In this example, we compute AutF(Ah) for any monic quadratic
polynomial h(x) = x2 − ζ1x + ζ0 ∈ F[x]. Recall that (α, β) ∈ P if and only if
h(αx+ β) = αdeg hh(x). Thus,
(α, β) ∈ P ⇐⇒ (αx+ β)2 − ζ1(αx+ β) + ζ0 = α
2(x2 − ζ1x+ ζ0)
⇐⇒ 2β − ζ1 = −αζ1 and β
2 − ζ1β + ζ0 = α
2ζ0
⇐⇒ β =
1
2
(1− α)ζ1 and
1
4
(1− α)2ζ21 −
1
2
(1− α)ζ21 + (1− α
2)ζ0 = 0.
Therefore, if (α, β) ∈ P, then either (α, β) = (1, 0), or α 6= 1 and (1 − α)ζ21 − 2ζ
2
1 +
4(1 + α)ζ0 = (1 + α)(4ζ0 − ζ
2
1 ) = 0. In the second event, either ζ
2
1 6= 4ζ0 and
(α, β) = (−1, ζ1), or ζ0 =
1
4ζ
2
1 so that h(x) = (x −
1
2ζ1)
2. We conclude that there
are two possibilities: either P = {(1, 0), (−1, ζ1)} which happens when h(x) has two
distinct roots, or h(x) = (x− 12ζ1)
2 and P = {(α, (1−α)12ζ1)}. In the first situation,
AutF(Ah) = F[x] ⋊ 〈τ−1,ζ1〉 so that AutF(Ah)/F[x] is a cyclic group of order two; in
the second, AutF(Ah) = F[x]⋊ F
∗.
In this calculation, we have tacitly assumed that char(F) 6= 2. When char(F) = 2,
then (α, β) ∈ P if and only if ζ1 = αζ1 and β
2 − ζ1β + ζ0 = α
2ζ0. Either ζ1 6= 0 and
AutF(Ah) = F[x] ⋊ τP, where P = {(1, 0), (1, ζ1)}, or else ζ1 = 0 and h(x) = x
2 + ζ0.
If ζ0 = λ
2 for some λ ∈ F, then h(x) = (x+ λ)2 and (α, (1−α)λ) ∈ P for all α ∈ F∗,
so that AutF(Ah) = F[x]⋊ F
∗. If no such λ exists, then AutF(Ah) = F[x].
8.3 The AutF(Ah) Invariants
Throughout this section and the next, we let A = AutF(Ah). In this section, we
determine the invariants under A in Ah:
AAh = {a ∈ Ah | ω(a) = a ∀ ω ∈ A}.
Lemma 8.20. For any h ∈ R, AAh = R
A = RP = {r ∈ R | τζ,ε(r) = r ∀ (ζ, ε) ∈ P}.
Proof. Let F[x] ⊆ A be the subgroup of automorphisms of Ah of the form φr, for
r ∈ F[x]. We will first show that R = A
F[x]
h . The inclusion R ⊆ A
F[x]
h is clear, since
φr(x) = x for all r ∈ R. We will prove that the reverse inclusion holds as well.
Assume by contradiction that there is a ∈ A
F[x]
h \ R, say a =
∑m
i=0 fiyˆ
i with
fi = fi(x) ∈ R, m ≥ 1, and fm 6= 0. We can further assume f0 = 0, so a =
∑m
i=1 fiyˆ
i.
Take g ∈ R ∩ Z(Ah). Then
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0 = φg(a)− a =
m∑
i=1
fi
(
(yˆ + g)i − yˆi
)
.
For 0 ≤ k ≤ m− 1, the coefficient of yˆk in the sum above is
∑m
i=1 ci,kfig
i−k, where
ci,k =
(
i
k
)
if k < i and ci,k = 0 otherwise.
Assume first that char(F) = 0. Take g = 1 and k = m − 1 above. Then we get
mfm = 0, which is a contradiction. Now suppose char(F) = p > 0, and take g = x
np,
where n is chosen so that np > max{deg fi | 1 ≤ i ≤ m}, and k = 0. We have∑m
i=1 fig
i = 0. For every i, either fi = 0 or
inp ≤ deg fig
i < (i+ 1)np.
This implies that fmg
m = 0, so fm = 0, which is a contradiction. Thus A
F[x]
h ⊆ R,
and equality is proved.
The above shows that AAh ⊆ R
A ⊆ RP. However, since φr(x) = x for all r ∈ R,
RA = RP, and the rest follows.
Next we determine the invariants under A in R:
RA = {r ∈ R | ω(r) = r ∀ ω ∈ A} = RP = {r ∈ R | τζ,ε(r) = r ∀ (ζ, ε) ∈ P}.
Lemma 8.21. Suppose RA 6= F. Then there exists a unique monic polynomial s of
minimal degree in RA \ F with zero constant term such that RA = F[s].
Proof. Let s be a monic polynomial of minimal degree in RP \ F. We may assume
that s has zero constant term. Now for every r ∈ RP, r = sf + g for some f, g ∈ R
with deg g < deg s. Applying τζ,ε to that relation gives
r = sτζ,ε(f) + τζ,ε(g),
and subtracting that from the above gives 0 = s(f − τζ,ε(f))+ g− τζ,ε(g). Since this
is true for all (ζ, ε) ∈ P, and since τζ,ε preserves degree, we have that f ∈ R
P and
g ∈ F. Thus RP = sRP ⊕ F.
Clearly F[s] ⊆ RA = RP. For the other direction, we proceed by induction on the
degree of an element of RA; the case of degree 0 being obvious. Assuming the result
for degree < n, we suppose r ∈ RA has degree n where n ≥ 1. Then there exist
f ∈ RA and ξr ∈ F such that r = sf + ξr. By induction, f ∈ F[s]. Hence so is r, and
RA ⊆ F[s]. The uniqueness of such an s is clear.
Theorem 8.22. Suppose A = AutF(Ah). Then
(i) RA = R if A = F[x], and RA = F if A = F[x]⋊ F∗ and |F| =∞.
(ii) RA = F[t], where the polynomial t ∈ R can be taken as follows:
(a) If τP = τ1,G, then t(x) =
∏
ν∈G (x+ ν).
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(b) If τP = τ1,G ⋊ 〈τα,β〉, where α is a primitive ℓth root of unity for some
ℓ > 1, then t(x) =
∏
ν∈G
(
x+ β
α−1 + ν
)ℓ
.
Proof. Assume r ∈ RA and deg r ≥ 1, and let Λ be the set of roots of r in F. Since
every automorphism of the form φf leaves R pointwise fixed, the first part of (i) is
clear. We will assume we have nontrivial automorphisms in τP. For any τ1,ν ∈ τ1,G,
the equality r(x+ ν) = τ1,ν(r) = r(x) implies that µ+ ν ∈ Λ for all µ ∈ Λ. Thus G
acts faithfully on Λ, and roots of r in the same G-orbit have the same multiplicity.
This implies that deg r is divisible by |G|.
In particular, if τP = τ1,G, then we claim that the polynomial s in Lemma 8.21 is
given by s(x) = t(x)− t(0), where t(x) =
∏
ν∈G (x+ ν). Indeed, it is easy to see that
the polynomial t belongs to RA in case (a) of (ii). Moreover, t(x) − t(0) is a monic
polynomial of degree |G| in RA with zero constant term. Since every r ∈ RA \ F has
deg r ≥ |G|, t(x)− t(0) is the polynomial s in Lemma 8.21. Finally, F[t] = F[s] = RA
to give (ii)(a).
In all the remaining possibilities for A = AutF(Ah), coming from Theorem 8.13,
there exists an automorphism of the form τα,β, with (α, β) ∈ P and α 6= 1. Since
deg r ≥ 1, it follows from considering the leading coefficient of r = τα,β(r) that
αdeg r = 1, and thus when r 6∈ F, deg r is at least the multiplicative order of any
α ∈ F∗ with (α, β) ∈ P for some β ∈ F.
Now when A = F[x]⋊F∗ in Theorem 8.13, F∗ is identified with τP = {τα,(1−α)λ |
α ∈ F∗}, where λ ∈ F is the unique root of h. If r ∈ RA with deg r ≥ 1, then by the
previous paragraph deg r is greater than or equal to the multiplicative order of every
α ∈ F∗. If F is infinite, there is no upper bound on the order of elements of F∗, so
no such r can exist. Hence, we have the second part of (i).
Assume now τP = τ1,G ⋊ 〈τα,β〉, where α is a primitive ℓth root of unity for some
ℓ > 1. It can be further assumed that β1−α is not a root of r (if necessary, replace r
by r+1). Recall from the proof of Theorem 8.7 that τ iα,β = ταi, 1−αi
1−α
β
for all i ≥ 0, so
|〈τα,β〉| = ℓ. Since r ∈ R
A, we have r(x) = r(αx+ β) and αµ + β ∈ Λ for all µ ∈ Λ.
Thus, we have an action of 〈τα,β〉 on Λ, defined by τ
i
α,β . µ := α
iµ + 1−α
i
1−α β. Given
our assumption that β1−α /∈ Λ, this is a faithful action. Furthermore, the multiplicity
is constant within each G-orbit. The above shows that deg r is divisible by ℓ.
Finally, note that |G| and ℓ = |τP/τ1,G| are coprime by Remark 8.12. Therefore,
in case (ii)(b) the degree of the polynomial r is divisible by the coprime integers |G|
and ℓ, so deg r ≥ ℓ|G|. Observe that
τα,β
(
x+ β
α−1 + ν
)
= αx+ β + β
α−1 + ν
= αx+ αβ
α−1 + ν = α
(
x+ β
α−1 + α
−1ν
)
.
From Lemma 8.11, we know that αG = G, hence α−1ν ∈ G. Thus the polynomial
t(x) =
∏
ν∈G
(
x+ β
α−1 + ν
)ℓ
in (ii)(b) is invariant under the automorphisms in τ1,G
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and also under τα,β, so t(x) is invariant under A. As above, since deg t = ℓ|G| and
any non-constant r ∈ RA has deg r ≥ ℓ|G|, we deduce that RA = F[t].
8.4 The Center of AutF(Ah)
The explicit description of the automorphism group AutF(Ah) in Theorem 8.7
enables us to determine the center of this group.
Proposition 8.23. Assume deg h ≥ 1. Then the center of A = AutF(Ah) is
Z(A) =
{
φr | r ∈ RZ
}
where RZ =
{
r ∈ R | τζ,ε(r) = ζ
deg h−1r ∀ (ζ, ε) ∈ P
}
.
In particular, Fh′ is a subgroup of Z(A) (under our usual identification of r ∈ F[x]
with the automorphism φr).
Proof. We first argue that the centralizer of the normal subgroup F[x] in A is F[x]
itself, so Z(A) is a subgroup of F[x]. Take ω ∈ A such that ω−1 ◦ φf ◦ ω = φf for all
f ∈ F[x], and write ω = φr ◦ τζ,ε ∈ AutF(Ah) = F[x]⋊ τP. Then by (8.9),
φf = ω
−1 ◦ φf ◦ ω = τ
−1
ζ,ε ◦ φ
−1
r ◦ φf ◦ φr ◦ τζ,ε = τ
−1
ζ,ε ◦ φf ◦ τζ,ε = φf˜ ,
where f˜(x) = ζdeg h−1f(ζ−1(x − ε)). This implies that f(ζx+ ε) = ζdeg h−1f(x) for
all f ∈ F[x]. Setting f = h gives ζdeg h−1h = h(ζx + ε) = ζdeg hh, which implies
ζ = 1. Now set f(x) = x to get x+ ε = x, so ε = 0. It follows that ψ = φr ∈ F[x].
This shows that the centralizer CA(F[x]) ⊆ F[x], and the other containment is trivial,
so we have equality.
Now ω = φr ∈ Z(A) if and only if φr commutes with τζ,ε, for every (ζ, ε) ∈ P.
Equation (8.9) gives that τ−1ζ,ε ◦ φr ◦ τζ,ε = φr˜, where r˜(x) = ζ
deg h−1r(ζ−1(x − ε)).
Thus the condition that φr = τ
−1
ζ,ε ◦ φr ◦ τζ,ε is equivalent to the condition that
r(ζx+ ε) = ζdeg h−1r(x), from which follows the desired result,
Z(A) =
{
φr | r ∈ RZ
}
, where RZ =
{
r ∈ R | τζ,ε(r) = ζ
deg h−1r ∀ (ζ, ε) ∈ P
}
.
Let (ζ, ε) ∈ P. Then, by definition, h(ζx+ ε) = ζdeg hh(x). Taking the derivative
of both sides shows that ζh′(ζx + ε) = ζdeg hh′(x), so h′(ζx + ε) = ζdeg h−1h′(x). If
we multiply both sides of this equation by an arbitrary λ ∈ F, we see that Fh′ ⊆ RZ.
Under our identification of {φf | f ∈ F[x]} with F[x], we have Fh
′ ⊆ Z(A), and Fh′
is clearly a subgroup under addition.
Lemma 8.24. Assume deg h ≥ 1 and RZ 6= {0}, where RZ =
{
r ∈ R | τζ,ε(r) =
ζdeg h−1r ∀ (ζ, ε) ∈ P
}
. Suppose q 6= 0 is the monic polynomial in R = F[x] of
minimal degree such that q ∈ RZ. Then RZ = qR
A.
Proof. If f = qr, where r ∈ RA, then for all (ζ, ε) ∈ P, τζ,ε(r) = r, and we have
τζ,ε(f) = τζ,ε(q)τζ,ε(r) = ζ
deg h−1qr = ζdeg h−1f , so f ∈ RZ.
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For the other containment, assume f ∈ RZ, and use the division algorithm to
write f = qr + g with r, g ∈ F[x] and deg g < deg q. Then for (ζ, ε) ∈ P, we have
τζ,ε(f) = ζ
deg h−1f = ζdeg h−1qτζ,ε(r) + τζ,ε(g),
so that f = qτζ,ε(r) + ζ
−deg h+1τζ,ε(g). Subtracting f = qr + g from this expression
gives 0 = q
(
τζ,ε(r)− r
)
+ ζ−deg h+1τζ,ε(g)− g. Since deg τζ,ε(g) = deg g < deg q, this
forces τζ,ε(r) = r, that is r ∈ R
A, and g = 0 by the minimality of deg q. Thus, we
have f ∈ qRA.
Combining these results with the description of the invariants RA in Theorem
8.22, we obtain the main result of this section – a description of the center of
AutF(Ah).
Theorem 8.25. Assume deg h ≥ 1. Let A = AutF(Ah), the automorphism group of
Ah. The center Z(A) of A is Z(A) = {φr | r ∈ RZ}, where RZ = {r ∈ R | r(ζx+ ε) =
ζdeg h−1r(x) ∀ (ζ, ε) ∈ P}, and Z(A) and RZ are as follows:
(1) If A = F[x], then RZ = R and Z(A) = F[x] = A.
(2) If A = F[x] ⋊ τ1,G, then RZ = R
A = F[t] where t(x) =
∏
ν∈G(x + ν). Hence
Z(A) = {φr | r ∈ F[t]}.
(3) If A = F[x] ⋊ F∗ and |F| = ∞, then h = γ(x − λ)n for some γ ∈ F∗ and
some λ ∈ F, and RZ = (x − λ)
n−1RA = F(x− λ)n−1. Hence Z(A) = {φr | r ∈
F(x− λ)n−1}.
(4) If A = F[x]⋊ τP, where τP = τ1,G⋊ 〈τα,β〉 and α is a primitive ℓth root of unity
for some ℓ > 1, then RZ = qF[t], where
q(x) =
∏
ν∈G
(
x+ β
α−1 + ν
)n
, t(x) =
∏
ν∈G
(
x+ β
α−1 + ν
)ℓ
and 0 ≤ n < ℓ is such that n|G| ≡ deg h − 1mod ℓ. Hence, Z(A) = {φr | r ∈
qF[t]}.
Proof. It will be seen in the course of the proof that in all cases RZ 6= {0}, so
from Lemma 8.24, we know that RZ = qR
A, where q is the monic polynomial of
minimal degree in RZ. Since we have determined R
A in Theorem 8.22, we need to
find the polynomial q. For all (ζ, ε) ∈ P we have from q(ζx+ ε) = ζdeg h−1q(x) that
ζdeg q = ζdeg h−1.
Let’s consider the various cases arising from Theorem 8.13 and Corollary 8.14:
(i) If A = F[x] or A = F[x]⋊ τ1,G, then RZ = R
A = AAh (and q = 1).
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(ii) If A = F[x]⋊F∗, where |F| =∞ and F∗ is identified with the group {τα,(1−α)λ |
α ∈ F∗}, then by the above, αdeg q = αdeg h−1 for all α ∈ F∗, which forces
deg q = deg h− 1. Recall that this case occurs when h(x) = γ(x−λ)n for some
γ ∈ F∗, λ ∈ F, and n ≥ 1. The monic polynomial (x− λ)n−1 has degree equal
to deg h− 1, and it is in RZ. Thus, q(x) = (x−λ)
n−1, and RZ = (x−λ)
n−1RA.
(iii) In all the remaining cases, the group τP is finite. We may assume |τP/τ1,G| =
ℓ > 1 or else we are in case (2). Write τP = τ1,G⋊ 〈τα,β〉 where α is a primitive
ℓth root of 1. Note that ℓ and |G| are coprime by Remark 8.12.
We have shown that RA = F[t] where t(x) =
∏
ν∈G
(
x+ β
α−1 + ν
)ℓ
. Since |G|
is invertible mod ℓ we can find n so 0 ≤ n < ℓ and n|G| ≡ deg h − 1mod ℓ.
Set u(x) =
∏
ν∈G
(
x+ β
α−1 + ν
)n
. Now u(x + ξ) = u(x) for all ξ ∈ G, and
u(αx + β) = αn|G|u(x) = αdeg h−1u(x). These expressions show that u ∈ RZ.
Hence, there exists a polynomial f(t) ∈ F[t] so that u = qf(t). However, since
the degree of t in x is ℓ|G| and the degree of u in x is n|G| and n < ℓ, it must
be that f(t) ∈ F. But since both q and u are monic, this says q = u.
Example 8.26. Assume h(x) = xn for some n ≥ 1. Then by Theorem 8.13, A =
AutF(Ah) = F[x]⋊F
∗, where F∗ is identified with the automorphisms {τα,0 | α ∈ F
∗}.
If F is infinite, the monic polynomial generator of RZ is q(x) = x
n−1 by Theorem
8.25, and according to Theorem 8.22, the invariants are given by RA = F. Thus, in
this case RZ = Fx
n−1 and Z(A) = {φf | f ∈ Fx
n−1}. If |F∗| = ℓ < ∞, then part
(4) of Theorem 8.25 shows that the monic polynomial generator of RZ is q(x) = x
m,
where 0 ≤ m < ℓ and m ≡ n − 1mod ℓ. Now Theorem 8.22 asserts that RA = F[t],
where t(x) = xℓ, thus RZ = x
m
F[xℓ] and Z(A) = {φf | f ∈ x
m
F[xℓ]}.
Remark 8.27. In the case of the Weyl algebra, the center of AutF(A1) is trivial
by [KA, Prop. 3]. However, when h 6∈ F∗, we can have the opposite extreme. For
example, if h = x2(x−1), then P = {(1, 0)}, as any permutation of the roots of h has
to fix 0 and 1 (since they have different multiplicities), and the affine permutations
determined by elements of P can have at most 1 fixed point, except for the identity
map. So AutF(Ah) = F[x] is commutative, and its center is the entire automorphism
group in this case.
8.5 Automorphisms of the Weyl Algebra
In this section we contrast the previous results on automorphisms of Ah for h 6∈ F,
with known results on the automorphisms of the Weyl algebra A1. The Weyl algebra
has more automorphisms because of its high degree of symmetry.
Let SL2(F) denote the special linear group of 2×2 matrices over F of determinant
1. Each matrix S =
( α γ
β ε
)
∈ SL2(F) determines an automorphism ϕS of A1 given by
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x 7→ αx+ βy, y 7→ γx+ εy. (8.28)
The matrix T :=
(
0 1
−1 0
)
∈ SL2(F) corresponds to the automorphism τ := ϕT of
A1 given by x 7→ −y, y 7→ x. And τ
−1 corresponds to the automorphism with
x 7→ y, y 7→ −x. Note that τ2 = −I, τ4 = I, and τ3 = τ−1 =
(
0 −1
1 0
)
.
For each f ∈ F[x], there is an automorphism φf with φf (x) = x and φf (y) = y+f ,
just as for the algebras Ah. However, in the A1 case, observe that(
τ−1 ◦ φ−f ◦ τ
)
(x) = x+ f(y)(
τ−1 ◦ φ−f ◦ τ
)
(y) = y.
Hence, the automorphisms ψf := τ
−1 ◦φ−f ◦ τ for f ∈ F[x] give the analogues of the
maps φf but with the roles of x and y interchanged.
Remark 8.29. Unlike the situation for Ah, with deg h ≥ 1, the subgroup F[x] fails
to be normal in AutF(A1), which can be seen from the above calculation.
The following provide generating sets of automorphisms for AutF(A1). (Compare
[ML] and [S], and see also [KA] for part (iii).)
Theorem 8.30. Each of the following sets gives a generating set for the automor-
phism group AutF(A1):
(i) {φf | f ∈ F[x]} ∪ {ψf | f ∈ F[x]},
(ii) {ϕS | S ∈ SL2(F)} ∪ {φf | f ∈ F[x]},
(iii) {τ, φf | f ∈ F[x]},
(iv) {τ, ψf | f ∈ F[x]}.
8.6 Dixmier’s Conjecture
In [D, Problem 1], Dixmier asked if every algebra endomorphism of the nth Weyl
algebra must be an automorphism when char(F) = 0. This conjecture was shown
to be equivalent to the longstanding Jacobian conjecture (see [T] and [BK]). In
this section, we explore whether monomorphisms for the algebra Ah with deg h ≥ 1
necessarily are automorphisms.
Proposition 8.31. Assume h = xn for some n ≥ 1, and fix k ≥ 1. When
char(F) = p > 0 assume further that p does not divide k. Then there is an alge-
bra monomorphism ηk : Ah → Ah such that ηk(x) = x
k and ηk(yˆ) =
1
k
x(k−1)(n−1)yˆ.
If k ≥ 2, then ηk is not an automorphism.
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Proof. Note that
[ηk(yˆ), ηk(x)] =
[
1
k
x(k−1)(n−1)yˆ, xk
]
= 1
k
x(k−1)(n−1)[yˆ, xk]
= 1
k
x(k−1)(n−1)kxk−1+n = xkn = ηk(x
n),
so there is an endomorphism ηk as stated. This endomorphism is injective because
ηk(x
iyˆj) = 1
kj
xik
(
x(k−1)(n−1)yˆ
)j
= 1
kj
xj(k−1)(n−1)+ik yˆj + lower order terms in yˆ.
The above also shows that im(ηk) ∩ R = ηk(R) = F[x
k]. If k ≥ 2, then x /∈ im(ηk).
Thus ηk fails to be surjective and consequently is not an automorphism.
When char(F) = p > 0, it is known (e.g. Sec. 3.1 of [KA]) that Dixmier’s con-
jecture fails to hold for A1. The next result shows that the analogue of Dixmier’s
conjecture fails to hold for Ah for any h with deg h ≥ 1.
Proposition 8.32. Assume char(F) = p > 0 and deg h ≥ 1. Let c ∈ CAh(x) =
F[x, hpyp]. Then there is an algebra monomorphism κc : Ah → Ah such that κc(yˆ) =
yˆ + c and κc(r) = r for all r ∈ F[x]. If c 6∈ F[x], then κc is not an automorphism of
Ah.
Proof. Note that
[κc(yˆ), κc(x)] = [yˆ + c, x] = [yˆ, x] = h = κc(h),
so κc : Ah → Ah defines an algebra homomorphism. That κc is injective follows from
the fact that (yˆ + c)i = yˆi + b for b ∈
⊕
0≤j<i Ryˆ
j.
Since κc is an algebra monomorphism of Ah, it follows that κc ∈ AutF(Ah) if and
only if κc is surjective. If κc ∈ AutF(Ah), then by Theorem 8.2, κc(yˆ) ∈ F
∗yˆ + F[x].
But since κc(yˆ) = yˆ+ c, which is not in F
∗yˆ+F[x] whenever c 6∈ F[x], it follows that
κc cannot be surjective if c 6∈ F[x].
8.7 Restriction and Extension of Automorphisms
We assume here that there is an embedding of Ag into Af where f, g ∈ F[x]. We
determine when an automorphism of Ag extends to one of Af , and in the opposite
direction, when an automorphism of Af restricts to one of Ag.
Theorem 8.33. Assume deg f ≥ 0, deg g ≥ 1, and g = rf . Regard Ag = 〈x, y˜, 1〉 ⊆
Af = 〈x, y, 1〉 with y˜ = yr.
(i) Suppose that ω = φq ◦ τα,β ∈ AutF(Ag) so that
ω(x) = αx+ β, ω(y˜) = αdeg g−1 (y˜ + q(x)) , and αdeg gg(x) = g(αx + β),
as in Theorem 8.7. Then ω ∈ AutF(Ag) extends to an automorphism of Af if
and only if ω(f) = αdeg ff and q is divisible by r.
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(ii) Suppose that ψ ∈ AutF(Af ). Then ψ restricts to an automorphism of Ag if and
only if ψ(g) = λg for some λ ∈ F∗.
Proof. (i) Suppose that ω = φq ◦ τα,β ∈ AutF(Ag) extends to an automorphism of
Af . Then since ω restricted to F[x] is τα,β, it must be that f(αx + β) = ω(f(x)) =
αdeg ff(x) (compare Theorem 8.2). Applying ω to the equation g = rf , we have
αdeg gg = ω(g) = ω(rf) = ω(r)ω(f) = ω(r)αdeg ff,
and therefore ω(r) = αdeg g−deg fr. Moreover,
αdeg g−1(yr + q) = ω(yr) = ω(y)ω(r) = ω(y)(αdeg g−deg fr). (8.34)
Hence, ω(y) = αdeg f−1y + s for some s ∈ R and q = α1−deg frs, so r divides q.
Conversely, suppose that ω = φq ◦ τα,β ∈ AutF(Ag), ω(f) = α
deg ff , and q is
divisible by r. Write q = rs for some s ∈ R. Since f(αx+β) = ω(f) = αdeg ff(x) and
ω(g) = g(αx+β) = αdeg gg(x), it follows that r(αx+β) = αdeg g−deg fr(x). We claim
that ω agrees with the restriction of the automorphism ϕ = φs ◦ τα,β ∈ AutF(Af )
to the subalgebra Ag. Indeed, ϕ(y) = α
deg f−1(y + s), and ϕ(y˜) = ϕ(y)ϕ(r) =
αdeg f−1(y + s)(αdeg g−deg fr) = αdeg g−1(y˜ + rs) = αdeg g−1(y˜ + q) = ω(y˜). Therefore,
ϕ and ω agree on the generators x, y˜ of Ag, and ω extends to the automorphism ϕ
of Af .
For (ii), assume ψ ∈ AutF(Af ). If ψ restricts to an automorphism of Ag, then by
Theorem 8.2, there is α ∈ F∗ so that ψ(g) = αdeg gg. Conversely, suppose that ψ
satisfies ψ(g) = λg for some λ ∈ F∗. As deg g ≥ 1, it follows from g(ψ(x)) = λg(x)
that there are α ∈ F∗, β ∈ F with ψ(x) = αx + β ∈ Ag, and therefore ψ
−1(x) =
α−1(x−β) ∈ Ag. Then it is easy to conclude that there exist µ ∈ F
∗ and q ∈ F[x] so
that ψ(y) = µy + q. If we apply ψ to the defining relation of Af , we further deduce
that f(αx+ β) = αµf(x), so in fact µ = αdeg f−1 and f(αx+ β) = αdeg ff(x). Then
λg(x) = g(αx + β) implies that λ = αdeg g. From this we deduce that ψ(r(x)) =
r(αx + β) = αdeg g−deg fr(x) = αdeg rr(x). It remains to prove that ψ(y˜) ∈ Ag and
ψ(Ag) ⊇ Ag. Observe that
ψ(y˜) = ψ(y)ψ(r) = (αdeg f−1y + q)(αdeg g−deg fr) = αdeg g−1y˜ + αdeg rrq ∈ Ag.
Now if we let s ∈ F[x] such that s(αx + β) = αdeg rrq, it is straightforward to see
that ψ(α1−deg g(y˜− s)) = y˜, and thus the image of the restriction of ψ to Ag contains
the generators x and y˜.
Proposition 8.35. For 0 6= h ∈ F[x], the subgroup Hh = {ω ∈ AutF(A1) | ω(Ah) =
Ah} is normal in AutF(A1) if and only if h ∈ F
∗.
Proof. That Hh is a subgroup is clear. Suppose ω ∈ Hh is defined by ω(x) = x and
ω(y) = y + x. Recall the automorphism τ ∈ AutF(A1) defined by τ(x) = −y and
τ(y) = x, and observe that τ /∈ Hh. Then
(τ ◦ ω ◦ τ−1)(x) = τ(y + x) = x− y.
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If Hh is normal in AutF(A1), then τ ◦ ω ◦ τ
−1 restricts to an automorphism of Ah,
which is impossible unless h ∈ F∗, since automorphisms of Ah must map F[x] to itself
when h /∈ F∗. The converse is clear, as Hh = AutF(Ah) if h ∈ F
∗.
9 Relationship of the Algebras Ah to
Generalized Weyl Algebras
Given a ring D, an automorphism σ of D, and a central element a ∈ D, the
generalized Weyl algebra D(σ, a) is the ring extension of D generated by u and d,
subject to the relations:
ub = σ(b)u, bd = dσ(b), for all b ∈ D; (9.1)
du = a, ud = σ(a). (9.2)
Generalized Weyl algebras were introduced by Bavula [B], who showed that if D is a
Noetherian F-algebra which is a domain, the automorphism σ is F-linear, and a 6= 0,
then D(σ, a) is a Noetherian domain.
Lemma 9.3. [cf. Lemma 2.2] The following are generalized Weyl algebras over a
polynomial ring D = F[t]:
(i) a quantum plane
(ii) a quantum Weyl algebra
(iii) the polynomial algebra in two variables
(iv) the Weyl algebra.
Proof. Cases (i), (ii), and (iv) follow from Examples 2, 4, and 1, respectively of [BO].
The remaining case can be seen by letting σ be the identity automorphism of D and
a = t, so that D(σ, a) ∼= F[d, u].
In view of Lemma 2.2 and the preceding result, it is natural to inquire whether the
algebras Ah, for h /∈ F, are generalized Weyl algebras. Theorem 9.5 gives an answer
to this question (in the negative) when D is a polynomial ring in one variable.
Lemma 9.4. Assume D is a domain with 0 6= a ∈ D central, and let σ : D→ D be
an automorphism of D. If a 6∈ D×, then the only principal ideal of the generalized
Weyl algebra D(σ, a) containing both u and d is D(σ, a).
Proof. Consider the natural Z-grading on D(σ, a) where the elements of D have
degree 0, d has degree −1 and u has degree 1.
Assume vD(σ, a) is a principal ideal of D(σ, a) generated by v and containing
u. Then, the equation vb = u, for b ∈ D(σ, a), implies that both v and b must be
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homogeneous with respect to the Z-grading. Assume v has degree n < 0. Then we
can write v = cd−n and b = c˜u1−n, for some c, c˜ ∈ D. We have:
u = (cd−n)(c˜u1−n) = (cσn(c˜)d−nu−n)u.
The above equation implies that du = a is a unit in D, which is a contradiction.
Hence, v has degree n ≥ 0. Similarly, assuming that d ∈ vD(σ, a), we conclude that
v has degree n ≤ 0. It follows that if vD(σ, a) contains both u and d, then v ∈ D.
But then the equation vc˜u = u, for c˜ ∈ D, implies that vD(σ, a) = D(σ, a).
Theorem 9.5. Assume h 6∈ F. Then the algebra Ah is not a generalized Weyl algebra
over a polynomial ring in one variable.
Proof. Assume h 6= 0 and Ah ∼= D(σ, a), for D = F[t]. First, notice that a /∈ F,
as otherwise we would have ud = 0 = du, and Ah would not be a domain, or else
u = d−1 and Ah would have nontrivial units. By [RS, Prop. 2.1.1] we need only
consider three possibilities for σ:
(A) σ is the identity automorphism;
(B) σ(t) = t− 1;
(C) σ(t) = ξt, for some ξ ∈ F∗, with ξ 6= 1.
Notice that if σ is the identity then D(σ, a) must be commutative and thus h = 0,
so case (A) above does not occur. Cases (B) and (C) are usually referred to as the
classical and quantum cases, respectively.
Let Frac(Ah) be the skew field of fractions of Ah. By Corollary 4.4, Frac(Ah) is
the (first) Weyl field, i.e., the field of fractions of the Weyl algebra. Thus, it follows
by [RS, Prop. 2.1.1] and [AD1, The´. 3.10] that D(σ, a) must be of classical type, i.e.,
σ(t) = t− 1.
Let the ideal Bh of Ah (resp. J of D(σ, a)) be minimal with the property that
Ah/Bh (resp. D(σ, a)/J) is commutative. Then, by the defining relations of Ah and
the fact that h is normal, we have Bh = hAh. In particular, Bh is a principal ideal,
and it follows that J is also principal. In D(σ, a), the relations u = [t, u] and d = [d, t]
show that u, d ∈ J. But Lemma 9.4 implies that J = D(σ, a), and thus hAh = Ah, so
h ∈ F∗.
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