Abstract
Introduction
Let ( ) 
Where ( ) , G P Q is given by (1.11). 
Where ( ) ( ) , , F P Q and G P Q are given by (1.16) and (1.11) respectively. 
Where ( ) , F P Q is given by (1.16).
Some mean divergence measures and difference of particular mean divergences can be seen in literature (Taneja [21] ), these are as follows.
Root mean square divergence = ( ) Square root mean divergence = ( )
(1.28) 
Where ( ) ( ) , , S P Q and H P Q are given by (1.22) and (1.23) respectively. Some difference of particular divergences can be seen in literature (Taneja [20] ), these are as follows. 
Some basic new relations
All functions involve in (2.1) to (2.5) are convex and normalized, since
Proof:
From (2.1) at m=1, we have to prove that ( ) ( ) ( ) ( ) , , ,
..
respectively.
Proposition 2.3
Let (P, Q)∈Γ n ×Γ n , then we have the following new intra relations.
( ) ( )
, , 
Proof:
Since ( ) 
respectively .
Various new relations on new divergences
In this section, we obtain various new important relations on new divergence measures (1.2) to (1.4) with other standard divergences by taking help of section 2 relations.
Proposition 3.1 Let (P, Q)∈Γ n ×Γ n , then we have the following new inter relations.
(3.12)
Proof: We know that ( ) ( ) ( ) ( ) ( ) ( )
. (3.20) ( ) ( ) ( )
(3.26) By taking (3.13), (3.14) and first part of the relations (2.11), (2.18) and (2.19) together, we get the relation (3.1). By taking (2.10), (3.15), (3.16) and first part of the relations (2.18) and (2.19) together, we get the relation (3.2). By taking (3.17) and fifth, eighth, ninth elements of the proved relation (3.1) together, we get the relation (3.3). By taking (2.9), (3.18) and first part of the relations (2.18) and (2.19) together, we get the relation (3.4). By taking (3.19) and first part of the relations (2.11), (2.18) and (2.19) together, we get the relation (3.5). By taking (3.20) and first part of the relations (2.11), (2.18) and (2.19) together, we get the relation (3.6). By taking (3.21) and first part of the relations (2.11), (2.18) and (2.19) together, we get the relation (3.7).
By taking (3.22) and first part of the relations (2.12), (2.18) and (2.19) together, we get the Proof: Let us consider
f t is convex and normalized function respectively. Now put ( )
, ,
Now, let ( ) ( ) ( ) The result (4.5) is obtained by using (4.4), (4.7), (4.8) and (4.9) in (4.2). 
Numerical illustration
In this section, we give two examples for calculating the divergences ( ) ( ) ( ) Example 5.2 Let P be the binomial probability distribution with parameters (n=10, p=0.7) and Q its approximated Poisson probability distribution with parameter ( 7 np λ = = ), then for the discrete random variable X, we have Hence verified the inequalities (4.5) and (4.10) for p=0.7.
Conclusion
In this work, we derived some new intra relations and new inter relations of divergence measures We also found in our previous article [6] that square root of some particular divergences of Csiszar's class is a metric space, so we strongly believe that divergence measures can be extended to other significant problems of functional analysis and its applications and such investigations are actually in progress because this is also an area worth being investigated. Also we can use divergences in fuzzy mathematics as fuzzy directed divergences and fuzzy entropies which are very useful to find amount of average ambiguity or difficulty in making a decision whether an element belongs to a set or not. Such types of divergences are also very useful to find utility of an event i.e. an event is how much useful compare to other event. We hope that this work will motivate the reader to consider the extensions of divergence measures in information theory, other problems of functional analysis and fuzzy mathematics.
For getting the information divergence measures from Csiszar's f-divergence and Jain's fdivergence, the function must be convex in the interval ( ) 0, ∞ because the function must satisfy certain conditions and probability is always positive. Therefore, we cannot take the concave functions. This is the limitation of this area. 
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