Statistical modeling of data sets by neural-network techniques is offered as an alternative to traditional semi-empirical approaches to global modeling of nuclear properties. There is need for such systematics driven by fundamental investigations of nuclear structure far from stability, conducted at heavy-ion and radioactive-ion beam facilities. There is also great current interest from the perspective of astrophysics and of nuclear technology.
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In this work we evaluate the one and two neutron separation energies based on global models for the masses of nuclides developed with the use of neural networks[l] and compare them with the experimental ones as given by Audi at Atomic Mass Data Center web site [2] , Our work on masses is a continuation of the work reported in ref. [3] . We have used enriched data sets together with a novel training algorithm and various coding schemes to achieve high performance both in learning and prediction. Our performance is comparable to the best of other evaluations of separation energies based on global models for the masses of nuclides (like those of Möller et al. [4] and Pearson et al. [5] that are rooted in conventional Hamiltonian theory), whereas the number of parameters is larger.
Neural network modeling, as well as other statistical strategies based on new algorithms for artificial intelligence, may prove to be a useful asset in the further exploration of nuclear phenomena far from stability.
