The performance and reliability of the Internet depend, in large part, on the operation of the underlying routing protocols. Today's IP routing protocols compute paths based on the network topology and configuration parameters, without regard to the current traffic load on the routers and links. The responsibility for adapting the paths to the prevailing traffic falls to the network operators and management systems. This chapter discusses the modeling and computational challenges of optimizing the tunable parameters, starting with conventional intradomain routing protocols that compute shortest paths as the sum of configurable link weights. Then, we consider the problem of optimizing the interdomain routing policies that control the flow of traffic from one network to another. Optimization based on local search has proven quite effective in grappling with the complexity of the routing protocols and the diversity of the performance objectives, and tools based on local search are in wide use in today's large IP networks.
Introduction
Over the past fifteen years, the Internet has become a critical part of the world's communications infrastructure. The Internet consists of tens of thousands of domains or Autonomous Systems (ASes)-portions of the infrastructure that are each administered by an single institution such as a university, corporation, or Internet Service Provider (ISP). A message sent by one computer typically traverses multiple ASes before reaching its destination, making communication performance depend on the flow of traffic within and between the ASes along the path. In this chapter, we consider the role of optimization in controlling the routing of traffic through the Internet. We explain how the complexity of both the performance objectives and the network routing protocols lead to optimization problems that are not analytically tractable, forcing the use of efficient search techniques to explore a large space of tunable parameters.
Internet Architecture
Messages sent by one computer (say, a Web client) to another computer (say, a Web server) are divided into individual datagrams or packets that flow through the network independently. The decision to base the Internet Protocol (IP) on packet switching has its roots in the early days of the ARPAnet in the late 1960s [1, 2] . In contrast to the traditional circuit switching approach of the telephone network, packet switching acknowledges that data communication is often bursty, with users and applications alternating between periods of high network activity and relative silence. Packet switching has the allure of allowing the links in the network to multiplex traffic across multiple pairs of senders and receivers. While one sender-receiver pair is inactive, another can capitalize on the unclaimed bandwidth by exchanging traffic at a higher rate. However, this flexibility comes at a cost. If too many hosts exchange packets at the same time, the aggregate traffic may overwhelm the link bandwidth, leading to delays in transmitting the data and, ultimately, to lost packets when the buffer feeding the link overflows.
The Internet, then, has a relatively simple best effort service model with no guarantee that a data packet reaches its ultimate destination in a timely fashion. Although many applications (such as electronic mail) can tolerate delay in receiving the data, missing information is often unacceptable. Rather than building reliable, in-order data delivery into IP, the end hosts bear the responsibility of retransmitting lost packets and reconstructing the ordered stream of data at the receiver. These functions are performed by the Transmission Control Protocol (TCP), implemented in the operating system on the end-host computers [3] . In addition, the TCP sender determines the rate of data transmission by monitoring the success (or failure) of sending packets to the receiver. When packets are lost, the sending host decreases the transmission rate to help alleviate the apparent congestion; when packets are successfully delivered, the sending host optimistically increases the sending rate to capitalize on the available bandwidth along the path to the receiver. This decentralized congestion control scheme ensures a form of fair sharing of the bandwidth of the links amongst the competing pairs of senders and receivers.
However, transport protocols like TCP do not ensure that the network operates efficiently. For example, one link may be heavily congested while other links in the network remain lightly loaded. Or, a voice-over-IP (VoIP) call may traverse a long path with high propagation delay when a low-latency path is available.
The responsibility of selecting the path a packet follows through the network falls to the routing protocols implemented by the individual routers in the network. Rather than using hard-wired tables to forward the packets, the routers exchange control messages with each other to compute the paths through the network in a distributed fashion. The distributed approach allows a collection of routers to adapt automatically to changes in the network topology. This makes IP networks robust in the presence of link and router failures, and easily accommodates the deployment of new equipment as the network grows. However, the routing protocols deployed in most IP networks do not incorporate information about network load and performance into the selection of the paths. Left to their own devices, the routers continue to forward packets over heavily- Early forays into delay-based routing protocols led to concerns about the stability of adaptive routing in packet-switched networks. Under load-sensitive routing, the forwarding of data packets would take place on the same small timescale as the delivery of information about the prevailing load on the individual links.
Initial experiences in the ARPAnet suggested that acting on out-of-date information about link load causes routers to direct traffic to seemingly underutilized links, leading to congestion that ultimately forces the routers to switch to other paths. Despite some proposals that try to prevent these kinds of oscillation [4] , the conventional IP routing protocols adapt only to changes in the network topology and router configuration.
While research and standards work continued (and still continues) on more flexible routing protocols [5, 6] , practitioners needed an effective way to influence the flow of traffic through their networks. Fortunately, the IP routing protocols have various tunable parameters that the network operators can adjust to change the paths the routers use to forward data packets. For example, the operator can tune the integer link weights the routers use to compute shortest paths for carrying the data traffic, as shown in Figure 1 . However, identifying a good setting of these parameters in a large network is challenging for a human operator, setting the stage for the application of optimization techniques.
Optimization of IP Routing
As an alternative to having the distributed routing protocols adapt to the prevailing traffic, the network operators or automated management systems can modify the configuration of the "static" parameters that drive the operation of the routing protocols [7] . This leads to the "control loop" shown in Figure 2 , where mea- to the tunable parameters. The measurements capture the offered load on the network as well as the current topology, whereas the model predicts the outcome of the distributed path-selection process running on the routers for a given setting of the configurable parameters. This allows the use of optimization techniques for identifying parameter settings that satisfy the network's performance goals. Once good values have been identified, the human operator or automated system can contact the routers to change the configuration of the tunable parameters. Then, the routers collectively act on the new parameter values to compute new paths for forwarding data packets through the network, as predicted by the model. Figure 2 has several advantages over extending the routing protocols to adapt automatically to the traffic. First, a network can continue to use the conventional IP routing protocols, rather than deploying or enabling new (potentially complex) protocols that adapt automatically to the prevailing traffic.
The approach in
Second, the network avoids the protocol oscillations that can arise when routers react to locally-constructed (potentially out-of-date) views of the prevailing traffic. Instead, routing changes are carefully planned based on an accurate, network-wide view of the traffic and topology. Third, the routers do not need to maintain statistics about the load on the individual links, disseminate this information throughout the network, or recompute paths as this information changes; avoiding these operations reduces the bandwidth and computational demands on the routers. Fourth, and perhaps most importantly, the selection of routing parameters can depend on a wide variety of performance and reliability constraints that may be difficult to incorporate in a distributed routing protocol. These constraints, and the optimization techniques for satisfying them, can continue to evolve over time.
Despite these compelling advantages, the resulting optimization problem is difficult to solve because of the complexity of the underlying routing protocols and the diversity of the network objectives. The conventional IP routing protocols were not designed with optimization in mind, and the optimization of the tunable parameters is computationally difficult even for the simplest of metrics (e.g., such as minimizing the maximum link utilization) [8] . The parameter space is quite large, and small changes in the value of a parameter can lead to significant differences in the flow of traffic through the network. In the core the Internet, routing changes in a single AS may affect how traffic leaves that network and enters the next AS along the path to the destination [9] . This introduces additional complexity in modeling the effects of changes to the configurable parameters. Finally, the optimization problem needs to consider numerous objectives, such as link load, propagation delay, and hop count. More complex metrics come in to play as well [10] , such as the desire to limit the total traffic directed to each neighboring AS or the frequency of configuration changes as the traffic fluctuates over time. The optimization process may also need to account for the effects of equipment failures and planned maintenance on the suitability of the parameter settings; in addition, multiple routers or links may fail or recover together if they have shared risks, such as a common power supply or optical amplifier.
These practical challenges make it difficult (and frequently impossible) to derive analytical solutions to the optimization problem. Instead, solving the optimization problem depends on having efficient models of the routing protocols and effective ways to explore large parts of the parameter space. To reduce the computational overhead, the "what if" models should not simulate the detailed operation of the routing protocols over time as the routers exchange hypothetical control messages. Instead, the models should determine the outcome of the routing protocols-the paths the routers would ultimately select for carrying the traffic. In addition, the optimization process should not require recomputing these outcomes from scratch for each candidate setting of the tunable parameters; instead, incremental algorithms should be used to minimize the computational overhead for exploring the search space. Finally, experimental results on real input data should be used to drive heuristics that limit the search space, in terms of the number of parameters and the range of their values.
In the next section, we explore these principles in the context of optimizing routing inside a single AS, based on conventional shortest-path routing protocols with tunable edge weights. This problem has been studied widely over the past several years and the solutions have been incorporated in management tools used in many operational IP networks [9, 11, 12] . Next, we describe how to extend the routing model to accurately capture the operation of large backbone networks that have multiple egress points for directing traffic toward each destination. Then, we explore the role of optimization in tuning the interdomain routing policies that control how traffic flows between ASes. In the conclusion, we briefly discuss recent research work on designing distributed routing protocols that are easier to tune as well as centralized approaches for directly computing routes on behalf of the operational routers.
Shortest-Path Routing in a Single Network
Many Autonomous Systems (ASes) run routing protocols such as Open Shortest Path First (OSPF) [13] or Intermediate System-Intermediate System (IS-IS) [14] that compute shortest paths based on configurable link weights. In this section, we formulate an optimization problem for selecting the link weights based on the network topology, traffic matrix, and an objective function. On the surface, tuning a single integer weight on each link may not seem flexible enough to satisfy diverse performance objectives. Yet, experimental results suggest that it is possible to achieve near-optimal routing for real topologies and traffic matrices.
Although the optimization problem is NP-hard, local search techniques are surprisingly effective in finding good solutions and easily support diverse performance objectives and operational constraints.
Formulating the Optimization Problem
In conventional intradomain routing protocols, each router is configured with a static integer weight on each of its outgoing links, as shown in Figure 1 . The routers flood the link weights throughout the network and compute shortest paths as the sum of the weights. Each router uses this information to construct a table that drives the forwarding of each IP packet to the next hop in its path to the destination. These protocols view the network inside an AS as a graph G(R, L) where each router is a node r ∈ R and each directed edge is a link ∈ L between two routers. Each unidirectional link has a fixed capacity c , as well as a configurable weight w . The outcome of the shortest-path computation can be represented as the proportion P i,j, of the traffic from router i to router j that traverses the link . In the simplest case, the network has a single shortest path from i to j, resulting in P i,j, = 1 for all links along the path, and P i,j, = 0 for the remaining links. More generally, the network may split traffic along multiple shortest paths, resulting in
For example, an OSPF or IS-IS router typically splits traffic evenly along one or more outgoing links along The selection of the link weights {w } should depend on the offered traffic, as captured by a matrix M i,j that represents the rate of traffic entering at router i that is destined to router j. The traffic matrix can be computed based on traffic measurements [15] [16] [17] or may represent explicit subscriptions or reservations from users. Given the traffic matrix M i,j and link weights w , the volume of traffic on each link is Even for these simple objective functions, the problem of optimizing the link weights {w } is NPhard [18] [19] [20] . The computational challenge arises because of the limited control over the splitting of traffic over multiple shortest path routes. If a router could split traffic over multiple outgoing links in arbitrary proportions, the optimization problem would be much simpler-allowing the use of multicommodity-flow solutions [21] . However, the routers themselves do not compute paths based on any information about the traffic matrix or the link loads, leaving them no basis for determining the appropriate "splits" of traffic over the shortest paths. In addition to the NP-hard optimization problem, the limitations on path splitting make it difficult for an optimal setting of the link weights (if known) to approximate the efficiency of a multicommodity-flow solution with the same topology and traffic matrix. In fact, the performance gap, as measured by the objective function, between an optimal setting of the link weights and a multicommodityflow solution can be arbitrarily high in the worst case [8, 18] . Fortunately, real network topologies and traffic matrices have much smaller performance gaps between the two kinds of routing [8] ; in practice, the performance differences are nearly indistinguishable.
Using Search Algorithms
The computational complexity of the optimization problem and the desire to support diverse objective functions limit the options for how to solve the optimization problem. Local-search techniques [22] are an attractive way to find a good setting of the link weights subject to an arbitrary objective function. Each iteration of the search evaluates a candidate solution (i.e., an assignment of the weights w ) and sets the stage for exploring a neighborhood of solutions by changing one, or a few, link weights. Although the search could focus exclusively on neighbors that reduce the value of the objective function, this approach runs the risk of falling in to a local minimum that is much worse than the optimal solution. Instead, the search should consider steps that move away from better solutions, while taking care to avoid repeated evaluation of the same setting of the link weights. For example, tabu search and simulated annealing can generate non-improving moves, and hashing the solutions as they are evaluated can prevent the algorithm for considering the same scenario twice [19] .
Each iteration of the local search requires computing the all-pairs shortest paths-the shortest path(s)
between each pair of routers-for a single setting of the link weights. In the worst case, this requires running Dijkstra's shortest-path algorithm on the weighted graph to determine the routes P i,j, , computing the total traffic i,j M i,j P i,j, on each link , and evaluating the objective function. For a large network with |R| nodes and |L| edges, the computational overhead can be quite high. Fortunately, the local-search algorithm does not need to compute these quantities from scratch in each iteration. For example, if each iteration of the local search considers a change to a single link weight, incremental graph algorithms can be used to quickly determine the changes in the paths, link loads, and objective function. The search can often start with a reasonable setting of the link weights taken from the existing network; often, changing one or two link weights is sufficient to achieve near-optimal performance. In addition, selecting link weights from a small number of distinct values is an effective way to substantially reduce the search space without much reduction in the quality of the solution.
Studies of various search techniques have shown that it is possible to find near-optimal settings of the link weights on graphs with hundreds of nodes in a reasonable amount of time [8, 23, 24] . In addition, a good setting of the link weights performs almost as well as the theoretical upper bound from solving the multi-commodity flow problem, which assumes greater flexibility in routing the traffic than the shortest-path routing algorithms permit. In practice, the performance gap between a good weight setting and the multicommodity flow solution is especially small for real network topologies, which typically have a relatively low diameter and a narrow range of link capacities. Although performing the local search is computationally inexpensive for small graphs, identifying good weight settings in larger graphs may argue for an alternate approach. A promising alternative is a two-phase algorithm where the first phase allocates each traffic matrix element to a single path and the second phase tries to find a setting of the link weights that can achieve these paths [25] .
Incorporating Practical Constraints
Using local search to optimize the link weights provides enormous flexibility in addressing the many practical constraints on setting the link weights in operational networks. In particular, minimizing the number and frequency of weight changes is very important to avoid disrupting the network. When a link weight changes, the new information is flooded throughout the network and the routers recompute their shortest paths. During this convergence period, the routers in the network do not have a consistent view of the shortest-path routes for some destinations; in the meantime, packets may be lost or experience long delays. Although recent work has brought the convergence times down considerably [26] , delays of several seconds are not uncommon. As such, operators do not change the link weights unless the current routing configuration is causing performance problems.
Robustness to variations in the traffic matrix:
The setting of the link weights should not be sensitive to small variations in the traffic matrix M . Existing techniques for measuring or inferring the traffic matrix [15] [16] [17] have limitations on their accuracy, and the traffic matrix itself fluctuates over time. The simplest way to allow for uncertainty would be to increase the elements M i,j of the traffic matrix by some target amount.
More generally, the local search algorithm could evaluate a candidate setting of the link weights over a set of traffic matrices, favoring a solution that performs well for each traffic matrix over one that performs best for one at the expense of the others. This approach is extremely effective for selecting link weights that accommodate diurnal cycles in the traffic, allowing network operators to have a single assignment of link weights for both daytime and nighttime traffic [10] . In fact, recent work [27] shows that it is possible to find routing solutions that perform well independently of the traffic matrix, or across an extremely wide range of traffic demands.
Surviving equipment failures and planned maintenance: Ideally, the assignment of the link weights would be robust to common network disruptions, such as single-link failures. When a link fails, the information is flooded throughout the network and the routers compute new shortest paths over the remaining edges.
Preventing congestion after a failure could require the local search algorithm to evaluate a candidate setting of the link weights under each failure scenario [28] . However, evaluating the weights under all failures is computationally prohibitive in large network settings. Fortunately, it is possible to identify and evaluate a much smaller set of critical scenarios [29] . In practice, link weights that perform well on the original network topology continue to perform well after most single-link failures. However, for a few failure scenarios, the link weights may need to change to avoid congestion. Fortunately, changing one or two link weights is typically sufficient to alleviate the congestion. As a proactive measure, the necessary weight changes could be computed in advance of any link failure and stored by the network management system. These same precomputed weight changes are extremely useful when network operators must intentionally "fail" a link in order to fix or upgrade the equipment; in this case, the weight changes can be made in advance, before disabling the equipment for maintenance.
Supporting diverse constraints on path preferences: When there are multiple shortest paths between two routers, the routers along the paths split the traffic over multiple outgoing links-a practice known as equal-cost multi-path routing. Rather than alternating between these links at the packet level, routers typically attempt to forward packets for the same source-destination pair along a single path; this reduces the likelihood that packets from the same TCP connection arrive out-of-order at the receiver. Load-balancing is typically achieved by performing a hash function on the source and destination IP addresses of each packet; the value of the hash function determines which outgoing link should carry the packet. As a result, ties introduce uncertainty in the exact distribution of the traffic over the links; with two outgoing links, the traffic does not necessarily divide exactly in half. The local search can easily account for the effects of uncertainty by penalizing solutions that have ties (e.g., by setting P i,j, to 0.6 rather than 0.5, implicitly assuming that both links must carry 60% of the original traffic load). On the other hand, having multiple shortest paths is advantageous in some settings. In particular, if one of the two links fails, the other shortest path still remains-allowing the network to converge more quickly, causing fewer packet losses and delays [30] . The local search algorithm can easily bias toward solutions with a larger number of ties by including the number of ties in the objective function.
More generally, the use of local search allows the objective function itself to change over time as different metrics reign in importance. For example, for best-effort Internet traffic, minimizing the maximum link utilization (or the sum of f () over all links) is a very effective way to maximize TCP throughput. Yet, the situation is completely different when interactive applications such as Voice-over-IP (VoIP) and video games enter the picture. For these applications, keeping propagation delay low (e.g., below 100 msec) is crucial, and disruptions during routing protocol convergence must be avoided by reducing the frequency of routing changes and by picking solutions that have multiple shortest paths. The underlying machinery of local search is extremely flexible for incorporating complex metrics and changing their importance in evaluating candidate settings to the link weights.
Early-Exit Routing in Large Backbone Networks
The vast majority of Internet traffic must traverse multiple Autonomous Systems (ASes) on the way to the destination. Whereas the previous section focused on a single network in isolation, this section considers the additional challenges faced by transit ASes (such as large Internet Service Providers) that connect to other networks in the Internet. Optimizing the link weights in these networks requires a more complex model that captures the effects of early-exit routing, as well as optimization metrics that favor solutions that avoid shifting traffic from one exit point to another.
Destinations With Multiple Egress Points
Although many networks are largely self-contained, transit providers connect to numerous other networks at multiple geographic locations. For example, in Figure 4 , AS A allows a customer network (such as a company or university campus) connected to router i to reach destinations (such as Web servers) in ASes B and C. Large transit ASes often peer with each other in multiple locations to improve reliability and At a high level, the two interdomain paths are largely equivalent-for example, both paths traverse the same number of ASes (and, in fact, the same AS) en route to the destination. When a router has two "equally good" interdomain routes to a destination, the BGP routing decision depends on the cost of the intradomain path to each egress router. For example, router i would direct traffic destined to d B via router j, since the intradomain path of cost 10 to router j is shorter than the path of cost 20 to router k. The common practice of early-exit or hot-potato routing tries to minimize the use of internal network resources by shuttling the traffic to a neighboring AS as early as possible. In fact, AS B would perform early-exit routing in the reverse direction, for the traffic from d B to the customer in AS A's network, leading to the asymmetric routing where traffic from the customer leaves AS A via router j and traffic to the customer enters via router k. Given the many destinations spread throughout the Internet, a transit AS would have to choose between multiple egress points for a large portion of the destinations, making it crucial to capture the effects of early-exit routing on the flow of traffic.
Modeling the Effects of Early-Exit Routing
Optimizing the intradomain link weights requires several extensions to the model presented earlier in Section 2 [9, 31] :
• Egress links connecting to neighboring domains: The graph G(R, L) needs to include the external links that connect to routers in neighboring ASes. The objective function should consider the traffic load u on these links when evaluating candidate settings of the weights on the internal links.
• are not real, the objective function does not need to consider the traffic load imparted on these links.
• Offered traffic from ingress points to destinations: Since the setting of the link weights affects how a router selects an egress point, the traffic matrix is not an appropriate representation of the offered traffic. Instead, the traffic demand v i,d of load from ingress point i to destination d is the correct abstraction [15] .
• On the surface, the extended model seems much more complicated than the model in Section 2. For example, the routers in large backbone networks typically have routes for more than 150,000 distinct destinations (blocks of contiguous IP addresses). In addition, a network with n edge routers could conceivably have 2 n unique sets of egress routers, and even more sets of egress links. In practice, though, many destinations have the same set of egress routers, and the number of distinct egress sets is much smaller than 2 n [32] . For example, a neighboring AS typically advertises comparable BGP routing information over all of its peering links, resulting in a single egress set for of these destinations. In essence, the optimization process can treat the group of related destinations as a single destination d with one larger traffic demand
per ingress point. This reduces the complexity of evaluating a candidate setting of the link weights. In addition, as in Section 2, the size of the search space can be reduced substantially by exploring incremental changes to the link weights, a small set of unique weight values, and so forth.
Avoiding Changes in the Chosen Egress Point
In a transit network with early-exit routing, a change in the link weights can affect where traffic leaves the network. In Figure 4 , ingress router i initially directs traffic via egress point j with the smaller intradomain path cost of 10. However, a link failure could increase the cost to reach j from 10 to 21, making egress point k the closer egress point with a path cost of 20. Hence, when the failure occurs, router i would shift all traffic destined to d from egress point j to egress point k. In practice, small internal changes, due to a link failure or a weight change, can cause a router to shift the routes for tens of thousands of destinations at once [33] . This, in turn, can dramatically affect the flow of traffic in the network, and the offered load on the neighboring domain, resulting in serious congestion. To avoid these undesirable disruptions, these effects should be taken into account when designing the topology or planning changes to the network.
For example, in Figure 4 the router i selects the egress point j (with a path cost of 10) over egress point k (with a path cost of 20) to direct traffic toward d B . However, if the left link from router i needs to be disabled temporarily for maintenance purposes, the path cost to j would increase to 21 (= 10 + 6 + 5), making k the closer egress point. This would cause i to change its routing decision and direct traffic via router k. The routing change can be avoided by changing the weight of the middle link from 6 to 4 before the maintenance activity; this ensures that the path to i has cost 19-smaller than the cost to k. The goal of avoiding unnecessary early-exit routing changes leads to a new optimization problem to identify changes to the existing link weights that would allow a link (or router) to be removed from the network with the minimal disruption to the existing traffic. More generally, network operators can use models of early-exit routing to identify particular links and routers which would cause large disruptions when they fail [31] . Optimizing the link weights to minimize the likelihood of such disruptions across a set of failure scenarios is useful for avoiding the performance problems that arise when unexpected early-exit routing changes occur.
Interdomain Routing Policies
The flow of traffic through a transit network depends on the BGP routes advertised by neighboring ASes, as well as the local policies configured on the individual routers. In this section, we consider how tuning the BGP policies influences the forwarding of data traffic. Next, we describe how to extend the routing model from the previous section to capture the role of routing policies. Then, we discuss approaches to exploring the very large search space of BGP policy configurations, as well as fundamental limitations on the ability of models to predict the load on the links in an AS.
BGP Policies Influencing the Path-Selection Process
In the simplest case, the routers in an AS select BGP routes with the shortest AS path, breaking ties based on the proximity of the egress points. More generally, a router can be configured to apply a policy that assigns a local preference to a route, to select one route over another with a shorter AS path or closer egress point. Today's routers provide an extremely flexible "programming language" for specifying rules for assigning the local-preference attribute. For example, the policies may differentiate between routes learned from different neighboring ASes, based on the commercial relationship. In transit networks, the common practice is to assign a higher preference to BGP routes learned from customers than to routes learned from upstream providers, to ensure that data traffic traverses neighbors that are paying customers, even if the path through the provider is shorter [34, 35] , as shown in Figure 5 . Similarly, a network may assign a lower local preference to BGP routes learned over low-bandwidth links that exist only to provide backup service [36] , to ensure that data traffic traverses the high-bandwidth primary links except when they have failed.
In addition to assigning preferences based on the relationship with the neighboring AS, operators configure policies to influence the load on the network links [32, 37, 38] . For example, suppose an AS learns BGP routes to a destination from two upstream providers. By assigning a lower local preference to one route, the AS decides to direct traffic via the route learned from the other provider. Careful assignment of local preference over the range of destinations is helpful in balancing the load on the two links. In some cases, one provider might charge a higher price for sending traffic, or generally have poorer performance. To 
Modeling the Effects on the Flow of Traffic
Capturing the effects of routing policies requires extensions to the model presented earlier in Section 3 [39] .
By changing how the local-preference attribute is set, tuning the BGP policies affects how a router at the periphery of the network selects a best route. This, in turn, affects the egress set for each destination address block (or prefix). Modeling the influence of BGP policies on the flow of traffic requires:
• BGP-learned routes from neighbor ASes: The input data for the computation is the set of BGPlearned routes from neighboring ASes. In practice, the BGP-learned routes can be captured by "dumping" the BGP routing table at each router, or monitoring the BGP routes as they are advertised by the neighbors.
• Specification of routing policies: A BGP routing policy is a sequence of clauses, where each clause specifies a set of routes (e.g., based on the destination prefix or the elements in the AS path) and assigns a local-preference value to the matching routes. For example, a policy might assign a local preference of 100 to all routes with AS "1234" as the second hop, and 90 to all others.
• Model of BGP path selection: Computing the egress set requires applying the policies to the BGP routes learned from neighboring demands, and then selecting the "best" of the modified paths. In particular, the model should select routes with the highest local preference and, among those, the routes with the shortest AS path length. Ultimately, each router would select the route with the "closest" egress point.
• Offered traffic from ingress points to destination: As in Section 3, estimating the flow of traffic requires overlaying the traffic demands v i,d on top of the paths through the AS to reach the chosen egress point for each ingress point and destination prefix.
With an accurate view of the BGP-learned routes and the traffic demands, an optimization tool can conduct a local search over possible changes to the routing policies and evaluate the influence on the flow of traffic through the network.
Limiting the Search Space
The significant flexibility in specifying BGP routing policies, coupled with the large number of destination prefixes, makes the search space extremely large-far too big to explore exhaustively. Fortunately, heuristics are helpful for limiting the overhead of the optimization process [32] :
• Exploring incremental policy changes: As in Section 2, the local search can explore incremental changes to the router configuration, rather than considering all possible policies from scratch. For example, the optimization could, on noting that one edge link is congested, focus on modifying the policy in this one location to assign a smaller local preference to the BGP routes for some destinations.
This approach not only limits the search space but also reduces the overhead of evaluating the effects of the configuration change, since the optimization tool need only consider the traffic demands that move to new egress points.
• Focusing only on popular destination prefixes: A typical IP backbone network has BGP routes for more than 150,000 destination address blocks. In practice, the vast majority of these destinations contribute receive only a small fraction of the traffic [40] . Changing the local-preference values for a small handful of popular destination prefixes would move a significant amount of traffic from one egress point to the other, while minimizing the number of routing changes and reducing the localsearch overhead. In addition, these popular destinations tend to have more stable candidate BGP • Focusing on groups of destination address blocks: In practice, a network has the same (or similar)
BGP routing options for multiple destination prefixes. For example, a large customer may have a dozen blocks of addresses that are advertised exactly the same way, at the same locations in the network. Specifying routing policies that match on the group of destinations (say, by matching on common aspects of their AS paths) reduces the search space, and also makes the routing in the network less sensitive to small changes in other route attributes. In addition, groups of destinations tends to have a more stable, aggregate traffic volume, making the predictions of the traffic load in the network more accurate.
A combination of these three techniques substantially reduces the overhead of exploring the search space and tends to favor robust solutions.
However, in some cases, the impact of a BGP policy change may be hard to predict because of side effects on neighboring domains [32] . In the example in To prevent the effects of routing changes from propagating to neighboring domains, the optimization tool should, whenever possible, achieve the load-balancing goals by adjusting routing policies for destinations for which every potential best route has the same AS path. In practice, an AS would have many such 
Conclusion
IP routing protocols have tunable parameters that operators can set to control the flow of traffic through their networks. Optimization based on local-search techniques plays an important role in adapting these parameters to the prevailing network conditions. In this chapter, we considered three variants of the optimization problem, with increasing complexity:
1. When each destination connects to the network at a single location, the optimization problem consists of setting the link weights that drive how the routers direct traffic on shortest paths. The inputs to the optimization problem are the traffic matrix and the capacitated network topology.
2. When some destinations are reachable via multiple egress points, the optimization problem becomes more complicated. Instead of the traffic matrix, the offered load is represented as a set of traffic demands-the volume of traffic entering at a certain router and traveling to a particular destination.
The optimization problem must also consider the set of egress points for each destination prefix.
3. In addition to selecting the link weights, the optimization problem can consider changes to the BGP policies that determine the set of egress points for each destination prefix. To determine the egress set, the optimization must consider how the configurable routing policies assign the local-preference attribute of the BGP routes learned from neighboring domains.
For each optimization problem, local-search techniques are effective in finding good solutions that support diverse performance objectives and operational constraints.
Still, the optimization problems are computationally challenging, often requiring heuristics for limiting the size of the search space. Arguably, the underlying routing protocols were not designed with optimization in mind. Just as an understanding of the routing protocols leads to interesting optimization problems, a deeper understanding of optimization techniques could lead to better routing architectures. Initial forays into redesigning IP routing with optimization in mind include:
• Routing protocols with simpler optimization problems: Optimizing the link weights in a shortestpath routing protocol is an NP-hard problem, as discussed in Section 2. The work in [42] considers a simple variant of OSPF and IS-IS routing, where the routers forward traffic on paths in inverse proportion to the sum of the weights, rather than sending all traffic on shortest paths. This small change leads to an optimization problem that can be solved in polynomial time for simple objective functions, as well as a protocol that has smaller reactions to small changes in the path costs.
• Explicit negotiation between neighboring domains: When a configuration change causes a router to direct traffic to a different egress point, the neighboring domain starts receiving traffic at a different ingress point. Rather than make configuration changes independently, neighboring ASes could coordinate their activities to find mutually beneficial ways to direct the traffic that traverses both domains [43, 44] . However, this approach depends on having an effective way to satisfy the objectives of both ASes, while ensuring that neither domain has an incentive to provide misleading information to the other.
• Logically-centralized control over path selection: The routing protocols in today's IP networks were designed, first and foremost, to be implemented in a distributed fashion. More recently, the in-creasing capabilities of computers makes it possible to select the paths for a large collection of routers in a separate platform with a network-wide view of the topology and traffic [45] [46] [47] . Rather than emulating today's distributed protocols, these platforms could define new frameworks for computing paths in a logically-centralized fashion to satisfy network engineering goals directly.
Designing new IP routing architectures that are more amenable to optimization is a promising avenue for future research.
