Abstract
Introduction
Recently, predictions on dengue outbreak become very important. With prediction, government and health departments may provide plans and arrange early intervention programs including campaigns to those susceptible groups of communities before an serology and virology capability, it is basically a passive system and has little predictive capability [1] .
Many researches that had been conducted before had proven a strong relation between past dengue cases, climate factor and environment factors to the spread of dengue outbreak ( [2] and [3] ). Various factors such as dengue fever prevalence, population distribution and meteorological factor like rainfall are important in determining the mosquito survival and reproduction [2] . The increased incidence may first occur in regions bordering endemic zones in latitude or altitude. Endemic locations may be at higher risk from hemorrhagic dengue if transmission intensity increases [3] . outbreak occurs. In Malaysia, despite having a good laboratory based surveillance system, with both Many experiments had compared the results of using both Neural Network and Regression for modeling and predicting system. Previous studies on prediction proved that both of these models have the advantages and disadvantages. Most papers concluded that the used of neural network model produced data predictions more accurate or at least comparable to regression.
In term of application, regression model is mostly implied to predict disease outbreak over the other prediction models ( [4] and [5] ). Nevertheless, [6] found that NNM has biggest potential within general purpose control and able to model a wide class of option in many applications. Furthermore, there are some theoretical advantages comparing a predictive neural network model over regression model. One such advantage is that NNM allows the inclusion of a large number of variables. Another advantage of the NNM approach is that there are not many assumptions that need to be verified before the models can be constructed [7] . Therefore, four Architectures; Architecture I involved only dengue data cases data, Architecture II involved combination of dengue cases data and rainfall data, Architecture III involved dengue cases data in proximity location and Architecture IV involved the combination of all criterion were developed in this study by using NN and RM.
Data and implementation model

Neural network model
The NNM used was a three layer (one hidden layer, an input and an output layer) backpropagation model. Four architectures (Architecture I, II, III and IV) and varied parameters are built as shown in Table 1 and Table 2 .
The numbers of neurons in the hidden layers for each of models were varied and the corresponding results examined. Networks with the number of hidden nodes being equal to the number of input nodes are reported to have better forecasting results in several studies [8] . The number of hidden nodes can be determined by the formula 2n+1, where n is the number of input nodes [9] .
Through the literature, the number of hidden layers must be adjusted until it shows the best result. However, one hidden layer would give the best result, as the uses of more than one hidden layer will result in the addition of parameter number [10] .
The next attempt was to monitor the effect of momentum and learning rate on the models. As the learning rate and the momentum can take on any value between 0 and 1, it is actually impossible to do an exhaustive search to find the best combinations of these training parameters [8] . Only selected values are considered by the researchers. The models were thus tested by varying their values. The momentum and learning rate were varied from 0.5, 0.7 and 0.9.
The final experiment was experiment the use of Gaussian function with the standard sigmoid (logistic) function as the threshold activation function in the neurons. The models were run with each function and their corresponding results recorded. 
Nonlinear regression model
Architecture IV in Klang had the high R² value of regression coefficients with 0.592, which indicated high association of the regression coefficients with variances in the predictor values. All these evidences showed a strong relationship between the predictor variables (dengue cases data, rainfall data and proximity location of dengue cases data) and the predicted variable for Architecture IV compared with other architecture.
The results of analysis of variance (ANOVA) of the architectures also supported strong relationships in the architecture (Table 3 ). The F value of regression were 20.4478 and these high F value indicated a great significance (α = 0.000) for architecture in rejecting the null hypothesis (H0) that every coefficient of the predictor variables in the architecture was zero and the mean square error (MSE) is 26.054.
The coefficients of all predictor variables and the intercept of the architecture are listed in Table 4 . According to these coefficients, the nonlinear regression models are built as in equation 1 by using equation third order polynomial. 
Comparison result of neural network and nonlinear regression model
Based on the experiment, the comparison of prediction performance in Klang is done and this give the best result compared to other location. Figure 1 and Figure 2 show the comparison of target output and predicted output for dengue cases using Neural Network Model and Nonlinear Regression Model.
The performance of overall architecture was analyzed and the results showed that the MSE for architectures IV by using NNM better compared to NLRM. The best structure of architecture IV for NNM (Klang) are 12 input, four output, one hidden layer, 25 hidden nodes, 0.9 of learning rate, 0.9 of momentum rate and using sigmoid activation function with MSE 0.0278 and NLRM with MSE 26.054.
It is obviously shows that Neural Network Model produces the better prediction on dengue cases for both locations compared to Nonlinear Regression Model. It is occur because Neural Network Model is like one of the neural network algorithm with global learning features where if more data features are present in network learning therefore the prediction is become better. 
Discussion and conclusion
The findings of this experiment also suggest that the best number of neurons in the hidden layer should be 2n+1, where n is the number of input. The danger of having too many neurons in the hidden layer is that the model may curve fit the test set thus failing to generalize as it uses the additional neurons to build input-specific relationships. The additional neurons also result in exponential increase in training time.
The results of the learning and momentum rate are related but their relationship is still not clear. The results suggest an adaptive learning and momentum rate of 0.9 and 0.5 respectively being the most appropriate. High learning rate tended to deteriorate in the larger network. The learning network provided a balance result in terms of convergence speed, stability and accuracy. Meanwhile high momentum values speed up the learning process by converging quickly to an optimal result but quickly deteriorate once it reaches the minimum. Low momentum values on the other hand result in very slow convergence especially in the larger networks.
In constructing the prediction regression model, forecaster needs to look at quite a few alternative specifications during the model formulation and later on decide the final model that will fit the historical data well. Some model is said to be miss-specified if it fails to meet some or all of the diagnosis test criteria. The four common situations where missspecified may occur to prediction regression models is when unimportant variables are being included in the model, the functional form of the model is questionable, related variables are included in the model and issues related to an analysis of the residuals or error associated with any specification regression model are not satisfactorily answered. When using regression model as predictor tool, research must have a deep understanding of statistics to ensure only the necessary independent variables are used.
From this experiment, it shown that neural network model is capable of producing better prediction result compared to the nonlinear regression model. The capability of this model is proven by other studies especially on prediction. However the results may differ according to the different problems. As a conclusion, the better result of prediction is based on the good architecture model. Therefore, relevant data, pre-processing data, identify of the best parameter, learning algorithm and also the compatible measure method, must be taken into consideration.
