In this paper, we study the existence of martingale solutions of stochastic 3D Navier-Stokes equations with jump, and following Flandoli and Romito (2008) [7] and Goldys et al. (2009) [8], we prove the existence of Markov selections for the martingale solutions.
Introduction
Let D be a bounded open domain of R 3 with regular boundary ∂ D, consider Newtonian fluid described by the stochastic 3-dimensional Navier-Stokes equation on D, ∂u (t, x) ∂t (1.4)
− ν u(t, x) + u(t, x) · ∇ u(t, x) = −∇ p(t, x) + f (t, x) + G(u, ξ)(t,
The fluid is described by the velocity field u = u(t, x) and the pressure field p = p(t, x). The parameter ν > 0 is the kinematic viscosity. Here G is an operator acting on noise and solution. When the process ξ(t, x) is a Brownian motion, the stochastic equation (1.1) has been studied by many authors, see [3, 5, 6, 8] . It is known that there exists a global solution of the martingale problem for this case; and also the Markov selections for the martingale solution, see [5, 7, 8] .
Up to our knowledge, there have no results as the ξ(t, x) is a Lévy noise. In this paper, we prove that there exist Martingale solutions of stochastic 3D Navier-Stokes equations with jump, and then we prove that there exist Markov selections for the martingale solutions.
We consider the usual abstract form of Eqs. Define the bilinear operator B (u, v) 
From the incompressibility condition, B (u, v) , v = 0, B (u, v) , z = − B(u, z), v . By [11] , there exists β > 1 
Lemma 2.2. Suppose g is a continuous function from R to R with g(x)
= 0, x ∈ [−u, u] for some positive constant u. For any fixed T > 0, set G T (ξ ) = s T g ξ(s) , ξ ∈ D R [0, ∞).
If ξ is continuous at T , then G T (·)
is continuous at ξ . 
Proof. Suppose lim
Applying Theorem 15.30 in [16] , we know that t
Proof. The proof of (1) is similar to the argument as in [8] . We only prove (2) . By (1) To get our main results, we need to prove the tightness in vector valued Skorokhod space. The Aldous criterion for tightness is a sufficient condition for proving the tightness, refer to [9, 10] . In [13, 14] , by using this criterion, one can get the tightness in Skorokhod space once the energy inequality is proved, thus martingale problem is formulated on vector valued Skorokhod space and with Gaussian as the limit measure. We use the same Aldous criterion to get the tightness in vector valued Skorokhod space, see Lemmas 2.4 and 2.5. Also we prove the energy inequality. (a) For each n, τ n is a stopping time with respect to the natural σ -fields, and takes only finitely many values.
(b) For each n, the constant δ n ∈ [0, T ] satisfy δ n → 0 as n → ∞.
We introduce the following condition on {X n }: We divide this section into additive Lévy and multiplicative noise parts. Instead of martingale representation theorems like wiener processes as in [6] etc., we use the Lévy-Khinchin formula for additive Lévy noise. For the multiplicative noise, this method fall to use and we use martingale character.
Additive Lévy noise
Eq. (1.6) has the following form:
where {L i (t)} i∈N are independent Lévy processes defined on a complete probability space (Ω, F , (F t ) t 0 , P ),
{N i (dt, dx)} i∈N are independent Poisson random measure with |x| 1 x 2 λ(dx) < ∞.
Finite dimensional models
Let H n = span{e i , 1 i n}, π n is the orthogonal projection of H on H n , and A n is the restriction
Consider the equation on H n :
Let (X n t ) t 0 be the RC LL adapted solution of Eq. (3.2). In the following, C (·) means a positive constant with dependent only on the elements in the bracket.
Proof. From Eq. (3.2) and Itó formula (refer to [12] ), we have 
and thus
From this inequality and the monotone convergence theorem, we get
so M n t is now a square integrable martingale. The (3.4) and (3.5) are follows. For the inequality (3.3), since 
The proof is similar to the case of white noise as in [5] . 
In particular, 
We may then uniquely define a process Y 
Definition 3.1. Given a probability measure μ 0 on H , a probability measure P on (Ω, F ) is called a solution of the martingale problem associated to Eq. (3.1) with initial law μ 0 , if
is a Lévy process. Further more, {M e i } i∈N are independent Lévy processes defined on the complete probability space (Ω, F , (F t ) t 0 , P ), and the characteristic function is (3.10) for t 2 t 1 0.
Then there exists at least one solution to the martingale problem (3.1) with initial condition μ.
For every n, there exists a unique càdlàg adapted solution (X
Step 1 (Tightness). Let D = D( A). From Lemma 2.4, we have to prove that X n is D-weakly tight and
→ 0, as n → ∞,
which forms a complete orthonormal system of D( A)
. Since
, (2.4) is proved by Lemma 2.4.
Step 2 (P is a martingale solution). We need to check the properties (1)- (3) in Definition 3.1.
By [5] , we know that, if X is process with sample paths in 
so we have (1).
(2) of Definition 3.1. We just prove that {M e i } i∈N are independent Lévy processes.
(ii) We prove (3.10).
Choose
By Lemma 2.3,
B(πm ξs ,πm ξs ),e i ds− t 2 t 1 B(ξs ,ξs ),e i ds
Note that
is proved. By the same argument, it can be proved that {M e i } ı∈N are independent.
General case
For the multiplicative noise, in addition to the hypotheses of Section 1, we assume that there exists 0 < p < 2 such that for every u, u 1 , u 2 ∈ H and x ∈ K .
, and F α Definition 4.1. Given a probability measure μ 0 on H , a probability measure P on (Ω α , F α ) is called a solution of the martingale problem associated to Eq. (1.6) with initial law μ 0 , if
In the following of the paper, we denote (Ω,
Remark 4.1.
ds may have no sensible in path, in Definition 4.1, but it has meaning in mean. This can be seen from following. Let n ↓ 0, define a continuous
is a square integrable càdlàg martingale, and there exists G,
, so G is a square integrable càdlàg martingale, and we denote The proof of this theorem is based on a classical Galerkin approximation scheme.
Let u n (t) be the càdlàg adapted solution of the following equation
for some positive C (·).
Proof. Apply Itô's formula on (4.3), and note that
By Burkholder-Davis-Gundy inequality,
ds. 
ds .
In particular
therefore, if τ ∞ := sup m>C {τ m }, we may uniquely define a process u
n is a solution for t ∈ [0, T − ] for every small > 0. Since T is arbitrary, we have proved global existence.
Step 2 (Existence for general initial condition u n (0)). Let 
We may then uniquely define a process t) ) t 0 can be viewed as càdlàg adapted process in V α , so it defines a probability measure P n on D V α [0, ∞).
Step 
Since lim n→∞ δ n = 0 and
It's easy to see that E
, and by Lemma 2.5, {X 
By [5] , Theorem 4.6, P n is tight in L
([0, T ]; H).
Hence there exists a probability measure P on Ω ∩ L 2 loc ([0, ∞); H), which is the weak limit of a sub-sequence {P n k }.
Step 2 (Prove P is a martingale solution). (1) and (3) can be proved by the same argument as in the proof of Theorem 3.3.
For checking (2), let g(·) be a continuous function from R to R,
with |g(x)| |x| and |g (x)| C .
For any ϕ ∈ D, choose t ∈ Z (using in Theorem 3.3), let 
Since (Y m n (ξ )(t), P n ) is a square integrable càdlàg martingale, and for
Let t 1 = 0 and using Lemma 2.5,
Since for every F t 1 -measurable bounded random vari- 
by Lemma 2.5, We only need to prove the second part equals 0, the first part is similar to prove as Theorem 3.3. Since
Markov selection
We start by giving a few definitions and notations. Let V ⊂ H ⊂ V be a Gelfand triple of separable 
Preliminaries on the state space
For each t 0, let Ω t = D([0, t]; V ) (resp. Ω t = D([t, ∞); V )
Φ t (ω)(s) = ω(s − t), s t.
Denote C T the σ -field generated by simple cylindrical subsets of Ω T . Recall that 
Similarly, we can define C = σ (ξ
and we have 
Then, for any given t 0, the mapping ω → ω(t) has a P -modification on B t which is B t -measurable with values in (H, B(H) (6.1) and
We next to prove that (6.1) and (6.2) are true for η ∈ X , φ(t), y t ∈ X , t ∈ (0, T ].
We first prove that for each t ∈ (0, T ], φ(t), y t ∈ X and
We can find a sequence of smooth functions φ m from [0,
we have the limit
This inequality shows that φ(t) ∈ X , for every t ∈ [0, T + ] and that (6.3) holds. For any t ∈ (0, T ],
y t ∈ X , for t ∈ (0, T + ], and thus (6.4) holds.
Finally let us prove (6.1), (6.2) hold for η in X . Since Y is dense in X , there exists, for each δ > 0, some η δ ∈ Y such that
Since η δ ∈ Y , the right continuity assumption implies that
Since δ > 0 is arbitrarily small, (6.1) is proved. (6.2) can be proved similarly. 2 Proof of Lemma 6.2. Firstly, we prove the equality. By the resonance theorem and the covering theo-
The other inclusion follows from Lemma 6.4.
Secondly, we prove measurability. Notice that the map
is continuous for each n. Let {h i } i∈N be a complete orthonormal system of H, H n = span{h i , i = 1, . . . ,n}. For each t 0, by Lemma 6.1 
Similarly, for each n, T 0,
Preliminaries on disintegration and reconstruction of probabilities
Given P ∈ Pr(Ω) and t > 0, we will denote by ω → P | ω
Since Ω is a Polish space and every σ -field B t is finitely generated, such a function exists and is unique, up to P -null sets. In particular,
for all ω ∈ Ω, and, if A ∈ B t and B ∈ B t ,
(B)P (dω).
As conditional probabilities correspond to disintegration with respect to a σ -field, we define below the reconstruction, which is a sort of inverse procedure to disintegration.
Definition 6.1. (See [7] .) Consider a probabilities P ∈ Pr(Ω), a time instant t > 0 and a B t -measurable
Then denote by P ⊗ t Q the unique probability measure on Ω such that 1. P ⊗ t Q and P agree on B t . 2. (Q ω ) ω∈Ω is a regular conditional probability distribution of P ⊗ t Q on B t .
The existence of the P ⊗ t Q can be proved from the following two lemmas, which are similar with the case of C ([0, ∞); V ), as in Lemma 6.1.1 and Theorem 6.1.2 in [15] . For the readers convenient, we give the proof in the following. Lemma 6.5. Fixed s 0, suppose that P is a probability measure on (Ω, B) . If η ∈ Ω s and P (ξ(s) = η(s)) = 1, then there is a unique probability measure
Proof. The uniqueness is obvious. Let δ η be the Dirac measure on Ω s at η, i.e. δ η ({α ∈ Ω s : α(t) = η(t), 0 t s}) = 1 and Φ : Ω → Ω s be the map defined by Φ(Ω)(t) = ω(t), t s. By Lemma 6.1, Φ is measurable on (Ω, B s ), and therefore
β(t), t s.
It is a continuous map from X to Ω, and the restriction of P to X determines, via ψ , a probability measure on (Ω, B) . This is the desired measure δ η ⊗ s P . 
Given a probability measure P on (Ω, B), there exists a unique probability measure P ⊗ t Q · on (Ω, B) such that P ⊗ t Q · equals P on (Ω, B t ) and {δ ω ⊗ t Q ω } is a RCPD of P ⊗ t Q · |B t .
Proof. The uniqueness is obvious. We prove the existence of P ⊗ t Q · .
Let N = {ξ ∈ Ω: ξ(
It is clear that ω → δ ω ⊗ t Q ω (N) is B t -measurable. By Lemma 6.1 and the monotone class theorem,
It is easy to prove that G has the desired properties of P ⊗ t Q · . 2
The Markov property and existence of Markov selections
We first extended some concepts and Theorems in [7] to the space D([0, ∞); H σ ). Since the proving is almost the same as in [7] , we only state them without proving.
Given a family (P x ) x∈H of probability measures, the Markov property can be stated as
for each x ∈ H and t 0.
Definition 6.2 (Almost sure Markov property)
. Let x → P x be a measurable map from H to Pr(Ω) such
The family (P x ) x∈H has the almost sure Markov property if for each x ∈ H there is a set T ⊂ (0, ∞)
with null Lebesgue measure, such that
Denote by Comp(Pr(Ω)) the family of all compact subsets of Pr(Ω).
Definition 6.3 (Almost sure pre-Markov family). Consider a measurable map
The family (C(x)) x∈H is almost surely pre-Markov if for each x ∈ H and P ∈ C(x), there is a set T ⊂ (0, ∞) with null Lebesgue measure, such that for all t / ∈ T , the following properties hold: 
Markov selection for the Navier-Stokes equations
The Markov selection for the 3D Navier-Stokes equations with Wiener process has been considered in [5, 7, 8] 
where P div is the projection onto divergence-free vector fields.
Let (e i ) i∈N be a complete orthonormal system of eigenvectors and denote σ
We shall consider the 3D Navier-Stokes equations in its abstract form (7.1) where {L i (t) = t+ 0 |x| 1 x N i (ds, dx)} i∈N are independent Lévy processes on a complete probability {N i (dt, dx) } i∈N are independent Poisson random measure with the characteristic measure λ(dx) satisfying: |x| 1 x 2 λ(dx) < ∞.
The solutions to the martingale problem
In view of the results of previous, we consider the particular case where V = V , H = H and V = D( A) . We set
This space will play the role of state space for the solutions to (7.1). By Lemma 6.1, we denote by B N S the σ -field of Borel sets of Ω N S , and, for each t 0, by B
the σ -fields of past and future, with respect to time t, events. For Markov selection, we define the solutions to the martingale problem (7.1) as follows Definition 7.1. Given x ∈ H , a probability P x on (Ω N S , B N S ) is a solution starting at x to the martingale problem associated to the Navier-Stokes equation (7.1) if To prove Theorem 7.1, we need the following three lemmas about regular probabilities. The continuous version refer to [8] and the proof is similar to [8] . The symbol used in the following three lemmas refer to Section 6. 
Since B r is countably generated, the P -null set can be chosen independently of A.
Next, let D be a dense set in [r, ∞), then by the previous argument we can find a P -null set N ∈ B r such that (7.3) is true for x / ∈ N and t 1 , t 2 ∈ D. By Lemma 1.29 in [15] , (7.3) is true for all t r.
One can proceed similarly to prove that M t is Q r x -square integrable with quadratic variation
is P-integrable, M t is P-square integrable and it is easy to see that M t is a martingale with quadratic variation K t .
(2) ⇔ (3) is direct from (7.2). Indeed, for any A ∈ B s−r ,
this completes the proof. 2
As a consequence, we have the following BDG's inequality. Refer to [7] , compactness and measurability follow from the following claim:
For each sequence {x n } n∈N ⊂ H and P n ∈ C N S (x n ), if x n → x in H , then there exists n k ↑ ∞ and P ∈ C N S (x), such that P n k → P with respect to weak convergence in Pr(Ω N S ) .
In order to prove the claim, let x n → x in H and P n ∈ C N S (x n ), we first show that (P n ) n∈N is tight on Ω N S ∩ L Next, let (Σ, F , (F t ) t 0 , P ) be a filtered probability space, {u(t)} t 0 be a process on Σ whose law is P n and such that {u(t)} t 0 is a weak martingale solution to (3.1). 
