It is shown that the simple position-space rescaling method developed by Gonyalves da Silva and Koiller to compute the local density of states (DOS) in disordered harmonic chains is exact on certain hierarchical lattices and in the limit of zero impurity concentration. It is demonstrated that their method can be improved even though convergence to the true DOS cannot be achieved simply. Partial information on eigenvectors can be extracted from the scaling trajectories. For an ordered chain, delocalized states can in general be identified with chaotic behavior. Analogies with critical phenomena may be found from a functional-integral formulation of the problem. The relationship to transfer-matrix approaches is also mentioned.
It is well known that these problems are in fact related.
One characteristic feature of the binary chain is that the spectrum of its eigenfrequencies [or density of states (DOS)] most often exhibits many gaps and sharp features whose existence is quite well understood on a theoretical basis.
' ' Nevertheless, all standard approximation schemes yield a smooth DOS which does not exhibit such features. Recently though, it has been pointed out by
Gonqalves da Silva and Koiller (GK) that DOS which closely resemble computer simulation results may be obtained from a very simple position-space rescaling scheme (or renormalization group if one is not too strict on nomenclature). Similar, but more careful and elaborate procedures have also been used in studies of localization. The purpose of this paper is to point out limitations of the GK rescaling scheme and to indicate how, as suggested by GK, it may be improved while conserving its original simplicity. More importantly we believe, we show that the GK approximation and its generalizations are exact on certain hierarchical lattices. This not only proves useful to understand the results, it also provides an example of how an ordered but highly inhomogeneous system may mimic an homogeneously disordered system. That such a possibility existed was already pointed out by Kaufman and Griffiths' in their study of hierarchical lattices in the context of phase transitions. In that context, Berker and Ostlund" had proved earlier that some well-known position-space renormalization-group schemes, such as the Migdal-Kadanoff approximation, were exact on these lattices.
Hierarchical lattices have also found their way into the study of disordered systems such as spin-glasses' but there one is looking at a problem where the difficulties of both phase transitions and disorder are intermixed. Even though our problem has some of the features of critical phenomena, as is shown in Appendix A, we believe that we are mostly concentrating on disorder. While hierarchical lattices in critical phenomena are used as approximations of higher-dimensional Bravais lattices as well as approximations of disordered systems, here both the original disordered system and, in some sense, its hierarchical lattice models are one dimensional.
Note that since the hierarchical lattices for which the GK recursion relations are exact can be physically realized, this proves that the approximation scheme satisfies some essential physical requirements such as having a positive DOS. It is easy to devise other rescaling schemes which do not satisfy this property. We also show in this paper that the scaling trajectories contain some information on eigenvectors. In particular, delocalized states in general lead to chaotic trajectories' while trajectories for localized states are attracted to fixed points. A different kind of fixed point characterizes regions where the DOS vanishes. From what has been said earlier on the structure of the DOS, it is clear that in any rescaling scheme for the disordered binary chain the attracting sets in parameter space are bound to have a very complicated structure. This is the case in the GK approximation.
In Secs. II and III, we discuss various GK-type rescalings and study their convergence to the true DOS. Section 
(2.8b) (2.9) In the second and last step, the scale of distances is Clearly, the "force constants" in the rescaled system are now random variables because the masses are randomly 
In other words, all moments of the probability distribution for K and L, except the first one, are set equal to zero.
This approximation is discussed further below. In Fig. 1(a) In view of Eq. {3. 6), it is tempting to write the set of equations for the disordered system's Green's function in the form 1.5- 
and to perform the GK approximation on the variables show that the GK approximation is exact in the single impurity limit. Despite the above remarks, performing more decimations before averaging can improve the spectrum in certain frequency ranges. In Figs. 2(a) and 2(b), we show spectra for MB --3MA and cA --0.5, computed by eliminating 3X/4 and 7%/8 degrees of freedom before averaging. This corresponds to scale changes of 4 and 8. These results can be directly compared with the GK spectrum and the "exact" spectrum of Figs act" method and with the GK approximation for a resca1-ing of 2 and 8. The mass ratio is 10 and the two mass concentrations are equal. Once again, it is clear that increasing the scale change improves the DQS. But it also seems impossible to obtain appreciable intensity for the central peak, whose frequency corresponds to the localized mode of a single light atom oscillating between two heavy atoms. The reason for the absence of this frequency is that the GK approximation is equivalent to calculating the DOS of an atom moving against parallel groups of atoms which have masses proportional to MA and MB {more details will be given in the next section). So, even if MB is infinitely large, there are still light atoms against which the central atom is vibrating.
The simplest way to obtain this peak is to perform decirnations on blocks of three atoms instead of a single atom as done before. The result of this calculation is shown in Fig. 3(d) . This demonstrates that using blocks of atoms keeps more information on the short-range order. ' This blocking procedure is the second way, mentioned above, which can improve the GK scheme. This method converges to the exact result in the limit of very large blocks (10 atoms, for example). In their paper, Goncalves da Silva and Koiller use the exact moments of order one to five to justify their method. (See Tote added in proof)
We conclude that since, at sufficiently high mass ratio, the highest and lowest frequencies of a given spectrum correspond to the largest clusters of either light or heavy atoms, decimating a larger number of atoms before averaging improves these portions of the spectrum. The central part of the spectrum, on the other hand, depends more on the local environment of light atoms and hence it is preferable to treat exactly blocks of three or more atoms to obtain this portion of the DOS correctly. When larger and larger blocks are kept as the basic element of the GK scheme and more and more of the blocks are decimated before averaging, one expects the results to improve.
IV. HIERARCHICAL LATTICES
To understand some of the results discussed in the preceding section, it is useful to keep in mind that the GK recursion relations are exact for certain hierarchical lattices. Not only does that fact prove that the GK scheme and its generalizations give positive densities of states, it also helps to understand certain spectral features of the DQS. We now demonstrate the exactness of the GK recursion relations for certain hierarchical lattices, which, incidentally, are not translationally invariant.
Consider the GK recursion relations Eqs. (3.2a) and (3.2b). After one decimation, one can write the equations of motion for the remaining degrees of freedom (say the even sites for definiteness) in the following form:
This expression came from eliminating odd sites and averaging but instead, one may interpret it as corning from the elimination of two sites of mass cAMA and cBMB on each odd site, attached to their neighboring even sites with respective intersite force constants cAK' ', cAL' ' and cBK' ', cBL' '. Indeed, considering the lattice of Fig. 4{a We are thus back to the original problem. Decimating and using the same point of view as above, one finds that after the second decimation the GK approximation is exact for the lattice of Fig. 4(b) . Repeating this process, a whole lattice i" generated.
From an alternate point of view, the basic building block of the hierarchical lattice is Fig. 5(a) . To generate the lattice, each bond of force constant K is replaced by four springs and two masses as indicated in Fig. 5(b) . To construct the hierarchical lattice which is the exact solution of the GK recursion relations iterated n times, one simply repeats the operations leading from Fig. 5 
V. EIGENVECTORS AND SCALING TRAJECTORIES
Information on the eigenvectors is contained in the scaling trajectories. We first show this explicitly in the case of a pure chain' and in the single impurity limit where the GK recursion relations are exact. The relation between eigenvectors on the hierarchical lattice and those of the lattice it is supposed to model is discussed afterwards.
The following relation will be useful shortly: One concludes that from the right-hand side of Eq.
(5.4), which may be computed directly from the recursion relations with real co, one obtains information about the eigenvectors. In particular, a delocalized eigenvector such as Eq. (5.6) will lead to a value of y™ which strictly speaking iterates to zero but which in practice follows a rather chaotic trajectory. Indeed the eigenvalues are found from the DOS calculated with a small imaginary part and hence they are not quite exact, i.e. , the relation (5.7) is only approximately satisfied. In fact, for the uniform chain one finds for n large enough that any co satisfying Eq. (5.5) with k real is an eigenvalue.
In general, this leads to chaotic trajectories since the recursion relations (2.8a) and (2.8b) when written in terms of the variable From these, the displacements of atoms at any distance from the central atom may also be found but the expressions are not so simple.
Clearly then, the character of a mode may not be inferred from the behavior of recursion relations as simply as in the case of the pure chain, both because the displacements of atoms do not follow trivially from the recursion relations and because, on a hierarchical lattice, the displacements of the many atoms at a given distance from the central site are in general different from each other.
Another clue on the general character of an eigenmode may be obtained from the behavior of the -nergy of a given mode as the size of the lattice is increased. Consider, for example, a single impurity in a pure finite chain of length 2l =2"+'a. Perturbation theory gives the eigenfre- We should also point out that an eigenfrequency for an 3-type central atom, in general finds itself barely shifted for a B central atom on a chain twice the size, and vice versa. A few of the eigenfrequencies for B-type central atoms are marked with crosses on Fig. 7 . In general though, these frequencies correspond to a small density of states compared with that on the A-type atom in Fig. 7 , and hence one may surmise that for these frequencies, the average displacement is larger away from the central atom, a fact one may confirm by looking at eigenvectors. ther above or below the band edge of the pure chain of heavy atoms. It is interesting to point out though that in the latter case, when the DOS is calculated for a heavy central atom, the power-law behavior of the splittings sets in for longer chains only suggesting that the eigenvector has more structure or a longer "localization length" in the sense that its asymptotic large distance decay comes in at a larger distance from the central atom.
These results on energy splittings suggest some sort of "algebraic localization" of the modes. This may be checked by looking in detail at the eigenvectors although, as we discussed at the beginning of this section, it is a much more difficult task. We must first compute some sort of average over the displacements of atoms at a given distance from the central atom. We tried arithmetic averages over the displacements or their absolute values, but it seems that the geometric mean has a more regular behavior. More specifically, using the results (5.13) and 
1/(2'"'), 1/(2'" '), l =2. To compare the eigenmodes on the hierarchical lattice with those of a real one-dimensional chain it is supposed to model, one should recall that there, disorder induces exponential localization. This is clearly not observed for the hierarchical lattice. It may be tempting to compute an average localization length using the Herbert-JonesThouless ' formula and the real part of the average Green's function, which may be computed from the GK scheme. That is not really justified, however, unless there is exponential localization.
The lack of exponential localization on our lattice is not all that surprising given that the hierarchical lattice is not that it extrapolates to u ""= uo when m =O.
Also, once again, a law of the form (5.25) sets in only for longer chains when we look at a low energy mode on a heavy atom where we expect less "localization. "
The results for the cases we studied in detail are summarized in Table I . The exponent P is obtained from the slopes of lines like in Fig. 8 and y from the slope of the graph of the intercept of these lines as a function of n. Since P is not constant, but seems to reach a limit as the chain length increases, we quote our estimate of this limiting value. The same is true for y. Error estimates from least-square fits give an uncertainty of not more than 5 on the third digit. Within a more conservative error bound of 1 on the second digit, note that y=2P. Assuming that this equality holds and using Eqs. (5.22) 
Here, C"' is a constant term containing information only on the eliminated odd sites. This process is repeated until Pj can be set equal to zero for this purpose since to find the DOS on a single site, it suffices to eliminate all sites but this one. One thus concludes that the renormalization procedure leaves the generating functional invariant, as in critical phenomena, and it is using this analogy that one may find the relationship between band-edge singularities and renormalization-group eigenvalues. ' In the disordered case, the above procedure may be repeated to generate the recursion relations (3.1a) and (3.1b) for any realization of the disorder. The recursion relations (3.2a) and (3.2b) in the GK approximation may be obtained by averaging only over the eliminated sites (say odd sites) as follows:
only one degree of freedom is left. This degree of freedom is taken as representative of an atom in an infinite disordered chain. Clearly, the above scheme is in a sense a poor approximation since the log should be averaged. Nevertheless, since only a partial averaging is done, this seems a better approximation than averaging 5' ' over all degrees of freedom as is often done in the simplest kind of effective medium approximation. In terms of the full Green's function (2.4), one may state in an analogous manner that while the inverse matrix on the right-hand side should be averaged, one instead eliminates half of the degrees of freedom of the matrix on the left-hand side of Eq. (2.3) and then averages this matrix, which is now half the size.
Equations (Al) -(A7) are also useful to prove that the GK approximation preserves a positive density of states. The fact that the DOS is positive comes from the sign of e in MG '=2 -M(co +i@). Since this same e is the only term which gives to the argument of the exponential a real part with the sign appropriate to insure convergence of the integral (A1), the density of states will be positive if and only if the functional integral is formally convergent.
Since the quantity S'"+C"' has, before averaging, the correct properties to insure convergence of W for any realization of the disorder, its average over the eliminated sites has the same properties. Note that C"' does not contribute to the density of states on the uneliminated sites.
Recursion relations for the quantities (3.9a) and (3.9b) 
