Abstract. Since load forecasting plays an important role in the planning and operation of power industry, substantial efforts are made in improving the accuracy and reliability of load forecasting. In this paper, we develop a novel hybrid approach based on phase space reconstruction and least square support vector for the short-term load forecasting. However, the proper parameters in phase space reconstruction and least square vector machine have a significant effect on the forecasting performance, and there is no standard solution for the parameter estimation problem. Therefore, in this paper, the genetic algorithm (GA) approach is employed to optimize the parameters of both phase space reconstruction and least square support vector machine together. The experimental results suggest that the joint optimization parameter is superior to the separate optimization solutions.
Introduction
Electric Power Demand forecasts are a key issue in the electricity industry, as they provide the basis for making decisions in power system planning and operation. It is therefore necessary to develop new techniques for reducing the uncertainty of the predictions [1] . For the short-term load forecasting, the methods can be classified into three types: (i) trend method, which is non-causal model, and does not explicitly explain how the projected variable is determined; (ii) time series method, which get the prediction from the historical patterns of the data; (iii) neural network techniques, a popular method, are able to capture and represent complex the input-output relationships, especially for non-linear issues [2] [3] . The advantage is the ability to learn these relationships directly from the data being modeled.
Load series is a typical chaotic time series. Methods such as whole domain method, local region method, neural network and support vector machine are commonly applied for chaotic time series forecasting. Among them, least square support vector machines (LSSVM), a machine learning algorithm based on the structural risk minimization principle, can address the issues including nonlinear, high dimension and the local minimum and have strong generalization ability, which over comes the fitting defects in neural network. Therefore, it has achieved very good effect in chaos time series prediction research. However, the learning and generalization ability are depend on the parameters. In fact, due to lacking of uniform standard parameter selection and theoretical guidance, the performance of different algorithm is various. The selection of LSSVM parameters is still an unsolved problem. In this paper, parameter selection exists in both phase space reconstruction and LSSVM, which determine the precision of chaos time series, so joint optimization should be considered. At currently, most parameters optimization is separated, implying that the correlation among parameters is ignored. According to the defects, the forecasting model based on the joint optimization method GA-LSSVM is proposed.
The rest part of this paper is organized as following: in Section 2, the basic concepts of phase space reconstruction and LSSVM are briefly reviewed. The joint parameter optimization via genetic algorithm is designed in Section 3. In Section 4, the proposed model is applied to short-time load forecasting and its performance is compared with that of C-C-LSSVM. Conclusions will be the last section of the paper.
Methodology
Phase Space Reconstruction. Though phase space reconstruction, the time series with chaos characteristic is turned into low order nonlinear dynamic system, so that it approximately recovers the system's chaos attractor [4] . We can Phase space is reconstructed according to the delay coordinate method proposed by Takens and Packard. We can mine the information from the chaos time series data by determining the optimal time delay (τ ) and embedding dimension ( m ) to restore the impulsion system in chaotic time series. Then, the reconstructed data is utilized for learning and modeling to forecast the future value. So the reconstruction quality impacts the forecasting model and results directly [5] [6] .
The observed chaos time series is defined as:
, n is the number of samples.
According to Takens theory, the chaos time series can be reconstructed via appropriate τ and m : According to Takens theory, τ can be arbitrary, if the chaotic time series is infinite and noise free. That is, the value of τ has nothing to do with m . Whereas, such chaotic time series is almost inexistent in practice, especially to short-term load. Hence, the selection of τ is important to the phase space reconstruction, and both τ and m are correlative. If the embedding dimension ( m ) is too large, the space will become much more complex; while, it is too small, the original system dynamics characteristics can't be expressed well [7] [8] .
There are various methods for embedding dimensions estimation, such as false neighbors method, Cao method, saturated correlation dimension method, and so on. Paper [9] employed Cao method to recognize embedding dimension and the mutual information method is used to recognize time delay, and its application on the gas emission rate is feasible. Paper [10] applied the so-called false nearest-neighbor method for a multivariate local polynomial prediction model. But the performance is various due to the different data, and the judgment standard is subjective. It is clear that there is a lack of optimal selection method with strong popularity.
Theory of Least Square Support Vector Machines. The Support Vector Machine (SVM), a machine learning algorithm based on statistical learning theory, is proposed by V. Vapnik in 1990s, and developed rapidly. The basic idea of SVM is to map the input space data into a higher dimensional feature space by nonlinear mapping, and the practical problem is converted into quadratic programming problem with the inequality constraints. Since SVM can solve problems including the small sample, nonlinear, high dimension and the local minimum, it has been widely applied in pattern classification, regression forecast, probability estimate and control theory fields [11] [12] .
However, the complexity of SVM has nothing to do with the dimension of the input vector, it actually depend on the number of the samples. More the sample is, more complex the corresponding solution process for the quadratic programming problem, which also leads to slower calculation speed. This limits the application range of the support vector machine. Later, Suykens et al [13] proposed the least square support vector machine (LSSVM) based on the standard SVM. In that way, the loss function is set to the error square, besides the inequality constraints turned into equality constraints to reduce the parameters to confirm, and the solution of quadratic programming is transformed into solving the linear KKT (Karush-Kuhn-Tucker) equations, which reduces the complexity of the solution and broaden its application [14] [15] [16] . into high dimensional feature space, and the optimal linear regression function is described as:
where, w is the weight vector of feature vector, and b is the deviation.
Regarding the structural risk minimization principle, the LSSVM regression function of Eq. (2) is:
where, γ is punishment factor to balance the training error and the complexity of the model, i ζ is the slack variable. Introducing Lagrange multiplier, the constrained optimization problem above changes into unconstrained dual space optimization problem, that is:
where, i α are the Lagrange multipliers.
According to KKT condition, we can obtain:
Eliminating w and i ζ , we can obtain the following matrix solution:
where,
, ,...,
Under the Mercer conditions, the kernel function is defined as:
Although the function satisfying Mercer condition can be used as kernel function, the performance by different kernel function is various. Here, the radial base kernel function will be the best choice:
where, σ denotes the width of the kernel function.
It can be seen from above, the learning ability of LSSVM based on radial base kernel function is mainly determined by γ and σ .
Joint optimal design of parameters
The joint optimization of τ , m , γ and σ is obviously a multi-parameter combinatorial optimization problem. If we use enumeration methodto to solve it, the calculation will be huge sometimes even can't be achieved. To reduce the complexity in parameter optimization, traditionally, we fill find each parameter's optimal level, then transform the multi-parameter problem into single-parameter optimization problem. While in this way, the interaction between parameters will be ignored. As a result, the combination of each parameter's best level may not the global optimal parameter. The GA is a stochastic optimization algorithm originally motivated by the mechanisms of natural selection and evolution of genetics [17] .Though natural selection, crossover and mutation mechanism, it can realize the population evolution, and can search the global optimal solution in relatively short time, due to its implied parallelism and powerful global search ability. Regarding its advantages, we adopt GA to find the best combination ofτ , m , γ and σ .We now describe the details on employing the GA to find the optimal parameters.
Encoding. Binary system is adopted here for individual encoding. Since the radius base kernel function is selected as LSSVM kernel function, the individual in GA is consist ofτ , m , γ and σ four parts. The binary string of individual can be transformed into actual parameter expressed in decimal system though the following:
where, p is the decimal value of parameter; min( ) p and max( ) p mean the minimum and maximum value of parameter respectively. l is the length of the binary string; d is the decimal value of binary string.
Population Initialization. The initial population of basic genetic algorithm is randomly generated, and the distribution space of this initial population is always uncertain and uneven, which may not include the information of global optimal solution very well and leads to early convergence and local optimal problem easily. To avoid these problems, here we create the initial population by uniformly design to ensure the initial population divers and distributed uniformly [18] .
Fitness Function. The search object of GA is to find the most suitable τ , m , γ and σ to improve the forecasting accuracy of chaotic time series and reduce the forecast error. Therefore, the fitness function can be related to the prediction ability. Let the forecasting mean squared error (e MS ) from the parameters in the j th group written as:
where, n denotes the number of testing sets in chaotic time series; i y and ^i y represent the actual value and forecasting value respectively.
The fitness function of the j th individual can be defined as:
Genetic Operator Design.
(1) Selection.The selection strategy is based on the individual's fitness value. Sort the individual by its fitness value. According to the individual keep strategy, R individuals with better fitness will enter to the next generation, and the rest (n-R) will reproduce the new individual after crossover and mutate for the next generation. (2) Crossover. This is done by the exchange between two mating parents. Random places are selected on each part and the strings between these places are exchanged. After this, the new generated individual need to be tested to find if the value of parameters is within the reasonable range, if not, crossover operation should be done again.The crossover operation is applied with the probabilistic values (the cross rate) from 0.2 to 0.8 [19] . (3) Mutation. In order to avoid a local optimum the mutation operation is served as a tool to introduce variation into a population by applying small changes to the solution [20] . Here, we use the traditional inversion mutation as mutation operation. Then test whether the new individual after mutation within the variable range, if not the mutation operation need be repeated.
Joint Optimization of Parameters. First, let the initial population of GA as the parameter of the forecasting model, including τ , m , γ and σ . Use them for the phase space reconstruction and LSSVM training and prediction, and we can obtain a series of testing error e MS . Then calculate the fitness value of each individual, and generate the next generation by selection, crossover and mutate operation. The process is repeated until the stop criterion is satisfied. Finally, use the optimal parameter to build the forecasting model. The detail process can be divided into the following steps.
Step 1: Determine the initial feature space composed by all the parameters, and set the evolution iteration t = 0;
Step 2: Encode the parameters including τ , m , γ and σ ;
Step3: According to uniformly design, generate the initial population with m individuals;
Step 4: transform the individual's binary string into actual parameter expressed in decimal system.
The parameters τ and m are used to reconstruct the chaotic time series, then LSSVM is trained with γ and σ . Record the forecasting precision under each group parameters, and calculate the fitness value of each individual;
Step 5:keep the best R individuals with good performance into the next generation, and conduct the selection, crossover and mutation operation for the rest individual to generate the new population, and t = t + 1;
Step 6: Judge whether the stop criterion is satisfied. If it does, continue the process to step (7); otherwise, back to step (3), repeat the process above;
Step 7: Obtain the parameters of τ , m , γ and σ from the optimal individual. Conduct the phase space reconstruction of the chaotic time series with the optimal τ and m . The optimal γ and σ are used as the parameters of LSSVM to train and forecast the reconstructed series.
Case study and results analysis
Experiment is carried out here to test the effectiveness of the proposed model. The hourly load data ranging from 2010-03-15 to 2010-04-28 is collected from a grid company. We use them to forecast the 24 hour load on April 29 th , 2010.The main parameters of genetic algorithm are set as following: radial basis kernel function is for LSSVM; the initial population is 70; the iteration is set as 1000, the cross rate and mutate rate are 0. 
where, i y and ^i y are the actual value and the forecasting value respectively. The forecasting results from the proposed method and C-C-LSSVM are illustrated in Fig. 1 , as well as the actual load curve. Overall, the forecast curve of the proposed method could fit the actual load better. Fig. 2 shows the relative error of different models. The maximum absolute relative error from proposed method is 4.61%, while that of C-C-LSSVM is as high as 4.93%. The minimum absolute relative error of C-C-LSSVM and the proposed method is 0.92% and 1.12% respectively. What's more, in C-C-LSSVM, only 58.3% of the error is below 3%. On the contrast, most error of the proposed method are satisfying, about 70.8%.
The evaluation of different methods is listed in Table 1 . For the forecasting data, the MAPE of proposed method is 2.40%, which is greater in C-C-LSSVM, 2.77%. Besides, the RMSE of the proposed method and C-C-LSSVM is 5.0786 MW and 5.9991 MW, respectively. According to the aforementioned analysis, we can conclude that the proposed method with joint parameters optimization performs much better in the same task, and the prediction accuracy has been improved significantly.
Conclusion
The precision of LSSVM model is limited by its parameter, thus the choice of parameters has be a restricting factor to its application. This paper developed a new load forecasting scheme based on phase space reconstruction and LSSVM. The main contribution of this paper is using genetic algorithm to optimize both the parameters of phase space reconstruction and LSSVM, regarding of the overall impact to the forecasting performance. Joint optimization using GA can avoid boring manual search work. Experiment is demonstrated to show the effectiveness of this model. It can be seen from the results that the new model performance better than C-C-LSSVM whose parameters are estimated separately. In our future work, more other optimal algorithms like PSO will be tried for the joint parameter estimation. And this joint optimization can be considered in other hybrid forecasting model as well.
