Thomassen proved that there is no degree of strong connectivity which guarantees a cycle through two given vertices in a digraph (Combinatorica 11 (1991) 393-395). In this paper we consider a large family of digraphs, including symmetric digraphs (i.e. digraphs obtained from undirected graphs by replacing each edge by a directed cycle of length two), semicomplete bipartite digraphs, locally semicomplete digraphs and all digraphs that can be obtained from acyclic digraphs and those mentioned above, by repeated substitutions of digraphs from one of these classes for vertices. We prove that for every natural number k, every k-strong digraph D from the family above is k-cyclic, i.e. for every set X of k vertices of D, there exists a cycle of D containing all the vertices of X. In particular, this implies that every k-strong quasi-transitive digraph is k-cyclic.
Introduction
It is well known and easy to prove, using Menger's Theorem, that every k-connected undirected graph has a cycle through every set of k speci ed vertices. As mentioned in the abstract this result does not extend to digraphs and only a few classes are known for which a similar result holds. Since every strong tournament is hamiltonian, tournaments constitute such a class. It was shown in 5] that every k-strong semicomplete bipartite digraph is k-cyclic. Every (obtained by replacing each edge by a directed cycle of length 2). Clearly D is k-strong if and only if G is k-connected. Hence symmetric digraphs constitute another class of digraphs for which k-strong implies k-cyclicity.
In Section 4 of this paper we consider a much wider class of digraphs, properly containing all of the above classes, namely the class described loosely in the abstract (a precise de nition is given in Section 4). This class also has the property that every k-strong digraph from the class is k-cyclic.
Our results imply that every k-strong quasi-transitive digraph (see the de nition in Section 2) is k-cyclic. Quasi-transitive digraphs were studied in 4] and were shown to share many nice properties with tournaments.
An obvious necessary condition for a digraph to have a cycle C covering all the vertices of X for some subset X of V (D) , is that D contains a collection of disjoint cycles C 1 ; : : :; C t , t 1, covering all the vertices of X. In 13] it was shown that if the independence number of D (i.e. the maximum size of a subset Y V (D) which induces a digraphs without any arcs) is at most k and D is k-strong, then D contains a spanning collection of disjoint cycles. Hence, this global condition on D is su cient to guarantee a set of disjoint cycles covering X. In this paper we prove a generalization of the above result. Namely, we prove that if the subgraph induced by X has independence number at most k and D is k-strong, then D contains a collection of disjoint cycles C 1 ; : : :; C t , t 1, covering all the vertices of X.
In Section 5 we consider k-cyclic semicomplete multipartite digraphs. We conjecture that every k-strong semicomplete multipartite digraph is k-cyclic and provide some support for this. We prove that if X is a set of k independent vertices in a k-strong semicomplete multipartite digraph D, then D has a cycle covering all the vertices of X.
Terminology
We shall assume that the reader is familiar with the standard terminology on graphs and digraphs and refer the reader X is a subset of the vertex set of a cycle C, then X + = fx + : x 2 Xg:
A digraph D is called semicomplete k-partite or multipartite (when the value of k is not important) if the vertices of V (D) can be partitioned into k subsets (called colour classes) such that every two vertices from the same colour class are non-adjacent and every two vertices from di erent colour classes are adjacent (i.e. there is at least one arc between them In this section we prove a generalization of this result and discuss its relevance to the problem of nding a cycle through a speci ed set of vertices. We rst recall the classical theorem by Ho mann, characterizing the existence of a feasible circulation in a network with upper and lower bounds on the arcs. Below we use the following notation. If X is a subset of the vertex set of a digraph D, then we denote by X the set V (D) n X. The set of arcs from X to X is denoted by (X; X) and if r is a function on the arc set of D, then r(X; X) = P fr(u; v)j(u; v) 2 (X; X)g. A circulation is a ow of value zero. It is easy to see that every integer valued feasible circulation in N corresponds to a cycle subgraph covering X in D and vice versa. Hence, by Theorem 3.2, it su ces to prove that for every proper subset U of V 0 V 00 we have c(U; U) `( U; U). Let U be an arbitrary proper subset of V 0 V 00 . If`( U; U) 1 there is nothing to prove, because D 0 is certainly strongly connected, so we may assume that`( U; U) 2. By the construction of N, it follows that the set of arcs with`= 1 form a matching in the bipartite digraph D 0 and furthermore each of these arcs is of the kind (x 0 ; x 00 ) for an x 2 X. Let Z be the set of vertices z in D for which`(z 0 ; z 00 ) = 1 and let Z 0 = fz 0 : z 2 Zg; Z 00 = fz 00 : z 2 Zg.
Then Z X, Z 00 U and Z 0 U.
We rst observe that an arc (u; v) between two vertices in Z in D will correspond to an arc (u 00 ; v 0 ) with u 00 2 U and v 0 2 U in N, thus contributing n to c(U; U). Hence, if some z 2 Z has an out-neighbour in Z, then c(U; U) `( U; U). Thus we may assume that the vertices of Z induce an independent set in D. By the assumption on X and the fact that Z X, jZj k. Let u and v be distinct vertices in Z. By Menger's theorem D contains a collection of k paths P 1 ; : : :; P k such that each of these paths starts in u and ends in v and has no other vertices in common with the other paths. In D 0 , each of the corresponding paths P 0 1 ; : : : ; P 0 k starts in u 00 2 U and ends in v 0 2 U. Furthermore the paths P 0 1 ; : : : ; P 0 k are arc-disjoint. Thus we have c(U; U) k `( U; U). Since U was an arbitrary proper subset of V the proof of the theorem is complete.
2.
It is well-known that there is a polynomial algorithm to nd, in a given network with non-negative integer valued upper and lower bounds on the arcs, either a feasible circulation, or a cut violating the condition in Theorem 3.2. Hence the above theorem shows the existence of an algorithm, which given a k-strong digraph D and a subset X V (D), either nds a collection of disjoint cycles covering all the vertices of X, or an independent set X 0 X of size more than k. Theorem 3.3 shows that the obvious necessary condition for the existence of a cycle covering a speci ed subset X, namely that there exists some collection of disjoint cycles covering X is satis ed in many cases. Indeed, if D is k-strong, then we may take X arbitrarily large, provided its independence number stays below k + 1.
We point out that when jXj = k and D is k-strong, then the existence of a cycle subgraph covering X can be proved easily using Menger's theorem.
k-cyclic decomposable digraphs
In this section we describe a large family of digraphs with the property that every k-strong digraph in this family is k-cyclic.
First we give some additional terminology and notation. We assume that every digraph is 0-strong. If a digraph D is k-strong, but is not k + 1-strong, then we call D an exactly k-strong digraph. So, every non-strong digraph is exactly 0-strong. Obviously, every -graph is an extended -graph. We shall consider only sets which are closed with respect to the extension, i.e., each extended -graph is in . and closed with respect to the extension, and such that every k-strong -graph is k-cyclic. Then every k-strong totally -decomposable digraph is k-cyclic.
Proof: Clearly, it is enough to prove the theorem for exactly k-strong totallydecomposable digraphs. Let D be an exactly k-strong (k 2) totally -decomposable digraph on n vertices. We prove that D is k-cyclic. Since (2) and (1), we obtain pc(Y; M 1 ) maxf1; jY j ? s 1 g maxf1; k ? s 1 g maxf1; n ? n 1 g = n ? n 1 : (4) Note that pc(Z; D ? M 1 ) pc(X \ V (D 00 ); D 00 ) + 1. Using (3) and (1) we can show, analogously to the proof of (4) Now we consider special choices of the family of digraphs treated in Theorem 4.3. Let be the union of all symmetric, semicomplete bipartite, extended locally semicomplete and acyclic digraphs, and is the union of all extended semicomplete and all acyclic digraphs. So, . One can check whether a given digraph D is totally -decomposable in polynomial time using the approach developed in 2]. In 2], we did not treat the case of symmetric digraphs but this case is analogous to the others.
To prove Theorem 4.6 below, we need the following results. Proof: According to Theorems 4.3 and 4.4 the only fact we must prove is that a k-strong (k 2) extended locally semicomplete digraph is k-cyclic. But this follows from Theorem 3.3 and Theorem 4.5.
2. such that V (C 2 ) fxg V (C). Proof: We rst prove that there exists an (fxg; V (C 2 ))-path P = x:::y and a (V (C 2 ); fxg)-path Q = z:::x such that at least one of the paths P and Q is an arc and either y = z + , or y = z ++ and x; z + are in the same colour class. Indeed, if x dominates a vertex on C 2 and is dominated by a vertex on C 2 , then it is easy to see that we can choose P and Q such that they are arcs. Assume that x)V (C 2 ). Since D is strong, there exists a (V (C 2 ); x)-path R = v:::x in D. We can set Q = R, and P = (x; v + ) or (x; v ++ ). The case when V (C 2 ))x is treated analogously. Now we use P and Q to nish the proof of the lemma. If y = z + , the desired cycle can be easily constructed from P; Q and C 2 . If y = z ++ and x; z + are in the same colour class, we distinguish two cases: either z + !x + and, then, PC 2 y + ; z + ]C 1 x + ; x] is the desired cycle, or x + !z + and Qx + C 2 z + ; z] is the desired cycle.
2.
Proof: We shall show that when X V (D) and jXj = k there is a cycle, in D, containing all of X. We prove this by induction on k. When k = 1 it is obviously true, so assume that k 2. Clearly, we can nd a cycle C 1 containing a vertex x 2 X, and no vertex from X?x. By Lemma 5.2, we can assume that jV (C 1 )j 4. Since D?(V (C 1 )?x) is 3(k ? 1)-strong, it has a cycle C 2 which contains X ? x. If x 2 V (C 2 ) we are done, otherwise, by Lemma 5.3, the desired cycle exists.
We can show that Proposition 5.4 is true for 2k instead of 3k, but we shall not provide a proof here, since our proof is rather long. Furthermore, we have veri ed Conjecture 5.1 for k 5, but we leave out the proof which is rather technical. 2.
In 3] (see, also, 9]), it is shown that for every k 1 there exists a k-strong semicomplete multipartite digraph D k that contains a spanning 1-diregular subgraph but has no hamiltonian cycle. In each of these examples, the semicomplete multipartite digraph D k contains more than k vertices in one of the colour classes. Y. Guo and L. Volkmann Proof: Let X be a set of k vertices all belonging to the same colour class of a kstrong semicomplete multipartite digraph D. By Theorem 3.3, there is a cycle subgraph F = C 1 ::: C t covering X. Assume that t is the smallest possible, but t 2. By the minimality of F, every C i contains a vertex from X. Let X i = X \ V (C i ) (1 i t), and let W be the union of X + 1 , X + 2 ,..., X + t?1 .
By Lemma 5.8, for each pair 1 i < j t, either C i ? X + i )C j and C i )X j or C j ? X + j )C i and C j )X i . Hence, w.l.o.g assume that C i ? X + i )C i+1 and C i )X i+1 , i = 1; : : :; t?1 ( corresponding to a hamiltonian path in the tournament T with vertex set fC 1 ; :::; C t g; C i !C j in T if C i ?X + i )C j and C i )X j ). Let X i = X\V (C i ) (1 i t), and let W be the union of X + 1 , X + 2 ,..., X + t?1 . Since jWj < k, D?W is strong. Therefore, there is a (V (C t ); V (C i ))-path P, for some i 2 f1; 2; :::; t?1g, containing no vertices of W as well as no vertices of F except the rst one u t 2 V (C t ) and the last one v 2 V (C i ). Assume that u + t )C t?1 . Then, by Lemmas 5.8 and 5.5, D hV (C t?1 C t )i has a hamiltonian cycle; a contradiction. Hence, there exists u t?1 2 V (C t?1 ) so that u t?1 !u + t . By continuing this process we can obtain vertices u i+1 ; u i+2 ; :::; u t so that Q = C i+1 u + i+1 ; u i+1 ]:::C t u + t ; u t ] is a path of D. 
