In this study, we assess the accuracy of macroeconomic forecasts at the regional level using a large data set at quarterly frequency. We forecast gross domestic product (GDP) for two German states (Free State of Saxony and Baden-W€ urttemberg) and Eastern Germany. We overcome the problem of a 'data-poor environment' at the sub-national level by complementing various regional indicators with more than 200 national and international indicators. We calculate single-indicator, multi-indicator, pooled and factor forecasts in a 'pseudo-real-time' setting. Our results show that we can significantly increase forecast accuracy compared with an autoregressive benchmark model, both for short-and long-term predictions. Furthermore, regional indicators play a crucial role for forecasting regional GDP.
MOTIVATION
Regional policy-makers are increasingly interested in reliable forecasts of macroeconomic variables (e.g. gross domestic product -GDP) at the regional level. Such forecasts are important to the decision-making process (e.g. for fiscal policy planning). Assuming identical business cycles at the regional and national level, decision-makers can appraise future regional economic output with national forecasts. However, the use of national forecasts can lead to misestimates because of a high degree of regional heterogeneity (e.g. different economic structures). A high heterogeneity among regional units is observable for Germany. The 16 German states are characterized by high disparity in their economic structures. This disparity is explicitly reflected in annual growth rates for real GDP. Figure 1 shows the annual growth rates of real GDP in 2009, the year after the economic meltdown. This shock clearly illustrates how (regional) economies with different economic structures are affected by national or supra-national business fluctuations. A more open economy with higher export quotas can grow or shrink faster than an economy that focuses on domestic or regional markets. Whereas the economic output of a highly industrialized and export-dependent German state such as North Rhine-Westphalia shrinks by 5.6% in 2009, the GDP growth rate of Berlin, which is characterized by a large number of different services, lies at À0.5% for the same year. The economic recession of 2009 affected the regional units with different intensities. Obviously, the growth rate of Germany (À4.7%) does not appear to be a good approximation for a decrease in GDP for all sub-national German regions. 1 Regional macroeconomic aggregates are more difficult to forecast in comparison to national ones because of limited data availability and low publication frequency. In general, only annual information about regional GDP is provided by official statistics. For economic policy, it is crucial to know in what phase of the business cycle the whole economy actually is. The cyclical GDP movement, and therefore the knowledge of the current phase about the business cycle, can only be highlighted with quarterly data. More accurate predictions of regional GDP are only possible with such information. This information eventually reduces forecast errors and sends more accurate signals to regional policy-makers.
The economic forecasting literature includes many studies on (supra-) national aggregates such as for the Euro Area (see e.g. Bodo et al., 2000; Carstensen et al., 2011; Forni et al., 2003) and Germany (see e.g. Breitung and Schumacher, 2008; Drechsel and Scheufele, 2012b; Kholodilin and Siliverstovs, 2006) ; however, only a few attempts have been undertaken to predict economic output at the regional level. 2 Bandholz and Funke (2003) construct a leading indicator for Hamburg, notably to predict turning points of economic output. Dreger and Kholodilin (2007) use regional indicators to forecast the GDP of Berlin. A study by Kholodilin et al. (2008) employs dynamic panel techniques to forecast GDP on an annual basis for all German states at the same time, accounting for spatial effects. The study by Wenzel (2013) also studies the forecasting performance of business survey data for all German states within a panel framework. He found that business survey data are important for the prediction of regional economic growth. In addition, few Source: Working Group Regional Accounts VGRdL (2011).
1. Schirwitz et al. (2009) show that significant differences between regional business cycles in Germany exist. 2. In his thesis, Vogt (2009) conducts a comprehensive survey of forecast activities for the German states. studies forecast regional labor market indicators for Germany. First, Longhi and Nijkamp (2007) predict employment figures for all West German regions and particularly address the problem of spatial correlation. Second, Schanne et al. (2010) forecast unemployment rates for German labor market districts, using a global vector autoregression (GVAR) model with spatial interactions. All these studies employ different data frequencies. Whereas Bandholz and Funke (2003) and Dreger and Kholodilin (2007) use annual GDP information disaggregated into quarterly data, Kholodilin et al. (2008) , Longhi and Nijkamp (2007) and Wenzel (2013) have only annual information. Schanne et al. (2010) instead use data on a monthly basis. To the best of our knowledge, there is only one international study that examines the forecasting performance of regional economic output. Kopoin et al. (2013) evaluate whether national and international indicators have information to forecast real GDP at the level of Canadian provinces.
Our study adds to these studies in several ways. First, we overcome the problem of data limitations at the regional level using a new data set with quarterly national accounts for Eastern Germany, the Free State of Saxony 3 and Baden-W€ urttemberg. Altogether, we have 114 regional indicators, including the Ifo business climate for industry and trade in Saxony or new manufacturing orders for Baden-W€ urttemberg. Second, we use regional, national and international indicators, and we assess their forecasting performance at the regional level. Most of the previously mentioned studies have only a few regional indicators and no national or international ones. Finally, our large data set enables us to study the forecasting accuracy of several pooling strategies and factor models. We are likely the first researchers to evaluate the properties of a large set of indicators and corresponding time-series approaches at the regional level.
We combine different strands of the economic forecasting literature. In particular, we attempt to determine which indicators are important in forecasting regional GDP. Does early information come from international (World or European Union) or national (Germany) indicators? Alternatively, does sub-national or regional information increase forecasting performance? Trading partners such as the United States and Europe (France, Poland, etc.), as well as the growing importance of Asian economies, create a stronger linkage between these countries and regional economies. These are two of several reasons why we include international indicators. Furthermore, shocks that hit the German economy are transmitted through different channels (e.g. the production of intermediate goods) to regional companies. Banerjee et al. (2005) construct a large data set containing leading indicators to forecast euro-area inflation and GDP growth and add comprehensive information from the US economy, and they find that a set of these variables improves forecasting performance. Banerjee et al. (2006) analyze the importance of euro-area indicators for the prediction of macroeconomic variables for five new Member States. Several studies analyze forecasting properties in a data-rich environment for different countries. Schumacher (2010) finds that international indicators do not deliver early information for forecasting German GDP if the data are not preselected. Otherwise, forecasting performance improves with international information. For the small and open 3. Vogt (2010) studies the properties of a few indicators to forecast Saxon GDP on a quarterly basis.
He combines forecasts from different VAR models. economy of New Zealand, Eickmeier and Ng (2011) find that adding international data to nationwide information enhances the quality of economic forecasts. To improve forecasts of Canadian macroeconomic data (e.g. GDP and inflation), Brisson et al. (2003) use indicators from the United States and other countries. In our study, we use international and German indicators, as well as several variables from the sub-national (Eastern Germany) and regional levels (Saxony, Baden-W€ urttemberg). To the best of our knowledge, our study is the first to evaluate this question from a regional perspective. Furthermore, we add to the existing literature on forecast combinations. Since the seminal work by Bates and Granger (1969) , it is known that combining forecast outputs from different models can lead to improved forecast accuracy in comparison to univariate benchmarks or predictions from a single model. 4 Several empirical contributions exist for different single countries (see e.g. Drechsel and Scheufele (2012a) and Drechsel and Scheufele (2012b) for Germany or Clements and Galvão (2009) for the United States) or for several states simultaneously (see e.g. Kuzin et al., 2013; Stock and Watson, 2004) . Studies at the regional level are absent. Given our large data set, we evaluate the forecast accuracy of different pooling strategies.
Finally, our article studies the forecasting performance of several factor models. This class of models proved to enhance forecast accuracy at the national level (see e.g. Breitung and Schumacher (2008) , Schumacher (2007) and Schumacher (2010) for Germany, or Stock and Watson (2002) for the United States). To the best of our knowledge, regional studies are missing.
The study is organized as follows. In section 2, we describe our data and empirical set-up. The results are discussed in section 3. Section 4 offers a conclusion.
DATA AND EMPIRICAL SET-UP
2.1. Data 2.1.1. Gross domestic product at the regional level
The official statistics in Germany do not provide temporal disaggregated macroeconomic data (e.g. quarterly GDP) for regional units. Only annual information is available. Therefore, it is either problematic to find a suitable target variable to forecast or the number of observations is insufficient. In our study, we use a new data set that solves these two problems of availability and length of the time series.
To the best of our knowledge, three different sources currently exist that provide publicly available quarterly national accounts at the German regional or sub-national level. First, Nierhaus (2007) computes quarterly GDP for the German state Free State of Saxony. He applies the temporal disaggregation method of Chow and Lin (1971) , which is also used for official statistics of the European Union. The method is based on a stable regression relationship between annual aggregates and indicators with a higher frequency (e.g. monthly). This relationship makes it possible to transform annual into quarterly data. For this transformation, Nierhaus (2007) uses official German statistics: regional turnovers for Saxony or quarterly data from national accounts for Germany (e.g. gross value 4. For recent surveys, see Timmermann (2006) and Stock and Watson (2006) . added). Second, Vullhorst (2008) useslike Nierhaus (2007)the temporal disaggregation method of Chow and Lin (1971) to calculate quarterly national accounts for the state of Baden-W€ urttemberg. For the temporal disaggregation of annual GDP for Baden-W€ urttemberg, nearly the same indicators are used as for Saxony (e.g. regional turnovers for the manufacturing sector in Baden-W€ urttemberg or quarterly gross value added from national accounts for Germany). Third, the Halle Institute for Economic Research (IWH) provides quarterly data on GDP for Eastern Germany (excluding Berlin). The quarterly data for Eastern Germany are not calculated with the method of Chow and Lin (1971) , but with a so-called extrapolation method (see Brautzsch and Ludwig, 2002) . Instead of using a stable regression relationship between the annual aggregate and an indicator, the extrapolation method applies quarterly shares in the annual aggregate. 5 The two methods (Chow-Lin and extrapolation) have in common that they use high-frequency indicators. If no regional indicators are available, the IWH also applies quarterly data from national accounts for Germany.
As one would suggest, regional indicators that are used for temporal disaggregation must perform well for forecasting regional GDP. To avoid such a bias, we do not consider such indicators for our analysis. These indicators are the following: turnovers in the manufacturing sector (Saxony and Eastern Germany), working hours (Eastern Germany) and turnovers in the construction sector (Saxony and Baden-W€ urttemberg), as well as for the Saxon retail sale and wholesale trade.
For all three GDP target variables, the time series are available for the period 1996:01 to 2010:04. 6 The data are provided in real terms, and we make a seasonal adjustment to calculate quarter-on-quarter (qoq) growth rates. Figure 2 shows the Chain Index, as well as qoq growth rates for the Saxon, Baden-W€ urttemberg and Eastern German GDP from 2006:01 to 2010:04.
During that period, the movements of the two curves for the chain indices for Saxony and Eastern Germany are predominantly identical. Only the levels of qoq growth rates differ slightly for different points in time. The movement of the GDP for Baden-W€ urttemberg is similar, but much more volatile than the output for Saxony and Eastern Germany.
Set of indicators
Our data set contains 361 indicators that can be used to assess their forecasting performance for our target variables. All indicators are from different sources and 5. The extrapolation method becomes clearer using the example of manufacturing. Given that x% of all turnovers in the Eastern German manufacturing sector, which is the indicator used by the IWH for manufacturing, are gained in the first quarter of a given year, it is assumed that also x% of total gross value added in the manufacturing sector in that year is produced in the first quarter. Thus, the development of total gross value added in the manufacturing sector is identical to the development of total turnovers. 6. The data are updated intermittently by the institutions. Quarterly national accounts for Saxony are available under dresden@ifo.de. The data are not available on the homepage of the Ifo Institute because they will be revised due to a change in the classification of economic activities in Germany. The data for Baden-W€ urttemberg are available upon request from the regional Statistical Office of Baden-W€ urttemberg under vgr@stala.bwl.de. For Eastern Germany, quarterly data can be downloaded from the homepage of the IWH (http://www.iwh-halle.de/c/start/prognose/ baro.asp).
are grouped into seven different categories: macroeconomic variables (94), finance (31), prices (12), wages (4), surveys (74), international (32) and regional (114). 7 Macroeconomic variables contain industrial production measures, turnovers, new orders and employment figures, as well as data on foreign trade and government tax revenues. All these macroeconomic indicators are measured at the national level (here: Germany). The category of financial variables includes data on interest rates, government bond yields, exchange rates and stock indices. Furthermore, we have data on consumer and producer prices, as well as price indices for exports and imports. In addition to these quantitative data, we use qualitative information. Indicators from the category surveys are obtained from consumer, business and expert surveys (Ifo, ZEW, GfK and the European Commission). In addition, composite leading indicators for Germany (e.g. from the OECD) and the Early Bird index of the Commerzbank are grouped in this category. International data cover a set of indicators for the European Union and the United States from the previously mentioned categories, for example, the Economic Sentiment Indicator for France and US industrial production. Finally, we add different regional indicators for Eastern Germany, the Free State of Saxony and Baden-W€ urttemberg. The regional category covers quantitative (turnovers, prices and data on foreign trade) and qualitative information (Ifo and the business survey of the IWH). To avoid biased forecasts, we excluded potential regional indicators from our analysis that are used for temporal GDP disaggregation. In addition, we do not consider sectoral quarterly gross value added for Germany because this indicator, as mentioned in the previous section, is also used for temporal disaggregation.
The data set is predominantly the same one used by Drechsel and Scheufele (2012a) , and we add regional indicators for Eastern Germany, the Free State of Saxony and Baden-W€ urttemberg (38 indicators for every single region). Most of these indicators are available on a monthly basis. Hence, a transformation into quarterly data is necessary. First, we seasonally adjust the monthly indicators. 8 Second, we calculate a three-month average for each quarter. If necessary, we transform our data to obtain stationary time series. The external provided Appendix also contains information about the transformation of all indicators.
Publication lags and real-time aspect
Because official statistics have a substantial publication delay, we must account for this fact in our forecasting exercise. Hard indicators such as turnovers normally have a publication lag of several months. The same holds for regional GDP, which is also calculated with a substantial time lag. In contrast, soft indicators (e.g. survey results) are available immediately. The downloadable Appendix contains information about the publication lag (months) of each indicator and target variable. 9 Whereas real GDP for Saxony and Eastern Germany is available almost three months after the last month of the elapsed quarter, GDP for Baden-W€ urttemberg has a publication lag of two months. The reason for this discrepancy is the fact that the data are available earlier for the Statistical Offices and need not be requested by the two research institutes. We presume that these lags are constant over time and have not changed since the first time the data were released.
Most of the macroeconomic indicators for Germany are available one and a half months later. The majority of financial variables are published with no lag. Nearly all survey-based or soft indicators have no publication lag and can be downloaded immediately at the end of each month. Regional indicators have some special characteristics in comparison to national or international data. Whereas the indicators from survey results have no publication delay, macroeconomic indicators are not available until two and a half months after the end of the quarter of interest. In particular, this circumstance must be considered when forecasting regional GDP. The timeline in Figure 3 shows exemplarily our forecasting approach for short-term forecasts (one quarter ahead). In this figure, t stands for the current quarter. M1, M2 and M3 denote the respective months of that quarter. We hold M3 in bold characters to symbolize that every forecast round is made at the last month of each quarter; for example, the forecast for the first quarter 2010 is calculated at the end of December 2009. With this assumption, we only have to distinguish between three publication lags. First, for our three GDP variables (Target tÀ1 ), information is only available until the last quarter; thus, Target is indexed by tÀ1. Second, the set of indicators that have a publication lag is labeled by IndA tÀ1 ; we use only the 8. We apply the Census X-12-ARIMA seasonal adjustment approach. 9. The time lag varies between 0 and 2.5 months. For each indicator with a publication lag, we assume a time lag of one quarter. information with a time lag of one quarter. Finally, all remaining indicators with no publication delay are denoted by IndB t . Therefore, our forecasting approach uses only information that is available at the point when a forecast is made.
When dealing with publication lags, we have to mention the real-time aspect of this analysis. Concerning our target variables, we are only able to model publication lags but no continuous data revisions. The reason is straightforward. Quarterly national accounts for Saxony were not available before 2007. Nierhaus (2007) first calculated quarterly real GDP for Saxony at the end of 2007 and provided the whole series from 1996 onwards. Thus, we are not able to observe substantial revisions of previous years. The same holds for Baden-W€ urttemberg and Eastern Germany. Finally, for a consistent real-time analysis, the real-time data flow for all indicators would be necessary and preferable. Unfortunately, for such a large data set, such a data flow is currently unavailable. Thus, we refer to our analysis as 'pseudo-real-time'. How we implement the previously mentioned publication lags is described in the next section together with our empirical model.
Indicator forecasts
To generate multiple step-ahead forecasts, we use the following autoregressive distributed lag (ADL) model,
where y k tþh stands for the h-step-ahead model k of the qoq growth rate of the Saxon, Baden-W€ urttemberg or Eastern German real GDP and x k t denotes the exogenous indicator from the regional, national or international level. Because we use quarterly data, a maximum of four lags is allowed for both the lagged dependent and independent variables. The optimal lengths for p and q are determined by the Bayesian Information Criterion (BIC). To consider the availability of our indicators, m is introduced. The variable m takes a value of 1, whenever
Target t-1 IndA t-1 IndB t Figure 3 Timeline for short-term forecasts no publication delay exists. If a variable is not available immediately, m takes a value of 2.
We apply a recursive forecasting approach with a rolling estimation window. The initial estimation period ranging from 1996:01 to 2002:04 (T = 28) is moved forward successively by one quarter. In every step, the forecasting model of Equation (1) is newly specified. For each forecast horizon, the first forecast is calculated for 2003:01 and the last for 2010:04. Our forecast horizon h has four dimensions: h ∈ {1,2,3,4}. Because we implement the ADL model as a direct-step forecast, we always produce N = 32 forecasts for h = 1 (short-term) or h = 4 (long-term) and every model k. As the benchmark, we choose the standard AR(p) process. 10 There may be an information gain from applying a multi-indicator forecast model. Hence, combining regional with national indicators may reduce forecast errors due to a combination of different information sets; thus, we modify the model in Equation (1) by adding another indicator,
We only estimate models for every regional indicator (r k t ) in combination with an indicator from the national level (z k t ). 11 Therefore, we have 38Á118 = 4,484 extra models for all three regional units.
Combination strategies
It is well known that an appropriate in-sample fitted model could have a bad out-of-sample performance, thus producing high forecast errors. Stock and Watson (2006) and Timmermann (2006) have shown the advantage of combining forecasting output from different models. This advantage has been confirmed in numerous empirical studies for different countries (see e.g. Drechsel and Maurin, 2011; Eickmeier and Ziegler, 2008) . Evidence for the advantage of pooling at the regional level is absent. With our study, we fill this gap.
A forecast obtained by poolingŷ Pool tþh is based on the individual indicator forecastsŷ k tþh and a weighting scheme w k tþh :
Because the weights are indexed by time, they are varying with every re-estimation of our ADL model and every forecasting horizon h. K represents the number of models we consider for pooling. 10 . We also tested the AR(1) process, the random-walk and an in-sample-mean forecast and found similar results. 11. Because of computational reasons, we restrict the multi-indicator forecast approach to 118 national indicators, which include industrial production, new orders, new registrations of vehicles, exports, imports and surveys. All these indicators are labeled with an X in the A very simple but empirically well-working scheme (see e.g. Timmermann, 2006) is (i) equal weights: w k = 1/K. The weights are not time varying and depend only on the number of included individual forecasting models K. In addition to a simple mean, we consider (ii) a median approach. This weighting scheme is time varying and more robust against outliers. In addition to these simple approaches, we can calculate different weights from two categories: insample and out-of-sample. We follow the studies by Drechsel and Scheufele (2012a) and Drechsel and Scheufele (2012b) and apply in-sample and out-of-sample weighting schemes. We use two in-sample measures for the calculation of our weights: (iii) BIC and (iv) R 2 . The two schemes differ only slightly. Whereas the model with the lowest BIC gets the highest weight, the weight of a single model increases with higher R 2 . The weights from these two schemes are time varying and have the following form:
When applying out-of-sample weights, it is appropriate to use the forecast errors of different models. First, we apply a (v) trimmed mean. 12 This weighting scheme filters indicators with bad performance and does not consider the forecasts of those models. Consistent with the literature, we use three different thresholds: 25%, 50% and 75% of all indicators in ranked order. If an indicator's performance lies within the worst (25%, 50% or 75%) performers, the outcome of that specific forecasting model is not considered for pooling. All other forecasts are combined with equal weights. Second, discounted mean squared forecast errors are used as weights (vi) to combine several model outcomes. This approach is based on Diebold and Pauly (1987) and is applied, for example, by Costantini and Pappalardo (2010) and Stock and Watson (2004) . The weights from this approach have the following form:
k tþh;n Þ 2 represents the sum of discounted (d) forecast errors of the single-indicator model k. The literature finds no consensus on how the discount rate d should be chosen. We experimented with different values for d, which show similar performances. In our set-up, we use d = 0.1.
In this study, we will only combine forecasts that are calculated from regional indicators (either for Saxony, Baden-W€ urttemberg or Eastern Germany) or the full sample excluding the other two regional units. 13 12. For the effectiveness of this approach, see, e.g. Drechsel and Scheufele (2012b) or Timmermann (2006) . 13. For example, for the Free State of Saxony, we use only the indicators for Saxony or all indicators excluding those from Eastern Germany and Baden-W€ urttemberg.
Factor models
When dealing with large data setswhere the cross-section dimension is largestandard econometric methodologies are not able to handle all available information. Next to the combination of forecast results (pooling), static and dynamic factor models yield good forecasting results (see Forni et al., 2005; Marcellino et al., 2003; Stock and Watson, 2002) . The idea behind these models is to extract or summarize the inherent information of a large set of time series within some common factors. This approach allows us to specify a parsimonious model and thereby alleviate the uncertainty about parameter estimates (see Giannone et al., 2008) , which would be the case when estimating a model with nearly all available indicators. In this study, we apply three different approaches for estimating the common factors of the underlying series. To save space, we refer to the cited literature for further details on each approach. First, we use the standard principal components (PC) method to estimate the factors. Following Giannone et al. (2008) , we apply the two-step estimator proposed by Doz et al. (2011) . This twostep estimation procedure, which uses principal components and Kalman filtering (PCKF), has proven to provide some efficiency improvements in comparison with standard principal component methods. As a third approach, we estimate the common factors via quasi-maximum likelihood (QML) (see Doz et al., 2012) . 14 In the next step, we must decide how many common factors shall be extracted from the data. We choose between one and three common factors. In addition, a decision must be regarding which data source (cross section and time dimension) should be used to estimate the factors. We have the choice of using either the full sample of indicators (FS) or only the information from regional ones (S, BW or EG). Furthermore, we can extract the factors from (i) monthly data and then aggregate these factors to quarterly information (M), or we aggregate the monthly indicators and then extract the factors from (ii) quarterly data (Q). In the end, we can use the extracted factors in two ways to generate forecasts for real GDP. First, we put the factors directly into the ADL model from Equation (1), such that lagged values from the dependent variable and the common factors are used to forecast real GDP. Second, we apply a standard OLS estimate, where GDP is explained via a constant and the common factors available at time t (see Giannone et al., 2008) . The second method considers neither lagged values nor the dependent variable. To sum up, we test three different approaches with up to three common factors. We have two underlying databases from which the factors are extracted, as well as two frequencies and forecasting approaches, which results in 72 factor models for each regional unit.
Forecast evaluation
To analyze the forecast accuracy of different strategies (indicator models, factor models or pooling techniques), we first calculate forecast errors from our forecasting exercise. Letŷ k tþh denote the h-step-ahead forecast of model k; then, the 14. We abstract from the ragged edge data problem (see Wallis, 1986) by extracting factors using only information up to tÀ1.
resulting forecast error is as follows: FE k tþh ¼ y k tþh Àŷ k tþh . The forecast error for the AR(p) benchmark is FE AR tþh . In a second step, we use the root mean squared forecast error (RMSFE) as a loss function to assess the overall performance of a model. The RMSFE for the h-step-ahead forecast is defined as:
The respective RMSFE for the autoregressive benchmark is RMSFE AR h . Finally, we construct a relative RMSFE (rRMSFE),
to decide whether a model k is performing better or worse in comparison with the AR benchmark model. If this ratio is less than 1, the indicator model leads to smaller forecast errors for the respective horizon h. Otherwise, the simple autoregressive model is preferable. Because we have a large set of competing models, pairwise testing would result in the problem of data snooping. This problem means that pairwise tests signal a higher accuracy of one model just by chance. 15 To overcome this problem, we apply the superior predictive ability (SPA) test proposed by Hansen (2005) . This test is based on the seminal paper by White (2000) . 
The difference d k,t+h is defined as d k;tþh ¼ ðFE 0 tþh Þ 2 À ðFE k tþh Þ 2 , whereas FE 0 tþh is the forecast error of the benchmark. Whenever the null is rejected, at least one competitor performs better than the chosen benchmark model. Every single-indicator, forecast combination approach and factor model serves as the benchmark. Thus, the corresponding benchmark errors ðFE 0 tþh Þ 2 are used. However, because the expectations under the null are unknown, they can be estimated consistently by the sample mean d k;tþh 8i 2 f1; . . .; kg. The original reality check test statistic was proposed by White (2000) , but suffers from the inclusion of poor or irrelevant models. Thus, we use the modification proposed by Hansen (2005) , which is stable against irrelevant or poor competitors. The corresponding p-values are calculated via bootstrap because the distribution under the null is not identified. The test by Hansen (2005) requires a rolling window approach. With the SPA test, we can decide whether at least one model outperforms the benchmark. However, we are not able to say that these models are the best ones (with some specific confidence). To find the best models, we apply the model confidence set (MCS) procedure proposed by Hansen et al. (2011) . This procedure is closely related to the SPA test; however, we do not have to specify a benchmark model. The MCS procedure is a model selection algorithm, which filters a set of models 15. Imagine a set of repeated draws from a normal distribution. In some cases, this fact would result in values that lie near the critical values, whereby the null is rejected. from a given entirety of models. The resulting set contains the best models with a given confidence level (see Hansen et al., 2011) . Because we have a large set of indicators and therefore a large set of models, we can apply this procedure to find a set of superior models. The null hypothesis is defined as,
whereas l h ij Eðd h ij;t Þ EðRMSFE h i;t À RMSFE h j;t Þ denotes the expected difference in the root mean squared forecast errors of models i and j (i,j ⊂ k) for a given forecast horizon. The procedure tries to find the best set M *,h (M *,h fi 2 M 0;h : l h ij 0 8j 2 M 0;h g), containing all models that are significantly superior to other models from a starting set M 0,h (see Hansen et al., 2011) . Because our data set allows us to evaluate a large number of competing models with the MCS procedure, we must restrict the algorithm to a limited starting set. 16 The reason is that this procedure is computational very demanding. 17 Thus, our starting set M 0,h always contains the best 250 models (from every category) in terms of RMSFE.
RESULTS
This section presents the results for our three target variables. First, we discuss the general results of our forecasting exercise. Second, we present detailed and selected results that are consistent with the specific economic structures of our regional units.
General results
The summary tables are divided into four quadrants, each representing one single forecast horizon (h). In the upper (lower) left, h = 1 (h = 3) is shown and the upper (lower) right presents h = 2 (h = 4). To obtain an impression about how well the several models are performing, we add the RMSFE of the autoregressive benchmark model (in %) for each forecast horizon and region. Every quadrant shows the top 20 models from our forecasting exercise due to the rRMSFE of Equation (8). These rRMSFE are presented in the column Ratio. The column SPA p-value shows the p-values from the test proposed by Hansen (2005) . An X in column MCS indicates whether a model is included in the set of best models, based on the test by Hansen et al. (2011) . To increase readability, we add one column with acronyms for the different forecast models. National indicators are denoted with (N), whereas (I) represents international and (R) regional indicators. Combination strategies are denoted with (C). (M) stands for multi-indicator and (F) for factor models. Tables 1, 2 and 3 present the estimation results for our three regional units. 16 . If we would not restrict our starting set, then the MCS procedure must consider 4,862 different models. Among them, we have 4 benchmarks, 16 combination and 72 factor models, 286 single-indicator and 4,484 multi-indicator models. 17. For both tests (Hansen, 2005; Hansen et al., 2011) , we employ a block bootstrap approach with a block size of 12 and 2,500 replications. The column SPA p-value presents the outcome of the SPA test by Hansen (2005) . An X in column MCS denotes that this model is among the best ones, decided by the test of Hansen et al. (2011) . The external Appendix shows the acronyms used for the different indicators. FS, Full Sample; S, Saxony; I, international; N, national; R, regional indicators; C, combinations; M, multi-indicator; F, factor models. The column SPA p-value presents the outcome of the SPA test by Hansen (2005) . An X in column MCS denotes that this model is among the best ones, decided by the test of Hansen et al.
(2011). The external Appendix shows the acronyms used for the different indicators. FS, Full Sample; S, Saxony; I, international; N, national; R, regional indicators; C, combinations; M, multi-indicator; F, factor models. The column SPA p-value presents the outcome of the SPA test by Hansen (2005) . An X in column MCS denotes that this model is among the best ones, decided by the test of Hansen et al. (2011) . The external Appendix shows the acronyms used for the different indicators. FS, Full Sample; S, Saxony; I, international; N, national; R, regional indicators; C, combinations; M, multi-indicator; F, factor models.
For all three GDP target variables, the AR(p) benchmark model is significantly outperformed. This result holds true for all considered forecasting horizons. However, we must consider that forecast improvements in comparison to the autoregressive benchmark decrease with longer forecast horizons. It becomes even more difficult to predict regional GDP in the long-term. This fact is also indicated by the MCS test. With the exception of Eastern Germany, only few models are included in the set of best models in the long-term. Differences across the regions exist in the overall forecasting performance and the composition of indicators. The most accurate forecasts are observable for the Free State of Saxony and Baden-W€ urttemberg. For Eastern Germany, the RMSFE is slightly higher in comparison with the other two regions. What we can see from the three tables is that pooling performs best for all three regional target variables. Next to MSFEweighted combination strategies, trimmed means in particular produce lower forecast errors than the benchmark models. As indicated by the tests, no competitor has a higher accuracy than pooling models. In addition, combination strategies are part of the set of best models.
Another interesting result is that in most cases multi-indicator models outperform single-indicator models. Adding another national indicator to a regional one clearly enhances the forecast accuracy of regional GDP. Single-indicator models perform well for Baden-W€ urttemberg in the short-term (h = 1) and for Eastern Germany in the long-term (h = 4). We have to state that the most important forecasting signals come from regional and national indicators. International indicators do not play an important role in predicting regional GDP. Because we use a large data set, it is interesting to examine the differences between pooling and factor models. Whereas the combination of forecasts from different models performs quite well, the forecast improvement by factor models is not very impressive. We find rRMSFEs that are smaller than one; however, these models are not very competitive in comparison to pooling or multi-indicator forecasts in our case. With the exception of Saxony, no factor model is among the top 20.
Detailed regional results

Free State of Saxony
Pooling (MSFE weighted (FS), rRMSFE = 0.582) and multi-indicator models yield the best results for the Saxon GDP in our 'pseudo-real-time' setting (see Table 1 ). The multi-indicator models are dominated by two regional indicators in the short-and mid-term: orders on hand in the Saxon construction sector (IFOOOH-CONSAX) and working hours in the sector of public construction (PCWHSAX). These results are not surprising because construction traditionally plays an important role in Eastern German states. The MCS test also indicates that multiindicator models are part of the best set of models in the short-and mid-term. In the long-term (h = 4), only the MSFE-weighted model is within the set of the best models. A closer look at the multi-indicator models reveals that surveys (consumer or business), in particular, produce lower forecast errors than our benchmark model and that regional indicators are essential when forecasting GDP. The Ifo business climate for industry and trade in Germany (IFOBCIT, rRMSFE = 0.793) in the short-term or in Saxony (IFOBCITSAX) in the long-term has a higher forecast accuracy than the autoregressive process. These results are consistent with forecasting literature for Germany. One of the most important leading indicators for German GDP is the Ifo business climate for industry and trade. 18 This phenomenon also applies to Saxony (Lehmann et al., 2010) . Turning to consumer surveys, Table 1 reveals that these indicators are very helpful in predicting Saxon GDP in the short-and mid-term. Particularly the consumer confidence climate (GFKCCC) significantly reduces forecast errors and, in combination with IFOOOHCONSAX, is part of the best set of models. This result is straightforward because Eastern German manufacturing firms mainly interact on domestic markets (see Ragnitz, 2009 ). Furthermore, exports (EXVALUE, h = 4) and export expectations in the manufacturing sector (IFOEXEMAN, short-and long term) improve forecast accuracy. The latter indicator is also part of the set of best models in the short-term. Within the Eastern German states, the Saxon economy has the highest degree of openness (approximately 40% of all turnovers in the manufacturing sector come from abroad). Another highlight is the importance of business expectations from capital (IFOBECAP, rRMSFE = 0.766) and intermediate goods producers (IFOBEINT) in the medium-and long-term. This result is straightforward because the Saxon industry is predominantly described by these two sectors. Approximately 80% of all turnovers in 2011 come from intermediate and capital goods (e.g. vehicle manufacturing, which is the dominant sector in the Saxon industry) producers. Saxon firms are strongly linked to the Western German economy; therefore, national indicators are useful for predicting Saxon GDP. In comparison to the other regions, factor models belong to the top 20 only in Saxony (QML1QOLS, rRMSFE = 0.909, h = 4).
Baden-W€ urttemberg
As we have seen from the results for Saxony, pooling of forecast outcomes also produces the lowest forecast errors in Baden-W€ urttemberg. For all forecast horizons, pooling models dominate all other competitors and are always part of the best set of models. The best combination strategy predicts GDP one quarter ahead almost 40% more accurately than the AR benchmark (see MSFE weighted in Table 2 ). In contrast to Saxony, single-indicator models perform better than multi-indicator models in the short-term (h = 1). In particular, regional survey results such as the Ifo business climate for industry and trade in Baden-W€ urttemberg (IFOBCITBW, rRMSFE = 0.725) and a regional business cycle indicator (KIBW) outperform the autoregressive benchmark. In addition, survey results from the manufacturing sector (IFOBCMANBW, rRMSFE = 0.747) and from capital goods producers (IFOBCCAP, rRMSFE = 0.774) provide important forecasting signals in our 'pseudo-real-time' setting. These results can be explained by the economic structure of Baden-W€ urttemberg. Baden-W€ urttemberg has the highest share of manufacturing among the German states; approximately 30% of nominal gross value added is generated in this sector. Manufacturing of motor vehicles (e.g. Daimler AG, which explains the performance of NRHT for h = 3), machinery and equipment, the fabrication of metal products and highly innovative capital goods producers such as the Bosch Group predominantly describe 18. For a recent survey, see Abberger and Wohlrabe (2006) . the industrial structure in manufacturing. As in Saxony, the multi-indicator models are dominated in the medium-and long-terms by two indicators: the Ifo business climate in manufacturing (IFOBCMANBW) and new orders in the public construction sector (PCNOBW). The latter indicator is indeed part of the best model set. Another interesting result is the importance of export expectations in the manufacturing sector (IFOEXEMAN) in the mid-term. Baden-W€ urttemberg has one of the highest export quotas of the German states; more than 50% of all industrial turnovers are generated in foreign countries. The most important trading partners come from the Euro Area, followed by the United States. For companies such as Daimler AG and the Bosch Group, the United States is one of the most relevant markets.
Eastern Germany
Regional business surveys provided by the Ifo Institute (IFOBSMANEG, rRMSFE = 0.933) and the IWH (IWHOLKMANEG) are able to predict Eastern German GDP more accurately than the autoregressive benchmark in the shortand mid-term. Considering national variables, we also find results that are consistent with the Eastern German economic structure. The Ifo business climate for intermediate goods producers (IFOBCINT, h = 2), macroeconomic variables for Germany (e.g. NOMECHD, h = 4) and the consumer sentiment indicator (GFKC-CIN, mid-term) help for the prediction of Eastern German GDP. First, Eastern German firms interact mostly on domestic markets and have a lower export quota in comparison to their Western German counterparts (see Ragnitz, 2009 ). Second, the Eastern German industrial sector is mainly characterized by intermediate goods producers. Nearly 40% of all turnovers in 2011 were achieved in this industrial main group. Ragnitz (2009, p. 55) states that most Eastern German firms are still so-called 'extended workbenches' (verl€ angerte Werkb€ anke) of Western German companies. Overall, Western German economic development is a crucial factor for quarter-on-quarter GDP growth in Eastern Germany. Another interesting result is that single-indicator models perform better in the long-term than multi-indicator models (see h = 4 in Table 3 ). In addition, the multi-indicator models are not dominated by a small number of indicators to the same extent as in the other two regions. Only the business situation for industry and trade in Eastern Germany (IFOBSITEG) in the short-term or the working hours for the Eastern German housing construction sector (HCWHEG) in the mid-term stand out from this overall picture. In line with the results for Saxony and Baden-W€ urttemberg, pooling has the highest forecast accuracy in terms of RMSFE. This class of models dominate all competitors in the short-and longterm and are part of the model confidence set. In contrast to Saxony and Baden-W€ urttemberg, a larger number of models are included in the set of best models in Eastern Germany.
CONCLUSION
This study analyzes the forecasting performance of single-indicator, multi-indicator, factor models and pooling techniques at the regional level. Our analysis is conducted in a 'pseudo-real-time' setting, i.e., taking account of publication lags, though not of data revisions. We use a large data set with international, national and regional variables. As target variables, we use unique quarterly data for GDP that are provided by different sources for the period 1996:01 to 2010:04. Our study is the first to systematically use time-series techniques to forecast regional GDP. Altogether, it is possible to predict GDP at the regional level at a quarterly frequency. A large number of indicators produce lower forecast errors than the benchmark model. The different results for our three target variables show that a high heterogeneity exists between regional units. An important reason for this heterogeneity is the regional economic structure, as the highlighted section shows. Furthermore, we can conclude that regional indicators have a high forecasting power. Whenever regional variables are available, these indicators are worth considering for forecasting. As our results show, regional variables deliver good forecasting signals or information. Because we use a large data set, pooling strategies can improve forecasting accuracy. For all three regional units, MSFE weights outperform all other weighting schemes, as well as single-indicator and multi-indicator forecasts. Hence, pooling in a regional context is just as important as on the national level. Another way to handle large data sets is to apply factor models. Despite the fact that this class of models improves forecast accuracy, which is in line with the existing literature, factor models are not that competitive compared to pooling or multi-indicator models in our case. Finally, we have shown that in most cases, multi-indicator models significantly improve forecast accuracy in comparison to single-indicator models. By adding national variables to regional indicators, forecasts become even better at the regional level. Regional policy-makers have to rely on accurate macroeconomic forecasts. With our exercise, we are able to reduce forecast errors significantly and therefore reduce uncertainty about future macroeconomic development at the regional level. This approach renders regional economic policy more assessable. Further research is necessary for different countries (e.g. the United States or EU) and aggregation levels. It would be interesting to know whether it is better to predict regional GDP directly or through its different components. This issue was analyzed for Germany as a whole by Drechsel and Scheufele (2012a) ; however, to date, no regional study exists.
