Abstract. The moderate deviations principle is shown for the partial sums processes built on U -empirical measures of Polish space valued random variables and on U -statistics of real valued kernel functions. It is proved that in the non-degenerate case the conditions for the time xed principles su ce for the moderate deviations principle to carry over to the corresponding partial sums processes. Given a uniformly bounded VC subgraph class of functions, we obtain corresponding moderate deviations for time dependent U -processes. Among other techniques we use the decoupling technique for U -statistics due to de la Peña and Montgomery-Smith. We apply an improved version of a Bernstein-type inequality for degenerate U -statistics due to Arcones and Gin e as well as some moment inequalities for U -statistics. Moreover we prove and use a L evy-type maximal inequality for U -statistics.
Introduction and Statement of the results
The aim of this paper is to extend the moderate deviation principles when passing from linear statistics to higher order statistics.
Let us recall the de nition of the large deviations principle (LDP). A sequence of probability measures f n g n2N on a topological space X equipped with -eld B is said to satisfy the LDP with speed a n # 0 and good rate function I( ) if the level sets fx : I(x) g are compact for all < 1 and for all ? 2 B the lower bound lim inf n!1 a n log n (?) is de ned to be the set of all maps : R + ! M(S) with (0) = 0 which are absolutely continuous with respect to the variation norm jj jj var and possess a weak derivative for almost all t (the latter means that for almost every t the expression hf; (t + h) ? (t)i=h converges to a limit hf; _ (t)i for every f 2 C b (S; R)). For the proof we will rst establish the moderate principle for U m n ( ; h) for bounded, asymmetric kernels h. Therefore we apply moment inequalities for Ustatistics which can be deduced from decoupling and hypercontractive methods (cf. 8, Section 2. Notice Another key is a L evy{type maximal inequality for the tails of U-statistics. where x j j = (x j ; : : : ; x j ) is a vector where all j coordinates are equal to x j . For n m we get the following identity: Moreover for the proof of Lemma 2.4 and 2.7 we use an extension of the classical L evy inequality for sums of independent symmetric random vectors to sums of not necessarily symmetric, but i. Applying rst (2.14), than Proposition 2.9 for E = l n 1 and again (2.14) it follows that For clarify of exposition we present only the proof of Lemma 2.4. This is notationally much less involved than the general case and already contains the main idea. The general case is proved by recurrence. Remark that
h(X 1 i ; X 2 i ) > t=2 : (2.16) The result can now be obtained by conditionally applying L evy's inequality (Proposition 2.12) 2 times: Let s l be a de ned as P k i=1 h(X 1 i ; X 2 l ), 1 l k. We denote by P 2 the conditional probability given fX 1 i ; i 2 Ng. Now L evy's inequality applied to the conditionally independent and identically distributed random variables s l gives
s l > t=2 = 9 P max k n 30
h(X 1 i ; X 2 j ) > t=2 : (2. 17)
The inequality follows now by iteration and by (2.11) of Proposition 2.9; moreover we apply Proposition 2.12 as well as (2.11) of Proposition 2.9 for the second term in (2.16). The constants are e 1 = c 2 d 2 9 2 and e 2 = (4 c 2 d 2 30 2 ) ?1 as well as f 1 = c 2 (9 + 9 2 ) and f 2 = (4 c 2 30 2 ) ?1 . Using the identity (2.6) we obtain the result in decomposing these statistics again and again and conditionally applying L evy's inequality. The constants e c (m) and f c (m) can be calculated explicitely as a function of the degree m. We omit this calculation, since for our application it is enough to know, that the constants depend only on m. with 1 k n. P m denotes the conditional probability given fX r j ; r 6 = m; j 2 Ng.
For the symmetrized kernel the L evy type inequality for U-statistics now can be (after Theorem 1.5). Thus we have to take into consideration the diagonal terms.
We will use the following moment inequality for U-statistics established with decoupling and hypercontractive methods ( 8, Theorem 2.7.1, Corollary 2.7.1]). Proposition 2.19. Let E be a Banach space of type p, 1 p 2 with norm k k E . Let fX n ; n 2 Ng be a sequence of independent random variables with identical distributions and suppose that the kernel function h is a symmetric E-valued function with rank m and E khk q E < 1; q 1 For each xed 2 k m we get for the k-th summand with Lemma 2.1 for su ciently large n:
where c i (k); i = 1; 2, are some constants depending only on k, which change from step to step. For n su ciently large this implies n b 2 n log P n b n U k n (1; k;m h) f k (k) n b 2 n log c 1 The right hand side decreases in n to ?1 by the assumptions for fb n g n2N . For c = 1; : : : ; k ? 1 we obtain that such that F l (y)(t) = y(t)1 0;l) (t). We have already checked that P for all x > 0 and all n r, where the constants c i depend only on r. Lemma is the right one for the degenerate case. Our calculations show that for every rank a we have to choose the rank-independent norm k k , introduced above. which is the rst term in the "Hoe ding decompositon" of L m n (see 16] for details).
We check that fL m;1 n ( ); n 2 Ng and fL m n ( ); n 2 Ng have identical moderate behaviour on D proj
