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Preface
This book provides an introduction to a mathematically rigorous renormalisation
group method which is inspired by Kenneth Wilson’s original ideas from the early
1970s, for which he was awarded the 1982 Nobel Prize in Physics. The method has
been developed and applied over the past ten years in a series of papers authored
by various subsets of the present authors, along with Martin Lohmann, Alexandre
Tomberg and Benjamin Wallace.
We present the general setting of the problems in critical phenomena that have
been addressed by the method, with focus on the 4-dimensional |ϕ|4 spin system
and the 4-dimensional continuous-time weakly self-avoiding walk. We give a self-
contained analysis of the 4-dimensional hierarchical |ϕ|4 model, which is simpler
than its Euclidean counterpart but still reveals many of the ideas and techniques of
the renormalisation group method. We comment on, and give detailed references
for, the extension of the method to the Euclidean setting in Appendix A. The book
is intended to be a starting point for a reader who may not have prior knowledge of
the renormalisation group method.
The book originated from lecture notes that were prepared for courses at several
summer schools. Subsequently the lecture notes were significantly developed and
rewritten. The courses were given at:
• the Summer School in Mathematical Physics, Analysis and Stochastics, Univer-
sita¨t Heidelberg, July 21-26, 2014;
• the MASDOC Summer School on Topics in Renormalisation Group Theory and
Regularity Structures, University of Warwick, May 11-15, 2015;
• the Third NIMS Summer School in Probability: Critical Phenomena, Renormal-
isation Group, and Random Interfaces, National Institute for Mathematical Sci-
ences, Daejeon, June 15-19, 2015;
• the Workshop on Renormalization in Statistical Physics and Lattice Field Theo-
ries, Institut Montpellie´rain Alexander Grothendieck, August 24-28, 2015;
• the EMS-IAMP Summer School in Mathematical Physics: Universality, Scaling
Limits and Effective Theories, Rome, July 11-15, 2016;
v
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• the Bilbao Summer School on Probabilistic Approaches in Mathematical Physics,
Basque Center for Applied Mathematics, July 17-22, 2017.
We are grateful to Manfred Salmhofer and Christoph Kopper in Heidelberg; to Ste-
fan Adams in Warwick; to Kyeong-Hun Kim, Panki Kim and Hyunjae Yoo in Dae-
jeon; to Damien Calaque and Dominique Manchon in Montpellier; to Michele Cor-
regi, Alessandro Giuliani, Vieri Mastropietro and Alessandro Pizzo in Rome; and
to Stefan Adams, Jean-Bernard Bru and Walter de Siqueira Pedra in Bilbao; for
organising these events and for the invitations to lecture.
We are especially grateful to Alexandre Tomberg who gave tutorials for our
courses in Heidelberg and Daejeon, and to Benjamin Wallace who gave tutorials
in Bilbao. Each has contributed in several ways during the early stages of the writ-
ing of this book.
This work was supported in part by NSERC of Canada, by the U.S. NSF under
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Notation
Throughout this book, we use the following notational conventions.
• x = o(y) means that x/y→ 0 as y→ y0, where y0 is supplied by the context.
• x = O(y) means that there exist C,δ such that |x/y| ≤C for |y− y0| < δ , where
y0 is supplied by the context.
• x = Oz(y) means that x = O(y) as y→ y0 with z fixed, where y0 is supplied by
the context.
• A∼ B means A = B(1+o(1)).
• A B means C−1A≤ B≤CA for a universal constant C > 0.
• A∝ B means A= cB for some constant c> 0 (which can depend on parameters).
• For x = (xi)i∈I and y = (yi)i∈I we write (x,y) = ∑i∈I xiyi, where the index set I is
supplied by the context.
Some commonly used symbols are listed in the index.
xi

Part I
Spin systems and critical phenomena

Chapter 1
Spin systems
1.1 Critical phenomena and the renormalisation group
The subject of critical phenomena and phase transitions has fascinated mathemati-
cians for over half a century. Interest in these topics is now as great as ever, and
models such as percolation, the Ising model, self-avoiding walk, dimer systems,
and others, are prominent in mathematical physics, in probability theory, and in
combinatorics. The physically relevant and mathematically most interesting aspects
of the subject centre on universal quantities such as critical exponents. These expo-
nents describe the large-scale behaviour of a system of strongly dependent random
variables as a parameter governing the strength of dependence, such as temperature,
varies near a critical value at which long-range correlations suddenly appear. The
critical exponents are independent of many details of how a model is defined, and
for this reason models which are crude in their treatment of local interactions can
nevertheless provide accurate information about the large-scale behaviour of real
physical systems.
An extensive but incomplete mathematical theory of 2-dimensional critical phe-
nomena has been obtained in recent decades, particularly with the advent of the
Schramm-Loewner Evolution at the turn of the century. In high dimensions, namely
dimensions d > 4 for spin systems and self-avoiding walk, there is a well-developed
theory of mean-field behaviour, based on techniques including reflection positivity,
differential inequalities, and the lace expansion. The physically most relevant di-
mension, d = 3, has proved intractable to date and remains an outstanding challenge
to mathematicians.
The upper critical dimension, d = 4, is borderline in the sense that mean-field
theory applies in dimensions d > 4, but not d < 4, and typically this borderline be-
haviour involves logarithmic corrections to mean-field scaling. Dimension 4 is also
the reference for the ε-expansion, which has provided heuristic results in dimen-
sion 3 by viewing d = 3 as d = 4− ε with ε = 1. This book concerns a method for
analysing 4-dimensional critical phenomena and proving existence of logarithmic
3
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corrections to scaling. The method has also been applied to lower dimensions via a
version of the ε-expansion for long-range models.
In the physics literature, critical phenomena are understood via the renormal-
isation group method developed by Kenneth G. Wilson in the early 1970s. Wil-
son received the 1982 Nobel Prize in Physics for this development. Inspiring early
references include [85, 156]. Although Wilson’s renormalisation group method is
now part of the standard toolbox of theoretical physics, there remain serious chal-
lenges to place it on a firm mathematical and non-perturbative foundation. This book
presents a renormalisation group method, developed by the authors, which is appli-
cable to the 4-dimensional n-component |ϕ|4 spin system and to the 4-dimensional
continuous-time weakly self-avoiding walk. The latter is treated rigorously as a su-
persymmetric “n = 0” version of the former. To simplify the setting, we present the
method in the context of the 4-dimensional n-component hierarchical |ϕ|4 model.
Discussion of the self-avoiding walk is deferred to Chapter 11.
Extensions of the methods used in this book can found in [18–20,25,26,118,143,
144] (for n≥ 0). Alternate approaches to the 4-dimensional |ϕ|4 model using block
spin renormalisation can be found in [95, 96, 104, 108] (for n = 1), and using phase
space expansion methods in [82] (for n= 1). We make no attempt to provide a thor-
ough review of the many ways in which renormalisation group methods have been
applied in mathematical physics. The low-temperature phase has been studied, e.g.,
in [14, 16]. Renormalisation group methods have recently been applied to gradient
field models in [5], to the Coulomb gas in [79, 80], to interacting dimers in [100],
and to symmetry breaking in low temperature many-boson systems in [15]. The
books [32,122,133,139] provide different approaches to the renormalisation group,
and [101] contains useful background.
Two paramount features of critical phenomena are scale invariance and univer-
sality. The renormalisation group method exploits the scale invariance to explain
universality. This is done via a multi-scale analysis, in which a system studied at
a particular scale is represented by an effective Hamiltonian. Scales are analysed
sequentially, leading to a map that takes the Hamiltonian at one scale to a Hamilto-
nian at the next scale. Advancing the scale gives rise to a dynamical system defined
by this map. Scale invariance occurs at a fixed point of the map, and different fixed
points correspond to different universality classes. The analysis of the dynamical
system at and near the fixed point provides a means to compute universal quan-
tities such as critical exponents. In the physics literature, the analysis is typically
performed in a perturbative fashion, without control of remainder terms. A mathe-
matically rigorous treatment requires full control of nonperturbative aspects as well.
This book presents a self-contained and complete renormalisation group analy-
sis of the 4-dimensional n-component hierarchical |ϕ|4 model. We have set up the
analysis in a fashion parallel to that of its Euclidean counterpart in [18, 20]; the
Euclidean version involves additional ingredients which make its analysis more in-
volved. In Appendix A, we indicate the main differences and provide references for
the Euclidean analysis.
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A spin system is a collection of random variables, called spins, which we denote
(ϕx)x∈Λ or (σx)x∈Λ . In the examples we discuss, the spins are vectors in Rn. The
spins are indexed by a set Λ , which we initially assume to be finite, but large, and
ultimately we are interested in the infinite volume limit Λ ↑ Zd . The distribution on
spin configurations is specified in terms of an energy H(ϕ) or H(σ). We discuss four
examples of spin systems in this chapter: the Ising model, the mean-field model, the
Gaussian free field, and the |ϕ|4 model.
1.2 Ising model
The prototypical example of a spin system is the Ising model, which is defined as
follows. Given a finite box Λ ⊂ Zd , an Ising configuration is σ = (σx)x∈Λ , σx ∈
{−1,1}, as depicted in Figure 1.1. With e one of the 2d unit vectors in Zd , we
define the discrete gradient and Laplacian of a function f : Zd → C by
(∇e f )x = fx+e− fx, (∆ f )x =−12 ∑e:|e|=1
∇−e∇e fx = ∑
e:|e|=1
∇e fx. (1.2.1)
An energy is associated to each configuration σ by
H0,Λ (σ) =
1
4 ∑e:|e|=1∑x∈Λ
(∇eσ)2x , (1.2.2)
together with a boundary contribution fixing the spins on the outer boundary of Λ .
Let E(2) be the set of edges {x,y} where x,y are nearest neighbour lattice sites. The
energy (1.2.2) is twice the number of edges in E(2) whose spins disagree. Up to an
additive constant, it can also be written as −∑{x,y}∈E(2) σxσy.
Fig. 1.1 A configuration of the Ising model.
The probability of a configuration σ is given by the finite-volume Gibbs measure
PT,Λ (σ) ∝ e−H0,Λ (σ)/T ∏
x∈Λ
(δσx,+1+δσx,−1), (1.2.3)
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where T represents temperature, and where the constant of proportionality is such
that PT,Λ is a probability measure. The interaction is ferromagnetic: configurations
with more neighbouring spins aligned are energetically favourable (lower energy)
and have higher probability. The configurations with all spins +1 or all spins −1
have the lowest energy. For higher energies there is a larger number of configura-
tions realising that energy, leading to a greater weight—or entropy—of these in the
probability measure. The competition of energy and entropy, whose relative weight
is controlled by the temperature, leads to a phase transition at a critical tempera-
ture Tc. For T < Tc, the dominant mechanism is the minimising of energy, while
for T > Tc, it is the effect of entropy that dominates. Typical configurations look
dramatically different depending on whether T is below, at, or above the critical
temperature Tc; see Figure 1.2.
Low temperature T < Tc Critical temperature T = Tc High temperature T > Tc
Fig. 1.2 Typical configurations of the 2-dimensional Ising model, with boundary spins fixed white
for the top half and dark for the bottom half.
To model the effect of an external magnetic field h∈R, the Hamiltonian becomes
Hh,Λ (σ) = H0,Λ (σ)−h∑
x∈Λ
σx =
1
4∑e ∑x∈Λ
(∇eσ)2x−h∑
x∈Λ
σx. (1.2.4)
Associated to this Hamiltonian, there is again a finite-volume Gibbs measure with
H0,Λ replaced by Hh,Λ in (1.2.3). The infinite-volume Gibbs measure Ph,T is defined
to be the limit of the measures Ph,T,Λ as Λ ↑ Zd . There is work to do to show exis-
tence of the limit, which may depend on boundary conditions and fail to be unique.
Expectation with respect to Ph,T is denoted 〈·〉h,T . See, e.g., [88, 99, 141] for details
about Gibbs measures.
The magnetisation is defined by M(h,T ) = 〈σ0〉h,T , and the spontaneous mag-
netisation is M+(T ) = limh↓0 M(h,T ). The phase transition for the Ising model is
illustrated in Figure 1.3. Above the critical temperature Tc, the spontaneous mag-
netisation is zero, whereas below Tc it is positive. The slope of the magnetisation
M(h,T ) at h = 0 is called the magnetic susceptibility; it diverges as T ↓ Tc. More
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M(h,T )
T > Tc
T = Tc
T < Tc
h
M+(T )
Tc T
M+(T )
Fig. 1.3 Critical behaviour of the magnetisation.
precisely, for T ≥ Tc, we define:
two-point function: τ0x(T ) = 〈σ0σx〉0,T , (1.2.5)
correlation length: ξ (T )−1 =− lim
n→∞n
−1 logτ0,ne1(T ), (1.2.6)
susceptibility: χ(T ) = ∑
x∈Zd
τ0x(T ) =
∂
∂h
M(h,T )
∣∣∣
h=0
. (1.2.7)
In (1.2.6), e1 = (1,0, . . . ,0) is a unit vector in Zd . The most subtle and interesting
behaviour occurs at and near the phase transition, where the spins develop strong and
non-trivial correlations. The scaling of these can be described in terms of various
critical exponents, as follows:
χ(T )∼ A1(T −Tc)−γ (T ↓ Tc), (1.2.8)
ξ (T )∼ A2(T −Tc)−ν (T ↓ Tc), (1.2.9)
τ0x(Tc)∼ A3|x|−(d−2+η) (|x| → ∞), (1.2.10)
M(h,Tc)∼ A4h1/δ (h ↓ 0), (1.2.11)
M+(T )∼ A5(Tc−T )β (T ↑ Tc). (1.2.12)
The critical exponents are conjectured to obey certain scaling relations, an example
of which is Fisher’s relation γ = (2− η)ν . The critical exponents are predicted
to be universal. This means that they should depend primarily on the dimension d
and not on fine details of how the model is formulated. For example, the exponents
are predicted to be the same on the square or triangular or hexagonal lattices for
d = 2. The main mathematical problem for the Ising model, and for spin systems
more generally, is to provide rigorous proof of the existence and universality of the
critical exponents. The following is an informal summary of what has been achieved
so far.
There has been great success for the case of d = 2. For the square lattice Z2, it has
been proved that the critical temperature is given by T−1c = 12 log(1+
√
2), and that
the critical exponents γ,β ,δ ,η ,ν exist and take the values γ = 74 , β =
1
8 , δ = 15,
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η = 14 , ν = 1. In addition, the law of the interface curve in the middle picture in
Figure 1.2 is the Schramm–Loewner Evolution SLE3. References for these theorems
include [29, 60, 61, 129].
In dimensions d > 4, also much is known. The critical exponents γ,β ,δ ,η exist
and take the values γ = 1, β = 12 , δ = 3, η = 0. These exponents have the same
values as for the Ising model defined on the complete graph, which is called the
Curie–Weiss or mean-field Ising model. Precise statements and proofs of these facts
can be found in [7,9,89,137]. We discuss the mean-field Ising model in more detail
in Section 1.4.
Logarithmic corrections to mean-field behaviour are predicted for d = 4 [37,113,
151], and it is known that there cannot be corrections which are larger than logarith-
mic [9,10]. It remains an open problem to prove the precise behaviour for d = 4, and
in this book we address some closely related problems concerning the |ϕ|4 model.
For the hierarchical Ising model in dimension 4, a rigorous renormalisation group
analysis is presented in [106].
Only recently has it been proved that the spontaneous magnetisation vanishes at
the critical temperature for Z3 [8]. It remains a major open problem to prove the
existence of critical exponents for d = 3. In the physics literature, the conformal
bootstrap has been used to compute exponents to high accuracy [77].
1.3 Spin systems and universality
The Ising model is only one example of a large class of spin systems. A general
class of O(n)-symmetric ferromagnetic spin models can be defined as follows.
Let Λ be a finite set, and let βxy = βyx be nonnegative spin-spin coupling con-
stants indexed by Λ ×Λ . A spin configuration consists of a spin ϕx ∈ Rn for each
x ∈Λ , and can be considered either as a map ϕ :Λ →Rn or as an element ϕ ∈RnΛ .
The bulk energy of the spin configuration ϕ is
H(ϕ) =
1
4 ∑x,y∈Λ
βxy|ϕx−ϕy|2+ ∑
x∈Λ
h ·ϕx. (1.3.1)
The constant vector h represents an external magnetic field, which may be zero. For
a given reference measure µ on Rn called the single-spin distribution, a probability
measure on spin configurations is defined by the expectation
〈F〉 ∝
∫
RnΛ
F(ϕ)e−H(ϕ)∏
x∈Λ
µ(dϕx). (1.3.2)
The assumption βxy ≥ 0 is the assumption that the model is ferromagnetic: it en-
courages spin alignment. When µ is absolutely continuous it is usually convenient
to instead take µ equal to the Lebesgue measure and equivalently add a potential to
the energy, i.e.,
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H(ϕ) =
1
4 ∑x,y∈Λ
βxy|ϕx−ϕy|2+ ∑
x∈Λ
h ·ϕx+ ∑
x∈Λ
w(ϕx). (1.3.3)
We associate to β the Laplacian matrix ∆β , which acts on scalar fields f :Λ →R
by
(∆β f )x = ∑
y∈Λ
βxy( fy− fx). (1.3.4)
For the case where βxy = 1x∼y is the indicator that x and y are nearest neighbours
in Zd , this recovers the standard Laplacian of (1.2.1). For vector-valued fields f =
( f 1, . . . , f n) the Laplacian acts component-wise, i.e., (∆β f )i = ∆β f i. Then we can
rewrite H(ϕ) as
H(ϕ) =
1
2 ∑x∈Λ
ϕx · (−∆β )ϕy+ ∑
x∈Λ
h ·ϕx+ ∑
x∈Λ
w(ϕx). (1.3.5)
Boundary terms can be included in the energy as well.
Examples are given by the following choices of µ and w. Since µ and w provide
redundant freedom in the specification of the model, we either specify µ and then
assume that w= 0, or we specify w and then assume that µ is the Lebesgue measure.
• Ising model: n = 1 and µ = δ+1+δ−1.
• O(n) model: µ is the uniform measure on Sn−1 ⊂ Rn.
• Gaussian free field (GFF): w(ϕx) = m2|ϕx|2 with m2 ≥ 0.
• |ϕ|4 model: w(ϕx) = 14 g|ϕx|4+ 12ν |ϕx|2 with g> 0 and ν ∈ R.
The O(n)model is the Ising model when n= 1, and it is also called the rotator model
for n = 2, and the classical Heisenberg model for n = 3.
Examples for the choice of interaction β are:
• Mean-field interaction: βxy = β/|Λ | for all x,y ∈Λ .
• Nearest-neighbour interaction: Λ ⊂ Zd and βxy = β1x∼y.
• Finite-range interaction: Λ ⊂ Zd and βxy = β1|x−y|≤R for some R≥ 1.
• Long-range interaction: Λ ⊂ Zd and βxy  |x− y|−(d+α) for some α ∈ (0,2).
• Hierarchical interaction: discussed in detail in Chapter 4.
In appropriate limits |Λ | → ∞, the above models typically undergo phase transi-
tions as their respective parameters are varied. As in the example of the Ising model,
the critical behaviour can be described by critical exponents. The universality con-
jecture for critical phenomena asserts that the critical behaviour of spin models is
the same within very general symmetry classes.
The symmetry class is determined by the number of components n, correspond-
ing to the symmetry group O(n), and the class of coupling constants. For example,
in Zd , the same critical behaviour is predicted when the spin-spin coupling β has
any finite range, or bounded variance ∑x∈Zd |x|2β0x (in infinite volume), as long as
µ or w has appropriate regularity and growth properties. Also, the same critical be-
haviour is predicted for the O(n) and |ϕ|4 models. A general proof of the universality
conjecture is one of the major open problems of statistical mechanics.
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In the remainder of this chapter, we consider three of the above examples: the
mean-field model, the Gaussian free field, and the |ϕ|4 model. For both the mean-
field model and the Gaussian free field, a complete analysis can be carried out. We
present specific instructive cases that illustrate the general phenomena. The |ϕ|4
model is a generic case, on which much of the remainder of this book is focussed.
1.4 Mean-field model
1.4.1 Critical behaviour of the mean-field model
Let n ≥ 1 be an integer, and let Λ = {0,1, . . . ,N−1} be a finite set. As mentioned
in the previous section, the mean-field model corresponds to the choice βxy = β/N
for the coupling constants. With this choice, the Laplacian of (1.3.4) is given by
−∆β = βP with P = Id−Q, (1.4.1)
where Id denotes the N×N identity matrix and Q is the constant matrix with entries
Qxy = N−1. Note that P and Q are orthogonal projections with P+Q = Id. The
energy of the mean-field O(n) model is then given by
H(σ) =
1
2 ∑x∈Λ
σx · (−∆βσ)x+ ∑
x∈Λ
h ·σx. (1.4.2)
The finite-volume expectation is defined by
〈F〉β ,h,N ∝
∫
(Sn−1)N
F(σ)e−H(σ)∏
x∈Λ
µ(dσx), (1.4.3)
where the single-spin distribution µ is the uniform measure on the sphere Sn−1⊂Rn.
In particular, for n = 1, the sphere Sn−1 is the set {−1,+1} and we have the mean-
field Ising model, or Curie–Weiss model. In terms of the temperature variable T used
in our discussion of the Ising model in Section 1.2, here β is the inverse temperature
β = 1/T .
The mean-field Ising model is a canonical example which is discussed in many
books on statistical mechanics, including [28,78,88]. It is important for various rea-
sons: it is an example where nontrivial critical behaviour can be worked out exactly
and completely including computation of critical exponents, its critical exponents
have been proven to give bounds on the critical exponents of other models, and its
critical exponents are proven or predicted to give the same values as other models
in dimensions d > 4.
What makes the mean-field model more tractable is its lack of geometry. Apart
from an unimportant volume-dependent constant that is independent of the spin
configuration, the energy can be rewritten in terms of the mean spin σ¯ = N−1∑xσx
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as
H(σ) =−1
2
β
N∑x,y
σx ·σy+∑
x
h ·σx+ const = N
(
−1
2
βσ¯ · σ¯ +h · σ¯
)
+ const.
(1.4.4)
Thus H is actually a function only of the mean spin. This is the origin of the name
“mean-field” model.
The susceptibility and magnetisation are defined by
M(β ,h) = lim
N→∞
〈σ0〉β ,h,N , (1.4.5)
χ(β ,h) =
∂M
∂h
(β ,h). (1.4.6)
For the results we focus on the Ising case n = 1, but we present the set-up for the
general O(n) model. We will prove the following theorem, which shows that the
critical exponents γ,δ ,β (for the susceptibility, the vanishing of the magnetisation
at the critical point, and the spontaneous magnetisation) take the mean-field values
γ = 1, δ = 3, β¯ = 12 . We have written β¯ for the critical exponent of the sponta-
neous magnetisation rather than β as in (1.2.12), since here β represents the inverse
temperature. The theorem also shows that the critical value of β is βc = 1.
Theorem 1.4.1. Let βc = 1.
(i) The spontaneous magnetisation obeys
M+(β )
{
> 0 (β > βc)
= 0 (β ≤ βc),
(1.4.7)
and
M+(β )∼ (3(β −βc))1/2 (β ↓ βc). (1.4.8)
(ii) The magnetisation obeys
M(βc,h)∼ (3h)1/3 (h ↓ 0). (1.4.9)
(iii) The susceptibility is finite for β < βc for any h, and also for β > βc if h 6= 0,
and
χ(β ,0) =
1
βc−β (β < βc), χ(β ,0+)∼
1
2(β −βc) (β ↓ βc). (1.4.10)
1.4.2 Renormalised measure
We start with the following elementary lemma.
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Lemma 1.4.2. Let ∆β = −βP be the mean-field Laplacian. There is a constant
c> 0 such that
e−
1
2 (σ ,−∆βσ) = c
∫
Rn
e−
β
2 (ϕ−σ ,ϕ−σ) dϕ (σ ∈ (Rn)N), (1.4.11)
where we identify ϕ ∈ Rn as a constant vector (ϕ, . . . ,ϕ) ∈ (Rn)N , and the paren-
theses denote the inner product on (Rn)N .
Proof. Let σ¯ = N−1∑xσx denote the average spin. We can regard both σ¯ and ϕ
as constant vectors in (Rn)N . By the discussion around (1.4.1), Qσ = σ¯ , and P =
Id−Q projects onto the orthogonal complement of the subspace of constant fields.
Therefore, (
ϕ−σ ,ϕ−σ)= (ϕ−σ ,Q(ϕ−σ))+ (ϕ−σ ,P(ϕ−σ))
= N|ϕ− σ¯ |2+ (σ ,Pσ). (1.4.12)
We take the exponential exp(− 12β (·)) of both sides and integrate over ϕ ∈ Rn. The
term involving (σ ,Pσ) factors out of the integral and gives the desired left-hand
side of (1.4.11), and the remaining integral is seen to be independent of σ after
making the change of variables ϕ 7→ ϕ+ σ¯ .
The identity (1.4.11) allows us to decompose the measure of the mean-field
model ν on (Sn−1)N into two measures, which we call the renormalised measure
and the fluctuation measure.
The renormalised measure νr is a measure on Rn defined as follows. For ϕ ∈Rn,
we define the renormalised potential by
V (ϕ) =− log
∫
Sn−1
e−
β
2 (ϕ−σ)·(ϕ−σ)+h·σ µ(dσ). (1.4.13)
The renormalised measure is then defined by the expectation
Eνr(G) ∝
∫
Rn
G(ϕ)e−NV (ϕ) dϕ. (1.4.14)
The fluctuation measure is a measure on (Sn−1)N but of simpler form than the orig-
inal O(n) measure. It is a product measure that depends on the renormalised field
ϕ ∈ Rn, and is defined by
Eµϕ (F) =
1
e−NV (ϕ)
∫
(Sn−1)N
F(σ)∏
x∈Λ
e−
β
2 (ϕ−σx)·(ϕ−σx)+h·σx µ(dσx). (1.4.15)
Lemma 1.4.3. The mean-field measure (1.4.3) has the decomposition
〈F〉β ,h,N = Eνr(Eµϕ (F)) for F : (Sn−1)N → R. (1.4.16)
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Proof. The proof is just a matter of substituting in definitions and using (1.4.11):
〈F〉β ,h,N ∝
∫
(Sn−1)N
F(σ)e−
1
2 (σ ,(−∆β )σ)+(h,σ) ∏
x∈Λ
µ(dσx)
∝
∫
Rn
∫
(Sn−1)N
F(σ)∏
x∈Λ
e−
β
2 (ϕ−σx)·(ϕ−σx)+h·σxµ(dσx)dϕ
=
∫
Rn
e−NV (ϕ)Eµϕ (F)dϕ
∝ Eνr(Eµϕ (F)). (1.4.17)
Since Eν(1) = 1 = Eνr(Eµϕ (1)), the proportional relation becomes an identity.
The above decomposition of the measure into a fluctuation measure and a renor-
malised measure can be seen as a toy example of the idea of renormalisation. This
is further discussed in Example 2.1.12.
1.4.3 Magnetisation and susceptibility: Proof of Theorem 1.4.1
To compute the magnetisation, we need the observable F(σ) = σ0. Let
G(ϕ) = Eµϕ (σ0) =
1
e−V (ϕ)
∫
Sn−1
σ0 e−
β
2 (ϕ−σ0)·(ϕ−σ0)+h·σ0 µ(dσ0). (1.4.18)
Then (1.4.16) and (1.4.14) imply that
〈σ0〉β ,h,N = Eνr(G(ϕ)) =
∫
Rn G(ϕ)e−NV (ϕ)dϕ∫
Rn e−NV (ϕ)dϕ
. (1.4.19)
The right-hand side is a finite-dimensional integral, with dimension n independent
of the number of vertices N. Therefore Laplace’s Principle can be applied to study
the limit as N→∞. The following exercise is an instance of Laplace’s Principle; for
much more on this kind of result see [158].
Theorem 1.4.4. Let V : Rn → R be continuous with unique global minimum at
ϕ0 ∈ Rn. Assume that
∫
Rn e
−V dϕ is finite and that {ϕ ∈ Rn : V (ϕ)≤V (ϕ0)+1} is
compact. Then for any bounded continuous function g : Rn→ R,
lim
N→∞
∫
Rn g(ϕ)e−NV (ϕ) dϕ∫
Rn e−NV (ϕ) dϕ
= g(ϕ0). (1.4.20)
Exercise 1.4.5. Prove Theorem 1.4.4. [Solution]
Let G(ϕ) = Eµϕ (σ0) be as above. The critical points ϕ of the renormalised po-
tential V satisfy
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Fig. 1.4 The renormalised potential for β < βc with h= 0 (left) and h 6= 0 (right). The renormalised
potential is convex and the minimum is assumed at a unique point in both cases.
0 = ∇V (ϕ) = β (ϕ−G(ϕ)), i.e., ϕ = G(ϕ). (1.4.21)
The following lemma gives properties of V for the case n = 1. See Figure 1.4 for
part (ii) and Figure 1.5 for part (iii).
Lemma 1.4.6. Let n= 1 and set βc = n= 1. Then the renormalised potential V and
the function G are given by
V (ϕ) =
β
2
ϕ2− logcosh(βϕ+h)+ const, G(ϕ) =−∂V
∂h
= tanh(βϕ+h).
(1.4.22)
As a consequence:
(i) For h 6= 0, V has a unique minimum ϕ0(β ,h) with the same sign as h.
(ii) For β ≤ βc, V is convex, the unique minimum of V tends to 0 as h→ 0, and
V ′′(ϕ)≥ β (1−β/βc) for any h ∈ R.
(iii) For β > βc, V is non-convex, the minima of V are ±r for some r = r(β )> 0 if
h = 0, and as h ↓ 0 the unique minimum converges to +r or −r.
(iv) The minimum ϕ0(β ,h) is differentiable in h whenever h 6= 0 or β < βc.
Proof. This is a direct computation. Note that when n = 1 the integrals in (1.4.13)
and (1.4.18) are just sums over two terms σ =±1, each with measure 12 .
Proof of Theorem 1.4.1. For h 6= 0 or β ≤ βc, denote by ϕ0(β ,h) the unique mini-
mum of V . By Theorem 1.4.4 and (1.4.21), the magnetisation is given by
M(β ,h) = lim
N→∞
〈σ0〉β ,h,N = limN→∞Eνr(G(ϕ)) = G(ϕ0(β ,h)) = ϕ0(β ,h). (1.4.23)
The susceptibility is by definition given by
χ(β ,h) =
∂M
∂h
(β ,h) =
∂ϕ0
∂h
(β ,h). (1.4.24)
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Fig. 1.5 The renormalised potential for β > βc with h = 0 (left) and h 6= 0 (right). For h 6= 0 the
minimum is unique, while for h = 0 there are two minima for n = 1 and a set of minima with O(n)
symmetry for general n.
(i) Lemma 1.4.6 implies ϕ0(β ,0+) = 0 if β ≤ βc = 1 and ϕ0(β ,0+)> 0 if β > βc.
Since also ϕ0(β ,0+)→ 0 as β → βc, the asymptotics tanh(x) = x− 13 x3 + o(x3)
imply
ϕ0(β ,0+) = tanh(βϕ0(β ,0+))
= βϕ0(β ,0+)− 13 (βϕ0(β ,0+))
3+o(βϕ0(β ,0+))3, (1.4.25)
and therefore ϕ0 = ϕ0(β ,0+) satisfies
(β −1)ϕ0 = 13 (βϕ0)
3+o(βϕ0)3. (1.4.26)
Using ϕ0(β ,0+) > 0 for β > 1, the claim follows by dividing by ϕ0/3 and taking
the square root:
ϕ20 ∼ 3
β −1
β 3
∼ 3(β −βc) (β ↓ βc). (1.4.27)
(ii) Similarly, if β = 1 and h> 0,
ϕ0 = tanh(ϕ0+h) = ϕ0+h− 13 (ϕ0+h)
3+o(ϕ0+h)3 (1.4.28)
implies
ϕ0 ∼ (3h)1/3 (h ↓ 0). (1.4.29)
(iii) Note that 0 =V ′β ,h(ϕ0(β ,h)) implies
0 =
∂ 2
∂h∂ϕ
Vβ ,h(ϕ0(β ,h))+
∂ 2
∂ϕ2
Vβ ,h(ϕ0(β ,h))
∂ϕ0
∂h
(β ,h). (1.4.30)
Using that
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∂ 2
∂h∂ϕ
Vβ ,h(ϕ) =−β (1− tanh2(βϕ+h)), (1.4.31)
∂ 2
∂ϕ2
Vβ ,h(ϕ) = β −β 2(1− tanh2(βϕ+h)), (1.4.32)
and ϕ0 = tanh(βϕ0+h), therefore
∂ϕ0
∂h
(β ,h) =
1
−β +(1−ϕ0(β ,h)2)−1 . (1.4.33)
This implies
χ(β ,0) =
1
−β +(1−ϕ0(β ,0)2)−1 =
1
1−β =
1
βc−β (β < βc), (1.4.34)
χ(β ,0+)∼ 1−β +(1−3(β −1))−1 ∼
1
1−β +3(β −1) =
1
2(β −βc) (β > βc),
(1.4.35)
as claimed.
We conclude this section with two exercises concerning the extension of some of
the above ideas from n = 1 to n> 1.
Exercise 1.4.7. Let n = 3. Show that
V (ϕ) =
β
2
|ϕ|2− log
(
sinh(|βϕ+h|)
|βϕ+h|
)
+
β
2
, (1.4.36)
where V (ϕ) was defined in (1.4.13). [Solution]
Exercise 1.4.8. Extend the results of Lemma 1.4.6 to n> 1. Let βc = n.
(i) For β ≤ βc, the effective potential V is convex and the minimum of V tends to
0 as h→ 0. Moreover, HessV (ϕ)≥ β (1−β/βc) for any h ∈ Rn.
(ii) For β > βc, the effective potential V is non-convex.
Hint: [76, Theorem D.2] is helpful. [Solution]
1.5 Gaussian free field and simple random walk
Another fundamental example of a spin system is the Gaussian free field (GFF). The
GFF is a spin system whose distribution is Gaussian. In this section, we indicate
that its critical behaviour can be computed directly, and establish its connection to
the simple random walk. We also introduce the bubble diagram, whose behaviour
provides an indication of the special role of dimension 4.
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1.5.1 Gaussian free field
LetΛ be a finite set, and let β = (βxy)x,y∈Λ be non-negative coupling constants with
βxy = βyx. As in (1.3.5), given a spin field ϕ :Λ →Rn, and given m2 > 0, we define
H(ϕ) =
1
2
(ϕ,(−∆β +m2)ϕ). (1.5.1)
We then use H to define a probability measure on field configurations via specifica-
tion of the expectation
〈F〉 ∝
∫
(Rn)Λ
F(ϕ)e−H(ϕ) ∏
x∈Λ
dϕx, (1.5.2)
where the integration is with respect to Lebesgue measure on (Rn)Λ .
Definition 1.5.1. An n-component Gaussian free field (GFF) with mass m > 0 on
Λ is a field distributed according to the above measure. An example of particular
interest is the case where Λ is a finite approximation to Zd , and βxy = 1x∼y. Then
∆β is the discrete Laplace operator and we simply write ∆ .
Exercise 1.5.2. Show that (ϕ,−∆βϕ)≥ 0 for all ϕ ∈RΛ . In particular, (ϕ,(−∆β +
m2)ϕ) ≥ m2(ϕ,ϕ) > 0 for all ϕ 6= 0, i.e., −∆β +m2 is strictly positive definite if
m2 > 0 (and thus so is (−∆β +m2)−1). If 1 is the constant function on Λ , defined
by 1x = 1 for all x ∈Λ then −∆β1= 0 and
(−∆β +m2)−11= m−21. (1.5.3)
[Solution]
Definition 1.5.1 can be restated to say that the GFF is defined as the Gaussian
field on RnΛ with covariance given by
〈ϕ ixϕ jy 〉= δi j(−∆β +m2)−1xy . (1.5.4)
For the particular case mentioned in Definition 1.5.1, for which the Laplacian is the
standard one on a subset Λ ⊂ Zd , we write the covariance as
Cxy;Λ (m2) = (−∆ (Λ)+m2)−1xy . (1.5.5)
See Chapter 2 for a detailed introduction to Gaussian fields. Rather than takingΛ as
a subset of Zd , we can instead take it to be a discrete d-dimensional torus. The use of
a torus avoids issues concerning boundary conditions and also preserves translation
invariance. For m2 > 0 and for all dimensions d > 0, it can be proved that in the
limit as the period of the torus goes to infinity, the limit
Cxy(m2) = lim
Λ↑Zd
Cxy;Λ (m2) (1.5.6)
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exists and is given in terms of the Laplacian ∆ on Zd by
Cxy(m2) = (−∆ +m2)−1xy . (1.5.7)
In addition, for d > 2 it can be proved that the limit Cxy(0) = limm2↓0 Cxy(m2) exists.
The restriction to d > 2 is a reflection of the fact that simple random walk on Zd is
transient if and only if d > 2.
As in the corresponding definitions for the Ising model in (1.2.5)–(1.2.7), we
define
two-point function: δi jCxy(m2), (1.5.8)
correlation length: ξ (m2)−1 =− lim
n→∞n
−1 logC0,ne1(m
2), (1.5.9)
susceptibility: χ(m2) = ∑
x∈Zd
C0x(m2). (1.5.10)
For the two-point function we allow m2 ≥ 0, whereas for the correlation length and
susceptibility we restrict to m2 > 0. The susceptibility diverges at the critical value
m2 = 0. The relations
χ(m2) = m−2 (m2 > 0), (1.5.11)
ξ (m2)∼ m−1 (m2 ↓ 0), (1.5.12)
C0x(0) = (−∆)−10x ∼ c(d)|x|−(d−2+η) (|x| → ∞), (1.5.13)
respectively follow from (1.5.3), from [121, Theorem A.2], and from a standard fact
about the lattice Green function (−∆)−1 (see, e.g., [114]). The above relations show
that the critical exponents for the GFF assume the values
γ = 1, ν =
1
2
, η = 0. (1.5.14)
These are mean-field values, although the exponents ν and η involve the geometry
of Zd and therefore are somewhat unnatural for the mean-field model. The fact that
γ = (2−η)ν is an instance of Fisher’s relation.
1.5.2 Simple random walk
The GFF is intimately related to the simple random walk. In this section, we make
contact between the two models in the case of Zd .
Given d > 0 and x,y ∈ Zd , an n-step walk on Zd from x to y is a sequence ω =
(x= x0,x1, . . . ,xn−1,xn = y) of neighbouring points (|xi−xi−1|= 1). We write |ω|=
n for the length of ω , and writeW(x,y) for the set of all walks from x to y. Let V
be a complex diagonal Zd×Zd matrix whose elements obey Revx ≥ c> 0 for some
positive c. We define the simple random walk two-point function by
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W (V )xy = ∑
ω∈W(x,y)
|ω|
∏
j=0
1
2d+ vω j
. (1.5.15)
The positivity condition on V ensures that the right-hand side converges. For the
special case where V has constant diagonal elements m2, we write
W (m
2)
xy = ∑
ω∈W(x,y)
|ω|
∏
j=0
1
2d+m2
. (1.5.16)
The next lemma shows that Wxy is related to the covariance of the GFF.
Lemma 1.5.3. For d > 0 and a diagonal matrix V with Revx ≥ c> 0,
W (V )xy = (−∆ +V )−1xy . (1.5.17)
In particular,
W (m
2)
xy =Cxy(m2) = (−∆ +m2)−1xy . (1.5.18)
Proof. We separate the contribution of the zero-step walk, and for walks taking at
least one step we condition on the last step, to obtain
W (V )xy =
1
2d+ vy
δxy+
1
2d+ vy
∑
e:|e|=1
WVx,y+e. (1.5.19)
We multiply through by 2d+ vy and rearrange the terms to obtain
(−∆W (V ))xy+ vyW (V )xy = δxy, (1.5.20)
which can be restated as (−∆ +V )W (V ) = I, and the proof is complete.
With respect to the uniform measure on n-step walks started at x, let pn(x,y)
denote the probability that an n-step walk started at x ends at y. Equation (1.5.16)
can be rewritten as
W (m
2)
xy =
∞
∑
n=0
pn(x,y)
(2d)n
(2d+m2)n+1
= (−∆ +m2)−1xy . (1.5.21)
When m2 > 0, the sum in (1.5.21) is finite in all dimensions. When m2 = 0,
∑∞n=0 pn(x,y) is the Green function for simple random walk, which is finite if and
only if d > 2 (see Exercise 1.5.5). Since ∑y∈Zd pn(x,y) = 1, an alternate perspective
on (1.5.11) is provided by
∑
x∈Zd
W (m
2)
xy =
∞
∑
n=0
(2d)n
(2d+m2)n+1
=
1
m2
. (1.5.22)
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The central limit theorem asserts that the distribution of pn is asymptotically
Gaussian, and the functional central limit theorem asserts that the scaling limit of
simple random walk is Brownian motion. For random walk, universality is the state-
ment that the critical exponents and limiting distribution remains the same, not only
for simple random walk, but for any random walk composed of i.i.d. steps Xi having
mean zero and finite variance.
1.5.3 The bubble diagram
The bubble diagram plays a key role in identifying the special role of dimension 4
in critical phenomena. It is defined by
Bm2 = ∑
x∈Zd
(
C0x(m2)
)2
, (1.5.23)
with C0x(m2) = (−∆ +m2)−1 as in (1.5.7). The Fourier transform is useful for the
analysis of the bubble diagram.
The Fourier transform of an absolutely summable function f : Zd→C is defined
by
fˆ (k) = ∑
x∈Zd
fx eik·x (k ∈ [−pi,pi]d). (1.5.24)
The inverse transform is given by
fx = (2pi)−d
∫
[−pi,pi]d
fˆ (k) e−ik·x (x ∈ Zd). (1.5.25)
With respect to the Fourier transform, −∆ acts as a multiplication operator with
multiplication by
λ (k) = 4
d
∑
j=1
sin2(k j/2) (k ∈ [−pi,pi]d). (1.5.26)
This means that
(−∆̂ f )(k) = λ (k) fˆ (k), (1.5.27)
and hence the Fourier transform of C0x(m2) is given by
Cˆm2(k) =
1
λ (k)+m2
. (1.5.28)
Therefore, by Parseval’s formula and (1.5.28),
Bm2 =
∫
[−pi,pi]d
1
(λ (k)+m2)2
dk
(2pi)d
. (1.5.29)
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The logarithmic corrections to scaling for d = 4 in Theorem 1.6.1 arise via the
logarithmic divergence of the 4-dimensional bubble diagram.
Exercise 1.5.4. Show that B0 < ∞ if and only if d > 4, and that, as m2 ↓ 0,
Bm2 ∼ bd×
{
m−(4−d) (d < 4)
logm−2 (d = 4),
(1.5.30)
with b1 = 18 , b2 =
1
4pi , b3 =
1
8pi , b4 =
1
16pi2 . [Solution]
The following exercises review the fact that simple random walk is recurrent in
dimensions d ≤ 2 and transient for d > 2, and relate the bubble diagram to intersec-
tions of random walks.
Exercise 1.5.5. (i) Let u denote the probability that simple random walk ever returns
to the origin. The walk is recurrent if u = 1 and transient if u< 1. Let N denote the
random number of visits to the origin, including the initial visit at time 0. Show that
EN = (1−u)−1, so the walk is recurrent if and only if EN = ∞.
(ii) Show that
EN =
∞
∑
n=0
pn(0) = 2d
∫
[−pi,pi]d
1
λ (k)
dk
(2pi)d
. (1.5.31)
Thus transience is characterised by the integrability of Cˆ0(k) = 1/λ (k).
(iii) Show that simple random walk is recurrent in dimensions d ≤ 2 and transient
for d > 2. [Solution]
Exercise 1.5.6. Let S1 = (S1n)n≥0 and S2 = (S2n)n≥0 be two independent simple ran-
dom walks on Zd started at the origin, and let
I =
∞
∑
m=0
∞
∑
n=0
1S1m=S2n
(1.5.32)
be the random number of intersections of the two walks. Show that
EI = (2d)2B0. (1.5.33)
Thus EI is finite if and only if d > 4. [Solution]
1.6 |ϕ|4 model
1.6.1 Definition of the |ϕ|4 model
As in Section 1.3, the n-component |ϕ|4 model on a set Λ is defined by the expec-
tation
〈F〉g,ν ,Λ = 1Zg,ν ,Λ
∫
RnΛ
F(ϕ)e−H(ϕ)dϕ (1.6.1)
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with
H(ϕ) =
1
2 ∑x∈Λ
ϕx · (−∆βϕ)x+ ∑
x∈Λ
(
1
4
g|ϕx|4+ 12ν |ϕx|
2
)
. (1.6.2)
Here g > 0, ν ∈ R, and dϕ = ∏x∈Λ dϕx is the Lebesgue measure on (Rn)Λ .
The partition function Zg,ν ,Λ is defined by the condition 〈1〉g,ν ,Λ = 1. An exter-
nal field h can also be included, but we have omitted it here. We are primarily
concerned here with the nearest-neighbour interaction on a d-dimensional discrete
torus, for which ∆β = ∆ is the standard Laplacian. The single-spin distribution is
e−(
1
4 g|ϕx|4+ 12 ν |ϕx|2)dϕx. For the case ν < 0, which is our principal interest, we have a
double-well potential as depicted for n = 1 in Figure 1.6. For n≥ 2, it is sometimes
called a Mexican hat potential.
With ν = −gβ , the single-spin density becomes proportional to e− 14 g(|ϕx|2−β )2 .
In the limit g→∞, this converges to the O(n) model, whose single-spin distribution
is the uniform measure on the surface of the sphere of radius
√
β in n dimensions.
By rescaling the field by 1/
√
β , this definition is equivalent to the more usual one,
where spins are on the unit sphere and an inverse temperature parameter β multiplies
the spin coupling term ϕ · (−∆ϕ). Conversely, the |ϕ|4 model can be realised as a
limit of O(n) models [72, 142].
Fig. 1.6 For n= 1, the density of the single-spin distribution is shown at right, with its double-well
potential at left.
The Ising model Gibbs measure of (1.2.3) is equal to
PT,Λ (σ) ∝ e−
1
2
1
T ∑x∈Λ σx(−∆σ)x ∏
x∈Λ
1
2
(δσx,1+δσx,−1) (1.6.3)
Let ϕx = T−1/2σx. Then
PT,Λ (ϕ) ∝ e−
1
2 ∑x∈Λ ϕx(−∆ϕ)x ∏
x∈Λ
1
2
(δϕx,T−1/2 +δϕx,−T−1/2). (1.6.4)
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Suppose that we replace the single-spin distribution 12 (δσx,T−1/2 + δσx,−T−1/2) by a
smoothed out distribution with two peaks located at ±T−1/2. It may be expected
that, as T is decreased, such a model will have a phase transition with the same
critical exponents as the Ising model. This is qualitatively similar to the |ϕ|4 model
with ν < 0. Now ν plays the role of T , and there is again a phase transition and
corresponding critical exponents associated with a (negative) critical value νc of ν .
Alignment of spins is observed for ν < νc but not for ν > νc, as illustrated schemat-
ically in Figure 1.7. General results on the existence of phase transitions for multi-
component spin systems in dimensions d ≥ 3 are proved in [90]. For d = 2, the
Mermin–Wagner theorem rules out phase transitions for n ≥ 2. It is predicted that
the |ϕ|4 model is in the same universality class as the O(n) model, for all n ≥ 1.
In particular, the critical exponents of the n-component |ϕ|4 are predicted to be the
same as those of the O(n) model.
Fig. 1.7 Typical spin configurations for ν < νc (spins aligned) and for ν > νc (spins not aligned).
We write 〈F ;G〉 = 〈FG〉− 〈F〉〈G〉 for the covariance of random variables F,G.
Five quantities of interest are the pressure, the two-point function, the susceptibil-
ity, the correlation length of order p > 0, and the specific heat. These are defined,
respectively, as the limits (assuming they exist)
p(g,ν) = lim
N→∞
1
|ΛN | logZg,ν ,ΛN , (1.6.5)
〈ϕ10ϕ1x 〉g,ν = limN→∞〈ϕ
1
0ϕ
1
x 〉g,ν ,ΛN (1.6.6)
χ(g,ν) = lim
N→∞ ∑x∈ΛN
〈ϕ10ϕ1x 〉g,ν ,ΛN , (1.6.7)
ξp(g,ν) =
(
1
χ(g,ν)
lim
N→∞ ∑x∈ΛN
|x|p〈ϕ10ϕ1x 〉g,ν ,ΛN
)1/p
, (1.6.8)
cH(g,ν) =
1
4
lim
N→∞ ∑x∈ΛN
〈|ϕ0|2; |ϕx|2〉g,ν ,ΛN , (1.6.9)
24 1 Spin systems
for a sequence of boxes ΛN approximating Zd as N → ∞. In making the above
definitions, we used the fact that 〈ϕx〉= 0 for all x due to the O(n) invariance.
In general, the limit defining the pressure has been proved to exist and to be
independent of the boundary conditions for the n-component |ϕ|4 model for any
d > 0, n ≥ 1, g > 0 and ν ∈ R [117]. For n = 1,2, correlation inequalities [83]
imply that the pressure is convex, and hence also continuous, in ν , and that for the
case of free boundary conditions the limit defining the susceptibility exists (possibly
infinite) and is monotone non-increasing in ν . Proofs are lacking for n> 2 due to a
lack of correlation inequalities in this case (as discussed, e.g., in [83]), but it is to be
expected that these facts known for n = 1,2 are true also for n> 2.
1.6.2 Critical exponents of the |ϕ|4 model
Dimensions above four
For d > 4, the |ϕ|4 model has been proven to exhibit mean-field behaviour has been
proved. In particular, it is known [7, 89] that for n = 1,2, with ν = νc + ε and as
ε ↓ 0,
χ(g,ν) 1
ε
when d > 4, n = 1,2. (1.6.10)
The proof is based on correlation inequalities, differential inequalities, and reflection
positivity. Also, for n = 1,2, the specific heat does not diverge as ν ↓ νc [83, 145].
More recently, the lace expansion has been used to prove that for d > 4 and small
g> 0, the critical two-point function has the Gaussian decay
〈ϕ10ϕ1x 〉g,νc ∼ c
1
|x|d−2 as |x| → ∞, (1.6.11)
for n = 1 [138] and for n = 1,2 [41]. The above equations are statements that the
critical exponents γ,η take their mean-field values γ = 1 and η = 0 for d > 4.
Dimension four
For dimension d = 4, logarithmic corrections to mean-field critical scaling were pre-
dicted in [37,113,151]. In the early 1980s it was established that the deviation from
mean-field scaling is at most logarithmic for d = 4, for some quantities including
the susceptibility [7,10,89]. A number of rigorous results concerning precise critical
behaviour of the 4-dimensional case were proved during the 1980s using rigorous
renormalisation group methods based on block spins [95,96,108] or phase space ex-
pansion [82]. The following theorems were proved recently via an approach based
on the methods in this book.
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Theorem 1.6.1. [18]. For d = 4, n ≥ 1, L large, and g > 0 small, there exists
νc = νc(g,n)< 0 such that, with ν = νc+ ε and as ε ↓ 0,
χ(g,ν)∼ Ag,n 1ε (logε
−1)(n+2)/(n+8), (1.6.12)
cH(g,ν)∼ Dg,n×

(logε−1)(4−n)/(n+8) (n< 4)
log logε−1 (n = 4)
1 (n> 4).
(1.6.13)
As g ↓ 0, Ag,n ∼ ((n+ 8)g/(16pi2))(n+2)/(n+8), and νc(g,n) ∼ −(n+ 2)gN4 (with
N4 = (−∆)−100 ).
Theorem 1.6.2. [26]. For d = 4, n≥ 1, p> 0, L large, and g> 0 small (depending
on p,n), with ν = νc+ ε and as ε ↓ 0,
ξp(g,ν)∼Cg,n,p 1ε1/2 (logε
−1)
1
2 (n+2)/(n+8). (1.6.14)
Theorem 1.6.3. [144]. For d = 4, n≥ 1, L large, and g> 0 small, as |x| → ∞,
〈ϕ10ϕ1x 〉g,νc ∼
A′g,n
|x|2 , (1.6.15)
〈|ϕ0|2; |ϕx|2〉g,νc ∼
nA′′g,n
(log |x|)2(n+2)/(n+8)
1
|x|4 . (1.6.16)
Related further results can be found in [18, 26, 144]. In the above theorems, the
infinite-volume limits are taken through a sequence of tori Λ =ΛN = Zd/LNZd for
sufficiently large L, and it is part of the statements that these limits exist. In Theo-
rem 1.6.3, the left-hand sides refer to the limits taken in the order limν↓νc limN→∞.
For n = 1, Theorem 1.6.3 was proved thirty years earlier, in [95, 96], and the
analogue of (1.6.15) was proved for a closely related 1-component model in [82].
In [108], the logarithmic correction (logε−1)1/3 in (1.6.12) was proved in [108],
along with other results including for the correlation length.
This book describes techniques developed to prove the above theorems, with
focus on the susceptibility. To keep the focus on the main ideas and avoid further
technicalities, we will prove a statement like (1.6.12) for a hierarchical version of
the |ϕ|4 model; the precise statement is given in Theorem 4.2.1.
Dimensions below four
Dimensions 2 < d < 4 are studied in the physics literature using expansions in di-
mension and number of components. In a seminal paper, Wilson and Fisher initiated
the study of dimensions below 4 by expanding in small positive ε = 4− d [155].
Dimensions above 2 have been studied via expansion in ε = d− 2, and it is also
common in the literature to expand in 1/n for a large number n of field components.
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An alternative to expansion in ε = 4− d is to consider long-range interactions
decaying with distance r as r−(d+α) with α ∈ (0,2) [86, 146]. These models have
upper critical dimension 2α , and the ε expansion can be carried out in integer di-
mensions d = 1,2,3 by choosing α = 12 (d+ ε). Then 2α = d+ ε , so d is slightly
below the critical dimension when ε is small and positive.
Extensions of Theorems 1.6.1 and 1.6.3 to the long-range setting have been ob-
tained in [118, 143]; see also [1, 3, 39, 52]. In contrast to the above theorems, the
long-range results involve a non-Gaussian renormalisation group fixed point, with
corrections to mean-field scaling that are power law rather than logarithmic. An ex-
ample of a result of this type is the following theorem. The theorem pertains to the
|ϕ|4 model defined with the operator−∆ in (1.6.2) replaced by the fractional power
(−∆)α/2, with α = 12 (d+ ε) for small ε > 0. The kernel of this operator decays at
large distance as −(−∆)α/2xy  |x− y|−(d+α).
Theorem 1.6.4. [143]. For d = 1,2,3, n ≥ 1, L sufficiently large, and ε = 2α −
d > 0 sufficiently small, there exists s¯  ε such that, for g ∈ [ 6364 s¯, 6564 s¯], there exists
νc = νc(g,n) and C > 0 such that for ν = νc + t with t ↓ 0, the susceptibility of the
long-range model obeys
C−1t−(1+
n+2
n+8
ε
α−Cε2) ≤ χ(g,ν ;n)≤Ct−(1+ n+2n+8 εα+Cε2). (1.6.17)
This is a statement that the critical exponent γ exists to order ε , with
γ = 1+
n+2
n+8
ε
α
+O(ε2). (1.6.18)
1.7 Self-avoiding walk
The self-avoiding walk on Zd is the uniform probability measure on the set of n-
step simple random walk paths on Zd with no self-intersections. It is a much studied
model of linear polymers [98,109,149] and is of independent mathematical interest
(see, e.g., [23,110,121]). It has long been understood that at a formal (nonrigorous)
level, the critical behaviour of the self-avoiding walk is predicted from that of the
n-component |ϕ|4 model by setting n = 0. For example, the asymptotic formula for
the susceptibility of the 4-dimensional |ϕ|4 model given by (1.6.12), namely
χ(g,ν)∼ Ag,n 1ε (logε
−1)(n+2)/(n+8), (1.7.1)
predicts that the susceptibility of the 4-dimensional self-avoiding walk should obey
χ(g,ν)∼ Ag,0 1ε (logε
−1)1/4. (1.7.2)
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An advantage of the renormalisation group method presented in this book is that
it applies equally well to a supersymmetric version of the |ϕ|4 model which corre-
sponds exactly (and rigorously) to a model of weakly self-avoiding walk. In particu-
lar, (1.7.2) can be proved in this setting [20]. In Chapter 11, we define the supersym-
metric version of the |ϕ|4 model and prove its equivalence to the continuous-time
weakly self-avoiding walk. This provides a basis for the application of the renor-
malisation group method. We also comment in Chapter 11 on the sense in which the
supersymmetric model corresponds to n = 0 components.

Chapter 2
Gaussian fields
In this chapter, we present basic facts about Gaussian integration. Further material
can be found in many references, e.g., in [43, 139].
2.1 Gaussian integration
Throughout this chapter, X is a finite set, we write RX = {ϕ : X→R}, and (ϕ,ψ) =
∑x∈X ϕxψx for ϕ,ψ ∈ RX . We call ϕ ∈ RX a field, and a randomly distributed ϕ is
thus a random field. We do not make use of any geometric structure of X here, and
only use the fact that RX is a finite-dimensional vector space.
Let C = (Cxy)x,y∈X denote a symmetric positive semi-definite matrix, where pos-
itive semi-definite means that (ϕ,Cϕ) ≥ 0 for every ϕ ∈ RX . If the inequality is
strict for every nonzero ϕ , we say that C is positive definite. This stronger condition
implies that the inverse C−1 exists. The following is the higher-dimensional gener-
alisation of the probability measure 1√
2piσ
e−x2/2σdx of a Gaussian random variable
with mean 0 and variance σ2.
Definition 2.1.1. Let C be positive definite. The centred Gaussian probability mea-
sure PC on RX , with covariance C, is defined by
PC(dϕ) = det(2piC)−
1
2 e−
1
2 (ϕ,C
−1ϕ) dϕ, (2.1.1)
where dϕ is the Lebesgue measure on RX .
To see that PC really is a probability measure, it suffices by the spectral theorem
to assume that X = {1, . . . ,n} and that C is diagonal with Cii = λ−1i . In this case, as
required,
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e−
1
2 (ϕ,C
−1ϕ) dϕ =
∫
e
− 12λi ∑
n
i=1ϕ
2
i
n
∏
i=1
dϕi
=
n
∏
i=1
∫
e
− 12λi ϕ
2
i dϕi =
n
∏
i=1
(2piλi)
1
2 = det(2piC)
1
2 . (2.1.2)
In the case that C is positive semi-definite, but not positive definite, C has a
kernel K which is a subspace ofRX . We construct a degenerate Gaussian probability
measure on RX as follows. We set C′ equal to the restriction of C to the orthogonal
complement K⊥ of K in RX . By the spectral theorem K⊥ is spanned by eigenvectors
of C with positive eigenvalues and therefore is represented by a positive definite
matrix in any orthogonal basis for K⊥. We define PC to be the probability measure
on RX that is supported on K⊥ and which equals the Gaussian measure PC′ when
restricted to K⊥. To define this construction concretely, we choose an orthonormal
basis of eigenvectors v1, . . . ,vn in RX labelled so that K is spanned by v1, . . . ,vk for
some k ≤ n and define
PC(dϕ) = det(2piC′)−
1
2 e−
1
2 (ϕ(t),C
′−1ϕ(t)) ∏
i≤k
δ (dti)
n
∏
i′=k+1
dti′ , (2.1.3)
where ϕ(t) = ∑ni=1 tivi. Because of the δ factors the random variables (ϕ,vi) with
i ≤ k are a.s. zero according to this probability law. Thus it is straightforward to
verify that C continues to be the covariance of ϕ: e.g., Var
(
(ϕ,vi)
)
= 0 = (vi,Cvi)
for i = 1, . . . ,k.
Definition 2.1.2. The centred Gaussian probability measure PC on RX , with covari-
ance C, is defined by Definition 2.1.1 when C is positive definite and by (2.1.3) if C
is positive semi-definite. We refer to ϕ with distribution PC as a Gaussian field with
covariance C. The expectation of a random variable F : RX → R is
ECF =
∫
F(ϕ) PC(dϕ). (2.1.4)
Exercise 2.1.3. Verify the Gaussian integration by parts identity
EC(Fϕx) = ∑
y∈X
CxyEC
(
∂F
∂ϕy
)
, (2.1.5)
by writing EC((C−1ϕ)xF) as a derivative (C is invertible when restricted to ϕ in the
support of PC). [Solution]
Example 2.1.4. The |ϕ|4 model is defined in terms of vector-valued fields ϕ =
(ϕ ix)x∈Λ ,i=1,...,n. These are fields ϕ ∈ RX with the special choice
X = nΛ = {(x, i) : x ∈Λ , i = 1, . . . ,n}. (2.1.6)
Given a positive semi-definite matrix C = (Cxy)x,y∈Λ , we define an X ×X matrix
(Cˆ(x,i),(y, j)) by Cˆ(x,i),(y, j) = δi jCxy. We refer to the Gaussian field on RX with covari-
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ance Cˆ as the n-component Gaussian field on RΛ with covariance C = (Cxy)x,y∈Λ .
We denote its expectation also by EC.
Definition 2.1.5. The convolution of F with the Gaussian measure PC is denoted
ECθF(ϕ) =
∫
F(ϕ+ζ ) PC(dζ ) (ϕ ∈ RX ), (2.1.7)
always assuming the integrals exist. The above defines ECθ as a single operation,
but we also view it as the composition of a map θ : F 7→ F(·+ ζ ) followed by the
expectation EC which integrates with respect to ζ . The map θ is a homomorphism
on the algebra of functions of the field ϕ .
The following proposition demonstrates an intimate link between Gaussian inte-
gration and the Laplace operator
∆C = ∑
x,y∈X
Cxy∂ϕx∂ϕy . (2.1.8)
Since we are eventually interested in large X (the vertices of a large graph), this
Laplace operator acts on a high-dimensional space.
Proposition 2.1.6. For a polynomial A = A(ϕ) in ϕ of degree at most 2p,
ECθA = e
1
2∆C A =
(
1+ 12∆C + · · ·+
1
p!2p
∆ pC
)
A. (2.1.9)
Proof. Set v(t,ϕ) = EtCθA(ϕ) and w(t,ϕ) = e
1
2∆tC A(ϕ). It can be seen that v,w
are both polynomials in ϕ of the same degree as A and that both satisfy the heat
equation
∂tu = 12∆Cu, u(0,ϕ) = A(ϕ). (2.1.10)
(For v, it is convenient to use v(t,ϕ) =
∫
A(ϕ+
√
tψ)PC(dψ) and Gaussian integra-
tion by parts.) Since u= v,w are polynomials in ϕ , the heat equation is equivalent to
a finite-dimensional system of linear ODE, with unique solution, and we conclude
that v(t, ·) = w(t, ·) for all t > 0.
In particular, for a polynomial A = A(ϕ),
ECA = ECθA|ϕ=0 = e 12∆C A|ϕ=0, (2.1.11)
and thus
EC(ϕx) = 0, EC(ϕxϕy) =Cxy, EC(ϕxϕyϕuϕv) =CxyCuv+CxuCyv+CxvCyu.
(2.1.12)
Exercise 2.1.7. By definition, the covariance of random variables F1,F2 is
CovC(F1,F2) = ECF1F2− (ECF1)(ECF2). (2.1.13)
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By symmetry, Cov
(
ϕ px ,ϕ p
′
x′
)
= 0 if p+ p′ is odd. Show that if p+ p′ is even then
|Cov(ϕ px ,ϕ p
′
x′ )| ≤ Mp,p′‖C‖(p+p
′)/2 where ‖C‖ = maxx Cxx and Mp,p′ is a constant
depending on p, p′. [Solution]
Proposition 2.1.6 is a version of Wick’s Lemma; it allows straightforward eval-
uation of all moments of a Gaussian measure, only in terms of its covariance. The
inverse of this formula for expectations of polynomials is Wick ordering. The Wick
ordering of a polynomial A with respect to a Gaussian measure with covariance C is
commonly denoted by :A :C.
Definition 2.1.8. Let A = A(ϕ) be a polynomial. The Wick ordering of A with co-
variance C is
:A :C = e−
1
2∆C A. (2.1.14)
Thus, essentially by definition,
ECθ :A :C = A. (2.1.15)
Note that while the heat semigroup e
1
2∆C is contractive on suitable function spaces,
and can thus be extended to much more general non-polynomial A, Wick ordering
can be interpreted as running the heat equation backwards. For general initial data,
this is problematic, but for nice initial data (and polynomials are extremely nice) it
is perfectly well-defined. For example, in the proof of Proposition 2.1.6, for poly-
nomials the heat equation is equivalent to a linear ODE, and any linear ODE can be
run either forward or backward.
A fundamental property of Gaussian measures is their characterisation by the
Laplace transform, also called moment generating function in probability theory.
Proposition 2.1.9. A random field ϕ ∈ RX is Gaussian with covariance C if and
only if
EC(e( f ,ϕ)) = e
1
2 ( f ,C f ) for all f ∈ RX . (2.1.16)
Proof. Suppose first that C is positive definite. By completion of the square,
− 12 (ϕ,C−1ϕ)+( f ,ϕ) =− 12 (ϕ−C f ,C−1(ϕ−C f ))+ 12 ( f ,C f ). (2.1.17)
Then (2.1.16) follows by the change of variables ϕ 7→ ϕ +C f , which leaves the
Lebesgue measure invariant. This proves the “only if” direction, and the “if” direc-
tion then follows from the fact that the Laplace transform characterises probability
measures uniquely [34, p. 390].
If C is positive semi-definite but not positive definite, the Gaussian measure is
defined by (2.1.3). The restriction C′ of C to the support K⊥ of PC is invertible, C′
and its inverse are isomorphisms of K⊥, and C f ∈ K⊥. The reasoning used for the
positive definite case thus applies also here.
The “only if” direction of Proposition 2.1.9 has the following generalisation
which we will use later.
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Exercise 2.1.10. For Z0 = Z0(ϕ) bounded,
EC(e( f ,ϕ)Z0(ϕ)) = e
1
2 ( f ,C f )(ECθZ0)(C f ) for all f ∈ RX . (2.1.18)
[Solution]
Proposition 2.1.9 also implies the following essential corollary.
Corollary 2.1.11. Let ϕ1 and ϕ2 be independent Gaussian fields with covariances
C1 and C2. Then ϕ1 +ϕ2 is a Gaussian field with covariance C1 +C2. In terms of
convolution,
EC2θ ◦EC1θ = EC1+C2θ . (2.1.19)
Proof. By independence, for any f ∈ RX ,
E(e( f ,ϕ1+ϕ2)) = E(e( f ,ϕ1))E(e( f ,ϕ2)) = e
1
2 ( f ,(C1+C2) f ). (2.1.20)
By Proposition 2.1.9, ϕ1+ϕ2 is Gaussian with covariance C1+C2.
Corollary 2.1.11 is fundamental for our implementation of the renormalisation
group method, whose starting point is a decomposition C = ∑Nj=1 C j of the covari-
ance C = (−∆ +m2)−1. This allows us to rewrite a Gaussian convolution ECθZ0,
that is difficult to evaluate, into a sequence of convolutions
ECθZ0 = ECNθ ◦ · · · ◦EC1θZ0, (2.1.21)
where each expectation on the right-hand side is more tractable.
Example 2.1.12. Let ∆β be the mean-field Laplacian matrix (1.4.1). Since P and Q
are orthogonal projections with P+Q = Id,
−∆β +m2 = (β +m2)P+m2Q. (2.1.22)
For m2 > 0, it then follows from the spectral theorem that
(−∆β +m2)−1 =
1
β +m2
P+
1
m2
Q =
1
β +m2
+
β
m2(β +m2)
Q. (2.1.23)
The left-hand side is the covariance matrix of a Gaussian field and the two matrices
on the right-hand side are each positive definite. This provides a simple example to
which (2.1.21) can be applied, with N = 2. In fact, Lemma 1.4.2 can be regarded as
a limiting case of this fact, where one of the Gaussian measures becomes degenerate
in the limit m2 ↓ 0. For Euclidean or hierarchical models, we use the more elaborate
covariance decompositions discussed at length in Chapters 3 and 4.
The following exercise establishes properties of the n-component Gaussian field
of Example 2.1.4.
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Exercise 2.1.13. Let C = (Cxy)x,y∈Λ be a positive semi-definite matrix on RΛ .
(i) Verify that the components of the corresponding n-component Gaussian field are
independent and identically distributed Gaussian fields on Λ with covariance C.
(ii) Let T ∈ O(n) act on RnΛ by (Tϕ)x = Tϕx for x ∈ Λ , and on F : RnΛ → R
by T F(ϕ) = F(Tϕ). We say that F is O(n)-invariant if T F = F for all T ∈ O(n).
Prove that the n-component Gaussian field is O(n)-invariant, in the sense that for
any bounded measurable F : RnΛ → R and T ∈ O(n),
EC(F(ϕ)) = EC(F(Tϕ)), ECθ ◦T = T ◦ECθ . (2.1.24)
In particular, if F is O(n)-invariant then so is ECθF , and if F1,F2 are both O(n)-
invariant then so is CovC(θF1,θF2). [Solution]
A second consequence of Proposition 2.1.9 is the following corollary.
Corollary 2.1.14. Let Y ⊂ X. The restriction of PC to RY is the centred Gaussian
probability measure with covariance C|Y×Y .
We are ultimately interested in the infinite-volume limit for the |ϕ|4 model. For
this, we work with finite sets approximating Zd , with the aim of obtaining estimates
that hold uniformly in the size of the finite set. For Gaussian fields, a construction
in infinite volume can be made directly, as a consequence of Corollary 2.1.14.
Exercise 2.1.15. Let S be a possibly infinite set. By definition, an S×S matrix C is
positive definite if C|X×X is a positive definite matrix for every finite X ⊂ S. Let C
be positive definite. Use Corollary 2.1.14 to show that PC|X×X , (X ⊂ S finite) forms a
consistent family of measures. Use the Kolmogorov extension theorem (or the nicer
Kolmogorov–Nelson extension theorem [87, Theorem 10.18]) to conclude that there
exists a probability measure PC on RZ
d
with covariance C. [Solution]
2.2 Cumulants
Definition 2.2.1. Let A1, . . . ,An be random variables (not necessarily Gaussian)
such that E(etAi) < ∞ for t in some neighbourhood of t = 0. Their cumulants, or
truncated expectations, are defined by
E(A1; · · · ;An) = ∂
n
∂ t1 · · ·∂ tn logE(e
t1A1+···+tnAn)
∣∣∣
t1=···=tn=0
. (2.2.1)
The truncated expectation of a single random variable is its expectation, and the
truncated expectation of a pair of random variables is their covariance:
Cov(A1,A2) = E(A1;A2) = E(A1A2)−E(A1)E(A2). (2.2.2)
The assumption of exponential moments is not necessary to define cumulants. In-
stead, the logarithm of the expectation on the right-hand side of (2.2.1) may be
regarded as a formal power series in t, upon which the derivative acts.
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Exercise 2.2.2. Show that the truncated expectations up to order n exist if and only
if the expectations of the product of up to n of the Ai exist, and that the latter up to
order n determine the truncated expectations up to order n and vice-versa. Hint: Let
I = {i1, . . . , in}. A partition pi of I is a collection of disjoint nonempty subsets of I
whose union is I. Let Π(I) denote the set of all partitions of I. Then if we define
µI = E(Ai1 · · ·Ain) and κI = E(Ai1 ; · · · ;Ain),
µI = ∑
pi∈Π(I)
∏
J∈pi
κJ . (2.2.3)
This system of equations, one for each I, uniquely defines κI for all I. [Solution]
The next exercise shows that a collection of random variables is Gaussian if and
only if all higher truncated expectations vanish.
Exercise 2.2.3. Use Proposition 2.1.9 and Exercise 2.2.2 to show that a random
field ϕ on X is a Gaussian field with covariance C if and only if for all p ∈ N and
x1, . . . ,xp ∈ X ,
E(ϕx1 ; · · · ;ϕxp) =
{
Cx1x2 (p = 2)
0 (p 6= 2). (2.2.4)
[Solution]
In the case of Gaussian fields, with Ai = Ai(ϕ), it is useful to define a convolution
version of truncated expectation, by
EC(θA1; · · · ;θAn) = ∂
n
∂ t1 · · ·∂ tn logECθ(e
t1A1+···+tnAn)
∣∣∣
t1=···tn=0
. (2.2.5)
In particular,
EC(θA;θB) = CovC(θA,θB), (2.2.6)
where
CovC(θA,θB) = ECθ(AB)− (ECθA)(ECθB). (2.2.7)
If A,B are polynomials, then, by Proposition 2.1.6,
EC(θA;θB) = e
1
2∆C(AB)− (e 12∆C A)(e 12∆C B). (2.2.8)
Exercise 2.2.4. For A,B polynomials in ϕ , let
FC(A,B) = e
1
2∆C
(
(e−
1
2∆C A)(e−
1
2∆C B)
)−AB. (2.2.9)
Then EC(θA;θB) = FC(ECθA,ECθB). Show that, if A,B have degree at most p,
then
FC(A,B) =
p
∑
n=1
1
n! ∑x1,y1
· · · ∑
xn,yn
Cx1,y1 · · ·Cxn,yn
∂ nA
∂ϕx1 · · ·∂ϕxn
∂ nB
∂ϕy1 · · ·∂ϕyn
. (2.2.10)
[Solution]

Chapter 3
Finite-range decomposition
Our implementation of the renormalisation group method relies on the decomposi-
tion of convolution by a Gaussian free field (GFF) into a sequence of convolutions,
as in (2.1.21). This requires an appropriate decomposition of the covariance of the
Gaussian field into a sum of simpler covariances. Such covariance decompositions,
in the context of renormalisation, go back a long way, early examples can be found
in [30, 31].
In this chapter, we describe covariance decompositions which have a finite-range
property. This property is an important ingredient in our renormalisation group
method for models defined on the Euclidean lattice [57]. We begin in Section 3.1
by defining the finite-range property and elaborating on (2.1.21) and its role in pro-
gressive integration. In Section 3.2, we motivate the finite-range decomposition by
first discussing it in the much simpler continuum setting. In Section 3.3, we give
a self-contained presentation of a finite-range decomposition of the lattice operator
(−∆ +m2)−1 on Zd following the method of [17] (a related earlier method was
developed in [48]). This easily gives rise to a finite-range decomposition on the
discrete torus, as discussed in Section 3.4.
After this chapter, we do not return to Euclidean models until Appendix A, so in
a sense this chapter is a cultural excursion. However, the finite-range decomposition
of Proposition 3.3.1 provides a useful motivation for the hierarchical model that
becomes our focus after this chapter.
3.1 Progressive integration
Recall from (2.1.21) that a decomposition
C =C1+ · · ·+CN (3.1.1)
of the covariance C provides a way to evaluate a Gaussian expectation progressively,
namely,
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ECθF = ECNθ ◦ · · · ◦EC1θF. (3.1.2)
This is the point of departure for the renormalisation group method. It allows the
left-hand side to be evaluated progressively, one C j at a time. For this to be useful,
the convolutions on the right-hand side need to be more tractable than the original
convolution, and therefore useful estimates on the C j are needed.
In this chapter, we explain a method to decompose the covariance C = (−∆ +
m2)−1 for three different interpretations of the Laplacian: the continuum operator on
Rd (with m2 = 0), the discrete operator on Zd , and finally the discrete operator on
a periodic approximation to Zd . In each case, we are interested in decompositions
with a particular finite-range property.
Definition 3.1.1. Let ζ be a centred Gaussian field on Λ . We say ζ is finite range
with range r if
EC(ζxζy) = 0 if |x− y|1 > r. (3.1.3)
The following exercise demonstrates that the finite-range property has an impor-
tant consequence for independence.
Exercise 3.1.2. Let ϕx,ϕy be jointly Gaussian random variables which are uncor-
related, i.e., E(ϕxϕy) = 0. Use Proposition 2.1.9 to show that ϕx and ϕy are inde-
pendent. (For general random variables, independence is a stronger property than
being uncorrelated, but for Gaussian random variables the two concepts coincide.)
[Solution]
In view of (3.1.2), decomposition of the covariance C = (−∆ +m2)−1 as C =
∑ j C j, where the matrices C j are symmetric and positive definite, is equivalent to a
decomposition of the GFF ϕ as
ϕ D= ζ1+ · · ·+ζN , (3.1.4)
where the ζ j are independent Gaussian fields. Explicitly, for C =C1+C2, we have
(ECθF)(ϕ ′) = ECF(ϕ+ϕ ′) = EC2EC1F(ζ1+ζ2+ϕ
′), (3.1.5)
where in the middle the expectation acts on ϕ , while on the right-hand side each
expectation with respect to C j acts on ζ j. The fields ζ j have the finite-range property
with range r = 12 L
j if and only if C j;x,y = 0 for |x− y|1 > 12 L j.
3.2 Finite-range decomposition: continuum
In this section, we work frequently with the Fourier transform
fˆ (p) =
∫
Rd
f (y)e−ipydy (3.2.1)
of functions f :Rd →R defined on the continuum. The inverse Fourier transform is
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f (x) =
1
(2pi)d
∫
Rd
fˆ (p)eipydy. (3.2.2)
Definition 3.2.1. A function f : Rd → R is positive definite if it is continuous and
has the property that for every integer n and every sequence (x1, . . . ,xn) of points in
Rn the n×n matrix f (xi− x j) is positive semi-definite.
Exercise 3.2.2. For any h ∈Cc(Rd ,R) with h(−x) = h(x), the convolution h ∗ h is
positive definite. More generally, if f has Fourier transform obeying fˆ ≥ 0, then
f is positive definite. (The converse is also true; this is Bochner’s theorem [132,
Theorem IX.9].) [Solution]
Proposition 3.2.3. Given L> 1 and α > 0, there exists u :Rd→R which is smooth,
positive definite, with support in [− 12 , 12 ]d , such that
|x|−α = ∑
j∈Z
L−α ju(L− jx) (x 6= 0). (3.2.3)
For d 6= 2, and α = d−2, the left-hand side of (3.2.3) is a multiple of the Green
function of the Laplace operator ∑di=1 ∂ 2i on Rd . A similar representation exists for
d = 2. The right-hand side of (3.2.3) provides a finite-range decomposition of the
Green function, in the sense that the jth term vanishes if |x|∞ > 12 L j. This is an
unimportant departure from the definition in terms of |x|1 given below (3.1.4). The
scales j ≤ 0 which appear in the sum are absent for a lattice decomposition. The
proof shows that there is considerable flexibility in the choice of the function u.
Proof of Proposition 3.2.3. Choose a function w∈Cc(R)which is not the zero func-
tion. By the change of variables t 7→ |x|t,∫ ∞
0
t−αw(|x|/t)dt
t
= c|x|−α , (3.2.4)
with c =
∫ ∞
0 t
−αw(1/t) dtt . After normalising w by multiplication by a constant so
that c = 1, we obtain
|x|−α =
∫ ∞
0
t−αw(|x|/t)dt
t
. (3.2.5)
Now choose w with support in [− 12 , 12 ] such that x 7→ w(|x|) is a smooth, positive
definite function on Rd . By Exercise 3.2.2, a function w with these properties exists.
Given L> 1, set
u(x) =
∫ 1
1/L
t−αw(|x|/t)dt
t
. (3.2.6)
It is not hard to check that this is a positive definite function. By change of variables,
(3.2.3) holds, and the proof is complete.
A statement analogous to Proposition 3.2.3 for the lattice Green function is more
subtle. The proof for the continuum exploited in a crucial way two symmetries,
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homogeneity and rotation invariance, which are both violated in the discrete case. To
motivate and prepare for the construction of the finite-range decomposition for the
lattice, we now present another proof of (3.2.3). As in the previous proof, it suffices
to show that (3.2.5) holds with w a compactly supported positive definite function.
We will create a radial function w whose support is a ball of radius 1 instead of
1
2 ; this is an unimportant difference. Our proof exploits a connection with the finite
speed of propagation property of hyperbolic equations that originated in [17].
Let f : R→ [0,∞) be such that its Fourier transform is smooth, symmetric, and
has support in [−1,1]. We assume that f is not the zero function. By multiplication
of f by a constant, we can arrange that
1
|k|2 =
∫ ∞
0
t2 f (|k|t) dt
t
(k ∈ Rd , |k| 6= 0). (3.2.7)
Indeed, (3.2.7) is just (3.2.4) with w = f and α = 2, after change of variables from
t to 1/t. For d > 2, the Green function |x|−(d−2) has Fourier transform proportional
to 1/|k|2. By inverting the Fourier transform, we obtain
|x|−(d−2) ∝
∫ ∞
0
w(t,x)
dt
t
(3.2.8)
where
w(t,x) = (2pi)−d
∫
Rd
t2 f (|k|t)eik·x dk. (3.2.9)
Define w(x) =w(1,x). By change of variable, w(t,x) = t−(d−2)w(x/t). In (3.2.8) we
have achieved a decomposition like (3.2.5) where w(t,x) has the desired positive
definiteness; it remains to prove that w(x) is supported in the unit ball.
By hypothesis the (1-dimensional) Fourier transform fˆ is symmetric and supp fˆ ⊂
[−1,1]. Therefore
f (|k|) = (2pi)−1
∫ 1
−1
fˆ (s) cos(|k|s)ds. (3.2.10)
By inserting this into (3.2.9) and setting t = 1 we read off the d-dimensional Fourier
transform
wˆ(k) = (2pi)−1
∫ 1
−1
fˆ (s) cos(|k|s)ds. (3.2.11)
That w has support in the unit ball is a consequence of the finite propagation
speed of the wave equation, as follows. It suffices to show, for any smooth func-
tion u0 on Rd , that the support of w ∗ u0 is contained in the 1-neighbourhood
{x ∈ Rd | dist(x,suppu0) ≤ 1} of suppu0, because we can replace u0 by the ap-
proximate identity ε−du0(x/ε) and let ε ↓ 0. Let u(s,x) be the solution to the (d-
dimensional) wave equation
∂ 2u
∂ s2
= ∆u, u(0,x) = u0(x),
∂
∂ s
u(0,x) = 0. (3.2.12)
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The solution to this equation is
u(s,x) = (2pi)−d
∫
Rd
uˆ0(k)cos(s|k|)eik·x dk. (3.2.13)
By combining this with (3.2.11) we have
w∗u0(x) = (2pi)−1
∫ 1
−1
fˆ (s)u(s,x)ds. (3.2.14)
By the finite propagation speed of the wave equation, the support of u(s, ·) is con-
tained in the |s|-neighbourhood of suppu0. Since the range of the s integral is s≤ 1
we have proved that the support of w ∗ u0 is contained in the 1-neighbourhood of
suppu0 as desired.
The formula (3.2.7) generalises to a representation for |k|−α for other values of
α by using a different power of t inside the integral, so that finite-range decompo-
sitions for |x|α−d can also be constructed by this method. Furthermore, the method
applies to the Green function in dimension d ≤ 2 with the correct interpretation of
the domain of function on which the Green function acts.
Exercise 3.2.4. Use the Schwartz–Paley–Wiener Theorem to deduce from (3.2.10)
that w has support in the unit ball without referring to the finite propagation speed
of the wave equation explicitly. [Solution]
3.3 Finite-range decomposition: lattice
We present a construction of the finite-range decomposition for the lattice Green
function which is based on the wave equation perspective of the continuum de-
composition explained in (3.2.8)–(3.2.14). The wave equation is now replaced by a
discrete wave equation. For the discrete wave equation, the Chebyshev polynomials
Tt play a role analogous to the functions cos(
√· t) for the continuous wave equation.
3.3.1 Statement of the decomposition
In this section we state a proposition which provides a decomposition of (−∆Zd +
m2)−1 for all d > 0 and m2 > 0. The proposition gives the existence and properties
of covariances C j on Zd such that
(∆Zd +m
2)−1 =
∞
∑
j=1
C j, (3.3.1)
where C j depends on m2 > 0 and the sum converges in the sense of quadratic forms,
i.e.,
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( f ,(∆Zd +m
2)−1 f ) =
∞
∑
j=1
( f ,C j f ) ( f ∈ `2(Zd)). (3.3.2)
In particular, by polarisation (choose f = δx + δy and f = δx− δy), it also implies
convergence of the matrix elements C j;xy. The covariances C j are translation invari-
ant, and have the finite-range property that C j;xy = 0 if |x− y|1 ≥ 12 L j.
Finite-difference derivatives are defined as follows. For i = 1, . . . ,d let ei be the
unit vector (0, . . . ,1,0, . . . ,0) whose ith component equals 1, and let e−i = −ei so
that, as i ranges over {−d, . . . ,−1,1, . . . ,d}, ei ranges over the unit vectors in the
lattice Zd . For a function f : Zd → R define ∇ei fx = fx+ei − fx. For a multi-index
α ∈ {−d, . . . ,d}n define
∇α f = ∇eα1 · · ·∇eαn f . (3.3.3)
For example, for α = (1,−2),
∇α fx = (∇e1∇e−2 f )x = (∇e−2 f )x+e1 − (∇e−2 f )x = fx+e1−e2 − fx+e1 − fx−e2 + fx.
(3.3.4)
Dependence of C j on m2 is captured in terms of the parameter ϑ defined, for
s, t,m2 ≥ 0 and j ≥ 1, by
ϑ(t,m2;s) =
1
2d+m2
(
1+
m2t2
2d+m2
)−s
, ϑ j(m2;s) = ϑ(L j,m2;s). (3.3.5)
Proposition 3.3.1. Let d > 0 and L > 1. For all m2 > 0 there exist positive semi-
definite matrices (C j) j≥1 such that (3.3.1) holds, and such that for all j ≥ 1,
C j;xy = 0 if |x− y|1 ≥ 12 L j (finite-range property). (3.3.6)
The matrix elements C j;xy are functions of x−y, are continuous functions of m2 and
have limits as m2 ↓ 0. Moreover, for all multi-indices α and all s ≥ 0, there are
constants cα,s such that, for all m2 ∈ [0,∞) and j ≥ 1,
|∇αC j;xy| ≤ cα,s fd(L)ϑ j−1(m2;s)L−(d−2+|α|1)( j−1) (scaling estimates), (3.3.7)
with fd(L) = 1 for d > 2, f2(L) = logL, and fd(L) = L2−d for d < 2. The discrete
gradients can act either on x or y.
Estimates on derivatives of C j with respect to m2 can be found in [17]. We
prove Proposition 3.3.1 using the construction of [17]. Finite-range decomposi-
tions for the lattice Green function were first constructed in [48], using a differ-
ent method. Yet another method, which is very general, is used in [4, 42, 59, 135].
Such decompositions have also been obtained for fractional powers of the Lapla-
cian [48, 124, 125, 143].
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3.3.2 Integral decomposition
The decomposition we use is structurally similar to that discussed in connec-
tion with the wave equation in Section 3.2. Roughly speaking, the Fourier multi-
plier |k|2 of the continuum Laplacian is replaced by the Fourier multiplier λ (k) =
4∑dj=1 sin
2(k j/2) of the discrete Laplacian given in (1.5.26).
Let f be as in (3.2.7). For t > 0, we set
f ∗t (x) = ∑
n∈Z
f (xt−2pint) (x ∈ R). (3.3.8)
Since fˆ is smooth, f decays rapidly and therefore the sum on the right-hand side is
well-defined for t > 0. Moreover, f ∗t ≥ 0 since f ≥ 0.
Lemma 3.3.2. For x ∈ R\2piZ,
1
4
sin−2(
1
2
x) =
∫ ∞
0
t2 f ∗t (x)
dt
t
. (3.3.9)
Proof. The left-hand side is a meromorphic function on C with poles at 2piZ. Its
development into partial fractions is (see e.g. [6, p. 204])
1
4
sin−2(
1
2
x) = ∑
n∈Z
(x−2pin)−2 (x ∈ C\2piZ). (3.3.10)
From (3.2.7) with |k| replaced by x−2pin, it follows that
1
4
sin−2(
1
2
x) = ∑
n∈Z
∫ ∞
0
t2 f
(
(x−2pin)t) dt
t
. (3.3.11)
By hypothesis, f is symmetric, so (3.2.7) holds when |k| in the right-hand side is
replaced by the possibly negative x−2pin. The order of the sum and the integral can
be exchanged, by non-negativity of the integrand, and the proof is complete.
For t > 0 and ζ ∈ [0,4], we set
Pt(ζ ) = f ∗t
(
arccos
(
1− 1
2
ζ
))
. (3.3.12)
Since f ∗t ≥ 0, also Pt(ζ )≥ 0.
Lemma 3.3.3. For ζ ∈ (0,4),
1
ζ
=
∫ ∞
0
t2 Pt(ζ )
dt
t
. (3.3.13)
Proof. Let x= arccos(1− 12ζ ), so that ζ = 2(1−cosx) = 4sin2( 12 x). By (3.3.9) and
(3.3.12),
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1
ζ
=
∫ ∞
0
t2 f ∗t (x)
dt
t
=
∫ ∞
0
t2 Pt(ζ )
dt
t
, (3.3.14)
and the proof is complete.
We wish to apply (3.3.13) with ζ = λ (k)+m2 for k ∈ [−pi,pi]d , but for m2 large
this choice may not be in (0,4). Therefore let M2 = 2d +m2 and set ζ = (λ (k)+
m2)/M2; then ζ ∈ (0,2] provided m|k| 6= 0. By (3.3.13),
1
λ (k)+m2
=
∫ ∞
0
wˆ(t,k)
dt
t
, (3.3.15)
with
wˆ(t,k) =
t2
M2
Pt
(
1
M2
(λ (k)+m2)
)
(k ∈ [−pi,pi]d). (3.3.16)
Here and below, k ∈ [−pi,pi]d denotes the Fourier variable of a function defined on
the discrete space Zd whose points are denoted by x ∈ Zd . We use the same letter w
to denote the discrete analogue of the function (3.2.9) (which is on the continuum).
By (1.5.28), inversion of this d-dimensional discrete Fourier transform gives
(−∆Zd +m2)−10x =
∫ ∞
0
w(t,x)
dt
t
, (3.3.17)
where
w(t,x) =
1
(2pi)d
∫
[−pi,pi]d
wˆ(t,k)eik·xdk (x ∈ Zd). (3.3.18)
The identity (3.3.17) is the essential ingredient for the finite-range decomposi-
tion. We decompose the integral into intervals [0, 12 L] and [
1
2 L
j−1, 12 L
j] (for j ≥ 2),
and define, for x ∈ Zd ,
C1;0x =
∫ 1
2 L
0
w(t,x)
dt
t
, (3.3.19)
C j;0x =
∫ 1
2 L
j
1
2 L
j−1
w(t,x)
dt
t
( j ≥ 2). (3.3.20)
By (3.3.15), this gives, for k ∈ [−pi,pi]d and m2 6= 0,
1
λ (k)+m2
=
∞
∑
j=1
Cˆ j(k), (3.3.21)
where Cˆ j ≥ 0 is the discrete Fourier transform of C j. Thus, for any f ∈ `2(Zd),
( f ,(−∆Zd +m2)−1 f ) =
∞
∑
j=1
( f ,C j f ), (3.3.22)
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which proves (3.3.1). Furthermore, by (3.3.16), (3.3.19) and (3.3.20), the inequality
Pt(ζ )≥ 0 implies that this decomposition is positive semi-definite.
In Section 3.3.3, we will prove that Pt(ζ ) is a polynomial in ζ of degree at most
t. This implies the finite-range property (3.3.6). In fact, by (3.3.16), up to a scalar
multiple, w(t,x− y) is the kernel that represents the operator Pt(M−2(−∆ +m2)),
which is then a polynomial in −∆ +m2 of degree at most t. Since −∆xy vanishes
unless |x− y|1 ≤ 1, it follows that w(t,x) = 0 if |x|1 > t. By (3.3.19) and (3.3.20),
this gives the finite-range property (3.3.6).
The integration domain for the covariance C1 differs from the domain for C j with
j ≥ 2. It is therefore natural to decompose it as C0+C′1 with
C0;0x =
∫ 1
0
w(t,x)
dt
t
, C′1;0x =
∫ 1
2 L
1
w(t,x)
dt
t
. (3.3.23)
Then C′1 is of the same form as C j with j ≥ 2. We show in Section 3.3.4 that the
integral C0;0x can be computed exactly:
C0;0x =
1
2d+m2
fˆ (0)
2pi
1x=0. (3.3.24)
In summary, we have proved that there exist positive semi-definite matrices
(C j) j≥1 such that (3.3.1) holds as asserted in Proposition 3.3.1 and reduced the
finite-range property (3.3.6) to the claim that Pt(ζ ) is a polynomial in ζ of degree at
most t.
3.3.3 Chebyshev polynomials
We now obtain properties of Pt defined in (3.3.12). In particular, we show that Pt(ζ )
is a polynomial in ζ of degree at most t. At the end of the section, we discuss
parallels with the finite speed of propagation argument in Section 3.2. Now it is the
discrete wave equation that is relevant, as is the fact that its fundamental solution
can be written in terms of Chebyshev polynomials.
Recall the definition of Pt(ζ ) in (3.3.12). It involves the function f ∗t . By its def-
inition in (3.3.8), f ∗t is periodic with period 2pi . By Poisson summation, it can be
written in terms of the continuum Fourier transform of f as
f ∗t (x) = (2pi)
−1 ∑
p∈Z
t−1 fˆ (p/t)cos(px) (x ∈ R). (3.3.25)
Exercise 3.3.4. Prove (3.3.25). [Solution]
The Chebyshev polynomials Tp of the first kind are the polynomials of degree
|p| defined by
Tp(θ) = cos(parccos(θ)) (θ ∈ [−1,1], p ∈ Z). (3.3.26)
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Lemma 3.3.5. For any t > 0, when restricted to the interval ζ ∈ [0,4], Pt(ζ ) is a
polynomial in ζ , of degree bounded by t.
Proof. By (3.3.12), (3.3.25), (3.3.26), and supp( fˆ )⊆ [−1,1],
Pt(ζ ) =
1
2pi ∑p∈Z
t−1 fˆ (p/t)cos(parccos(1− 1
2
ζ ))
=
1
2pi ∑p∈Z∩[−t,t]
t−1 fˆ (p/t)Tp(1− 12ζ ). (3.3.27)
This shows that Pt(ζ ) is indeed the restriction of a polynomial in ζ of degree at most
t to the interval ζ ∈ [0,4].
The following lemma provides an identity and an estimate for the polynomial
Pt(ζ ). Note that Pt is constant for t < 1, by Lemma 3.3.5.
Lemma 3.3.6. For any s≥ 0, there exists cs > 0 such that, for ζ ∈ [0,4],
Pt(ζ ) =
fˆ (0)
2pit
(t < 1), (3.3.28)
Pt(ζ )≤ cs(1+ t2|ζ |)−s (t ≥ 1). (3.3.29)
Proof. Let ζ ∈ [0,4] and set x= arccos(1− 12ζ )∈ [0,pi]. By (3.3.12), Pt(ζ ) = f ∗t (x).
Case t < 1. By (3.3.25),
Pt(ζ ) =
1
2pi ∑p∈Z
t−1 fˆ (p/t)cos(px) =
1
2pi
t−1 fˆ (0), (3.3.30)
because the sum reduces to the single term p= 0 by the support property of fˆ which
implies p≤ t < 1. This proves (3.3.28).
Case t ≥ 1. It suffices to consider integers s≥ 1. Since fˆ is smooth and compactly
supported, f decays faster than any inverse power, i.e., for every s ≥ 1, | f (x)| =
Os (|x|−s) as |x| → ∞. Therefore, by (3.3.8), there exist c′s,cs such that for x ∈ [0,pi],
|Pt(ζ )| ≤ c′s ∑
n∈Z
(1+ t|x−2pin|)−4s ≤ c′s ∑
n∈Z
(1+ tx+ tpi|n|)−4s
≤ c′s(1+ tx)−2s ∑
n∈Z
(1+ tpi|n|)−2s ≤ cs(1+ tx)−2s, (3.3.31)
since the last sum converges. Since ζ = 4sin2( x2 )≤ x2, we have x≥
√
ζ . Therefore,
|Pt(ζ )| ≤ cs(1+ t
√
ζ )−2s ≤ cs(1+ t2ζ )−s, (3.3.32)
and the proof is complete.
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Lemma 3.3.5 can be understood as a consequence of the finite propagation speed
of the discrete wave equation
up+1+up−1−2up =−ζup, u0 given, u1−u−1 = 0, (3.3.33)
which is analogous to (3.2.12), with derivatives in s replaced by discrete derivatives
in p and with −∆ replaced by ζ . Its solution is given by
up = Tp(1− 12ζ )u0. (3.3.34)
The Chebyshev polynomials Tp satisfy the recursion relation Tp+1(θ)+Tp−1(θ)−
2θTp(θ) = 0 so that (3.3.34) solves (3.3.33).
The equation (3.3.27) is analogous to (3.2.10) with the continuum wave operator
cos(
√−∆s) replaced by the fundamental solution Tp(1+ 12∆) to the discrete wave
equation.
3.3.4 Proof of Proposition 3.3.1
To complete the proof of Proposition 3.3.1, the main remaining step is to obtain
estimates on the function w(t,x) defined in (3.3.18). The next lemma provides the
required estimates.
Lemma 3.3.7. Fix any dimension d > 0. For any x ∈ Zd , any multi-index α , and
any s≥ 0, there exists cs,α ≥ 0 such that
w(t,x) =
t
2d+m2
fˆ (0)
2pi
1x=0 (t < 1), (3.3.35)
|∇αw(t,x)| ≤ cs,αϑ(t,m2;s)t−(d−2+|α|1) (t ≥ 1). (3.3.36)
Proof. Case t < 1. By (3.3.16) and (3.3.28),
w(t,x) = (2pi)−d
∫
[−pi,pi]d
t2
M2
Pt
(
1
M2
(λ (k)+m2)
)
eik·x dk
=
t
M2
1
2pi
fˆ (0)1x=0. (3.3.37)
This proves (3.3.35).
Case t ≥ 1. Recall from (3.3.5) that
ϑ(t,m2;s) =
1
M2
(
1+
m2t2
M2
)−s
. (3.3.38)
By definition,
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∇αw(t,x) =
t2
M2
1
(2pi)d
∫
[−pi,pi]d
Pt
(
1
M2
(λ (k)+m2)
)
∇αeik·xdk. (3.3.39)
We use |∇αeik·x| ≤Cα |k||α|1 , and apply (3.3.29) with s = s′+ s′′ to obtain∣∣∣∣Pt( 1M2 (λ (k)+m2)
)∣∣∣∣≤ O(1+ t2λ (k)/M2)−s′(1+ tm2/M2)−s′′ . (3.3.40)
Elementary calculus shows that λ (k)  |k|2 for k ∈ [−pi,pi]d . Also, with s′ chosen
larger than |α1|+d/2, we have∫
[−pi,pi]d
|k||α|1
(1+ t2|k|2/M2)s′ dk = O
(
(M/t)d+|α|1 ∧pi |α|1
)
, (3.3.41)
where the first option on the right-hand side arises from extending the domain of
integration to Rd and making the change of variables k 7→ (M/t)k, and the second
arises by bounding the integrand by pi |α|1 . With the choice s′′ = s+(d+ |α|1)/2, it
follows that
|∇α |w(t,x)| ≤ O(1+ t2m2/M2)−s−(d+|α|1)/2Oα
(
(t/M)2−d−|α|1 ∧ (t/M)2
)
.
(3.3.42)
For m2 ≤ 1, we have M2  1 and (3.3.36) follows immediately by choosing the
first option in the minimum on the right-hand side. For m2 ≥ 1, we have instead
M2  m2, and by choosing the second option in the minimum we now obtain
|∇αw(t,x)|= Oα
(
(1+ t2)−s−(d+|α|1)/2
t2
m2
)
= Oα
(
1
m2
(1+ t2)−st2−d−|α|1
)
.
(3.3.43)
This completes the proof for t ≥ 1.
Proof of Proposition 3.3.1. As in (3.3.19)–(3.3.20), we define
C1;0x =
∫ 1
2 L
0
w(t,x)
dt
t
, (3.3.44)
C j;0x =
∫ 1
2 L
j
1
2 L
j−1
w(t,x)
dt
t
( j ≥ 2). (3.3.45)
By (3.3.15), this gives
1
λ (k)+m2
=
∞
∑
j=1
Cˆ j(k), (3.3.46)
where Cˆ j ≥ 0 is the discrete Fourier transform of C j. Thus, for any f ∈ `2(Zd),
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( f ,(−∆ +m2)−1 f ) =
∞
∑
j=1
( f ,C j f ), (3.3.47)
which proves (3.3.1). Continuity of C j;0x in the mass m2 can be seen via an ap-
plication of the dominated convergence theorem to the integrals (3.3.44)–(3.3.45).
Since w(t,x) = 0 for |x|1 > t (as pointed out below (3.3.22)), C j has the finite-range
property (3.3.6).
It remains to prove (3.3.7), which we restate here as
|∇αC j;xy| ≤ cα,s fd(L)ϑ j−1(m2;s)L−(d−2+|α|1)( j−1), (3.3.48)
with fd(L) = 1 for d > 2, f2(L) = logL, and fd(L) = L2−d for d < 2, and with
ϑ j−1(m2;s) =
1
2d+m2
(
1+
L2( j−1)m2
(2d+m2)
)−s
. (3.3.49)
By (3.3.36) and the change of variables τ = L j−1t,
|∇α
∫ 1
2 L
j
1
2 L
j−1
w(t,x− y) dt
t
| ≤ c
∫ 1
2 L
j
1
2 L
j−1
ϑ(t,m2;s)t−(d−2+|α|1)
dt
t
(3.3.50)
≤ c′ϑ j−1(m2;s)L−( j−1)(d−2+|α|1)
∫ 1
2 L
1
2
τ−(d−1+|α|1) dτ,
where the constants can depend on α,s. The τ integral is bounded by fd(L) in the
worst case α = 0. By (3.3.45) the left-hand side equals |∇αC j;xy| for j ≥ 2, which
proves the desired bound for j ≥ 2.
For j = 1 the left-hand side is not equal to C1;xy because the lower bound on the t
integral is 1 instead of zero. The above argument does provide the desired estimate
on the contribution to C1 due to integration over [1, 12 L]. The remaining contribution
to C1 is C0 defined in (3.3.23), i.e.,
C0;0x =
∫ 1
0
w(t,x)
dt
t
. (3.3.51)
According to (3.3.35),
w(t,x) =
t
2d+m2
fˆ (0)
2pi
1x=0 (t < 1), (3.3.52)
and therefore, as claimed in (3.3.24),
C0;0x =
1
2d+m2
fˆ (0)
2pi
1x=0. (3.3.53)
This contribution to C1 also obeys (3.3.48) with j = 1. Indeed, since ϑ0(m2,s) ≥
2−s(2d+m2)−1, we have
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|∇αC0;0x| ≤ 2sϑ0(m2;s) fˆ (0)2pi |∇
α
1x=0|. (3.3.54)
This completes the proof.
3.4 Finite-range decomposition: torus
For L > 1, N ≥ 1, m2 > 0, and d > 0, let ΛN = Zd/LNZd be the d-dimensional
discrete torus of period LN . By (3.3.6), C j;x,y+LN z = 0 for j < N, |x− y| < LN , and
nonzero z ∈ Zd . Therefore,
C j;x,y = ∑
z∈Zd
C j;x,y+zLN ( j < N). (3.4.1)
Thus we can regard C j either as a Zd×Zd matrix or as a Λ ×Λ matrix if j < N. We
also define
CN,N;x,y = ∑
z∈Zd
∞
∑
j=N
C j;x,y+zLN . (3.4.2)
Since
(−∆Λ +m2)−1x,y = ∑
z∈Zd
(−∆Zd +m2)−1x,y+zLN , (3.4.3)
it follows from Proposition 3.3.1 that
(−∆Λ +m2)−1 =
N−1
∑
j=1
C j +CN,N . (3.4.4)
In this finite-range decomposition of the torus covariance, the effect of the torus
is concentrated in the term CN,N . Estimates on CN,N can be derived from Proposi-
tion 3.3.1.
The following is an immediate consequence of (3.4.4).
Corollary 3.4.1. Let N ≥ 1, and let ϕ be the GFF with mass m > 0 on ΛN . There
exist independent Gaussian fields ζ j ( j = 1, . . . ,N), such that ζ j = (ζ j,x)x∈X are
finite range with range 12 L
j and
ϕ D= ζ1+ · · ·+ζN . (3.4.5)
Proof. This follows from (3.4.4) and Exercise 3.1.2.
Chapter 4
The hierarchical model
In Section 4.1, we define a hierarchical Gaussian field as a field that satisfies a
strengthened version of the finite-range decomposition of Chapter 3. The hierar-
chical Gaussian free field (hGFF) is a hierarchical field that has comparable large
distance behaviour to the lattice Gaussian free field. We explicitly construct a ver-
sion of it and verify that it indeed has the desired properties. In Section 4.2, we
define the hierarchical |ϕ|4 model, and in Theorem 4.2.1 state the counterpart of
the asymptotic formula (1.6.12) for the hierarchical model’s susceptibility. In Sec-
tion 4.3, we reformulate the hierarchical |ϕ|4 model as a perturbation of a Gaussian
integral, in preparation for its renormalisation group analysis.
4.1 Hierarchical GFF
4.1.1 Hierarchical fields
Periodic boundary conditions are not appropriate for hierarchical fields. Throughout
our discussion and analysis of the hierarchical field,ΛN is a hypercube in Zd of side
length LN , with L> 1 fixed. As illustrated in Figure 4.1, we partitionΛN into disjoint
blocks of side length L j, with 0≤ j ≤ N.
Definition 4.1.1. Fix some origin 0 ∈ ΛN . For 0 ≤ j ≤ N, B j is the set of disjoint
blocks B of side length L j such thatΛN =∪B∈B j B and such that 0 is a corner of some
B ∈ B j. An element B ∈ B j is called a block, or j-block. We say that two j-blocks
B,B′ do not touch if any pair of vertices (x,x′) ∈ B×B′ has |x− x′|∞ > 1.
The choice of B j depends on the choice of origin, which is fixed arbitrarily once
and for all, but our analysis is independent of this choice. The sets B j are nested, in
the sense that for every j-block B ∈ B j and k > j, there is a unique k-block B′ ∈ Bk
such that B⊂ B′.
By Proposition 3.3.1, the Gaussian fields ζ j in the finite-range decomposition of
Corollary 3.4.1 have the following two properties:
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3-block
2-blocks
0-blocks
1-blocks
Fig. 4.1 Blocks in B j for j = 0,1,2,3 when d = 2, N = 3, L = 2.
(i) Given two blocks B,B′ ∈ B j that do not touch, ζ j|B and ζ j|B′ are independent
identically distributed Gaussian fields.
(ii) Given any block b∈B j−1, the field ζ j|b is approximately constant in the sense
that the gradient of the covariance obeys an upper bound that is smaller by a
factor L−( j−1) than the upper bound for the covariance itself.
A hierarchical field is a Gaussian field on ΛN with a decomposition ϕ = ζ1 +
· · ·+ζN in which the two properties (i) and (ii) above are replaced by the following
stronger versions (i’) and (ii’).
Definition 4.1.2. A Gaussian field ϕ onΛN is hierarchical if there exist independent
Gaussian fields ζ1, . . . ,ζN on ΛN , called the fluctuation fields, such that
ϕ D= ζ1+ · · ·+ζN , (4.1.1)
where the fields ζ j obey:
(i’) Given two blocks B,B′ ∈ B j that are not identical, ζ j|B and ζ j|B′ are indepen-
dent identically distributed Gaussian fields.
(ii’) Given any block b ∈ B j−1, the field ζ j|b is constant: ζ j,x = ζ j,y almost surely
for all x,y ∈ b.
The replacement of (i–ii) by (i’–ii’) is a major technical simplification for the
study of the renormalisation group. Condition (ii’) means that when x,y are in the
same block, ζx−ζy has zero variance and therefore the covariance of ζ is not pos-
itive definite; we have allowed for this in Definition 2.1.2. The condition (4.1.13)
that appears below implies other linear combinations also have zero variance.
Exercise 4.1.3. The nesting of blocks can be represented as a rooted tree, in which
the root is given by the unique block ΛN ∈ BN , the blocks B ∈ B j are the vertices
at distance N − j to the root, and the children of B ∈ B j are the b ∈ B j−1 with
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b ⊂ B. Represent the hierarchical field in terms of independent Gaussian variables
associated to the edges of the tree. [Solution]
Remark 4.1.4. The finite-range decomposition of Corollary 3.4.1 is a represen-
tation of the GFF in which property (i) is as close to its hierarchical version (i’)
as possible. The price is that property (ii’) needs to be weakened to (ii). There is
an alternative decomposition of the GFF such that property (i) is replaced by de-
pendence that decays exponentially with distance, and property (ii) holds. In this
alternate decomposition, known as the block spin decomposition, ζ j has the hier-
archical features that it is a function of Ld independent Gaussian fields per block,
subject to a zero-sum rule as in (4.1.3) below. The block spin decomposition was
used, e.g., in [91, 95, 104, 108].
4.1.2 Construction of hierarchical GFF
The hierarchical GFF is defined in terms of the hierarchical Laplacian, which is
itself defined in terms of certain projections. We start with the projections.
Let d ≥ 2. Given a scale j = 0,1, . . . ,N and x ∈ Λ , we write Bx for the unique
j-block that contains x. Then we define the matrices of symmetric operators Q j and
Pj, acting on `2(Λ), by
Q j;xy =
{
L−d j Bx = By
0 Bx 6= By
( j = 0,1, . . . ,N), (4.1.2)
Pj = Q j−1−Q j ( j = 1, . . . ,N). (4.1.3)
Lemma 4.1.5. The operators P1, . . . ,PN ,QN are orthogonal projections whose
ranges are disjoint and provide a direct sum decomposition of `2(Λ):
PjPk = PkPj =
{
Pj ( j = k)
0 ( j 6= k),
N
∑
j=1
Pj +QN = Id. (4.1.4)
Proof. The second equation is an immediate consequence of the definition (4.1.2)
of Pj, together with the fact that Q0 = Id. For the other properties, we claim that
Q jQk = Q j∨k = QkQ j. (4.1.5)
In particular, the case j = k shows that Q j is an orthogonal projection. To prove
(4.1.5), it suffices to consider j ≤ k. We use primes to denote blocks in the larger
scale Bk, and unprimed blocks are in B j. Then the x,y matrix element of the product
is given by
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∑
z
Q j;xzQk;zy = L−d( j+k)∑
z
1Bx=Bz1B′z=B′y = L
−d( j+k) ∑
z∈Bx
1Bx⊂B′y
= L−dk1Bx⊂B′y = L
−dk
1B′x=B′y = Qk;xy, (4.1.6)
as claimed. Thus {Q j} j=0,...,N is a sequence of commuting decreasing projections
that starts with Q0 = Id. By (4.1.5) it readily follows that P1, . . . ,PN ,QN are orthog-
onal projections that obey (4.1.4).
The next exercise identifies the subspaces in the direct sum decomposition given
in Lemma 4.1.5.
Exercise 4.1.6. For j = 0, . . . ,N, let X j denote the subspace of `2(Λ) consisting
of vectors that are constant on blocks in B j, so X0 = `2(Λ) ⊃ X1 ⊃ ·· · ⊃ XN =
span(1, . . . ,1). For j = 0, . . . ,N, show that the range of the projection Q j is X j. For
j = 1, . . . ,N, show that the range of the projection Pj is the orthogonal complement
of X j in X j−1, i.e., the set of vectors constant on ( j−1)-blocks whose restriction to
any j-block has zero sum. [Solution]
Definition 4.1.7. The hierarchical Laplacian ∆H,N is the operator on `2(Λ) given
by
−∆H,N =
N
∑
j=1
L−2( j−1)Pj. (4.1.7)
The hierarchical Laplacian generates a certain hierarchical random walk; this
point of view is developed in the next exercise (see also [40]). Its decay properties
mirror those of the Laplacian on Zd , and this fact is established in Exercise 4.1.13.
Exercise 4.1.8. Let jx be the smallest j such that 0 and x are in the same j-block;
we call jx the coalescence scale for the points 0,x. Show that
∆H,N;0x =
{
− 1−L−d
1−L−(d+2) (1−L−(d+2)N) (x = 0)
L2−1
1−L−(d+2) L
−(d+2) jx + 1−L
−d
1−L−(d+2) L
−(d+2)N (x 6= 0). (4.1.8)
In particular, ∆H,N;00 < 0 and, for x 6= 0, ∆H,N:0x > 0. Show also that∑x∈Λ ∆H,N;0,x =
0. This implies that ∆H,N is the infinitesimal generator (also called a Q-matrix [128])
of a continuous-time random walk. What steps does it take? [Solution]
Given m2 > 0, we set
γ j =
L2( j−1)
1+L2( j−1)m2
(4.1.9)
and for j = 1, . . . ,N define matrices
C j;xy(m2) = γ jPj;xy, CNˆ;xy(m
2) =
1
m2
QN;xy. (4.1.10)
It follows from Lemma 4.1.5 that
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C jCk = 0 ( j 6= k). (4.1.11)
Note that C j;xy(m2) is actually well defined for all m2 ≥ 0, and is independent of
N in the sense that the C j defined in terms of any N ≥ j are naturally identified.
In contrast, CNˆ;xy(m
2) is not defined for m2 = 0 and does depend on N. In fact,
CNˆ;xy(m
2) = m−2L−dN for all x,y ∈Λ because Λ is a single block at scale N.
The special role of CNˆ is analogous the the situation for the Euclidean torus de-
composition (−∆Λ +m2)−1 = ∑N−1j=1 C j +CN,N of (3.4.4). There the term CN,N is
special as it is the term that takes the finite-volume torus into account. Similarly, in
the hierarchical setting we isolate the finite-volume effect by writing the decompo-
sition in the form ∑Nj=1 C j +CNˆ , with ζNˆ the field that takes the finite volume into
account.
Proposition 4.1.9. For m2 > 0, x,y ∈ΛN and j = 0, . . . ,N−1,
C j+1;xx(m2) =
1
1+m2L2 j
L−(d−2) j(1−L−d), (4.1.12)
∑
x
C j+1;0x = 0, (4.1.13)
CNˆ;xy(m
2) = L−dNm−2. (4.1.14)
The matrix C = (m2−∆H,N)−1 has the decomposition
C =C1+ · · ·CN +CNˆ . (4.1.15)
Let ζ j be independent fields, Gaussian with covariance C j. Then the field ϕ = ζ1+
· · ·+ζN +ζNˆ is a hierarchical field as in Definition 4.1.2.
Proof. The variance statement (4.1.12) is immediate by setting x = y in the defini-
tion (4.1.3) of Pj. The identity (4.1.13) follows from (4.1.2)–(4.1.3), since
∑
x∈Λ
Pj+1;0x = ∑
x∈Λ
Q j;0x− ∑
x∈Λ
Q j+1;0x = Ld jL−d j−Ld( j+1)L−d( j+1) = 0. (4.1.16)
Also, (4.1.14) follows from the definition (4.1.10) of CNˆ .
The decomposition statement (4.1.15) and C = (−∆H,N +m2)−1 follow from the
independence of the fields in the decomposition ϕ = ζ1 + · · ·+ ζN + ζNˆ and from
(4.1.4) which together with (4.1.7) shows that P1, ..,PN ,QN are spectral projections
for−∆H,N . In fact, let f (t) = (t+m2)−1 and λ j = L−2( j−1). By the spectral calculus,
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(−∆H,N +m2)−1 = f (−∆H,N) = f
(
N
∑
j=1
λ jPj +0 QN
)
=
N
∑
j=1
f (λ j)Pj + f (0)QN
=
N
∑
j=1
C j(m2)+CNˆ(m
2), (4.1.17)
because f (λ j) = γ j and f (0) = m−2.
The independence required by Definition 4.1.2(i’) holds by construction, and (ii’)
follows from the easily checked fact that Var j(ζ j;x− ζ j;y) = 0 if x,y both lie in the
same block b ∈ B j−1. This completes the proof.
Although we have the explicit formulas (4.1.10) and (4.1.7) for the covariances
C j and for ∆H,N , for our purposes these explicit formulas are not very important
because almost everything in the following chapters uses only the properties listed
in Proposition 4.1.9 and Definition 4.1.2. However, to be concrete, we call the par-
ticular random field ϕ defined by these explicit formulas the hierarchical Gaussian
free field (hGFF). The justification for this terminology is that (4.1.12) has the same
scaling as its counterpart for the Gaussian free field, according to (3.3.7). Similarly,
∆H,N has properties in common with the standard lattice Laplacian. Note that we
use C for both the hierarchical and usual covariances. It should be clear from con-
text which is intended.
Equation (4.1.13) holds both for block spins and for the hierarchical model, and
this leads to simplifications in perturbation theory. However, it does not hold for
the Euclidean model with finite-range decomposition, and perturbation theory is
therefore more involved [21]. Not all authors include the ∆H,N properties or property
(4.1.13) when defining massless hierarchical fields.
4.1.3 Properties of hierarchical covariances
Exercise 4.1.10. Show that ∑x∈Λ C0x(m2) = m−2. (Cf. Exercise 1.5.2.) [Solution]
By (4.1.10), the hierarchical covariance is given, for j < N and for x,y in the
same ( j+1)-block, by
C j+1;xy(m2) =
{
L−(d−2) j(1+m2L2 j)−1(1−L−d) (bx = by)
−L−(d−2) j(1+m2L2 j)−1L−d (bx 6= by),
(4.1.18)
where bx denotes the j-block containing x; if x,y are not in the same ( j+1)-block
then C j+1;xy(m2) = 0. We write the diagonal entry as
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c j =C j+1;00(m2) = L−(d−2) j(1+m2L2 j)−1(1−L−d), (4.1.19)
and for n ∈ N define
c(n)j = ∑
x∈Λ
(C j+1;0x(m2))n. (4.1.20)
The fact that C j+1 is positive definite and translation invariant implies that c
(1)
j ≥ 0.
For our specific choice of C j+1, if follows from (4.1.13) (or directly from (4.1.18))
that c(1)j = 0.
Exercise 4.1.11. Use (4.1.18) to show that, for j < N,
c(2)j = L
−(d−4) j(1+m2L2 j)−2(1−L−d), (4.1.21)
c(3)j = L
−(2d−6) j(1+m2L2 j)−3(1−3L−d−2L−2d), (4.1.22)
c(4)j = L
−(3d−8) j(1+m2L2 j)−4
(
1−4L−d +6L−2d−3L−3d). (4.1.23)
[Solution]
Exercise 4.1.12. Recall the bubble diagram Bm2 = ∑x∈Zd ((−∆ +m2)−10x )2 defined
in (1.5.23). The infinite-volume hierarchical bubble diagram is defined by
BHm2 = limN→∞ ∑x∈ΛN
((−∆H,N +m2)−10x )2, (4.1.24)
where ∆H,N is the hierarchical Laplacian on ΛN . Prove that, for m2 ≥ 0,
BHm2 =
∞
∑
j=0
c(2)j , (4.1.25)
with c(2)j given by (4.1.20). In particular, B
H
m2 is finite in all dimensions for m
2 > 0,
whereas BH0 is finite if and only if d > 4. Prove that, as m
2 ↓ 0,
BHm2 ∼
{
const m−(4−d) (d < 4)
1−L−d
logL logm
−1 (d = 4).
(4.1.26)
[Solution]
The asymptotic behaviour for the hierarchical bubble in (4.1.26) is analogous to
that of Exercise 1.5.4 for the bubble diagram of the GFF. Another correspondence
between the hGFF and the GFF is that in the critical case m2 = 0 in the infinite-
volume limit, the covariance of the hGFF has the same large-|x| decay as the GFF.
This is shown in the following exercise.
Exercise 4.1.13. (i) Verify that
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C(m2) = γ1Q0+
N−1
∑
j=1
(γ j+1− γ j)Q j +(m−2− γN)QN . (4.1.27)
(ii) Using the result of part (i), prove that as |x| → ∞ the hierarchical covariance
obeys
lim
m2↓0
lim
N→∞
[C0x(m2)−C00(m2)]
{
−|x| (d = 1)
=−(1−L−2) logL |x|+O(1) (d = 2)
(4.1.28)
and
lim
m2↓0
lim
N→∞
C0x(m2) |x|−(d−2) (d > 2). (4.1.29)
[Solution]
On the other hand, the effect of the mass m> 0 is not as strong for the hierarchi-
cal covariance as it is for the Euclidean one. The Euclidean covariance with mass
m decays exponentially with rate ∼ m as m ↓ 0, while the hierarchical covariance
decays only polynomially in m|x|. This results from the fact that −∆H is not local;
its matrix elements decay only polynomially.
4.2 Hierarchical |ϕ|4 model
Recall from Section 1.6.1 that the n-component |ϕ|4 model on a set Λ is defined by
the expectation
〈F〉g,ν ,Λ = 1Zg,ν ,Λ
∫
RnΛ
F(ϕ)e−H(ϕ)dϕ (4.2.1)
with
H(ϕ) =
1
2 ∑x∈Λ
ϕx · (−∆βϕ)x+ ∑
x∈Λ
(
1
4
g|ϕx|4+ 12ν |ϕx|
2
)
. (4.2.2)
Here g > 0, ν ∈ R, dϕ =∏x∈Λ dϕx is the Lebesgue measure on (Rn)Λ , and β is a
Λ ×Λ symmetric matrix with non-negative entries. The GFF is the degenerate case
w(ϕ) = 12 m
2|ϕ|2. The commonest short-range spin-spin interaction is the nearest-
neighbour choice ∆β = ∆Λ .
Our topic now is the hierarchical |ϕ|4 model, in which ∆β is replaced by the
hierarchical Laplacian ∆H of Section 4.1. This choice significantly simplifies the
analysis in the renormalisation group approach. According to Exercise 4.1.8, −∆H
is ferromagnetic. Moreover, for x 6= 0, and in the simplifying case of the limit N→
∞, ∆H;0x is proportional to L−(d+2) jx where jx is the coalescence scale. Therefore
∆H;0x is bounded above and below by multiples of |x− y|−d−2. Thus, although the
matrix ∆H is long-range, it is almost short-range in the sense that its variance is only
borderline divergent. Although it does not respect the symmetries of the Euclidean
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lattice Zd , but rather those of a hierarchical group, it nevertheless shares essential
features of the Euclidean nearest-neighbour model.
We denote expectation in the n-component hierarchical |ϕ|4 model by
〈F〉g,ν ,N = Z−1g,ν ,N
∫
RnΛ
F(ϕ)e−∑x∈Λ (
1
2ϕx·(−∆Hϕ)x+ 14 g|ϕx|4+ 12 ν |ϕx|2)dϕ. (4.2.3)
The finite-volume susceptibility is
χN(g,ν) = ∑
x∈Λ
〈ϕ10ϕ1x 〉g,ν ,N , (4.2.4)
and the susceptibility in infinite volume is
χ(g,ν) = lim
N→∞ ∑x∈ΛN
〈ϕ10ϕ1x 〉g,ν ,N . (4.2.5)
Existence of this limit is part of the statement of the following theorem. The theorem
provides the hierarchical version of (1.6.12). Its proof occupies the rest of the book.
Theorem 4.2.1. Let d = 4 and n≥ 1, let L> 1 be large, and let g> 0 be small. For
the hierarchical |ϕ|4 model, there exists νc = νc(g,n)< 0 such that, with ν = νc+ε
and as ε ↓ 0,
χ(g,ν)∼ Ag,n 1ε (logε
−1)(n+2)/(n+8). (4.2.6)
In particular, the limit defining χ(g,ν) exists. Also, as g ↓ 0,
Ag,n ∼
(
(1−L−d)(n+8)g
logL
) n+2
n+8
, νc(g,n)∼−(n+2)g(−∆H)−100 . (4.2.7)
The L-dependence present in (4.2.7) is a symptom of the fact that in our hierar-
chical model the definition of the model itself depends on L. This is in contrast to the
Euclidean case, where the corresponding formulas for Ag,n and νc are independent
of L in Theorem 1.6.1.
Hierarchical fields were introduced in 1969 by Dyson [75] for the study of the
1-dimensional Ising model with long-range spin-spin coupling with decay r−α (α ∈
(1,2)). Three years later, the hierarchical model was defined independently by Baker
[13]. In the context of the renormalisation group, the idea was taken up by Bleher
and Sinai, who investigated both the Gaussian [35] and non-Gaussian regimes [36].
Since then, the hierarchical approximation has played an important role as a test
case for the development of renormalisation group methods. The hierarchical 1-
component ϕ4 model is studied in [92,152,153] for d = 4, and in [112,154] for d =
3. An analysis of the hierarchical 4-dimensional Ising model appears in [106]. The
hierarchical version of the 4-dimensional weakly self-avoiding walk is analysed in
[40, 49, 50]. The ε-expansion in the long-range (non-Gaussian) hierarchical setting
is developed in [36, 64, 94].
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Hierarchical models are remarkably parallel to Euclidean models, and our anal-
ysis is designed so that the Euclidean proofs closely follow the hierarchical proofs.
An alternate approach to hierarchical models is explored in depth in [3]. In [3], con-
tinuum limits of hierarchical models are defined with p-adic numbers playing the
role of Rd , and spatially varying coupling constants are permitted. The search for
parallels continues in [2] where hierarchical conformal invariance is studied.
4.3 GFF and |ϕ|4 model
Now we make the connection between the n-component hierarchical |ϕ|4 measure
and an n-component Gaussian measure. The exponent
1
2ϕ · (−∆H,Nϕ)+ 14 g|ϕ|4+ 12ν |ϕ|2 (4.3.1)
in (4.2.3) has two quadratic terms, so it is tempting to use these two terms to define
a Gaussian measure and write the |ϕ|4 measure relative to this Gaussian measure.
However, the corresponding Gaussian measure does not exist when ν is negative,
and we are interested in the critical value νc which is negative. Also, the hierarchical
Laplacian itself is not positive definite, so it is not possible to define a Gaussian
measure using only the ϕ(−∆H,Nϕ) term, without restriction on the domain of ∆H,N .
Given a mass parameter m2 > 0, we define ν0 = ν−m2 and
Vg,ν0(ϕ) =
1
4 g|ϕ|4+ 12ν0|ϕ|2. (4.3.2)
Leaving implicit the volume parameter N on the right-hand side, and writing C =
(−∆H,N +m2)−1, we have
〈F〉g,ν ,N = ECFe
−∑x∈Λ Vg,ν0 (ϕx)
ECe−Vg,ν0
. (4.3.3)
The finite-volume susceptibility corresponds to the choice F(ϕ) = ∑x∈Λ ϕ10ϕ
1
x
on the left-hand side of (4.3.3). It can be studied using the Laplace transform, as in
the next exercise. We define
Z0(ϕ) = e−Vg,ν0 (ϕ) (4.3.4)
and, for f : RΛ → Rn,
ΣN( f ) = EC(e( f ,ϕ)Z0(ϕ)). (4.3.5)
By Exercise 2.1.10,
ΣN( f ) = e
1
2 ( f ,C f )(ECθZ0)(C f ). (4.3.6)
Derivatives of functionals of fields, in the directions of test functions hi, are defined
by
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DnF( f ;h1, . . . ,hn) =
dn
ds1 · · ·dsn F( f + s1h1+ · · ·snhn)
∣∣∣
s1=···=sn=0
. (4.3.7)
Exercise 4.3.1. For ν0 = ν−m2,
∑
x∈Λ
〈ϕ10ϕ1x 〉g,ν ,N =
1
|Λ |
D2ΣN(0;1,1)
ΣN(0)
=
1
m2
+
1
m4|Λ |
D2ZNˆ(0;1,1)
ZNˆ(0)
, (4.3.8)
where 1 denotes the constant test function 1x = (1,0, . . . ,0) for all x∈Λ , and where
ZNˆ = ECθZ0 with Z0 given by (4.3.4) and the convolution ECθ is given by Defini-
tion 2.1.5. Hint: use Exercise 4.1.10 for the second equality in (4.3.8). [Solution]
Using the renormalisation group method we will compute the effective mass
m2 > 0, as a function of ν > νc, with the property that the term involving ZNˆ on the
right-hand side of (4.3.8) goes to zero as N→∞. By Exercise 4.1.10, this expresses
the infinite-volume susceptibility of the interacting model at ν as the susceptibility
of the free model at m−2.
Much of the literature on the triviality (Gaussian nature) of the 4-dimensional
|ϕ|4 model has focussed on the renormalised coupling constant gren, e.g., [10, 89].
This is defined in terms of the truncated four-point function u¯4, which for simplicity
we discuss here for the 1-component model. In finite volume, let
u¯4,N = ∑
x,y,z∈Λ
(
〈ϕ0ϕxϕyϕz〉N−〈ϕ0ϕx〉N〈ϕyϕz〉N
−〈ϕ0ϕy〉N〈ϕxϕz〉N−〈ϕ0ϕz〉N〈ϕxϕy〉N
)
= ∑
x,y,z∈Λ
〈ϕ0ϕxϕyϕz〉N−3|Λ |χ2N . (4.3.9)
Then we define u¯4 = limN→∞ u¯4,N (assuming the limit exists), and set
gren =−16
u¯4
ξ dχ2
(4.3.10)
where ξ is the correlation length. The 16 is simply a normalisation factor.
Exercise 4.3.2. (i) In the setup of Exercise 4.3.1 with n = 1, prove that
u¯4,N =
1
m8|Λ |
(
D4ZNˆ(0;1,1,1,1)
ZNˆ(0)
−3
(
D2ZNˆ(0;1,1)
ZNˆ(0)
)2)
. (4.3.11)
Here 1x = 1 for all x ∈Λ .
(ii) As discussed below Exercise 4.3.1, we will prove that in infinite volume the
susceptibility is χ = m−2. As in Theorem 1.6.2, for d = 4 we expect the correla-
tion length to have the same leading asymptotic behaviour as the square root of the
62 4 The hierarchical model
susceptibility. Thus, for d = 4, we define
g˜ren =−16
u¯4
χ4
=−1
6
m8u¯4. (4.3.12)
If ZNˆ is replaced in (4.3.11) by e
−VN(Λ) with VN(Λ) =∑x∈Λ ( 14 gNϕ
4
x +
1
2νNϕ
2
x +uN),
prove that the right-hand side of (4.3.12) then becomes g∞ = limN→∞ gN (assuming
again that the limit exists). This explains the name “renormalised coupling con-
stant.” [Solution]
Part II
The renormalisation group: Perturbative
analysis

Chapter 5
The renormalisation group map
The proof of Theorem 4.2.1 uses the renormalisation group method, and occupies
the remainder of the book. An advantage of the hierarchical model is that the analy-
sis can be reduced to individual blocks (recall Definition 4.1.1); this is not the case
in the Euclidean setting. We explain this reduction in Section 5.1. The renormalisa-
tion group map is defined in Section 5.2. It involves the notion of flow of coupling
constants (u j,g j,ν j), as well as the flow of an infinite-dimensional non-perturbative
coordinate K j. The flow of coupling constants is given to leading order by perturba-
tion theory, which is the subject of Section 5.3.
5.1 Reduction to block analysis
5.1.1 Progressive integration
Our starting point for the proof of Theorem 4.2.1 is a formula for the finite volume
susceptibility χN(g,ν) of (4.2.4). It can be rewritten, as in Exercise 4.3.1, as follows.
Given (g0,ν0) and m2 > 0, we write C =C(m2) = (−∆H,N +m2)−1 and
ZNˆ = ECθZ0, Z0(ϕ) = e
−∑x∈Λ ( 14 g0|ϕx|4+ 12 ν0|ϕx|2), (5.1.1)
where the convolution ECθ is defined in Definition 2.1.5, and we emphasise that
it here refers to an n-component Gaussian field as in Example 2.1.4. Then, for any
m2 > 0, and for g0 = g and ν0 = ν−m2,
χN(g,ν) =
1
m2
+
1
m4|Λ |
D2ZNˆ(0;1,1)
ZNˆ(0)
, (5.1.2)
where 1 denotes the constant test function 1x = (1,0, . . . ,0) for all x ∈Λ .
Thus, to compute the susceptibility, it suffices to understand ZNˆ . The formula
(5.1.2) requires that ν0 = ν−m2, but the right-hand side makes sense as a function of
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three independent variables (m2,g0,ν0), with m2 > 0, g0 = g> 0, ν0 ∈R. Although
(5.1.2) no longer holds without the requirement that ν0 = ν−m2, it is nevertheless
useful to analyse ZNˆ as a function of three independent variables for now, and to
restrict ν0 later. We will do so.
The starting point for the renormalisation group is to evaluate ZNˆ as the last term
in a sequence Z0,Z1, . . . ,ZN ,ZNˆ generated by
Z j+1 = EC j+1θZ j ( j < N), ZNˆ = ECNˆθZN , (5.1.3)
where C = ∑Nj=1 C j +CNˆ is as in Proposition 4.1.9. It follows from the above recur-
sion and Corollary 2.1.11 that
ZNˆ = ECNˆθ ◦ECNθ ◦ · · · ◦EC1θZ0 = EC(m2)θZ0, (5.1.4)
consistent with (5.1.1). The effect of finite volume is concentrated entirely in the
last covariance CNˆ .
The first equation of (5.1.3) can be rewritten as
Z j+1(ϕ) = EC j+1Z j(ϕ+ζ ), (5.1.5)
where the expectation on the right-hand side integrates with respect to ζ leaving ϕ
fixed. By the definition of the hierarchical GFF in Definition 4.1.2,
• the restriction of x 7→ ζx to a block b ∈ B j is constant;
• the restriction of x 7→ ϕx to a block B ∈ B j+1 is constant.
The fluctuation field ζ is Gaussian with covariance C j+1, while the block-spin field
ϕ is Gaussian with covariance C j+2+ · · ·+CN +CNˆ .
From now on, we often fix a scale j and omit it from the notation. We then write
+ instead of j+1. In particular, we write C+ for C j+1, B for B j, and B+ for B j+1.
We also abbreviate E+ = EC j+1 , and we typically use b to denote a block at scale j
and B to denote a block at scale j+1 when blocks at both scales are being used.
5.1.2 Polynomials in the hierarchical field
We use the notation
τ =
1
2
|ϕ|2, τ2 = 1
4
|ϕ|4, (5.1.6)
and write, for example, τ2x = 14 |ϕx|4.
Definition 5.1.1. We set V =R2, U =R3 and write their elements as V = (g,ν)∈V
and U = (u,V ) ∈ U . We identify V and U with the polynomials V = gτ2 +ντ and
U = gτ2+ντ+u. Given V ∈ V or U ∈ U and X ⊂Λ , we set
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V (X ,ϕ) = ∑
x∈X
(
gτ2x +ντx
)
, (5.1.7)
U(X ,ϕ) = ∑
x∈X
(
gτ2x +ντx+u
)
. (5.1.8)
Furthermore we set Ux(ϕ) = gτ2x +ντx+u and similarly for Vx(ϕ).
Exercise 5.1.2. Show that, for an arbitrary covariance C, ECθ acts as a map U →U
identified as polynomials in the field by setting X = {x} in (5.1.8). (Recall Proposi-
tion 2.1.6). [Solution].
Recall that the set B j of j-blocks is defined in Definition 4.1.1. We use multi-
index notation: α = (α1, . . . ,αn) is a vector of nonnegative integers, and we write
|α|= ∑ni=1αi, α! =∏ni=1αi!, and ζα =∏ni=1(ζ i)αi for ζ ∈ Rn.
Lemma 5.1.3. If U,U ′ ∈ U and B ∈ B+ then there exist coefficients p,q,r,s ∈ R,
bilinear in U,U ′, such that
Cov+(θUx,θU ′(B)) = ∑
x∈B
(
p+qτx+ rτ2x + sτ
3
x
)
. (5.1.9)
If c(1)+ = 0 as in (4.1.13) then s = 0, and hence Cov+(θUx,θU ′(B)) identifies with
(p,r,q) ∈ U via (5.1.8) with X = B.
Proof. By Taylor’s theorem, Ux(ϕ+ζ ) = ∑|α|≤4 1α!U
(α)(ϕ)ζαx , so
Cov+(θUx,θU ′(B)) = ∑
|α|,|α ′|≤4
1
α!
1
α ′!
U (α)U ′(α) ∑
x′∈B′
Cov+(ζαx ,ζ
α ′
x′ ). (5.1.10)
Terms with |α| = 0 or |α ′| = 0 vanish since the covariance does. The same is true
when |α|+ |α ′| is odd, due to the ζ 7→ −ζ symmetry. When |α| = |α ′| = 1, the
covariance vanishes unless α = α ′, and in this case the sum over x′ is c(1)+ . When
c(1)+ is nonzero, the O(n)-invariance of the covariance ensures that the resulting ϕ-
dependence is of the form |ϕ|6.
This leaves only terms where |α|+ |α ′| ∈ {4,6,8}. Such terms respectively pro-
duce contributions which are quartic, quadratic, and constant in ϕ . The fact that the
covariance is O(n)-invariant ensures that the quartic and quadratic terms are multi-
ples of |ϕ|4 and |ϕ|2, and the proof is complete.
5.1.3 Functionals of the hierarchical field
Definition 5.1.4. For B∈B j, let J(B) denote the set of constant maps from B to Rn,
and let jB : J(B)→ Rn be the map that identifies the constant in the range of a map
in J(B), i.e.,
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jB(ϕ) = ϕx (x ∈ B, ϕ ∈ J(B)). (5.1.11)
Let N (B) be the vector space of functions that have the form F ◦ jB : J(B)→ R,
where F : Rn → R is a function with pN continuous derivatives. In the proof of
Theorem 4.2.1, we take pN = ∞, though the proof also works for any finite value
pN ≥ 10.
Definition 5.1.5. Let F = F j ⊂ ⊕B∈B jN (B) be the vector space of functions
F(B,ϕ) that obey the following properties for all B ∈ B j:
• locality: F(B) ∈N (B),
• spatial homogeneity: F(B) = F ◦ jB where F :Rn→R is the same for all blocks
B ∈ B j,
• O(n)-invariance: F(B,ϕ) = F(B,Tϕ) for all T ∈O(n), where T acts on J(B) by
(Tϕ)x = Tϕx for x ∈ B.
The property locality is already included in the condition that F is a subspace of⊕
BN (B), and is written for emphasis only. For X ⊂B j, let B j(X) denote the set of
j-blocks comprising X . For Fj ∈⊕B∈B jN (B), in particular for Fj ∈ F j, we define
FXj = ∏
B∈B j(X)
Fj(B). (5.1.12)
5.1.4 Global to local reduction
Let V0 = g0τ2x +ν0τx. We define F0 ∈ F0 by
F0({x},ϕ) = e−V0(ϕx). (5.1.13)
By definition, Z0 of (5.1.1) can be written in the notation (5.1.12) as
Z0 = FΛ0 (5.1.14)
The product FΛ0 =∏x∈Λ F0({x}) in (5.1.14) is the same as the product over 0-blocks
B ∈ B0, because a 0-block B equals {x} for some lattice point x. A principal feature
of the hierarchical model is the stability of a product form for Z j for every j, anal-
ogous to (5.1.14), as in the following lemma. In its statement, in accordance with
(5.1.12) we write FBk =∏b∈Bk(B)Fk(b) for B ∈ Bk+1, and FΛj =∏B∈B j Fj(B).
Lemma 5.1.6. The sequence Fj defined inductively by
Fk+1(B) = ECk+1θF
B
k (B ∈ Bk+1), (5.1.15)
with initial condition (5.1.13), defines a sequence Fj ∈ F j when F(B) = F(B,ϕ) is
restricted to the domain J(B). Moreover,
Z j = FΛj . (5.1.16)
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Proof. For j = 0, the claim (5.1.16) holds by (5.1.14) and F0 ∈ F0 as remarked
above. We apply induction, and assume that (5.1.16) holds for some j with Fj ∈ F j.
In particular, for B in B j, Fj(B) depends only on ϕ|B and this field is constant on
B. Following the definition of EC j+1θ we replace Fj(B,ϕ) by Fj(B,ϕ + ζ ) where
ζ is Gaussian with covariance C j+1 and the expectation is over ζ . The covariance
C j+1 is such that ζ |B and ζ |B′ are independent for distinct blocks B,B′ ∈ B j+1.
Consequently, by the inductive hypothesis
EC j+1θZ j = EC j+1θ ∏
B∈B j+1
FBj = ∏
B∈B j+1
EC j+1θF
B
j = F
Λ
j+1 (5.1.17)
as claimed. To prove that Fj+1 ∈ F j+1 as in Definition 5.1.5 we use the inductive
hypothesis Fj ∈ F j, the recursive definition (5.1.15) and that ϕ j+1 is constant on
B. These immediately imply that Fj+1 satisfies locality and homogeneity. By Ex-
ercise 2.1.13, T ◦EC j+1θ = EC j+1θ ◦ T for any T ∈ O(n). This implies that Fj+1
is O(n)-invariant, which completes the proof that Fj+1 ∈ F j+1, and completes the
proof of the lemma.
According to (5.1.16) the sequence Z j is determined by the sequence Fj. A key
point is the simplifying feature that Fj is local, i.e., F(B) depends only on ϕx for
x ∈ B, while Z j is global, i.e., it depends on ϕx for all x ∈Λ .
In order to define the renormalisation group map, we make a conceptual shift in
thinking about Lemma 5.1.6. Namely, we broaden our perspective, and no longer
consider the input to the expectation EC j+1θ as necessarily being determined by a
specific sequence Z j with initial condition Z0. Instead, we consider a generic F ∈F j,
define Z = FΛ , and assume that Z is integrable. Then we consider E+θ =EC j+1θ as
a map acting on this class of Z. The calculation in (5.1.17) shows that the map F 7→
F+ defined by F+(B) = E+θFB is a lift of the map Z 7→ Z+ = E+Z. See Figure 5.1.
As discussed above, this is a global to local reduction.
∏b∈B ∏B∈B+
F(b) F+(B)
Z+Z
E+θ
Fig. 5.1 The map E+θ : Z 7→ Z+ is lifted to F 7→ F+.
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5.2 The renormalisation group map
5.2.1 Local coordinates
To describe the map F 7→ F+, defined by F+(B) = E+θFB for integrable F ∈ F ,
we introduce coordinates. Ideally, we would like to replace F by e−U with U ∈ U .
This is not exactly possible, as we will need more degrees of freedom for a typical
F than just three real parameters (u,g,ν). In particular, it is in general not the case
that there exists U+ ∈ U such that EC+θe−U(B) will be equal to e−U+(B). So instead,
we make an approximate replacement of F by e−U , and keep track of the error in
this replacement.
In detail, given U = (u,V ) ∈ U , we define I ∈ F by
I(b) = e−V (b), (5.2.1)
and write F ∈ F as
F(b) = e−u|b|(I(b)+K(b)), (5.2.2)
where K is defined so that (5.2.2) holds: K(b) = eu|b|F(b)− I(b). Then (5.2.2) rep-
resents F by local coordinates
(u,V,K) = (U,K), (5.2.3)
with u ∈ R, V ∈ R2, and K ∈ F . We can turn this around: given coordinates (U,K),
the formula (5.2.2) defines F . If we define Z = FΛ , then (U,K) also determines Z.
Note that Z0 of (5.1.14) is of this form, with F = e−V , corresponding to u= 0,K = 0.
Given any U+ ∈U , a simple algebraic manipulation shows that F+(B)=EC+θFB
can be expressed in the same form
F+(B) = E+θFB = e−u+|B|(I+(B)+K+(B)), (5.2.4)
with I+ ∈ F+ defined by I+(B) = e−V+(B) and with K+ uniquely defined by
K+(B) = e(u+−u)|B|E+θ(I+K)B− I+(B). (5.2.5)
It is straightforward to check that this is the solution that makes the diagram com-
mutative in Figure 5.2. With Z+ = E+θZ = E+θFΛ = FΛ+ (we used (5.1.17) for the
last equality), we obtain
Z+ = e−u+|Λ |(I++K+)Λ = e−u|Λ |E+θ(I+K)Λ = E+θZ. (5.2.6)
To be useful, we will need to make an intelligent choice of U+. Our choice is
made in Section 5.2.4. It is designed in such a way that we will be able to prove
that if K = K j is third order in the coefficients of U , then K+ will be third order in
the coefficients of U+ uniformly in the scale j. The coordinate K is thus an error
coordinate which gathers third order errors. Detailed second-order information is
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retained in the polynomials U and U+, and this is the information that is primary in
the computation of critical exponents.
We emphasise that the remainder coordinate K is not written in the exponent,
i.e., we use the form F(b) = e−u|b|(e−V (b)+K(b)) instead of e−u|b|−V (b)+K(b). Since
K(b) contains contributions that are, e.g., degree-6 in the field ϕ and of uncontrolled
sign, it is useful not to exponentiate them. Note that requiring that K(b) be O(|ϕ|6)
as ϕ → 0 would be a natural condition to fix the choice of V and K; however, we
do not impose it and allow K(b) to contain sufficiently small contributions of lower
order in ϕ . This gives a somewhat more flexible representation whose generalisation
is particularly useful in the Euclidean setting.
Φ+
EC+θ(·)B
(
U,K
) (
U+,K+
)
F+F
Fig. 5.2 The map F 7→ F+ is lifted to map (U,K) 7→ (U+,K+). The lift is not unique.
5.2.2 Localisation
A crucial idea for the renormalisation group method is that the coordinate K in
(5.2.3) must contract under change in scale. A full discussion of this contraction
involves the introduction of a norm to measure the size of K. We defer this to future
chapters. In this section, we restrict attention to the definition of a map which ex-
tracts from a functional of the field, such as K, a local polynomial in the field which
represents the parts of the functional which do not contract. This map is called Loc.
The monomials which comprise the range of Loc are those which do not contract
under change of scale, in the following sense. For dimension d = 4, by (4.1.12)
the approximate size (square root of the variance) of the fluctuation field |ζ j+1| is
L− j. For V = |ζ j+1|p, the size of V (b) is approximately L4 jL−p j = L(4−p) j because
this is the number |b| = Ld j of fields in b times the approximate size L−p j of the
monomial |ζ j+1;x|p at a point x∈ b. Under this measure of size, the monomial grows
exponentially with the scale if p < 4, it neither grows nor contracts if p = 4, and it
contracts with the scale if p> 4. This motivates the following definition.
Definition 5.2.1. A homogeneous polynomial in ζ of degree p is relevant if p< 4,
marginal if p = 4, and irrelevant if p> 4.
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For a functional F of the field, we will use Taylor expansion to define LocF
as the projection onto the relevant and marginal monomials of F . For this, we first
develop the theory of Taylor expansion.
Recall that for a sufficiently smooth function F : Rn → R and a point ϕ ∈ Rn,
the pth derivative F(p)(ϕ) of F at ϕ is the p-linear function of directions ϕ˙ p =
(ϕ˙1, . . . , ϕ˙p) ∈ (Rn)p given by
F(p)(ϕ; ϕ˙ p) = ∂∂ t1 . . .
∂
∂ tp F(ϕ+∑i=1,...,ptiϕ˙i), (5.2.7)
with the derivatives evaluated at t1 = · · ·= tp = 0.
Definition 5.2.2. For smooth F : Rn → R and k ≥ 0, we define TaykF to be the
kth-order Taylor polynomial at 0, i.e., for ϕ ∈ Rn,
TaykF(ϕ) =
k
∑
p=0
1
p!
F(p)(0;ϕ p), ϕ p = ϕ, . . . ,ϕ. (5.2.8)
For b ∈ B and F(b) = F ◦ jb ∈ N (b), and for a field ϕ that is constant on b, we
define
TaykF(b) = (TayF)◦ jb. (5.2.9)
We define the localisation operator Loc by
LocF(b) = Tay4F(b). (5.2.10)
By definition, Tayk is a projection. More generally, TaykTaylF(b) = Tayk∧lF(b).
We need Loc = Tay4 only for O(n)-invariant F(b), and in this case it simplifies.
Lemma 5.2.3. Let b ∈ B and suppose that F(b) = F ◦ jb is in N (b) and is O(n)-
invariant. Then, for constant ϕ on b,
LocF(b,ϕ) = F(0)+
1
2!
F(2)(0;e21)|ϕ|2+
1
4!
F(4)(0;e41)|ϕ|4, (5.2.11)
where e1 = (1,0, . . . ,0) in Rn and ep1 = e1, . . . ,e1 in∏i=1,...,pR
n. In particular, there
is a unique element UF of U such that LocF(b) =UF(b), and we identify LocF with
this element UF .
Proof. By hypothesis, F(Tϕ) = F(ϕ) for every T ∈O(n). With the choice T =−I,
we see that F(α)(0) = 0 for all odd |α|. With T chosen so that Tϕ = (|ϕ|,0, . . . ,0)
(a rotation), we obtain (5.2.11).
Example 5.2.4. Consider 1-component fields ϕ defined on RΛN which are constant
on the block b ∈ B.
(i) Let
F(b,ϕ) =∑
x∈b
ϕ2x . (5.2.12)
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This is an element of N (b) as in Definition 5.1.4. In particular, F(b) = F ◦ jb
with F(u) = |b|u2, so Tay4F(u) = |b|u2. Therefore (Tay4F)◦ jb(ϕ) = |b|
(
jb(ϕ)
)2.
Equivalently, (Tay4F)◦ jb(ϕ) = ∑x∈bϕ2x . By Definition 5.2.2,
LocF(b,ϕ) =∑
x∈b
ϕ2x = F(b,ϕ). (5.2.13)
Similarly, LocF(b,ϕ) = F(b,ϕ) if
F(b,ϕ) =∑
x∈b
(
1
4
gϕ4x +
1
2
νϕ2x +u
)
. (5.2.14)
(ii) Let
F(b,ϕ) = e∑x∈b νϕ
2
x . (5.2.15)
Then F(b) = F ◦ jb with F(u) = e|b|νu2 , so Tay4F(u) = 1+ |b|νu2 + 12 |b|2ν2u4.
Therefore (Tay4F) ◦ jb(ϕ) = 1 + |b|ν
(
jb(ϕ)
)2
+ 12 |b|2ν2
(
jb(ϕ)
)4. Equivalently,
(Tay4F)◦ jb(ϕ) = 1+∑x∈b νϕ2x + 12 |b|∑x∈b ν2ϕ4x . By Definition 5.2.2,
LocF(b,ϕ) =∑
x∈b
(
1
|b| +νϕ
2
x +
1
2 |b|ν2ϕ4x
)
. (5.2.16)
In (5.2.13) and (5.2.16), the output of Loc has been written as a local polynomial
in the field, summed over the block b. For the hierarchical model this could be
seen as a redundant formulation, since the field is constant on b and hence, e.g.,
∑x∈bϕ2x = |b|ϕ2. However, in the Euclidean model the field is no longer constant on
blocks, and (5.2.13) and (5.2.16) have direct Euclidean counterparts. This illustrates
the general theme that Euclidean formulas specialised to the case where fields are
constant on blocks reduce to hierarchical formulas.
Ultimately, the proof that K+ contracts relative to K requires an estimate on 1−
Loc. A general version of this crucial estimate is given in Section 7.5, and its specific
application occurs in Section 10.5.
5.2.3 Perturbative map
In this section, C+ is any covariance with the property that the corresponding fields
are constants on blocks in b ∈ B. It will be taken to be either C j+1 for some j < N,
or CNˆ when j = N. We sometimes write E+ in place of EC+ .
As discussed in Section 5.2.1, it is in general not the case that there exists U+ ∈U
such thatE+e−U(B) will be equal to e−U+(B). The perturbative map is a map U 7→Upt
such that, in a sense to made precise below, E+e−U(B) is approximately equal to
e−Upt(B). The map is defined as follows.
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Definition 5.2.5. Recall that E(θA;θB) is defined in (2.2.6); it is the same as the
covariance Cov(θA,θB). Given U ∈ U , we define
Upt(B) = EC+θU(B)−
1
2
LocEC+
(
θU(B);θU(B)
)
(B ∈ B j+1). (5.2.17)
Exercise 5.1.2 shows that EC+θU(B) determines an element of U , and the range of
Loc is also U , so Upt(B) determines an element of U . We define the perturbative
map Φpt : U → U by setting Φpt(U) to be this element. Then (5.2.17) can also be
written as
Φpt(U ;B) = EC+θU(B)−
1
2
LocEC+
(
θU(B);θU(B)
)
. (5.2.18)
We also define
W+(B) =
1
2
(1−Loc)EC+
(
θU(B);θU(B)
)
. (5.2.19)
By Lemma 5.1.3, if c(1) = 0 then the definition of Upt(B) is not changed if Loc
is removed from the right-hand side of (5.2.17). Also by Lemma 5.1.3, W (B) is
proportional to ∑x∈B τ3x , and is in fact zero if c(1) = 0.
The polynomial Upt ∈ U can be calculated explicitly, and the result of this cal-
culation is given in Proposition 5.3.1. The coefficients of Upt are explicit quadratic
polynomials in the coefficients of U , and the coefficients of these quadratic polyno-
mials are explicit functions of the covariance C+.
The sense in which the expectation E+θe−U is approximately e−Upt(U) is made
precise by Lemma 5.2.6. Given U , we define
δU = θU−Upt(U). (5.2.20)
The following lemma illustrates what the definition of Upt achieves. It shows that the
difference between Ee−θU and e−Upt is the sum of three terms. The term involving
W is second order in U but is zero as long as c(1) = 0, which does hold for all scales
except the last scale by (4.1.13). The term involving (LocVar(θU))2 is fourth-order
in U , and there is a term that is formally third order in δU , defined in terms of
A3(B) =
1
2!
∫ 1
0
(−δU(B))3e−tδU(B)(1− t)2dt. (5.2.21)
In Section 10.3.2, we provide a careful analysis of the term involving A3.
Lemma 5.2.6. For any polynomial U ∈ U such that the expectations exist, and for
B ∈ B+,
E+e−θU(B) = e−Upt(B)
(
1+W+(B)+ 18 (LocVar(θU))
2+E+A3(B)
)
. (5.2.22)
In particular, if the covariance satisfies the zero-sum condition c(1) = 0, then
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E+e−θU(B) = e−Upt(B)
(
1+ 18
(
Var
(
θU(B)
))2
+E+A3(B)
)
. (5.2.23)
Proof. We drop the block B and subscript + from the notation. Then we can rewrite
the desired formula (5.2.22) as
Ee−δU = 1+W + 18 (LocVar(θU))
2+EA3. (5.2.24)
By the Taylor remainder formula,
e−δU = 1−δU + 12 (δU)2+A3. (5.2.25)
By Definition 5.2.5,
EδU = 12 LocVar(θU). (5.2.26)
Also, Var(δU) = Var(θU) and W = 12 (1−Loc)VarθU , so
E
(−δU + 12 (δU)2)=−E(δU)+ 12 Var(δU)+ 12 (E(δU))2
=− 12 LocVar(θU)+ 12 Var(θU)+ 18 (LocVar(θU))2
=W + 18 (LocVar(θU))
2 . (5.2.27)
By (5.2.25), this leads to (5.2.24). Finally, (5.2.23) then follows immediately since
when c(1) = 0 we have W = 0 and LocVarθU = VarθU . This completes the proof.
A more naive idea would be to expand e−θU into a power series before com-
puting the expectation E+e−θU , but such expansions can behave badly under the
expectation, as illustrated by the following exercise.
Exercise 5.2.7. Observe that, for any g≥ 0,
1√
2pi
∫ ∞
−∞
e−gx
4
e−
1
2 x
2
dx≤ 1, (5.2.28)
whereas, on the other hand, the series
∞
∑
n=0
1
n!
1√
2pi
∫ ∞
−∞
(−gx4)ne− 12 x2dx (5.2.29)
is not absolutely convergent for any g 6= 0. [Solution]
5.2.4 Definition of the renormalisation group map
We now have all the ingredients needed to define the renormalisation group map.
We define the map Φpt with C+ =C j+1 as in Proposition 4.1.9. As before, the scale
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j is fixed and omitted from the notation. We assume here that j < N. In particular,
this means that c(1)+ = 0 holds so that Loc can be dropped from (5.2.18) and W+ = 0.
Definition 5.2.8. For m2 ≥ 0, the renormalisation group map
Φ+ : (V,K) 7→ (U+,K+) = (u+,V+,K+) (5.2.30)
is defined by
U+ =Φpt(V −Loc(eV K)), (5.2.31)
K+(B) = eu+|B|E+θ(I+K)B− I+(B), (5.2.32)
where I = e−V , and I+ = e−V+ . The domain of Φ+ consists of those (V,K) ∈ V ×F
such that EC+θ(I(V )+K)B is defined. We write the components of Φ+ as
Φ+ = (ΦU+ ,Φ
K
+) = (Φ
u
+,Φ
V
+,Φ
K
+) = (Φ
u
+,Φ
(0)
+ ). (5.2.33)
Note that in (5.2.30) the input polynomial is V ∈ V rather than U = u+V ∈ U .
The reason why it is sufficient to consider the case u = 0 is discussed in Re-
mark 5.2.9. Note also that Uˆ(b) = V (b)−Loc(eV (b)K(b)) in (5.2.31) defines a b-
independent element Uˆ ∈ U , due to the spatial homogeneity imposed on K ∈ F by
Definition 5.1.5. The formula (5.2.32) for K+ is identical to (5.2.5), with the specific
choice (5.2.31) for U+, and with u = 0.
Remark 5.2.9. The domain of Φ+ involves V ∈ V instead of U ∈ U , i.e., for u = 0,
while the output of Φ+ has a u-component. This is because the dependence of the
expectation on u is of a trivial nature. Let U = (u,g,ν) = (u,V ). Then Uˆ = u+
Vˆ and Upt(U) = u+Upt(V ), and thus U+(U,K) = u+U+(V,K) and K+(U,K) =
eu|B|K+(V,K). The effect of nonzero u can thus be incorporated in this manner. We
refer to the transition from U = (u,g,ν) to U+= (u+,g+,ν+) as the flow of coupling
constants.
Remark 5.2.10. We emphasise that, while the hierarchical model is originally de-
fined only for m2 > 0, the covariances C1, . . . ,CN (but not CNˆ) are well-defined also
for m2 = 0. This allows us to define the renormalisation group map also for m2 = 0,
as in Definition 5.2.8. Furthermore, the maps Φ j for ΛN are the same for all N ≥ j.
There are two aspects to our choice of U+, which is the basis for the definition of
the renormalisation group map Φ+, with K+ given by (5.2.5).
Nonperturbative aspect. In e−V +K = e−V (1+eV K), the term eV K can contain rel-
evant and marginal contributions, so we isolate these as eV K = Loc eV K + (1−
Loc)eV K. We wish to absorb LoceV K into V , which is in the exponent, so we
approximate e−V (1+LoceV K) by e−Uˆ with Uˆ = V −LoceV K. This approximate
transfer of the marginal and relevant terms turns out to be sufficient since we will
impose a hypothesis that the remainder K is higher order and therefore does not
significantly affect the evolution of V .
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Perturbative aspect. The expectation Eθe−Uˆ is approximately e−Upt(Uˆ), in the sense
that is made precise by Lemma 5.2.6. The occurrence of Φpt in (5.2.31) is for this
reason.
5.2.5 The last renormalisation group step
The final renormalisation group step concerns the integration with covariance CNˆ =
m−2QN . This step is special. There is no more reblocking because after the integra-
tion with covariance CN only the one block B = ΛN remains. Also, cˆ
(1)
N = m
−2 6= 0
so WNˆ is not zero, where WNˆ is given by (5.2.19) to be
WNˆ(B) =
1
2
(1−Loc)ECNˆ
(
θV (B);θV (B)
)
(B =Λ). (5.2.34)
Definition 5.2.11. The final renormalisation group map (V,K) 7→ (UNˆ ,KNˆ) is the
map from V ×F to U ×F defined by
UNˆ =Upt(V ), (5.2.35)
KNˆ(B) = e
−VNˆ(B)
(
1
8 (LocVar(θU))
2+ECNˆ A3(B)
)
+ euNˆ |B|ECNˆθK(B), (5.2.36)
where B=ΛN , UNˆ = uNˆ+VNˆ with VNˆ ∈V , δU and A3 are as in (5.2.20) and (5.2.21).
We assume the expectations in (5.2.36) exist.
The formula for UNˆ in Definition 5.2.11 does not have the Loc term present in
(5.2.31), because it is not necessary to remove expanding parts of K when there are
no more renormalisation group steps to cause K to expand.
The following proposition shows that Definition 5.2.11 and cˆ(1)N 6= 0 lead to a
revised version of the representation (5.2.6) where now INˆ is given by e
−VNˆ (1+WNˆ)
rather than simply by e−VNˆ as in all earlier renormalisation group steps.
Proposition 5.2.12. With UNˆ and KNˆ as in Definition 5.2.11, with B = ΛN , and
assuming that the expectations exist,
ECNˆ
(
e−θV (B)+θK(B)
)
= e−uNˆ |B|
(
e−VNˆ(B)
(
1+WNˆ(B)
)
+KNˆ(B)
)
. (5.2.37)
Proof. We drop B from the notation. By Lemma 5.2.6, the left-hand side of (5.2.37)
is equal to
e−UNˆ
(
1+WNˆ +
1
8 (LocVar(θU))
2+ECNˆ A3
)
+ECNˆθK. (5.2.38)
After an algebraic reorganisation, this is seen to equal the right-hand side of (5.2.37).
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Remark 5.2.13. As discussed further in Chapter A, for the Euclidean finite-range
decomposition it is the case that c(1) 6= 0 for all covariances. This creates a need for
a term W in all renormalisation group steps, not just in the last step as we have here
for the hierarchical model.
5.3 Perturbative flow of coupling constants: the map Φpt
In this section, we explicitly compute the map Φpt(V ) =ΦU+ (V,0), which by defini-
tion is the map V 7→Upt of (5.2.17). Note that Φpt depends only on V , and not on K.
We allow nonzero u in this section, so that, as discussed in Remark 5.2.9, Φpt acts
on U = u+V ∈ U rather than on V ∈ V . As we show in Chapter 6, Φpt represents
the second-order part of the map Φ+, whose remaining parts are third-order. We
write the image of U under Φpt as (upt,gpt,νpt). Thus our goal is the calculation of
(upt,gpt,νpt) as a function of (u,g,ν). This functional dependence of the former on
the latter is referred to as the perturbative flow of coupling constants.
5.3.1 Statement of the perturbative flow
The perturbative flow of coupling constants is best expressed in terms of the rescaled
variables:
µ = L2 jν , µpt = L2( j+1)νpt, Ept = Ld( j+1)(upt−u). (5.3.1)
We generally omit the scale index j, and regard variables with index pt as scale-( j+
1) quantities. The powers of L in (5.3.1) correspond to the scaling of the monomials
on a block as discussed above Definition 5.2.1: νϕ2 scales like νL2 j, uϕ0 scales like
uLd j, and g is unscaled since ϕ4 is marginal.
Proposition 5.3.1. Let d = 4, γ = (n+2)/(n+8), and suppose that c(1) = 0. Then
the map U 7→Upt of (5.2.17) can be written as
gpt = g−βg2, (5.3.2)
µpt = L2
(
µ(1− γβg)+ηg−ξg2) , (5.3.3)
Ept = Ld
(
κgg+κµµ−κgµgµ−κggg2−κµµµ2
)
, (5.3.4)
where β ,η ,ξ ,κ∗ are j-dependent constants defined in (5.3.10)–(5.3.12) below.
Ultimately, the coefficient γ in (5.3.3) will become the exponent of the logarithm
in Theorem 4.2.1. To define the coefficients that appear in (5.3.2)–(5.3.4), we recall
the definitions (4.1.19)–(4.1.20), namely
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c j = L−(d−2) j(1+m2L2 j)−1(1−L−d), (5.3.5)
c(n)j = ∑
x∈Λ
(C j+1;0,x(m2))n. (5.3.6)
We define the coefficients
η ′j = (n+2)c j, β
′
j = (n+8)c
(2)
j , ξ
′
j = 2(n+2)c
(3)
j +(n+2)
2c jc
(2)
j ,
(5.3.7)
κ ′g, j = 14 n(n+2)c
2
j , κ
′
ν , j =
1
2 nc j, κ
′
gν , j =
1
2 n(n+2)c jc
(2)
j , (5.3.8)
κ ′gg, j = 14 n(n+2)
(
c(4)j +(n+2)c
2
jc
(2)
j
)
, κ ′νν , j = 14 nc
(2)
j . (5.3.9)
The primes in the above definitions indicate that they refer to unscaled variables;
these primes are dropped in rescaled versions. For d = 4, the rescaled versions are
defined by
η j = L2 jη ′j, β j = β
′
j, ξ j = L
2 jξ ′j, (5.3.10)
κg, j = L4 jκ ′g, j, κν , j = L
2 jκ ′ν , j, κgµ, j = L
2 jκ ′gν , j, (5.3.11)
κgg, j = L4 jκ ′gg, j, κµµ, j = κ
′
νν , j. (5.3.12)
All the above coefficients depend on the mass m2 occurring in the covariance.
The coefficient β j is of particular importance. The use of the Greek letter β is
not entirely consistent with the term “beta function” in physics, which in our con-
text would represent the difference between the coupling constant at two successive
scales. In our formulation, β represents the coefficient of g2 in the beta function.
Remark 5.3.2. A term corresponding to κ ′gν was incorrectly omitted in [18, (3.27)–
(3.28)]. Its inclusion does not affect the conclusions of [18].
Definition 5.3.3. For m> 0, let jm be the greatest integer j such that L jm≤ 1, and
set jm = ∞ if m = 0. We call jm the mass scale.
The mass scale is the scale j at which the effect of the mass becomes important
in estimates. For the mass-dependent factor in (4.1.18), for L≥ 2 we have
(1+m2L2 j)−1 ≤ L−2( j− jm)+ ≤ 4−( j− jm)+ = ϑ 2j ≤ ϑ j, (5.3.13)
where the equality defines
ϑ j = 2−( j− jm)+ . (5.3.14)
The advantage of ϑ j over the stronger upper bound L−2( j− jm)+ is that ϑ j is indepen-
dent of L. We often use ϑ j as an adequate way to take into account decay above the
mass scale.
Lemma 5.3.4. For d = 4,
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η j = η00 (1+m
2L2 j)−1, β j = β 00 (1+m
2L2 j)−2, (5.3.15)
ξ j = ξ 00 (1+m
2L2 j)−3, κ∗, j = O((1+m2L2 j)−1), (5.3.16)
where β 00 = β0(m
2 = 0) = (n+8)(1−L−d), and analogously for ξ and η . In par-
ticular, each of η j,β j,ξ j,κ∗, j is bounded above by O(ϑ j).
Proof. This follows from the definitions and Exercise 4.1.11.
An essential property is that β 00 > 0. Recall from Exercise 4.1.12 that the hierar-
chical bubble diagram BHm2 is given by
BHm2 =
∞
∑
j=1
c(2)j . (5.3.17)
Therefore,
∞
∑
j=1
β j = (n+8)BHm2 , (5.3.18)
which is finite for d = 4 if and only if m2 > 0, and diverges logarithmically as m2 ↓ 0
for d = 4.
5.3.2 Proof of the perturbative flow
The flow of coupling constants is stated in Proposition 5.3.1 in terms of rescaled
variables, but for the proof we find it more convenient to work with the original vari-
ables. Also, although c(1) of (5.3.6) is equal to zero by (4.1.13), the final covariance
CNˆ does not sum to zero. We allow for nonzero c
(1) in the following proposition, so
that it also handles the case of CNˆ . For this, we introduce the two coefficients
s′τ2, j = 4
(
g2(n+2)c j +gν
)
c(1)j , (5.3.19)
s′τ, j =
(
g2(n+2)2c2j +2gν(n+2)c j +ν
2)c(1)j , (5.3.20)
which each vanish when c(1)j = 0. Proposition 5.3.1 is an immediate consequence of
Proposition 5.3.5.
Proposition 5.3.5. For U = u+ gτ2 + ντ , the polynomial Upt defined in (5.2.17)
has the form Upt = gptτ2+νptτ+upt, with
gpt = g−β ′jg2− s′τ2, j, (5.3.21)
νpt = ν(1− γβ ′jg)+η ′jg−ξ ′jg2− s′τ, j, (5.3.22)
upt = u+κ ′g, jg+κ
′
ν , jν−κ ′gν , jgν−κ ′gg, jg2−κ ′νν , jν2, (5.3.23)
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with β ′j,η ′j,ξ ′j,κ ′∗, j defined in (5.3.7)–(5.3.9). Also,
W+ =−4c(1)g2τ3. (5.3.24)
In particular, if c(1) = 0, then W+ = 0, Upt contains no term proportional to τ3, and
hence Upt ∈ U .
Recall the definition of Upt from (5.2.17) and recall Exercise 5.1.2. The following
lemma computes the terms in Upt that are linear in V .
Lemma 5.3.6. For U = u+ 14 g|ϕ|4+ 12ν |ϕ|2,
EC j+1θU =
1
4 g|ϕ|4+ 12 (ν+η ′jg)|ϕ|2+(u+κ ′g, jg+κ ′ν , jν). (5.3.25)
Proof. We write C =C j+1, and sometimes also omit other labels j. Recall the for-
mula ECθU = e
1
2∆CU from Proposition 2.1.6. Using this, we obtain
ECθU =U + 12∆C(
1
4 g|ϕ|4+ 12ν |ϕ|2)+ 18∆ 2C 14 g|ϕ|4. (5.3.26)
The η ′ term in (5.3.22) arises from the coefficient of 12 |ϕ|2 in 12∆C 14 |ϕ|4. By defini-
tion,
∆C|ϕ|4 = c j
n
∑
i=1
∂ 2
∂ (ϕ i)2
(|ϕ|2)2 . (5.3.27)
Since
∂ 2
∂ (ϕ i)2
(|ϕ|2)2 = 4 ∂
∂ϕ i
(|ϕ|2ϕ i) = 8(ϕ i)2+4|ϕ|2, (5.3.28)
this coefficient is η ′j given by (5.3.7), as required. The constant terms are κ ′ν =
1
4∆C|ϕ|2 and κ ′g = 132∆ 2C|ϕ|4. We leave the verification of the formulas for κ ′ν ,κ ′g in
(5.3.9) to Exercise 5.3.7.
Proof of Proposition 5.3.5. The definition of Upt is given in (5.2.17). We again write
C =C j+1 and omit other labels j. The linear terms in (5.3.21)–(5.3.23) are given by
Lemma 5.3.6. Let x ∈ B ∈ B j+1. For the quadratic terms, we must compute
∑
y∈B
EC
(
θVx;θVy
)
= ∑
y∈B
(
1
16 g
2EC
(
θ |ϕx|4;θ |ϕy|4
)
+ 14 g
1
2νEC
(
θ |ϕx|2;θ |ϕy|4
)
+ 14 g
1
2νEC
(
θ |ϕx|4;θ |ϕy|2
)
+ 14ν
2EC
(
θ |ϕx|2;θ |ϕy|2
))
.
(5.3.29)
By Exercise 2.2.4, EC(θP;θQ) = FC(ECθP,ECθQ), and hence it follows from
Lemma 5.3.6 that the summand in (5.3.29) is equal to
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1
16 g
2FC
(|ϕx|4+2η ′|ϕx|2; |ϕy|4+2η ′|ϕy|2)
+ 14 g
1
2νFC
(|ϕx|2; |ϕy|4+2η ′|ϕy|2)+ 14 g 12νFC(|ϕx|4+2η ′|ϕx|2; |ϕy|2)
+ 14ν
2FC
(|ϕx|2; |ϕy|2). (5.3.30)
The above is equal to
1
16 g
2FC
(|ϕx|4; |ϕy|4)
+
(
1
16 g
2(2η ′)2+ 14 gν2η
′+ 14ν
2
)
FC
(|ϕx|2; |ϕy|2) (5.3.31)
+
(
1
16 g
22η ′+ 14 g
1
2ν
)(
FC
(|ϕx|2; |ϕy|4)+FC(|ϕx|4; |ϕy|2)).
This can be evaluated using the formula from Exercise 2.2.4:
FC
(
Px;Qy
)
=
4
∑
p=1
1
p!
Cpx,y
n
∑
i1,...,ip=1
∂ pPx
∂ϕ i1x · · ·∂ϕ ipx
∂ pQy
∂ϕ i1y · · ·∂ϕ ipy
. (5.3.32)
In the following, we examine an important sample term, and leave most details for
Exercise 5.3.7.
Consider the term FC
(|ϕ|4; |ϕ|4). For p = 2, four of the eight fields are differen-
tiated and this produces a |ϕ|4 term. Calculation as in (5.3.28) gives
n
∑
i, j=1
∂ 2|ϕx|4
∂ϕ ix∂ϕ
j
x
∂ 2|ϕy|4
∂ϕ iy∂ϕ
j
y
= 16(n+8)|ϕ|4, (5.3.33)
where the subscript has been dropped on ϕ on the right-hand side to reflect the fact
that the field is constant on B. This shows that the contribution due to p = 2 that
arises from − 12 116 g2∑y∈B FC
(|ϕx|4; |ϕy|4) is
−
(
1
2
1
16 g
2 1
2! c
(2)
j 16(n+8)
)
|ϕ|4 =−β jg2 14 |ϕ|4, (5.3.34)
which is a term in (5.3.21). The p = 1 term gives rise to −4c(1)j g2τ3 in Upt. The
p = 1 term from the third line of (5.3.31) gives rise to s′τ2 . No other |ϕ|4 terms can
arise from (5.3.31), and the proof of (5.3.21) is complete. For p = 3, a contribution
to ξ ′ results, and for p = 4, a contribution to κ ′gg results. We leave these, as well as
the contributions due to FC
(|ϕ|2; |ϕ|2) and FC(|ϕ|2; |ϕ|4), for Exercise 5.3.7.
Exercise 5.3.7. Verify the formulas given for the κ ′ coefficients in (5.3.9), and the
omitted details in Proposition 5.3.5 for the coefficients in (5.3.7). [Solution]
Chapter 6
Flow equations and main result
In Section 6.1, we provide a detailed and elementary analysis of the perturbative
flow of coupling constants, i.e., of the iteration of the recursion given by Proposi-
tion 5.3.1. We denote this flow by (g¯ j, µ¯ j). In particular, we construct a perturbative
critical initial value µ¯0 for which µ¯ j approaches zero as j→ ∞.
In Section 6.2, we state extensions of the results of Section 6.1 to the nonper-
turbative setting, in which the recursion of Proposition 5.3.1 is corrected by higher
order terms, and show that these extensions allows for a proof of the main result
Theorem 4.2.1. The proof of the nonperturbative versions is given in Chapters 8–
10.
6.1 Analysis of perturbative flow
In this section, we study the perturbative flow of coupling constants U¯ , defined as the
solution to the recursion U¯ j+1 = ΦU+ (U¯ j,0) = Φpt(U¯ j). The analysis of the suscep-
tibility does not require the sequence u j, so we do not study u¯ j here though its anal-
ysis is analogous. Moreover, since u¯ j+1− u¯ j is a function of V¯j, u¯ j can be computed
once V¯j is known. Thus, we are concerned only with the V¯j part of U¯ j = (u¯ j,V¯j). We
study the rescaled version (g¯ j, µ¯ j) of V¯j = (g¯ j, ν¯ j), with µ¯ j = L2 jν¯ j.
According to (5.3.2)–(5.3.3),
g¯ j+1 = g¯ j−β jg¯2j , (6.1.1)
µ¯ j+1 = L2
(
µ¯ j(1− γβ jg¯ j)+η jg¯ j−ξ jg¯2j
)
. (6.1.2)
By Lemma 5.3.4, β j = β 00 (1+m
2L2 j)−2. In particular, β j is constant when m2 = 0.
The system of equations (6.1.1)–(6.1.2) is triangular since the first equation only
depends on g¯. Thus the equations can be solved successively; and they are so simple
that we can calculate anything we want to know. Triangularity no longer holds when
the effect of K is included, and the analysis of Chapter 8 is used to deal with this.
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6.1.1 Flow of g¯
The flow of the coupling constant g j under the renormalisation group map is fun-
damental. This flow adds a higher-order error term to the perturbative sequence g¯ j.
The analysis of the flow is the same with or without the error term, so we include
the error term from the outset here.
Thus we generalise (6.1.1) by adding an error term, and for the moment consider
a general sequence of coefficients a j for the quadratic term:
g j+1 = g j−a jg2j + e j, (6.1.3)
where we assume
0≤ a≤ a j ≤ A, |e j| ≤M jg3j , M j ≤M. (6.1.4)
The recursion for g¯ j is the case M = 0 and a j = β j, and all of our analysis in this
section applies also when M = 0. The above recursion appears in many applications
and has been studied by many authors, e.g., [38, Section 8.5] for the case a j = a for
all j.
Exercise 6.1.1. Suppose that 0 < a ≤ A < ∞. Prove that if g0 > 0 is sufficiently
small (depending on a,A,M) then 0< 12 g j < g j+1 < g j for all j ≥ 0. It follows that
the limit limn→∞ g j exists and is nonnegative. Prove that this limit is zero. [Solution]
Recall that the mass scale jm is defined in Definition 5.3.3, and that
ϑ j = 2−( j− jm)+ (6.1.5)
is defined in (5.3.14). In our context, a j = β j is independent of j when m2 = 0,
and when m2 > 0 it begins to decay exponentially after the mass scale. This decay,
which is an important feature in our applications, violates the hypothesis a > 0 in
Exercise 6.1.1 and requires attention. Its principle effect is that the flow of g j(m2)
resembles that of g j(0) for scales j ≤ jm, whereas the flow effectively stops at the
mass scale so that g j(m2) resembles g jm(0) for scales j > jm.
As we show in the next proposition, the solution of the recursion is essentially
the sequence t j defined by
A j =
j−1
∑
i=0
βi, t j =
g0
1+g0A j
. (6.1.6)
In particular, when m2 = 0,
A j(0) = β 00 j, t j(0) =
g0
1+g0β 00 j
. (6.1.7)
Exercise 6.1.2. For m2 > 0,
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A j(m2) = β 00 ( j∧ jm)+O(1), (6.1.8)
t j(m2) t j∧ jm(0) =
g0
1+g0β 00 ( j∧ jm)
, (6.1.9)
j
∑
l=0
ϑltl ≤ O(| log t j|). (6.1.10)
[Solution]
The following proposition gives the asymptotic behaviour of the solution to the
recursion (6.1.3) when a j = β j and M j =Mϑ j. The leading behaviour is not affected
by the error term e j in the recursion, as long as |e j| ≤Mϑ jg3j . In particular, g j and
g¯ j have the same asymptotic behaviour as j→ ∞.
Proposition 6.1.3. Let m2 ≥ 0 and consider the recursion (6.1.3) with a j = β j and
M j = Mϑ j. Let g0 > 0 be sufficiently small.
(i) As j→ ∞,
g j = t j +O(t2j | log t j|), (6.1.11)
with the constant in the error term uniform in m2 ≥ 0. Also, g j = O(g0) and g j+1 ∈
[ 12 g j,2g j].
(ii) For m2 = 0, we have g j(0) ∼ 1/(β 00 j)→ 0 as j → ∞. For m2 > 0, the limit
g∞(m2) = lim j→∞ g j(m2)> 0 exists and obeys g∞(m2)∼ 1/(β 00 jm) as m2 ↓ 0.
(iii) Suppose that e j is continuous in m2 ≥ 0. Then g∞(m2) is continuous in m2 ≥ 0
and the convergence of g j to g∞ is uniform on compact intervals of m2 > 0.
Proof. (i) We assume by induction that g j ≤ 2t j. The induction hypothesis holds for
j = 0 since g0 = t0. The recursion gives
1
g j+1
=
1
g j
1
1−a jg j + e j/g j =
1
g j
+a j +O(a j +M j)g j. (6.1.12)
We solve by iteration to get
1
g j+1
=
1
g0
+A j+1+E j+1, (6.1.13)
with |E j+1| ≤∑ ji=0 O(ai+Mi)gi. By the induction hypothesis and (6.1.10), |E j+1| ≤
∑ ji=1 O(ϑiti)≤ O(| log t j|). This gives
g j+1 =
g0
1+g0A j+1+g0E j+1
= t j+1(1+O(t j+1E j+1)), (6.1.14)
which in particular allows the induction to be advanced. It also proves the desired
formula for g j.
Finally, (6.1.9) implies that t j = O(g0), and by g j ≤ 2t j this proves that g j =
O(g0). For the proof of g j+1 ∈ [ 12 g j,2g j] see Exercise 6.1.1.
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(ii) For m2 = 0, (6.1.13) becomes
1
g j+1(0)
=
1
g0
+β 00 j+O(log j), (6.1.15)
which proves that g j(0)∼ 1/(β 00 j). For m2 > 0, (6.1.13) becomes instead
1
g j+1(m2)
=
1
g0
+β 00 ( j∧ jm)+O(1)+O(log( j∧ jm)), (6.1.16)
which proves that the limit g∞(m2) exists and is asymptotic to 1/(β 00 jm) as m
2 ↓ 0.
(iii) By definition, β j(m2) is continuous in m2 > 0, and e j(m2) is continuous by
hypothesis. On a compact subinterval of m2 ∈ (0,∞), both β j and e j are uniformly
bounded by exponentially decaying sequences. Consequently the sums A j+1 and
E j+1 which appear in (6.1.13) converge uniformly to limits, and these limits are
continuous by dominated convergence. This proves the uniform continuity on com-
pact mass subintervals. The continuity at m2 = 0 follows from the fact that the
j→ ∞ limit of the right-hand side of (6.1.16) tends to infinity as m2 ↓ 0, and hence
limm2↓0 g∞(m2) = 0 = g∞(0). This completes the proof.
The next exercise provides an extension of (6.1.10).
Exercise 6.1.4. Each of the sequences g j, g¯ j, t j obeys g j+1 = g j(1+O(g0)), as well
as the inequalities ϑ j(m2)g j(m2)≤ O(g j(0)) and
∞
∑
l= j
ϑlg
p
l ≤ O(ϑ jgp−1j ) (p> 1), (6.1.17)
j
∑
l=0
ϑlgl ≤ O(| logg j|). (6.1.18)
(The combination ϑ jg¯ j typically appears in our upper bounds.) [Solution]
Given m˜2 ≥ 0, we define the mass domain
I j(m˜2) =
{
[0,L−2 j] (m˜2 = 0)
[ 12 m˜
2,2m˜2] (m˜2 > 0).
(6.1.19)
The next exercise implies that any of the sequences g j, g¯ j, t j are comparable in value
when evaluated at m2 or m˜2 if m2 ∈ I j(m˜2).
Exercise 6.1.5. For m˜2 ≥ 0 and m2 ∈ I j(m˜2), each of the sequences g j, g¯ j, t j obeys
g j(m2) = g j(m˜2)+O(g j(m˜2)2). (6.1.20)
[Solution]
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6.1.2 Perturbative stable manifold
In this section, we obtain a simple 2-dimensional version of an infinite-dimensional
counterpart in the next section. It is useful for illustrative purposes, though we do
not use the 2-dimensional version later. We do however use the following lemma
both for the two-dimensional and infinite-dimensional results.
Lemma 6.1.6. Assume that the sequence g satisfies the recursion (6.1.3) with a j =
β j and M j = Mϑ j, and with e j continuous in m2 ≥ 0. For any fixed γ ∈ R, let
Πi, j =
j
∏
k=i
(1− γβkgk). (6.1.21)
There exists ci = 1+O(ϑig¯i), which is a continuous function of m2 ≥ 0, such that
Πi, j =
(
g j+1
gi
)γ
(ci+O(ϑ jg¯ j)). (6.1.22)
Proof. By Proposition 6.1.3 the sequences g j and g¯ j are comparable; we use g¯ j for
error terms. Since (1−x)γ = (1−γx)(1+O(x2)) as x→ 0, there exist sk =O(ϑ 2k g¯2k)
such that
Πi, j =
j
∏
k=i
(1−βkgk)γ(1+ sk). (6.1.23)
By (6.1.3), and since g j+1 ∈ [ 12 g j,2g j] by Proposition 6.1.3,
1−βkgk = gk+1− ekgk =
gk+1
gk
(
1+O(ϑkg¯2k)
)
. (6.1.24)
Therefore, there exist vk = O(ϑkg¯2k) such that
Πi, j =
j
∏
k=i
(
gk+1
gk
)γ
(1+ vk) =
(
g j+1
gi
)γ j
∏
k=i
(1+ vk). (6.1.25)
Since log(1+ x) = O(x), the product obeys
j
∏
k=i
(1+ vk) = exp
(
j
∑
k=i
O(vk)
)
= exp
(
O(1)
j
∑
k=i
ϑkg¯2k
)
. (6.1.26)
By (6.1.17), the infinite product converges and we can define
ci =
∞
∏
k=i
(1+ vk) = 1+O(ϑig¯i). (6.1.27)
We then obtain the desired formula for Πi, j from
88 6 Flow equations and main result
j
∏
k=i
(1+ vk) = ci exp
(
−
∞
∑
k= j+1
log(1+ vk)
)
= ci+O(ϑ jg¯ j+1). (6.1.28)
Finally, the continuity of ci in m2 follows from the uniform upper bound vk ≤
O((g¯k(0))2) by Exercise 6.1.4, the continuity of the βk and rg,k and therefore of the
gk and tk, and the dominated convergence theorem. This completes the proof.
The next proposition constructs an initial condition µ¯c0 for which the perturbative
flow (g¯ j, µ¯ j) satisfies µ¯ j→ 0. For m2 = 0, the set (g, µ¯c0(g)) plays the role of a stable
manifold for the fixed point (0,0) of the dynamical system (g¯, µ¯) 7→ (g¯+, µ¯+). A
schematic depiction of the stable manifold is given in Figure 6.1.
g¯
µ¯c0(g¯)
µ¯
Fig. 6.1 Schematic depiction of the stable manifold for the perturbative flow (g¯ j, µ¯ j).
Proposition 6.1.7. Given m2 ≥ 0, and given g0 > 0 sufficiently small, there exists a
unique µ¯c0 = µ¯
c
0(g0,m
2) such that if V¯0 = (g0, µ¯c0) then the solution to the recursion
(6.1.1)–(6.1.2) satisfies
g¯ j→ g¯∞ ≥ 0, µ¯ j→ 0. (6.1.29)
More precisely, it obeys µ¯ j = O(ϑ jg¯ j), and g¯∞ ∼ c(logm−2)−1 as m2 ↓ 0 (for some
c> 0).
In particular, if m2 = 0, then g¯∞ = 0 and V¯j → 0. This is the famous observation
of infrared asymptotic freedom, and inspires the prediction that scaling limits of the
model near the critical point are described by the free field.
Proof of Proposition 6.1.7. Given an initial condition g¯0, a sequence g¯ j is deter-
mined by (6.1.1), and this sequence obeys the conclusions of Proposition 6.1.3. For
the sequence µ¯ j, we rewrite the recursion (6.1.2) backwards as
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µ¯ j = (1− γβ jg¯ j)−1(L−2µ¯ j+1−η jg¯ j +ξ jg¯2j). (6.1.30)
By iteration, with Πi, j given by Lemma 6.1.6, it follows that
µ¯ j = L−2(k+1− j)Π−1j,k µ¯k+1+
k
∑
l= j
L−2(l− j)Π−1j,l (−ηl g¯l +ξl g¯2l ). (6.1.31)
Motivated by this, we define
µ¯ j =
∞
∑
l= j
L−2(l− j)Π−1j,l (−ηl g¯l +ξl g¯2l ). (6.1.32)
Since g¯l = O(1) and, by Lemma 6.1.6, Π−1j,l is slowly varying compared with
L−2(l− j), the above sum converges, and µ¯ j = O(ϑ jg¯ j). It is easy to check that µ¯ j
given by (6.1.32) obeys the recursion (6.1.2), and that µ¯0 is the unique initial value
that leads to a zero limit for the sequence.
Given any initial condition (g¯0, µ¯0), the equations (6.1.1)–(6.1.2) can be solved
by forward iteration. This defines sequences g¯ j, µ¯ j for arbitrary initial conditions,
and the sequence µ¯ j can be differentiated with respect to µ¯0. This derivative is con-
sidered in the next proposition; its value is independent of the initial condition µ¯0.
Proposition 6.1.8. Given any small g¯0 > 0,
∂ µ¯ j
∂ µ¯0
= L2 j
(
g¯ j
g¯0
)γ
(c+O(ϑ jg¯ j)) with c = 1+O(g¯0). (6.1.33)
Consequently, there exists c′ > 0 such that
lim
j→∞
L−2 j
∂ µ¯ j
∂ µ¯0
∼ c′(logm−2)γ as m2 ↓ 0. (6.1.34)
Proof. By the chain rule, ∂ µ¯ j∂ µ¯0 =∏
j−1
k=0
∂ µ¯k+1
∂ µ¯k
. We compute the factors in the product
by differentiating the recursion relation (6.1.2) for µ¯ . Since g¯ j is independent of µ¯ ,
we obtain
∂ µ¯ j
∂ µ¯0
=
j−1
∏
k=0
L2(1− γβkg¯k). (6.1.35)
Now we apply Lemma 6.1.6 for (6.1.33), and Proposition 6.1.3(ii) for (6.1.34).
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6.2 Reduction of proof of Theorem 4.2.1
In this section, we prove Theorem 4.2.1 subject to Theorem 6.2.1 and Proposi-
tion 6.2.2. Theorem 6.2.1 is a non-perturbative versions of Propositions 6.1.7–6.1.8,
with no uncontrolled remainder. Proposition 6.2.2 is a relatively minor result which
incorporates the effect of the last renormalisation group step, corresponding to the
Gaussian integration with covariance CNˆ . Their proofs occupy the rest of the book.
Throughout this section, we fix
g0 = g (6.2.1)
and drop g from the notation when its role is insignificant. Our starting point is
(5.1.2), which asserts that for m2 > 0 and for
ν0 = ν−m2, (6.2.2)
the susceptibility is given by
χN(ν) =
1
m2
+
1
m4|Λ |
D2ZNˆ(0;1,1)
ZNˆ(0)
, (6.2.3)
with ZNˆ = ECθZ0 and Z0 = e−∑x∈Λ (g0τ
2
x+ν0τx). As discussed below (5.1.2), we can
regard the right-hand side as a function of two independent variables (m2,ν0), with-
out enforcing (6.2.2), even though the equality in (6.2.3) is guaranteed only when
(6.2.2) does hold. We define a function χˆN(m2,ν0) by the right-hand side of (6.2.3)
with independent variables (m2,ν0). Thus χˆN is a function of two variables (with
dependence on g left implicit), and
χN(ν0+m2) = χˆN(m2,ν0). (6.2.4)
To prove Theorem 4.2.1, the general strategy is to prove that for m2 ≥ 0 there
is a critical initial value ν0 = ν0(m2) (depending also on g0 but independent of the
volume parameter N) such that starting from the initial condition V0 = g0τ2 + ν0τ
and K0 = 0 it is possible to iterate the renormalisation group map indefinitely. This
iteration produces a sequence (U j,K j) = (u j,Vj,K j) which represents Z j via (5.2.6)
as long as j≤N. The sequence (U j,K j) = (u j,Vj,K j) is independent of N for j≤N,
and thus in the limit N → ∞ is a global renormalisation group trajectory. For finite
N, (UN ,KN) represents ZN . Finally, there is the step of (5.1.3) which is the first and
only step where a finite volume system deviates from the global trajectory. This
step maps ZN to ZNˆ with ZNˆ represented by (UNˆ ,KNˆ) = (uNˆ ,VNˆ ,KNˆ) from which
χˆN(m2,ν0) is computed with (6.2.3). The critical initial value is intimately related
to the critical point νc. The global trajectory has the property that Vj and K j both go
to zero as j→∞, which is infrared asymptotic freedom. This property characterises
ν0(m2) uniquely.
Given m2 ≥ 0, we can regard ν0 as a function ν0(g0) of the initial value g0 = g.
The construction of ν0(g0) corresponds schematically to the construction of the
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stable manifold depicted in Figure 6.1 for the perturbative flow. However, the dy-
namical system here is more elaborate than the perturbative 2-dimensional dynam-
ical system. Now it is instead infinite-dimensional due to the presence of the non-
perturbative coordinate K j, and it is also non-autonomous because K j lies in differ-
ent spacesF j (which will be equipped with different norms) for different values of j.
The dynamical system is nonhyperbolic, with expanding coordinate µ j, contracting
coordinate K j, and with coordinate g j which is neither contracting nor expanding.
Its local phase diagram is shown schematically in Figure 6.2. The fixed point is
(g,µ,K) = (0,0,0). Given small g0 and K0, the flow of the dynamical system is
towards (0,0,0) when ν0 = ν0(g0,K0) is chosen correctly (we focus on the case
K0 = 0 which is the only case we need). This choice defines the stable manifold,
which has co-dimension 1 corresponding to the variable µ j. If ν0 were chosen off
the stable manifold, the flow of µ j would explode exponentially taking the trajectory
outside the domain of our RG map.
fixed pointstable manifold
unstable manifold
Fig. 6.2 Phase diagram for the dynamical system.
The sequence U j is determined recursively from
U j+1(U j,K j) = u j +U j+1(Vj,K j) = u j +ΦUj+1(Vj,K j), (6.2.5)
with U j+1(Vj,K j) = Φpt(Vj − Loc(eV j K j)) as in (5.2.31). We have already anal-
ysed the map Φpt explicitly and in detail. It is defined by (5.2.18), and its explicit
quadratic form is given in Proposition 5.3.1. Thus, to understand the sequence U j, it
suffices to analyse the sequence
RUj+1(V,K) = (rg, j,rν , j,ru, j) (6.2.6)
defined by
RUj+1(Vj,K j) =Φ
U
j+1(Vj,K j)−Φpt(Vj). (6.2.7)
The following is a non-perturbative version of Propositions 6.1.7–6.1.8. Its proof
is given in Section 8.4.
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Theorem 6.2.1. Fix L sufficiently large and g0 > 0 sufficiently small.
(i) There exists a continuous function νc0(m
2) of m2 ≥ 0 (depending on g0) such that
if ν0 = νc0(m
2) then, for all j ∈ N,
rg, j = O(ϑ 3j g
3
j), L
2 jrν , j = O(ϑ 3j g
3
j), L
d jru, j = O(ϑ 3j g
3
j), (6.2.8)
and
L2 j|ν j|= O(ϑ jg j), |K j(0)|+L−2 j|D2K j(0;1,1)|= O(ϑ 3j g3j). (6.2.9)
(ii) There exists c = 1+O(g0) such that for m2 ≥ 0 and j ∈ N, and with all deriva-
tives evaluated at (m2,νc0(m
2)),
∂µ j
∂ν0
= L2 j
(
g j
g0
)γ (
c+O(ϑ jg j)
)
,
∂g j
∂ν0
= O
(
g2j
∂µ j
∂ν0
)
, (6.2.10)
L−2 j
∣∣∣∣ ∂∂ν0 K j(0)
∣∣∣∣+L−4 j ∣∣∣∣ ∂∂ν0 D2K j(0;1,1)
∣∣∣∣= O(ϑ 3j g2j(g jg0
)γ)
. (6.2.11)
From the first bound in (6.2.8) and Proposition 6.1.3, it follows that
lim
j→∞
g j(m2) = g∞(m2) (m2 ≥ 0), (6.2.12)
where g∞(0) = 0, g∞(m2)> 0 if m2 > 0, and the limit is uniform on compact inter-
vals of m2 > 0. Also by Proposition 6.1.3,
g∞(m2)∼ 1β 00 logL m−2
(m2 ↓ 0). (6.2.13)
The first N renormalisation group steps correspond to integration over the co-
variances C1 + · · ·+CN . In finite volume, we are left with the final covariance CNˆ .
Unlike the other covariances, it has ∑y CNˆ;xy 6= 0. The next proposition shows that
its contribution is negligible. The proof, which requires only slight modifications to
the analysis of a typical renormalisation group step, is given in Section 10.7.
Proposition 6.2.2. Fix L sufficiently large and g0 > 0 sufficiently small, and sup-
pose that m2L2N ≥ 1 (i.e., that the last scale N is beyond the mass scale jm). The
expectations in Proposition 5.2.12 do exist at scale N for (V,K) = (VN ,KN) and
(5.2.37) holds, i.e.,
ECNˆ
(
e−θVN(Λ)+KN(Λ)
)
= e−uNˆ |Λ |
(
e−VNˆ(Λ)
(
1+WNˆ(Λ)
)
+KNˆ(Λ)
)
, (6.2.14)
with WNˆ = − 12 c
(1)
Nˆ
g2N |ϕ|6. The estimates (6.2.9)–(6.2.11) hold with j replaced by
j = Nˆ on the left-hand sides and j = N on the right-hand sides, and gNˆ = gN(1+
O(ϑNgN)).
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The following corollary shows that the susceptibility χ(νc0(m
2)+m2) is simply
the susceptibility of the hierarchical GFF with mass m (recall Exercise 4.1.10). Thus
νc0(m
2) has the property that
χ(g,νc0(m
2)+m2) = χ(0,m2). (6.2.15)
In other words, m2 represents the deviation from the critical value νc0(m
2,g) such
that the susceptibility of the interacting model is equal to the susceptibility of the
noninteracting model with mass m2. Physicists refer to m2 as an effective or renor-
malised mass and νc0(m
2)+m2 as a bare mass.
Corollary 6.2.3. Fix L sufficiently large and g > 0 sufficiently small, and let m2 >
0 and ν0 = νc0(m
2). The limit χ(νc0(m
2)+m2) = limN→∞ χN(νc0(m
2)+m2) exists,
uniformly on compact intervals of m2 > 0, and
χ(νc0(m
2)+m2) =
1
m2
. (6.2.16)
Proof. We will in fact prove the finite volume estimate
χN(νc0(m
2)+m2) =
1
m2
(
1+
O(ϑNgN)
m2L2N
)
, (6.2.17)
which implies (6.2.16). By (6.2.3), to prove (6.2.17) it is sufficient to show that, for
ν0 = νc0(m
2),
1
|Λ |
D2ZNˆ(0;1,1)
ZNˆ(0)
= O(L−2NϑNgN). (6.2.18)
At scale N, Λ is a single block, so ZNˆ = e
−uNˆ |Λ |(INˆ +KNˆ), where by definition
INˆ = e
−VNˆ(Λ)(1+WNˆ(Λ)). By Proposition 6.2.2, WNˆ is proportional to g
2
N |ϕ|6. Since
VNˆ(Λ) =WNˆ(Λ) = 0 when ϕ = 0, we have INˆ = 1 when ϕ = 0. Also,
1
|Λ |D
2INˆ(ϕ = 0;1,1) =−νNˆ , (6.2.19)
and hence
1
|Λ |
D2ZNˆ(0;1,1)
ZNˆ(0)
=
−νNˆ +L−dND2KNˆ(0;1,1)
1+KNˆ(0)
= O(L−2NϑNgN), (6.2.20)
where the final estimate holds by Proposition 6.2.2 (with the final scale version of
(6.2.9)). This proves (6.2.18). The convergence is uniform in compact intervals of
m2 > 0, due to the factor L−2N . This completes the proof.
Corollary 6.2.4. Fix L sufficiently large and g > 0 sufficiently small. There exists
B = Bg,n > 0 such that
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∂χ
∂ν
∣∣∣∣
ν=νc0(m2)+m2
∼−B 1
m4(logm−2)γ
as m2 ↓ 0. (6.2.21)
Proof. By (6.2.4), the finite-volume version ∂∂ν χN of the left-hand side of (6.2.21) is
equal to ∂∂ν0 χˆN(m
2,ν0) evaluated at ν0 = νc0(m
2). All ν0 derivatives in the proof are
evaluated at this value, and we denote them by primes. We compute ∂∂ν0 χˆN(m
2,ν0)
by differentiation of the right-hand side of (6.2.3), using ZNˆ = e
−uNˆ |Λ |(INˆ+KNˆ)with
INˆ as in the proof of Corollary 6.2.3. This gives
∂χN
∂ν
=
1
m4LdN
∂
∂ν0
D2ZNˆ(0;1,1)
ZNˆ(0)
=
1
m4LdN
(
D2Z′Nˆ(0;1,1)
ZNˆ(0)
− Z
′
Nˆ(0)D
2ZNˆ(0;1,1)
ZNˆ(0)2
)
. (6.2.22)
The factor e−uNˆ |Λ | cancels in numerator and denominator of (6.2.3), and in particular
need not be differentiated. We view VNˆ and WNˆ as functions of ν0. As in (6.2.19),
INˆ(ϕ = 0) = 1,
1
|Λ |D
2INˆ(ϕ = 0;1,1) =−νNˆ , (6.2.23)
and hence
I′Nˆ(ϕ = 0) = 0,
1
|Λ |D
2I′Nˆ(ϕ = 0;1,1) =−ν ′Nˆ . (6.2.24)
With some arguments omitted to simplify the notation, this leads to
∂χN
∂ν
=
1
m4
(
−ν ′Nˆ +L−dND2K′Nˆ
1+KNˆ
− K
′
Nˆ(−νNˆ +L−dND2KNˆ)
(1+KNˆ)2
)
. (6.2.25)
By Proposition 6.2.2, as N→ ∞ the derivative ∂χN∂ν has the same limit as −m−4ν ′Nˆ ,
and the omitted terms go to zero uniformly on compact intervals in m2 > 0 because
ϑN does. Therefore, by Proposition 6.2.2 with (6.2.10), and by (6.2.12),
lim
N→∞
∂χN
∂ν
=− c
m4
(
g∞
g0
)γ
. (6.2.26)
The limit is again uniform on compact mass intervals, since the same is true of the
limit in (6.2.12).
Since
∂
∂ν
χN(ν) =
∂
∂ν0
χˆN(m2,νc0(m
2)), (6.2.27)
and since νc0 is a continuous function of m
2, the limit limN→∞ ∂∂ν χN(ν) converges
uniformly in compact intervals of ν in the image of m2 + νc0(m
2,g0) for m2 > 0.
Therefore the differentiation and the limit may be interchanged, so that
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∂
∂ν
χ(ν) = lim
N→∞
∂
∂ν
χN(ν) =− cm4
(
g∞
g0
)γ
. (6.2.28)
By (6.2.13), there is a positive constant Bg,n such that
c
(
g∞
g0
)γ
∼ Bg,n
(logm−2)γ
(m2 ↓ 0). (6.2.29)
This proves (6.2.21), and the proof is complete.
Finally, we need the next lemma which establishes that νc0(m
2)+m2 is an in-
creasing function of small m2.
Lemma 6.2.5. Fix L sufficiently large and g > 0 sufficiently small. For δ > 0 suf-
ficiently small and for m2 ∈ [0,δ ], νc0(m2)+m2 is a continuous increasing function
of m2.
Proof. Set ν∗(m2) = νc0(m
2)+m2. The continuity of ν∗ in m2 ∈ [0,δ ) is immediate
from Theorem 6.2.1. For m2 > 0, (6.2.16) and (6.2.21) imply
χ(ν∗(m2)) =
1
m2
< ∞, (6.2.30)
∂
∂ν
χ(ν∗(m2))< 0. (6.2.31)
We used the hypothesis m2 ∈ [0,δ ]with δ small to obtain (6.2.31). Let I = {ν∗(m2) :
m2 ∈ [0,δ ]}. By continuity of ν∗ in m2, and since continuous functions map an in-
terval to an interval, I is an interval (which cannot be a single point due to (6.2.30)).
Since χ(ν) is decreasing in ν ∈ I for small m2 by (6.2.31), and since the composi-
tion χ(ν∗(m2)) = 1m2 is decreasing in m
2 > 0, it follows that ν∗(m2) is increasing
in small m2.
Now we can complete the proof of Theorem 4.2.1, subject to Theorem 6.2.1 and
Proposition 6.2.2, using Corollaries 6.2.3 and 6.2.4 and Lemma 6.2.5.
Proof of Theorem 4.2.1. Define
νc = νc0(0). (6.2.32)
By Lemma 6.2.5, the function m2 7→ νc0(m2)+m2 is continuous and increasing as
a function of m2 ∈ [0,δ ]. It therefore has a continuous inverse. Its range is a closed
interval of the form [νc,νc+ε ′] for some ε ′ > 0. The inverse map associates to each
ν = νc+ε , for ε ∈ [0,ε ′], a unique m2. Using this relationship, we see from (6.2.21)
and (6.2.16) that, as m2 ↓ 0 or equivalently ν ↓ νc,
∂
∂ν
χ(g,ν)∼−B 1
m4(logm−2)γ
∼−Bχ(g,ν)2(logχ(g,ν))−γ . (6.2.33)
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It is now an exercise in calculus to deduce that, as ε ↓ 0,
χ(g,νc+ ε)∼ 1B
1
ε
(logε−1)γ . (6.2.34)
This proves (4.2.6) with A = B−1.
The constant B arises in (6.2.29), and by Theorem 6.2.1,
B = (1+O(g))(logL)γ(gβ 00 )
−γ (6.2.35)
with β 00 = (n+ 8)(1− L−d) given by Lemma 5.3.4. This proves that A = B−1 ∼
(gβ 00 /(logL))
γ , as claimed in (4.2.7).
It remains to prove the asymptotic formula for the critical point in (4.2.7). For
the rest of the proof, we set m2 = 0. To begin, we note that it follows from Proposi-
tion 5.3.1, (6.2.7) and (6.2.8) that g j and µ j are determined recursively from
g j+1 = g j−β jg2j +O(ϑ 3j g3j), (6.2.36)
µ j+1 = L2
(
µ j(1− γβ jg j)+η jg j−ξ jg2j
)
+O(ϑ 3j g
3
j), (6.2.37)
with initial condition (g0,µ0) = (g,νc). Just as (6.1.32) defines a solution to the
perturbative flow with zero final condition, backwards solution of (6.2.37) gives
µ0 =−
∞
∑
l=0
L−2lΠ−10,l (ηlgl +O(ϑl g¯
2
l )). (6.2.38)
By (5.3.7), (5.3.10), and (4.1.19),
ηl = (n+2)L2lCl+1;0,0(0). (6.2.39)
By Lemma 6.1.6, we obtain from (6.2.38)–(6.2.39) that
µ0 =−(n+2)(1+O(g0))gγ0
∞
∑
l=0
(
Cl+1;0,0g
1−γ
l +O(L
−2l g¯2−γl )
)
. (6.2.40)
Since C(0) = ∑∞l=0 Cl+1;0,0, this gives
µ0 =−(n+2)C(0)g0(1+O(g0))− (n+2)(1+O(g0))gγ0
∞
∑
l=0
Cl+1;0,0(g
1−γ
l −g1−γ0 )
+gγ0
∞
∑
l=0
O(L−2l g¯2−γl ). (6.2.41)
We show that the last two terms are O(g20). This suffices, as it gives the desired result
µ0 =−(n+2)C(0)g0+O(g20). (6.2.42)
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The last term in (6.2.41) is O(g20), since gl = O(g0) by Proposition 6.1.3(i). For
the more substantial sum in (6.2.41), by Taylor’s theorem, and again using the fact
gl = O(g0), for any γ < 1 we have
g1−γl −g1−γ0 = (gl−g0)O(g−γ0 ). (6.2.43)
By the recursion (6.2.36) for gl and Cl+1;0,0 = O(L−2l), this gives
gγ0
∞
∑
l=0
Cl+1;0,0(g
1−γ
l −g1−γ0 ) = O(1)
∞
∑
l=0
L−2l
l
∑
k=0
ϑkg2k = O(g
2
0). (6.2.44)
This completes the proof.
Exercise 6.2.6. Use (6.2.33) to prove (6.2.34). [Solution]

Part III
The renormalisation group:
Nonperturbative analysis

Chapter 7
The Tz-seminorm
“. . . I went to the hotel, quite tired, and I went to sleep. I dreamed I was in a very long
corridor, with no ceiling, and nothing in front of me, only two very long walls extremely
high. Then I woke up and understood immediately that I was trapped inside a norm!!”1
In order to analyse the renormalisation group map defined in Definition 5.2.8, we
use certain seminorms. The seminorms are designed to measure the size of the non-
perturbative coordinate K+(B) defined in (5.2.32), which is a function of the field ϕ
and also of (V,K). Since K+(B) is a function of fields that are constant on blocks B as
in Definition 5.1.4, it is natural (and sufficient) to define the seminorm on functions
of the constant value ϕ ∈ Rn. We encode estimates of K+(B), and of its derivatives
with respect to the three variables ϕ,V,K, in a single seminorm.
In this chapter, we define the seminorm that will be used for this purpose, the Tz-
seminorm, and the Tϕ -seminorm which is a special case. The Tz-seminorm is defined
on functions of a variable z that lies in a product Z =Z1×Z2×Z3 of three normed
spacesZs (s= 1,2,3). The spaceZ1 =Rn is a space of values of field configurations
ϕ . The space Z2 = V is the space of interactions V as in Definition 5.1.1 and Z3 =
N (b) is the space of K as in Definition 5.1.4. These choices motivate this chapter,
but the results are valid for arbitrary normed spaces Z2,Z3.
7.1 Definition of the Tz-seminorm
Let X be a normed vector space, and let X p denote the Cartesian product of p copies
of X . Given x˙i ∈ X , we write x˙p = x˙1, . . . , x˙p. A function M : X p→ R is said to be
p-linear if M(x˙p) is linear in each of its p arguments x˙1, . . . , x˙p. The norm of M is
defined by
1 From an email from Benedetto Scoppola in 2005
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‖M‖X = sup
x˙p∈X(1)p
|M(x˙p)|, (7.1.1)
where X(1) is the unit ball in X centred on the origin.
Given a function F : X → R, the Fre´chet derivative F(p)(x) of order p, when it
exists, is a symmetric p-linear function of p directions x˙p = x˙1, . . . , x˙p. It obeys, in
particular,
F(p)(x; x˙p) =
∂ p
∂ t1 · · ·∂ tp
∣∣∣∣
t1=···=tp=0
F(x+∑ tix˙i), (7.1.2)
∥∥F(x+ tx˙)− ∑
p′<p
t p
′
p′!
F(p
′)(x; x˙, . . . , x˙)∥∥X = o(t p), (7.1.3)
where o(t) is uniform for x˙∈X(1)p. For differential calculus of functions on Banach
spaces see [65], and for the more general setting of normed vector spaces, see [5,
Appendix D.2].
Example 7.1.1. Let M be a symmetric k-linear function on X , and let F(x) =
M(x, . . . ,x), i.e., F is M evaluated on the diagonal sequence whose k-components
are all equal to x. Then the pth derivative F(p)(x) at x is zero for p > k, and other-
wise is the p-linear form x˙1, . . . , x˙p 7→ k!(k−p)! M(x˙1, . . . , x˙p,x, . . . ,x) (there are k− p
entries x). The combinatorial factor arises via the symmetry of M. By the definition
(7.1.1),
‖F(p)(x)‖X ≤ k!(k−p)!‖M‖X‖x‖k−p. (7.1.4)
Given normed spaces Zs (s = 1,2,3), let Z = Z1×Z2×Z3, and let F : Z → R
be a function on Z . Consider the Fre´chet derivative of order p1 with respect to z1,
of order p2 with respect to z2, and of order p3 with respect to z3. Let p = p1, p2, p3.
Then the Fre´chet derivative
F(p)
(
z; z˙p11 ; z˙
p2
2 ; z˙
p3
3
)
(7.1.5)
of F at z ∈ Z is p1-linear in z˙p11 , p2-linear in z˙p22 , and p3-linear in z˙p33 , where z˙pss =
z˙s,1, . . . , z˙s,ps ∈ Z pss for s = 1,2,3. The norm of this derivative is, by definition,
‖F(p)(z)‖Z = sup
z˙pss ∈Zs(1)ps ,s=1,2,3
∣∣F(p)(z; zp11 ; z˙p22 ; z˙p33 )∣∣. (7.1.6)
We use this three-variable formalism in preference to uniting arguments using a
larger normed space, in order to avoid testing differentiation in unwanted directions
such as ϕ˙+V˙ .
Let h be a positive number and let | · | be the Euclidean norm on Rn. For the
remainder of Chapter 7, we set
Z1 = Rnh = Rn with norm h−1| · |. (7.1.7)
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Let Y =Z2×Z3 so that Z =Rnh×Y . We write z = (ϕ,y) ∈ Z . We use multi-index
notation, in which we write p! =∏s ps!, we write p ≤ p′ to mean that ps ≤ p′s for
each s, and we use multi-binomial coefficients defined by(
p′
p
)
=
p′!
p!(p′− p)! =∏s
p′s!
ps!(p′s− ps)!
. (7.1.8)
Definition 7.1.2. Let pZ = (pZ1 , pZ2 , pZ3) where each pZs is a non-negative inte-
ger or ∞, and define pN = pZ1 and pY = (pZ2 , pZ3). Given a function F : Z → R
with norm-continuous Fre´chet derivatives of orders up to pZ we define the Tz =
Tz(h)-seminorm of F by
‖F‖Tz = ∑
p≤pZ
1
p!
‖F(p)(z)‖Z . (7.1.9)
The triangle inequality holds for ‖·‖Tz by definition. The Tϕ -seminorm is defined by
the same formula with pY = (0,0), and is denoted by ‖F‖Tϕ = ‖F‖Tϕ (h). The Tϕ -
seminorm does not examine derivatives with respect to y, and is defined on functions
F : Z1→ R, or on functions F : Z → R with z = (ϕ,y) where y is held fixed.
Later in this chapter and also in subsequent chapters, in a slight abuse of notation
we apply the Tz-seminorm to elements of the space N (B) of Definition 5.1.4. An
element F(B) ∈ N (B) determines a function F : Rn → R via the relation F(B) =
F ◦ jB, and when we write ‖F(B)‖Tz we mean ‖F‖Tz .
We only need the case pZ = (∞,∞,∞), but we include finite choices to emphasise
that there is no need for analyticity in ϕ,V,K in this chapter. For pZ = (0,0,0), the
Tz-seminorm is simply the absolute value of F(z) ∈ R. The name Tz refers to the
Taylor expansion at z. Just as the Taylor expansion of the product of two functions
is the product of the Taylor expansions, the seminorm of Definition 7.1.2 shares with
the absolute value the following product property. A more general product property
is proved in [54].
Lemma 7.1.3. For F,G : Z → R and z ∈ Z ,
‖FG‖Tz ≤ ‖F‖Tz‖G‖Tz (7.1.10)
Proof. It is a consequence of the definition of the norm and the product rule for
differentiation that, for p≤ pZ ,
‖(FG)(p)(z)‖Z ≤ ∑
p′≤p
(
p
p′
)
‖F(p′)(z)‖Z‖G(p−p′)(z)‖Z , (7.1.11)
where we have used the notation (7.1.8). Therefore,
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‖FG‖Tz ≤ ∑
p≤pZ
1
p! ∑p′≤p
(
p
p′
)
‖F(p′)(z)‖Z‖G(p−p′)(z)‖Z
= ∑
p′≤pZ
1
p′!
‖F(p′)(z)‖Z ∑
p:p′≤p≤pZ
1
(p− p′)!‖G
(p−p′)(z)‖Z
= ∑
p′≤pZ
1
p′!
‖F(p′)(z)‖Z ∑
q≤pZ−p′
1
q!
‖G(q)(z)‖Z
≤ ‖F‖Tz‖G‖Tz , (7.1.12)
and the proof is complete.
The product property simplifies control of smoothness. For example,
‖eF‖Tz ≤ e‖F‖Tz . (7.1.13)
This follows by expanding the exponential in a Taylor expansion and applying the
product property term by term.
Given h> 0, we define the function
Ph(t) = 1+ |t|/h (t ∈ R). (7.1.14)
Exercise 7.1.4. Let M be a symmetric k-linear function on Rnh that does not depend
on the variables y ∈ Y . Let F(ϕ) = M(ϕ, . . . ,ϕ) denote the result of evaluating M
on the sequence ϕ, . . . ,ϕ with k components. Then
‖F‖Tz ≤ ‖M‖ZPkh(ϕ). (7.1.15)
Combine this with the product property to prove that, for a nonnegative integer p,
‖(ϕ · ϕ)p‖Tz ≤ (|ϕ|+ h)2p. Similarly, for a vector ζ ∈ Rn, ‖(ζ · ϕ)(ϕ · ϕ)p‖Tz ≤
|ζ |(|ϕ|+h)2p+1. [Solution]
Let F :Z →R and recall that Z =Rnh×Y with elements denoted z= (ϕ,y). We
define the norm
‖F‖T∞,y = sup
ϕ∈Rn
‖F‖Tz , (7.1.16)
where, in z=(ϕ,y), y is held fixed. The Tz-seminorm and the T∞-norm are monotone
decreasing in the norms on Rnh and Y and therefore monotone increasing in h. The
product property for the Tz-seminorm immediately implies that the T∞-norm also has
the analogous product property. When pY = (0,0) the norm (7.1.16) is equivalent to
the C pN norm, but is preferable for our purposes because it has the product property.
The following lemma provides an estimate which compares the norm of a poly-
nomial in ϕ for two different values of the parameter h for the norm on Z1 = Rnh of
(7.1.7), with the norm on Y unchanged.
Lemma 7.1.5. For a function F :Z →R, which is polynomial of degree k≤ pZ1 in
ϕ , and for h,h′ > 0,
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‖F‖T0,y(h,λ ) ≤
(
h
h′
∨1
)k
‖F‖T0,y(h′,λ ). (7.1.17)
Proof. A unit norm direction in Z1(h) is a direction in Z1(h′) with norm hh′ ,
whereas, for s = 2,3, norms of directions y˙ in Ys are the same in Zs(h) and Zs(h′).
Consequently, ‖F(p)((0,y)‖Z(h) = ( hh′ )p1‖F(p)((0,y)‖Z(h′). Therefore, with α =
h
h′ ∨1,
‖F‖T0,y(h) = ∑
p≤(k,pY )
1
p!
‖F(p)((0,y)‖Z(h)
≤ αk ∑
p≤(k,pY )
1
p!
‖F(p)((0,y)‖Z(h′) = αk‖F‖T0,y(h′), (7.1.18)
and the proof is complete.
7.2 Control of derivatives
The following two lemmas indicate how the Tz-seminorm provides estimates on
derivatives.
In the statement of the next lemma, for F : Z → R, we define F(p)(y) to be the
function ϕ 7→ F(p)(ϕ,y) with y held fixed.
Lemma 7.2.1. For F :Z →R, for p≤ pY , and for directions y˙q = (z˙p22 , z˙p33 ) which
have unit norm in Y = Z2×Z3, for any (ϕ,y) ∈ Z ,
‖F(0,p2,p3)(y; y˙q)‖Tϕ ≤ p2! p3!‖F‖Tϕ,y . (7.2.1)
Proof. By Definition 7.1.2, the Tϕ,y-seminorm obeys the inequality
∑
p1
1
p1!
‖F(p1,q)(z)‖Z ≤ q!‖F‖Tϕ,y , (7.2.2)
where q = (p2, p3) and q! = p2! p3!. This implies that, for any fixed unit directions
y˙q,
∑
p1
1
p1!
sup
ϕ˙ p∈Z1(1)p1
∣∣∣F(p1,q)(z; ϕ˙ p1 , y˙q)∣∣∣≤ q!‖F‖Tϕ,y , (7.2.3)
and this is (7.2.1) by the definition of the Tϕ norm and of F(p1,q)(y).
Lemma 7.2.2. Let F :Z →R be polynomial in ϕ of degree k≤ pN . Then for r≤ k
and for directions ϕ˙r which have unit norm in Rn,
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‖F(r,0,0)(ϕ˙r)‖Tϕ,y ≤ 2k
r!
hr
‖F‖Tϕ,y . (7.2.4)
Proof. By Definition 7.1.2 and the hypotheses,
‖F(r,0,0)(ϕ˙r)‖Tϕ,y ≤ ∑
p1≤k−r
1
p1!
∑
q
1
q!
‖F(p1+r,q)(z)‖Z h−r. (7.2.5)
The h−r factor in the right-hand side occurs because the Z norm on the right-
hand side is defined in (7.1.6) as a supremum over directions with unit norm in
Rnh whereas in the left-hand side we are testing the derivative on directions with unit
norm in Rn. We shift the index by writing p′1 = p1 + r, and use
1
(p′1−r)!
= r!p′1!
(p′1
r
)
followed by
(p′1
r
)≤ ∑r≤p′1 (p′1r )= 2p′1 ≤ 2k, and obtain
‖F(r,0,0)(ϕ˙r)‖Tϕ,y ≤
k
∑
p′1=r
1
(p′1− r)!∑q
1
q!
‖F(p′1,q)(z)‖Z h−r
≤ r!2k ∑
p′1,q
1
p′1!q!
‖F(p′1,q)(z)‖Z h−r. (7.2.6)
The right-hand side is r!2kh−r‖F(r,q)‖Tϕ,y , as desired.
7.3 Expectation and the Tz-seminorm
In (5.1.5), we encounter an expectation (E+θZ)(ϕ) = E+Z(ϕ + ζ ), where the in-
tegration is with respect to ζ with ϕ held fixed. Similarly, in the definition (5.2.32)
of K+(B) we encounter (E+θFB)(ϕ) = E+(∏b∈B F(b;ϕ+ζ )). The field ζ is con-
stant on blocks b ∈ B, while ϕ is constant on blocks B ∈ B+. In this section, we
show in a general context how such convolution integrals can be estimated using the
Tz-seminorm.
Given a block B, an n-component field ϕ which is constant on B, an n-component
field ζ which is constant on blocks b ∈ B(B), and given F(·,ζ ) ∈ N (b) with ζ
regarded as fixed, we define Fζ ∈ N (b) by Fζ (ϕ) = F(ϕ,ζ ). Similarly, we define
θζF ∈ N (b) by (θζF)(ϕ) = F(ϕ + ζ ). Although F is a function of (ϕ,y) ∈ Z ,
we do not exhibit the dependence of F on y in our notation. We can take the Tϕ,y-
seminorm of Fζ , obtaining ‖Fζ‖Tϕ,y which depends on the variable ζ that is held
fixed. Also, with ϕ fixed, we can integrate Fζ (ϕ) with respect to ζ . These last two
facts are relevant for the interpretation of (7.3.2) in the following proposition.
Proposition 7.3.1. For b ∈ B and F ∈N (b),
‖θζF‖Tϕ,y = ‖F‖Tϕ+ζ ,y . (7.3.1)
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For B ∈ B+, for ζ a field which is constant on blocks b ∈ B(b), and for F = F(ϕ,ζ )
with F(·,ζ ) ∈N (B),
‖ECFζ‖Tϕ,y ≤ EC‖Fζ‖Tϕ,y . (7.3.2)
For a family F(b) ∈ N (b), where b ranges over B(B) with B ∈ B+, and for FB =
∏b∈B F(b) as in (5.1.12),
‖ECθFB‖Tϕ,y ≤ EC
(
∏
b∈B(B)
‖F(b)‖Tϕ+ζ |b ,y
)
. (7.3.3)
Proof. The identity (7.3.1) follows immediately from the definition of θζF , by com-
muting derivatives with the translation ϕ 7→ϕ+ζ . The inequality (7.3.2) is obtained
by commuting derivatives past the expectation,∣∣∣∣ ∂ p∂ϕ pECF(ϕ,ζ )
∣∣∣∣≤ EC ∣∣∣∣∂ pFζ (ϕ)∂ϕ p
∣∣∣∣ (7.3.4)
and then the desired result follows from the Definition 7.1.2 of the Tϕ,y-seminorm.
For the inequality (7.3.3), we first use (7.3.2), then that θ is a homomorphism, then
the product property of the Tz-seminorm, and finally (7.3.1), to obtain
‖EθζFB‖Tϕ,y ≤ E‖θζFB‖Tϕ,y = E‖(θζF)B‖Tϕ,y
≤ E
(
‖θζF‖BTϕ,y
)
= E
(
∏
b∈B(B)
‖F(b)‖Tϕ+ζ ,y
)
, (7.3.5)
as required.
7.4 Exponentials and the Tz-seminorm
As a consequence of the product property, the Tz-norm interacts well with the expo-
nential function. The following lemma, which is based on [54, Proposition 3.8], is
an extension of (7.1.13). It improves on (7.1.13) when F(z)< 0.
Lemma 7.4.1. For F : Z → R,
‖eF‖Tz ≤ eF(z)+(‖F‖Tz−|F(z)|). (7.4.1)
Lemma 7.4.1 is an immediate consequence of the following proposition, which
holds in any unital algebraA with seminorm obeying the product property ‖FG‖ ≤
‖F‖‖G‖ for all F,G∈A. To deduce (7.4.1) from Proposition 7.4.2, we simply take r
to be the value F(z) (not the function) and use the fact that ‖F−F(z)‖Tz = ‖F‖Tz−
|F(z)| by definition of the Tz-norm.
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Proposition 7.4.2. Let A be a unital algebra with seminorm obeying the product
property. For any F ∈ A and r ∈ R,
‖eF‖ ≤ er+‖F−r‖. (7.4.2)
Proof. It suffices to show that
‖eF‖ ≤ liminf
n→∞ ‖1+F/n‖
n, (7.4.3)
since, for any r ∈ R and n≥ |r|,
‖1+F/n‖= ‖1+ r/n+(F− r)/n‖ ≤ 1+ r/n+‖F− r‖/n, (7.4.4)
and hence, by (7.4.3) and the fact that ex = limn→∞(1+ x/n)n,
‖eF‖ ≤ liminf
n→∞ (1+ r/n+‖F− r‖/n)
n = er+‖F−r‖. (7.4.5)
To prove (7.4.3), it suffices to restrict to the case n> ‖F‖, so that (1+F/n)−1 is
well-defined by its power series. We first use the product property to obtain
‖eF‖=
∥∥∥(eF/n)n(1+F/n)−n(1+F/n)n∥∥∥
≤
∥∥∥eF/n(1+F/n)−1∥∥∥n∥∥∥(1+F/n)∥∥∥n. (7.4.6)
Let Rn = eF/n − 1− F/n. By expanding the exponential, we find that ‖Rn‖ =
O(n−2). Therefore,
‖eF/n(1+F/n)−1‖= ‖(1+F/n+Rn)(1+F/n)−1‖= 1+O(n−2). (7.4.7)
Since (1+O(n−2))n→ 1, (7.4.3) follows after taking the liminf in (7.4.6).
7.5 Taylor’s theorem and the Tz-seminorm
As in Definition 5.2.2, we write TaykF for the degree-k Taylor polynomial of F :
Z → R in ϕ ∈ Rnh, with y ∈ Y held fixed, i.e.,
TaykF(ϕ,y) = ∑
r≤k
1
r!
F(r,0,0)(0,y;ϕr). (7.5.1)
The following lemma relates the seminorms of TaykF and F . Given h> 0, we write
Ph(t) = 1+ |t|/h for t ∈ R, as in (7.1.14).
Lemma 7.5.1. For F : Z → R and k ≤ pN ,
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‖TaykF‖Tϕ,y ≤ ‖F‖T0,y Pkh(ϕ). (7.5.2)
In particular,
‖TaykF‖T0,y ≤ ‖F‖T0,y . (7.5.3)
Proof. According to (7.5.1), TaykF is a sum of terms Mr(z) = F
(r,0,0)(0,y;ϕr) with
r ≤ k, where all the components of the sequence ϕr are equal to ϕ . We therefore
begin with an estimate for the Tz-seminorm of Mr obtained by generalising Exam-
ple 7.1.1 to include y-dependence. If p1 > r then M
(p)
r = 0. For p = (p1,q) with
p1 ≤ r and q = (p2, p3), and for unit norm directions z˙p,∣∣M(p)r (z; z˙p)∣∣= r!
(r− p1)!
∣∣∣F(r,q)(0,y; ϕ˙ p1 ,ϕr−p1 ; y˙q)∣∣∣
≤ r!
(r− p1)!
∥∥F(r,q)(0,y)∥∥Z‖ϕ‖r−p1Rnh . (7.5.4)
We take the supremum over z˙p and obtain∥∥M(p)r (ϕ,y)∥∥Z ≤ r!(r− p1)!∥∥F(r,q)(0,y)∥∥Z‖ϕ‖r−p1Rnh . (7.5.5)
By dividing by p!= p1!q! and summing over p with p1 ≤ r, and by Definition 7.1.2
of the Tz-seminorm, this gives
‖Mr‖Tz ≤ ∑
p1,q
(
r
p1
)
1
q!
∥∥F(r,q)(0,y)∥∥Z‖ϕ‖r−p1Rnh
=∑
q
1
q!
∥∥F(r,q)(0,y)∥∥ZPrh(ϕ), (7.5.6)
where we evaluated the sum over p1 ≤ r by the binomial theorem, obtaining (1+
‖ϕ‖Rnh)r which equals Ph(ϕ) by (7.1.7) and (7.1.14). We replace Pr by Pk, which
is larger because r ≤ k, and insert the resulting bound into the definition (7.5.1) of
TaykF , to obtain
‖TaykF‖Tϕ,y ≤ ∑
r≤k
1
r!
‖Mr‖Tϕ,y ≤ ‖F‖T0,yPkh(ϕ). (7.5.7)
This completes the proof.
Exercise 7.5.2. Suppose that F(z) is a polynomial in ϕ of degree k ≤ pN , with
coefficients that are functions of y. Then
‖F‖Tϕ,y ≤ ‖F‖T0,yPkh(ϕ). (7.5.8)
[Solution]
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Lemma 7.5.1 shows that the Taylor polynomial of F is effectively bounded in
norm by the norm of F . The following lemma shows how the Taylor remainder
(1−Tayk)F can be bounded in terms of the norm of F . In the remainder estimate, an
important feature is that the norm of (1−Tayk)F is computed for the field ϕ ∈Rnh+
whereas in the norm of F the field lies in Rnh. In our applications, the change from
h to h+ corresponds to a change in scale, with small ratio h+/h. The small factor
(h+h )
k+1 present in the upper bound of (7.5.9) is ultimately what leads to the crucial
contraction estimate for the renormalisation group map; see Proposition 10.5.1. In
the lemma, we make explicit the h dependence of the norm on Z by writing Tz(h)
and ‖ · ‖Z(h).
Lemma 7.5.3. For k < pN , h+ ≤ h, and F : Z → R,∥∥(1−Tayk)F∥∥Tz(h+) ≤ 2(h+h )k+1 Pk+1h+ (ϕ) sup0≤t≤1‖F‖Tzt (h), (7.5.9)
with z = (ϕ,y) and zt = (tϕ,y).
Proof. We write R = (1−Tayk)F and F¯ = sup0≤t≤1 ‖F‖Tzt (h), so that our goal be-
comes ∥∥R∥∥Tz(h+) ≤ 2(h+h )k+1 Pk+1h+ (ϕ)F¯ . (7.5.10)
By definition, with q = (p2, p3) and q! = p2!p3!,
∥∥R∥∥Tz(h+) = k∑
p=0
∑
q≤pY
1
p!
1
q!‖R(p,q)(ϕ)‖Z(h+)+
pN
∑
p=k+1
∑
q≤pY
1
p!
1
q!‖F(p,q)(ϕ)‖Z(h+),
(7.5.11)
where the replacement of R by F in the second sum is justified by the fact that p ϕ-
derivatives of TaykF vanish when p> k. We estimate the two sums on the right-hand
side of (7.5.11) separately.
For the first sum, we fix p ≤ k and use the fact that the first k− p ϕ-derivatives
of R, evaluated at zero field, are equal to zero. Let f (t) = R(p,q)(zt ; ϕ˙ p; y˙q), where
ϕ˙ p; y˙q are Z(h+) unit norm directions of differentiation in Rnh+ ×Y . The Taylor
expansion of f (t) at t = 1 to order k− p about t = 0 vanishes, so by the integral
form of the Taylor remainder, and again replacing R by F as in the second sum of
(7.5.11), we obtain
R(p,q)(z; ϕ˙ p; y˙q) =
∫ 1
0
dt
(1− t)k−p
(k− p)! F
(k+1,q)(zt ; ϕ˙ p,ϕk+1−p; y˙q), (7.5.12)
where ϕk+1−p = ϕ, . . . ,ϕ ∈ (Rn)k+1−p. We take the supremum over the directions
and apply the definition (7.1.6) of the Z-norm of derivatives. This yields
‖R(p,q)(z)‖Z(h+) ≤
∫ 1
0
dt
(1− t)k−p
(k− p)! ‖F
(k+1,q)(zt)‖Z(h)(h+h )p( |ϕ|h )k+1−p. (7.5.13)
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Since
∑
q≤pY
1
q!‖F(k+1,q)(zt)‖Z(h) ≤ (k+1)!‖F‖Tzt (h) ≤ (k+1)! F¯ , (7.5.14)
this gives
k
∑
p=0
∑
q≤pY
1
p!
1
q!‖R(p,q)(ϕ)‖Z(h+) ≤
F¯
hk+1
k
∑
p=0
(
k+1
p
)
hp+|ϕ|k+1−p
≤ (h+h )k+1Pk+1h+ (ϕ)F¯ . (7.5.15)
In the last step, we extended the sum to p ≤ k+ 1, applied the binomial theorem,
and used the definition of Ph+ from (7.1.14).
For the second sum in (7.5.11), we observe that the definition 7.1.6 of the Z-
norm implies that ‖F(p,q)(ϕ)‖Z(h+) = (h+h )p‖F(p,q)(ϕ)‖Z(h+). Since h+h ≤ 1, we
obtain
pN
∑
p=k+1
∑
q≤pY
1
p!
1
q!‖F(p,q)(ϕ)‖Z(h+) =
pN
∑
p=k+1
∑
q≤pY
1
p!
1
q!‖F(p,q)(ϕ)‖Z(h)(h+h )p
≤ (h+h )k+1 ‖F‖Tz(h). (7.5.16)
Since Ph+(ϕ)≥ 1 and ‖F‖Tz(h) ≤ F¯ , the above estimate, together with (7.5.11) and
(7.5.15), completes the proof of (7.5.10).
In subsequent chapters, we will make use of two choices of h, namely ` and h
with ` ≤ h. The following corollary shows that the T0,y(`)- and T∞,y(h)-seminorms
together also control the Tϕ,y(`)-seminorm.
Corollary 7.5.4. For k < pN and 0< h≤ h,
‖F‖Tϕ,y(h) ≤ Pk+1h (ϕ)
(
‖F‖T0,y(h)+2
(
h
h
)k+1 ‖F‖T∞,y(h)) (7.5.17)
Proof. Let k < pN . With Tayk defined by (7.5.1), we write
F = TaykF +(1−Tayk)F. (7.5.18)
Then (7.5.17) follows from Lemmas 7.5.1 and 7.5.3 with h= h and h+ = h.
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In this section, we obtain estimates on the covariance of two polynomials in the field
ϕ , and on δU = θU−Upt(U). Here θU(B) is defined by
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θζU(B) = ∑
x∈B
U(ϕx+ζx) = ∑
x∈B
U(ϕ+ζx), (7.6.1)
where ϕ is constant on B ∈ B+ and ζ is constant on smaller blocks b ∈ B.
Given a covariance C+, we write
c2+ = maxx,y∈Λ
|C+;x,y|=C+;x,x. (7.6.2)
The second equality follows from the fact that since C+;x,y is positive-semidefinite,
C2+;x,y is bounded by C+;x,xC+;y,y, and C+;x,x =C+;y,y for our covariances.
Lemma 7.6.1. There exists c > 0 such that for h ≥ c+ > 0, for U = u+V and
U ′ = u′+V ′ polynomials of degree 4 with constant parts u,u′, and for x ∈ B ∈ B+,
‖LocCov+
(
θUx,θU ′(B)
)‖Tϕ,y(h,λ )
≤ c
(
c+
h
)4 ‖Vx‖T0,y(h,λ )‖V ′(B)‖T0,y(h,λ )P4h(ϕ). (7.6.3)
Proof. Without loss of generality, we can and do assume that u = u′ = 0 since con-
stants do not contribute to the covariance. Recall the multi-index notation from
above Lemma 5.1.3. Let S = {(α,α ′) : |α| ≤ 4, |α ′| ≤ 4, |α|+ |α ′| ∈ {4,6,8}}.
As in the proof of Lemma 5.1.3,
LocCov+
(
θVx,θV ′(B)
)
= ∑
(α,α ′)∈S
1
α!α ′!
V (α)V ′(α
′) ∑
x′∈B
Cov+
(
ζαx ,ζ
α ′
x′
)
. (7.6.4)
If U is a polynomial in ϕ of degree at most 4, and if |α| = p ≤ 4, then it follows
from Exercise 7.5.2 and Lemma 7.2.2 that
‖U (α)‖Tϕ,y ≤ ‖U (α)‖T0,y P4−ph (ϕ)≤ O(h−p)‖U‖T0,yP4−ph (ϕ). (7.6.5)
Therefore, with p = |α| and p′ = |α ′|,
‖LocCov+
(
θVx,θV ′(B)
)‖Tϕ,y
≤ O(1)‖V‖T0,y‖V ′‖T0,y ∑
(α,α ′)∈S
h−p−p
′
P8−p−p
′
h (ϕ) ∑
x′∈B
∣∣∣Cov+(ζαx ,ζα ′x′ )∣∣∣ .
(7.6.6)
It follows from Exercise 2.1.7 and the definition of c+ that the covariance is bounded
by O(cp+p
′
+ ). After inserting this bound, there is no dependence on x
′ so the sum over
x′ becomes a factor |B| which together with ‖V ′‖T0,y equals ‖V ′(B)‖T0,y because ϕ
is constant on B. Also, P8−p−p
′
h (ϕ)≤ P4h(ϕ), and since h≥ c+, the proof of (7.6.3)
is complete since ∑(α,α ′)∈S(c+/h)p+p
′ ≤ O(c+/h)4. This completes the proof.
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Exercise 7.6.2. By adapting the proof of Lemma 7.6.1, and with the same hypothe-
ses, show that
‖EC+
(
θU(B)−U(B))‖Tϕ,y(h,λ ) ≤ c( c+h )2 ‖V (B)‖T0,y(h,λ )P2h(ϕ). (7.6.7)
[Solution]
The next lemma and proposition include as hypothesis ‖V (B)‖T0,y(h,λ ) ≤ 1. The
upper bound 1 serves merely to avoid introduction of a new constant, and any finite
upper bound would serve the same purpose. In both the lemmas and Proposition, U
can be replaced by V in the statement and proof. For the lemma this is because if
U = u+V then Upt(U) = u+Upt(V ) so u cancels in the left-hand side. Likewise, for
δU = θU−Upt(U) as in (5.2.20), we have δU = θU−Upt(U)= θV−Upt(V )= δV .
Lemma 7.6.3. There exists c > 0 such that, for h ≥ c+ > 0, and for all U = u+V
with ‖V (B)‖T0,y(h,λ ) ≤ 1,
‖Upt(B)−U(B)‖Tϕ,y(h,λ ) ≤ c( c+h )‖V (B)‖T0,y(h,λ )P4h(ϕ). (7.6.8)
Proof. As discussed above, we can replace U by V . By Definition 5.2.5,
Upt(B)−V (B) = EC j+1
(
θV (B)−V (B))+ 1
2
LocVar+
(
θV (B)
)
. (7.6.9)
The desired inequality then follows from Exercise 7.6.2 and Lemma 7.6.1, together
with P2h ≤ P4h and c+h ≤ 1.
Proposition 7.6.4. There exists c > 0 such that, for h ≥ c+ > 0, and for all m ≥ 1
and all U = u+V with ‖V (B)‖T0,y(h,λ ) ≤ 1,
‖δU(B)ζ‖mTϕ,y(h,λ ) ≤ cmO(
c+
h )
m‖V (B)‖mT0,y(h,λ )P
4m
h (ϕ)
1
|B| ∑x∈B
P4mc+ (ζx). (7.6.10)
Proof. As discussed above, we can replace U by V . Also, it suffices to prove the
case m = 1, since this case implies the general case by the product property of the
norm and Jensen’s inequality in the form |B|−1∑x∈B |ax|m ≤ |B|−1∑x∈B |ax|m. Let
m = 1.
By the triangle inequality,
‖δV (B)ζ‖Tϕ,y = ‖θζV (B)−V (B)‖Tϕ,y +‖V (B)−Upt(B)‖Tϕ,y . (7.6.11)
The second term obeys the desired estimate, by Lemma 7.6.3.
For the first term, it suffices to prove that
‖ ddt θtζVx‖Tϕ,y ≤ O( c+h )‖V‖T0P3h(ϕ)P4c (ζx), (7.6.12)
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since integration over t ∈ [0,1] and summing over x ∈ B then leads to the desired
estimate. For j = 1, . . . ,n, let e j denote the multi-index which has 1 in jth position
and 0 elsewhere. We apply the chain rule, Proposition 7.3.1, and (7.6.5) to obtain
‖ ddt θtζVx‖Tϕ,y ≤
n
∑
j=1
‖θtζV (e j)x ‖Tϕ,y |ζ jx |=
n
∑
j=1
‖V (e j)x ‖Tϕ+tζ ,y |ζ jx |
≤ O(h−1)‖Vx‖T0,yP3h(ϕ+ tζx)|ζx|. (7.6.13)
For t ∈ [0,1], Ph(ϕ+ tζ ) ≤ Ph(ϕ)Ph(ζ ) ≤ Ph(ϕ)Pc+(ζ ), where we used h ≥ c+ in
the final inequality. Also, |ζ | ≤ c+Pc+(ζ ). This gives (7.6.12) and completes the
proof.
Chapter 8
Global flow: Proof of Theorem 4.2.1
The main theorem proved in this book is Theorem 4.2.1, which provides the asymp-
totic behaviour of the susceptibility of the 4-dimensional hierarchical model. Chap-
ter 6 proves Theorem 4.2.1 subject to Theorem 6.2.1 and Proposition 6.2.2. In this
chapter, we state the two main theorems concerning the renormalisation group,
namely Theorems 8.2.4–8.2.5, and use these theorems to prove Theorem 6.2.1. This
then proves Theorem 4.2.1 subject to Theorems 8.2.4–8.2.5 and Proposition 6.2.2.
The proof of Theorem 8.2.5 is given in Chapter 9 and the proofs of Theorem 8.2.4
and Proposition 6.2.2 are given in Chapter 10.
We begin in Section 8.1 with a discussion of fields and domains for the renormal-
isation group coordinate V . Our choice of norms for the coordinate K is introduced
in Section 8.2.2. The main theorems about the renormalisation group map, Theo-
rems 8.2.4–8.2.5, are stated in Section 8.2.3. In Section 8.3, we apply these main
theorems to construct the critical point and a global renormalisation group flow
started from the critical point. Finally, in Section 8.4, we apply the main theorems
to prove Theorem 6.2.1.
8.1 Fluctuation and block-spin fields
8.1.1 Hierarchical field
For the analysis of the renormalisation group map Φ j+1 defined in Definition 5.2.8,
the scale 0 ≤ j < N is fixed, and we often drop the subscript j and replace the
subscript j+ 1 by +. Thus we write (V,K) 7→ (U+,K+) when discussing the map
Φ+. All results are uniform in the scale j. We write B for an arbitrary fixed block in
B+(Λ), whereas blocks in B(B) are denoted by b.
We recall the decomposition of the covariance C =C1+ · · ·+CN−1+CN,N from
Proposition 4.1.9. For the last step, we further divide CN,N =CN +CNˆ . Given j, only
the covariances C j+1 and C j+2+ · · ·+CN,N are of importance.
115
116 8 Global flow: Proof of Theorem 4.2.1
By definition of the hierarchical GFF,
• the restriction of x 7→ ζx to a block b ∈ B is constant;
• the restriction of x 7→ ϕx to a block B ∈ B+ is constant.
When attention is on fields ζx with x restricted to a specified scale j block then we
often omit x and write ζ instead. For the same reason we write ϕ instead of ϕx when
x ∈ B.
The analysis of Φ+ relies on perturbation theory and Taylor approximation in
powers of the field ϕ about ϕ = 0. These are only good approximations when fields
are small. Large fields are handled by non-perturbative estimates which show that
large fields are unlikely. Implementing this apparently simple idea leads to notori-
ous complications in rigorous renormalisation group analysis that are collectively
known as the large-field problem. The subsequent chapters provide a way to solve
the large-field problem in the hierarchical setting, where the difficulties are fewer
than in the Euclidean setting.
Two mechanisms suppress large fields, one for the fluctuation field and one for
the block-spin field.
• The fluctuation field suppression comes from the low probability that a Gaussian
field is much larger than its standard deviation.
• The block-spin suppression comes from the factor e−gτ2 in e−V . This is more
subtle because it is a non-Gaussian effect.
8.1.2 Fluctuation field
By (4.1.12), for j+ 1 ≤ N, the variance of the fluctuation field ζx = ζ j+1,x at any
point x is
C j+1;x,x(m2) = (1+m2L2 j)−1L−(d−2) j(1−L−d). (8.1.1)
Given m ≥ 0, the mass scale jm is defined in Definition 5.3.3. As in (5.3.14), the
exponential decay beyond the mass scale due to the factor (1+m2L2 j)−1 is encoded
by the larger (L-independent) sequence ϑ 2j , with
ϑ j = 2−( j− jm)+ . (8.1.2)
We fix an L-dependent constant
`0 = L1+d/2, (8.1.3)
and define the fluctuation-field scale
`= ` j = `0L− j(d−2)/2. (8.1.4)
Then C+;x,x is bounded by ϑ 2`−20 `
2. Therefore, with c+ given by (7.6.2), a typical
fluctuation field has size on the order of
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c+ =C
1/2
+;x,x ≤ ϑ`−10 `≤ ϑ+`+, (8.1.5)
where we used (8.1.3) and L≥ 2 for the last inequality.
We use c+ to control the covariance when it is important to know its decay as a
function of the mass. The parameter ` j is an upper bound for the covariance which
is independent of the mass and which we use in the definition of norms.
8.1.3 Block-spin field
For the block-spin field, we fix strictly positive parameters g˜ = g˜ j and g˜+ = g˜ j+1
obeying
g˜+ ∈ [ 12 g˜,2g˜], (8.1.6)
and also fix a small constant k0 > 0 whose value is determined in Proposition 10.2.1.
Then we define the large-field scale
h = h j = k0(Ld jg˜ j)−1/4. (8.1.7)
The definition of h j is arranged so that if g g˜ j and |ϕx|  h j, then ∑x∈b g|ϕx|4  k40
is positive uniformly in all parameters j,L,g. In other words, the exponential decay
due to e−
1
4 g∑x∈b |ϕx|4 becomes significant once |ϕ| exceeds the large-field scale h j,
provided that the coupling constant g is close to its reference value g˜. The latter
condition is encoded by the stability domain for the coupling constants, defined by
Dstj =
{
(g,ν ,u) : k0g˜ j < g< k−10 g˜ j, |ν |< g˜ jh2j , |u|< g˜ jh4j
}
. (8.1.8)
Indeed, the domain Dst is defined to make the following estimate work.
Exercise 8.1.1. Show that if U ∈ Dst then
U(ϕ)≥ 18 k0g˜|ϕ|4− 32 k30L−d j, (8.1.9)
and hence, if k0 is chosen small enough that e
3
2 k
3
0 ≤ 2, then
e−U(ϕ) ≤
(
e
3
2 k
3
0 e−
1
8 k
5
0 |ϕ/h j |4
)L−d j
≤
(
2e−
1
8 k
5
0 |ϕ/h j |4
)L−d j
. (8.1.10)
[Solution]
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8.2 Main estimate on renormalisation group map
8.2.1 Domain for V
In addition to the stability domain, which ensures the stability estimate (8.1.10), we
define a smaller domain D which puts constraints on the coupling constants that we
use to ensure that the non-perturbative flow remains close to the perturbative flow
defined by the map Φpt of (5.2.18). Thus we estimate Φ+(V,K) for V in the domain
in V defined by
D j = {(g,ν) : 2k0g˜ j < g< (2k0)−1g˜ j, |ν |< (2k0)−1g˜ jL−(d−2) j}. (8.2.1)
The following lemma shows that D is contained in both Dst and Dst+.
Lemma 8.2.1. For d = 4, and for each scale j,
D j ⊂Dstj ∩Dstj+1. (8.2.2)
Proof. To see that D ⊂ Dst, we examine the three coupling constants one by one.
The inclusion for g is immediate from the definition of the domains. For ν , the D
condition is |ν | < (2k0)−1g˜L−2 j. For g˜ small depending on k0 this implies |ν | <
k−1/20 g˜
1/2L−2 j which is the desired Dst condition. For u, since u = 0 for elements
of D j, there is nothing to check. The inclusion D ⊂ Dst+ follows similarly, using
(8.1.6). For ν we must take g˜ small depending on L.
8.2.2 Norms
Our estimates on the renormalisation group map are expressed in terms of certain
norms. These norms are constructed from the Tϕ(h)-seminorm of Definition 7.1.2.
At present, we do not use any auxiliary space Y; that will become advantageous
in Chapters 9–10. To obtain estimates that are useful for both the fluctuation-field
scale ` and the large-field scale h, we use the two choices h = ` and h = h. We fix
the parameter pN , which guarantees sufficient smoothness in ϕ in Definition 7.1.2,
with
pN ≥ 10, where pN = ∞ is permitted. (8.2.3)
The choice pN =∞ provides analyticity, whereas the choice of finite pN shows that
analyticity is not required for the method to apply. For the small field scale h = `,
we usually set ϕ equal to 0 for all estimates, i.e., we use the T0(`)-seminorm. The
following exercise, in particular (8.2.5), shows that the T0(`) norm of the polynomial
V (b) is OL(max{g, |µ|}).
Exercise 8.2.2. For U = 14 g|ϕ|4+ 12ν |ϕ|2+u and h> 0 prove that
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‖Ux‖T0(h) = 14 |g|h4+ 12 |ν |h2+ |u|. (8.2.4)
Therefore, by (8.1.4), for b ∈ B,
‖V (b)‖T0(`) = 14`40|g|L−(d−4) j + 12`20|µ|. (8.2.5)
In particular, by (8.2.1) and (8.1.7), for V ∈ D,
‖V (b)‖T0(`) ≤
`40
2k0
g˜, ‖V (b)‖T0(h) ≤
k30
2
. (8.2.6)
Hint: find the norm of each monomial separately. [Solution]
On the other hand, estimates in the large field scale h = h will be uniform in ϕ ,
i.e., we use the T∞(h)-norm of (7.1.16).
The input bounds on K we require for Φ+ are:
‖K(b)‖T0(`) ≤ O(ϑ 3g˜3), (8.2.7)
‖K(b)‖T∞(h) ≤ O(ϑ 3g˜3/4). (8.2.8)
A hint of the choice of powers of g˜ in the above two right-hand sides can be
gleaned from the intuition that K captures higher-order corrections to second-
order perturbation theory, and is dominated by contributions containing a third
power of δV = θV −Upt(V ). According to Proposition 7.6.4, the Tϕ(h)-seminorm
of (δV (b))3 has an upper bound that includes a factor [(c+/h)‖V (b)‖T0(h)]3. By
(8.2.6), and by the fact that c+ ≤ ` by (8.1.5), this factor is order g˜3 for h= ` and is
order g˜3/4 for h= h.
Recall the definition of the vector space F in Definition 5.1.5. We create a norm
on F that combines (8.2.7)–(8.2.8) into a single estimate, namely (for any b ∈ B)
‖K‖W = ‖K(b)‖T0(`)+ g˜9/4‖K(b)‖T∞(h). (8.2.9)
Then the statement that ‖K‖W ≤ Mϑ 3g˜3 implies the two estimates ‖K(b)‖T0(`) ≤
Mϑ 3g˜3 and ‖K(b‖T∞(h) ≤Mϑ 3g˜3/4, as in (8.2.7)–(8.2.8).
TheW-norm does not obey the product property, whereas the Tϕ -seminorms do.
For this reason, our procedure is to first obtain estimates for T0(`) and Tϕ(h), and
to then combine them into an estimate for theW-norm. The next lemma shows that
theW-norm also controls the Tϕ(`)-norm for nonzero ϕ .
Lemma 8.2.3. For K ∈ F and b ∈ B,
‖K(b)‖Tϕ (`) ≤ P10` (ϕ)‖K‖W . (8.2.10)
Proof. The inequality is an immediate consequence of Corollary 7.5.4 with k = 9<
pN by (8.2.3), since (2 `h )
10 is o(g˜9/4).
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8.2.3 Main result
The renormalisation group map Φ+ depends on the mass m2 ≥ 0. Our estimates for
Φ+ would be most easily stated for a fixed m2. However, to prove the continuity
of the critical point as a function of the mass as in Theorem 6.2.1, we regard Φ+
as a function jointly in (V,K,m2). Because Φ+ has strong dependence on m2, this
requires care to obtain estimates that are uniform in (V,K,m2). To achieve this, we
fix m˜2 ≥ 0 and employ the mass domain I j(m˜2) defined in (6.1.19), and regard the
renormalisation group map as a function of m2 ∈ I+(m˜2). Then m2 is essentially
fixed to m˜2, but can still be varied. We also define the sequence
ϑ˜ j = 2−( j− jm˜)+ . (8.2.11)
By our assumption that m2 ≥ 12 m˜2, we have ϑ j ≤ 2ϑ˜ j.
Given CRG > 0, for g˜ > 0 and m˜ ≥ 0, the domain of Φ+ is defined to be the set
of (V,K) in
D=D×{K ∈ F : ‖K‖W <CRGϑ˜ 3g˜3}, (8.2.12)
where the norm of V ∈ D is ‖V (b)‖T0(`). We will write V(`) to denote the vector
space V with norm ‖V (b)‖T0(`). Note that the norm on W and the domain D are
defined in terms of both g˜ > 0 and m˜2 ≥ 0 (through ϑ˜ ). We sometimes emphasise
this dependence by writing
D= D(m˜2, g˜2). (8.2.13)
We always assume that g˜ and g˜+ have bounded ratios as in (8.1.6).
The following theorem is proved in Chapter 10. Besides providing estimates on
ΦK+ , the theorem also specifies the constant CRG occuring in D. The first case in
(8.2.16) shows that ‖K‖W ≤ CRGϑ˜ 3g˜3 implies that ‖K+‖W+ ≤ CRGϑ˜ 3+g˜3+. This
shows that K does not expand as the scale is advanced. The proof of this crucial fact
is based on the third case in (8.2.16), which shows that the K-derivative of the map
taking K to K+ can be made as small as desired by a choice of sufficiently large L,
so the map ΦK+ is contractive.
To formulate bounds on derivatives, we consider maps F : V(`)×W→X taking
values in a normed space X , where here X is U+(`+) or W+. For y = (V,K) ∈
V(`)×W , the derivative Dp2Dp3F(V,K) at (V,K) is a multilinear map V(`)p2 ×
W p3 → X . We write
‖Dp2V Dp3K F(V,K)‖V(`)×W→X (8.2.14)
for the norm of this multilinear map. In the next theorem, and for other statements
that are uniform in all (V,K) considered, we typically omit the argument (V,K) from
the notation.
Theorem 8.2.4. Let m˜2 ≥ 0, let L be sufficiently large, let g˜ be sufficiently small
(depending on L), and let p,q ∈ N0. Let 0 ≤ j < N. There exist L-dependent
CRG,Mp,q > 0 and κ = O(L−2) such that the map
ΦK+ : D× I+→W+ (8.2.15)
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satisfies the estimates
‖DpV DqKΦK+‖V(`)×W→W+ ≤

CRGϑ˜ 3+g˜3+ (p = 0, q = 0)
Mp,0ϑ˜ 3+g˜
3−p
+ (p> 0, q = 0)
κ (p = 0, q = 1)
Mp,qg˜
−p− 94 (q−1)
+ (p≥ 0, q≥ 1).
(8.2.16)
In addition, ΦK+ and all Fre´chet derivatives D
p
V D
q
KΦ
K
+ are jointly continuous in all
arguments V,K,V˙ , K˙, as well as in m2 ∈ I+.
The map ΦUpt (V ) is the same as ΦU+ (V,0), and it has been analysed explicitly in
Section 5.3. Thus, to complete the understanding of the map ΦU+ , we recall from
(6.2.7) the definition
RU+(V,K) =Φ
U
+ (V,K)−ΦU+ (V,0). (8.2.17)
By definition, RU+(V,K) is an element of U . Similar to the notation V(`) we intro-
duced for the vector space V with norm ‖V (b)‖T0(`), we write U+(`+) for the vector
space U with norm ‖U(B)‖T0(`+) for B ∈ B+. The following theorem is proved in
Chapter 9.
Theorem 8.2.5. Let m˜2 ≥ 0, let g˜ be sufficiently small (depending on L), and let
p,q ∈ N0. Let 0 ≤ j < N. There exists an L-dependent constant Mp,q > 0 such that
the map
RU+ : D× I+→U+(`+) (8.2.18)
satisfies the estimates
‖DpV DqKRU+‖V(`)×W→U+(`+) ≤

Mp,0ϑ˜ 3+g˜3+ (p≥ 0, q = 0)
Mp,q (p≥ 0, q = 1,2)
0 (p≥ 0, q≥ 3).
(8.2.19)
In addition, RU+ and all Fre´chet derivatives D
p
V D
q
KR
U
+ are jointly continuous in all
arguments V,K,V˙ , K˙, as well as in m2 ∈ I+.
As in (6.2.6), we write the components of RU+ as (rg, j,rν , j,ru, j). By (8.2.17), these
components give the remainder terms of the renormalisation group flow relative to
the perturbative flow of Proposition 5.3.1. By combining (8.2.5) at scale j+ 1 and
(8.2.19), we see that
rg, j = OL(ϑ 3j g
3
j), L
2 jrν , j = OL(ϑ 3j g
3
j). (8.2.20)
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8.3 Construction of critical point
In this section, for m2 ≥ 0 we construct a critical value νc0(m2) such that the renor-
malisation group flow exists for all scales, and prove that νc0(m
2) is continuous in
m2. To do so, we apply Theorems 8.2.4–8.2.5.
The u-component of Φ+ does not play any role and we therefore write Φ+ =
(ΦV+,ΦK+). Given m2 ≥ 0 and an integer k ≥ 0, the sequence (Vj,K j) j≤k is a flow
(up to scale k) of the renormalisation group map Φ if, for all j < k, (Vj,K j) is in the
domain D j(m2,g0) and
(Vj+1,K j+1) =Φ j+1(Vj,K j;m2). (8.3.1)
To apply Theorems 8.2.4–8.2.5, we need to fix the sequence g˜. Given m˜2 ≥ 0,
we define g˜ j = g¯ j(m˜2) with g¯ j given by (6.1.1). This choice obeys the condition
(8.1.6) by Proposition 6.1.3(i). Thus we now have three similar sequences: g, g¯,
and g˜. The sequence g is the coupling constant in the true renormalisation group
flow and is given in terms of a complicated equation involving the nonperturbative
coordinate K j and also µ j. On the other hand, the sequence g¯ is explicit in terms of
the parameters (g0,m2) and a simple quadratic recursion. The reason for introducing
g˜ in addition to g¯ is that g˜ does not depend on m2. However, for m2 ∈ I+(m˜2),
the sequences g¯ and g˜ are comparable, and under the condition that V is in the
domain D, all three of g, g¯, g˜ are comparable. In particular, we will use without
further comment that for V in D, error estimates O(ϑ˜ 3j g˜3j) as in the statement of
Theorem 8.2.5 are equivalent to O(ϑ 3j g
3
j), and similarly with other powers.
Given c0 ∈ (0,(2k0)−1), we define the intervals
G j = G j(m2) = [− 12 g˜ j(m2),2g˜ j(m2)], (8.3.2)
J j = J j(m2;c0) = [−c0ϑ j(m2)g˜ j(m2),c0ϑ j(m2)g˜ j(m2)]. (8.3.3)
By the definition of D j in (8.2.1), we have G j×L−2 jJ j ⊂ D j. The set G j× J j is a
domain for (g j,µ j) as opposed to (g j,ν j), hence the factor L−2 j.
For the statement of the next proposition, we fix cη > 0 such that the coefficient
η of (5.3.10) obeys |η j| ≤ cηϑ j. By (4.1.19), we can choose cη = n+ 2. For the
following, we assume that k0 is small enough to ensure that 12cη ≤ (2k0)−1, i.e.,
k0 ≤ 124(n+2) . (8.3.4)
This insures that the choice c0 = 12cη obeys the requirement c0 ∈ (0,(2k0)−1); this
choice occurs in the proof of Proposition 8.3.3. As always, we also assume that k0
is small enough to satisfy the restriction imposed by Proposition 10.2.1.
The next proposition characterises the critical value νc0 . The essence of the proof
of its part (i) is known as the Bleher–Sinai argument [35].
Proposition 8.3.1. Let K0 = 0 and fix g0 > 0 sufficiently small. Let m2 ≥ 0.
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(i) There exists νc0(m
2) such that the flow (Vj,K j) of Φ with initial condition g0 and
ν0 = νc0(m
2) exists for all j ∈ N and is such that (g j,µ j) ∈ G j(m2)× J j(m2;4cη)
and ‖K j‖W j ≤CRGϑ˜ 3j g˜3j for all j. In fact, g j = g˜ j +O(g˜2j | log g˜ j|).
(ii) Let c0 ∈ [4cη ,(2k0)−1). The value of νc0(m2) is unique in the sense that if a
global flow exists started from some ν0 and if this flow obeys µ j ∈ J j(m2;c0) for all
j, then ν0 = νc0(m
2).
J1 J2 J3I1I2I3
Fig. 8.1 Illustration of the Bleher–Sinai argument. The intervals J j are I j are indicated by vertical
bars, where the scale of the figure is chosen such that the intervals J j have the same length. Since
the map µ j 7→ µ j+1 expands, the condition that the image of µ0 is contained in J j after j iterations
of the map, for all j, determines µ0 uniquely.
Proof. (i) Let K0 = 0, and fix g0 > 0, m2 ≥ 0, and g˜= g˜(m2). Throughout the proof,
we fix any c0 ∈ [4cη ,(2k0)−1) and set J j = J j(m2;c0), and we drop m2 from the
notation.
We apply induction in k. The induction hypothesis is that there is a closed inter-
val Ik such that for µ0 ∈ Ik, the flow (Vj,K j) j≤k exists, µk ∈ Jk, and every µk ∈ Jk
has some preimage µ0 ∈ Ik. For k = 0, the inductive hypothesis clearly holds. The
intervals are illustrated in Figure 8.1.
To advance the induction: the inductive hypothesis implies that (Vk,Kk) ∈ Dk.
Then Theorem 8.2.4 implies that Kk+1 is defined and satisfies ‖Kk+1‖Wk+1 ≤
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CRGϑ˜ 3k+1g˜
3
k+1. By Theorem 8.2.5, in particular (8.2.20), Vk+1 is given by Propo-
sition 5.3.1 with corrections from RU which are O(ϑ˜ 3g˜3j). Therefore the flow exists
up to scale k+1 and
g j+1 = g j−β jg2j +O(ϑ 3j g3j), (8.3.5)
µ j+1 = L2(µ j + e j). (8.3.6)
Using Proposition 6.1.3(i) and (8.3.5), followed by (6.1.20), we obtain that g j =
g¯ j(1+O(g¯ j| log g¯ j|)) = g˜ j(1+O(g˜ j| log g˜ j|). In particular, this shows that g j ∈ G j.
By (5.3.3), the term e j in (8.3.6) satisfies
|e j| ≤ |η j|g j +O(ϑ jg2j)≤ cηϑ jg j +O(ϑ jg2j)≤ 2cηϑ jg˜ j. (8.3.7)
By (8.3.6) and (8.3.7), µk+1 ≥ L2(µk − 2cηϑkg˜k) ≥ L2 12µk if µk = c0ϑkg˜k is the
largest point in Jk, and µk+1 ≤ L2(µk + 2cηϑkg˜k) ≤ L2 12µk if µk = −c0ϑkg˜k is the
smallest point in Jk. Together with the continuity of the map µ0 7→ µk+1, it follows
that the set of µk+1’s produced from µ0 ∈ Ik includes the interval 12 L2Jk, which
strictly includes Jk+1 for large L2. Thus we can define a new interval Ik+1 ⊂ Ik as the
inverse image of Jk+1 under the map µ0 7→ µk+1, and it has the required properties.
This advances the induction. By construction, µ j ∈ J j.
Finally, since either ϑ j or g˜ j decreases to 0, the sequences ϑ jg˜ j tends to 0 for
any m2 ≥ 0, and the intersection ∩ j≥1I j must consist of a single point. We choose
νc0(m
2) to be that point.
(ii) The proof is a corollary of the proof of part (i). We fix m2 ≥ 0 and drop it from
the notation.
As shown in the proof of Proposition 8.3.1, the existence of a global flow obeying
µ j ∈ J j(c0) characterises ν0 = νc0 uniquely, although in principle it could be the case
that ν0 depends on c0, i.e., ν0 = νc0(c0). To see that it does not depend on c0, note
that the flow started from ν0(4cη) is such that µ j ∈ J j(4cη) for all j. Since J j(4cη)⊂
J j(c0) when c0 ≥ 4cη , the flow started from νc0(4cη) is such that µ j ∈ J j(c0) as well.
Since the proof of Proposition 8.3.1 shows that only νc0(c0) has this last property,
we conclude that νc0(c0) = ν
c
0(4cη), and the proof is complete.
Let νc0(m
2) be the initial condition uniquely defined by Proposition 8.3.1. To
prepare for a proof of the continuity of νc0(m
2) in m2, we first prove the following
lemma. Let j∗(g0,ν0,m2) be the largest integer j∗ such that the flow (Vj,K j) j≤ j∗
of Φ with initial condition V0 = (g0,ν0), K0 = 0 exists. Recall that the term “flow”
includes the condition (Vj,K j) ∈ D j(m2,g0) for all j ≤ j∗.
Lemma 8.3.2. Let (Vj,K j) be the flow with initial condition V0 = (g0,ν0) and K0 =
0. Given (g˜0, ν˜0, m˜2) and j< j∗(g˜0, ν˜0, m˜2), the map (g0,ν0,m2) 7→Vj is continuous
in a neighbourhood of (g˜0, ν˜0, m˜2).
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Proof. By Theorems 8.2.4–8.2.5, the map Φ j+1 is jointly continuous in (V,K,m2)
as a mapD j(m˜2, g˜ j)×I j(m˜2)⊂V×W j(g˜ j)× I˜ j(m˜2)→V×W j+1(g˜ j+1). The claim
then follows from the continuity of the projection (V,K,m2) 7→V .
Proposition 8.3.3. The function m2 7→ νc0(m2) is continuous in m2 ≥ 0, including
right-continuity at m2 = 0. For the corresponding flow, the function m2 7→ Vj is
continuous in m2 ≥ 0, for each j ∈ N.
Proof. Limit points of the set {νc0(m2) : m2 ≥ 0} exist because the set is bounded.
Suppose that m2 → m˜2, and let ν˜0 be any limit point of νc0(m2) as m2 → m˜2. It
suffices to show ν˜0 = νc0(m˜
2). For this, consider the flow (V˜j, K˜ j) with mass m˜ and
initial condition (g0, ν˜0). By Proposition 8.3.1(ii), the continuity of νc0 would follow
from the condition that V˜j ∈ D j(m˜2) and µ˜ j ∈ J j(m˜2;12cη) for all j ∈ N. Then the
continuity of Vj would follow from the continuity of Vj at m˜2.
To verify the above condition, we use the fact that for any given k, the end-
points of Jk(m2) and those of the intervals defining the domain Dk(m2) can jump
at most by a multiplicative factor 3 when m2 is varied. More precisely, we write
ϑ+(m˜2) = limsupm2→m˜2 ϑ(m2) and ϑ−(m˜2) = liminfm2→m˜2 ϑ(m2). Then, for every
k, 12ϑ
−
k (m˜
2)≤ ϑk(m˜2)≤ 2ϑ+k (m˜2). Since the endpoints of Jk and Dk are defined in
terms of ϑk, and of g˜k which jumps at most by a factor 1+O(g0), we conclude that
the endpoints of Jk and Dk can jump at most by a factor 2+O(g0)< 3.
By Lemma 8.3.2, (gk,µk) is continuous in (ν0,m2) in a neighbourhood of
(ν˜0, m˜2). Since m2→ m˜2 and νc0(m2)→ ν˜0, therefore g j(νc0(m2),m2)→ g j(ν˜0, m˜2)
and the sequence µ j with mass m is continuous as m2 → m˜2. Since Vk(m2) ∈
Gk(m2)× Jk(m2;4cη) for any m2 ≥ 0, and using the above bound on the jumps
of the endpoints of the intervals in Dk, we see that Vk ∈ Dk(m˜2) for all k ≤ j, when
m2→ m˜2. Moreover, by Proposition 8.3.1, µ j(µ0(m2),m2)∈ J j(m2;4cη) for any m2,
and thus µ j(µ˜0, m˜2) ∈ J j(m˜2;12cη). As discussed above, this completes the proof.
8.4 Proof of Theorem 6.2.1
We now restate and prove Theorem 6.2.1, and thereby complete the proof of Theo-
rem 4.2.1 subject to Theorems 8.2.4–8.2.5 and Proposition 6.2.2.
Theorem 8.4.1. Fix L sufficiently large and g0 > 0 sufficiently small.
(i) There exists a continuous function νc0(m
2) of m2 ≥ 0 (depending on g0) such that
if ν0 = νc0(m
2) then, for all j ∈ N,
rg, j = O(ϑ 3j g
3
j), L
2 jrν , j = O(ϑ 3j g
3
j), L
d jru, j = O(ϑ 3j g
3
j), (8.4.1)
L2 j|ν j|= O(ϑ jg j), |K j(0)|+L−2 j|D2K j(0;1,1)|= O(ϑ 3j g3j). (8.4.2)
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(ii) There exists c = 1+O(g0) such that for m2 ≥ 0 and j ∈ N, with all derivatives
evaluated at (m2,νc0(m
2)),
∂µ j
∂ν0
= L2 j
(
g j
g0
)γ (
c+O(ϑ jg j)
)
,
∂g j
∂ν0
= O
(
g2j
∂µ j
∂ν0
)
, (8.4.3)
L−2 j
∣∣∣∣ ∂∂ν0 K j(0)
∣∣∣∣+L−4 j ∣∣∣∣ ∂∂ν0 D2K j(0;1,1)
∣∣∣∣= O(ϑ 3j g2j(g jg0
)γ)
. (8.4.4)
In the following, we fix g0 > 0 small and drop it from the notation and discus-
sion. Also, the dependence of W j on (g0,m2) is left implicit. We use primes to
denote derivatives with respect to ν0 = µ0. Let Vj =Vj(m2) be the infinite sequence
given by Proposition 8.3.1 with initial condition (g0,νc0(m
2)). Let K j = K j(m2) be
the corresponding sequence given by Proposition 8.3.1. Let (V ′j ,K′j) denote the se-
quence of derivatives along this solution, with respect to the initial condition µ0,
and with the derivative K′j taken in the space W j. The following lemma isolates a
continuity property of V ′j .
Lemma 8.4.2. The function m2 7→V ′j(m2) is continuous in m2 ≥ 0.
Proof. By definition, V ′j(m2) is the derivative of Vj with respect to the initial condi-
tion ν0, evaluated at (g0,νc0(m
2),m2). By Theorem 8.2.4–8.2.5 and the chain rule, V ′j
is continuous in (ν0,m2). By Proposition 8.3.3, the function νc0(m
2) is continuous,
so it follows that V ′(m2) is continuous in m2.
Proof of Theorem 8.4.1. (i) The function νc0(m
2) is given by Proposition 8.3.1.
Proposition 8.3.1 also implies that (Vj,K j) ∈ D j(m2), since G j× J j ⊂ D j as noted
below (8.3.3). Theorem 8.2.5 (in particular (8.2.20)) yields (8.4.1), and Vj ∈ D j
immediately gives the bound on ν j in (8.4.2).
For the bound on K j, we use the fact that the W-norm dominates the T0-
seminorm by (8.2.9). Since the T0-seminorm dominates the absolute value and
(Vj,K j) ∈D j(m2), we have in particular that |K j(0)| ≤ ‖K j‖W j ≤O(ϑ 3j g3j). For the
ϕ-derivative D2K j in (8.4.2), we use the fact that by definition of the Tϕ -seminorm,
the derivative in the direction of a test function f obeys
|D2F(0; f , f )| ≤ 2‖F‖T0, j‖ f‖2Φ j . (8.4.5)
The norm of the constant test function 1 ∈Φ j is
‖1‖Φ j = `−1j sup
x
|1x|= `−1j = O(L j(d−2)/2). (8.4.6)
Therefore,
L−2 j
∣∣D2K j(0;1,1)∣∣≤ 2‖K j‖T0, j ≤ O(ϑ 3j g2j). (8.4.7)
This completes the proof of (8.4.1)–(8.4.2).
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(ii) We prove that there exists a continuous function c : [0,∞)→ R, which satisfies
c(m2) = 1+O(g0), such that for all j ∈ N0:
µ ′j = L
2 j
(
g j
g0
)γ
(c(m2)+O(ϑ jg j)), g′j = O
(
µ ′jg
2
j
)
, (8.4.8)
and
‖K′j‖W j = O
(
ϑ 3j µ
′
jg
2
j
)
. (8.4.9)
Then (8.4.3) follows from (8.4.8). Also, as in the proof of part (i), (8.4.9) implies
that
|K′j(0)|+L−2 j|D2K′j(0;1,1)| ≤ O
(
ϑ 3j µ
′
jg
2
j
)
, (8.4.10)
and then (8.4.4) follows from (8.4.3). It remains to prove (8.4.8)–(8.4.9).
Recall the definition of Πi, j from Lemma 6.1.6. We define Π ∗j =Π j(m2) by
Π ∗j = L
2 jΠ0, j−1 = L2 j
j−1
∏
l=0
(1− γβlgl). (8.4.11)
By Lemma 6.1.6, and by the continuity of Vj in m2 provided by Proposition 8.3.3,
there is a continuous function Γ∞(m2) = O(g0) such that
Π ∗j = L
2 j
(
g j
g0
)γ (
1+Γ∞(m2)+O(ϑ jg j)
)
. (8.4.12)
We also define Σ j = Σ j(m2) by
µ ′j =Π
∗
j (1+Σ j) ( j ≥ 0), Σ−1 = 0. (8.4.13)
We will use induction on j, where j < N. The inductive assumption is that there
exist M1M2 1 such that for k ≤ j,
|Σk−Σk−1| ≤ O(M1+M2)ϑkg2k , |g′k| ≤M1ϑ 3k Π ∗k g2k , (8.4.14)
‖K′k‖Wk ≤M2ϑ 3k Π ∗k g2k . (8.4.15)
Since (g′0,µ
′
0,K
′
0) = (0,1,0), Σ0 = 0 and so the inductive assumption (8.4.14)–
(8.4.15) is true for j = 0. By summing the first inequality in (8.4.14)–(8.4.15) over
k ≤ j and by applying (8.4.12)–(8.4.13) we conclude that, if L 1 and if g0 is
sufficiently small, then
|µ ′j| ≤ 2Π ∗j , ϑ 3j Π ∗j g2j ≤ 12ϑ 3j+1Π ∗j+1g2j+1, (8.4.16)
where we used (6.1.17) for the first inequality.
As a first step in advancing the induction, we differentiate
(Vj+1,K j+1) =
(
ΦVpt(Vj)+R
V
j+1(Vj,K j),Φ
K
j+1(Vj,K j)
)
, (8.4.17)
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where RVj+1 denotes the V -component of R
U
j+1. By the chain rule, with F = R
V
j+1 or
F =ΦKj+1,
F ′(Vj,K j) = DV F(Vj,K j)V ′j +DKF(Vj,K j)K
′
j. (8.4.18)
The g′j estimate in (8.4.14) and the µ ′j estimate in (8.4.16) bound the coeffi-
cients of V ′j . By combining this bound on the coefficients with (8.2.5) we obtain
‖V ′j(b)‖T0(` j) = OL(M1 + 2)Π ∗j . We also have the estimate for K′j in (8.4.15). By
applying Theorems 8.2.4–8.2.5, we obtain
‖DV F(Vj,K j)V ′j‖ ≤ O(ϑ 3j g2j)(M1g2j +2)Π ∗j ≤ O(ϑ 3j Π ∗j g2j), (8.4.19)
‖DKRVj+1(Vj,K j)K′j‖ ≤ O(M2)ϑ 3j Π ∗j g2j , (8.4.20)
‖DKK j+1(Vj,K j)K′j‖ ≤M2ϑ 3j Π ∗j g2j . (8.4.21)
with the norms dictated by Theorems 8.2.4–8.2.5 on the left-hand sides. For ex-
ample, if F = RVj+1 (which is in U j+1(` j+1)) the norm is ‖RVj+1(B)‖T0(` j+1), and if
F =ΦKj+1 the norm isW j+1. This implies, for M2 1,
‖(RVj+1)′(Vj,K j)‖ ≤ O(M2)ϑ 3j Π ∗j g2j , ‖K′j+1(Vj,K j)‖ ≤ 2M2ϑ 3j Π ∗j g2j . (8.4.22)
With the second inequality of (8.4.16), this advances the induction for K′.
For µ ′, the induction is advanced using the recursion (8.4.17) with (5.3.3),
(8.4.22), together with the estimates
η jg′j, ξ j(g
2
j)
′ = O(M1ϑ 3j Π
∗
j g
2
j) (8.4.23)
which follow from (8.4.14). We obtain
µ ′j+1 = L
2µ ′j(1− γβ jg j)+O
(
(M1+M2)ϑ 3j Π
∗
j g
2
j
)
=Π ∗j+1(1+Σ j)+O
(
(M1+M2)ϑ 3j+1Π
∗
j+1g
2
j+1
)
. (8.4.24)
This advances the induction for µ ′, namely the first estimate of (8.4.14).
The advancement of the induction for g is similar, as follows. We use the recur-
sion relation (8.4.17) with (5.3.2) and (8.4.22), and choose M1M2 to obtain
|g′j+1| ≤ (M1(1+O(g j))+O(M2))ϑ 3j Π ∗j g2j
≤ 2M1ϑ 3j Π ∗j g2j ≤M1ϑ 3j+1Π ∗j+1g2j+1. (8.4.25)
This advances the induction for g′.
By Lemma 8.4.2, V ′j is continuous in m2. Since Π ∗j is continuous, it follows that
Σ j(m2) is continuous in m2, for each j ∈ N0. Since ∑∞j=1ϑ jg2j = O(g0) by (6.1.17),
it follows from (8.4.14) that the limit Σ∞ = lim j→∞Σ j = ∑∞j=1(Σ j − Σ j−1) exists
with Σ∞ = O(g0). Continuity of Σ∞ in m2 follows from the dominated convergence
theorem, with Proposition 6.1.7. Also, again by (6.1.17),
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Σ∞−Σ j = O
(
∞
∑
k= j+1
ϑkg2j
)
= O(ϑ jg j). (8.4.26)
From (8.4.12)–(8.4.13) and (8.4.26), we obtain the equation for µ ′j in (8.4.8), with
c(m2) = (1+Σ∞(m2))(1+Γ∞(m2)). This c(m2) is indeed continuous, since Σ∞ and
Γ∞ are. With this, (8.4.14)–(8.4.15) implies the last inequality in (8.4.8) and (8.4.9),
and the proof is complete.

Chapter 9
Nonperturbative contribution to ΦU+ : Proof of
Theorem 8.2.5
In this chapter, we prove the estimates of Theorem 8.2.5, which for convenience
we restate below as Theorem 9.1.1. The continuity statement of Theorem 8.2.5 is
deferred to Section 10.6.
The proof of Theorem 9.1.1 makes use of certain norm estimates on polynomials
in the field, which are developed in Section 9.3. A more comprehensive set of esti-
mates on polynomials is needed for Chapter 10, and we present these estimates also
in Section 9.3.
9.1 The polynomial RU+
The non-perturbative contribution RU+ to ΦU+ is defined in (6.2.7) as
RU+(V,K) =Φ
U
+ (V,K)−ΦU+ (V,0). (9.1.1)
By definition, RU+(V,K) is an element of U . To any element of U , we may associate
an element of N (B). We denote this element by RU+(B) and then omit the argument
(V,K).
The map ΦU+ is defined in Definition 5.2.8 as
ΦU+ (V,K) =Φpt(V −Q), (9.1.2)
with Q ∈ U equal to the b-independent polynomial defined by
Q(b) = Loc(eV (b)K(b)) (9.1.3)
for b ∈ B. The map Φpt is given in (5.2.18) as
Φpt(U ;B) = E+θU(B)− 12E+
(
θU(B);θU(B)
)
. (9.1.4)
131
132 9 Nonperturbative contribution to ΦU+ : Proof of Theorem 8.2.5
Recall that, by definition of the renormalisation group map in Definition 5.2.8, the
expectation E+ here is with respect to a covariance obeying the zero-sum condition
c(1)= 0. This allows us to drop the operator Loc from the definition ofΦpt in (9.1.4),
as remarked under (5.2.18).
After simplification, the above formulas lead to
RU+(B) =−EC+θQ(B)+Cov+(θ(V (B)− 12 Q(B)),θQ(B)). (9.1.5)
According to Exercise 5.1.2 and Lemma 5.1.3, the right-hand side is indeed an el-
ement of U . By definition, Q is linear in K. Thus RU+ is a quadratic function of K.
The explicit form of (9.1.5) makes the analysis of RU+ relatively easy.
In this chapter, we prove the estimates of Theorem 8.2.5, which we restate here as
follows. Although the domain of RU+ in (9.1.6) is stated in terms of D, in which K is
measured with theW-norm, in the proof we actually only use the weaker hypothesis
that ‖K(b)‖T0(`) ≤CRGϑ 3g˜3.
Theorem 9.1.1. Let m˜2 ≥ 0, let g˜ be sufficiently small (depending on L), and let
p,q ∈ N0. Let 0 ≤ j < N. There exists an L-dependent constant Mp,q > 0 such that
the map
RU+ : D× I+→U+ (9.1.6)
satisfies the estimates
‖DpV DqKRU+‖V(`)×W→U+(`+) ≤

Mp,0ϑ˜ 3+g˜3+ (p≥ 0, q = 0)
Mp,q (p≥ 0, q = 1,2)
0 (p≥ 0, q≥ 3).
(9.1.7)
9.2 The standard and extended norms
9.2.1 Utility of the extended norm
Theorems 8.2.4–8.2.5 (and so Theorem 9.1.1) are expressed in terms of the standard
norms. For V , this is the norm ‖V (b)‖T0(`) on the space V(`). For K, these are the
seminorms T∞(h) and T0(`) and their combination as theW-norm, on the space F .
Functions of (V,K) such as Φ+ are functions on V ×F . The standard norm is good
for estimates that hold for fixed (V,K). The dependence of a function F(V,K) on
(V,K) is controlled by derivatives with respect to (V,K) in these norms. For a given
function F , these can in principle be computed using the usual rules of calculus. In
practice, for complicated functions F such as Φ+, this can become unwieldy.
To handle derivatives systematically, we use the extended norm which encodes
not only point-wise dependence of a function F(V,K) on (V,K) but also their deriva-
tives. Thus the extended norm of F(V,K) is not a norm for (V,K) fixed, but requires
an infinitesimal neighbourhood of some reference point (V,K). It is in fact an in-
stance of the Tz-norm, with Y chosen to be a subspace of V ×F .
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We denote the coordinate maps for (V,K) using stars, i.e., V ∗ : Y → V and K∗ :
Y →F are defined by
V ∗(V,K) =V, K∗(V,K) = K. (9.2.1)
For the coordinate maps, by Definition 7.1.2 with y= (V,K), the extended and stan-
dard norms are related by
‖V ∗(b)‖Tϕ,y = ‖V ∗(b)‖Tϕ,V,K = ‖V (b)‖Tϕ + sup
(V˙ ,K˙)
‖V˙ (b)‖Tϕ
‖(V˙ , K˙)‖Y
, (9.2.2)
‖K∗(b)‖Tϕ,y = ‖K∗(b)‖Tϕ,V,K = ‖K(b)‖Tϕ + sup
(V˙ ,K˙)
‖K˙(b)‖Tϕ
‖(V˙ , K˙)‖Y
, (9.2.3)
where b is an arbitrary block in B j(B). In particular, the standard norm can be recov-
ered from the extended norm with the limiting choice ‖y‖Y = ‖(V,K)‖Y = ∞. The
standard norm of V or K only differs from the extended norm of V ∗ or K∗ at (V,K)
by an additive constant. Thus, for the coordinate maps, the additional information
encoded by the extended norm is trivial. However, for maps that are non-linear in
(V,K), the extended norm is a significant help because it can often be bounded in
the same way as the standard norm, yet a bound of the extended norm of a function
of (V,K) yields also bounds on the derivatives of this function by Lemma 7.2.1 (see
also the special case Lemma 9.2.1 below).
9.2.2 Choice of the space Y
We now specify the space Y used to define the extended norm. We set pY = ∞ and
fix nonnegative parameters λ = (λV ,λK), which for the moment are arbitrary. Recall
that V = R2 is defined in Definition 5.1.1. We define Y ⊂ V ×F to be the space of
y = (V,K) with finite norm
‖y‖Y = max
{‖V (b)‖T0(`)
λV
,
‖K‖W
λK
}
, (9.2.4)
where b is an arbitrary block in B(B). We also define
X = Rnh, Z = X×Y ⊂ Rnh× (V ×F). (9.2.5)
The case λV = λK = 0, which superficially appears to prescribe division by zero in
(9.2.4), is equivalent to taking pY = 0 in (7.1.9), or equivalently to a norm that does
not measure the size of derivatives with respect to (V,K); in this case the norm on
Y is not used and there is no division by zero.
In the same spirit as in the extension of the Tϕ -seminorms to the Tϕ,y-seminorms,
we extend the definition (8.2.9) of theW-norm to incorporate the parameter λ , by
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defining the extendedWy(λ ) norm of a function F(V,K) to be
‖F‖Wy(λ ) = ‖F(b)‖T0,y(`,λ )+ g˜9/4‖F(b)‖T∞,y(h,λ ). (9.2.6)
The following lemma is a special case of Lemma 7.2.1.
Lemma 9.2.1. The following hold for any y = (V,K) ∈ V ×W .
(i) For F : V(`)×W →U+(`+),
‖Dp2V Dp3K F(V,K)‖V(`)×W→U+(`+) ≤
p2!p3!
λ p2V λ
p3
K
‖F‖T0,y(`+,λ ) . (9.2.7)
(ii) For F : V(`)×W →W+,
‖Dp2V Dp3K F(V,K)‖V(`)×W→W+ ≤
p2!p3!
λ p2V λ
p3
K
‖F‖Wy,+(λ ). (9.2.8)
Proof. In (9.2.4), the norm ‖y‖Y of y = (V,K) is defined such that the unit ball
‖y‖Y ≤ 1 corresponds to ‖V (b)‖T0(`) ≤ λV and ‖K‖W ≤ λK . The norm of a multi-
linear map defined on V(`)×W is, however, defined with respect to unit directions
of (V,K). By Lemma 7.2.1, therefore
‖Dp2z2 Dp3z3 F(V,K)‖V(`)×W→Tϕ (h) =
1
λ p2V λ
p3
K
‖Dp2z2 Dp3z3 F(V,K)‖Y→Tϕ (h)
≤ p2!p3!
λ p2V λ
p3
K
‖F‖Tϕ,y(h,λ ). (9.2.9)
In the above inequality we set (i) h = `+ and ϕ = 0, and (ii) h = h+. The result
is the two estimates:
‖Dp2z2 Dp3z3 F(V,K)‖T0(`)×W→T0(`+) ≤
p2!p3!
λ p2V λ
p3
K
‖F‖T0,y(`+,λ ), (9.2.10)
‖Dp2z2 Dp3z3 F(V,K)‖T0(`)×W→Tϕ (h+) ≤
p2!p3!
λ p2V λ
p3
K
‖F‖Tϕ,y(h+,λ ). (9.2.11)
The first estimate is (9.2.7), since the T0(`+)-seminorm on a block is the same as the
U+(`+) norm by definition of the latter. In the second estimate we replace Tϕ by T∞
by taking the supremum over ϕ . By the definitions (8.2.9) and (9.2.6) of theW- and
W(λ )-norms, the desired result (9.2.8) is an immediate consequence of multiplying
the second estimate by g˜9/4+ and adding the two estimates.
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9.3 Norms of polynomials
In this section, we develop a comprehensive set of norm estimates on polynomials
in the field. For the proof of Theorem 9.1.1, we only need the h = ` case of the
bound on V given in (9.3.4), and the bound on Q given in (9.3.20). The remaining
results in this section prepare the ground for our analysis of K in Chapter 10. Recall
that the domains D and Dst are defined by (8.2.1) and (8.1.8).
We first observe that it follows from Exercise 8.2.2 that the norm of U = gτ2 +
ντ+u on a block b ∈ B is given by
‖U(b)‖T0(h) = L jd
( 1
4 gh
4+ 12 |ν |h2+ |u|
)
. (9.3.1)
By the definitions of ` and h in (8.1.4) and (8.1.7),
L jd g˜h4 = k40,
`
h =
`0
k0
g˜1/4L− j(d−4)/4, h2 = k20g˜
−1/2L− jd/2. (9.3.2)
The constant k0 is small and independent of L, whereas `0 is large and is equal to
L1+d/2 by (8.1.3). By (9.3.1) and the first equality of (9.3.2), for V = gτ2 +ντ we
have
‖V (b)‖T0(h) = 14 k40 gg˜ (hh )4+ 12 L jd |ν |h2(hh )2. (9.3.3)
The equalities of (9.3.2) are useful for application of (9.3.3). The following lemma
uses (9.3.3) to obtain estimates. For our application to dimension d = 4 the factors
L−(d−4) j in the following lemma equal one.
Lemma 9.3.1. Let d ≥ 4, U = gτ2+ντ+u =V +u, and b ∈ B.
(i) If V ∈ D then
‖V (b)‖T0(h) ≤
{
OL(g˜)L−(d−4) j (h= `)
k30 (h= h).
(9.3.4)
(ii) If V ∈ Dst then
‖V (b)‖T0(h) ≤
{
OL(g˜1/2)L−(d−4) j/2 (h= `)
k30 (h= h).
(9.3.5)
Proof. We use (9.3.2) without comment in the proof.
Suppose first that V ∈ D. By the definition of D in (8.2.1), g < (2k0)−1g˜ and
|ν |< (2k0)−1g˜L−(d−2) j, so
‖V (b)‖T0(h) ≤ 18 k30(hh )4+ 14 g˜1/2k0L− j(d−4)/2(hh )2. (9.3.6)
For h = `, the right-hand side is
(
1
8
`40
k0
+ 14
`20
k0
)
g˜L− j(d−4). Since `0 ≥ 1, this is less
than k−10 `
4
0g˜L
− j(d−4), and this proves the case h= ` of (9.3.4). For h= h and g˜≤ k40,
the right-hand side of (9.3.6) is at most k30, as desired for the case h= h of (9.3.4).
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Suppose now that V ∈ Dst. By (8.1.8), we have g ≤ k−10 g˜ and |ν | ≤ g˜h2. With
(9.3.3), we obtain
‖V (b)‖T0(h) ≤ 14 k30(hh )4+ 12 k40(hh )2. (9.3.7)
For h= ` we use k30 ≤ `20 (since k0 ≤ 1≤ L) to obtain
‖V (b)‖T0(`) ≤ 14
`40
k0
g˜L− j(d−4)+ 12 k
2
0`
2
0g˜
1/2L− j(d−4)/2 ≤ `40k0 g˜
1/2L− j(d−4)/2, (9.3.8)
as desired for the case h = ` of (9.3.5). Finally, for h = h, the right-hand side of
(9.3.7) is 14 k
3
0 +
1
2 k
4
0 ≤ k30, which proves the case h= h of (9.3.5).
Next, we obtain bounds in the extended norm. By (9.2.2)–(9.2.3),
‖V ∗(b)‖T0,y(h,λ ) = ‖V (b)‖T0(h)+λV sup
V˙∈V
‖V˙ (b)‖T0(h)
‖V˙ (b)‖T0(`)
, (9.3.9)
‖K∗(b)‖Tϕ,y(h,λ ) = ‖K(b)‖Tϕ (h)+λK sup
K˙∈F
‖K˙(b)‖Tϕ (h)
‖K˙‖W
. (9.3.10)
In particular, this shows that the norms of U∗ and K∗ are monotone increasing in h.
Furthermore, for V ∈ V ,
‖V ∗(b)‖T0,y(`,λ ) = ‖V (b)‖T0(`)+λV , (9.3.11)
‖K∗(b)‖T0,y(`,λ ) ≤ ‖K(b)‖T0(`)+λK , (9.3.12)
‖K∗(b)‖Tϕ,y(h,λ ) ≤ ‖K(b)‖Tϕ (h)+λK g˜−9/4. (9.3.13)
The bound (9.3.11) is obtained by setting h = ` in (9.3.9). Likewise, (9.3.12)–
(9.3.13) follow from (9.3.10) and the definition of theW-norm in (8.2.9).
The above estimates do not yet include a bound on ‖V ∗(b)‖T0,y(h,λ ). The follow-
ing lemma fills this gap. For the proof of Proposition 10.2.1, it will be important that
the coefficient 38 on the first right-hand side of (9.3.14) is smaller than
1
2 .
Lemma 9.3.2. Let d = 4. Let (g,ν ,0) ∈Dst, λV ≤ g˜, b ∈ B, and let L be sufficiently
large. Then
‖(gτ2)∗(b)‖T0,y(h,λ ) ≤ 38 gg˜ k40, ‖(ντ)∗(b)‖T0,y(h,λ ) ≤ k40. (9.3.14)
In particular, the extended norm of V = gτ2+ντ obeys
‖V ∗(b)‖T0,y(h,λ ) ≤
11
8
k30. (9.3.15)
Proof. As in (9.3.9),
‖(gτ2)∗(b)‖T0,y(h,λ ) = ‖gτ2(b)‖T0(h)+λV sup
V˙∈V :ν˙=u˙=0
‖V˙ (b)‖T0(h)
‖V˙ (b)‖T0(`)
. (9.3.16)
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By (9.3.3) with ν = 0 and h = h, the first term on the right-hand side is 14 k
4
0gg˜
−1.
Similarly, by comparing (9.3.3) with h = h and with h = `, the ratio in the second
term is h4`−4 = g˜−1k40`
−4
0 . Therefore,
‖(gτ2)∗(b)‖T0,y(h,λ ) =
(
1
4
g
g˜ +
λV
g˜`40
)
k40. (9.3.17)
By hypothesis, λV
g˜`40
≤ `−40 , and by the definition of `0 in (8.1.3) we have `0→ ∞ as
L→ ∞. Hence, since k0 < gg˜ by definition of Dst in (8.1.8), if L is sufficiently large
then `−40 ≤ 18 k0 < 18 gg˜ . This proves the first inequality of (9.3.14). Similarly, from
(9.3.3) and (9.3.2),
‖(ντ)∗(b)‖T0,y(h,λ ) =
(
1
2
|ν |Ld j/2
g˜1/2
+ λV
g˜1/2`20
)
k20 ≤
(
1
2 k
2
0 +
g˜1/2
`20
)
k20 ≤ k40. (9.3.18)
This proves the second inequality of (9.3.14). Finally, (9.3.15) follows from the
triangle inequality and the bound g/g˜≤ k−10 (due to (8.1.8)).
Finally, we obtain estimates for Q(b) of (9.1.3). We view Q as a function of
(V,K), so we use the extended norm.
Lemma 9.3.3. For all (V,K) ∈ V ×F , and for all h> 0,
‖Q(b)‖Tϕ,y(h,λ ) ≤ e
‖V ∗(b)‖T0,y(h,λ )‖K∗‖T0,y(h,λ )P4h(ϕ). (9.3.19)
In particular,
‖Q(b)‖T0,y(`,λ ) ≤ e‖V (b)‖T0(`)+λV
(‖K‖T0(`)+λK) . (9.3.20)
Suppose now that λV ≤ g˜, λK ≤ g˜, h+ ≥ `, V ∈ Dst, and ‖K(b)‖T0(`) ≤ g˜. Then, for
L sufficiently large,
‖Q(B)‖Tϕ,y(h+,λ ) ≤ O(`−40 )
(
h+
h+
)4
P4h+(ϕ). (9.3.21)
Proof. Recall that Loc = Tay4. By the definition of Q in (9.1.3) and the bound on
Tay4 in (7.5.3), for h> 0,
‖Q(b)‖T0,y(h,λ ) ≤ ‖eV
∗(b)K∗(b)‖T0,y(h,λ ) ≤ e
‖V ∗(b)‖T0,y(h,λ )‖K∗‖T0,y(h,λ ), (9.3.22)
which proves (9.3.19). By setting h= ` and inserting (9.3.11)–(9.3.12),
‖Q(b)‖T0,y(`,λ ) ≤ e
‖V (b)‖T0,y(`,λ )+λV
(
‖K‖T0,y(`,λ )+λK
)
, (9.3.23)
which proves (9.3.20).
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Next we prove (9.3.21). By (7.5.8), it suffices to prove the result just for ϕ = 0.
By the hypothesis h+ ≥ ` and Lemma 7.1.5 with h′ = ` and h= h+,
‖Q(b)‖T0,y(h+,λ ) ≤
(
h+
`
)4
‖Q(b)‖T0,y(`,λ ). (9.3.24)
We insert (9.3.20) in the right-hand side and use (9.3.5), which implies e
‖V (b)‖T0,y(`) ≤
2 (for g˜ small). Using also the hypotheses, we obtain
‖Q(b)‖T0,y(h+,λ ) ≤
(
h+
`
)4
2eλV (g˜+λK)≤ 5g˜
(
h+
`
)4
. (9.3.25)
By (8.1.4) and (9.3.2), h+` = L
−1 h+
`+
= L−1 h+h+
h+
`+
= L−1 h+h+
k0
`0
g˜−1/4+ . Therefore
‖Q(b)‖T0,y(h+,λ ) ≤ O(k40)L−4`−40
(
h+
h+
)4
, (9.3.26)
where we used (8.1.6). Since ‖Q(B)‖T0,y(h+,λ ) = Ld‖Q(b)‖T0,y(h+,λ ), this implies
(9.3.21) for ϕ = 0 as desired. The proof is complete.
Next we bound Vˆ =V −Q.
Lemma 9.3.4. Let λV ≤ g˜ and λK ≤ g˜. Let V ∈D and ‖K(b)‖T0(`) ≤ g˜. Then, for L
sufficiently large,
‖Vˆ (B)‖T0,y(`+,λ ) ≤ OL(g˜+), (9.3.27)
‖Vˆ (B)‖T0,y(h+,λ ) ≤ 1. (9.3.28)
The same estimates hold when Vˆ is replaced by V ∗.
Proof. Since we are using the extended norm, we write Vˆ =V ∗−Q. We will bound
V ∗ and Q individually. The proof for V ∗ instead of Vˆ is obtained by forgetting Q.
We will use (8.1.6) without comment to replace O(g˜) by O(g˜+).
We begin with (9.3.27). The T0,y(`+,λ ) norm of V ∗(B) increases when `+ is
replaced by `. Furthermore, the T0,y(`,λ ) norm of V ∗(B) is Ld times the same norm
of V ∗(b), which, by (9.3.11) and (9.3.4), is OL(g˜). Therefore
‖Vˆ (B)‖T0,y(`+,λ ) = OL(g˜+). (9.3.29)
By (9.3.21) with h+ = `+ and (9.3.2) to show that
(
`+
h+
)4
= OL(g˜+) we find that
‖Q(B)‖Tϕ,y(`+,λ ) is OL(g˜+). Therefore, by the triangle inequality,
‖Vˆ (B)‖T0,y(`+,λ ) ≤ ‖V ∗(B)‖T0,y(`+,λ )+‖Q(B)‖T0,y(`+,λ ) ≤ OL(g˜+) (9.3.30)
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as desired.
For (9.3.28), by the triangle inequality and (9.3.9) followed by (9.3.3) and (9.3.2),
as in (9.3.17)–(9.3.18) we obtain
‖V ∗(B)‖T0,y(h+,λ ) ≤
(
1
4 |B| g+g˜+ g˜+h
4
++λV
|B|h4+
|b|`4
)
+
(
1
2 |ν ||B|h2++λV
|B|h2+
|b|`2
)
=
(
1
4
g+
g˜+
+ λV
`40
)
k40 +
(
1
2
|ν |Ld( j+1)/2
g˜1/2
+ g˜
1/2
`20
)
k20. (9.3.31)
By inserting the definition (8.2.1) of V ∈D, (8.1.6), and using (9.3.21) with h+= h+
for Q, we obtain
‖V ∗(B)‖T0,y(h+,λ )+‖Q(B)‖T0,y(h+,λ ) ≤ 14 k30 +OL(g˜1/2)+O(`−40 )≤ 1 (9.3.32)
because g˜ and `−40 are small depending on L and k0 ≤ 1. This proves (9.3.28).
The following lemma is a consequence of the previous two.
Lemma 9.3.5. Let λV ≤ g˜ and λK ≤ g˜. Let V ∈D and ‖K(b)‖T0(`) ≤ g˜. Then, for L
sufficiently large,
‖U+(B)−V ∗(B)‖Tϕ,y(h+,λ ) ≤ O(`−40 )P4h+(ϕ). (9.3.33)
Proof. By (7.5.8), it suffices to consider the case ϕ = 0. Recall the definition U+−
V =Upt(Vˆ )−V with Vˆ =V −Q. By the triangle inequality,
‖U+(B)−V ∗(B)‖T0,y(h+,λ ) ≤‖Upt(Vˆ ,B)−Vˆ (B)‖T0,y(h+,λ )+‖Q‖T0,y(h+,λ ). (9.3.34)
We use (9.3.28) and Lemma 7.6.3 for the first term, and (9.3.21) for the second term.
With the bound on c+ of (8.1.5), this leads to
‖U+(B)−V ∗(B)‖T0,y(h+,λ ) ≤ O
(
c+
h+
)
+O(`−40 ) = O
(
g˜1/4+ + `
−4
0
)
, (9.3.35)
and the proof is complete since we can choose g˜ small depending on L.
9.4 Proof of Theorem 9.1.1
The following lemma is the basis for the proof of Theorem 9.1.1.
Lemma 9.4.1. Let Y = V×F have the norm (9.2.4), with arbitrary λ . For (V,K)∈
V×F , let r1 = ‖V (b)‖T0(`)+λV and r2 = ‖K‖T0(`)+λK , and assume r2 ≤ r1. Then
‖RU+(B)‖T0,y(`+,λ ) = O(L2d)
(
e2r1r1r2
)
. (9.4.1)
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Proof. By (9.3.20), `+ ≤ ` and monotonicity in h,
‖Q(B)‖T0,y(`+,λ ) ≤ Lder1r2, (9.4.2)
where Ld is the number of blocks b in B. By Exercise 7.6.2, and since c+ ≤ `+ by
(8.1.5), this implies
‖EC+θQ(B)‖T0,y(`+,λ ) ≤ ‖Q(B)‖T0,y(`+,λ )
(
1+ c
(
c+
`+
)2)≤ O(Ld)(er1r2). (9.4.3)
By Lemma 7.6.1, by c+ ≤ `+, and by the hypothesis r2 ≤ r1 and (9.4.2),
‖Cov+
(
θ(V (B)− 12 Q(B)),θQ(B)
)‖T0,y(`+,λ )
≤ c|B|2‖Vx− 12 Qx‖T0,y(`+,λ )‖Qx‖T0,y(`+,λ ) ≤ O(L2d)(e2r1r1r2). (9.4.4)
The desired result then follows by inserting (9.4.3)–(9.4.4) into (9.1.5).
Proof of Theorem 9.1.1. Since RU+ is quadratic in K, the case q ≥ 3 of (9.1.7) is
immediate and we need only consider the cases q= 0,1,2. Let p≥ 0 and q= 0,1,2.
We will apply (9.2.7) and (9.4.1). Let r1 = ‖V (b)‖T0(`)+λV and r2 = ‖K‖T0(`)+
λK . By (9.3.4), and the hypothesis on K, we have r1 = OL(g˜) + λV and r2 =
O(ϑ 3/2g˜3)+λK . We choose λV = 1. Then the hypothesis r2 ≤ r1 of Lemma 9.4.1
applies as long as λK ≤ 1, which we also assume. We apply Lemma 9.4.1 and (9.2.7)
and obtain
‖DpV DqKRU+(B)‖V(`)×W→U+(`+) ≤ λ−qK p!q!‖RU+(B)‖T0,y(h+,λ )
≤ λ−qK p!q!OL
(
ϑ 3g˜3+λK
)
. (9.4.5)
We obtain the case q = 0 of (9.1.7) by setting λK = 0, and the cases q = 1,2 by
setting λK = 1. This completes the proof.
The polynomial RU+ has the relatively simple explicit formula (9.1.5), so it is
also possible to compute and estimate the derivatives directly using only the T0(`)-
seminorm, and without introduction of the extended norm. This is the subject of
the next exercise. Direct computation and estimation of derivatives of K+ is less
straightforward, and the profit from using the extended norm is larger.
Exercise 9.4.2. Compute the derivatives DpV D
q
KR
U
+(V,K;V˙
p, K˙q) explicitly, and use
the result to estimate the norms in (9.1.7) directly using only the T0(`)-seminorms.
[Solution]
Chapter 10
Bounds on ΦK+: Proof of Theorem 8.2.4
In this chapter, we prove Theorem 8.2.4 and, as a byproduct, also Proposition 6.2.2.
We also prove the continuity assertion in Theorem 8.2.5. This then completes the
proof of Theorem 4.2.1.
10.1 Main result
Our main goal is to prove the estimates of Theorem 8.2.4, which we restate here as
follows. In Section 10.6, we verify the continuity assertions of Theorem 8.2.4, and
also of Theorem 8.2.5.
Theorem 10.1.1. Let m˜2 ≥ 0, let L be sufficiently large, let g˜ be sufficiently small
(depending on L), and let p,q ∈ N0. Let 0 ≤ j < N. There exist L-dependent
CRG,Mp,q > 0 and κ = O(L−2) such that the map
ΦK+ : D× I+→W+ (10.1.1)
satisfies the estimates
‖DpV DqKΦK+‖V(`)×W→W+ ≤

CRGϑ˜ 3+g˜3+ (p = 0, q = 0)
Mp,0ϑ˜ 3+g˜
3−p
+ (p> 0, q = 0)
κ (p = 0, q = 1)
Mp,qg˜
−p− 94 (q−1)
+ (p≥ 0, q≥ 1),
(10.1.2)
The proof is based on a decomposition of Φ+(V,K) as a sum of two contribu-
tions, which are constructed as follows. Let K+ = ΦK+(V,K). With Q defined in
(9.1.3), we let
Vˆ =V −Q, Kˆ = e−V − e−Vˆ +K, (10.1.3)
so that
e−V +K = e−Vˆ + Kˆ. (10.1.4)
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By (5.2.32),
K+(B) = eu+|B|
(
E+θ
(
e−Vˆ + Kˆ
)B− e−U+(B))
= eu+|B|
(
∑
X⊂B(B)
E+θ
(
e−Vˆ (B\X)KˆX
)
− e−U+(B)
)
. (10.1.5)
We isolate the term with X =∅ and thus write K+(B) as
K+ = S0+S1, (10.1.6)
with
S0 = eu+|B|
(
E+θe−Vˆ (B)− e−U+(B)
)
, (10.1.7)
S1 = eu+|B| ∑
X ⊂B(B)
|X | ≥ 1
E+θ
(
e−Vˆ (B\X)KˆX
)
. (10.1.8)
The region X on the right-hand side of (10.1.8) is illustrated in Figure 10.1.
Fig. 10.1 Each block B is divided into Ld blocks b at the previous scale. The small black blocks
represent the region X in (10.1.8).
Separate mechanisms are invoked to estimate S0 and S1. The term S0 will be
shown to be third order in g˜+ due to the fact that U+ =Φpt(V −Q) (recall (5.2.31))
has been defined in such a manner to achieve this. Indeed, Lemma 5.2.6 implies
(here W+ = 0) that
E+e−θVˆ (B)− e−U+(B) = e−U+(B)
(
1
8
(
LocVar(θVˆ )
)2
+E+A3(B)
)
, (10.1.9)
10.1 Main result 143
where A3 (given by (5.2.21) with U replaced by Vˆ ) is third order in Vˆ −U+. The
variance term is fourth order in Vˆ . Using these facts, S0 will be shown to the third
order in g˜+.
The contribution of S1 to K+ is small because it contains a factor Kˆ(b) for at least
one small block b ∈ B. If Kˆ were roughly the same size as K, this would provide a
good factor of order g3. However, there are Ld small blocks b∈B, so this good factor
must be multiplied by Ld . Theorem 10.1.1 asserts that the K-derivative of the map
(V,K) 7→ K+ is less than 1, and the naive argument just laid out cannot prove this, it
is spoiled by the Ld . Instead, we make use of the crucial fact that the map K→ Kˆ on
a single small block b has derivative of order L−d−2 because the terms e−V − e−Vˆ
in (10.1.3) effectively cancel the relevant and marginal parts of K, leaving behind
irrelevant parts that scale down. The good scaling factor L−d−2 and the bad entropic
factor Ld combine to give L−2. We can choose L large enough so that L−2 cancels
any dimension-dependent (but L-independent) combinatorial factors that arise in the
estimates. Consequently, S1 remains small enough to prove Theorem 10.1.1.
The details for S0 and S1 are presented in the rest of the chapter. An important
special case is obtained by setting K = 0 in (10.1.7) to yield S0,0 defined by
S0,0 = eupt|B|
(
E+θe−V (B)− e−Upt(B)
)
. (10.1.10)
We refer to S0,0 as the perturbative contribution to K+, since it is the contribution
when K = 0. As discussed below (5.2.3), at the initial scale 0 we have K0 = 0,
so for the first application of the renormalisation group map, from scale 0 to 1,
K1 =ΦK1 (V0,K0) is equal to the perturbative contribution. This can be considered the
genesis of K. At subsequent scales, the previous K creates an additional contribution
to K+. The following proposition gives an estimate on S0,0.
Proposition 10.1.2. For L sufficiently large and g˜ sufficiently small, there is a con-
stant Cpt =Cpt(L) such that for all V ∈ D and B ∈ B+,
‖S0,0‖W+ ≤Cptϑ 3+g˜3+. (10.1.11)
The subscript in the constant Cpt in (10.1.11) stands for “perturbation theory.”
The constant CRG which appears in the domain D and in the first estimate of Theo-
rem 10.1.1 is defined by
CRG =CRG(L) = 2Cpt. (10.1.12)
We prove Proposition 10.1.2 as a special case of the following proposition, in
which we use the extended norm (see Section 9.2). The definition of the extended
norm requires specification of the parameters λV and λK . Throughout this chapter,
we always require
λV ≤ g˜. (10.1.13)
For λK , we require either
λK ≤ g˜ or λK ≤ g˜9/4, (10.1.14)
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with the choice depending on the estimate being proved. For derivatives, we obtain
the best estimates by taking the two parameters to be as large as possible. Smaller
choices are also useful and permitted, including λV = λK = 0, which gives the best
estimates on the functions themselves.
Proposition 10.1.3 is the main ingredient in the proof of the derivative estimates
in (10.1.2), but on its own is not sufficient to prove the cases (p,q) = (0,0) and
(p,q) = (0,1) with constants CRG and κ in their upper bounds. Those cases are
given separate treatment. Note that the constant C¯ in (10.1.15) is not the same as
CRG in Proposition 10.1.3. The case (p,q) = (0,0) in (10.1.2) is proved using the
crucial contraction, i.e., the case (p,q) = (0,1) of (10.1.2), and is discussed in detail
later in this section.
Proposition 10.1.3. Let L be sufficiently large and let g˜ be sufficiently small de-
pending on L. Let CRG be given by (10.1.12). Let λV ≤ g˜ and λK ≤ g˜9/4. There is a
constant C¯ = C¯(L) such that if (V,K,m2) ∈ D× I+ then (recall y = (V,K))
‖K+‖Wy,+(λ ) ≤ C¯(ϑ 3+g˜3++λK). (10.1.15)
The next two lemmas give estimates on S0 and S1. The lemmas are proved in
Sections 10.3 and 10.4, respectively.
Lemma 10.1.4. Let V ∈ D and ‖K(b)‖T0(`) ≤ g˜. If λV ≤ g˜ and λK ≤ g˜ then
‖S0‖Wy,+(λ ) ≤ OL(ϑ 3+g˜3+). (10.1.16)
Lemma 10.1.5. Let (V,K) ∈ D. If λV ≤ g˜ and λK ≤ g˜9/4 then
‖S1‖Wy,+(λ ) ≤ OL(ϑ 3+g˜3++λK). (10.1.17)
Proof of Proposition 10.1.2. We take K = 0 in (10.1.6) so that K+ = S0,0 with S0,0
given by (10.1.10). Taking λV = λK = 0 in Lemma 10.1.4, we get the estimate
‖S0,0(V )‖Tϕ (h+) ≤ C¯′ε¯3+. The constant C¯′ does not depend on CRG, because CRG
serves only to provide a limitation on the size of K, and we have set K = 0. Thus we
obtain (10.1.11) with Cpt = C¯′.
Proof of Proposition 10.1.3. The bound (10.1.15) is an immediate consequence of
Lemmas 10.1.4–10.1.5, together with the decomposition K+ = S0 +S1 of (10.1.6).
Proof of (10.1.2) except cases (p,q) = (0,0) and (p,q) = (0,1). We fix (V,K,m2)∈
D× I+. From (10.1.15) and Lemma 9.2.1 we have
‖DpV DqKK+‖V(`)×W→W+ ≤
p!q!
λ pV λ
q
K
OL(ϑ 3+g˜
3
++λK). (10.1.18)
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For the case p≥ 1 with q= 0, we set λK = 0 and take equality for λV in (10.1.13),
to get the desired result. For (p,q) = (0,0), the choice λV = 0 could be used, but
this gives an upper bound with constant 2C¯ rather than the required CRG; this case
is discussed in the next proof.
For the case p ≥ 0 with q ≥ 1, we take equality for λV in (10.1.13) and set
λK = g˜9/4. This gives the desired result except for (p,q) = (0,1), where here we see
an upper bound 2C¯(ϑ 3g˜3/4 + 1) rather than κ = O(L−2); the bound with κ is the
crucial contraction whose proof is given in Section 10.5. This completes the proof.
Proof of case (p,q) = (0,0) in (10.1.2). This proof uses theW-norm of (8.2.9), and
not the extendedW(λ )-norm of (9.2.6).
Let f (t) =ΦK+(V, tK). We apply Taylor’s Theorem to f , with integral form of the
remainder, and obtain
ΦK+(V,K) =Φ
K
+(V,0)+DKΦ
K
+(V,0;K)+R
K
+(V,K) (10.1.19)
with
RK+(V,K) =
∫ 1
0
(1− t) d
2
dt2
Φ+(V, tK)dt. (10.1.20)
By the triangle inequality,
‖ΦK+(V,K)‖W+ = ‖ΦK+(V,0)‖W+ +‖DKΦK+(V,0;K)‖W+ +‖RK+(V,K)‖W+ .
(10.1.21)
By Proposition 10.1.2,
‖ΦK+(V,0)‖W+ ≤ 2Cptϑ 3+g˜3+. (10.1.22)
By the crucial contraction with κ ≤ cκL−2, (the case (p,q) = (0,1) of (10.1.2)
proved in Section 10.5), and by the assumption that ‖K‖W ≤CRGϑ 3g˜3, we have
‖DKΦK+(V,0;K)‖W+ ≤ κCRGϑ 3g˜3 ≤ cκL−22Cptϑ 3g˜3. (10.1.23)
Since ϑ ≤ 2ϑ+ and g˜ ≤ 2g˜+, we can choose L so that L2 ≥ 2 ·2 ·26cκ to conclude
that
‖DKΦK+(V,0;K)‖W+ ≤ 12Cptϑ 3+g˜3+. (10.1.24)
By the case (p,q) = (0,2) of (10.1.2), for g˜ chosen sufficiently small depending on
L to ensure that M0,2(2Cpt26)2g˜3/4 ≤ 12Cpt, we also have
‖RK+(V,K)‖W+ ≤M0,2g˜−9/4+ (CRGϑ 3g˜3)2 ≤
1
2
Cptϑ 3+g˜
3
+. (10.1.25)
This gives the desired result, with CRG = 2Cpt as in (10.1.12).
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It remains now to prove Lemmas 10.1.4–10.1.5, as well as the case (p,q) = (0,1)
of (10.1.2). We do this in the remainder of the chapter.
10.2 Stability
This section is concerned with a collection of estimates which together go by the
name of stability estimates. The domainD for V = gτ2+ντ permits negative values
of the coupling constant ν , as it must in order to approach the critical value, which
is itself negative. Thus, V can have a double well shape for n= 1, and a Mexican-hat
shape for n> 1, so in e−V (b) there is a growing exponential factor e−ντ(b) which must
be compensated, or stabilised, by the decaying factor e−gτ2(b). Moreover, it is not
only the value of e−V (b) itself that must be controlled, but also its derivatives with
respect to the field. For this, we use the Tϕ(h)-seminorm with h = k0g˜−1/4L−d j/4
given by (8.1.7).
Recall the definition of the domain Dst in (8.1.8). The definition guarantees that
for V = (g,ν ,0) ∈ Dst the stability estimate (8.1.10) holds. This is an estimate for
e−V (b) pointwise in ϕ . In this section, we extend this estimate to an estimate for Tϕ,y-
norms and also consider more general expressions than e−V (b). The stability domain
is useful because, although it is not the case that D is contained in D+, according to
Lemma 8.2.1 we do have D ⊂Dst∩Dst+. Therefore a hypothesis that V ∈D ensures
stability at both scales. This fact is used, e.g., in the proof of Lemma 10.2.3.
The following proposition is fundamental. It contains a hypothesis on the con-
stant k0 that appears in the definition (8.1.7) of the large-field scale h j and in the
definition (8.1.8) of the stability domain Dst. Henceforth, we fix k0 so that the con-
clusions of Proposition 10.2.1 hold; we also require that k0 ≤ 124(n+2) as in (8.3.4).
The statement of the proposition involves the constant cst defined by
cst =
1
128
k50. (10.2.1)
By Exercise 8.1.1, k50 is the best possible order in c
st, because the Tϕ,y norm domi-
nates the absolute value.
Proposition 10.2.1. For k0 > 0 sufficiently small, V = (g,ν ,0) ∈ Dst, h≤ h, t ≥ 0,
and λV ≤ g˜,
‖e−tV ∗(b)‖Tϕ,y(h,λ ) ≤ 2t/8e−8tc
st|ϕh |4 . (10.2.2)
Proof. The Tϕ,y(h,λ )-seminorm is monotone in h, so it suffices to consider h = h.
By the product property and Lemma 7.4.1,
‖e−tV ∗(b)‖Tϕ,y ≤ e−2tgτ
2(b) et‖(gτ
2)∗(b)‖Tϕ,y et‖(ντ)
∗(b)‖Tϕ,y . (10.2.3)
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We write the total exponent on the right-hand side of (10.2.3) as tX , and set s =
|ϕ|/h. Then it suffices to show that
X ≤ 18 log2−8csts4. (10.2.4)
Recall that τ = 12 |ϕ|2. We estimate the Tϕ,y-norms in X by T0,y-norms using Ex-
ercise 7.5.2, and then apply Lemma 9.3.2 to bound the T0,y-norms. The result is
X ≤− 24 gs4h4Ld j + 38 gg˜ k40(1+ s)4+ k40(1+ s)2
=− 12 gg˜ k40s4+ 38 gg˜ k40(1+ s)4+ k40(1+ s)2, (10.2.5)
where we used the definition (8.1.7) of h in the first term. We split − 12 s4 in the first
term into − 116 s4 and − 716 s4 and obtain
X ≤− 116 k40 gg˜ s4+ k40 gg˜
(
− 716 s4+ 38 (1+ s)4+ g˜g (1+ s)2
)
≤− 116 k50s4+ k30 max
(
− 716 s4+ 38 (1+ s)4+ k−10 (1+ s)2
)
, (10.2.6)
where we used the bounds on g given byDst in (8.1.8). The maximum is positive and
is O(k−20 ) as k0 ↓ 0 so X ≤− 116 k50s4+O(k0), which is the same as X ≤O(k0)−8csts4
by the definition (10.2.1) of cst. Therefore there exists sufficiently small k0 such that
(10.2.4) holds. The proof is complete.
The next lemma gives an estimate for an extended Tϕ -norm of etQ(B). Since ϕ is
a constant field, we have Q(b) = L−dQ(B), so the choice t = L−d gives a bound on
the norm of eQ(b). The situation is similar in subsequent lemmas.
Lemma 10.2.2. Let λV ≤ g˜ and λK ≤ g˜. Let h+ ≤ h+ and t ≥ 0. Let V ∈ Dst and
‖K(b)‖T0(`) ≤ g˜. Then, for L sufficiently large,
‖etQ(B)‖Tϕ,y(h+,λ ) ≤ 2t/8e
1
8 tc
st| ϕh+ |
4
. (10.2.7)
Proof. It is sufficient to set h= h+. By the product property
‖etQ(B)‖Tϕ,y(h+,λ ) ≤ et‖Q(B)‖Tϕ,y(h+,λ ) . (10.2.8)
By (9.3.21) and the inequality P4h+(ϕ)≤ 24(1+ |
ϕ
h+
|4), the norm in the exponent on
the right-hand side is bounded above by O(`−40 )(1+ | ϕh+ |4). Since `0→∞ as L→∞
by the definition of `0 in (8.1.3), the prefactor on the right-hand side of (9.3.21) can
be made as small as we wish, and the desired result follows.
For the statement of the remaining results we single out the following hypotheses
λV ≤ g˜, λK ≤ g˜, ‖K(b)‖T0(`) ≤ g˜. (10.2.9)
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Lemma 10.2.3. Let h+ ≤ h+, t ≥ 0, 0≤ s≤ 1, V ∈ D, and assume (10.2.9). For L
sufficiently large,
‖e−t(V ∗−sQ)(B)‖Tϕ,y(h+,λ ) ≤ 2t/4e
−4tcst| ϕh+ |
4
. (10.2.10)
Proof. Since V ∈ D, by Lemma 8.2.1, we have V ∈ Dst+ and we can apply Propo-
sition 10.2.1 at the next scale. The claim follows by multiplying the estimates of
Proposition 10.2.1 at the next scale and Lemma 10.2.2.
Lemma 10.2.4. Let h+ ≤ h+, t ≥ 0, V ∈ D, and assume (10.2.9). For L sufficiently
large,
‖e−tU+(B)‖Tϕ,y(h+,λ ) ≤ 2t/2e
−2tcst| ϕh+ |
4
. (10.2.11)
The same estimate holds with U+ replaced by U+− u+ on the left-hand side. Fur-
thermore, et‖u+(B)‖Tϕ,y(h+,λ ) ≤ 2t/2.
Proof. We drop the subscript Tϕ,y(h+,λ ) from the seminorm in this proof, and by
we monotonicity assume that h+ = h+. We write U+ = [U+−V ∗]+V ∗ and apply
the product property to conclude that
‖e−tU+(B)‖ ≤ et‖U+(B)−V ∗(B)‖‖e−tV ∗(B)‖. (10.2.12)
We estimate the first factor on the right-hand side using (9.3.33), and the second
factor using Proposition 10.2.1 at the next scale. This gives
‖e−tU+(B)‖ ≤ etO(`−40 )P4h+ (ϕ)2t/8e−8tcst|
ϕ
h+
|4
. (10.2.13)
To complete the proof, we use P4h+(ϕ)≤ 24(1+ |
ϕ
h+
|4) and take L large, using `0 =
L1+d/2 by (8.1.3).
Since ‖U+(B)−|B|u+−V ∗(B)‖Tϕ,y(h+,λ )≤‖U+(B)−V ∗(B)‖Tϕ,y(h+,λ ), the same
argument shows that bound holds with U+ replaced by U+− u+. Similarly, for the
bound involving u+, we use that ‖u+‖Tϕ,y(h,λ ) = ‖u+‖T0,y(h,λ ) ≤‖U+−V‖T0,y(h,λ ) ≤
O(`−40 ), which implies the claimed bound on e
t‖u+(B)‖Tϕ,y(h+,λ ) .
In the following proposition, the fluctuation field ζ is as usual constant on small
blocks b, and we write its value on b as ζb.
Proposition 10.2.5. Let h+ ≤ h+, t ∈ [0,1], V ∈ D, and assume (10.2.9). For L
sufficiently large and cst the constant of (10.2.1),
‖(e−U+(B)−tδVˆ (B))ζ‖Tϕ,y(h+,λ ) ≤ 2e−c
st|ϕ/h+|4 +2e−c
stL−d ∑b∈B(B) |
ϕ+ζb
h+
|4
, (10.2.14)
where Vˆ = V −Q and δVˆ = θVˆ −U+. The same estimate holds with U+ replaced
by U+−u+ on the left-hand side.
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Proof. By monotonicity, we may assume that h+ = h+. It follows from the defini-
tion of θζ that
(e−(1−t)U+(B)−tθVˆ (B))ζ = e−(1−t)U+(B) ∏
b∈B(B)
(e−tθVˆ (b))ζ . (10.2.15)
By the product property and Lemma 10.2.4,
‖(e−(1−t)U+(B)−tθVˆ (B))ζ‖Tϕ,y(h+,λ )
≤
(
21/2e
−2cst| ϕh+ |
4)(1−t)
∏
b∈B(B)
‖(e−tθVˆ (b))ζ‖Tϕ,y(h+,λ ). (10.2.16)
By Lemma 10.2.3, with t = L−d , we estimate each factor under the product over
blocks and multiply the resulting estimate to obtain
‖(e−(1−t)U+(B)−tθVˆ (B))ζ‖Tϕ,y(h+,λ )
≤
(
21/2e
−2cst| ϕh+ |
4)(1−t)(
21/4e
−4cstL−d ∑b∈B(B) |
ϕ+ζb
h+
|4)t
. (10.2.17)
Then we apply the arithmetic mean inequality a1−tbt ≤ (1− t)a+ tb≤ a+b to the
right-hand side, to obtain the desired inequality.
10.3 Bound on S0: proof of Lemma 10.1.4
In this section, we prove Lemma 10.1.4. We begin with an estimate for Gaussian
integrals that is useful in the proof of Lemma 10.1.4 and is also useful later.
10.3.1 Estimation of Gaussian moments
We exploit the fact that values of ζ significantly larger than `+ are unlikely, via
the existence of high moments implied by the following lemma for powers of P` +
convolved with a quartic exponential factor. Recall from (7.1.14) that Ph(t) = 1+
|t|/h.
Lemma 10.3.1. For q ≥ 0 there exists c2 > 0 (depending on q) such that for all
h+ ≥ `+ and 0≤ c1 ≤ 18 L4,
E+(Pq`+(ζb)e
−c1|ϕ+ζbh+ |
4
)≤ c2e−
c1
2 |
ϕ
h+
|2
. (10.3.1)
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Proof. Throughout the proof, we write ζ = ζb. For t,u,v ∈ Rn, we use the inequal-
ities |t|2 ≥ |t|− 14 , |u+ v| ≥ ||u|− |v||, and 2|u||v| ≤ 12 |u|2+2|v|2, to conclude that
|u+ v|4 ≥ (|u|− |v|)2− 1
4
= |u|2+ |v|2−2|u||v|− 1
4
≥ 12 |u|2−|v|2−
1
4
. (10.3.2)
This gives
e
−c1|ϕ+ζh+ |
4
≤ e
c1
4 −
c1
2 |
ϕ
h+
|2
e
c1| ζh+ |
2
. (10.3.3)
Since Pq`+(ζ ) = Oq(e
c1| ζ`+ |
2
) and h+ ≥ `+,
E+(Pq`+(ζ )e
−c1|ϕ+ζh+ |
4
)≤ e
c1
4 −
c1
2 |
ϕ
h+
|2
Oq(E+e
2c1| ζ`+ |
2
). (10.3.4)
To complete the proof it suffices to show that E+e
2c1| ζ`+ |
2 ≤ 2n/2. As in (7.6.2), we
write c2+ =C+;x,x. The coefficient
2c1
`2+
of |ζ |2 is bounded by
2c1
`2+
=
2
8c2+
8c1c2+
`2+
≤ 2
8c2+
8c1L2
`20
≤ 2
8c2+
, (10.3.5)
where we used (8.1.5) followed by `20 = L
6 from (8.1.3) and the c1 hypothesis.
Denote by X the first component of c−1+ ζ ∈Rn. Then X is a standard normal variable,
so
E+(e
2
8 X
2
) =
∫ ∞
−∞
1√
2pi
e−
1
2 z
2
e
2
8 z
2
dz =
√
2. (10.3.6)
The components of ζ are independent, and hence, by (10.3.5), E+e2c1`
−2
+ |ζ |2 ≤
E(e 28 c
−2
+ |ζ |2) = 2n/2 as desired.
10.3.2 Bound on S0
We begin with preparation and explanation and then prove Lemma 10.1.4. We recall
from the definition of S0 in (10.1.7) that
S0 = eu+|B|
(
E+θe−Vˆ (B)− e−U+(B)
)
. (10.3.7)
By Lemma 5.2.6 applied with Vˆ in place of V , and using U+ =Upt(Vˆ ),
Ee−θVˆ (B) = e−U+(B)
(
1+ 18
(
Var+θVˆ (B)
)2
+EA3(B)
)
, (10.3.8)
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where, with δVˆ = θVˆ (B)−U+(B),
A3(B) =− 12! (δVˆ )
3
∫ 1
0
e−tδVˆ (1− t)2 dt. (10.3.9)
Thus
S0 = e−U+(B)+u+|B|
(
1
8
(
Var+θVˆ (B)
)2
+EA3(B)
)
. (10.3.10)
Note that there is a cancellation in the exponent on the right-hand side, namely
U+−u+ = g+τ2+ν+τ. (10.3.11)
In the proof of Lemma 10.1.4, the ratio c+/h+ occurs when estimating expec-
tations in which some fields have been replaced by their typical values under the
fluctuation-field expectation, which is c+, rather than giving them size h+ through
the norm. Recall the definitions ` j = `0L− j and h j = k0g˜
−1/4
j L
− j from (8.1.4) and
(8.1.7), and recall the inequality c+ ≤ ϑ jL− j from (8.1.5). These imply that
c+
h+
≤
{
ϑ (h+ = `+)
ϑLk−10 g˜
1/4
+ (h+ = h+).
(10.3.12)
This ratio sometimes occurs multiplied by ‖V (B)‖T0,y(h+); this factor is the size
of the sum of V over a block B if the field has size h+. We define
ε¯ = ε¯(h) =
{
ϑ˜ g˜ (h= `)
ϑ˜ g˜1/4 (h= h).
(10.3.13)
By Lemma 9.3.4, if V ∈ D and h+ ∈ {`+,h+}, then
c+
h+
‖V ∗(B)‖T0,y(h+,λ ) ≤ OL(ε¯) (10.3.14)
c+
h+
‖Vˆ (B)‖T0,y(h+,λ ) ≤ OL(ε¯), (10.3.15)
where we also assume ‖K(b))‖T0(`) ≤ g˜ for (10.3.15).
To prove Lemma 10.1.4 it suffices to show that, for h+ ∈ {`+,h+},
‖S0‖Tϕ,y(h+,λ ) ≤ OL(ε¯3+(h))P12h+(ϕ)e−cL|ϕ/h+|
2
. (10.3.16)
The desired inequality (10.1.16) then follows immediately from (10.3.16) and the
definition of theW(λ )-norm in (9.2.6).
Note that h+ appears in the right-hand side of (10.3.16), regardless of the choice
of h+ ≤ h+. The inequality (10.3.16) reveals why we need h+ = h+, and why it is
not enough to use h+ = `+. Indeed, uniformly in g˜> 0 small, the supremum over ϕ
of Pph+(ϕ)e
−c|ϕ/h+|2 is bounded if h+ = h+, but diverges as g˜→ 0 if h+ = `+. We
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control this large field problem with our choice h+ = h+. For h+ = `+ we still use
the fact that trivially Pph+(ϕ)e
−c|ϕ/h+|2 ≤ 1 when ϕ = 0.
The following proof relies heavily on our specific choice of the polynomial Upt.
Proof of Lemma 10.1.4. As noted above, it suffices to prove (10.3.16). For this, by
(10.3.10) and Lemma 7.5.1, it is enough to prove that there are constants cL,CL such
that, for g˜ sufficiently small, L sufficiently large, V ∈D, B∈B+, and h+ ∈ {`+,h+},
‖e−(U+−u+)(B)‖Tϕ,y(h+,λ ) ≤ 2e−c|ϕ/h+|
4
, (10.3.17)
‖Var+
(
θVˆ (B)
)‖Tϕ,y(h+,λ ) ≤CL( c+h+ )2ε¯2P4h+(ϕ), (10.3.18)
‖e−(U+−u+)(B)E+A3‖Tϕ,y(h+,λ ) ≤CLε¯3P12h+(ϕ)e−cL|ϕ/h+|
2
. (10.3.19)
The following proof of these estimates shows that they also hold with V instead of
Vˆ and Upt instead of U+; in fact, this replacement simplifies the proof.
The inequality (10.3.17) is proved in Lemma 10.2.4. For (10.3.18), Lemma 7.6.1
gives
‖Var+
(
θVˆ (B)
)‖Tϕ,y(h+,λ ) ≤ c( c+h+ )4|B|2‖Vˆ‖2T0,y(h+,λ )P4h+(ϕ), (10.3.20)
where we recall that Var+
(
θVˆ (B)
)
is a degree 4 monomial since j < N and so Loc
in (7.6.3) is the identity. Now (10.3.18) follows from (10.3.15).
It remains to prove (10.3.19). We write δVˆ in place of δVˆ (B). Starting with the
definition (10.3.9) of A3, we use
∫ 1
0 (1− t)2dt = 13 , followed by (7.3.2), to obtain
‖e−(U+−u+)(B)E+A3‖Tϕ,y(h+,λ )
≤ 1
3!
sup
t∈[0,1]
‖E+
(
δVˆ 3e−(U+−u+)(B)−tδVˆ
)
‖Tϕ,y(h+,λ )
≤ 1
3!
sup
t∈[0,1]
E+
(
‖(δVˆ )ζ‖3Tϕ,y(h+,λ )‖(e−(U+−u+)(B)−tδVˆ )ζ‖Tϕ,y(h+,λ )
)
. (10.3.21)
Since ‖Vˆ (B)‖T0,y(h+,λ ) ≤ 1 by Lemma 9.3.4, we can apply Proposition 7.6.4 (with
m = 3). In the bound of Lemma 9.3.4, the normalised sum over x can be replaced
by a normalised sum over b since ζ is constant on small blocks. Together with
(10.3.14), we conclude that there is a constant c such that
‖δVˆζ‖3Tϕ,y(h+,λ ) ≤ cε¯3P12h (ϕ)
1
Ld ∑b∈B(B)
P12`+ (ζb). (10.3.22)
By (10.2.14),
‖(e−(U+−u+)(B)−tδVˆ )ζ‖Tϕ,y(h+,λ ) ≤ 2e−c
st|ϕ/h+|4 +2e−c
stL−d ∑b∈B(B) |
ϕ+ζb
h+
|4
≤ 2e−cst|ϕ/h+|4 +2e−c
stL−d |ϕ+ζbh+ |
4
, (10.3.23)
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where in the second line b is an arbitrary block in B(B).
By combining (10.3.21)–(10.3.23), ‖e−(U+−u+)(B)E+A3‖Tϕ,y(h+,λ ) is bounded by
O
(
ε¯3
)
P12h (ϕ)
1
Ld ∑b∈B(B)
(
e−c
st|ϕ/h+|4E+
(
P12`+ (ζb)
)
+E+
(
P12`+ (ζb)e
−cstL−d |ϕ+ζbh+ |
4))
.
(10.3.24)
By (10.3.1) with c1 = 0 the first expectation is at most c2; by (10.3.1) with c1 =
cstL−d we also bound the second expectation. After these bounds there is no longer
any b dependence and the normalised sum drops out. Therefore
‖e−(U+−u+)(B)E+A3‖Tϕ,y(h+,λ ) ≤ O
(
ε¯3
)
P12h (ϕ)
(
e−c
st|ϕ/h+|4 + e−
cstL−d
2 |ϕ/h+|2
)
.
(10.3.25)
This implies (10.3.19) and completes the proof.
10.4 Bound on S1: proof of Lemma 10.1.5
In this section, we prove Lemma 10.1.5. Recall from (10.1.8) that
S1 = eu+|B| ∑
X ⊂B(B)
|X | ≥ 1
E+θ
(
e−Vˆ (B\X)KˆX
)
. (10.4.1)
Let (V,K) ∈ D, and recall the hypotheses that λV ≤ g˜ and λK ≤ g˜9/4. We define
λK(h)≤ 1 by
λK(h) =
{
λK (h= `)
λK g˜−9/4 (h= h).
(10.4.2)
Recall from (9.2.6) that the extended W-norm is defined to be ‖K‖Wy(λ ) =
‖K(b)‖T0,y(`,λ ) + g˜9/4‖K(b)‖T∞,y(h,λ ), where ‖K(b)‖T∞(h) = supϕ ‖K(b)‖Tϕ (h). To
prove Lemma 10.1.5, it suffices to prove that, for (ϕ,h+) equal to either (∞,h+)
or (0, `+),
‖S1‖Tϕ,y(h+,λ ) ≤ OL(ε¯3+(h)+λK(h)), (10.4.3)
since these two bounds combine to give the desired estimate ‖S1‖W+(λ )≤OL(ϑ 3+g˜3+).
The inequality (10.4.3) is an immediate consequence of (10.4.1), the triangle in-
equality, and the following lemma because there are at most 2L
d
terms in the sum in
(10.4.1).
Lemma 10.4.1. For (ϕ,h+) equal to either (∞,h+) or (0, `+),
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‖eu+|B|E+θ(e−Vˆ (B\X)KˆX )‖Tϕ,y(h+,λ ) ≤ OL(ε¯3+(h)+λK(h))|X |. (10.4.4)
To prove Lemma 10.4.1, we first develop general estimates relating the norm of
an expectation to the expectation of the norm, as well as estimates on Kˆ. Note that
it follows exactly as in the proof of (8.2.10) that, for F ∈ F ,
‖F‖Tϕ,y(`,λ ) ≤ P10` (ϕ)‖F‖W(λ ). (10.4.5)
Lemma 10.4.2. For a family F(b) ∈N (b) where b ∈ B(B),
‖E+θFB‖T0,y(`+,λ ) ≤ OL(1) ∏
b∈B(B)
‖F(b)‖W+(λ ), (10.4.6)
‖E+θFB‖T∞,y(h+,λ ) ≤ ∏
b∈B(B)
‖F(b)‖T∞,y(h+,λ ). (10.4.7)
Proof. By (7.3.3),
‖E+θFB‖Tϕ,y(h+,λ ) ≤ E+
(
∏
b∈B(B)
‖F(b)‖Tϕ+ζb ,y(h+,λ )
)
. (10.4.8)
This immediately implies (10.4.7). With (10.4.5), it also gives
‖E+θFB‖T0,y(`+,λ ) ≤ O(1)
(
∏
b∈B(B)
‖F(b)‖W+(λ )
)
E+
(
∏
b∈B(B)
P10`+ (ζb)
)
.
(10.4.9)
By Ho¨lder’s inequality,
E+
(
∏
b∈B(B)
P10`+ (ζb)
)
≤ E+P10Ld`+ (ζb). (10.4.10)
The expectation on the right-hand side is bounded by an L-dependent constant by
Lemma 10.3.1. This completes the proof.
Lemma 10.4.3. For λK ≥ 0,
‖Kˆ(b)‖T∞,y(h,λ ) ≤ OL
(‖K∗(b)‖T∞,y(h,λ )), (10.4.11)
‖Kˆ(b)‖Wy(λ ) ≤ OL
(‖K∗(b)‖W(λ )). (10.4.12)
In particular, for (V,K) ∈ D,
‖Kˆ(b)‖T∞,y(h,λ ) ≤ OL
(
ϑ 3g˜3+λK
)
g˜−9/4, (10.4.13)
‖Kˆ(b)‖Wy(λ ) ≤ OL
(
ϑ 3g˜3+λK
)
. (10.4.14)
Proof. We drop the block b from the notation. By the definition of Kˆ in (10.1.3),
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Kˆ = K+ e−V − e−V+Q = K−
∫ 1
0
Qe−V+sQ ds. (10.4.15)
This implies that
‖Kˆ‖Tϕ,y(h,λ ) ≤ ‖K∗‖Tϕ,y(h,λ )+‖Q‖Tϕ,y(h,λ ) sup
s∈[0,1]
‖e−V ∗+sQ‖Tϕ,y(h,λ ). (10.4.16)
By (9.3.4), (9.3.11), (9.3.15) and (9.3.19)
‖Q‖Tϕ,y(h,λ ) ≤ 2P4h(ϕ)‖K∗‖T0,y(h,λ ). (10.4.17)
We apply Lemma 10.2.3 to bound the exponential, after making use of the comment
above Lemma 10.2.2 which permits it to be applied on a small block by choosing
t = L−d . Consequently, the product P4h(ϕ)‖e−V+sQ‖Tϕ,y(h,λ ) is bounded by O(1) if
ϕ = 0 and h= `, and uniformly in ϕ by O(t−1) = O(Ld) if h= h. Therefore,
‖Kˆ‖T∞,y(h,λ ) ≤ O(Ld)‖K∗‖T∞,y(h,λ ), ‖Kˆ‖T0,y(`,λ ) ≤ O(1)‖K∗‖T0,y(`,λ ). (10.4.18)
This proves (10.4.11) and (10.4.12).
By (9.3.12), (9.3.13) and the definition (8.2.12) of D,
‖K∗‖T0,y(`,λ ) ≤CRGϑ 3g˜3+λK , (10.4.19)
‖K∗‖T∞,y(h,λ ) ≤CRGϑ 3g˜3/4+λK g˜−9/4. (10.4.20)
This implies (10.4.13) and (10.4.14) and completes the proof.
Proof of Lemma 10.4.1. Let J = E+θ(e−Vˆ (B\X)KˆX ). By the product property fol-
lowed by Lemma 10.2.4 with t = 1,
‖eu+|B|J‖Tϕ,y(h+,λ ) ≤ ‖eu+|B|‖Tϕ,y(h+,λ )‖J‖Tϕ,y(h+,λ ) ≤ 21/2‖J‖Tϕ,y(h+,λ ). (10.4.21)
Therefore we are reduced to proving that ‖J‖Tϕ,y(h+,λ ) = OL(ε¯3+(h)+λK(h))|X | for
the two cases (ϕ,h+) = (∞,h+) and (ϕ,h+) = (0, `+). We write J = E+θFB with
F defined by
F(b) =
{
Kˆ(b) (b ∈ X),
e−Vˆ (b) (b ∈ B\X). (10.4.22)
Suppose first that (ϕ,h+) = (∞,h+). By (10.4.7),
‖J‖T∞,y(h+,λ ) ≤ ∏
b∈B(B)
‖F(b)‖T∞,y(h+,λ ). (10.4.23)
For b∈B(X)we bound F(b) using (10.4.13); for b∈B(B\X)we bound F(b) using
Lemma 10.2.3 with t = L−d and s = 1. The result is
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‖F(b)‖T∞,y(h+,λ ) ≤
{
OL
(
ϑ 3g˜3+λK
)
g˜−9/4 (b ∈ X)
2L
−d/4 (b ∈ B\X). (10.4.24)
When
(
ϑ 3g˜3 + λK
)
g˜−9/4 is rewritten in terms of λK(h) defined in (10.4.2) and ε¯
defined in (10.3.13), it becomes ε¯3+(h)+λK(h). Therefore, from (10.4.23), we have
‖J‖T∞,y(h+,λ ) ≤ OL(ε¯3+(h)+λK(h))|X | as desired.
Suppose now that (ϕ,h+) = (0, `+). By (10.4.6),
‖J‖T0,y(`+,λ ) ≤ OL(1) ∏
b∈B(B)
‖F(b)‖W+(λ ). (10.4.25)
For b ∈ B(X) we bound F(b) using (10.4.14); for b ∈ B(B \X) we bound F(b) =
e−Vˆ (b) using Lemma 10.2.3 with t = L−d and s = 1. In more detail, Lemma 10.2.3
bounds the T∞,y(h+,λ ) norm of e−Vˆ (b) and this is one of the two terms in the defini-
tion (9.2.6) of theW+(λ+)-norm. However, the Tϕ,y(h+,λ )-seminorm becomes the
T0,y(h+,λ )-seminorm by setting ϕ = 0, and the T0,y(h+,λ )-seminorm is larger than
the T0,y(`+,λ )-seminorm because h+ ≥ `+. Therefore Lemma 10.2.3 also bounds
the other term in theW+(λ )-norm. Thus we have
‖F(b)‖W+(λ ) ≤
{
OL
(
ϑ 3g˜3+λK
)
g˜−9/4 (b ∈ X)
2L
−d/4(1+ g˜9/4) (b ∈ B\X). (10.4.26)
By (10.4.6), this implies ‖J‖W+(λ ) ≤ OL(ε¯3+(h)+λK(h))|X | as desired.
10.5 Crucial contraction
Throughout this section, we work with the Tϕ(h)-seminorm. In fact, the analysis
presented here also applies for the Tϕ,y(h,λ )-seminorm, but we do not require the
more detailed information that it encodes.
The crucial contraction is the (p,q) = (0,1) case of (10.1.2), which asserts that if
(V,K) ∈ D then ‖DKΦK+‖ ≤ κ with κ = O(L−2). This estimate is the key fact used
to prove that K does not grow from one scale to the next as long as (V,K) remains
in the renormalisation group domain D. It relies heavily on our specific choice in
(5.2.31) of the polynomial U+ =Φpt(V −Loc(eV K)) as part of the definition of the
renormalisation group map. This choice transfers the growing contributions from
K into V where they are dominated by terms that are quadratic in the coupling
constants.
Proposition 10.5.1. Let L be sufficiently large, and let g˜ be sufficiently small de-
pending on L. For (V,K)∈D, the Fre´chet derivative ofΦK+ as a map fromW→W+
at K = 0 obeys
‖DKΦK+(V,0)‖W→W+ ≤ κ (10.5.1)
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with κ = O(L−2)< 1.
As in (10.1.6), we write K+ =Φ+(V,K) and
K+(B) = S0+S1. (10.5.2)
The next lemma shows that the K-derivative of S0 is negligible.
Lemma 10.5.2. Under the hypotheses of Proposition 10.5.1,
‖DKS0‖V×W→W+ ≤ O(ϑ 3+g˜2+)≤ O(L−2). (10.5.3)
Proof. We apply Lemma 10.1.4 with λV = λK = g˜, and obtain
‖S0‖W+(λ ) ≤ OL(ϑ 3+g˜3+). (10.5.4)
The desired result then follows immediately from Lemma 9.2.1.
Thus the main work in proving the crucial contraction rests with estimation of
the K-derivative of S1. By the definition of S1 in (10.1.8),
S1 = eu+|B|∑
b∈B
E+θ
(
e−Vˆ (B\b)Kˆ(b)
)
+ eu+|B| ∑
X ⊂B(B)
|X | ≥ 2
E+θ
(
e−Vˆ (B\X)KˆX
)
. (10.5.5)
For the first term, we write Q(b) = Loc(eV (b)K(b)) as in (9.1.3), and use the defini-
tion of Kˆ in (10.1.3) to obtain
Kˆ = e−V
(
1− eQ+ eV K)= e−V (1−Loc)(eV K)+A, (10.5.6)
with
A(b) = e−V (b)(1+Q(b)− eQ(b)). (10.5.7)
This gives
∑
b∈B
E+θ
(
e−Vˆ (B\b)Kˆ(b)
)
= E+θT K(b)+∑
b∈B
E+θ
(
e−Vˆ (B\b)A(b)
)
, (10.5.8)
with
T K = ∑
b∈B(B)
(
e−V (B)(1−Loc)(eV (b)K(b))
)
. (10.5.9)
We write eu+|B| = eupt|B|+δ with δ = eu+|B|− eupt|B|. Then the above leads to
S1 = (eupt|B|+δ )E+θT K+ eu+|B|∑
b∈B
E+θ
(
e−Vˆ (B\b)A(b)
)
+ eu+|B| ∑
X ⊂B(B)
|X | ≥ 2
E+θ
(
e−Vˆ (B\X)KˆX
)
. (10.5.10)
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We will show in the proof of Proposition 10.5.1 that the linear term eupt|B|E+θT K
on the right-hand side is the Fre´chet derivative of S1, and that the other terms are
error terms.
Before doing so, in Lemma 10.5.3 we obtain an estimate for the norm of the
linear operator T . In T K(b) there are a dangerous number |B(B)| = L4 of terms in
the sum over b. Thus, naively, the operator norm of T is not obviously small. On the
other hand, the operator 1−Loc has an important contractive property. According
to Definition 5.2.2, Loc = Tay4. The contractive property of 1−Loc is given by
Lemma 7.5.3, which asserts that if F :Rn→R is O(n)-invariant and if h+ ≤ h, then
‖(1−Loc)F‖Tϕ (h+) ≤ 2
(
h+
h
)6
P6h+(ϕ) sup
0≤t≤1
‖F‖Ttϕ (h). (10.5.11)
The hypothesis that F is O(n)-invariant has been used here to replace Loc= Tay4 by
Tay5, which is possible since F
(5)(0) = 0. (Since we have made the choice pN =
∞, the hypothesis concerning pN in Lemma 7.5.3 is certainly satisfied.) We use
(10.5.11) in Lemma 10.5.3 to obtain a factor (h+/h)6 = O(L−6), which more than
compensates for the entropic factor L4, resulting in an estimate of order L−2 for the
norm of T .
Lemma 10.5.3. Let L be sufficiently large, and let g˜ be sufficiently small depending
on L. For V ∈ D and K˙ ∈ F ,
‖T K˙‖W+ ≤ O(L−2)‖K˙‖W . (10.5.12)
Proof. It suffices to prove that
‖T K˙‖T∞(h+) ≤ O(L−2)‖K˙‖T∞(h), (10.5.13)
‖T K˙‖T0(`+) ≤ O(L−2)‖K˙‖T0(`). (10.5.14)
By the definition of Loc, and by the O(n) symmetry of V and K, the Taylor
expansion of (1−Loc)(eV (b)K˙(b)) starts at order 6. Therefore, the same is true for
e−V (b)(1−Loc)(eV (b)K˙(b)). Thus 1−Loc acts on it as the identity, and
e−V (B)(1−Loc)(eV (b)K˙(b))= e−V (B\b)e−V (b)(1−Loc)(eV (b)K˙(b))
= e−V (B\b)(1−Loc)e−V (b)(1−Loc)(eV (b)K˙(b)). (10.5.15)
We insert this equality into the definition (10.5.9) of T K˙ and write the result as
T K˙(b) = T1+T2, where
T1K˙ = ∑
b∈B(B)
e−V (B\b)(1−Loc)K˙(b), (10.5.16)
T2K˙ =− ∑
b∈B(B)
e−V (B\b)(1−Loc)(e−V (b)Q˙(b)), (10.5.17)
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with Q˙(b) = Loc
(
eV (b)K˙(b)
)
. The T1 term comes from the 1 and the T2 term from
the −Loc in the inner 1−Loc on the right-hand side of (10.5.15).
Since h+/h= O(L−1) for both h= ` and h= h, it follows from (10.5.11) that
‖T1K˙‖Tϕ (h+) ≤ Ld‖e−V (B\b)‖Tϕ (h+)O(L−6)P6h+(ϕ) sup
0≤t≤1
‖K˙(b)‖Ttϕ (h). (10.5.18)
For h+ = `+ and ϕ = 0, this simplifies to
‖T1K˙‖T0(`+) ≤ O(L−2)‖K˙(b)‖T0(`), (10.5.19)
since the norm of e−V (B\b) is O(1) by Proposition 10.2.1 at the next scale (with t =
1−|b|/|B|= 1−L−d). For h+ = h+, we again apply Proposition 10.2.1 to conclude
that
‖e−V (B\b)‖Tϕ (h+)P6h+(ϕ) = O(1) (10.5.20)
uniformly in ϕ . Therefore,
‖T1K˙‖T∞(h+) ≤ O(L−2)‖K˙(b)‖T∞(h). (10.5.21)
For T2 the method is the same once we have verified that e−V (b)Q˙(b) is bounded
in T∞(h) and in T0(`), which we now do. By (9.3.20) with λV = λK = 0 and (9.3.4),
‖e−V (b)Q˙(b)‖Tϕ (h) ≤ 2‖e−V (b)‖Tϕ (h)P4h(ϕ)‖K˙(b)‖T0(h). (10.5.22)
By Proposition 10.2.1, ‖e−V (b)‖Tϕ (h)P4h(ϕ) is bounded by a constant uniformly
in ϕ for h= h, and when ϕ = 0 for h= `. Now the bounds
‖T2K˙‖T0(`+) = O(L−2)‖K˙‖T0(`), (10.5.23)
‖T2K˙‖T∞(h+) = O(L−2)‖K˙‖T∞(h) (10.5.24)
follow as in the analysis of T1. This completes the proof.
Proof of Proposition 10.5.1. We use the decomposition ΦK+ = S0+S1. By (10.5.3),
the Fre´chet derivative of S0 obeys
‖DKS0(V,0)‖T0(`)×W→W+ = O(g˜2) = O(L−2). (10.5.25)
Thus, it suffices to identify eupt|B|E+θT as the Fre´chet derivative of S1 and to prove
that it is bounded in norm by O(L−2).
We begin with the bound. By Lemma 10.2.4, eupt|B| ≤ 2. By Lemma 10.5.3, to-
gether with (10.4.6)–(10.4.7),
‖E+θT K˙‖T0(`+) ≤ O(1)‖T K˙‖W+ ≤ O(L−2)‖K˙‖W , (10.5.26)
‖E+θT K˙‖T∞(h+) ≤ ‖T K˙‖T∞(h+) ≤ O(L−2)‖K˙‖T∞(h). (10.5.27)
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In particular, we have the desired bound
‖E+θT K˙‖W+ ≤ O(L−2)‖K˙‖W . (10.5.28)
It remains to identify eupt|B|E+θT as the Fre´chet derivative of S1. For this, it
suffices to prove that, for (V,K) ∈ D,
‖S1(V,K)− eupt|B|E+θT K‖T0(`+) = OL(‖K‖2W), (10.5.29)
‖S1(V,K)− eupt|B|E+θT K‖T∞(h+) = OL(‖K‖T∞(h)‖K‖W). (10.5.30)
To prove (10.5.29)–(10.5.30), we will show that the three terms on the right-hand
side of the formula (10.5.10) for S1 involving δ , A, and |X | ≥ 2 are bounded by the
right-hand sides of (10.5.29)–(10.5.30).
The δ term is δE+θT K, with
δ = e−u+|B|− e−upt|B| = e−upt|B|O(|u+−upt||B|). (10.5.31)
By Lemma 10.2.4, the factor e−upt|B| is bounded by 2, and the factor |u+− upt||B|
is bounded by OL(‖K‖T0(`)), by Lemma 9.4.1. With (10.5.26)–(10.5.27), this shows
that the δ term obeys the required estimate.
The term involving A is eu+|B|∑b∈BE+θ(e−Vˆ (B\b)A(b)), with A(b) = e−V (b)(1+
Q(b)− eQ(b)). By Taylor’s formula,
1+Q(b)− eQ(b) =−
∫ 1
0
(1− s)Q(b)2esQ(b) ds. (10.5.32)
This gives
‖A(b)‖Tϕ (h+) ≤ sup
s∈[0,1]
‖Q(b)‖2Tϕ (h+)‖e−V (b)+sQ(b)‖Tϕ (h+). (10.5.33)
By (9.3.19) with λ = 0 and (9.3.4) to bound Q, and Lemma 10.2.3 with t = L−d to
bound the exponential term,
‖A‖Tϕ (h+) ≤ 2‖K(b)‖2T0(h+)P8h+(ϕ)e−ct|ϕ/h+|
4 ≤ OL
(
‖K(b)‖2T0(h+)
)
(10.5.34)
if h+ = h+ or ϕ = 0. Also, ‖e−Vˆ (B\b)‖Tϕ (h+) ≤O(1) by Lemma 10.2.3, and eu+|B| ≤
2 by Lemma 10.2.4. Finally, we apply (10.4.6)–(10.4.7) to estimate the expectation.
The remaining term in (10.5.10) is
eu+|B| ∑
X ⊂B(B)
|X | ≥ 2
E+θ
(
e−Vˆ (B\X)KˆX
)
. (10.5.35)
In the proof of Lemma 10.4.1, an estimate is given for T0(`+)- and T∞(h+)-
seminorms of the terms in the above sum. These estimates show that the norm of the
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sum is dominated by the terms with |X | = 2, and these are respectively O(‖K‖2W)
and O(‖K‖2T∞(h)). This completes the proof.
10.6 Continuity in the mass
In this section, we prove the continuity assertions of Theorems 8.2.4–8.2.5, which
we restate as the following proposition. With m2 fixed, the continuity in (V,K) fol-
lows from the differentiability in (V,K), so our main attention is on continuity in the
mass parameter m2.
In the proposition, the Fre´chet derivatives DpV D
q
KR
U
+ and D
p
V D
q
KΦ
K
+ are multilin-
ear maps defined on directions V˙ ∈ (T0(`))p, K˙ ∈Wq and taking values in T0(`+)
for RU+ and inW+ for ΦK+ .
Proposition 10.6.1. Let m˜2 ≥ 0, let g˜ be sufficiently small (depending on L), and
let p,q ∈ N0. Let 0 ≤ j < N, and let p,q ≥ 0. For ΦK+ , we also assume that L is
sufficiently large. The maps RU+ : D× I+ → U+ and ΦK+ : D× I+ →W+ and their
Fre´chet derivatives DpV D
q
KR
U
+ and D
p
V D
q
KΦ
K
+ are jointly continuous in all arguments
V,K,V˙ , K˙, as well as in m2 ∈ I+.
The proof of Proposition 10.6.1 uses the following lemma. We use the extended
norm in the proof as it controls the Fre´chet derivatives as in Lemma 9.2.1.
Lemma 10.6.2. Let m˜2 ≥ 0. Let B ∈ B+ and suppose that F : D× I+ → N (B)
obeys ‖F‖Tϕ,y(h,λ ) ≤ cF Pkh(ϕ) for some cF ,k ≥ 0. There exists a function η(m2),
with η(m2)→ 0 as m2→ m˜2, such that
‖EC+(m2)θF−EC+(m˜2)θF‖Tϕ,y(h,λ ) ≤ η(m2)cF Pkh(ϕ). (10.6.1)
Proof. Let C =C+(m2) and C˜ =C+(m˜2). Note that C and C˜ differ only in the mul-
tiplicative factor γ j in (4.1.10). Since j < N this factor γ j is a continuous function
of m2, including at m2 = 0. According to the interpretation of Gaussian integration
with respect to a positive semi-definite matrix given in (2.1.3), there is a positive
definite matrix C′ and a subspace Z of RnΛ such that
ECθF(ϕ) =
∫
Z
F(ϕ+ζ )pC′(ζ )dζ (10.6.2)
with
pC′(ζ ) = det(2piC′)−1/2e−
1
2 (ζ ,(C
′)−1ζ ). (10.6.3)
Let C˜′ be the positive definite matrix that similarly represents EC˜.
Since Ph(ϕ+ζ )≤ Ph(ϕ)Ph(ζ ), our assumption on F implies that
‖ECθF−EC˜θF‖Tϕ,y(h,λ ) ≤ cF Pkh(ϕ)
∫
Z
|pC′(ζ )− pC˜′(ζ )|Pkh(ζ )dζ . (10.6.4)
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We define η(m2) to be the integral in the above right-hand side. It goes to zero
as m2→ m˜2 by dominated convergence, since γ j is continuous. This completes the
proof.
Proof of Proposition 10.6.1. We write K+ = ΦK+(V,K) . By Theorems 8.2.4–8.2.5,
R+ and K+ and derivatives are smooth in (V,K), uniformly in m2 ∈ I+ and in unit
directions V˙ , K˙. To show the desired joint continuity in (V,K,V˙ , K˙,m2), it therefore
suffices to show that R+, K+ and their derivatives are continuous in m2 ∈ I+ uni-
formly in (V,K) ∈ D. To do so, we will show that R+ and K+ are continuous in
m2 ∈ I+, uniformly in y = (V,K), where we use the T0,y(`+,λ )-norm for R+ and
the W+(λ )-norm for K+. We require that λ satisfy (10.1.13)–(10.1.14). The con-
tinuity of the derivatives then follows from Lemma 9.2.1. (Note that although the
inverse powers of λ in the bounds of Lemma 9.2.1 may appear dangerous, they do
not create trouble because we are merely proving continuity and make no claim on
the modulus of continuity.)
We begin with R+. By definition,
R+ =ΦU+ (V,K)−ΦU+ (V,0) =Φpt(Vˆ )−Φpt(V ), (10.6.5)
where Vˆ =V −Loc(eV K), and, as in (5.2.18),
Φpt(V ;B) = EC+θV (B)−
1
2
EC+(θV (B);θV (B)). (10.6.6)
The Loc in (5.2.18) plays no role here since, with the hypothesis j < N, we have
the c(1) = 0 hypothesis of Proposition 5.3.5, so Loc is omitted in (10.6.6). Thus to
prove the continuity in m2 of R+, it suffices to prove the continuity of Φpt(Vˆ ) and
of Φpt(V ). These are entirely analogous and we therefore only consider Φpt(Vˆ ). By
Lemma 9.3.4 and (7.5.8),
‖Vˆ (B)‖Tϕ,y(h+,λ ) ≤ P4h(ϕ). (10.6.7)
The product property of the norm then implies that the norm of Vˆ (B)2 is bounded
above by P8h(ϕ). By (10.6.6), the continuity of Φpt(Vˆ ) in m
2 (in T0,y(`+,λ )-norm)
then follows from Lemma 10.6.2.
Next, we prove the continuity of K+ in m2, withW+(λ )-norm. By definition,
K+(B) = eu+|B|
(
EC+(m2)θ
(
e−V +K
)B− e−U+(B)) , (10.6.8)
where U+ = ΦU+ (V,K). We consider the two cases in the definition of theW+(λ )-
norm separately. That is, we consider the T∞,y(h+,λ ) norm and the T0,y(`+,λ )-
seminorm. Since both norms satisfy the product property, it suffices to prove the
continuity of eu+|B|, e−U+(B) and of EC+(m2)θ(e
−V +K)B separately, in both norms.
We first show that e−U+(B) is continuous; the continuity of eu+|B| is analogous
and we do not enter into its details. We write U+ =U+(B,m2) and U˜+ =U+(B, m˜2).
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By the Fundamental Theorem of Calculus,
e−U+ − e−U˜+ =
∫ 1
0
e−tU+−(1−t)U˜+(U+−U˜+)dt. (10.6.9)
We apply the product property of the norm, and use (10.2.11) to bound the norms
of the exponential factors. This gives
‖e−U+ − e−U˜+‖Tϕ,y(h+,λ ) ≤ ‖U+−U˜+‖Tϕ,y(h+,λ )21/2e−2c
st|ϕx/h+|4
≤ ‖U+−U˜+‖T0,y(h+,λ )P4h+(ϕ)21/2e−2c
st|ϕx/h+|4 .
(10.6.10)
For the T0,y(`+,λ )-norm, the ϕ-dependent factors on the right-hand side are ab-
sent, and the continuity then follows from the fact shown earlier in the proof that
U+ = Φpt(Vˆ ) is continuous in m2 when considered as a map into T0,y(`+,λ ). For
the T∞,y(h+,λ )-norm, we have a uniform bound on the product of the exponential
and polynomial factors in the last line, and the norm on the right-hand side goes to
zero as m2→ m˜2 as a consequence of the h+ = `+ case and Lemma 7.1.5.
Finally, we prove the continuity of EC+(m2)θ(e
−V +K)B in m2. Let G = e−V +K
and F = GB. By Lemma 10.6.2, it suffices to prove that there are constants cF ,k
such that, for h+ = `+ and h+ = h+,
‖F‖Tϕ,y(h+,λ ) ≤ cF Pkh+(ϕ). (10.6.11)
By the product property, (10.6.11) will follow once we prove that there are constants
cG,m such that
‖G‖Tϕ,y(h+,λ ) ≤ cGPmh+(ϕ). (10.6.12)
By (9.3.12), (9.3.13), (10.2.10), and the assumption (V,K) ∈ D,
‖e−V ∗(B)‖T∞,y(h+,λ ) ≤ 2, ‖K∗‖T∞,y(h+,λ ) ≤ 2, ‖K∗‖Tϕ,y(`+,λ ) ≤ 4P` (ϕ)10,
(10.6.13)
where for the last inequality we also used (7.5.17). Therefore, by the triangle in-
equality,
‖G‖T∞,y(h+,λ ) ≤ 4, ‖G‖Tϕ,y(`+,λ ) ≤ 8P` (ϕ)10. (10.6.14)
This gives (10.6.12) and completes the proof.
10.7 Last renormalisation group step: Proof of Proposition 6.2.2
In this section, we prove Proposition 6.2.2, which accounts for the last renormali-
sation group step. This last step is given by the map defined in Definition 5.2.11. It
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does not change scale, and it does not extract the growing contributions from K as
this is unnecessary because the map is not iterated. Until the last step, we have relied
on the vanishing of c(1), but the last covariance does not satisfy c(1)
Nˆ
= 0. The last
step therefore involves the additional perturbative contribution WNˆ =− 12 c
(1)
Nˆ
g2N |ϕ|6
(recall (5.3.24)).
At scale N there is only one block B =Λ ∈ BN(Λ), and
CNˆ = m
−2QN (10.7.1)
with QN defined by (4.1.2). Then, by definition, c
(1)
Nˆ
= ∑x∈B QN;0x = m−2, and by
(7.6.2) c+ = m−1L−dN/2.
According to Definition 5.2.11, the final renormalisation group map (V,K) 7→
(UNˆ ,KNˆ) is defined by
UNˆ =Upt(V ) = gNˆτ
2+νNˆτ+uNˆ , (10.7.2)
KNˆ(B) = e
−VNˆ(B)
(
1
8
(
LocVarCNˆ (θV )
)2
+ECNˆ A3(B)
)
+ euNˆ |B|ECNˆθK(B).
(10.7.3)
Here, as in (5.2.20) and (5.2.21),
δV = θV −Upt(V ), (10.7.4)
A3(B) =
1
2!
∫ 1
0
(−δV (B))3e−tδV (B)(1− t)2dt. (10.7.5)
By Proposition 5.2.12, provided that the expectations on the right-hand side are
well-defined,
ECNˆ
(
e−θVN(B)+θKN(B)
)
= e−uNˆ |B|
(
e−VNˆ(B)
(
1+WNˆ(B)
)
+KNˆ(B)
)
. (10.7.6)
The following proposition is a restatement of Proposition 6.2.2.
Proposition 10.7.1. Fix L sufficiently large and g0 > 0 sufficiently small, and sup-
pose that m2L2N ≥ 1. Let (VN ,KN) ∈ DN . Derivatives with respect to ν0 are evalu-
ated at (m2,νc0(m
2)).
(i) The perturbative part of the last map obeys
gNˆ = gN(1+O(ϑNgN)), L
2N |νNˆ |= O(ϑNgN), WNˆ =−
1
2
c(1)
Nˆ
g2N |ϕ|6, (10.7.7)
∂νNˆ
∂ν0
=
(
gN
g0
)γ
(c+O(ϑNgN)),
∂gNˆ
∂ν0
= O
(
L2Ng2N
(
gN
g0
)γ)
, (10.7.8)
with c = 1+O(g0) from Theorem 6.2.1.
(ii) At scale N, the expectations on the right-hand side of (10.7.6) exist, and
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|KNˆ(0)|+L−2N |D2KNˆ(0;1,1)|= O(ϑ 3Ng3N), (10.7.9)
L−2N
∣∣∣∣ ∂∂ν0 KNˆ(0)
∣∣∣∣+L−4N ∣∣∣∣ ∂∂ν0 D2KNˆ(0;1,1)
∣∣∣∣= O(ϑ 3Ng2N(gNg0
)γ)
. (10.7.10)
Proof. We again use the parameter ε¯N defined in (10.3.13), which obeys
ε¯N = ε¯N(h)
{
ϑNgN (h= `)
ϑNg
1/4
N (h= h).
(10.7.11)
(i) The formula for WNˆ follows from (5.3.24).
By (10.7.2) and (5.2.18),
UNˆ(B) = ECNˆθVN(B)−
1
2
LocVarCNˆ (θVN(B)). (10.7.12)
Fix λV ≤ gN . By Lemma 9.3.4, ‖VN(B)‖T0,y(hN ,λ ) is at most 1 for hN = hN and is
at most O(gN) for hN = `N . Since N > jm by assumption, we have (mLN)−1 ≤ ϑN .
Therefore, by Lemma 7.6.3 and c+ = m−1L−dN/2, there exists c> 0 such that
‖UNˆ(B)−VN(B)‖Tϕ,y(h,λ ) ≤ c m
−1L−dN/2
hN
‖VN(B)‖T0,y(h,λ )P4h(ϕ)
≤ O(ε¯N)P4h(ϕ). (10.7.13)
With hN = `N and ϕ = 0, this implies in particular that µNˆ = µN +O(ϑngN), from
which the estimate on νNˆ in (10.7.7) holds because νN obeys that estimate. For the
bound gNˆ = gN(1+O(ϑNgN)), we observe that gN is the only contribution to gNˆ
from ECNˆθVN(B), so the difference is contained in the covariance term in (10.7.12),
and this term obeys the quadratic upper bound (7.6.3). This then gives gNˆ − gN =
O(ϑNg2N)), and the proof of (10.7.7) is complete.
The proof of (10.7.8) follows as in (8.4.24)–(8.4.25) with j replaced by N and
j+ 1 replaced by Nˆ; in fact it is easier here because there is no dependence on KN
for gNˆ ,νNˆ .
(ii) Fix λV ≤ gN and let λK(h) be given by (10.4.2) with λK ≤ g9/4N . It suffices to
prove that for (ϕ,hN) equal to either (∞,hN) or (0, `N),
‖KNˆ(B)‖Tϕ,y(hN ,λ ) ≤ O(ε¯3N +λK(h)), ‖K′Nˆ(B)‖Tϕ (hN) ≤ O(ϑ 3Ng2Nµ ′N), (10.7.14)
where K′ = ∂∂ν0 KNˆ . Indeed, this is more than is needed, the case (ϕ,h) = (0, `N) suf-
fices as it implies (10.7.9)–(10.7.10) because ‖1‖ΦN(`N) = O(LN) by (8.4.6) (recall
(8.4.7)).
According to (10.7.3),
KNˆ(B) = e
−VNˆ(B)
(
1
8
(
LocVarCNˆ (θVN)
)2
+ECNˆ A3(B)
)
+ euNˆ |B|ECNˆθKN(B).
(10.7.15)
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To estimate the terms in (10.7.15), we use the bounds, valid for (ϕ,h) equal to either
(∞,hN) or (0, `N),
e‖UNˆ(B)‖Tϕ,y(hN ,λ ) ≤ 2, (10.7.16)
‖LocVarCNˆ (θVN(B))‖Tϕ,y(hN ,λ ) ≤ O(ε¯2N)P4hN (ϕ) (10.7.17)
‖ECNˆ A3(B)‖Tϕ,y(hN ,λ ) ≤ O(ε¯3N), (10.7.18)
‖ECNˆθKN(B)‖Tϕ,y(hN ,λ ) ≤ O(ε¯3N +λK(h)). (10.7.19)
The first three inequalities follow as in the proof of Lemma 10.1.4 in Section 10.3.2
(we also use Loc = Tay4 and Lemma 7.5.1 for (10.7.17)), and we omit the de-
tails. The inequality (10.7.19) follows as in Lemma 10.4.2 (though here the product
over blocks has only one block), together with the norm estimates on K given by
(9.3.12)–(9.3.13) and our assumption that KN lies in the domain.
Finally, to prove the bound (10.7.14) on K′Nˆ we first use the chain rule to obtain
K′Nˆ(VN ,KN) = DV KNˆ(VN ,KN)V
′
N +DKKNˆ(VN ,KN)K
′
N . (10.7.20)
By Lemma 9.2.1 with λV = gN and λK = g
9/4
N , this gives
‖K′Nˆ‖Tϕ (hN) ≤
(
λ−1V ‖V ′N‖T0(`N)+λ−1K ‖K′N‖WN
)‖KNˆ‖WN
≤
(
g−1N ‖V ′N‖T0(`N)+g
−9/4
N ‖K′N‖WN
)
O(ϑ 3Ng
3
N). (10.7.21)
The norms of the derivatives on the right-hand side are respectively bounded in
(6.2.10) and (8.4.9), and using these bounds we obtain
‖K′Nˆ‖Tϕ (hN) ≤
(
g−1N µ
′
N +g
−9/4
N µ
′
Ng
2
N
)
O(ϑ 3Ng
3
N) = O(ϑ
3
Ng
2
Nµ
′
N). (10.7.22)
This completes the proof.
Remark 10.7.2. We emphasise that the first inequality of (10.7.14) proves a
stronger result than is required for (10.7.9). Indeed, for the standard norm it im-
plies that, for (ϕ,h) equal to either (∞,hN) or (0, `N),
‖KNˆ(B)‖Tϕ (hN) ≤ O(ε¯3N). (10.7.23)
In particular, (10.7.9) is a consequence of this T0(`N) estimate.
Part IV
Self-avoiding walk and supersymmetry

Chapter 11
Self-avoiding walk and supersymmetry
A strength of the renormalisation group method presented in this book is that it
applies with little modification to models which incorporate fermion fields. This al-
lows, in particular, for a rigorous analysis of a version of the continuous-time weakly
self-avoiding walk (also known as the lattice Edwards model). The continuous-time
weakly self-avoiding walk is predicted to lie in the same universality class as the
standard self-avoiding walk. In this chapter, whose results are not used elsewhere in
the book, we give an introduction to the continuous-time weakly self-avoiding walk
and its representation as a supersymmetric spin system.
We begin in Section 11.1 with a brief discussion of the critical behaviour of the
standard self-avoiding walk model, and then introduce the continuous-time weakly
self-avoiding walk. Spin systems have been studied for many decades via their ran-
dom walk representations, and in Section 11.2 we prove the BFS–Dynkin isomor-
phism theorem that implements this representation. In Section 11.3, we prove that a
certain supersymmetric spin system has a representation in terms of the continuous-
time weakly self-avoiding walk. In contrast to the usual application of the results of
Section 11.2, in which the random walk representation is used to study the spin sys-
tem, the results of Section 11.3 have been used in reverse. Namely, starting with the
continuous-time weakly self-avoiding walk, we use the supersymmetric representa-
tion to convert the walk problem to a spin problem. Then the renormalisation group
method in this book can be applied to analyse the spin system and thereby yield
results about the weakly self-avoiding walk. Finally, in Section 11.4 we expand on
the concept of supersymmetry.
11.1 Critical behaviour of self-avoiding walk
Our study of the continuous-time weakly self-avoiding walk is motivated by the
standard model of self-avoiding walk, which is a model of discrete-time strictly self-
avoiding walk. In Section 11.1.1, we provide some background on the self-avoiding
walk. In Section 11.1.2, we discuss continuous-time random walk on Zd , and then
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in Section 11.1.3 we define the continuous-time weakly self-avoiding walk and give
examples of results that have been obtained using the renormalisation group method
discussed in this book.
11.1.1 Self-avoiding walk
The self-avoiding walk on Zd is a well-known and notoriously difficult mathemati-
cal model of linear polymer molecules. Further background and details can be found
in [121].
Definition 11.1.1. An n-step self-avoiding walk is a sequenceω : {0,1, . . . ,n}→Zd
with: ω(0) = 0, ω(n) = x, |ω(i+1)−ω(i)|= 1, and ω(i) 6= ω( j) for all i 6= j. We
write Sn(x) for the set of n-step self-avoiding walks on Zd from 0 to x, and write
Sn =∪x∈ZdSn(x) for the set of n-step self-avoiding walk starting from the origin. We
denote the cardinalities of these sets by cn(x) = |Sn(x)| and cn = |Sn|=∑x∈Zd cn(x).
We define a probability measure on Sn by declaring all walks in Sn to be equally
likely, and we write En for expectation with respect to uniform measure on Sn. Then
each walk has probability c−1n .
It is easy to see that cm+n ≤ cmcn. From this, it follows from Fekete’s subadditiv-
ity lemma (see, e.g., [121, Lemma 1.2.2]) that
µ = µ(d) = lim
n→∞c
1/n
n = inf
n≥1
c1/nn . (11.1.1)
In particular, the limit exists, and cn ≥ µn for all n≥ 1. Thus, roughly speaking, cn
grows exponentially with growth rate µ . Crude bounds on the connective constant
µ are given by the following exercise.
Exercise 11.1.2. For d ≥ 1, show that µ ∈ [d,2d−1]. [Solution]
The two-point function is defined by G0x(z) =∑∞n=0 cn(x)zn. Its radius of conver-
gence is zc = µ−1 for all x [121, Corollary 3.2.6], and zc plays the role of a critical
point for a spin system. It is predicted that there are universal critical exponents
γ,ν ,η such that
cn ∼ Aµnnγ−1, En|ω(n)|2 ∼ Dn2ν , G0x(zc)∼C|x|−(d−2+η), (11.1.2)
with γ,ν ,η related by Fisher’s relation γ = (2−η)ν . Since |ω(n)| ≤ n by definition,
it is always the case that En|ω(n)|2 ≤ n2, so ν ≤ 1. Also, (11.1.1) implies that cn ≥
µn for all n, so γ ≥ 1. For simple random walk, without the self-avoidance constraint,
the number of n-step walks is (2d)n, the mean-square displacement is equal to n,
and the critical two-point function is the lattice Green function which has decay
|x|−(d−2) (for d > 2). Thus the exponents for simple random walk are γ = 1, ν = 12 ,
and η = 0.
The susceptibility and correlation length are defined by
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χ(z) =
∞
∑
n=0
cnzn = ∑
x∈Zd
G0x(z),
1
ξ (z)
=− lim
n→∞
1
n
logG0,ne1(z), (11.1.3)
and it is predicted that
χ(z)∼ A
′
(zc− z)γ , ξ (z)∼
D′
(zc− z)ν as z ↑ zc. (11.1.4)
The fact that γ appears both for cn and its generating function χ(z) is an (in general
conjectural) Abelian/Tauberian relation. The fact that the same exponent ν appears
both for the mean-square displacement and the correlation length is an example of
the general belief that a single critical exponent governs all natural critical length
scales. For dimension d = 4, logarithmic corrections to simple random walk scaling
are predicted [62, 73] (but not for the critical two-point function):
cn ∼ Aµn(logn)1/4, χ(z)∼ A
′| log(zc− z)|1/4
zc− z , (11.1.5)
En|ω(n)|2 ∼ Dn(logn)1/4, G0x(zc)∼C|x|−2. (11.1.6)
For d≤ 4, very little has been proved. For the end-to-end distance, the best results
are the following.
Theorem 11.1.3. [ [120] (lower bound), [71] (upper bound)] For all d ≥ 2,
1
6
n4/3d ≤ En|ω(n)|2 ≤ o(n2). (11.1.7)
Theorem 11.1.3 can be paraphrased as 23d ≤ ν ≤ 1−. In remains an open problem
in dimensions 2,3,4 even to prove that En|ω(n)|2 ≥ cn (i.e., that ν ≥ 12 ), or that
En|ω(n)|2 ≤O(n2−ε) for some ε > 0 (i.e., that ν < 1). This lack of proof is in spite
of the fact that it seems obvious that self-avoiding walk must move away from the
origin at least as rapidly as simple random walk, yet should not move away from the
origin with constant speed.
For dimensions d ≥ 5, the lace expansion has been used to provide a thorough
understanding of the critical behaviour. Some principal results are summarised in
the following theorem.
Theorem 11.1.4. [105, 107]. For d ≥ 5, there are positive constants A,D,C (de-
pending on d) such that
cn ∼ Aµn, En|ω(n)|2 ∼ Dn, G0x(zc)∼C|x|−(d−2),
and ( 1√
Dn
ω(bntc))t≥0 converges in distribution to Brownian motion (Bt)t≥0.
The above theorem shows that self-avoiding walk behaves like simple random
walk when the dimension is above 4, in the sense that both models have γ = 1, ν = 12
and η = 0, and in both cases the scaling limit is Brownian motion. Some indication
of the special role of d = 4 is provided by Exercise 1.5.6, which shows that the
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expected number of intersections of two independent simple random walks is finite
if and only if d > 4. This suggests that elimination of self intersections may not play
a big role in the global behaviour when d > 4. The proof of Theorem 11.1.4 relies
heavily on the fact that the bubble diagram (see Section 1.5.3) is finite in dimensions
d ≥ 5, and indeed that it is not very large for d = 5.
For d = 2, there is a complete set of predictions: γ = 4332 , ν =
3
4 , η =
5
24 , and that
the scaling limit is the Schramm–Loewner Evolution SLE8/3 [115, 127], but none
of this has been rigorously proved. For d = 3 there are good numerical results, e.g.,
ν = 0.58759700(40) [63].
11.1.2 Continuous-time random walk
The definition of the continuous-time weakly self-avoiding walk is based on a
continuous-time random walk. We provide background on the latter here. For sim-
plicity, we first consider the case of random walk on a finite set Λ , which may be
but need not be a subset of Zd .
A continuous-time random walk X on Λ can be defined via specification of an
infinitesimal generator, also called a Q-matrix [128], namely a Λ ×Λ matrix (Qxy)
with the properties that Qxx < 0, Qxy≥ 0 for x 6= y, and∑y∈Λ Qxy = 0. Such a random
walk takes independent steps from x at rate −Qxx, and jumps to y with probability
−QxyQxx . The statement that steps from x occur at rate −Qxx means that when the
random walk is in state x, it waits a random time σ before taking its next step, where
σ has exponential distribution of rate −Qxx (i.e., with mean − 1Qxx ). The waiting
times for each visit to a state are independent of each other and are also independent
of all steps taken. The transition probabilities are given in terms of the infinitesimal
generator by
Px(X(t) = y) = Ex(1X(t)=y) = (e
tQ)xy (t ≥ 0). (11.1.8)
Here P denotes the probability measure associated with X , and E is the correspond-
ing expectation. The subscripts on Px and Ex specify that the initial state of the
random walk is X(0) = x.
Let β = (βxy) be a Λ ×Λ symmetric matrix with non-negative entries. As in
(1.3.4), we define the Laplacian matrix ∆β by
(∆β f )x = ∑
y∈Λ
βxy( fy− fx). (11.1.9)
Equivalently,
∆β ;xy =
{
βxy (y 6= x)
−∑z∈Λ :z6=xβxz (y = x).
(11.1.10)
Thus ∆β is a Q-matrix. We fix β and consider the random walk X with generator
∆β .
11.1 Critical behaviour of self-avoiding walk 173
For example, if ∆ is the nearest-neighbour Laplace operator on a finite dis-
crete d-dimensional torus Λ approximating Zd , defined by βxy = 1x∼y, then X is
the continuous-time stochastic process X on Λ which takes steps uniformly to a
nearest-neighbour of its current position, at the times of the events of a rate-2d Pois-
son process. This follows from the fact that the events of a rate-λ Poisson process
are separated by independent exponential random variables with mean 1λ . In fact,
for this choice of β the above definition of the continuous time random walk ap-
plies directly also to the case where the state space of the walk is Zd rather than a
finite torus: at the times of a rate-2d Poisson process the walk steps to a uniformly
chosen one of the 2d neighbours. We will use this infinite-volume random walk in
Section 11.1.3.
For the continuous-time weakly self-avoiding walk, we need two random vari-
ables. The first is the local time of X at u ∈Λ up to time T , defined by
LT,u =
∫ T
0
1X(s)=uds. (11.1.11)
The second is the self-intersection local time of X up to time T , defined by
I(T ) = ∑
u∈Λ
L2T,u =
∫ T
0
∫ T
0
1X(s)=X(t)dsdt. (11.1.12)
As its name suggests, I(T ) increases with the amount of time that the random walk
path spends intersecting itself.
11.1.3 Continuous-time weakly self-avoiding walk
The continuous-time weakly self-avoiding walk is a modification of the self-avoiding
walk of Section 11.1.1 in two respects. Firstly, an additional source of randomness
is introduced by basing the model on the continuous-time simple random walk on
Zd whose infinitesimal generator is the standard Laplacian ∆ on Zd , rather than
on a discrete-time walk. Secondly, walks with self intersections are not eliminated,
but instead receive lower probability. Thus, given g > 0 and ν ∈ R, we define the
two-point function
G0x(g,ν) =
∫ ∞
0
E0
(
e−gI(T ) 1X(T )=x
)
e−νT dT. (11.1.13)
In comparison with the two-point function ∑∞n=0 cn(x)zn for the self-avoiding walk,
now the integral over T plays the role of the sum over n, the variable z is replaced
by e−ν , and cn(x) is replaced by E0(e−gI(T ) 1X(T )=x). This expectation gives pos-
itive weight to all walks X , but the factor e−gI(T ) assigns reduced weight for self
intersections.
The susceptibility is defined by
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χ(g,ν) = ∑
x∈Zd
G0x(g,ν). (11.1.14)
A subadditivity argument [20, Lemma A.1] shows that there exists νc(g) ∈ (−∞,0],
depending on d, such that
χ(g,ν)< ∞ if and only if ν > νc(g). (11.1.15)
In particular, χ(g,νc) = ∞.
The continuous-time weakly self-avoiding walk is predicted to be in the same
universality class as the strictly self-avoiding walk, for all g > 0. In particular, crit-
ical exponents and scaling limits are predicted to be the same for both models, in-
cluding the powers of logarithmic corrections for d = 4. The following theorem is
an example of this for small g> 0.
Theorem 11.1.5. [19,20]. Let d = 4, and consider the weakly self-avoiding walk on
Z4 defined by the nearest-neighbour Laplacian. For small g> 0 and for ν = νc+ε ,
as ε ↓ 0,
χ(g,ν)∼ Ag 1ε (logε
−1)1/4. (11.1.16)
As |x| → ∞,
G0x(g,νc) =
cg
|x|2
(
1+O
(
1
log |x|
))
. (11.1.17)
As g ↓ 0, the amplitude Ag and critical value obey Ag ∼ (g/2pi2)1/4 and νc(g) ∼
−2N4g (with N4 = (−∆)−100 ).
The logarithmic factor for the susceptibility, and the absence of a logarithmic
correction for the critical two-point function, are consistent with the predictions for
self-avoiding walk in (11.1.5)–(11.1.6). Since the strictly self-avoiding walk corre-
sponds to g = ∞ [44], Theorem 11.1.5 shows that the weakly self-avoiding walk
demonstrates behaviour like the g = ∞ case, not the g = 0 case.
Theorem 11.1.5 is quantitatively similar to results for the 4-dimensional n-
component |ϕ|4 model in Theorems 1.6.1 and 1.6.3. Indeed, (11.1.16) corresponds
exactly to (1.6.12) with n replaced by n = 0, and the situation is similar for the
asymptotic formulas for Ag,n and νc(g,n) in Theorems 1.6.1: with n = 0 they give
the corresponding results for the continuous-time weakly self-avoiding walk in The-
orem 11.1.5. This is an instance of the observation of de Gennes [97] that spins with
“n = 0” components correspond to self-avoiding walk, which we discuss in more
detail in Section 11.3. The “n = 0” connection is an important element of the proof
of Theorem 11.1.5.
Several extensions of Theorem 11.1.5 have been proved. These include the crit-
ical behaviour of the correlation length of order p in dimension 4 [26], the lack of
effect of a small contact self-attraction in dimension 4 [27], the construction of the
tricritical theta point for polymer collapse in dimension 3 [25], and the computation
of non-Gaussian critical exponents for a long-range model below the upper critical
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dimension [118, 143]. In particular, versions of Theorems 1.6.1–1.6.4 have all been
proved for the continuous-time weakly self-avoiding walk.
Related and stronger results have been proved for a 4-dimensional hierarchi-
cal version of the continuous-time weakly self-avoiding walk [40, 49, 50], includ-
ing the predicted behaviour T 1/2| logT |1/8 for the mean end-to-end distance. This
continuous-time weakly self-avoiding walk is defined in terms of the hierarchical
random walk of Exercise 4.1.8 via a penalisation of self intersections using the self-
interaction local time as in (11.1.13).
A model related to the 4-dimensional weakly self-avoiding walk is studied in
[111] via a different renormalisation group approach.
11.2 Random walk representation of spin systems
Random walk representations of integrals arising in mathematical physics have been
used for about half a century. Early references include the work of Symanzik [147]
in quantum field theory and the work of Fisher on statistical mechanics [84]. Ran-
dom walk representations have been used extensively in classical statistical mechan-
ics, e.g., in [11,46,47,74,83]. In this section, we present an important example: the
BFS–Dynkin isomorphism [47, 74]. The BFS–Dynkin isomorphism is the founda-
tion upon which a supersymmetric version can be built. The supersymmetric version
and its relation to the weakly self-avoiding walk are the topic of Section 11.3.
11.2.1 Continuous-time random walk and the Laplacian
This section is devoted to a special case of the BFS–Dynkin isomorphism, in
Lemma 11.2.2. This special case is also a version of the Feynman–Kac formula.
Lemma 1.5.3 indicates that the Laplacian and simple random walk are closely
related. The next exercise extends Lemma 1.5.3 to more general random walks on a
finite set Λ .
Exercise 11.2.1. Let Λ be a finite set. Let β = (βxy) be a symmetric Λ ×Λ matrix
with non-negative entries. Let V be a complex diagonal matrix V with Revx ≥ c> 0
for all x ∈Λ . Let β¯x = ∑y∈Λ :y 6=xβxy, and assume that β¯x > 0 for all x. Then
(−∆β +V )−1xy = ∑
Y∈W∗(x,y)
|ω|
∏
i=1
βYi−1Yi
|ω|
∏
j=0
1
β¯Y j + vY j
, (11.2.1)
whereW∗(x,y) consists of the union, over non-negative integers n, of n-step walks
Y = (Y0,Y1, . . . ,Yn) with Y0 = x, Yn = y, and Yj+1 6=Yj for each j. For the special case
where Λ is a discrete d-dimensional torus and ∆β ;xy = 1x∼y, the right-hand side of
(11.2.1) gives a finite-volume version of (1.5.17). [Solution]
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The following lemma provides a version of the relationship expressed by Exer-
cise 11.2.1, but now in terms of the continuous-time random walk X with generator
∆β . We denote expectation for X with X(0) = x by Ex. Recall that the local time of
X at u ∈ Λ up to time T ≥ 0 is the random variable LT,u given by (11.1.11). Since
∑u∈Λ LT,u = T , a special case of (11.2.3) is
(−∆β +m2)−1xy =
∫ ∞
0
Ex
(
1X(T )=y
)
e−m
2T dT. (11.2.2)
Lemma 11.2.2. Let Λ be a finite set, and let V be a complex diagonal matrix with
rows and columns indexed by Λ , whose elements obey Revx ≥ c> 0 for some posi-
tive c. Then
(−∆β +V )−1xy =
∫ ∞
0
Ex
(
e−∑u vuLT,u 1X(T )=y
)
dT. (11.2.3)
Proof. Let β¯x = ∑y6=xβxy. We can and do regard X as a discrete-time random walk
Y whose steps have transition probabilities pxy = βxy/β¯x (for x 6= y), which are taken
at rate β¯x, as discussed in Section 11.1.2. Thus, at each visit to x, the time σx spent
at x until the next step is an independent Exponential random variable with mean
1/β¯x. Given an n-step walk Y and j ≤ n, we set γ j = ∑ ji=0σYi . We also write
p(Y ) =
n
∏
i=1
pYi−1Yi . (11.2.4)
Then the right-hand side of (11.2.3) is equal to
∞
∑
n=0
∑
Y∈Wn(x,y)
p(Y )
∫ ∞
0
E0
[
e−∑
n−1
j=0 vYjσYj e−vYn (t−γn−1)1γn−1<t<γn
∣∣∣ Y]dt. (11.2.5)
We use Fubini’s theorem to interchange the expectation and integral. Since the
holding times σx are independent of Y , given Y the integral in (11.2.5) is equal to
E
[
e−∑
n−1
j=0 vYjσYj
∫ γn
γn−1
e−vYn (t−γn−1)dt
]
= E
[(
e−∑
n−1
j=0 vYjσYj
)(
− 1
vYn
)(
e−vYnσn −1)] . (11.2.6)
Since the random variables σx are independent, the expectation factors to become
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n−1
∏
j=0
E
[
e−vYjσYj
])( 1
vYn
)
E
[
1− e−vYnσYn ]
=
(
n−1
∏
j=0
β¯Y j
β¯Y j + vY j
)(
1
vYn
)(
1− β¯Yn
β¯Yn + vYn
)
=
(
n−1
∏
j=0
β¯Y j
β¯Y j + vY j
)(
1
β¯Yn + vYn
)
. (11.2.7)
When we substitute this into (11.2.5), and use the definition of p(Y ), we find that
∫ ∞
0
Ex
(
e−∑u vuLT,u 1X(T )=y
)
dT =
∞
∑
n=0
∑
Y∈Wn(x,y)
|ω|
∏
i=1
βωi−1ωi
|ω|
∏
j=0
1
β¯ω j + vω j
. (11.2.8)
The above right-hand side is (−∆β +V )−1xy , by Exercise 11.2.1, and the proof is
complete.
11.2.2 BFS–Dynkin isomorphism
We now prove the BFS–Dynkin isomorphism [47,74], which relates the local time of
the continuous-time random walk X = (X(t)) with generator ∆β to the n-component
GFF specified in terms of the same coupling constants β (see Section 1.5.1).
For an n-component field (ϕx)x∈Λ , we define (τx)x∈Λ by
τx =
1
2
|ϕ|2x =
1
2
(ϕ1xϕ
1
x + · · ·+ϕnxϕnx ). (11.2.9)
We again write Ex for the expectation when the initial condition is X(0) = x, and
write LT = (LT,u)u∈Λ for the local time field.
The term “isomorphism” is commonly used as an expression of (11.2.12) as the
statement that
τ under the signed measure ϕ1xϕ
1
yPGFF (11.2.10)
and
L+ τ under the positive measure PxyPGFF (11.2.11)
have the same distribution, where Pxy is the random walk measure (integrated over
T ) and PGFF is the GFF measure. For a systematic development of the isomorphism
theorem and its applications, see [148].
Theorem 11.2.3. Let n≥ 1. Let F :RΛ+→R be such that there exists an ε > 0 such
that eε∑z∈Λ tz F(t) is a bounded Borel function. Then
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RnΛ
e−
1
2 (ϕ,−∆βϕ)F(τ)ϕ1xϕ
1
y dϕ
=
∫
RnΛ
e−
1
2 (ϕ,−∆βϕ)
∫ ∞
0
Ex
(
F(τ+LT )1X(T )=y
)
dT dϕ. (11.2.12)
Proof. We first consider the special case F(t) = e−(v,t) with Revz > 0 for all z ∈Λ .
In this case, by Lemma 11.2.2, the right-hand side of (11.2.12) is
(−∆β +V )−1xy
∫
RnΛ
e−
1
2 (ϕ,(−∆β+V )ϕ) dϕ. (11.2.13)
On the other hand, except for a missing normalisation, the left-hand side of (11.2.12)
is a Gaussian correlation. By (2.1.12), it is also equal to (11.2.13). This proves
(11.2.12) for the special case F(t) = e−(v,t). In the rest of the proof, we reduce
the general case to this special case by writing F as a superposition of exponentials
using the Fourier inversion theorem.
By hypothesis, |F(t)| ≤Ce−ε∑z∈Λ tz for some constant C. Therefore the integrands
in the left- and right-hand sides of (11.2.12) are integrable by the previous para-
graph. Integrability is all that the rest of the proof requires.
By considering the positive and negative parts of F it suffices to consider F ≥ 0,
and by replacing F by its product with a compactly supported characteristic func-
tion and using the monotone convergence theorem, we may assume that F has com-
pact support in the quadrant RΛ+. By extending F by zero outside the quadrant we
regard it as a function of compact support in RΛ . By convolving F by a smooth
approximate identity of compact support and using dominated convergence, we can
further assume that F is smooth and compactly supported in RΛ . Finally, we define
a smooth compactly supported function G by G(t) = F(t)e∑z tz .
Since G ∈ C∞0 , it is a Schwartz function. Let Gˆ(r) denote its Fourier transform.
By applying the Fourier inversion theorem to G,
F(t) = G(t)e−∑z tz = (2pi)−|Λ |
∫
RΛ
e−∑z∈Λ (1−irz)tz Gˆ(r)dr, (11.2.14)
and the integral converges absolutely because Gˆ is a Schwartz function. By insert-
ing this formula into the left- and right-hand sides of (11.2.12) and bringing the
integral over r outside all other integrals, (11.2.12) is reduced to the exponential
case established in the first paragraph. The proof is complete.
Let g> 0 and ν ∈R. With the choice F(t) = e−∑x∈Λ (gt2x+νtx), the left-hand side of
(11.2.12) becomes the (unnormalised) two-point function of the |ϕ|4 model. Thus
the right-hand side provides a random walk representation for the |ϕ|4 two-point
function. This random walk representation can be a point of departure for the anal-
ysis of the |ϕ|4 model and is used, e.g., in [41, 45, 89].
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11.3 Supersymmetric representation
In this section, we derive a supersymmetric integral representation of the two-point
function (11.1.13) for the continuous-time weakly self-avoiding walk in finite vol-
ume. The representation is given in (11.3.34). It involves the introduction of an anti-
commuting fermion field, which we present as the differential of the boson field. We
provide here a self-contained introduction to the fermion field.
11.3.1 The case n = 0
In 1972, de Gennes [97] argued that the self-avoiding walk corresponds to the case
“n= 0” of an n-component spin model. De Gennes’s observation has been very pro-
ductive in physics, and leads to predictions for critical exponents for self-avoiding
walk by setting n= 0 in the n-dependent formulas for the critical exponents of the n-
component |ϕ|4. However, it has been much less productive in mathematics, where
the notion of a zero-component field raises obvious concerns, and a rigorous link
between the critical behaviour of the self-avoiding walk and n-component spins has
been elusive. An exception is Theorem 11.1.5 and its related results, where the n= 0
connection plays a central role.
As noted already above, the results of Theorem 11.1.5 agree with the result of
setting n = 0 in Theorem 1.6.1, consistent with de Gennes’s prediction. In fact, the
renormalisation group method used to prove Theorems 11.1.5 and 1.6.1 is mainly
the same and the proofs are largely simultaneous. Here the correspondence be-
tween the self-avoiding walk and n = 0 arises from another mechanism. Roughly
speaking, this mechanism is based on the observation that an n-component bo-
son field contributes a factor n for every loop, but an n-component fermion (anti-
commuting) field contributes−n. Combined, all loops cancel. This observation was
first made in the physics literature [119,123,130], and mathematically rigorous ver-
sions are developed in [40, 51, 53, 116]. Applications in this spirit can be found
in [18, 20, 126, 144].
Supersymmetric representations have had wider application than just to self-
avoiding walks. Linearly reinforced walks are related to spin systems with hyper-
bolic symmetry. In particular, a relation between supersymmetric hyperbolic sigma
models and reinforced walks were found in [136] and a hyperbolic analogue of
the BFS–Dynkin isomorphism theorem in [24]. Supersymmetric hyperbolic sigma
models have been studied in particular in [67–69]. For further references, see [24].
In the remainder of this chapter, we provide an introduction to supersymmetry
and demonstrate the n = 0 correspondence, by obtaining a functional integral rep-
resentation for the continuous-time weakly self-avoiding walk that is a supersym-
metric version of the 2-component |ϕ|4 model. The supersymmetric representation
places the weakly self-avoiding walk within a similar framework as the |ϕ|4 model,
with the important new ingredient that a fermion (anti-commuting) field appears. It
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is via this framework that we are able to treat the self-avoiding walk as the n = 0
version of the |ϕ|4 model.
11.3.2 Integration of differential forms
For our treatment of the fermion field, we require some minimal background on the
integration of differential forms, which we discuss now. An elementary introduction
to differential forms can be found in [134].
Let Λ be a finite set. For x ∈ Λ , let (ux,vx) be real coordinates. The 1-forms
dux,dvx, for x ∈ Λ , generate the Grassmann algebra of differential forms on R2Λ ,
with multiplication given by the anti-commuting wedge product. In particular,
dux∧duy =−duy∧dux, dux∧dvy =−dvy∧dux, dvx∧dvy =−dvy∧dvx.
(11.3.1)
It follows that, e.g., dux∧dux = 0.
For p ≥ 0, a p-form is a function of u,v times a product of p differentials, or
any sum of such terms. A form K is a sum of p-forms with terms possibly having
different values of p. The largest such p is called the degree of K, and the p-form
contribution to K is called its degree-p part. A form which is a sum of p-forms for
even p only is called even. The wedge product of any form with itself is zero, by
anti-commutativity of the product. The standard volume form on R2Λ is
du1∧dv1∧·· ·du|Λ |∧dv|Λ |, (11.3.2)
where 1, . . . , |Λ | is any fixed enumeration of Λ . Any 2|Λ |-form K can be written as
K = f (u,v)du1∧dv1∧·· ·du|Λ |∧dv|Λ |. (11.3.3)
There is no non-zero form of degree greater than 2|Λ |, so degree 2|Λ | is naturally
referred to as top degree.
We define the integral as a linear map from forms to R, with
∫
K =
{
0 (degK < 2|Λ |)∫
R2Λ f (u,v)du1dv1 · · ·du|Λ |dv|Λ | (K is a 2|Λ |-form),
(11.3.4)
where the integral on the right-hand side is the Lebesgue integral of f over R2Λ . It
is natural to define the integral to be zero when degK < 2|Λ |, just as we do not give
a significance to
∫
R2 f (u1,v1)du1, but rather require
∫
R2 f (u1,v1)du1dv1 instead.
We define a form f (u,v)dux1 ∧ ·· · ∧ duxk ∧ dvy1 ∧ ·· ·dvyl to be integrable if f is
Lebesgue integrable on R2Λ . Any form K is a sum of such forms and we define
K to be integrable if all terms in this sum are integrable. In particular, the integral
(11.3.4) exists.
The above formalism leads to attractive formulas when translated into complex
variables. For this, we define
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φx = ux+ ivx, φ¯x = ux− ivx, dφx = dux+ idvx, dφ¯x = dux− idvx. (11.3.5)
We call (φ , φ¯) the complex boson field. By definition,
dφ¯x∧dφx = 2idux∧dvx. (11.3.6)
The product∧
x∈Λ
(dφ¯x∧dφx) = (2i)|Λ |du1∧dv1∧·· ·∧du|Λ |∧dv|Λ | (11.3.7)
defines a top degree form, which we abbreviate as dφ¯dφ . Thus dφ¯dφ is (2i)|Λ | times
the standard volume form, which becomes the Lebesgue measure under an integral
over R2M . The order of the product on the left-hand side of (11.3.7) is unimportant,
since each factor is an even form. However a change in the order of the product on
the right-hand side may introduce a sign change.
We write (with any fixed choice of the square root)
ψx =
1√
2pii
dφx, ψ¯x =
1√
2pii
dφ¯x, (11.3.8)
and call (ψ, ψ¯) the fermion field. Then
ψ¯x∧ψx = 12pii dφ¯x∧dφx =
1
pi
dux∧dvx. (11.3.9)
Given a Λ ×Λ complex matrix A, we define
SA = φAφ¯ +ψAψ¯ = ∑
x,y∈Λ
(
φxAxyφ¯y+ψx∧Axyψ¯y
)
. (11.3.10)
For J ∈ N, consider a C∞ function F : RJ → C. Let K = (K j) j≤J be a collection
of even forms, and assume that the degree-zero part K0j of each K j is real. We define
a form denoted F(K) by Taylor series about the degree-zero part of K, i.e.,
F(K) =∑
α
1
α!
F(α)(K0)(K−K0)α . (11.3.11)
Here α = (α) j≤J is a multi-index, with α!=∏Jj=1α j! and (K−K0)α =
∧J
j=1(K j−
K0j )
α j . The order of the product does not matter since each K j −K0j is even by
assumption. Also, the summation terminates as soon as ∑Jj=1α j = M since each
non-zero K j −K0j has degree at least 2, so (K −K0)α is a sum of p-forms with
p > 2M when ∑Jj=1α j > M, and forms beyond top degree vanish. Thus all forms
F(K) defined in this way are polynomials in the fermion field. For example,
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e−(φxφ¯x+ψx∧ψ¯x) = e−φxφ¯x e−ψx∧ψ¯x
= e−φxφ¯x
∞
∑
n=0
(−1)n
n!
(ψx∧ ψ¯x)n = e−φxφ¯x(1−ψx∧ ψ¯x), (11.3.12)
e−SA = e−φAφ¯
M
∑
n=0
(−1)n
n!
(ψAψ¯)n. (11.3.13)
Example 11.3.1. Let |Λ |= 1. By definition of the integral and (11.3.9),∫
e−aφφ¯−aψ∧ψ¯ =
∫
e−aφφ¯a(−ψ ∧ ψ¯)
=
∫
e−a(u
2+v2) a
pi
dudv =
(
1√
pi
∫
e−t
2
dt
)2
= 1. (11.3.14)
The factors 1√
2pii
are included in (11.3.8) precisely in order to normalise the above
integral.
The scaling of the constant a in (11.3.14) could also have been done earlier, by
scaling φ and ψ simultaneously:∫
e−aφφ¯−aψ∧ψ¯ =
∫
e−φφ¯−ψ∧ψ¯ . (11.3.15)
This properly accounts for the change of variables in the Lebesgue integral, since ψ
is proportional to dφ . This principle generalises to higher dimensional integrals and
is used in the proof of the next lemma. Its hypothesis that A is an M×M matrix with
positive definite Hermitian part means that 12 (A+A
∗) is a strictly positive definite
matrix, or, more explicitly, that ∑x,y∈Λ φx(Axy+ A¯yx)φ¯y > 0 for all nonzero φ .
Lemma 11.3.2. Let φ have components φx for x ∈Λ , and let A be a Λ ×Λ matrix
with positive definite Hermitian part. Then∫
e−SA = 1. (11.3.16)
Proof. Consider first the case where A is Hermitian, so there is a unitary matrix U
and a diagonal matrix D such that A=U−1DU , so φAφ¯ =wDw¯ with w= U¯φ . Then
the change of variables which replaces U¯φ by φ and U¯ψ by ψ leads to∫
e−SA =
∫
e−φDφ¯−ψDψ¯ . (11.3.17)
The integral on the right-hand side factors into a product of |Λ | 1-dimensional in-
tegrals which are all equal to 1 by Example 11.3.1. This proves the result in the
Hermitian case.
For the general case, we write A(z) = G+ izH with G = 12 (A+A
∗), H = 12i (A−
A∗) and z = 1. Since φ(iH)φ¯ is imaginary, when G is positive definite the integral
of e−SA converges and defines an analytic function of z in a neighborhood of the real
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axis. Furthermore, for z small and purely imaginary, A(z) is Hermitian and positive
definite, and hence (11.3.17) holds in this case. Therefore (11.3.17) hold for all real
z (in particular for z = 1) by uniqueness of analytic extension.
The following exercise gives an instructive alternate proof of Lemma 11.3.2, via
an argument involving cancellation of determinants.
Exercise 11.3.3. Let A be an Λ ×Λ matrix with positive definite Hermitian part,
and let φ be a complex field indexed by Λ .
(i) Show that ∫
R2Λ
e−φAφ¯ dφ¯dφ =
(2pii)|Λ |
detA
. (11.3.18)
Since dφ¯dφ is a multiple of the standard volume form, the integral in (11.3.18) is
the Lebesgue integral of a complex function.
(ii) Show that the degree-2|Λ | part of e−ψAψ¯ is (detA)ψ¯1 ∧ψ1 ∧ ·· · ∧ ψ¯|Λ | ∧ψ|Λ |,
and use this with (11.3.13) to show that the degree-2|Λ | part of e−SA is
(detA)e−φAφ¯
dφ¯dφ
(2pii)|Λ |
, (11.3.19)
and hence that ∫
e−SA = 1. (11.3.20)
[Solution]
The following exercise makes a connection between integration of 0-forms and
Gaussian integration as discussed in Chapter 2.
Exercise 11.3.4. Let C be a positive definite real symmetric Λ ×Λ matrix, and let
A = C−1. Let φ = u+ iv be a complex field indexed by Λ . We write ux = 1√2ϕ
1
x
and vx = 1√2ϕ
2
x , and regard ϕ = (ϕ1,ϕ2) as a 2-component real field. Let EC be the
Gaussian measure with respect to which ϕ is a 2-component Gaussian field with
covariance C as in Example 2.1.4. Show that if f is a 0-form (function) then∫
e−SA f = EC f . (11.3.21)
In particular, ∫
e−SAφxφ¯y =Cxy. (11.3.22)
[Solution]
Theorem 11.2.3 is a representation for the two-point function of an n-component
boson field. The next proposition extends this representation to include the fermion
field. Let
τx = φxφ¯x+ψx∧ ψ¯x. (11.3.23)
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Proposition 11.3.5. Let A = −∆β . Let F : RΛ → R be such that eε∑z∈Λ tzF(t) is a
Schwartz function for some ε > 0. Then∫
e−SA F(τ)φxφ¯y =
∫
e−SA
∫ ∞
0
Ex
(
F(τ+LT )1X(T )=y
)
dT. (11.3.24)
Proof. We follow the same strategy as in the proof of Theorem 11.2.3, and first
consider the special case F(t) = e−(v,t) with Revz > 0 for all z ∈Λ . In this case, the
right-hand side of (11.3.24) is∫
e−SA
∫ ∞
0
Ex
(
F(τ+LT )1X(T )=y
)
dT =
∫
e−SA+V Ex
(
e−∑u vuLT,u1X(T )=y
)
dT
= (A+V )−1xy
∫
e−SA+V
= (A+V )−1xy , (11.3.25)
where we used Lemma 11.2.2 and then Lemma 11.3.2 for the last two equalities.
On the other hand, by (11.3.22) the left-hand side of (11.3.24) is now∫
e−SA+V φxφ¯y = (A+V )−1xy . (11.3.26)
This proves (11.3.24) for F(t) = e−(v,t).
For the general case, let G be the Schwartz function given by F(t) =G(t)e−ε∑z tz .
As in the proof of Theorem 11.2.3, we again write F in terms of the Fourier trans-
form of G, as
F(t) = G(t)e−∑z tz = (2pi)−|Λ |
∫
RΛ
e−∑z∈Λ (1−irz)tz Gˆ(r)dr. (11.3.27)
This equation remains valid with τ in place of t because equality for all t implies
both sides have the same Taylor expansions about t, and we can again interchange
the order of integration to conclude the general case from the special case already
verified.
Since the left-hand side of (11.3.24) depends only on the restriction of F to the
quadrantRΛ+, it is more natural to formulate Proposition 11.3.5 for a smooth function
F defined on RΛ+; such a formulation can be found in [51, Proposition 4.4].
Proposition 11.3.5 generalises to models with n-component boson fields and m-
component fermion fields with m even, but we do not make this claim precise be-
cause we are in the special situation where the fermions have been identified with
differential forms. The more general concept of Grassmann integration is needed
for the case where m 6= n. In the present case Proposition 11.3.5 has a surprising
simplification (see Corollary 11.3.7), via the localisation theorem discussed below.
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11.3.3 Localisation theorem and weakly self-avoiding walk
The following theorem is the localisation theorem. A more general theorem is
proved in Section 11.4, with a different and revealing proof.
Theorem 11.3.6. For F as in Proposition 11.3.5 and any A with non-negative real
part, ∫
e−SAF(τ) = F(0). (11.3.28)
Proof. The proof again follows by checking the case F(t) = e−(v,t), as in the proof
of Proposition 11.3.5. Instead of Lemma 11.2.2, the special case is handled using
(11.3.16).
Corollary 11.3.7. With A =−∆β and F as in Proposition 11.3.5,∫
e−SAF(τ)φ¯aφb =
∫ ∞
0
Ex
(
F(LT )1X(T )=y
)
dT. (11.3.29)
Proof. The left-hand side of (11.3.29) is equal to the right-hand side of (11.3.24),
and the latter is equal to
∫ ∞
0 Ex
(
F(0+LT )1X(T )=y
)
dT by Theorem 11.3.6.
The right-hand side of (11.3.29) arises precisely because the outer integral on
the right-hand side of (11.3.24) simply evaluates the inner integral at τ = 0. This is
a rigorous implementation of the idea that the case of “n = 0” components corre-
sponds to self-avoiding walk. As with (11.2.10)–(11.2.11), the identity (11.3.29) is
commonly expressed as an “isomorphism,” in the sense that τ on the left-hand side
can be loosely interpreted as having the same distribution under e−SA as does LT
under Ex on the right-hand side.
Corollary 11.3.7 provides the supersymmetric representation for the finite-volume
weakly self-avoiding walk two-point function. The supersymmetric representation
is actually a representation for a finite-volume version of the two-point function. The
convergence of the finite-volume two-point function to its infinite-volume counter-
part is not difficult, and can be found in [20]. Here we restrict attention to the finite-
volume two-point function.
We fix N, let Λ = ΛN = Zd/LNZd , and let EN0 denote the expectation for the
continuous-time simple random walk on the discrete torusΛN . For g> 0 and ν ∈R,
as in (11.1.13), the finite-volume two-point function is defined by
GN0x(g,ν) =
∫ ∞
0
EN0
(
e−gI(T )1X(T )=x
)
e−νT dT. (11.3.30)
Exercise 11.3.8. Show that GN0x(g,ν) is finite for all ν ∈ R, provided g > 0. This
is clearly not the case when g = 0. Hint: use the Cauchy–Schwarz for ∑u∈Λ LT,u.
[Solution]
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Our analysis of the |ϕ|4 model relies on its formulation as a perturbation of a
Gaussian free field, and on the convolution property of the corresponding Gaus-
sian expectation. The extension to the supersymmetric setting relies on analogous
properties of the Gaussian super-expectation.
Definition 11.3.9. Let C be a real symmetric positive definite Λ ×Λ matrix. Let
A=C−1. The Gaussian super-expectation with covariance C, of a form K, is defined
by
ECK =
∫
Ke−SA , (11.3.31)
where the integral on the right-hand side is defined by (11.3.4).
According to Exercise 11.3.4, the super-expectation of a 0-form f is equal to the
usual Gaussian expectation, i.e.,
EC f = EC f . (11.3.32)
However, the super-expectation can also be applied to an arbitrary differential form.
Particular cases of (11.3.32), seen already in Lemma 11.3.2, are the self-normalising
property EC1= 1 and the identity ECφ¯xφy =Cxy. In many ways, the properties of the
Gaussian super-expectation parallel those of the ordinary Gaussian expectation. In
particular, it satisfies a version of the convolution property. A systematic introduc-
tion is provided in [54].
Given any m2 > 0, let
ν0 = ν−m2, C = (−∆ +m2)−1. (11.3.33)
Then Corollary 11.3.7 can be restated in terms of the super-expectation as
GN0x(g,ν) = EC
(
e−∑y∈Λ (gτ
2
y+ν0τy)φ¯0φx
)
. (11.3.34)
This gives a supersymmetric representation for GNg,ν(x). Its origins include [116,
119, 123, 130] and, in the form presented here, [50, 51].
Note that there is no dependence on m2 in (11.3.34), and its introduction is simply
to regularise the Laplacian so that C is well-defined. The right-hand side of (11.3.34)
is the two-point function of a supersymmetric field theory with boson field (φ , φ¯)
and fermion field (ψ, ψ¯). The supersymmetric representation allows a unified treat-
ment of both weakly self-avoiding walk and n-component |ϕ|4, with the former
behaving as the n = 0 version of the latter. It bears a strong resemblance to the
corresponding identity (4.3.3) for |ϕ|4, with the simplification that the denominator
(partition function) in (4.3.3) is replaced here by 1.
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11.3.4 Localisation theorem and strictly self-avoiding walk
Other models of self-avoiding walk also have integral representations. In this sec-
tion, we use the localisation theorem to obtain integral representations for the strictly
self-avoiding walk, from [51]. We also present a representation for the edge self-
avoiding walks known as self-avoiding trails, from [131]. The proofs use the inte-
gration by parts formula given in the following exercise.
Exercise 11.3.10. LetΛ be a finite set. Extend Exercise 2.1.3 to the super-expectation
defined in Definition 11.3.9, i.e., verify the Gaussian integration by parts formula
EC(φ¯xK) = ∑
y∈Λ
CxyEC
(
∂K
∂φy
)
(11.3.35)
for any form K such that both sides converge absolutely. [Solution]
We define the two-point function of weighted strictly self-avoiding walk on an
arbitrary finite set Λ , as follows. For n≥ 1, let Sn(x,y) denote the set of sequences
ω = (ω(0),ω(1), . . . ,ω(n)) with ω(i) ∈ Λ for all i, ω(0) = x, ω(n) = y, and with
ω(i) 6= ω( j) for all i 6= j. Let S0(x,y) be empty if x 6= y, and let S0(x,x) consist of
the zero-step walk ω(0) = x. Let S(x,y) = ∪∞n=0Sn(x,y). Given a symmetric Λ ×Λ
matrix W of edge weights, forω ∈Sn(x,y)we set Wω =∏ni=1 Wω(i−1),ω(i). As usual,
the empty product equals 1 when n = 0. We define the weighted two-point function
to be
∑
ω∈S(x,y)
Wω . (11.3.36)
The following proposition gives a representation for the two-point function
(11.3.36) with weights given by positive definite matrix W =C.
Proposition 11.3.11. Let A be positive definite and C = A−1. Then for x 6= y
∑
ω∈S(x,y)
Cω =
∫
φ¯xφy ∏
z∈Λ\{x,y}
(1+ τz)e−SA . (11.3.37)
Proof. The right-hand side of (11.3.37) is equal to ECφ¯xF with F given by F =
φy∏z 6=x,y(1+ τz). Computation of the derivative gives
∂F
∂φv
= δvy ∏
z 6=x,y
(1+ τz)+1v6=x,yφyφ¯v ∏
z 6=x,y,v
(1+ τz). (11.3.38)
Substitution of (11.3.38) into the integration by parts formula (11.3.35), followed
by application of the localisation theorem (11.3.28), gives
ECφ¯xF =Cxy+ ∑
v6=x,y
CxvECφ¯vφy ∏
z 6=x,y,v
(1+ τz). (11.3.39)
After iteration, the right-hand side gives the left-hand side of (11.3.37).
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The strictly self-avoiding walk requires that no vertex be visited more than once.
An alternate model allows vertices to be revisited but prohibits edges from being
visited more than once. These edge self-avoiding walks are commonly called self-
avoiding trails [110]. A precise definition is as follows.
Let Λ be a finite set and let E denote the set of all unordered pairs of distinct
points inΛ . Then (Λ ,E) is the complete graph on |Λ | vertices. For n≥ 1, let Tn(x,y)
denote the set of sequences ω = (ω(0),ω(1), . . . ,ω(n)) with ω(i) ∈ Λ , ω(0) = x,
ω(n) = y, and with the undirected edges {ω(i),ω(i+ 1)} distinct for all i < n.
Let T0(x,y) be empty if x 6= y, and let T0(x,x) consist of the zero-step walk. Let
T (x,y) = ∪∞n=0Tn(x,y). Given a Λ ×Λ matrix W , the weighted two-point function
of self-avoiding trails is defined by
∑
ω∈T (x,y)
Wω . (11.3.40)
The following exercise provides an integral representation for this weighted two-
point function when the weights are given by a symmetric matrix W = β (not neces-
sarily positive definite). The representation is analogous to Proposition 11.3.11, and
essentially appears in [131]. A similar formula holds for walks which do not revisit
directed edges.
The representation is stated in terms of the form
τxy =
1
2
(
φxφ¯y+ψx∧ ψ¯y+φyφ¯x+ψy∧ ψ¯x
)
. (11.3.41)
The solution to the exercise uses the extension of the localisation theorem given
in Theorem 11.4.5 below, which implies in particular that the identity (11.3.28),
i.e.,
∫
e−SAF(τ) = F(0), holds also when F is a function of (τxy) rather than just a
function of (τx) as in Theorem 11.3.6.
Exercise 11.3.12. Let β be a symmetric matrix. Show that
∑
ω∈T (x,y)
βω =
∫
φ¯xφy ∏
{u,v}∈E
(1+2βuvτuv)∏
w∈Λ
e−τw , (11.3.42)
where E is the set of edges in the complete graph (Λ ,E). [Solution]
11.4 Supersymmetry and the localisation theorem
Integrals such as
∫
e−SA F(τ) are unchanged if we formally interchange the pairs
φ , φ¯ and ψ, ψ¯ . By (11.3.28), it is also true that
∫
e−SAF(τ)φ¯aφb =
∫
e−SA F(τ)ψ¯aψb
(the difference is
∫
e−SAτF(τ) = 0). This is a manifestation of a symmetry be-
tween bosons and fermions, called supersymmetry. In this section, we use methods
of supersymmetry to provide an alternate proof of the localisation theorem, Theo-
rem 11.3.6. Ideas of this nature are discussed in much more generality in [157, Sec-
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tion 2]. The localisation theorem is related to the Duistermaat–Heckman formula
and equivariant cohomology; see, e.g, [12, 70, 140, 157].
11.4.1 The localisation theorem
We start with some definitions. An anti-derivation Γ is a linear map from the space
of forms to itself which obeys
Γ (K1∧K2) = (ΓK1)∧K2+(−1)p1K1∧ (ΓK2) (11.4.1)
when K1 is a p1-form.
For x ∈Λ , we define
∂
∂φx
=
1
2
(
∂
∂ux
− i ∂
∂vx
)
,
∂
∂ φ¯x
=
1
2
(
∂
∂ux
+ i
∂
∂vx
)
. (11.4.2)
The following definition provides a notion of differentiation of a form with respect
to the fermion field. This is a standard notion in Grassmann calculus (see, e.g., [33,
81, 139]). For x ∈Λ , the derivatives ∂∂ψx and ∂∂ψ¯x are defined as the anti-derivations
which obey the conditions:
∂ψy
∂ψx
=
∂ψ¯y
∂ψ¯x
= δxy,
∂ψ¯y
∂ψx
=
∂ψy
∂ψ¯x
= 0,
∂ f
∂ψx
=
∂ f
∂ψ¯x
= 0, (11.4.3)
for any 0-form f . It follows from the definition that the derivatives anti-commute,
i.e.,
∂
∂ψx
∂
∂ψy
=− ∂
∂ψy
∂
∂ψx
,
∂
∂ψ¯x
∂
∂ψ¯y
=− ∂
∂ψ¯y
∂
∂ψ¯x
,
∂
∂ψx
∂
∂ψ¯y
=− ∂
∂ψ¯y
∂
∂ψx
.
(11.4.4)
Example 11.4.1. For notational simplicity, let ∂ψx =
∂
∂ψx and ∂ψ¯x =
∂
∂ψ¯x , and let
∂ψ∂ψ¯ denote the product ∏x∈Λ ∂ψx∂ψ¯x . For any x ∈Λ ,
K = ψx∂ψx K = ψ¯xψx∂ψx∂ψ¯x K. (11.4.5)
In particular, ∫
K =
1
pi |Λ |
∫
R2Λ
∂ψ∂ψ¯K
dφ¯dφ
(2i)|Λ |
, (11.4.6)
so
∫
K is the Lebesgue integral over R2Λ of the function (0-form) pi−|Λ |∂ψ∂ψ¯K.
The supersymmetry generator Q is the anti-derivation defined by
Q = ∑
x∈Λ
(
ψx
∂
∂φx
+ ψ¯x
∂
∂ φ¯x
−φx ∂∂ψx + φ¯x
∂
∂ψ¯x
)
. (11.4.7)
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In particular,
Qφx = ψx, Qφ¯x = ψ¯x, Qψx =−φx, Qψ¯x = φ¯x. (11.4.8)
An form K is said to be supersymmetric or Q-closed if QK = 0. A form K that is in
the image of Q is called Q-exact. Note that the integral of any Q-exact form is zero
(assuming that the form decays appropriately at infinity), since integration acts only
on forms of top degree 2N and the ψ-derivatives in (11.4.7) reduce the degree to at
most 2N−1, while the integral of the φ -derivatives is zero by the Fundamental The-
orem of Calculus (recall (11.4.2) and the fact that integrals ultimately are evaluated
as Lebesgue integrals).
Example 11.4.2. The form
τxy =
1
2
(
φxφ¯y+ψx∧ ψ¯y+φyφ¯x+ψy∧ ψ¯x
)
(11.4.9)
is both Q-exact and Q-closed. (Note that the degree-zero part of τxy is real.) In fact,
it follows from (11.4.8) that Q(φxψ¯y) = φxφ¯y+ψx∧ ψ¯y and hence
τxy = Qλxy, where λxy =
1
2
(φxψ¯y+φyψ¯x). (11.4.10)
Similarly, it is easily verified that Qτxy = 0.
Exercise 11.4.3. Prove that Q obeys the chain rule for even forms, in the sense that
if K = (K j) j≤J is a finite collection of even forms, and if F : RJ → C is C∞, then
Q(F(K)) =
J
∑
i=1
Fi(K)QKi, (11.4.11)
where Fi denotes the partial derivative. [Solution]
Example 11.4.4. Let F : RΛ×Λ → C be a smooth function, and let τ = (τxy). Then
Q(F(τ)) = 0. In particular, Qe−SA = 0 for any symmetric Λ ×Λ matrix A.
Proof. This follows from Exercise 11.4.3 and Qτxy = 0. For e−SA , it can alternatively
be seen by expanding e−SA and applying Q term by term using Qτxy = 0.
The following version of the localisation theorem generalises Theorem 11.3.6
and provides an alternative proof.
Theorem 11.4.5. Let K be a smooth integrable Q-closed form, so QK = 0. Then∫
K = K0(0), (11.4.12)
where K0(0) is the evaluation of the degree-zero part K0 of K at ϕ = 0.
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Proof. Any integrable form K can be written as K = ∑α Kαψα , where ψα is a
monomial in ψx, ψ¯x, x ∈ Λ , and Kα is an integrable function of φ , φ¯ . To emphasise
this, we write K = K(φ , φ¯ ,ψ, ψ¯). Let S = ∑x∈Λ (φxφ¯x+ψx∧ ψ¯x). Thus S = SA with
A = Id.
Step 1. We prove the following version of Laplace’s Principle:
lim
t→∞
∫
e−tSK = K0(0). (11.4.13)
Let t > 0. We make the change of variables φx = 1√t φ
′
x and ψx = 1√tψ
′
x; since ψx
is proportional to dφx this correctly implements the change of variables. Let ω =
−∑x∈Λ ψx∧ ψ¯x. After dropping the primes, we obtain∫
e−tSK =
∫
e−∑x φxφ¯x+ωK( 1√t φ ,
1√
t φ¯ ,
1√
tψ,
1√
t ψ¯). (11.4.14)
To evaluate the right-hand side, we expand eω and and obtain
∫
e−tSK =
|Λ |
∑
n=0
∫
e−∑x φxφ¯x
1
n!
ωnK( 1√t φ ,
1√
t φ¯ ,
1√
tψ,
1√
t ψ¯). (11.4.15)
We write K = K0+G, where G = K−K0 contains no degree-zero part. The contri-
bution of K0 to to (11.4.15) involves only the n = |Λ | term and equals∫
e−tSK0 =
∫
e−∑x φxφ¯x
1
|Λ |!ω
|Λ |K0( 1√t φ ,
1√
t φ¯), (11.4.16)
so by the continuity of K0,
lim
t→∞
∫
e−tSK0 = K0(0)
∫
e−∑x φxφ¯x
1
|Λ |!ω
|Λ | = K0(0)
∫
e−S. (11.4.17)
By Lemma 11.3.2 (with A = Id), this proves that
lim
t→∞
∫
e−tSK0 = K0(0). (11.4.18)
To complete the proof of (11.4.13), it remains to show that limt→∞
∫
e−tSG = 0.
As above,
∫
e−tSG =
|Λ |
∑
n=0
∫
e−∑x φxφ¯x
1
n!
ωn G
(
1√
t φ ,
1√
t φ¯ ,
1√
tψ,
1√
t ψ¯
)
. (11.4.19)
Since G has no degree-zero part, the term with n= |Λ | is zero. Terms with smaller n
require factors ψψ¯ from G, which carry inverse powers of t. They therefore vanish
in the limit, and the proof of (11.4.13) is complete.
Step 2. The Laplace approximation is exact:
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e−tSK is independent of t ≥ 0. (11.4.20)
To prove this, recall from Example 11.4.2 that τx = Qλx where λx = λxx. Let λ =
∑x∈Λ λx. Then
S = ∑
x∈Λ
τx = ∑
x∈Λ
Qλx = Qλ . (11.4.21)
Also, Qe−S = 0 by Example 11.4.4, and QK = 0 by assumption. Therefore,
d
dt
∫
e−tSK =−
∫
e−tSSK =−
∫
e−tS(Qλ )K =−
∫
Q
(
e−tSλK
)
= 0, (11.4.22)
since the integral of any Q-exact form is zero.
Step 3. Finally, we combine Laplace’s Principle (11.4.13) and the exactness of the
Laplace approximation (11.4.20), to obtain the desired result∫
K = lim
t→∞
∫
e−tSK = K0(0). (11.4.23)
This completes the proof.
Alternate proof of Theorem 11.3.6. By Example 11.4.4, Q(F(τ)) = 0 and Qe−SA =
0. Since Q is an anti-derivation, this gives Q(e−SA F) = (Qe−SA)F + e−SA QF = 0.
Also, e−SA F is integrable by the decay assumption in Theorem 11.3.6. The claim
therefore follows from Theorem 11.4.5.
11.4.2 Supersymmetry and exterior calculus
As a final observation, we indicate how the supersymmetry generator Q can be ex-
pressed in terms of standard operations in differential geometry, namely the exterior
derivative, the interior product, and the Lie derivative.
The exterior derivative d is the anti-derivation that maps a form of degree p to a
form of degree p+1, defined by d2 = 0 and, for a zero form f ,
d f = ∑
x∈Λ
( ∂ f
∂φx
dφx+
∂ f
∂ φ¯x
dφ¯x
)
. (11.4.24)
Consider the flow acting on CΛ defined by φx 7→ e−2piiθφx. This flow is generated
by the vector field X defined by X(φx) =−2piiφx, and X(φ¯x) = 2piiφ¯x. The action by
pullback of the flow on forms is
dφx 7→ d(e−2piiθφx) = e−2piiθ dφx, dφ¯x 7→ e2piiθ dφ¯x. (11.4.25)
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The interior product i = iX with the vector field X is the anti-derivation that maps
forms of degree p to forms of degree p−1 (and maps forms of degree zero to zero),
given by
idφx =−2piiφx, idφ¯x = 2piiφ¯x. (11.4.26)
The interior product obeys i2 = 0.
The Lie derivative L = LX is the infinitesimal flow obtained by differentiating
with respect to the flow at θ = 0. Thus, for example,
Ldφx = ddθ e
−2piiθdφx
∣∣
θ=0 =−2piidφx. (11.4.27)
A form K is defined to be invariant under the flow of X if LK = 0. For example, the
form
uxy = φxdφ¯y (11.4.28)
is invariant since it is constant under the flow of X .
Proposition 11.4.6. The supersymmetry generator is given by Q= 1√
2pii
(d+ i), and
Q2 = 12piiL. In particular, a supersymmetric form is invariant under the flow of X.
Proof. By the definitions of d and i, and of ψ, ψ¯ ,
d =
√
2pii
M
∑
x=1
(
ψx
∂
∂φx
+ ψ¯x
∂
∂ φ¯x
)
, (11.4.29)
i =
√
2pii
M
∑
x=1
(
−φx ∂∂ψx + φ¯x
∂
∂ψ¯x
)
. (11.4.30)
The identity Q = 1√
2pii
(d+ i) then follows immediately from the definition of Q in
(11.4.7).
Cartan’s formula asserts that L = d i+ id (see, e.g., [150, Prop. 2.25] or [103,
p. 146]). Since d2 = 0 and i2 = 0, it follows that L= 2piiQ2.
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Fig. 11.1 A random 108-step self-avoiding walk on Z2. Figure by Nathan Clisby (used with
permission).
Part V
Appendices

Appendix A
Extension to Euclidean models
In this book, we have applied the renormalisation group method to analyse the 4-
dimensional hierarchical model. We now briefly describe some of the modifications
needed to extend the method from the hierarchical to the Euclidean setting, and also
point out where in the literature these extensions are carried out in detail.
The Euclidean setting refers to models defined on Zd . As usual, we work first
with finite volume, followed by an infinite volume limit. (The renormalisation group
map can however be defined directly in infinite volume, as explained in [57, Sec-
tion 1.8.3].) To preserve translation invariance in finite volume, we use the d-
dimensional discrete torus Λ of period LN . The decomposition (4.1.15) of the co-
variance in the hierarchical setting is supplied directly by the definition of the hi-
erarchical Laplacian. In the Euclidean setting, we instead use the the finite-range
decomposition of the Laplacian on the Euclidean torus (3.4.4). As discussed in Sec-
tion 4.1.1, the finite-range decomposition bears similarities to the decomposition of
the hierarchical Laplacian, but it is less simple and details differ.
The main issues discussed below are:
• Unlike the hierarchical expectation at a given scale, the finite-range expectation
does not factorise over blocks. A more general version of local coordinates is
needed.
• Unlike the hierarchical fields at a given scale, the finite-range fields are not con-
stant within blocks, but only approximately so. This requires careful control not
only of large fields but also of large gradients.
• Unlike the hierarchical fields at a given scale, the covariances do not have the
zero-sum property (4.1.13). This necessitates an analogue of the term W as in
(5.2.22) not only in the last step, but throughout all renormalisation group steps.
In particular, the above points require the following generalisations:
• The generalisations of the Tϕ -seminorms must account for the fact that fields are
only approximately constant.
• The generalisation of theW-norm must account for the fact that the analogue of
K does not factorise over blocks.
197
198 A Extension to Euclidean models
• In addition to the coupling constants (g,ν), the marginal monomial ϕ(∆ϕ) with
coupling constant denoted by z must be tracked carefully. This coupling constant
z is associated to the field strength or stiffness of the field.
A.1 Perturbative renormalisation group coordinate
For the hierarchical model, the interaction I : B →N is defined in Section 5.2.1 as
I(b) = e−V (b), V (b) =∑
x∈b
(
1
4
g|ϕ|4+ 1
2
ν |ϕ|2). (A.1.1)
This requires two generalisations: field-strength renormalisation and the second-
order irrelevant contribution to the interaction.
Field-strength renormalisation
For the Euclidean model, the n-component field ϕ = (ϕx)x∈Λ is an element of
(Rn)Λ . Since fields are not constant on blocks, the polynomial V acquires a marginal
monomial ϕ · (−∆ϕ), and a corresponding coupling constant z called the field-
strength renormalisation. There are three coupling constants (g,ν ,z), and V has
the form
V (b) =∑
x∈b
(1
4
g|ϕx|4+ 12ν |ϕx|
2+
1
2
zϕx · (−∆ϕx)
)
. (A.1.2)
Now there are two marginal monomials: |ϕ|4 and ϕ · (−∆ϕ). As a consequence,
the clever Bleher–Sinai argument applied in Section 8.3 to construct the critical
point is replaced by a more robust dynamical systems argument [22].
Second-order irrelevant contribution
For the hierarchical model, the second-order irrelevant term W arises from the ex-
pectation in (5.2.22), but it vanishes at all scales except the last scale due to the
zero-sum condition (4.1.13) on the covariance. For the finite-range decomposition,
the zero-sum condition does not hold, and the term W occurs at all nonzero scales
and must be incorporated into the interaction I. Thus we set
I j(V,b) = e−V j(b)(1+Wj(V,b)). (A.1.3)
The term W is an explicit quadratic polynomial in V and is defined by
Wj(V,b) =
1
2
(1−Locb)Fw j(V (b),V (Λ)) (A.1.4)
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where FC is given by (2.2.9) and
w j =C1+ · · ·+C j (A.1.5)
is the total covariance that has been integrated so far. The above formula for W
involves the Euclidean localisation operator LocX , which is defined for arbitrary
subsets X ⊂ Λ on smooth functions of the field ϕ . Its output is a local polynomial
summed over X , of the form ∑x∈X V (ϕx), with V in a class of local polynomials
which includes the ϕ · (−∆ϕ) term. See [18, Section 2.4] for more details, and [55]
for the general theory.
The definition (5.2.17) of the renormalised polynomial Vpt must be generalised.
For the Euclidean model, it is given by
Vpt = E+θV −P, (A.1.6)
where P is the local polynomial defined for B ∈ B+ by
P(B) = LocB
(
E+θW (V,B)+
1
2
E+
(
θV (B);θV (Λ)
))
. (A.1.7)
The formulas (A.1.6)–(A.1.7) reduce to (5.2.17) when the field is hierarchical be-
cause there W = 0 except for the last step and also V (Λ \B) is independent of V (B)
and hence drops out of the covariance term. The definition (A.1.6) of Vpt is dis-
cussed at length in [21] (see also [18, Section 3.2]). In particular, the equation for Px
in [21, (2.12)] is equivalent to (A.1.7) because of the relation between FC+ and E+
given in Exercise 2.2.4, and because of the fact that ∑x∈B Locx can be replaced here
by LocB due to [55, Proposition 1.8].
The main achievement of (A.1.6) and (A.1.7) is the following lemma, which is an
extension of Lemma 5.2.6. It differs from (5.2.22) in the sense that the left-hand side
of (5.2.22) is of the form e−U(B) rather than e−U(B)(1+W (B)). In the statement of
the lemma, O(U p) denotes an error of pth order in the coupling constants U , which
need not be uniform in the field ϕ or the volume Λ . A proof of the lemma (in the
supersymmetric case) is given in [21, Proposition 2.1].
Lemma A.1.1. For any polynomial V as in (A.1.2) such that the expectation exists,
and for B ∈ B+,
E+θ I(Λ) = I+(Vpt,Λ)+O(V 3). (A.1.8)
A.2 Approximate factorisation
The conceptually most significant generalisation that is required is that of only ap-
proximate factorisation.
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A.2.1 Factorisation of expectation
From Definition 4.1.1, recall that B denotes the set of blocks at scale j.
Definition A.2.1. A polymer is a union of blocks from B. We define P to be the
set of polymers. We write B(X) and P(X) for the sets of blocks and polymers con-
tained in the polymer X . We say that X and Y are disjoint if X ∩Y = ∅ and that
X and Y are disconnected if there is no pair of blocks B ∈ X and B′ ∈ Y that touch
(as in Definition 4.1.1). A polymer is connected if it is not the union of two discon-
nected polymers; this gives a partition Comp(X) of a polymer X into its connected
components.
Let N denote the algebra of sufficiently smooth functions of the field ϕ =
(ϕx)x∈Λ , i.e., maps from (Rn)Λ to R. We say that F : P → N is strictly local if
F(X) depends only on ϕ|X . Let F,G be strictly local. The hierarchical expectation
has the factorisation property:
E+(F(X)G(Y )) = E+(F(X))E+(G(Y )) if X ,Y ∈ P+ are disjoint. (A.2.1)
The finite-range expectation has the weaker factorisation property:
E+(F(X)G(Y )) = E+(F(X))E+(G(Y )) if X ,Y ∈ P+ are disconnected. (A.2.2)
In fact, for (A.2.2), F and G do not need to be strictly local: the finite-range property
(3.3.6) ensures that the expectation factorises as long as X and Y are subsets of Zd
that are separated by a distance at least 12 L
j.
A.2.2 Circle product
The hierarchical model is written in the factorised form (see (5.1.14), (5.2.2))
∏
b∈B
e−u|b|(I(b)+K(b)) = e−u|Λ |∏
b∈B
(I(b)+K(b)), (A.2.3)
and this form is preserved by the hierarchical expectation due to (A.2.1) (see
(5.2.6)). The expectation with finite-range covariance does not preserve this strong
factorisation and a generalisation is required.
Definition A.2.2. For F,G :P →N we define the circle product F ◦G :P →N by
(F ◦G)(X) = ∑
Y∈P(X)
F(Y )G(X \Y ) (X ∈ P). (A.2.4)
Let F : P →N . We say that:
• F factorises over blocks if F(X) =∏b∈B(X)F(b) holds for any X ∈ P;
• F factorises over connected components if F(X) =∏Y∈Comp(X)F(Y ).
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When F factorises over blocks we write FX = F(X). The circle product has the
following properties which we use below (see [57]), namely:
• Commutativity: F ◦G = G◦F .
• Associativity: ((F ◦G)◦H) = F ◦ (G◦H).
• Suppose that F and G factorise over blocks. Then
(F ◦G)(X) = ∑
Y∈P(X)
FY GX\Y = ∏
b∈B(X)
(F(b)+G(b)) = (F +G)X . (A.2.5)
By (A.2.5), the representation (A.2.3) equals e−u|Λ |(I ◦K)(Λ) when I and K
both factorise over blocks, as they do in the hierarchical setting. In the Euclidean
setting, I does factorise over blocks, but K only factorises over connected compo-
nents. Hence we work with (I ◦K)(Λ), and we must maintain this form after taking
the expectation. More precisely, in the Euclidean setting the hierarchical formula
(5.2.6) becomes
Z+ = e−u+|Λ |(I+ ◦K+)(Λ) = e−u|Λ |E+θ(I ◦K)(Λ) = E+θZ. (A.2.6)
The circle product is scale dependent: in (A.2.6) I ◦K is a scale- j product whereas
I+ ◦K+ is at scale-( j+1).
A.3 Change of coordinates
The hierarchical representation Z = ∏b(I(b)+K(b)) is not unique because it per-
mits division of I(b)+K(b) into terms I and K in different ways. The circle product
representation Z = (I ◦K)(Λ) of a given Z ∈ N in terms of the coordinates I and
K is further from being unique under the constraints that I factors over blocks and
K over connected components, as it allows parts of K(X) to be redistributed over
different polymers.
The essential difficulty is to obtain a representation Z = (I ◦K)(Λ) with the prop-
erty that K does not grow with the scale. This requires the transfer of dangerous parts
of K into I, via exploitation of the nonuniqueness of the circle product representa-
tion. This is done via two mechanisms of change of coordinates, which we now
demonstrate.
A.3.1 Block cancellation
A change of coordinates for the hierarchical model is performed in (10.1.4), where,
given V,K,Vˆ , we find Kˆ such that
e−V (B)+K(B) = e−Vˆ (B)+ Kˆ(B). (A.3.1)
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Indeed Kˆ(B) is simply given in (10.1.5) as the solution to this equation. For the Eu-
clidean model, the corresponding step would be easy to perform if we only wished
to alter K on blocks and not on larger polymers. Indeed, by the associative property
of the circle product and the identity (A.2.5), given any I, I˜,K, we can set δ I = I˜− I
and K˜ = δ I ◦K and obtain
I ◦K = (I˜+δ I)◦K = (I˜ ◦δ I)◦K = I˜ ◦ K˜. (A.3.2)
In particular,
K˜(B) = δ I(B)+K(B). (A.3.3)
By choosing δ I appropriately, we can cancel the relevant and marginal parts from
K(B) by transferring them into I˜. This is what we did in the hierarchical setting in
(10.1.4), and it was sufficient.
A.3.2 Small set cancellation
The procedure used in (A.3.2) does not cancel the relevant parts from K(X) when
X is not a single block. It turns out to be necessary to cancel the relevant parts
from K(X) only for the restricted class of small sets X ∈ S, where S is the set of
connected polymers which consist of at most 2d blocks. Indeed, K(X) contracts for
geometric reasons when the polymer X is not a small set, making it unnecessary to
extract relevant parts (see Lemma A.4.3 below).
The small set cancellation lies at the heart of the non-hierarchical problem, and is
achieved by a different mechanism than (A.3.2). Instead, given any I,K, we produce
K′ so that
(I ◦K)(Λ) = (I ◦K′)(Λ). (A.3.4)
Note that the same I appears on both sides of (A.3.4). (Unlike (A.3.2), we do not
have equality of (I ◦K)(X) and (I ◦K′)(X) for every polymer X .) The new coordi-
nate K′ will effectively move the unwanted part of K(X) when X is a small set that is
not a block into K(B); in particular K(B) will not undergo a cancellation. However,
we can subsequently apply a version of (A.3.2) to deal with K(B). A precursor of
(A.3.4) appears in [58, Theorem A].
For simplicity, we illustrate (A.3.4) for the case I = 1. For a small set X that is
not a block, let J¯(X) be the portion of K(X) that we wish to cancel. A key example
is to have J¯(X) equal to LocX K(X). This is a local polynomial in the field, summed
over the polymer X . It can therefore be written as J¯(X) = ∑B∈B(X) J(X ,B) where
J(X ,B) is the restriction of J¯(X) to summation over the block B. Now we define
J(B,B) by
J(B,B) =− ∑
X⊃B:X 6=B
J(X ,B). (A.3.5)
Thus we assume that we are given J¯(X) = ∑B∈B(X) J(X ,B) with
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J(X ,B) = 0 if X 6∈ S or B 6⊂ X , ∑
X⊃B
J(X ,B) = 0. (A.3.6)
A change of coordinates in this situation is given by [57, Proposition D.1], whose
conclusion is that, given (A.3.6), the identity (A.3.4) holds with K′ obeying compo-
nent factorisation, good estimates, and the desirable property
K′(X) = K(X)− J¯(X)+ remainder (X ∈ S). (A.3.7)
Thus, for X ∈ S \B, K′(X) is approximately equal to K(X) with its relevant and
marginal parts subtracted. The price to be paid for this is that
K′(B) =K(B)− J¯(B)+remainder=K(B)+ ∑
X⊃B:X 6=B
J(X ,B)+remainder. (A.3.8)
Thus K′(B) not only fails to make a cancellation in K(B), but it also receives the
dangerous parts of K(X) from small sets X that contain but do not equal B.
To fix this defect in K′(B), as mentioned already above, we can use (A.3.2).
Moreover, that repair does not do harm to K′(X) for polymers that are not a single
block.
A.3.3 Application
In Sections A.4–A.5, we will apply each of the changes of coordinates (A.3.2)–
(A.3.4) twice, as follows.
Perturbation theory
In Section A.4, we choose I˜ suggested by perturbation theory, apply (A.3.2) and
take the expectation to obtain (A.2.6) in the form E+θ(I ◦K)(Λ) = (I˜ ◦ K˜)(Λ).
The resulting K˜ is unsatisfactory, as it contains second-order contributions. When
I = 1 these bad contributions are called h(U). Because of our choice of Vpt, to sec-
ond order we can find h(U,B) such that h(U) equals h¯(U) = ∑B∈B(U) h(U,B) with
∑U⊃B h(U,B) = 0. From (A.3.7) with J¯ = h¯, we obtain now
h′(X) = h(X)− h¯(X)+ remainder = remainder (X ∈ S). (A.3.9)
(This holds also for X = B.) Now h′ is third order. This is carried out in Sec-
tion A.5.1. There we indicate why (A.3.4) holds with (A.3.9) for this easier special
case which has h≈ h¯.
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Relevant and marginal parts
After the above has been carried out, we have a third-order K, but it contains relevant
and marginal parts which would grow uncontrollably as the scale advances. For X
a small set that is not a block, we transfer these parts from K(X) to I using the
mechanism described in Section A.3.2 with J¯ = LocK. The details are given in
Section A.5.2, where we indicate why (A.3.4) holds with (A.3.7) in the general case.
Finally, the unwanted parts of K(B) for blocks B are removed by an application of
(A.3.2).
A.4 Expectation, change of scale, and reblocking
For the hierarchical model (see (5.2.4)), we showed that for any choice of U+ (in
fact any choice of I+) we could choose K+ as in (5.2.5) to obtain the representation
e−u|Λ |E+∏
b∈B
(I(b)+K(b)) = e−u+|Λ | ∏
B∈B+
(I+(B)+K+(B)) (A.4.1)
where E+ is the hierarchical expectation. A Euclidean version of this is given in the
following proposition. The proposition shows that given any choice of I˜+ we can
find an appropriate K˜+, in the more general setting of the circle product. The scale of
the circle product becomes increased in this operation, and this requires a reblocking
step. Proposition A.4.2 provides the defining element of Map 3 in [57, Section 5.1].
For its statement and proof, we need the following definition.
Definition A.4.1. The closure of a polymer X ∈ P is the smallest polymer X ∈ P+
such that X ⊂ X .
Proposition A.4.2. Let I, I˜+ factorise over blocks b ∈ B j and let δ I(b) = θ I(b)−
I˜+(b). Let K factorise over connected components at scale j. Then
E+θ(I ◦K)(Λ) = (I˜+ ◦ K˜+)(Λ) (A.4.2)
with
K˜+(U) = ∑
X∈P(U)
I˜U\X+ E+(δ I ◦θK)(X)1X=U (U ∈ P+), (A.4.3)
and K˜+ factorises over connected components at scale j+1.
Proof. Let P = δ I ◦θK. By (A.3.2) at scale j,
(θ I)◦ (θK) = I˜ ◦P. (A.4.4)
Since I˜+ does not depend on the fluctuation field,
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E+θ(I ◦K)(Λ) = (I˜+ ◦E+P)(Λ) = ∑
X∈P
I˜Λ\X+ E+
(
P(X)
)
= ∑
U∈P+
I˜Λ\U+ ∑
X∈P
I˜U\X+ E+
(
P(X)
)
1X=U . (A.4.5)
The right-hand side is (A.4.2) with K˜+ given by (A.4.3), and the proof of the identity
is complete.
It is not difficult to verify that K˜+ factorises over connected components. The
geometry of the identity (A.4.3) defining K˜+(U) is illustrated in Figure A.1, which
is helpful for the verification of factorisation.
Fig. A.1 The five large shaded blocks represent U , which is the closure of the union of the four
small dark blocks (the support of δ I) and the small shaded polymer (the support of K).
For X ∈ P , let |B(X)| denote the number of scale- j blocks in X . Similarly, we
write |B+(U)| for the number of scale-( j+ 1) blocks in U ∈ P+. In the formula
(A.4.3) for K˜+(U), it is helpful if |B(X)| is large, as this brings small factors from
(δ I ◦K)(X). The following lemma shows that for large connected sets X ∈ C \S,
the constraint X =U in (A.4.3) forces |B(X)| to be strictly larger than |B+(U)|; for
small sets |B(X)| = |B+(U)| is possible and the choice of 2d in the definition of S
is precisely due to this possibility. It is this geometric fact—the excess of |B(X)|
over |B+(U)| for large connected sets—that allows the main focus to be placed on
the control of small sets. Large sets are irrelevant. A proof of Lemma A.4.3 is given
in [57, Lemma C.3], and an earlier statement is [66, Lemma 2]. Its application in
the Euclidean setting occurs in [57, Lemma 5.6].
Lemma A.4.3. Let d ≥ 1. There is an η = η(d) > 1 such that for all L ≥ 2d + 1
and for all X ∈ C \S,
|B(X)| ≥ η |B+(X)|. (A.4.6)
The following example indicates a mechanism in which Lemma A.4.3 is applied.
It illustrates why the focus can be restricted to small sets.
Example A.4.4. Let A> 1 and define a norm on F : C →N by
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‖F‖= sup
X∈C
A|B(X)||F(X)|. (A.4.7)
We extend F : C → N to F : P → N by component factorisation, and define F :
C+→N by
F(U) = ∑
X=U
F(X). (A.4.8)
The map F 7→ F is a prototype for the map K 7→ K+ that captures the reblocking
aspect. Suppose that F(X) = 0 if X ∈ S. We claim that
A|B+(U)||F(U)| ≤
(
A|B+(U)| ∑
X=U
A−|B(X)|1X 6∈S
)
‖F‖ ≤ o(1)‖F‖, (A.4.9)
with the second inequality valid as A→∞. Therefore, with A sufficiently large, there
exists κ < 1 such that
‖F‖+ ≤ κ‖F‖ (A.4.10)
for all F with F(X) = 0 for X ∈ S. The inequality (A.4.10) shows that large sets are
not important for the simple prototype F 7→ F for the map K 7→ K+.
It remains to prove (A.4.9). The first inequality holds by definition of the norm.
For the second, we bound the number of terms X in the sum by 2|B(U)| = 2Ld |B+(U)|,
and apply Lemma A.4.3 to obtain A−|B(X)|1X 6∈S ≤ A−η |B+(U)|. This gives
A|B+(U)| ∑
X=U
A−|B(X)|1X 6∈S ≤ (A2Ld A−η)|B+(U)| ≤ 2Ld A1−η , (A.4.11)
with the last inequality valid assuming Aη−1 ≥ 2Ld (which does hold for large A
since η > 1). The right-hand side becomes arbitrarily small for A sufficiently large.
A.5 Cancellation via change of coordinates
A.5.1 Local cancellation: perturbative
The formula for K˜+ in (A.4.3) is not adequate even when I˜+ is well chosen as
I˜+(Vpt), due to the presence of perturbative contributions to K˜+ that are manifestly
second order in V . In this section, we sketch an argument to explain how the change
of coordinates (A.3.4) can be used to correct this problem. We also sketch a proof of
(A.3.4) in this special case. This discussion reveals what lies at the heart of Map 4
in [57, Section 5.3].
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Second-order contribution to K˜+
Let U be a connected polymer in C+. There is a contribution to the right-hand side
of (A.4.3) of the form
H(U) = I˜U+h(U), h(U) = ∑
X∈P(U):|X |=1,2
I˜−X+ E+δ I˜X1X=U , (A.5.1)
with the closure X of X defined in Definition A.4.1. For the terms in (A.5.1) where
X consists of a single block, h(U) = 0 unless U is a single block, and when X
consists of two blocks then h(U) = 0 unless U consists of one or two blocks. We
extend the definition of H and h to disconnected polymers by imposing component
factorisation. The contribution of H to (I˜+ ◦ K˜+)(Λ) is
(I˜+ ◦H)(Λ) = I˜Λ+ (1◦h)(Λ). (A.5.2)
The terms in the formula for K˜+ that are first or second order in δ I are isolated
in h. Naively, we expect each factor of δ I(b) to provide a factor O(V ), so that three
or more factors of δ I(b) will ensure an estimate O(V 3). In h(U) there are only one
or two such factors when U ∈ C+. The apparently first-order terms with |X |= 1 are
in fact second order in V , because in E+δ I(b) = E+θ I− I+ there is cancellation of
the first-order term in (A.1.6) due to our use of Vpt to define I˜+. Thus h is O(V 2).
As we will argue at the end of Section A.5.1, the second-order part of h(U) has
the form
h(U)≡ ∑
B∈B+(U)
h(U,B), (A.5.3)
with h(U,B) second order and obeying the local cancellation
∑
U∈C+:U⊃B
h(U,B)≡ 0, (A.5.4)
where F ≡ G denotes that F = G+O(V 3).
Local cancellation in K˜+
We now apply (A.5.3)–(A.5.4) and exploit the non-uniqueness of the circle product
representation, to show that it is possible to reapportion the second-order contribu-
tions to h in such a way that there is a third-order h+ such that
(1◦h)(Λ) = (1◦h+)(Λ), (A.5.5)
with h+(U)≡ 0 when U ∈ C+. This gives a version of (A.3.4) at scale j+1, with J
and K both given by h on small sets and with I = 1.
We use the component factorisation property of h and (A.5.3) to obtain
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(1◦h)(Λ) = ∑
Y∈P+
h(Y ) = ∑
Y∈P+
∏
Yi∈Comp(Y )
h(Yi)
= ∑
Y∈P+
∏
Yi∈Comp(Y )
∑
Bi∈B+(Yi)
h(Yi,Bi). (A.5.6)
Given a block B, let B(2) denote the polymer which is the union of B and all two-
block connected polymers that contain B. For example, when the dimension is d = 2
then B(2) is the union of B with the eight blocks that touch B. We partition the
summation on the right-hand side according to the polymer ∪iB(2)i , to obtain
(1◦h)(Λ) = ∑
U∈P+
∑
Y∈P+
∏
Yi∈Comp(Y )
∑
Bi∈B(Yi)
h(Yi,Bi)1∪iB(2)i =U
= ∑
U∈P+
h+(U)
= (1◦h+)(Λ), (A.5.7)
where the second equality defines the terms h+(U). It can be checked that h+ has
the component factorisation property.
A second-order contribution to h+(U) can occur only when U is connected (oth-
erwise h+(U) factors into contributions from each connected component of U , each
of which is second order). Therefore the only possible second-order contribution to
h+(U) is
∑
Y∈P+
∑
B∈B+(Y )
h(Y,B)1B(2)=U . (A.5.8)
Given U , the condition B(2) =U uniquely determines B (or there is no such B). With
that particular B = B(U), the above is equal to
∑
Y∈P
h(Y,B), (A.5.9)
which vanishes by (A.5.4). Thus we have achieved the goal (A.5.5) with third-order
h+. The calculations here illustrate part of what occurs in the proof of [57, Proposi-
tion D.1], in a simplified setting.
Verification of (A.5.3)–(A.5.4)
We now verify (A.5.3)–(A.5.4). That is, we will identify second-order quantities
h(U,B), for U a two-block polymer containing B, with the properties that
h(U)≡ ∑
B∈B+(U)
h(U,B), (A.5.10)
and that, due to our choice of Vpt, there is the local cancellation
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∑
U∈C+:U⊃B
h(U,B)≡ 0 (A.5.11)
(a version of (A.5.11) with equality appears in [56, (2.22)]).
To keep the focus on the main ideas, let us simplify the problem and assume that
I+(U) = e−Vpt(U). With δV = θV −Vpt, we can then rewrite h as
h(U) = ∑
X∈P(U):|X |=1,2
(
∏
b∈B(X)
e−δV (b)−1
)
1X=U . (A.5.12)
To uncover the lower-order terms in h(U), we expand the exponential in a Taylor
series and obtain (A.5.10) with
h(B,B) = ∑
b∈B(B)
E+
(
δV (b)+
1
2
(δV (b))2
)
+
1
2 ∑b,b′∈B(B):b6=b′
E+
(
δV (b)δV (b′)
)
,
(A.5.13)
h(U,B) =
1
2 ∑b∈B(B) ∑b′∈B(B′)
E+
(
δV (b)δV (b′)
)
. (A.5.14)
The δV (b) term in h(B,B) is actually second order, not first order, because Vpt is
equal to E+θV minus quadratic terms in V , and the linear term in V therefore can-
cels in E+δV (b). Thus all terms in h(B,B) and h(U,B) are second order.
To derive (A.5.11), we continue to neglect W , and recast Lemma A.1.1 as
E+θe−V (Λ) ≡ e−Vpt(Λ), i.e.,
e−Vpt(Λ)E+
(
∏
b∈B(Λ)
e−δV (b)−1
)
≡ 0. (A.5.15)
Again only the case where the product is over one or two small blocks can lead to a
second-order contribution, and these small blocks must either lie in the same large
block or in adjacent large blocks, because otherwise the finite-range property of
the expectation produces a product of two second-order factors and hence is fourth
order. The same Taylor expansion used above then leads to
E+
(
∏
b∈B(Λ)
e−δV (b)−1
)
≡ ∑
U∈C+(Λ)
h(U)
= ∑
U∈C+(Λ)
∑
B∈B+(U)
h(U,B)
= ∑
B∈B+(Λ)
∑
U∈C+:U⊃B
h(U,B). (A.5.16)
It is natural that the right-hand side would be third order because each term in the
sum over B is, and this indeed turns out to be the case and gives (A.5.11).
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A.5.2 Local cancellation: nonperturbative
For the hierarchical model, the marginal and relevant directions in K are absorbed
into U+ via the term Loc(eV K) in (5.2.31). In the Euclidean setting, the analogous
manoeuvre is more delicate because I has only one degree of freedom for each
block B (it factorises over blocks), while now K is a function of arbitrary polymers
X . Two steps are used: (i) we apply the change of coordinates (A.3.4) to move the
contributions from small sets into blocks, and (ii) we use the simpler change of
coordinates (A.3.2) for single blocks, as done in (10.1.4) in the hierarchical setting.
To explain how the cancellation on small sets is arranged, we first write LocU F as
LocU F = ∑x∈U Px and use P to define LocU,B F = ∑x∈B Px for U ⊃ B. In particular,
for U ∈ P and B ∈ B,
∑
B∈B(U)
LocU,B F = LocU F. (A.5.17)
Then we define J(U,B) = 0 if U is not a small set containing B, and otherwise
J(U,B) = LocU,BI−U K(U) for U ∈ S with U % B, (A.5.18)
J(B,B) =− ∑
U∈S:U%B
J(U,B). (A.5.19)
By construction,
∑
U :U⊃B
J(U,B) = 0. (A.5.20)
The local cancellation in (A.5.20), which holds by definition of J, is as in (A.3.6).
For U ∈ S, let
J¯(U) = ∑
B∈B+(U)
IU J(U,B), M(U) = K(U)− J¯(U). (A.5.21)
The new feature compared to our analysis of h in Section A.5.1 is that here for
small sets U the role of h(U) is played by I−U K(U) = I−U M(U)+ I−U J¯(U); the
analysis for h corresponds to M = 0 which we no longer have. This requires more
sophisticated combinatorics.
Cancellation on small sets other than blocks
To illustrate the main idea we make the following simplifications:
• We assume that I = 1.
• We assume that among connected polymers K is supported on small sets only.
Then, with V the union of the components of Vˆ ,
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(1◦K)(Λ) = ∑
U∈P
∏
Ui∈Comp(U)
(M(Ui)+ J¯(Ui))
= ∑
U∈P
∑
Vˆ⊂Comp(U)
MU\V ∏
U∈Vˆ
∑
B∈B(U)
J(U,B). (A.5.22)
Given X ∈ P , let B1, . . . ,Bn be a list of the blocks in B(X), and let
U(X) ={{(UB1 ,B1), . . . ,(UBn ,Bn)} :
UBi ∈ S, UBi ⊃ Bi, UBi does not touch UB j for i 6= j }. (A.5.23)
Given an element of U(X), we write YJ = ∪B∈B(X)UB, and write P−(YJ) for the set
of polymers that do not touch YJ . The small-set neighbourhood X of a polymer X
is the union of all small sets that contain a block in X . By interchanging the sums
over blocks B and polymers UB, we obtain
(1◦K)(Λ) = ∑
X∈P
∑
{(UB,B)}∈U(X)
(
∏
B∈B(X)
J(UB,B)
)
∑
Y∈P−(YJ)
MY
= ∑
W∈P
∑
X∈P
∑
{(UB,B)}∈U(X)
(
∏
B∈B(X)
J(UB,B)
)
∑
Y∈P−(YJ)
MY1X∪Y=W ,
(A.5.24)
where the last equality is just a conditioning of the sums over X and Y according to
the constraint X ∪Y =W . Then we define K′(W ) to be the summand in the sum
over W . It can be verified that K′ has the component factorisation property, and it is
proved in [57, Proposition D.1] that K′ obeys good estimates.
We examine two special cases:
• If W is a small set S then we must have X = ∅ (because otherwise X cannot
be contained in S, as X is not a small set even if X is a single block) and also
Y = S, so
K′(S) = M(S). (A.5.25)
Therefore, for S =U 6∈ B+ or S = B ∈ B+,
K′(U) = K(U)− ∑
B∈B+(U)
J(U,B) = K(U)−LocU K(U) (U 6∈ B+), (A.5.26)
K′(B) = K(B)+ ∑
U%B
J(U,B) = K(B)+ ∑
U%B
LocU,BK(U) (B ∈ B+). (A.5.27)
In (A.5.26), the subtracted term is simply LocU K(U) by (A.5.17). Thus the rel-
evant and marginal parts of K(U) are subtracted on small sets that are not a sin-
gle block. The price to pay is that those subtractions have been transferred into
K′(B), which additionally fails to have the relevant and marginal parts of K(B)
subtracted.
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• If X = B and Y = ∅ then we must have W = X and X is uniquely determined
by W , and the contribution from this case to K(W ) = K(B) is
∑
U⊃B
J(U,B) = 0. (A.5.28)
This cancellation has the good consequence that there is no contribution to
K′(W ), for any polymer W that is not a single block, that consists solely of J
terms. The net effect of this is that there is no connected polymer W such that
K′(W ) is a linear function of J without any compensating K factors.
The details of the above analysis can be found in the proof of [56, Proposi-
tion D.1]. It leads to a representation
(I ◦K)(Λ) = (I ◦K′)(Λ) (A.5.29)
where in K′(X) the relevant and marginal parts of K(X) have been removed from
all small sets X except single blocks. This is carried out in detail in Map 1 of [57,
Section 4.2].
Cancellation on blocks
It remains to remove the relevant and marginal parts of K′(B) (which incorporate
the relevant and marginal parts of K(X) for all small sets X), and to transfer them
into V+. This is achieved by replacing Vpt(V ) by Vpt(Vˆ ), where
Vˆ =V − ∑
U∈S:U⊃B
LocU,BI−U K(U). (A.5.30)
Let Iˆ = I(Vˆ ), δ Iˆ = I− Iˆ, Kˆ = δ Iˆ ◦K′. By (A.3.2),
(I ◦K′)(Λ) = (Iˆ ◦ Kˆ)(Λ). (A.5.31)
The relevant and marginal parts of K′ are thereby transferred to Vˆ and removed
from Kˆ. The details of this operation are outlined in Map 2 of [57, Section 4.3]. The
corresponding step for the hierarchical model is performed at (10.1.3).
A.6 Norms
The norms applied in this book for the hierarchical model require modification and
extension in the Euclidean setting. We discuss some aspects of this here. Full de-
tails can be found in [57], and a general development of properties of the norms is
presented in [54].
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A.6.1 Tϕ -seminorms
For the Euclidean model, a counterpart of the hierarchical Tz-seminorm of (7.1.9) is
defined in [54]. For simplicity, we consider the 1-component Euclidean ϕ4 model,
and do not include an auxiliary space Y . The field ϕ = (ϕx)x∈Λ is a point in RΛ , and
we will define the Euclidean Tϕ -seminorm on the space of functions F : RΛ → R.
An example of such an F is the nonperturbative coordinate K(X) evaluated on a
polymer X ; in this case the dependence is only on ϕx for x in or near X .
Given a function F : RΛ → R, the derivative F(p)(ϕ) is a p-linear function on
the space RΛ of directions. Let Φ be a normed vector subspace of RΛ . We denote
a direction in Φ by ϕ˙ and a p-tuple of directions by ϕ˙ p. Let Φ(1) be the unit ball
in Φ . Then ‖F(p)(ϕ)‖= supϕ˙ p∈Φ(1)p |F(p)(ϕ; ϕ˙ p)|. The Euclidean Tϕ -seminorm is
defined by
‖F‖Tϕ =
pN
∑
p=0
1
p!‖F(p)(ϕ)‖, (A.6.1)
where pN ∈ [0,∞] is a parameter at our disposal. The example Φ = RΛh with
norm ‖ϕ˙‖ = 1h max{|ϕ˙x| : x ∈ Λ} gives a Tϕ -seminorm with the product property
‖FG‖Tϕ ≤ ‖F‖Tϕ‖G‖Tϕ of (7.1.10). Restrictions on the spaces of directions that are
consistent with the product property are discussed in [54].
The freedom to choose allows us to take into account the properties that are
imposed on typical fields by their probability distribution. For example, hierarchical
fields are constant on blocks. Suppose that F(ϕ) depends only on fields in a block B.
Let Φ be the subspace of directions in RΛh such that ϕ˙ is constant on B, i.e., ϕ˙x = ϕ˙y
for all x,y in B. For ϕ constant on B the Euclidean Tϕ -seminorm with this choice of
Φ equals the Tϕ -seminorm of Definition 7.1.2. This is true by virtue of chain rule
formulas like
∑
x∈Λ
∂
∂ϕx F(ϕ) = ∑
x∈B
∂
∂ϕx F(ϕ) =
∂
∂u f (u) (A.6.2)
which is valid when the left-hand side is evaluated at ϕ such that ϕx = u for all x∈ B
and, by definition, f (u) = F(ϕ).
In the Euclidean setting, we use Φ which takes into account the spatial varia-
tion of fields. After j renormalisation group steps, the remaining field to be inte-
grated is ϕ = ζ j+1 + · · ·+ ζN , with increments as in Corollary 3.4.1. The scaling
estimates (3.3.7) indicate that the variance of ∇αϕ typically scales down with j
like L− j(d−2)L−2 j|α|1 . Fix a positive integer pΦ . Let the norm on Φ be the lattice
C pΦ -norm
‖ϕ˙‖Φ(h) = max{h−1j L j|α|1 |∇α ϕ˙x| : x ∈Λ , |α|1 ≤ pΦ}. (A.6.3)
With the choice h= ` j = `0L− j(d−2)/2, as in (8.1.4), the Tϕ -seminorm of F tests the
response of F to typical fluctuations of the field, in particular fluctuations around
being constant on blocks. The choice h= h j = k0L− jd/4g˜
−1/4
j , as in (8.1.7), is used
to test the response of F to typical large fields. This is all as it is for the hierarchi-
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cal model, apart from the fact that now spatial gradients of the field are taken into
account.
Both parameters ` and h are combined in the hierarchical W-norm defined in
(8.2.9). A Euclidean counterpart of theW-norm is defined in [57, (1.45)]. The latter
also involves regulators, which we discuss next.
A.6.2 Regulators
For the hierarchical model, the crucial Proposition 10.5.1 asserts that the renormal-
isation group map is contractive in T∞-norm. The proof uses the following fact: if
the + scale field ϕ is large in a block b, then it is large on B \ b where B is the +
scale block that contains b, because ϕ is constant on B. This is used in (10.5.20)
where the factor P6h+(ϕ) arises from the growth of K(b)−LocK(b) as ϕ becomes
large in b. If ϕ is large in b then the exponential exp[−V (B\b)] is small and more
than compensates for the growth of P6h+(ϕ).
For the Euclidean model the + field can be large in b without being large in B\b.
We have to prove that typical fields do not do this. Let ϕB = |B|−1∑x∈Bϕx be the
average of ϕ over the block B and let δB = δB(ϕ) be the supremum over x,y ∈ B of
|ϕx−ϕy|/h+. Then |ϕx−ϕB|/h+ ≤ δB. In other words ϕx/h+ is constant to within
δB. We will show that for typical ϕ , δB = OL(g1/4). Thus typical fields are very
close to constants in this sense and it should be plausible that the hierarchical bound
(10.5.20) continues to hold for fields with δB = OL(g˜1/4).
What does it mean for a field to be typical? For intuition, recall from (3.3.7) that
the standard deviation of ∇ϕx is OL(L− j`+), where `+ is defined in (8.1.4). We say
a field ϕ is typical if the maximum over B of |∇ϕ| is OL(L− j`+). Since |ϕx−ϕy|
is bounded by the length L j+1 of a path joining x to y times the maximum gradient,
we find, using (8.1.7), that δB is bounded by OL(L`+/h+) = OL(g˜1/4) as claimed
above.
Although (10.5.20) does not hold for all Euclidean ϕ , the inequality obtained by
including an extra factor exp[−δB] might hold for all ϕ because it holds for typical
ϕ by the arguments above and the decay of exp[−δB] might compensate for atypical
fields with large δB. This example leads to the idea that the T∞-norm for the hierar-
chical model should be replaced by a weighted T∞-norm where the weight will allow
the hierarchical proofs that work for δ = 0 to extend to the Euclidean model. The
T∞-norm of a function F(ϕ) tests F(ϕ) on all possible ϕ but a weighted T∞-norm
focuses on the fields that F(ϕ) actually encounters when taking its expectation.
Given w(X ,ϕ)> 0, a general weighted T∞-norm is defined by
‖K(X)‖w = sup
ϕ∈RΛ
‖K(X)‖Tϕ
w(X ,ϕ)
. (A.6.4)
For the Euclidean |ϕ|4 model, we use two choices of weight function, or regulators,
corresponding to the two choices h = ` and h = h of the parameter h in the defini-
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tion of the Tϕ -seminorm. The specific choices are discussed in [56, Section 1.1.6].
The systematic use of such regulators originated in [58]; in [93, p.216, (1)] the
breakdown of estimates for fields with large gradients is instead put into inductive
assumptions.
We discuss here the most important case: the large-field regulator w = G˜. Desir-
able properties of the regulator are:
(i) G˜(X ∪Y,ϕ) = G˜(X ,ϕ)G˜(Y,ϕ) if X ,Y are disjoint.
(ii) G˜(X ,ϕ+ϕ ′)≤ G˜2(X ,ϕ)G˜2(X ,ϕ ′).
(iii) E+G˜t(X)≤ 2|B(X)| for bounded powers t.
(iv) G˜t ≤ G˜+ for bounded powers t.
Property (i) extends the product property of the Tϕ -seminorm to the norm (A.6.4)
when X ,Y are disjoint. Properties (ii)-(iv) allow estimates to be advanced from one
scale to the next, as in the following lemma. The proof of the lemma uses the general
inequality
‖E+θF‖Tϕ (h+) ≤ E+‖F‖Tϕ+ζ (h), (A.6.5)
which follows from [54, Proposition 3.19] (see also [56, (7.2)–(7.3)]). The inequal-
ity (A.6.5) is reminiscent of Proposition 7.3.1 for the hierarchial case.
Lemma A.6.1. Suppose that G˜ obeys (ii), (iii) and (iv) above. Then
‖E+θK(X)‖G˜+ ≤ 2|B(X)|‖K(X)‖G˜. (A.6.6)
Proof. We first apply (A.6.5), and then the definition of the weighted norm, to obtain
‖E+θK(X)‖Tϕ (h+) ≤ E+‖K(X)‖Tϕ+ζ (h)
≤ ‖K(X)‖G˜ E+G˜(X ,ϕ+ζ ). (A.6.7)
Using properties (ii), (iii) and (iv), we find that
‖E+θK(X)‖Tϕ (h+) ≤ ‖K(X)‖G˜ G˜2(X ,ϕ)E+G˜2(X ,ζ )
≤ ‖K(X)‖G˜G˜2(X ,ϕ)2|B(X)|
≤ ‖K(X)‖G˜G˜+(X ,ϕ)2|B(X)|. (A.6.8)
This proves (A.6.6).
To implement the above, we require a regulator G˜ which obeys properties (i)-(iv).
A trivial choice is of course given by G˜ = 1. However, for the weight to be helpful,
G˜ should be as large as possible. Other authors have used regulators based on lattice
Sobolev norms, e.g., [66, (47)]. Our choice is the regulator G˜ given in [56, (1.41)].
We conclude by presenting its definition. Further details, including a discussion of
the fluctuation-field regulator, can be found in [56, Section 1.1.6].
First, for X ⊂Λ with diameter less than the period of the torus, we define
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‖ϕ‖Φ˜(X) = inf{‖ϕ− f‖Φ : f restricted to X is a linear polynomial }. (A.6.9)
The restriction on the diameter of X is present so that it makes sense to consider f
as a linear polynomial in (A.6.9). The large-field regulator is then given by
G˜(X ,ϕ) =∏
x∈X
exp
(
L−d j‖ϕ‖2Φ˜(bx )
)
, (A.6.10)
where bx ∈ B is the unique block which contains the point x.
The above construction of G˜ factors out linear polynomials. This is a way to
examine the size of |∇2ϕ|, and in that sense is related to a Sobolev norm. Thus the
regulator can bound ∇2ϕ , but not ϕ . In our motivation of the weighted T∞-norm,
we estimated how close ϕ is to being constant in a block B. However, the regulator
(A.6.10) only enables us to estimate how close ϕ is to being a linear function. Of
course linear functions include constants and in fact we expect that fields are close
to being constants, but it is easier to prove the weaker statement that they are close
to linear. Also it is sufficient: if ϕ is linear on B and it is large on b then it is large on
roughly half of B so the factor ‖e−V (B\b)‖Tϕ in (10.5.20) is still exponentially small
and bounds the polynomial that depends on the field in b.
An advantage of the regulator (A.6.10) is that its weighted norm leads to a com-
plete Banach space after an additional weighted supremum over polymers X is taken
in (A.6.4). This is discussed in detail in [57, Appendix A]. The Sobolev regulator
was erroneously claimed to produce a complete space, e.g., in [52]; this error was
pointed out and corrected in [1] in a manner than maintained the Sobolev regulator.
Finally, we note that properties (i)-(iv) hold for (A.6.10). Property (i) holds by
definition, and property (ii) is a consequence of the elementary inequality (a+b)2 ≤
2a2 + 2b2. Property (iii) is a consequence of [54, Proposition 3.20] together with
the fact that the large-field regulator is less than or equal to the fluctuation-field
regulator. According to [56, Lemma 1.2], property (iv) holds if if L is large enough.
Appendix B
Solutions to exercises
B.1 Chapter 1 exercises
Solution to Exercise 1.4.5. By replacing V (ϕ) by V (ϕ)−V (ϕ0), g(ϕ)−g(ϕ0) by
g(ϕ), and ϕ by ϕ+ϕ0, we can assume that ϕ0 = 0, V (ϕ0) = 0 and g(ϕ0) = 0. For
E ⊂ Rn, let
IN(E, f ) =
∫
E
f (ϕ)e−NV (ϕ)dϕ. (B.1.1)
With the above assumptions, we must prove that
lim
N→∞
IN(Rn,g)
IN(Rn,1)
= 0. (B.1.2)
Given t ∈ (0,1), let
Mt = {ϕ : V (ϕ)≤ t}. (B.1.3)
By assumption, Mt is compact, and it clearly contains the set {ϕ : V (ϕ)< t} which
is open by continuity of V . This set is not empty because it contains 0. Therefore the
integral I1(Mt ,1) =
∫
Mt e
−V dϕ is nonzero. On Mct , we have e−NV = e−(N−1)V e−V ≤
e−(N−1)te−V . With this and a similar but reversed inequality on Mt/2, we obtain
|IN(Mct ,g)| ≤ ‖g‖∞e−(N−1)t I1(Rn,1), (B.1.4)
IN(Rn,1)≥ IN(Mt/2,1)≥ e−(N−1)t/2I1(Mt/2,1). (B.1.5)
Thus, for a t-dependent constant ct ,
|IN(Mct ,g)|
IN(Rn,1)
≤ cte−Nt/2. (B.1.6)
Given ε > 0, choose δ > 0 small enough that |g(ϕ)| < ε if |ϕ| < δ . Since
∩t>0Mt = {0}we have ∩t>0Mt∩{|ϕ| ≥ δ}=∅. By Mt ⊂Mt ′ for t > t ′ and the finite
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intersection property for compact sets, there exists tδ such that Mtδ ∩{|ϕ| ≥ δ}=∅.
Therefore Mtδ ⊂ {|ϕ|< δ}. Then, with t = tδ ,
|IN(Mt ,g)| ≤ εIN(Mt ,1)≤ εIN(Rn,1), (B.1.7)
and hence |IN(Rn,g)|
IN(Rn,1)
≤ |IN(Mt ,g)|
IN(Rn,1)
+ cte−Nt/2 ≤ ε+ cte−Nt/2. (B.1.8)
Consequently the limsupN→∞ of the left-hand side is at most ε . Since ε is arbitrary,
the limit must exist and equal zero.
Solution to Exercise 1.4.7. By definition and since |σ |= 1,
V (ϕ) =− log
∫
S2
e−
β
2 |ϕ−σ |2+h·σ µ(dσ)
=
β
2
|ϕ|2+ β
2
− log
∫
S2
e(βϕ+h)·σ µ(dσ). (B.1.9)
In spherical coordinates,∫
S2
e(βϕ+h)·σ µ(dσ) =
1
2
∫ pi
0
e|βϕ+h|cosθ sinθ dθ
=
1
2
∫ 1
−1
e|βϕ+h|udu =
sinh(|βϕ+h|)
|βϕ+h| . (B.1.10)
Solution to Exercise 1.4.8. Let ϕ ∈Rn, h∈Rn, e∈ Sn−1. Denote by µhϕ the measure
from (1.4.15) with external field h ∈ Rn. From (1.4.13) it follows that
e ·HessV (ϕ)e = β −β 2Varµhϕ (e ·σ). (B.1.11)
(i) By [76, Theorem D.2],
Varµhϕ (e ·σ)≤ Varµ00 (e ·σ) =
1
n
. (B.1.12)
Therefore, e ·HessV (ϕ)e ≥ β − β 2/n. When β ≤ n, the right-hand side is indeed
non-negative.
(ii) Note that
β
2
(ϕ−σ ,ϕ−σ)− (h,σ) = β
2
(ϕ,ϕ)− (βϕ+h,σ)+ constant. (B.1.13)
Hence, for βϕ+h = 0, the measure µhϕ on Sn−1 is uniform and thus
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Varµhϕ (e ·σ) =
1
n
. (B.1.14)
For ϕ = −h/β and any e ∈ Sn−1, this implies that e ·HessV (ϕ)e = β −β 2/n. The
right-hand side is negative if β > n, so V is non-convex.
Solution to Exercise 1.5.2. For f ∈ RΛ define ( f ,g) = ∑x∈Λ fxgx and (∇ f )xy =
fx− fy. By (1.3.4)
(−∆β f , f ) =−∑
x∈Λ
(
∑
y∈Λ
βxy(∇ f )yx
)
fx =−12 ∑x,y∈Λ
βxy(∇ f )yx( fx− fy)
=
1
2 ∑x,y∈Λ
βxy(∇ f )2yx ≥ 0. (B.1.15)
The second equality is obtained by interchanging x,y, (∇ f )yx = −(∇ f )xy and re-
calling that βxy = βyx. Also, (−∆β1)x =−∑y∈Λ βxy(∇1)yx = 0, and (1.5.3) follows
by applying the inverse operator to 1= m−2(−∆β +m2)1.
Solution to Exercise 1.5.4. Since λ (k) ∼ |k|2 as k→ 0, we see from (1.5.29) that
B0 is finite if and only if d > 4. So it remains to prove that
Bm2 ∼ bd×
{
m−(4−d) (d < 4)
logm−2 (d = 4),
(B.1.16)
with b1 = 18 , b2 =
1
4pi , b3 =
1
8pi , b4 =
1
16pi2 .
Let d ≤ 4. By (1.5.29),
Bm2 =
∫
[−pi,pi]d
∣∣∣∣∣ 14∑dj=1 sin2( k j2 )+m2
∣∣∣∣∣
2
dk
(2pi)d
. (B.1.17)
Let U1 be the ball of radius 1 in Rd . Then, uniformly as m2 ↓ 0,
∫
[−pi,pi]d\U1
∣∣∣∣∣ 14∑dj=1 sin2( k j2 )+m2
∣∣∣∣∣
2
dk
(2pi)d
= O(1), (B.1.18)
and, uniformly in k ∈U1,
1
4∑dj=1 sin
2(
k j
2 )+m
2
=
1
|k|2+m2 +O(1). (B.1.19)
Therefore,
Bm2 ∼
∫
U1
(
1
|k|2+m2
)2 dk
(2pi)d
. (B.1.20)
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We use polar coordinates to obtain
∫
U1
(
1
|k|2+m2
)2 dk
(2pi)d
=
ωd−1
(2pi)d
∫ 1
0
(
1
r2+m2
)2
rd−1 dr (B.1.21)
where ω0 = 1, ω1 = 2pi , ω2 = 4pi , ω3 = 2pi2 arise from the area of the unit (d−1)-
sphere. With the change of variables r = sm, this gives
Bm2 ∼
ωd−1
(2pi)d
md−4
∫ m−1
0
(
1
s2+1
)2
sd−1 ds. (B.1.22)
If d < 4 then the integral converges to a finite limit as m ↓ 0, and if d = 4 then it is
asymptotic to logm−1. For d < 4, the value of the integral is given by [102, 3.241]
as ∫ ∞
0
(
1
s2+1
)2
sd−1 ds =
1
2
Γ (d/2)Γ (2−d/2)
Γ (2)
. (B.1.23)
This leads to ∫ ∞
0
(
1
s2+1
)2
sd−1 ds =

pi
4 (d = 1)
1
2 (d = 2)
pi
4 (d = 3).
(B.1.24)
From this we obtain the constants bd reported below (B.1.16).
Solution to Exercise 1.5.5. (i) Let T0 = 0 and Tk = inf{n > Tk−1 : Sn = 0}. Then
u = P(T1 < ∞), and by induction and the strong Markov property, P(Tk < ∞) = uk.
Therefore,
m = EN = ∑
k≥0
P(Tk < ∞) = (1−u)−1. (B.1.25)
(ii) Let Sn denote simple random walk. The equality EN =∑n≥0 pn(0) follows from
the identity N = ∑∞n=01Sn=0. Let D(x) =
1
2d1|x|1=1. Then Dˆ(k) =
1
d ∑
d
j=1 cosk j and
1− Dˆ(k) = 12dλ (k). Also,
P(Sn = 0) =
∫
[−pi,pi]d
Dˆ(k)n
ddk
(2pi)d
. (B.1.26)
Some care is required to perform the sum over n since the best uniform bound on Dˆn
is 1 which is not summable. By monotone convergence, and then by the dominated
convergence theorem,
m = lim
t↗1∑n≥0
P(Sn = 0)tn = lim
t↗1
∫
[−pi,pi]d
1
1− tDˆ(k)
ddk
(2pi)d
. (B.1.27)
The function Dˆ is real valued, and
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1
1− tDˆ(k) ≤
2
1− Dˆ(k) for t ∈ [1/2,1]. (B.1.28)
If (1− Dˆ)−1 ∈ L1, the claim then follows by dominated convergence. If (1− Dˆ)−1 6∈
L1, the claim follows from Fatou’s lemma.
(iii) This follows from the fact that λ (k)  |k|2 as k→ 0, and thus 1/λ (k) is inte-
grable if and only if d > 2.
Solution to Exercise 1.5.6. By definition,
I = ∑
x∈Zd
( ∞
∑
m=0
1S1m=x
)( ∞
∑
n=0
1S2n=x
)
. (B.1.29)
By Lemma 1.5.3 (with monotone convergence to take the limit m2 ↓ 0),
E∑
i≥0
1X1i =x
= 2dC0x(0). (B.1.30)
Therefore, by using the independence, we have
EI = (2d)2 ∑
x∈Zd
(C0x(0))2 = (2d)2B0. (B.1.31)
The sum is infinite if and only if both sides are infinite. The latter happens if and
only if d ≤ 4, by Exercise 1.5.4.
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Solution to Exercise 2.1.3. For notational convenience, we consider the case where
C is strictly positive definite. The semi-definite case can be handled by replacing
C by C′ as in (2.1.3). Let A =C−1, so that PC(dϕ) is proportional to e−
1
2 (ϕ,Aϕ)dϕ .
Then standard integration by parts and the symmetry of the matrix C give∫ ∂F
∂ϕy
e−
1
2 (ϕ,Aϕ)dϕ =
∫
(Aϕ)yFe−
1
2 (ϕ,Aϕ)dϕ. (B.2.1)
Now we multiply by Cxy, sum over y, and use CA = I. This gives
∑
y
Cxy
∫ ∂F
∂ϕy
e−
1
2 (ϕ,Aϕ)dϕ =
∫
Fϕxe−
1
2 (ϕ,Aϕ)dϕ, (B.2.2)
as required.
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Solution to Exercise 2.1.7. By definition,
CovC(ϕ px ,ϕ
p′
x′ ) = EC(ϕ
p
x ϕ
p′
x′ )− (ECϕ px )(ECϕ p
′
x′ ). (B.2.3)
The estimate is obtained by bounding each expectation on the right-hand side using
(2.1.11), without any attention to cancellation between the two terms. The operator
e
1
2∆C is defined by power series expansion, and in using (2.1.11) nonzero contribu-
tions can arise only when all fields are differentiated. For the term EC(ϕ px ϕ p
′
x′ ), this
differentiation leads to (p+ p′)/2 factors of the covariance, which can be factors
Cxx, Cxx′ , or Cx′x′ . The covariance is maximal on the diagonal since it is positive def-
inite, so these factors are all bounded by ‖C‖ and hence the term EC(ϕ px ϕ p
′
x′ ) obeys
the desired estimate. The subtracted term (ECϕ px )(ECϕ p
′
x′ ) is similar.
Solution to Exercise 2.1.10. This follows from (2.1.17), using (with A =C−1)∫
e( f ,ϕ)Z0(ϕ)e−
1
2 (ϕ,Aϕ)dϕ = e
1
2 ( f ,C f )
∫
Z0(ϕ)e−
1
2 (ϕ−C f ,A(ϕ−C f ))dϕ
= e
1
2 ( f ,C f )
∫
Z0(ϕ+C f )e−
1
2 (ϕ,Aϕ)dϕ. (B.2.4)
Solution to Exercise 2.1.13. (i) Let X = {(x, i) : x ∈Λ , i= 1, . . . ,n} and Cˆ(x,i),(y, j) =
δi jCxy. According to Example 2.1.4 and Proposition 2.1.9, the n-component Gaus-
sian field field ϕ = (ϕ ix)x∈Λ ,i=1,...,n with covariance C is characterised by
EC(e( fˆ ,ϕ)) = e
1
2 ( fˆ ,Cˆ fˆ ) for fˆ = ( f ix) ∈ RX . (B.2.5)
The form of Cˆ implies this is the same as
EC(e( fˆ ,ϕ)) =∏
i
e
1
2 ( f
i,C f i) for f i = ( f ix)x∈Λ ∈ RΛ and i = 1, . . . ,n. (B.2.6)
The factorisation on the right-hand side implies that the components ϕ i are inde-
pendent and by Proposition 2.1.9 applied to each component the components are
identically distributed Gaussian fields on Λ with covariance C, as desired.
(ii) The set of functions F for which
EC(F(ϕ)) = EC(F(Tϕ)) (B.2.7)
holds is a vector space closed under bounded convergence and under monotone
convergence. Exponential functions generate the Bore1 σ -algebra in RX and form
a class closed under multiplication. Hence if (B.2.7) holds for exponential func-
tions then it holds for all bounded Borel functions F . For exponential functions we
evaluate and compare both sides of (B.2.7) using Proposition 2.1.9.
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EC(e( f ,Tϕ)) = EC(e(T
t f ,ϕ)) = e
1
2 (T
t fˆ ,CˆT t fˆ ) = e
1
2 ( fˆ ,Cˆ fˆ ) = EC(e( f ,ϕ)). (B.2.8)
The formula ECθ ◦T = T ◦ECθ is obtained from (B.2.7) by renaming the random
variable ϕ to ζ followed by replacing F(ζ ) by F(ϕ+ζ ) where ϕ is a fixed element
of RX .
Solution to Exercise 2.1.15. We apply (e.g.) [87, Theorem 10.18] with A = Zd . By
Corollary 2.1.14, the finite-dimensional distributions are consistent, and the permu-
tation hypothesis of [87, Theorem 10.18] follows from the definition of the Gaussian
measure with covariance CX×X for finite X .
Solution to Exercise 2.2.2. Let I be a finite nonempty subset of natural numbers.
A partition pi of I is a collection of disjoint nonempty subsets of I whose union
is I. In particular, {I} is a partition of I. Let Π(I) be the set of all partitions of I.
Given a natural number n and coefficients µI for all I of cardinality |I| ≤ n, define
coefficients κJ for all finite subsets J with |J| ≤ n to be the unique solution of the
system of equations
µI = ∑
pi∈Π(I)
∏
J∈pi
κJ , (B.2.9)
where there is one equation for each I with |I| ≤ n. To show that this system has a
unique solution, rewrite it as
κI = µI− ∑
pi∈Π(I)\{I}
∏
J∈pi
κJ . (B.2.10)
For any finite I, this defines κI in terms of µI and recursively in terms of κJ , where
J runs over proper subsets of I. Thus we obtain a formula for κI in terms of µJ
by inserting the recursion into itself. Since J is a proper subset of I, the recursion
terminates after a finite number of steps determined by the cardinality |I|. For I = {i}
the recursion reduces to κ{i} = µ{i} because {I} has no proper subsets and empty
sums are by definition zero. By induction on |I|, the coefficient κI is a finite sum
of finite products of µJ with |J| ≤ |I|. Conversely, given κJ for |J| ≤ n the formula
(B.2.9) constructs µI for |I| ≤ n.
We assume the existence of exponential moments as required by the definition
of cumulants in (2.2.1), and set µI = E(Ai1 · · ·Ain) for all I = {i1, . . . , in}. We claim
that κi1,...,in = E(Ai1 ; · · · ;Ain). This claim proves the desired result. In particular, the
cumulant of order n exists precisely when expectations up to order n exist.
To prove the claim, for arbitrary I = {i1, . . . , in} let
∂I =
∂ n
∂ ti1 · · ·∂ tin
,
and define fI by fI(t j1 , . . . , tin) = logE(e
ti1 Ai1+···+tim Ain ). By the chain rule and in-
duction on |I|,
224 B Solutions to exercises
∂Ie fI =
(
∑
pi∈Π(I)
∏
J∈pi
∂J fJ
)
e fI .
Set ti1 , . . . , tin = 0. By the definition of fI , the left-hand side is µI =E(Ai1 · · ·Ain). By
comparing the above equation with (B.2.9), and noting that e fI = 1 at ti1 , . . . , tin = 0,
we have κI = ∂I fI for all I. By the definition of the truncated expectation, ∂I fI =
E(Ai1 ; · · · ;Ain), so we have proved the claim that E(Ai1 ; · · · ;Ain) = κI , as desired.
Solution to Exercise 2.2.3. Suppose first that ϕ is Gaussian with covariance C. By
Proposition 2.1.9,
EC(e∑
p
i=1 tiϕxi ) = e
1
2 ∑
p
i, j=1 tit jCxix j . (B.2.11)
By (2.2.1), the cumulants are derivatives of the right-hand side, and therefore (2.2.4)
holds, as desired.
Suppose next that for all p ∈ N and x1, . . . ,xp ∈ X ,
E(ϕx1 ; · · · ;ϕxp) =
{
Cx1x2 (p = 2)
0 (p 6= 2). (B.2.12)
By Exercise 2.2.2, the truncated expectations up to order n determine the expecta-
tions up to order n. Therefore all moments are the same as those of a Gaussian with
covariance C. This implies that
∞
∑
n=0
1
n!
E(( f ,ϕ)n) (B.2.13)
is equal to the sum over even n (because odd Gaussian moments are zero) and there-
fore converges by monotone convergence to E(e( f ,ϕ)). However, since the moments
are Gaussian, the above sum is equal to e
1
2 ( f ,C f ). It follows that E(e( f ,ϕ)) = e 12 ( f ,C f ).
By Proposition 2.1.9, this proves that the field is Gaussian with covariance C, and
the proof is complete.
Solution to Exercise 2.2.4. Let A,B be polynomials in ϕ degree at most p. By
definition,
FC(A,B) = e
1
2∆C((e−
1
2∆C A)(e−
1
2∆C B))−AB. (B.2.14)
We must show that
FC(A,B) =
p
∑
n=1
1
n! ∑x1,y1
· · · ∑
xn,yn
Cx1,y1 · · ·Cxn,yn
∂ nA
∂ϕx1 · · ·ϕxn
∂ nB
∂ϕy1 · · ·ϕyn
. (B.2.15)
Define
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LC = 12∆C =
1
2 ∑u,v∈Λ
Cu,v∂ϕu∂ϕv
↔
LC= ∑
u,v∈Λ
Cu,v∂ϕ ′u∂ϕ ′′v (B.2.16)
L′C =
1
2 ∑u,v∈Λ
Cu,v∂ϕ ′u∂ϕ ′v L′′C =
1
2 ∑u,v∈Λ
Cu,v∂ϕ ′′u ∂ϕ ′′v . (B.2.17)
Then (B.2.14) becomes
FC(A,B) = eL
′
C+L′′C+
↔
LC((e−L
′
C A(ϕ ′))(e−L
′′
C B(ϕ ′′)))
∣∣
ϕ ′=ϕ ′′=ϕ −AB
= e
↔
LC(A(ϕ ′)B(ϕ ′′))∣∣∣
ϕ ′=ϕ ′′=ϕ
−AB,
(B.2.18)
and (B.2.15) follows by expanding the exponential.
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Solution to Exercise 3.1.2. Two random variables X and Y are independent if their
distribution is a product measure. Provided that both random variables have expo-
nential moments, this is equivalent to the factorisation of the Laplace transform:
E(etX+sY ) = E(etX )E(esY ), (B.3.1)
since the distribution of (X ,Y ) is characterised by the Laplace transform and the
Laplace transform of independent random variables factorises.
Consider now the special case X = ϕx and Y = ϕy, and let Cxy = E(ϕxϕy). By
assumption, Cxy = 0 for x 6= y. The above factorisation now follows from (2.1.16),
which implies that
E(etϕx+sϕy) = e
1
2 (t
2Cxx+s2Cyy+2stCxy) = e
1
2 (t
2Cxx+s2Cyy) = E(etϕx)E(esϕy). (B.3.2)
This completes the proof.
Solution to Exercise 3.2.2. If h is even then h∗h is even since
h∗h(x) =
∫
Rd
h(x− y)h(y)dy =
∫
Rd
h(−x+ y)h(y)dy
=
∫
Rd
h(−x− y)h(−y)dy =
∫
Rd
h(−x− y)h(y)dy = h∗h(−x). (B.3.3)
Since ĥ∗h = hˆ2, and since hˆ is real because h is even, we see that ĥ∗h ≥ 0. Thus
the positive definiteness of h∗h follows from the more general statement about f .
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To prove the more general statement, suppose f has non-negative Fourier trans-
form. Then for v ∈ Rn we have
∑
l,m
vl f (xl− xm)vm =∑
l,m
vlvm
∫
Rd
fˆ (k)eik·(xl−xm)
dk
(2pi)d
=
∫
Rd
fˆ (k)∑
l
|vleik·xl |2 dk
(2pi)d
≥ 0. (B.3.4)
Solution to Exercise 3.2.4. The Schwartz–Paley–Wiener Theorem states that a
Schwartz distribution g on Rd has support in a ball of radius R if its Fourier trans-
form gˆ is entire on Cd and satisfies the growth estimate
|gˆ(k)| ≤C(1+ |k|)NeR|Im(k)| (k ∈ Cd) (B.3.5)
for some constants C and N. Thus it suffices to prove that the function f (|k|) =
1
2pi
∫ 1
−1 fˆ (s) cos(|k|s)ds is entire in k and obeys an estimate of the form (B.3.5). Let
gˆ(k) = f (|k|). The function cos(|k|s) = ∑∞m=0 (−1)
m
(2m)! (s
2k2)m is a convergent series in
powers of the components k = (k1, . . . ,kd) and therefore is entire in k. By Morera’s
theorem, with interchange of integrals over k and s, gˆ is indeed entire. We will prove
below that
|cos(|k|)| ≤ e|Im(k)|. (B.3.6)
Given this, it follows, as desired, that
|gˆ(k)|= 1
2pi
|
∫ 1
−1
fˆ (s)cos(|k|s)ds|
≤ 1
2pi
∫ 1
−1
| fˆ (s)|e|Im(k)|s ds≤Ce|Imk|. (B.3.7)
It remains only to prove (B.3.6). We use the branch of the square root with branch
cut (−∞,0) and with positive real numbers having positive square root. This branch
of the square root is analytic on the cut plane C \ (−∞,0). It suffices to prove that
for k in the cut plane,
|cos(
√
k21 + · · ·+ k2d)| ≤ e|Im(k)|. (B.3.8)
Let k21 + · · ·+ k2d = A + Bi with A,B ∈ R. For j = 1, . . . ,d, let k j = u j + iv j
with u j,v j ∈ R, and let u = (u1, . . . ,ud), v = (v1, . . . ,vd). Since cos
√
A+ iB =
1
2
(
ei
√
A+iB+ e−i
√
A+iB
)
, it suffices to prove that∣∣Im√A+ iB∣∣≤ |v|. (B.3.9)
B.3 Chapter 3 exercises 227
θ
(A,B)
θ/2
R A
√
(R+A)2 +B2
Fig. B.1 Illustation of (B.3.10).
We use polar coordinates to write A+ iB = Reiθ with θ ∈ (−pi,pi) and R =√
A2+B2. From Figure B.1, we see that
∣∣Im√A+ iB∣∣=√R |sin(θ/2)|= √R|B|√
(R+A)2+B2
=
1√
2
|B|√
R+A
. (B.3.10)
It therefore suffices to prove that
B2
R+A
≤ 2v · v. (B.3.11)
By construction,
A = u ·u− v · v, B = 2(u · v), R2 = A2+B2. (B.3.12)
Thus (B.3.11) is equivalent to B2 − 2v2A ≤ 2v2R, which is implied by (B2 −
2v2A)2 ≤ 4(v2)2R2. The latter is equivalent to B2− 4v2A ≤ 4(v2)2, which in turn
is equivalent to 4(u · v)2− 4v2(u2− v2) ≤ 4(v2)2. This last inequality follows from
the Cauchy–Schwarz inequality |u · v| ≤ |u||v|. This proves (B.3.8) and completes
the proof.
Solution to Exercise 3.3.4. For p ∈ Z,∫ 2pi
0
f ∗t (x)cos(px)dx = ∑
n∈Z
∫ 2pi
0
f (xt−2pint)eipx dx
=
∫ ∞
0
f (xt)eipx dx =
1
t
fˆ (p/t),
and then (3.3.25) follows by Fourier series inversion for the even periodic function
f ∗t .
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Solution to Exercise 4.1.3. We assign a generation to each vertex in the tree as
follows: a vertex at distance k from the root has generation N− k. Thus each leaf
is at generation 0, a vertex adjacent to a leaf has generation 1, and the root has
generation N. Any edge in the tree joins two vertices at subsequent generations
j− 1 and j (say), and we say this edge has generation j. Given j ∈ {1, . . . ,N}, we
assign to each edge at generation j an independent Gaussian random variable ζ j
with a covariance C j. Random variables from different generations are independent.
A leaf corresponds to a point x ∈ΛN . Then we set ϕx = ζ1+ · · ·+ζN .
Solution to Exercise 4.1.6. We first show that the range of Q j is X j. Let ϕ ∈ `2 and
let x ∈ B for some j-block B. Then
(Q jϕ)x = ∑
y∈Λ
Q j;xyϕy = ∑
y∈B
L−d jϕy, (B.4.1)
and since the right-hand side is the same for every x ∈ B, we see that Q jϕ ∈ X j.
Also, if ϕ ∈ X j, so that for all x ∈ B we have ϕx = cB for some constant cB, the
above calculation gives (Q jϕ)x = cB, so Q jϕ = ϕ . This proves that the range of Q j
is X j.
Next we show that the range of Pj is orthogonal to X j. Let ψ ∈ X j, so there are
constants cB such that ψx = cBx . Then
(ψ,Pjϕ) = (ψ,Q j−1ϕ)− (ψ,Q jϕ)
= ∑
B∈B j
∑
b∈B j−1(B)
∑
x∈b
cB∑
y∈b
L−d( j−1)ϕy− ∑
B∈B j
∑
x∈B
cB∑
y∈B
L−d jϕy
= ∑
B∈B j
cB∑
y∈B
ϕy− ∑
B∈B j
cB∑
y∈B
ϕy = 0. (B.4.2)
Finally, we prove that the range of Pj is X j−1 ∩X⊥j . Clearly the range of Pj is
contained in X j−1, since X j−1 is the range of Q j−1 and the range of Q j is X j ⊂ X j−1.
We have the direct sum decomposition
X j−1 = (X j−1∩X j)⊕ (X j−1∩X⊥j ) = X j⊕ (X j−1∩X⊥j ), (B.4.3)
so ϕ ∈ X j−1 can be written uniquely as ϕ = ψ+η with ψ ∈ X j and η ∈ X j−1∩X⊥j .
Then Q j−1ψ = ψ since ψ ∈ X j ⊂ X j−1, Q jψ = ψ since ψ ∈ X j, Q j−1η = η since
η ∈ X j−1, and Q jη = 0 since η ∈ X⊥j . Therefore,
Pjϕ = Q j−1ψ−Q jψ+Q j−1η−Q jη = ψ−ψ+η−0 = η . (B.4.4)
This completes the proof.
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Solution to Exercise 4.1.8. By (4.1.7), (4.1.3), (4.1.2),
∆H;0,0 =−
N
∑
j=1
L−2( j−1)(L−d j−L−d( j−1))
=−(1−L−d)
N
∑
j=1
L−(d+2)( j−1) =− 1−L
−d
1−L−(d+2) (1−L
−(d+2)N). (B.4.5)
Also, for x 6= 0,
∆H;0,x =−
N
∑
j=1
L−2( j−1)(L−d( j−1)1 jx≤ j−1−L−d j1 jx≤ j)
=−
N
∑
j= jx+1
L−2( j−1)L−d( j−1)+
N
∑
j= jx
L−2( j−1)L−d j
=−(1−L−d)
N
∑
j= jx+1
L−(d+2)( j−1)+L2L−(d+2) jx
=− 1−L
−d
1−L−(d+2) (L
−(d+2) jx −L−(d+2)N)+L2L−(d+2) jx
=
L2−1
1−L−(d+2) L
−(d+2) jx +
1−L−d
1−L−(d+2) L
−(d+2)N . (B.4.6)
For x 6= 0, let nk be the cardinality of {x : jx = k}, namely nk = Ldk − Ld(k−1) =
Ldk(1−L−d). Then
∑
x 6=0
∆H;0x =
L2−1
1−L−(d+2)
N
∑
k=1
Ldk(1−L−d)L−(d+2)k
+(LdN−1) 1−L
−d
1−L−(d+2) L
−(d+2)N
=
1−L−d
1−L−(d+2) (1−L
−2N)+(LdN−1) 1−L
−d
1−L−(d+2) L
−(d+2)N
=
1−L−d
1−L−(d+2) −
1−L−d
1−L−(d+2) L
−(d+2)N
=−∆H;00. (B.4.7)
A random walk with infinitesimal generator Q takes steps from a site x at rate−Qx,x,
and when the step is taken it is a step to y with probability −Qx,y/Qx,x. Here Q =
∆H,N as in (4.1.8). The random walk can make a step to any site, and the probability
to step from x to y decays with a factor L−(d+2) jx−y where jx−y is the smallest scale
such that x and y are in the same block at that scale.
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Solution to Exercise 4.1.10. By (4.1.15), C = ∑Nj=1 C j +CNˆ . By (4.1.10) and
(4.1.16) we have ∑x C j;0x = 0, and by (4.1.10) and (4.1.2) we have ∑x CNˆ;0x = m
−2.
Solution to Exercise 4.1.11. Let M j = (1+m2L2 j)−1. Then
c(2)j = (L
−(d−2) jM j)2
(
Ld j(1−L−d)2+(Ld( j+1)−Ld j)(−L−d)2
)
= L−(d−4) jM2j (1−L−d). (B.4.8)
c(3)j = (L
−(d−2) jM j)3
(
Ld j(1−L−d)3+(Ld( j+1)−Ld j)(−L−d)3
)
= L−(2d−6) jM3j (1−3L−d +2L−2d). (B.4.9)
c(4)j = (L
−(d−2) jM j)4
(
Ld j(1−L−d)4+(Ld( j+1)−Ld j)(−L−d)4
)
= L−(3d−8) jM4j
(
1−4L−d +6L−2d−4L−3d +L−4d +(Ld−1)L−4d)
= L−(3d−8) jM4j
(
1−4L−d +6L−2d−3L−3d). (B.4.10)
Solution to Exercise 4.1.12. The infinite-volume hierarchical bubble diagram is
given by
BHm2 =∑
x
(
∞
∑
j=0
C j+1;0x(m2)
)2
= 2 ∑
0≤ j<k
∑
x
C j+1;0xCk+1;0x+
∞
∑
j=0
∑
x
C2j+1;0x, (B.4.11)
with the sum over all x ∈ Zd . The sum over x in the first sum on the right-hand side
is zero by (4.1.11). The second sum is ∑∞j=0 c
(2)
j , as required.
By Exercise 4.1.11,
∞
∑
j=0
c(2)j = (1−L−d)
∞
∑
j=0
L(4−d) j
(1+L2 jm2)2
, (B.4.12)
which converges for d > 4. For d ≤ 4, the above is asymptotically (1−L−d) times
(use change of variables y = L2x followed by z = ym2)
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0
L(4−d)x
(1+L2xm2)2
dx =
1
logL
∫ ∞
1
y(4−d)/2
(1+ ym2)2
dy
y
= md−4
1
logL
∫ ∞
m2
z(4−d)/2
(1+ z)2
dz
z
. (B.4.13)
The desired asymptotic behaviour then follows from the fact that the integral con-
verges with lower limit zero if d < 4, whereas it diverges logarithmically if d = 4.
Solution to Exercise 4.1.13. (i) By definition,
C(m2) =
N
∑
j=1
γ jPj +m−2QN =
N
∑
j=1
γ j(Q j−1−Q j)+m−2QN
= γ1Q0+
N−1
∑
j=1
(γ j+1− γ j)Q j +(m−2− γN)QN . (B.4.14)
(ii) The coalescence scale jx is the smallest j such that Bx = B0. Since 0 is at the
corner of B0 by Definition 4.1.1, L jx−1 < |x|∞ ≤ L jx . In particular, L jx  |x|, and also
logL |x|∞ ≤ jx ≤ logL |x|∞+1 so jx = logL |x|+O(1). We use the fact that if j ≥ jx,
then Q j;0x = L−d j and otherwise is it zero.
For d > 2, we are interested in the limit as N → ∞ and then m2 ↓ 0 of (B.4.14).
We take the limit of the right-hand side and obtain
lim
m2↓0
lim
N→∞
C0x(m2) = lim
m2↓0
∞
∑
j= jx
(γ j+1− γ j)L−d j
=
∞
∑
j= jx
(L2 j−L2( j−1))L−d j = (1−L−2)
∞
∑
j= jx
L−(d−2) j
 L−(d−2) jx  |x|−(d−2). (B.4.15)
For d ≤ 2, we have instead
lim
m2↓0
lim
N→∞
(C0x(m2)−C00(m2)) =− lim
m2↓0
jx−1
∑
j=1
(γ j+1− γ j)L−d j
=−
∞
∑
j= jx−1
(L2 j−L2( j−1))L−d j
=−(1−L−2)
jx−1
∑
j=1
L(2−d) j. (B.4.16)
For d = 1, the right-hand side is  −L jx  −|x|, whereas for d = 2 it is equal to
−(1−L−2)( jx−1) =−(1−L−2) logL |x|+O(1).
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Solution to Exercise 4.3.1. By evaluation of the derivative, we see that
D2ΣN(0;1,1) = ∑
x,y∈Λ
EC(ϕ1xϕ1y Z0(ϕ)) = |Λ |∑
x∈Λ
EC(ϕ10ϕ1x Z0(ϕ)), (B.4.17)
which proves the first equality of (4.3.8). We may also compute the above derivative
using the identity (4.3.6), which states that
ΣN( f ) = e
1
2 ( f ,C f )(ECθZ0)(C f ). (B.4.18)
In this way, since C1= (m−2,0, . . . ,0)1 by Exercise 4.1.10, we obtain
D2ΣN(0;1,1) =
1
m2
|Λ |ZN(0)+ 1m4 D
2ZN(0;1,1). (B.4.19)
For example, the factor m−2|Λ | in the first term on the right-hand side arises from
d2
dsdt
∣∣∣
s=t=0
e
1
2 ((s+t)1,C(s+t)1) =
d2
dsdt
∣∣∣
s=t=0
e
1
2 (s+t)
2m−2|Λ |. (B.4.20)
This proves the second equality of (4.3.8).
Solution to Exercise 4.3.2. (i) By definition,
∑
x,y,z∈Λ
〈ϕ0ϕxϕyϕz〉N = 1|Λ |
D4ΣN(0;1,1,1,1)
ΣN(0)
. (B.4.21)
We write λ = |Λ |m−2, t j = s j+ · · ·s4, and u j =m−2t j (for j= 1,2,3,4). We compute
the numerator on the right-hand side using (4.3.6) with f = t11 and C f = u11. This
gives (with derivatives D j having all j directions equal to 1)
D4ΣN(0;1,1,1,1)
=
d4
ds1ds2ds3ds4
∣∣∣∣
0
e
1
2 t
2
1λZNˆ(u11)
=
d3
ds2ds3ds4
∣∣∣∣
0
e
1
2 t
2
2λ
(
λ t2ZNˆ(u21)+m
−2D1ZNˆ(u21)
)
=
d2
ds3ds4
∣∣∣∣
0
e
1
2 t
2
3λ
(
(λ 2t23 +λ )ZNˆ(u31)+2λ t3m
−2D1ZNˆ(u31)+m
−4D2ZNˆ(u31)
)
=
d
ds4
∣∣∣∣
0
e
1
2 t
2
4λ
(
(λ 3t34 +3λ
2t4)ZNˆ(u41)+3(λ
2t24 +λ )m
−2D1ZNˆ(u31)
+3λ t4m−4D2ZNˆ(u41)+m
−6D3ZNˆ(u41)
)
= 3λ 2ZNˆ(0)+6λm
−4D2ZNˆ(0;1,1)+m
−8D4ZNˆ(0;1,1,1,1). (B.4.22)
Therefore,
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∑
x,y,z∈Λ
〈ϕ0ϕxϕyϕz〉N = 3|Λ |m4 +
6
m6
D2ZNˆ(0;1,1)
ZNˆ(0)
+
1
m8|Λ |
D4ZNˆ(0;1,1,1,1)
ZNˆ(0)
.
(B.4.23)
Using Exercise 4.3.1, we subtract from this the quantity
3|Λ |χ2N = 3|Λ |
(
1
m4
+
2
m6|Λ |
D2ZNˆ(0;1,1)
ZNˆ(0)
+
1
m8|Λ |2
(
D2ZNˆ(0;1,1)
ZNˆ(0)
)2)
.
(B.4.24)
This gives the desired formula for u¯4.
(ii) Direct calculation gives
D4e−VN (0;1,1,1,1)
e−VN (0)
−3
(
D2e−VN (0;1,1)
e−VN (0)
)2
= [−6gN |Λ |+3(νN |Λ |)2]−3(−νN |Λ |)2 =−6gN |Λ |. (B.4.25)
Therefore,
g˜ren,N = gN , (B.4.26)
as desired. The factor 16 accounts for the fact that the natural prefactor of ϕ
4 in this
context is 14! g rather than our convention
1
4 g.
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Solution to Exercise 5.1.2. By Proposition 2.1.6,
ECθU =U + 12∆C(
1
4 g|ϕ|4+ 12ν |ϕ|2)+ 18∆ 2C 14 g|ϕ|4. (B.5.1)
The terms involving ∆C|ϕ|2 and ∆ 2C|ϕ|4 produce constants. The remaining term in-
volves
∆C|ϕ|4 =Cxx
n
∑
i=1
∂ 2
∂ (ϕ i)2
(|ϕ|2)2 =Cxx n∑
i=1
(
8(ϕ i)2+4|ϕ|2) , (B.5.2)
which produces a |ϕ|2 term. A complete calculation of ECθU is given in the proof
of Lemma 5.3.6.
Solution to Exercise 5.2.7. As in (2.1.2), we have
1√
2pi
∫ ∞
−∞
e−
1
2 x
2
dx = 1. (B.5.3)
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Since e−gx4 ≤ 1 for g≥ 0 the first bound follows. On the other hand,
1√
2pi
∫ ∞
−∞
e+gx
4
e−
1
2 x
2
dx = ∞. (B.5.4)
If the series (5.2.29) were to converge absolutely for some g 6= 0, then by dominated
convergence this also would imply the convergence of (B.5.4). Since (B.5.4) does
not converge, we conclude that neither does (5.2.29).
Solution to Exercise 5.3.7. Since the field is constant, we drop subscripts x,y, and
for notational convenience use subscripts (rather than superscripts) for component
indices. To begin, we observe that
∂
∂ϕi
|ϕ|2 = 2ϕi, (B.5.5)
∂ 2|ϕ|2
∂ϕi∂ϕ j
= 2δi j, (B.5.6)
∂
∂ϕi
|ϕ|4 = 4|ϕ|2ϕi, (B.5.7)
∂ 2|ϕ|4
∂ϕi∂ϕ j
= 8ϕiϕ j +4|ϕ|2δi j, (B.5.8)
∂ 3|ϕ|4
∂ϕi∂ϕ j∂ϕk
= 8(ϕiδ jk +ϕ jδik +ϕkδi j), (B.5.9)
∂ 4|ϕ|4
∂ϕi∂ϕ j∂ϕk∂ϕl
= 8(δilδ jk +δ jlδik +δklδi j). (B.5.10)
The two terms that were not computed in the proof of Lemma 5.3.6 are κ ′ν =
1
4∆C|ϕ|2 and κ ′g = 132∆ 2C|ϕ|4. From (B.5.6), we have
κ ′ν = 14 c∑
i
∂ 2|ϕ|2
∂ϕ2i
= 14 c2n =
1
2 nc. (B.5.11)
Similarly,
∂ 4|ϕ|4
∂ϕ2i ∂ϕ2j
= 16δi j +8, (B.5.12)
and hence
κ ′g = 132∆
2
C|ϕ|4 = 132 c2∑
i, j
(16δi j +8)
= 132 c
2(16n+8n2) = 14 n(n+2)c
2. (B.5.13)
B.5 Chapter 5 exercises 235
Now we turn to the more difficult quadratic term. We first compute the sum over
y ∈ B of (5.3.31), which is
1
16 g
2FC
(|ϕ|4; |ϕ|4)
+ 14
(
g2(η ′)2+2gνη ′+ν2
)
FC
(|ϕ|2; |ϕ|2) (B.5.14)
+ 14
(
g2η ′+gν
)
FC
(|ϕ|2; |ϕ|4);
here subscripts x,y and ∑y∈B are implicit in the notation. From (5.3.32) we obtain
FC(|ϕ|2; |ϕ|2) = 11!c
(1)∑
i
2ϕi2ϕi+
1
2!
c(2)∑
i, j
2δi j2δi j
= 4c(1)|ϕ|2+2c(2)n, (B.5.15)
FC(|ϕ|2; |ϕ|4) = 11!c
(1)∑
i
2ϕi4|ϕ|2ϕi+ 12!c
(2)∑
i, j
2δi j(8ϕiϕ j +4|ϕ|2δi j)
= 8c(1)|ϕ|4+ c(2)(4n+8)|ϕ|2, (B.5.16)
FC(|ϕ|4; |ϕ|4) = 11!c
(1)∑
i
4|ϕ|2ϕi4|ϕ|2ϕi+ 12!c
(2)∑
i, j
(8ϕiϕ j +4|ϕ|2δi j)2
+
1
3!
c(3)∑
i, j,k
64(ϕiδ jk +ϕ jδik +ϕkδi j)2
+
1
4!
c(4) ∑
i, j,k,l
64(δilδ jk +δ jlδik +δklδi j)2
= 16c(1)|ϕ|6+8c(2)(n+8)|ϕ|4+32c(3)(n+2)|ϕ|2+8c(4)n(n+2).
(B.5.17)
Substitution into (B.5.14) gives
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1
16 g
2
(
16c(1)|ϕ|6+8c(2)(n+8)|ϕ|4+32c(3)(n+2)|ϕ|2+8c(4)n(n+2)
)
+ 14
(
g2(η ′)2+2gνη ′+ν2
)(
4c(1)|ϕ|2+2c(2)n
)
+ 14
(
g2η ′+gν
)(
8c(1)|ϕ|4+ c(2)(4n+8)|ϕ|2
)
= g2c(1)|ϕ|6
+
(
1
2 g
2c(2)(n+8)+2
(
g2η ′+gν
)
c(1)
)
|ϕ|4
+
(
2g2c(3)(n+2)+ 14
(
g2η ′+gν
)
c(2)(4n+8)+
(
g2(η ′)2+2gνη ′+ν2
)
c(1)
)
|ϕ|2
+
(
1
2 g
2c(4)n(n+2)+ 12
(
g2(η ′)2+2gνη ′+ν2
)
c(2)n
)
= 8g2c(1)τ3
+4
(
1
2 g
2c(2)(n+8)+2
(
g2η ′+gν
)
c(1)
)
τ2
+2
(
2g2c(3)(n+2)+
(
g2η ′+gν
)
c(2)(n+2)+
(
g2(η ′)2+2gνη ′+ν2
)
c(1)
)
τ
+
(
1
2 g
2c(4)n(n+2)+ 12
(
g2(η ′)2+2gνη ′+ν2
)
c(2)n
)
. (B.5.18)
The variance term enters Upt with factor− 12 , and with this factor the above becomes
−4g2c(1)τ3
−
(
g2c(2)(n+8)+4
(
g2η ′+gν
)
c(1)
)
τ2
−
(
2g2c(3)(n+2)+
(
g2η ′+gν
)
c(2)(n+2)+
(
g2(η ′)2+2gνη ′+ν2
)
c(1)
)
τ
− 14
(
g2c(4)n(n+2)+
(
g2(η ′)2+2gνη ′+ν2
)
c(2)n
)
. (B.5.19)
According to our definitions (5.3.19)–(5.3.20) and (5.3.7)–(5.3.9) of the coefficients,
and by the identity c(2)(n+2) = γβ ′, the above is equal to
−4g2c(1)τ3
− (β ′g2+ s′τ2)τ2
− (ξ ′g2+ γβ ′gν+ s′τ)τ
−κ ′ggg2−κ ′gνgν−κ ′ννν2. (B.5.20)
The τ3 term is the one term that is not in the range of Loc, and hence it is equal to
W+.
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Solution to Exercise 6.1.1. Let ε =min{1,a/(2M),1/(2A+2M)}. Let 0< g0 < ε .
We assume by induction that 0< g j < ε . Then
g j−g j+1 = a jg2j − e j ≥ ag2j(1− Ma g j)> 12 ag2j , (B.6.1)
so g j+1 < g j. Also, g j+1 ≥ g j(1−Ag j−Mg2j) and the second factor on the right-
hand side is greater than 12 , so g j+1 >
1
2 g j. The induction is complete, the strict
monotonicity follows, as does the inequality 0< 12 g j < g j+1 < g j.
Let g∞ = limn→∞ g j, which is nonnegative. We take the limit j→ ∞ in the in-
equality
ag2j ≤ a jg2j = g j−g j+1+ e j ≤ g j−g j+1+Mg3j (B.6.2)
to obtain ag2∞≤Mg3∞. One solution is g∞= 0. A positive solution requires g∞≥ a/M
which is not possible because it exceeds g0.
Solution to Exercise 6.1.2. Let m2 > 0. For j ≤ jm,
j−1
∑
i=0
1
(1+L2im2)2
=
j−1
∑
i=0
1+
j−1
∑
i=0
(
1
(1+L2im2)2
−1
)
= j−
j−1
∑
i=0
2m2L2i+m4L4i
(1+L2im2)2
= j+O(L−2( jm− j)+). (B.6.3)
Therefore, for j > jm,
j−1
∑
i=0
1
(1+L2im2)2
=
jm
∑
i=0
1
(1+L2im2)2
+
j−1
∑
i= jm
1
(1+L2im2)2
= ( jm+O(1))+O(1). (B.6.4)
This proves the result for A j.
Secondly, for large j,
t j =
g0
1+g0β 00 ( j∧ jm)+O(1)
=
g0
1+g0β 00 ( j∧ jm)
(
1+
O(1)
1+g0β 00 ( j∧ jm)
)
 g0
1+g0β 00 ( j∧ jm)
. (B.6.5)
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Finally, for the last inequality it suffices (by the previous result) to prove it for
si = t j∧ jm(0) =
g0
1+g0β 00 ( j∧ jm)
. If j < jm then
j
∑
i=0
ϑisi =
j
∑
i=0
si = O(| logs j|), (B.6.6)
while if j ≥ jm then
j
∑
i=0
ϑisi =
jm
∑
i=0
si+
j
∑
i= jm+1
ϑisi = O(| logs jm |)+O(s jm) = O(| logs j|). (B.6.7)
Solution to Exercise 6.1.4. By Proposition 6.1.3 it suffices to verify the claims for
the sequence t j. By definition, t j− t j+1 = t jt j+1β j+1, so
1− t j+1
t j
= t j+1β j+1 = O(g0), (B.6.8)
which proves that t j+1 = t j(1+O(g0)).
Since A j(m2) decreases as m2 increases, t j(m2) ≤ t j(0). This proves the first
inequality when j ≤ jm. For j ≥ jm, we note instead that
ϑ j(m2)t j(m2)≤ 2−( j− jm)t jm(m2)≤ g0O((1+g0β 00 j)−1). (B.6.9)
For the remaining inequality, by (6.1.9) it suffices (as in the solution to Exer-
cise 6.1.2) to verify the inequality with t j(m2) replaced by t j∧ jm(0). Let p > 1. If
j < jm then by comparison of the sum with an integral,
∞
∑
i= j
ϑispi =
jm
∑
i= j
spi +
∞
∑
i= jm+1
ϑispi ≤ O(sp−1j + spjm)≤ O(s
p−1
j ) = O(ϑ js
p−1
j ), (B.6.10)
while if j ≥ jm then
∞
∑
i= j
ϑispi ≤ O(ϑ jspj ). (B.6.11)
Alternate solution to Exercise 6.1.4. The following alternative solution is adapted
from [22, Lemma 2.1]. The identity (B.6.12) follows directly from the recursion
(6.1.3). The desired bounds, including the logarithmic bound for p = 1 are corol-
laries. The useful identity (B.6.12) gives an alternative way to analyse the recursion
(6.1.3).
We first show that if ψ :R+→R is absolutely continuous and the coefficients al
in (6.1.3) are uniformly bounded, |al | ≤ A, then
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k
∑
l= j
(alg2l − el)ψ(gl) =
∫ g j
gk+1
ψ(t) dt+O
(∫ g j
gk+1
t2|ψ ′(t)| dt
)
. (B.6.12)
To prove (B.6.12), we apply (6.1.3) to obtain
k
∑
l= j
(alg2l − el)ψ(gl) =
k
∑
l= j
ψ(gl)(gl−gl+1). (B.6.13)
We wish to replace the Riemann sum on the right-hand side by the corresponding
integral. For this we use
ψ(gl)(gl−gl+1) =
∫ gl
gl+1
ψ(t)dt+
∫ gl
gl+1
∫ gl
t
ψ ′(s)dsdt, (B.6.14)
which follows by applying the fundamental theorem of calculus to the last term.
After inserting this into (B.6.13) we have
k
∑
l= j
(alg2l − el)ψ(gl) =
∫ g j
gk+1
ψ(t) dt+
k
∑
l= j
∫ gl
gl+1
∫ s
gl+1
ψ ′(s)dt ds, (B.6.15)
where we have inverted the order of integration. Upon evaluating the t integral we
obtain a factor s− gl+1 so (B.6.12) holds if |s− gl+1| = O(s2). This is proved as
follows: by (6.1.1) and gl ≤ g0, for s in the domain of integration we have
|s−gl+1| ≤ |gl−gl+1|= |al |g¯2l ≤ (1+O(g¯0))|al |g¯2l+1 ≤ O(s2), (B.6.16)
where we used the hypothesis |al | ≤ A. This concludes the proof of (B.6.12).
Direct evaluation of the integrals in (B.6.12) with ψ(t) = t p−2 and al = βl gives
k
∑
l= j
(βlg
p
l − elgp−2l )βlgpl ≤Cp
{
| loggk| p = 1
gp−1j p> 1.
(B.6.17)
We only deduce (6.1.17), as the proof of (6.1.18) is similar. Suppose first that j≤ jm.
Then 1 = O(β j) and |el | ≤Mlg3l , therefore
k
∑
l= j
ϑlg
p
l ≤
jm
∑
l= j
O(βlg
p
l − elgp−2l )+
k
∑
l= jm+1
2−(l− jm)+gpl . (B.6.18)
By (B.6.17), the first term is bounded by O(gp−1j ). The second term (which is only
present when jm < ∞) obeys the same bound using monotonicity of g¯ j in j. This
proves (6.1.17) for the case j ≤ jm. On the other hand, if j > jm, then again using
the exponential decay of ϑl and g¯l+1 ≤ g¯l , we obtain
k
∑
l= j
ϑlg
p
l ≤Cϑ jgpj ≤Cg¯0ϑ jgp−1j . (B.6.19)
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This completes the proof of (6.1.17).
Remark B.6.1. By choosing ψ(t) = t−2, j = 0 and replacing k by k−1 in (B.6.12)
we obtain
k−1
∑
l=0
(al− elg−2l ) =
1
gk
− 1
g0
+O(| loggk|). (B.6.20)
Let al = βl . Recall from (6.1.6) that Ak = ∑k−1l=0 βl and insert |el | ≤Mlg3l to obtain
Ak−O
(
k−1
∑
l=0
gl
)
=
1
gk
− 1
g0
+O(| loggk|). (B.6.21)
Solving for gk leads to (6.1.11).
Solution to Exercise 6.1.5. By Proposition 6.1.3 it suffices to verify the claim for
the sequence t j. Let m2 > 0. Let t j = t j(m2) and t˜ j = t j(m˜2), and similarly for A j,
A˜ j. By the definition (6.1.6),
t j− t˜ j = t j t˜ j(A˜ j−A j) = t j t˜ jβ 00
j−1
∑
i=0
2(m2− m˜2)L2i +(m4− m˜4)L4i
(1+ m˜2L2i)2(1+m2L2i)2
. (B.6.22)
For case m˜2 = 0, the condition m2 ∈ I j(0) implies that m2L2 j ≤ 1 so the sum is
roughly geometric, dominated by its largest term, and therefore of order one. Simi-
larly, for case m˜2 > 0 the condition m2 ∈ I j(m˜2) implies that m2 = O(m˜2) and now
the terms in the sum such that L2im˜2 > 1 are negligible and again the sum is of order
one. Therefore in both cases t j− t˜ j = O(t j t˜ j) = O(t˜2j ) as desired.
Solution to Exercise 6.2.6. The desired conclusion is obtained by applying the fol-
lowing lemma, which is [20, Lemma 4.3], to u(t) = (Bχ(νc+t))−1. In fact, (B.6.23)
is the hypothesis (6.2.33), and (B.6.24) is the conclusion (6.2.34).
Lemma. Let γ ∈ R and δ > 0. Suppose that u : [0,δ )→ [0,∞) is continuous, differ-
entiable on (0,δ ), that u(0) = 0 and u(t)> 0 for t > 0, and that
u′(t) = (− logu(t))−γ(1+o(1)) (as t ↓ 0). (B.6.23)
Then
u(t) = t(− log t)−γ(1+o(1)) (as t ↓ 0). (B.6.24)
Proof. By hypothesis,∫ t
0
u′(t)(− logu(t))γ dt =
∫ t
0
(1+o(1)) dt = t(1+o(1)). (B.6.25)
Since u(t) > 0 implies that u′(t) > 0 for small t, we see that u is monotone. By a
change of variables, followed by integration by parts,
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0
u′(t)(− logu(t))γ dt =
∫ u(t)
0
(− logv)γ dv
= u(t)(− logu(t))γ(1+O((− logu(t))−1)).
(B.6.26)
Since the above two right-hand sides are equal,
u(t)(− logu(t))γ = t(1+o(1)). (B.6.27)
Let f (x) = x(− logx)γ and g(y) = y(− logy)−γ . Then f and g are approximate in-
verses in the sense that f (g(y)) = y(1+ o(1)). Thus u(t) = t(− log t)−γ(1+ o(1)).
This completes the proof.
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Solution to Exercise 7.1.4. There is no dependence on Y so we work with the Tϕ -
seminorm. By Example 7.1.1, for p≤ k,
‖F(p)(ϕ)‖ ≤ k!
(k− p)!‖M‖Z1
( |ϕ|
h
)k−p
, (B.7.1)
and F(p) is zero if p> k. We insert this bound into Definition 7.1.2 and obtain
‖F‖Tϕ (h) ≤ ‖M‖Z1 ∑
p≤k
(
k
p
)( |ϕ|
h
)k−p
= ‖M‖Z1
(
1+
|ϕ|
h
)k
. (B.7.2)
This proves (7.1.15).
To prove ‖(ϕ ·ϕ)p‖Tϕ ≤ (|ϕ|+ h)2p, by the product property Lemma 7.1.3 it
suffices to consider the case p = 1. For this we apply (B.7.2) with F = ϕ ·ϕ and
M(ϕ,ψ) = ϕ ·ψ . By the definition (7.1.1) and the Cauchy-Schwarz inequality |ϕ ·
ψ| ≤ |ϕ||ψ|, we have ‖M‖Z1 ≤ h2. Therefore, by (B.7.2), ‖ϕ ·ϕ‖Tϕ ≤ (|ϕ|+h)2 as
desired.
For the last part, which is ‖(ζ · ϕ)(ϕ · ϕ)p‖Tϕ ≤ |ζ |(|ϕ|+ h)2p+1, the prod-
uct property and the previous estimate reduce the desired bound to ‖(ζ ·ϕ)‖Tϕ ≤
|ζ |(|ϕ|+h). This follows easily from (B.7.2) and the Cauchy-Schwarz inequality.
Solution to Exercise 7.5.2. This is an immediate corollary of Lemma 7.5.1, since
F = TaykF and hence
‖F‖Tϕ,y = ‖TaykF‖Tϕ,y ≤ ‖F‖T0,yPkh(ϕ). (B.7.3)
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Solution to Exercise 7.6.2. By Taylor’s Theorem, U(ϕ+ζx)=∑|α|≤4 1α!U
(α)(ϕ)ζαx
and hence, since U (α) =V (α) for |α| ≥ 1,
EC+
(
θU(B)−U(B))= ∑
x∈B
∑
1≤|α|≤4
1
α!
V (α)(ϕ)EC+ζ
α
x . (B.7.4)
Therefore, by (7.6.5) and Exercise 2.1.7, and since h≥ c+,
‖EC+
(
θU(B)−U(B))‖Tϕ,y(h,λ ) ≤ O(1) ∑
|α|∈{2,4}
h−|α|‖V (B)‖T0,yP4−|α|h (ϕ)c|α|+
≤ O(1)
(
c+
h
)2
‖V (B)‖T0,yP2h(ϕ), (B.7.5)
as required.
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Solution to Exercise 8.1.1. By the definition of U and completing the square,
U(ϕ) = 18 g|ϕ|4+ 18 g|ϕ|4+ν 12 |ϕ|2+u
= 18 g|ϕ|4+ 18 g
(
|ϕ|2+ 2νg
)2− 18 g( 2νg )2+u
≥ 18 g|ϕ|4− 18 g
(
2ν
g
)2
+u = 18 g|ϕ|4− 12 ν
2
g +u. (B.8.1)
The bounds on coupling constants due to U ∈ Dst (defined in (8.1.8)) imply that
− 12 ν
2
g +u≥− 12 k30L−d j− k40L−d j ≥− 32 k30L−d j, (B.8.2)
since k0 ≤ 1. Combining this with the previous bound and using g ≥ k0g˜ gives the
desired bound,
U(ϕ)≥ 18 k0g˜|ϕ|4− 32 k30L−d j, (B.8.3)
which, by the definition (8.1.7) of h is equivalent to the first inequality in (8.1.10).
Solution to Exercise 8.2.2. Let
U(ϕx) = 14 g(ϕx ·ϕx)2+ 12νϕx ·ϕx+u. (B.8.4)
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We write ϕ = ϕx, because ϕx is constant in the block that contains x. By Defini-
tion 7.1.2, the T0-seminorm equals the sum of the seminorms of the monomials in
F , because they have different degrees. Applying the definition of the norm to the
monomial 14 g(ϕ ·ϕ)2, we have
‖ 14 g(ϕ ·ϕ)2‖T0(h) = sup 14 g 14! ∑
i1,...,i4
|ϕ˙i1 · ϕ˙i2 ||ϕ˙i3 · ϕ˙i4 |, (B.8.5)
where the supremum is over unit norm directions ϕ˙1, ϕ˙2, ϕ˙3, ϕ˙4, and i1, . . . , i4 is
summed over permutations of 1,2,3,4. Note that the sum is normalised by 14! . By
(7.1.7), unit norm in the space X means that the Euclidean norm is |ϕ˙i|= h. There-
fore
‖ 14 g(ϕ ·ϕ)2‖T0(h) ≤ 14 gh4. (B.8.6)
This upper bound is actually equality because the right-hand side is also a lower
bound on the supremum by testing the case where ϕ˙1, ϕ˙2, ϕ˙3, ϕ˙4 all equal. By a
similar easier argument we find that the norm of 12νϕ ·ϕ is 12 |ν |h2 and obtain
‖Ux‖T0(h) = 14 |g|h4+ 12 |ν |h2+ |u|, (B.8.7)
as desired. Since derivatives are taken in directions ϕ˙ that are constant on the block
b the norm of U(b) is |b|= Ld j times as large and (8.2.5) immediately follows from
(8.1.4).
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Solution to Exercise 9.4.2. We consider some examples; higher-order and mixed
derivatives can be handled similarly.
Let Q˙(b)=Loc(eV (b)K˙), and note that DKQ(K; K˙)= Q˙ since Loc is linear. Recall
from (9.1.5) that
RU+(B) =−EC+θQ(B)+Cov+(θ(V (B)− 12 Q(B)),θQ(B)). (B.9.1)
Since Cov+ is bilinear, differentiation gives
DKRU+(B; K˙) =−E+θ Q˙+Cov+(θ(V −Q),θ Q˙(B)), (B.9.2)
D2KR
U
+(B; K˙, K¨) =−Cov+(θ Q˙,θ Q¨(B)), (B.9.3)
and higher-order K-derivatives are zero. Similarly,
DV RU+(B;V˙ ) =−E+θV˙ Q(B)+Cov+(θV˙ (1− 12 Q(B)),θQ(B))
+Cov+(θ(V (B)− 12 Q(B)),θV˙ (B)Q(B)). (B.9.4)
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It is now straightforward to estimate the derivatives. For example,
‖DKRU+(B; K˙)‖+ ≤ ‖Q˙(B)‖++O(1)‖V (B)−Q(B)‖+‖Q˙(B)‖+
≤ O(‖K˙‖), (B.9.5)
which gives an O(1) bound for DKRU+. Similarly, we obtain an O(‖K‖) bound for
DV RU+ from the fact that each term on the right-hand side of (B.9.4) contains a factor
Q.
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Solution to Exercise 11.1.2. There are dn n-step walks that take steps only in pos-
itive coordinate directions, and such walks are self-avoiding. Also, every walk that
avoids reversing its previous step is self-avoiding, and there are (2d)(2d− 1)n−1
such n-step walks. Therefore dn ≤ cn ≤ (2d)(2d−1)n−1, and the result follows.
Solution to Exercise 11.2.1. We denote the right-hand side of (11.2.1) by Wxy, and
write rx = 1β¯x+vx . The condition on V guarantees that Wxy converges, since
|Wxy|=
∣∣∣∣∣ ∑ω∈W∗(x,y)rY|ω|
|ω|−1
∏
i=0
rYiβYiYi+1
∣∣∣∣∣≤ ∞∑n=0 1c (maxx rxβ¯x)n, (B.10.1)
and the sum on the right-hand side converges because |rxβ¯x| ≤ β¯x/(β¯x+c)< 1, and
hence the maximum is strictly less than 1 since there are finitely many points x in
Λ .
We extract the term with |ω|= 0, and condition on the first step for the remaining
terms, to get
Wxy = rxδxy+∑
u6=x
rxβxuWuy. (B.10.2)
This can be rearranged to give
(−∆βW )xy+
(
1
rx
−∑
u6=x
βxu
)
Wxy = δxy, (B.10.3)
which is the same as
((−∆β +V )W )xy = δxy. (B.10.4)
Therefore W = (−∆β +V )−1. The special case follows from the fact that the first
product in (11.2.1) then selects the nearest-neighbour walks, and β¯x = 2d for all x.
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Solution to Exercise 11.3.3. (i) This is taken from [51, Lemma 2.1], and involves
steps used in the proof of Lemma 11.3.2. Consider first the case where A is Hermi-
tian. Then there is a unitary matrix U and a diagonal matrix D such that A=U−1DU ,
so φAφ¯ = wDw¯ with w = U¯φ , and
1
(2pii)M
ZC =
M
∏
x=1
(
1
pi
∫ ∞
−∞
e−dx(u
2
x+v
2
x)duxdvx
)
=
M
∏
x=1
1
dx
=
1
detA
. (B.10.5)
For the general case, we write A(z) = G+ izH with G = 12 (A+A
∗), H = 12i (A−A∗)
and z = 1. Since φ(iH)φ¯ is imaginary, when G is positive definite the integral in
(11.3.18) converges and defines an analytic function of z in a neighborhood of the
real axis. For z small and purely imaginary, A(z) is Hermitian and positive definite,
and hence (11.3.18) holds in this case. Since (detA(z))−1 is a meromorphic function
of z, (11.3.18) follows from the uniqueness of analytic extension.
(ii) We expand the exponential and obtain
e−ψAψ¯ =
M
∑
n=0
(−1)n
n!
(ψAψ¯)n =
(−1)M
M!
(ψAψ¯)M +(forms of degree< 2M).
(B.10.6)
Only the forms of top degree (2M) contribute to the integral. In the following, for
simplicity we drop the symbol ∧ for the wedge product. By definition, ψAψ¯ =
∑xψx(Aψ¯)x = ∑x,y Axyψxψ¯y, and hence
(ψAψ¯)M = ∑
x1,y1
· · · ∑
xM ,yM
Ax1y1 · · ·AxMyMψx1ψ¯y1 · · ·ψxM ψ¯yM
= ∑
η∈SM
∑
σ∈SM
Aη(1)σ(1) · · ·Aη(M)σ(M)ψη(1)ψ¯σ(1) · · ·ψη(M)ψ¯σ(M)
= M! ∑
σ∈SM
A1σ(1) · · ·AMσ(M)ψ1ψ¯σ(1) · · ·ψMψ¯σ(M)
= M! ∑
σ∈SM
sgn(σ)A1σ(1) · · ·AMσ(M)ψ1ψ¯1 · · ·ψMψ¯M (B.10.7)
In the above the second equality follows from the fact that any product with two
identical ψ factors vanishes, the third follows by rearranging ψψ¯ pairs (which does
not introduce signs), and the fourth follows by reordering the ψ factors. This proves
that (ψAψ¯)M = (−1)MM! (detA) ψ¯1ψ1 · · · ψ¯MψM and the top degree part of e−ψAψ¯
is equal to (detA) ψ¯1ψ1 · · · ψ¯MψM . Finally,∫
e−SA = (detA)
∫
e−φAφ¯ ψ¯1ψ1 · · · ψ¯MψM, (B.10.8)
and the right-hand side is 1 by (11.3.18).
Solution to Exercise 11.3.4. By Exercise 11.3.3,
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e−SA f =
∫
R2M f e
−φAφ¯ dφ¯dφ∫
R2M e−φAφ¯ dφ¯dφ
. (B.10.9)
By the symmetry of A,
φAφ¯ =
1
2
(u,Au)+
1
2
(v,Av), (B.10.10)
so ∫
e−SA f =
∫
R2M f e
− 12 (u,Au)+ 12 (v,Av) dudv∫
R2M e
− 12 (u,Au)+ 12 (v,Av) dudv
= EC f . (B.10.11)
This proves (11.3.21), and (11.3.22) then follows from∫
e−SAφxφ¯y = EC
1
2
(uxvy+ vxvy− iuxvy+ ivxuy)
=
1
2
(Cxy+Cxy−0+0) =Cxy. (B.10.12)
Solution to Exercise 11.3.8. By the Cauchy–Schwarz inequality, T = ∑x∈Λ LT,x ≤
(|Λ |I(T ))1/2, and hence
GN0x(g,ν)≤
∫ ∞
0
e−gT
2/|ΛN |e−νT dT < ∞ for all ν ∈ R. (B.10.13)
Solution to Exercise 11.3.10. By linearity of both sides, we may assume that K is a
p-form. It follows from the definition of the super-expectation that both sides vanish
unless K contains the same number of factors of ψ and ψ¯ . We can therefore assume
that K = f (φ , φ¯)ψ¯x1ψy1 · · · ψ¯xpψyp . Then
φ¯xKe−SA = e−φAφ¯ φ¯x f
|Λ |
∑
N=0
(−1)N
N!
(ψ¯Aψ)Nψ¯x1ψy1 · · · ψ¯xpψyp . (B.10.14)
Since only the top-degree part of this form contributes to its integral,∫
φ¯xKe−SA = TA,x1,y1,...,xp,ypECφ¯x f (B.10.15)
for some constants TA,x1,y1,...,xp,yp not depending on the function f . Therefore, by
standard Gaussian integration by parts (Exercise 2.1.3),∫
φ¯xKe−SA = TA,x1,y1,...,xp,yp ∑
y∈Λ
CxyEC
( ∂ f
∂φy
)
. (B.10.16)
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Since the constants TA,x1,y1,...,xp,yp do not depend on f , it is also the case that∫ ∂K
∂φy
e−SA = TA,x1,y1,...,xp,ypEC
( ∂ f
∂φy
)
. (B.10.17)
Insertion of (B.10.17) into (B.10.16) gives∫
φ¯xKe−SA = ∑
y∈Λ
Cxy
∫ ∂K
∂φy
e−SA , (B.10.18)
as claimed.
Solution to Exercise 11.3.12. Let C be the identity matrix and set
Gxy(β ) = EC
(
φ¯xφy ∏
{u,v}∈E
(1+2βuvτuv)
)
. (B.10.19)
Then Gxy(β ) is the right-hand side of (11.3.42). By Gaussian integration by parts
(11.3.35),
Gxy(β ) = δxyEC
(
∏
{u,v}
(1+2βuvτuv)
)
+EC
(
φy
∂
∂φx ∏{u,v}
(1+2βuvτuv)
)
. (B.10.20)
The first term involves the expectation of a function of (τuv) which evaluates to 1
by the localisation theorem (11.4.12). Given x,w ∈ Λ , let β (xw)uv = βuv for {u,v} 6=
{x,w} and β (xw)xw = β (xw)wx = 0. The second expectation is
EC
(
φy
∂
∂φx ∏{u,v}
(1+2βuvτuv)
)
= ∑
w∈Λ
βxwEC
(
φ¯wφy ∏
{u,v}
(1+2β (xw)uv τuv)
)
= ∑
w∈Λ
βxwGwy(β (xw)). (B.10.21)
Thus we have shown that
Gxy(β ) = δxy+ ∑
w∈Λ
βxwGwy(β (xw)). (B.10.22)
This recursion characterises the weighted two-point function ∑ω∈T (x,y)βω appear-
ing on the left-hand side of (11.3.42).
Solution to Exercise 11.4.3. Suppose first that K is a collection of zero forms. Then
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QF(K) = ∑
x∈Λ
[
ψx
∂F(K)
∂φx
+ ψ¯x
∂F(K)
∂ φ¯x
]
=
J
∑
j=1
Fj(K)∑
x∈Λ
[
ψx
∂K j
∂φx
+ ψ¯x
∂K j
∂ φ¯x
]
,
(B.10.23)
where the second equality follows from the chain rule for zero-forms. The right-
hand side is ∑ j Fj(K)QK j, so this proves (11.4.11) for zero-forms and we may as-
sume now that K is higher degree.
Let ε j be the multi-index that has jth component 1 and all other components 0.
Let K0 = (K0j ) j∈J denote the zero-degree part of K. By (11.3.11), the fact that Q is
an anti-derivation, and the chain rule applied to zero-forms,
QF(K) =∑
α
1
α!
[QF(α)(K0)](K−K0)α +∑
α
1
α!
F(α)(K0)Q[(K−K0)α ]
=∑
α
1
α!
J
∑
j=1
F(α+ε j)(K0)[QK0i ](K−K0)α
+∑
α
1
α!
F(α)(K0)Q[(K−K0)α ]. (B.10.24)
Since Q is an anti-derivation,
Q(K−K0)α =
J
∑
j=1
α j(K−K0)α−ε j [QK j−QK0j ]. (B.10.25)
The first term on the right-hand side of (B.10.24) is cancelled by the contribution
to the second term of (B.10.24) due to the second term of (B.10.25). The remaining
contribution to the second term of (B.10.24) due to the first term of (B.10.25) then
gives
QF(K) =
J
∑
j=1
(
∑
α
1
α!
F(α)(K0)α j(K−K0)α−ε j
)
QK j =
J
∑
j=1
Fj(K)QK j (B.10.26)
as required.
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