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GABA is the major inhibitory neurotransmitter in the central nervous 
system. The ubiquitous GABAergic interneurons provide a powerful inhibitory 
control of the general neuronal excitability while specific GABAergic projection 
neurons serve various functions in different brain circuits. The present thesis 
describes the development of a software for automatic detection and 
characterization of GABAA receptor mediated inhibitory postsynaptic currents 
(n^SCs) recorded by the voltage-clamp technique. 
The algorithm used is intuitive and is essentially a multi-criteria test. 
First, distinct features derived from the shapes of typical GABAA IPSCS were 
obtained. Based on these features, three specific tests concerning the threshold, 
rising slope and decay slope were devised. In addition, a fast noise test was 
implemented. A candidate event will be considered a real event only if it passes 
all these criteria. In addition, the stringency of the criteria is user-adjustable to 
make the program more flexible. The software also measures parameters such 
as amplitude, 20-80% rise time and decay time constants of the IPSCs. The 
performance of the software was evaluated by an objective method. The 
consistency between the IPSCs detected by the software and a human subject is 
88.70/0. The value is comparable with those obtained by two different subjects. 
In an application example, the software was used to characterize the 
spontaneous IPSCs of the dopaminergic neurons of substantia nigra pars 
compacta. The mean amplitude, 20-80% rise time and decay time constant were 
i 
59.68+4.15 pA, 1.04士0.06 ms and 10.67±0.51 ms respectively (38 cells). The 
program also revealed that the novel GABA uptake inhibitor, NO-711 
Hydrochloride, significantly increased the decay time constants of the 
spontaneous IPSCs suggesting a role of GABA uptake in terminating the action 






















度、20-80%上升期及衰變常數分別為59. 68±4. 15 p A � 
1.04±0.06 ms&10.67±0 .51 ms (38個細胞）。NO-711 
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Chapter 1: Introduction 
The primary purpose of the present project is to develop a program that 
facilitates the automation of the detection of fast synaptic currents, especially 
those mediated by GABAA receptors. In this introductory chapter, the process 
of GABA neurotransmission, its importance in the central nervous system, and 
characteristics of GABAA mediated inhibitory postsynaptic currents (H^SCs) are 
briefly described. This is followed by a discussion of some of the approaches, 
and their limitations, most commonly employed to detect IPSCs，and the need 
to develop our own software. Finally, some of the features of the C++ 
language, which is the programming tool used to develop the software, are 
described. 
1.1 GABAA Mediated Neurotransmission 
Gamma-aminobutyric acid (GABA) is the major inhibitory 
neurotransmitter in the brain (Srinivasan et al., 1969; Fonnum and Walberg， 
1973; Rabow et al., 1995) . It is synthesized from glutamic acid by the enzyme 
glutamic acid decarboxylayse in a single step. There are two major types of 
GABA receptor: GABAA and GABAs. GABA^ receptors directly link to C1_ 
channels, forming a receptor-channel complex (Rabow et al, 1995). Binding of 
GABA to GABA^ receptors opens the C1" channel leading to an increased 
conductance to C1". The most common consequence is the influx of the C1' into 
the neuron leading to an inhibitory synaptic current in the postsynaptic neuron. 
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GABAA receptors are sensitive to bicuculline, which blocks the binding of 
GABA in a competitive manner (Curtis et al., 1971; Llano and Gerschenfeld, 
1993) and to picrotoxin, which directly blocks the Cl" channel (Olsen, 1981). 
On the other hand, GABAs receptors are coupled to K+ channels via G-protein 
(Hill and Bowery, 1981; Andrade et al, 1986). Increased K+ conductance 
would lead to the appearance of inhibitory postsynaptic currents. However, in 
contrary to GABAA mediated IPSCs, GABAe IPSCs have a much slower 
kinetics (Hausser and Yung, 1994). Current wisdom is that GABAA receptors 
are the major receptor subtype that mediate the inhibitory effect of GABA. 
Although GABAs receptors may also be important, our understanding of its 
role in the process of inhibitory neurotransmission is still lagging behind. 
Specific antagonists also exist for GABAe receptors. For example, activation of 
GABAe receptors can be blocked by 2-hydroxysaclofen (Fromm et al., 1992; 
SoIis and Nicoll, 1992). 
The GABAA receptors are implicated in various neurologic and 
psychiatric diseases, such as anxiety, sleep disorders and epilepsy. They are also 
the site of action of many clinically useful drugs. For example, benzodiazepines, 
drugs used to reduce anxiety, bind to the GABAA receptors and enhance the 
effect of GABA. They increase the GABAA mediated synaptic currents by 
increasing the opening frequency of the GABAA receptor-channel (Study and 
Barker, 1981; Vicini et aI., 1987). Barbiturates, a class of drugs used as 
sedatives and to treat epilepsy, increase the average open duration of GABA-
gated Cl'-channels (Barker and McBurney, 1979; Study and Barker, 1981; 
Macdonald and Olsen, 1994). These and other manipulations resulting in 
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prolongation of IPSCs decay, or increased GABA concentration in the synaptic 
clefts, are therefore useful targets in drug design. 
It is believed that the variety of actions of drugs on the GABAA receptor 
are due to the importance of GABA neurones in the brain. First of all, GABA 
interneurons are ubiquitous in the brain and they provide a powerful inhibitory 
control of the excitability of the neurons. Spontaneous release of GABA from 
the terminals of the inhibitory interneurons produces tonic inhibition of neurons 
in the central nervous system. Thus, blockade of the GABAA mediated IPSCs 
by picrotoxin or bicuculline will increase the excitability of the neurons while 
facilitation will have opposite effects (Dingledine and Gjerstad, 1980). In fact, it 
has been demonstrated that a slight change of the GABAergic inhibition can 
result in a far greater change in the activity of the postsynaptic neurons (Stelzer 
1992). Furthermore, GABAergic projections from one brain nucleus to another 
also play important roles in different functional circuits. To take one example, 
the basal ganglia, an important circuit for control of movement, consists of a set 
of richly interconnected subcortical nuclei many of which contain GABA 
projection neurones (Tepper at el., 1995). Inhibition could be achieved by a 
direct GABA innervation. 
1.2 Determinants of GABAA IPSC Kinetics 
Like other fast synaptic currents, GABAA mediated IPSCs are 
characterised by a fast onset and a relatively long decay. It is believed that the 
time course of the rising phase reflects the rate of activation of the C1' channels 
(Bier et al, 1996). There is no consensus in the literature concerning whether 
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the decay phase could be well described by a single exponential, double 
exponential or other forms of decay. This fact probably reflects the differences 
in the characteristics among individual GABA synapses and the variety of 
mechanisms involved in the termination of the GABA action. As there is no 
extra-cellular enzyme to break down the GABA after they are released, these 
mechanisms may include the rate of receptor inactivation, desensitization, 
diffusion of GABA from the synaptic cleft and the rate of active uptake by 
specific GABA transporter (Schousboe, 1981; Borowsky and HofFman, 1995). 
There is no easy way to dissect out the contributions of all these factors 
in determining the duration of GABA action. Nevertheless, the contribution of 
the uptake process can be determined relatively easily by the use of GABA 
uptake blockers such as nipecotic acid and its analogues. For example, 
tiagabine, a GABA uptake blocker used to treat epilepsy, has been used to 
study the role of GABA uptake on the kinetics of the IPSCs. In the 
hippocampal slice preparation of the rat, tiagabine causes a large increase in the 
half-width of the stimulated IPSCs recorded from CA1 neurons (Roepstorffand 
Lambert, 1992) suggesting a role of uptake in terminating GABA action. 
However, NO-711 hydrochloride, another analogue of nipecotic acid (Suzdak 
at el., 1992), did not prolong the decay time of spontaneous IPSCs in the 
cultured hippocampal neurons (Oh and Dichter, 1994). The disparity could be 
due to differences in the exact synaptic geometry, or differences in the 
environment of the synapses in brain slice and culture. Nevertheless, these data 
point out that the result from one preparation may not be generalised to other 
brain area or preparation. 
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1.3 Detection of the Spontaneous IPSCs 
As most spontaneous IPSCs exhibit a broad range of amplitude, rise time 
and decay time, a large number of IPSCs are usually needed to be analyzed in 
order to fiilly describe their behavior. For a long time, detection and 
measurement of spontaneous electrophysiological events were performed 
manually (Del Castillo and Katz, 1954). This is obviously a very laborious and 
time consuming method. However, in the past two decades, as the desktop 
computing power increased tremendously accompanied with big drops in prices, 
� electrophysiologists from different laboratories began to develop their own 
softwares to specifically detect spontaneous synaptic potentials and currents. 
There is a variety of approaches in the detection of spontaneous synaptic 
events. Nevertheless, the algorithms involved can be roughly divided into two 
categories: the threshold amplitude method and the scaled template method. In 
the first approach, a signal is considered to be a synaptic event if its amplitude 
exceeds a detection threshold (Otis and Mody, 1992; Salin and Prince, 1996). As 
the rising slope is proportional to the amplitude, one variant of this method 
considers the rising slope instead of the amplitude. A signal is considered to be 
an event if the its rising slope exceeds a threshold value (Cochran, 1993; Ankri et 
cd., 1994; Franaszczuk et al., 1995). The advantage is that these methods are 
relatively simple and easy to implement. However, they are relatively non-
selective. Any noise or artifact transient that is large enough will also be 
considered to be an event, regardless of its shape. One approach to solve this 
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problem is to allow the detected events to be screened visually and the artifacts 
are rejected manually. 
The scaled template method is more recently introduced (Clements and 
Bekkers, 1997). It employs a template function to fit the data. The template 
function usually has a flat baseline region followed by an idealized synaptic time 
course consisting of an exponential rise and decay. A typical template function is 
shown below: 
TEMPLATE(0 = 0 (r<0) 
TEMPLATE(0 = NORM(l-exp(-^/RISE))exp(-//DECAY) (/>0) 
whereas TEMPLATE(/) represents the idealized synaptic current, t is the time 
from onset of the idealized synaptic event, NORM is the scaling factor used to 
normalize the peak amplitude, RISE is the time constant of the rising phase, and 
DECAY is the time constant of the falling phase. A signal is considered to be a 
synaptic event if it can be fitted with the above equation with a standard error 
less than a specific value. The advantage of this method is that it considers the 
shape ofthe signal. Fast transient noise will not match the template and will be 
rejected. However, as the template function predefines the shape of the events 
including the decay kinetics, if an event has decay time that differs largely from 
the predefined value, the sensitivity of the program will drop sharply. 
Furthermore, when two events overlap together, which are not uncommon, they 
will also produce a shape that do not match the template. The standard error 
between the signals and the template function increases accordingly. One or 
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both events may escape from the detection. In other words, this type of 
algorithm suffers the problem of being over-rigid. 
There are other practical limitations when attempting to use software 
developed by others. First of all, many of these programs, which may be 
available on request, are oriented to detect synaptic potentials instead of the 
synaptic currents (Otis and Mody, 1992; Cochran, 1993; Ankri et al, 1994; 
Franaszczuk et al., 1995; Salin and Prince, 1996). Secondly, most of these 
programs, even if they are applied to IPSCs, can only read data in a certain 
format. However, different laboratories may generate data in different formats, 
which arise as a result of using different analog-digital interfaces and acquisition 
software. In our laboratory, for example, we make use of the Patch and Voltage 
Clamp software package and CED1401+ interface provided by Cambridge 
Electronics Design (Cambridge, U.K.) to generate the IPSCs data, which are 
incompatible to those generated by other systems, such as those provided by 
Axon Instruments (CA, USA). Thus, in view of this and the limitations of the 
detection algorithms invented by others, we found us to have the practical need 
to develop our own software. The aim of the present thesis is therefore to 
develop a program which abstract useful features of the inhibitory synaptic 
currents for their accurate detection. The performance of the program will be 
fully evaluated and then applied to a real biological GABA synapse with the aim 
that a minimum manual intervention is needed. 
1.4 The C++ Programming Language 
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We aim to develop a program that can detect spontaneous IPSCs 
accurately and yet easy to use. After some careful considerations, we decided to 
adopt the latest version (5.0) of Microsoft Visual C++ language as the 
development tool. The general characteristics of the C and related languages, 
and therefore the justification of using Microsoft Visual C + + � a r e outlined 
below. 
The C and C++ Programming Language 
C is a general purpose programming language. It was designed by Dennis 
Ritchie of Bell Laboratory in 1970s. It is the most powerful programming 
language among those commonly used ones, such as BASIC, FORTRAN and 
Pascal. It combines together the advantages of both low level and high level 
computer languages. On one hand, it has the functionality oflow level assembly 
language like directly manipulating bits, bytes and addresses. Pointer, a data 
type that can store the addresses of variables, is one of the most powerful 
features of the C language. On the other hand, like other high level computer 
languages, it can also be used to write structured programs. By using separated 
small functions to complete each task, very complex programs can be written. 
Besides, the C language is very rich and versatile. It provides many operators 
for programming, and library functions for direct manipulation ofbinary files. 
C is a standardized language. The code written in C is highly portable 
and can be easily implemented in different computer platforms. Although the 
exact speed of execution of a C program depends on factors like the speed of 
the main processor and the compiler used, the executable files generated after 
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compilation usually run very fast. C is the most common language used at 
present for professional programming projects. Many commercial programs and 
operating systems are written in the C language (Schildt, 1990; Dempster, 
1993). 
C++ is a super set of the C language. In addition to the traditional 
features of the C language, it supports object-orientated programming. It has 
many useful properties such as inheritance, data encapsulation and data 
abstraction. These features simplify the task of writing very complex and large 
programs (Andrews, 1996). 
Microsoft Visual C++ 
As a graphic user interface is much easier to use than a text based 
interface, many software's operating systems have changed from MS-DOS® to 
Windows® after the introduction of the latter in PC computers. However, 
historically, writing Windows based programs is extremely difficult because the 
codes for graphic user interfaces are usually very complex. Many codes are 
needed to develop the interface and take care of the Window messages, which 
convey the users' messages to the programs and vice versa. 
Microsoft Visual C++® is one of the compilers commercially available 
that makes the task of writing Window based programs easier. It provides 
numerous tools that can be used to take care of details of Windows 
programming. Its Microsoft Foundation Class (MFC) library contains functions 
that can be used to create windows, dialog boxes, device contexts and controls. 
These features greatly reduce the time needed to write Windows based 
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software. Indeed, Visual C++ is widely used to write professional Windows 
based software. Version 5 of the compiler specifically produces 32-bit programs 
that can run under Windows 95 or Windows NT. Its 32-bit memory allocation 
system also greatly simplify thejob of coding. 
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Chapter 2: The Detection Algorithm 
2.1 Overview of the Algorithm 
In this chapter, the details of the detection and measurement algorithms 
used to study spontaneous IPSCs recorded in our laboratory are described. The 
algorithm used is intuitive and is essentially a multi-criteria test. First of all, 
useful features derived from the shape of real GABAA mediated IPSCs are 
defined. To achieve this, 50 randomly chosen IPSCs were examined manually. 
The rising slope, amplitude, and the decay slope of these 50 IPSCs were 
measured and calculated. Then, the least values of these parameters were 
determined and were used as a reference for the detection algorithm. 
Based on these features, three specific tests concerning the threshold, 
rising slope and decay slope were devised. In addition, a fast noise test was 
implemented. A candidate event will be considered a real event only if it passes 
all these criteria. Thus, although many artifacts may pass one or even two 
criteria, the chance that they fulfill all four criteria is small, making the algorithm 
a robust one. The steps involved in this process are summarised in Figure 2.1. 
In addition, the stringency of the criteria is user-adjustable so that the program 
can be used to detect IPSCs with characteristics quite different from those 50 
original IPSCs. Once an event is identified, relevant parameters including the 
time of occurrence, rise time, peak amplitude and decay time constant are 
measured and reported. 
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finding the base line of the event 
• 
searching the peak of the event 
testing whether the peak of t1le event exceed a threshold value 
i 
testing whether the event is an artifact 
i 
examining the rising phase 
i 
examining the decay phase 
Fig. 2.1. Steps involved in detecting an event ofIPSC. 
2.2 Detection ofEvents 
The Data Window 
In a single data trace as short as 2000 ms, there may already be many IPSCs. 
Obviously a routine that can detect a single event can be applied recurrently or 
repetitively to detect all the events in the whole data trace. To achieve this, a 
Data Window of duration defined by the variable f_— is first defined. The 
default value is 50 ms. The algorithm assumes that the Data Window contains 
one IPSC. Whether this assumption is true or not is tested. The Data Window 
then shifts one data point ahead (the corresponding time equal to 1/sampling 
rate) and the test performed again. This procedure was repeated until the end of 
the whole data trace. In this way, all IPSCs in the data trace will be found out 
(Fig. 2.2). The advantage of this approach is that it makes the codes simpler and 
easier to be maintained and modified although the efficiency of the overall 
routine may be compromised. 
The Threshold Test 
The presence of a candidate event is first checked by the threshold test. 
To find out the base line current, a portion of the data trace called the base line 
portion of the assumed IPSC is first defined. It starts at a time of hase Um gap 
(default 10 ms) from the beginning of the Data Window and has a duration 
defined by the variable hase imeporuon which has a default value of 5 ms. The base 
line current of the IPSC, or hase um, is calculated by averaging all the data points 
within the hase lim portion (formula 2.1). 
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The Data Window 
Fig. 2.2. To detect the IPSCs in the data trace, the Data Window is defined. 
The default value o f � • is long enough to hold an event of n^SC. The 
function of the Data Window is to test whether there is an JPSC within it. If 
an IPSC exits in the Data Window, the IPSC is marked down. If not，nothing 
is done. After each testing，the Data Window moves one point forward and 
the steps repeat. When the Data Window arrives at the end of the data trace, 





where n is the number of data points falling into the base line portion, and /i to 
In are the values of the currents of the individual data points. 
In a similar manner, a portion of the data trace that starts at a time o f , — 
gap from the beginning of the Data Window is defined to be the peak portion of 
the IPSC. The default value of t—kgap is equal to 20 ms. The duration of the 
peakportion is defmed by the variable tpeakporuon. Its default value is 5 ms (Fig. 
2.3). Each data point within this peak portion is averaged with its previous and 
the next points to eliminate the background noise according to formula 2.2. 
/,-i + Ii + //+1 
/，,= ~ ~ 3 (2.¾ 
where /, is the value of the current of data point i and /,, is the averaged value 
of current of data point /. Here, 3 data points are taken for averaging is a 
compromise between the effectiveness of eliminating the noise and the degree of 
distortion of the data caused by averaging. The peak current of the assumed 
IPSC, Icand peak, is then defined as the most negative averaged current among 
these data points. If there are more than one such data point, the one nearest to 
the beginning of the peak portion is selected. The peak found is designated as 
Pcandpeak- ^^hase line • hand peak ls greater than OF cqual to the threshold amplitude, 
Ithreshoid, the IPSC is considered to be a candidate event (Fig. 2.4). The value of 
Ithreshoid is set and can be changed by the user according to the noise level of the 
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Fig. 2.3. Within the Data Window, the base line portion and the peak 
portion are defined to find out the base line current and the amplitude of 
the assumed IPSC respectively. The length of the base line portion is long 
enough to find out the averaged base line currents. Its relative position 
within the Data Window can be changed by adjusting the variable 广办口從"”召 
gap. The length of the peak portion is long enough to include the whole 
peak region. Its relative position within the Data Window can be changed 
by adjusting the variable t——. 
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The Data Window jQQ p^ 
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Fig. 2.4. To find out the base line current, 1卜舰"«e�all the data points 
within the base line portion are averaged and then assigned to be the base 
line current. The peak current of the JPSC,�—尸―，is equal to the most 
negative averaged current among those within the peak portion. In this 
example, the value of the threshold amplitude, Ithreshoid is set to be 50 pA. 
As hase line ‘ hand peak excccds Ithreshoici^  thc most ncgative avcraged data 
point is assigned to be the peak of a candidate event, P_j peak- The 
amplitude of the candidate event, Ia_tude, is assigned to be 320 pA. 
data. The amplitude of the candidate event is designated by IampUtude which is 
equal to hase Um - hand peak-
The Fast Noise Test 
As mentioned before, a candidate event will be considered a real synaptic 
event only if it passes additional criteria. The first of these is the fast noise test. 
This is because fast noises are quite common in electrophysiological recordings. 
The criterion is based on the fact that a fast noise is extremely short in duration. 
If the amplitude of the signal drops back to baseline quickly, it is very likely that 
it is a fast noise. 
To implement the test, a portion of the data trace immediately following 
the Pcandpeak with length equal to tpeak width is first defined. The default value of 
tpeak width is 1 ms. This portion of data trace is designated as peak width. Then, 
Idispiacement, thc diffcrence between the current value of the data points within 
peak width and the hase um, is obtained according to formula 2.3. 
!displacement i 一 Ibase line “ Ii ( 2 . 3 ) 
where /, is the current of data point i within peak width and hase um is the base 
line current. The candidate event is considered not be a fast noise if and only if 
within peak width, there are 80% or more data points which Idispiacement, is 
greater than or equal to 0.5 IampUtude of the candidate event (Fig. 2.5). The 80% 
and the 0.5 IampUtude setting is empirical, based on observations that human 
defined events, but not fast noises, always pass this criterion. 
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Fig. 2.5a. A true JPSC passes the fast noise test. The default value of t_w_ is 1 ms. 
In the above figure, there are five data points in the peak width defined immediately 
after the P _ d peak- The Idispiacement of all these five data points are greater than 0.5 
hmpiitude- The percentage of data points which passes this criterion is therefore 100%. 
As a result, this IPSC is considered to have passed the fast noise test. 
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Fig. 2.5b. A fast noise is eliminated by the test. The default value of tp^ j^^  ^,.^ ；^, is 1 ms. 
In the above figure, there are five data points in the peak width. The Idispiacement of all 
these five data points are smaller than 0.5 IampUtude- The percentage of data points 
which passes this criterion is therefore 0%. As a result, the noise is eliminated by the 
test. 
Testing the Rising Slope 
To test whether the rising slope of a candidate event exceeds a threshold 
slope, a portion of data trace immediately before the Pcandpeak is defined to be 
the rising portion of the candidate event. The length of the rising portion is 
defined by the variable trismg portion- Its default value is 4 ms. This length is long 
enough to hold the rising phase of very slow IPSCs. 
The slope of each data points within the rising portion is then calculated 
by formula 2.4 
/ ,+i-/ , 
& = — ~ ~ (2.4) 
where Si is the slope of data point i and /, is the current of data point i within 
the rising portion. At is the time interval between two successive data points. 
As a true event usually has a rapid rising phase, a threshold rising slope, 
Srising threshold, is defined to distinguish a true event and a false event. The value of 
Srising threshold is sct by the uscFs during detection and is subjected to change 
according to the kinetic characteristic of the interested IPSCs. All the data 
points within the rising portion are tested whether their slopes are more 
negative than Snsmg threshoid. Then, the number of data points the slopes of which 
satisfy this condition is found out. 
True IPSCs usually have more than one data point the slope of which 
satisfy this condition when the sampling rate is higher than 2.5 kHz. However, 
fast noise may only has one data point satisfying this condition. To distinguish 
the true IPSCs and the fast noises, the threshold number of data points the 
15 
rising slopes of which are more negative than the threshold rising slope is 
defined. It is designated as Nnsmg thresiwid- If out of the total number of data points 
within the rising portion, the number of data points the slopes of which pass the 
criteria is equal to or greater than Nnsmg threshoid, the candidate event is 
considered to have passed the rising phase criteria. 
The default value of Nnsmg threshou is 2. If there are 2 or more data points 
whose slope are more negative than the threshold rising slope, the candidate 
event passes the rising phase criteria. However, to make the Automatic 
Detection software more flexible to detect IPSCs with different rising time, 
Nrisingthreshoid can bc changcd by the users according to their needs (Fig. 2.6). 
Testing the Decay Slope 
To test whether the decay slope of a candidate event exceeds a threshold 
slope, a portion of data trace immediately following the Pcandpeak is defined to be 
the decay portion of the candidate event. The length of the decay portion is 
defined by the variable tdecay portwn- Its default value is 3 ms. This length of the 
decay portion only considers the first part of the decay phase instead of the 
whole decay phase. The advantage is that if the later part of the decay phase is 
overlapped by another event, no significant error will occur. 
The slope of each data point within the decay portion is examined. As the 
background noises may cause fluctuation of the current trace and affect the 
accurate estimation of the slope, the data points are first averaged with two 
points before and two points after the data points before calculating the slope 
(formula 2.5). 
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Fig. 2.6a. A true JPSC passes the rising phase criterion. In the above figure, the 
threshold rising slope Srwngthreshou is set to be -50 nk!s>. The default value of t — � " , � „ 
is 4 ms. There are 17 data points in the rising portion. Out of the 17 data points, there 
are 6 data points the slopes of w h i c h , � �e x c e e d 5她运 threshold- The default value of 
Noising threshold s^ 2. Thercfore, the number of data points the slopes of which exceed the 
threshold rising slope is greater than N — threshold- As a result, this IPSC is considered 
to have passed the rising phase criterion. 
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Fig. 2.6b. A false EPSC is eliminated by the rising phase criterion. In the above figure, 
the threshold rising slope S”— threshold is set to be -50 nA/s. The default value of t^_g 
portion is 4 ms. There are 17 data points in the rising portion. Out of the 17 data points, 
there is only 1 data point the slope of which, S^ , exceed SrisingthreshoM- The default value 
ofA^�,„g threshold is 2. Thcrefore, the number of data points the slope of which exceed 
the threshold rising slope is smaller than N”— threshold- As a result, this false n^SC is 
eliminated by the rising phase criterion. 
”—人-2 + 人-1 + Ii + 入+1 + 1丨七2 (2 5) 
/ / = ~ 5 
where / ,，, is the averaged current of the data point i, and /, is the current of data 
point i. 
The slope of the data point, S”, is then calculated by formula 2.6. 
T” 1” 
—“3-“3 (2.6) 
^ ‘ - 6At 
where S”i is the slope of data point /, /”/+3 and /”/_3 are the averaged current 
of 3 points after and 3 points before data point i respectively. At is the time 
interval between 2 successive data points. This method gives a better estimation 
of the decay slope even when the data trace is very noisy as the data points are 
averaged before their slopes are calculated. 
To confirm a candidate event being a true event, a threshold decay slope, 
S"decaythreshoid, is defined. The value of S"decaythreshoid is defined by the user during 
execution. All the data points within the decay portion are tested whether their 
slopes exceed S"decaythreshoid. Theoretically, the slopes of all the data points within 
the decay portion should satisfy this condition in order to be a true IPSC. 
However, practically, noises may cause fluctuation of the slope of the data 
points. As a result, some data points' slopes of the true IPSCs may not exceed 
S"decay threshold- Therefore, in practice, not all data points' slopes are required to 
satisfy this condition. In stead, the ratio between the number of data points 
whose S" exceed the threshold decay slope and the total number of data points 
in the decay portion is found out. A threshold ratio is then defined to distinguish 
true IPSCs and false IPSCs. The threshold ratio is designated as Rdecaythreshoid-
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Ifthe ratio between the number of data points the S,，of which exceed the 
threshold decay slope and the total number of data points in the decay portion is 
equal to or larger than Rdecay threshold, the candidate event is considered to have 
passed the decay phase criteria. 
The default value of Rdecay threshoid is 0.5. Therefore, if there are 50% of 
data points whose slope exceed S"decay threshoid, the candidate event passes the 
decay phase test. The default value of Rdecay threshoid is empirically defined. All 
observed IPSCs pass this default value. The value of Rdecay threshold are also 
subjected to be changed according to the needs of the users. This make the 
Automatic Detection software more flexible to detect IPSCs with different 
decay slope. (Fig. 2.7). 
Test of Events Being Overlapping 
After all of the true events in the data trace are detected, whether these 
events overlap with each other is tested. To achieve this, the event range and 
the base line range of each event are defined. The event range of an IPSC is 
defined to be the region of the data trace between 10% rising and 10% decay of 
the IPSC. To find out the 10% rising and 10% decay of the event, the currents 
of the data points are averaged to eliminate noise fluctuation. Then, I'dispiacemenh 
the difference between the averaged current of the data points and the hase nne, is 
calculated (formula 2.7). 
I displacement i ~ Ibase line “ I i ( 2 . 7 ) 
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Fig. 2.7a. A true IPSC passes the decay phase test. In the above figure, the threshold 
decay slope S ” — threshold is set to be 1 pA/ms. The default value of t — 声 彻 is 3 ms. 
There are 14 data points in the decay portion. Out of these 14 data points, all these 14 
data points' slope S" exceed S”decay threshold- The ratio between the number of data 
points the S" of which exceed the threshold decay slope and the total number of data 
points in the decay portion is therefore equal to 1. As the default value oMjecay threshold 
is 0.5, this ratio is greater than 7 ? � � threshold- As a result, this IPSC is considered to 
have passed the decay phase test. 
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Fig. 2.7b. A fast noise is detected by the decay phase test. In the above figure, the 
threshold decay slope S�ecay threshold is set to be 1 pA/ms. The default value of tu^ cay 
portion is 3 ms. There are 14 data points in the decay portion. Out of these 14 data 
points, 5 data points' slope S，，exceed S�ecay threshold- The ratio between the number of 
data points the S" of which exceeds the threshold decay slope and the total number of 
data points in the decay portion is therefore equal to 0.36. As the default value of 
Rdecay threshold is 0.5, this ratio is smaller than R^^cay threshold • As a result, this fast noise is 
rejected by the decay phase test. 
where / ,, is the averaged current of data point i (for the calculation of /,,，see 
formula 2.2) and hase um is the base line current of the event. 
The backward limit of the event, or Eback umit, is defined to be the data 
point which corresponds to 10% rise time of the IPSC. To locate the Eback umit, 
the data trace is scanned from the peak toward left until a data point whose 
I'dispiacemenM ^qual to 10% of Iamputude of the IPSC is mct. This data point is then 
defined to be the Eback imn of the IPSC. The forward limit of the event, or Efor 
limit, is found in a similar way. The portion of data trace between Eback umit and 
Efor limit is then defined as the event range of the IPSC (Fig. 2.8). 
The base line range of an IPSC is defined to be a portion of data trace 
immediately before the peak of the IPSC. The length of the base line range is 
defined by the variable tbase Um range, whose default value is 20 ms (Fig. 2.9). The 
value of tbase line range is subjccted to bc changed when it is required. This make 
the Automatic Detection software more flexible to defme overlapping events. 
The default value hase um range is arbitrarily defined. This value is long enough so 
that no overlapping events will be missed. 
After defining the event range and the hase line range of each IPSCs, 
whether successive IPSCs overlap with each other is tested. Let Ppeakx and Ppeak 
y denote two successive events of IPSCs. Ppeak y is considered to have 
overlapped with Ppeakx if there are one or more data points which fall into both 
the event range of Ppeakx and the base lim range of Ppeaky (Fig. 2.10). 
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Fig. 2.8. To define the event range, the backward limit, Eb^ck umit, and the forward 
limit, £)br iimi0 of the IPSC are defined. The ^^ ,ac/t umu cooresponds to the 10% rise time 
and the ^/^r umit cooresponds to the 10% decay time. The portion of data trace between 
these two limits is the event range of the IPSC. 
-80 j  
base line range 
: v n ^ y A ^ . i ^ A w \ / ^ " " ^ ^ 
: i /^ 
S.130- : f 
2 -140 - ： / 
0 -150 - i j 
- 1 6 0 - W 
-170- ； ^ \ P k 
-;j peak � _ 
-180 - f � . 
base lme range 
-190 -
-200 J , , 
1400 1450 1500 1550 
Time (ms) 
Fig. 2.9. To define the base line range, a portion of data trace immediately before 
Ppeak is marked as the base line range. Its default length is 20 ms. 
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Fig. 2.10. In the above diagram, the base line range of Pp^aky is marked by the dotted 
rectangle. Within the base line range of P—y^ there are data points which also belong 
to the event range of Pp—x- Therefore, Ppeaky is considered to have overlapped with 
Ppeakx. 
After all the overlapping events are found out, the percentage of 
overlapping event is calculated by dividing the number of overlapping events 
with the total event number. 
2.3 Measurement of Parameters 
After the events were detected, the next step was measurement of 
parameters of the IPSCs. When successive events overlap together, the events 
may interfere the measurement of the parameters of other events. Therefore, 
only the parameters of non-overlapping events are measured. The measured 
parameters included the rise times and decay time constants. 
Measuring the Rise Time 
To characterize the rising phase of an IPSC, its 20% to 80% rise time are 
measured. To locate the 80% rise time, the data trace is scanned from the peak 
toward left until a data point whose Idisphcement is equal to or less than 80% of 
Iampiitude of thc IPSC is mct. This data point is then defined to be the 80% rise 
time ofthe IPSC. The 20% rise time is found similarly, the data trace is scanned 
from the peak toward left until a data point which Idispiacement is equal to or less 
than 20% ofIampUtude of the IPSC is met. This data point is then defined to be the 
20% rise time ofthe IPSC. The 20%-80% rise time ofthe IPSC is then defined 
to be the time difference between these two data points (Fig. 2.11). 
Measuring the Decay Time Constant 
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Fig. 2.11. The 20%-80% rise time ofthe IPSC is the time difference between the 20% 
rise time and the 80% rise time. 
To characterize the decay time constant of an IPSC, its decay phase are 
fitted with a single exponential function using the least-square fitting method. 
To do this, the 90% decay time and 10% decay time are first found. The 
procedures involved is similar to the one used in finding out the 20% and 80% 
rise time. Then, the portion of data trace within these two data points are fitted 
with the following single exponential function (formula 2.8). 
-t 
/ = A + B e " (2.8) 
where I is the ideal decay current, A is the base line current, B is the amplitude, 
r is the decay time constant and t is the time (Fig. 2.12). 
The T is substituted from T— to Tmax to find out the mean error square 
between the exponential function and the value of the data points in data trace. 
The default value of Zmm and Zmax are set to be 0 ms and 50 ms respectively as 
the decay time constants of the IPSCs are not likely to exceed this range. The r 
which generates the least mean error square is then taken as the decay time 
constant ofthe IPSC. 
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Fig. 2.12. To find out the decay time constant，the portion of data trace within the 90% 
decay time and 10% decay time is chosen to be fitted with the single exponential 
function. This portion of data trace covers most of the decay phase of the JPSC. 
Chapter 3: Performance Evaluation 
This chapter concentrates on the evaluation of the Automatic Detection 
program developed for the detection of spontaneous IPSCs. The basic features 
of the program are first described. This is followed by a discussion of the 
method of evaluating the performance. The results of evaluation are then 
reported and discussed. 
3.1 The Automatic Detection Software 
The Automatic Detection program is a 32-bit Windows based software 
(Fig. 3.1). It was run under Windows 95 on a Pentium 166 computer to detect 
GABAA receptor mediated IPSCs recorded in our laboratory. Users can use the 
software to view the data collected by the CED Patch and Voltage Clamp 
software, and select the interested sections of data for detection of IPSCs. The 
detected IPSCs are marked on screen with circles. (Fig. 3.2). It displays 
graphically the measured base line current, 20% rise time, 80% rise time and the 
half decay time of the non-overlapping events. It also displays the results of 
fitting the decay phase with the single exponential function (Fig. 3.3). After 
finding out the total number of events, the program calculates the frequency of 
the events. All these parameters can be saved as text files and be imported into 
other software for statistical analysis and generation of graphs (Fig. 3.4). 
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Fig. 3.1. The interface of the Automatic Detection software. It is run under Windows 
95. The software displays the recorded GABA^ receptor mediated IPSCs. The 
software contains buttons and edit boxes that can be used to change the position and 
scale of the data trace (the yellow arrows). An about dialog box is also displayed to 
introduce the software. 
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Fig. 3.2. The detected IPSCs. The software contains edit boxes that can be used to set 
the parameters for detection (the yellow arrows). The detected IPSCs are marked by 
circles. The red circles represent non-overlapping events while the orange circles 
represent overlapping events. 
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Fig. 3.3. After the events are detected, the software displays graphically the measured 
base line current, 20% rise time, 80% rise time and the half decay time. The base line 
line current is displayed as a small red dot, the 20% rise time a cyan dot, the 80% rise 
time a pink dot and the half decay time a green dot. The large red dot represents the 
peak of the IPSC. The software also displays the fitting results of the decay phase with 
the single exponential function (yellow line). As the rising phase of the WSC is very 
short, accuracy of location of the 20% rise time and the 80% rise time also depends on 
the sampling rate. 
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85.7 0.4 5.4 7.8 33.2 1 1777.0 
118.0 0.4 4.8 9.2 138.5 2 28.4 
51.0 0.4 4.0 4.7 19.4 2 299.6 
119.8 0.4 4.4 6.2 39.8 2 572.2 
74.3 0.4 4.8 8.5 24.9 2 839.2 
49-2 0.4 2.8 4.1 11.3 2 1114.6 
94.9 0.4 6.8 10.5 53.7 2 1386.2 
59.7 0.6 4.2 7.9 22.5 2 1659.6 
80.6 0.6 5.4 10.6 77.1 2 1949.8 
99-5 0.4 2.6 6.3 34.1 3 178.2 
113.4 0.4 4.8 7.3 54.8 3 449.0 
63.0 1.0 4.4 6.4 20.2 3 727.4 
101.1 0.4 6.2 9.2 24.4 3 1003.2 
72.7 0.4 4.4 6.9 35.6 3 1293.4 
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Fig. 3.4. An output text file gemerated after detection. The software gemerates text 
files that summarize the detction results and the measured parameters of the events. 
These text files can be imported into other softwares for statistics and gerneration of 
graphics. 
3.2 Performance of the Software 
Detection of the spontaneous IPSCs is basically a problem of pattern 
recognition. When the amplitude of an IPSC is small and comparable with the 
background noise, the IPSC becomes difficult to be recognized. Different 
subjects may have different conclusion on whether the signal is a real event or 
simply a noise. Therefore, even the best detection program will not have 100% 
accuracy as there is no absolute truth. There are obviously different ways to 
objectively evaluate the performance of pattern recognition. Since the human 
can be regarded as the most accurate pattern recogniser, our approach is to 
measure the consistency of the program when compared to human. However, 
before evaluating the performance of the program, the consistency ofthe results 
of the manual detection method performed by different subjects must be 
obtained. 
Two subjects, subject A and B, were asked to independently detect 
randomly chosen IPSCs of 4 neurons manually. Data traces with total length 
equaling to 80000 ms were visually screened. The results obtained by the two 
subjects were then compared. Subject A reported 383 IPSCs while subject B 
reported 287 in the 80000 ms data trace. The number ofIPSCs exist in both the 
sets ofIPSCs reported by subject A and subject B are 284 (Fig. 3.5). 
To quantitatively describe the consistency, an index called the percentage 
of consistency, or Pcon, was defined as shown in formula 3.1; 
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Fig. 3.5. (A) The EPSCs reported by subject A (circle) and B (triangle). The IPSCs 
with amplitude much larger than the background noise were reported by both subjects 
A and B. When the amplitude of an ‘IPSC’ was comparable with the background, it 
was difficult to make conclusion on whether it was an event or not. Different subjects 
had different conclusion. (B) Enlargement of the IPSC reported by subject A but not 
subject B. (C) Enlargement of the IPSC reported by subject B but not subject A. 
Pcon= X 100% (3.1) 
OSU + NeV2 
where NA and Ne are the number of events reported by subject A and subject B 
respectively, n is the number of events reported by both subjects. Q^A + NB)/2 
represents the mean number of reported events. In our test, the Pcon between 
subjects A and B in detecting the same IPSCs is 84.8%. This clearly illustrates 
that even the best detection method, the manual method, cannot achieve 100% 
agreement. Obviously, there is no fixed value o f T ^ The more human subjects 
involved in the test, the more accurate the mean P_ in reflecting consistency 
among different individuals. 
To test the reliability of the Automatic Detection software, the program 
was used to analyse the same 80000 ms data trace. The user ofthe program was 
blind to the results reported by subjects A and B. This prevented any bias in the 
user. The results were then compared with those obtained by subjects A and B. 
With the default settings of the detection variables, the Automatic 
Detection software detected 306 IPSCs (Fig. 3.6). The number of IPSCs 
detected by both the program and subject A was 302. This gives a Pcon value of 
87.7%. Similarly, the number of common IPSCs detected by the program and 
subject B was 266. This gives a Pcon value of 89.7%. The mean Pcon value for 
these two comparison was 88.7% (Fig. 3.7). The common IPSCs reported by 
both the software and the manual detection methods have large amplitude. Most 
discrepancies between the software and the manual detection method occurred 
when the amplitude of the IPSCs becomes comparable with the background 
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Fig. 3.6. The IPSCs reported by the Automatic Detection software. The software 
achieved a similar performance as the manual detection method. All the large 
amplitude ffSCs which were reported by both subjects A and B were also detected by 
the software. Discrepancy between the software and the manual detection method 
occured only when the amplitudes of EPSCs were small. 
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Fig. 3.7a. Set diagrams showing the number ofIPSCs reported by subject A，subject B 
and the Automatic Detection software. The P _ value between subject A and B was 
84.8%. The P _ value between the software and subject A was 87.7%. The P^n value 
between the software and subject B was 89.7%. The software had performance 
comparable with the manual detection method. 
Subject A: [ / ( ^ \ SubjectB: 
. ^ 2幻 
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Fig. 3.7b. Among those JPSCs reported by both subject A and B, 265 IPSCs were also 
reported by the Automatic Detection software. These IPSCs were mainly large 
amplitude ffSCs. Only 19 JPSCs which were reported by both subject A and B were 
not reported by the Automatic Detection software. The Automatic Detection software 
reported 4 IPSCs which were neither reported by subject A nor by subject B. These 
ff*SCs were mainly small amplitude IPSCs (see also Fig. 3.6). 
noise (Fig. 3.6). As the mean P _ value between the Automatic Detection 
software and the manual detection method (88.7%) was comparable with the 
Pcon value between the subject A and B (84.8%), the Automatic Detection 
software had performance similar to a human subject. 
Within these 80000 ms data trace, 8 fast noises were visually identified 
by both subjects. None of these were labeled by the software as an event of 
IPSC during the detection process (Fig. 3.8). Among those 306 WSCs detected 
by the software, 48 IPSCs were visually examined by one human subject to be 
overlapping events while the program reported 49 overlapping IPSCs. All the 
48 visually determined overlapping IPSCs were also reported by the software 
(Fig. 3.9). 
3.3 Discussion 
As discussed in the last section, when the signal to noise ratio is small, 
different subjects may have different conclusions on whether a signal is an 
IPSC. We cannot say which subject's conclusion is right. Instead, we can only 
say how consistent the two subjects are. To quantitatively describe this 
consistency, the P_ value was defined in formula 3.1. Its definition is 
meaningful. First, its value is always between 0 and 1. If two subjects do not 
report any common IPSCs, n will equal to 0 and P _ will be 0. That means the 
conclusions made by the two subjects are not consistent at all. If the two 
subjects report the same pool of IPSCs, n = NA = Ne and Pcon = 100%. That 
means the conclusions made by the two subjects are totally consistent. Second, 
if subject A reports 100 IPSCs, subject B reports 100 IPSCs and there are 50 
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Fig. 3.8. The Automatic Detection software successfully distinguishes events of IPSCs 
and fast noise transient. In the above diagram, although the fast noise has larger 
amplitude than the IPSC, the software only reports the IPSC as an event instead of the 
fast noise. As the scale of the middle part data trace is enlarged, the data trace at the 
two ends are compressed accordingly. The circles at the two ends of the data trace 
represent events of IPSCs in these parts of the data trace. 
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Fig. 3.9. The Automatic Detection software is also successful in detecting the 
overlapping events of IPSCs. In the above figure, all the three events are detected by 
the software. The software also correctly classified them as overlapping events and 
labelled them with orange circles. 
common IPSCs, n = 50, NA = 100 and Ns = 100, and Pco. = 50%. That means a 
halfconsistency between the two subjects. 
Those IPSCs reported by both the software and the manual detection 
have large amplitudes. Discrepancy occurred only when the amplitudes of the 
IPSCs were comparable with the background noise. Moreover, as the mean Pcon 
value between the program and the manual detection method (88.7%) was 
comparable with the Pcon value between subject A and subject B (84.8%), the 
degree of consistency arrived by the software and a human subject is 
comparable to those made by two human subjects. Therefore, according to this 
definition, the performance of the software is comparable to that of a human 
subject. 
A common artifact in electrophysiological recordings is the fast transient 
noise. Our program addresses this issue by implementing a specific fast noise 
test. When compared with an algorithm that simply relies on test o f a threshold 
amplitude, this software should be more robust in rejecting fast noises. This is 
indicated by the fact that in our test, there was not a single fast noise, judged by 
a human subject, that was labeled by the software as an IPSC. The program also 
helps to improve the accuracy of the kinetic data of the IPSCs by detecting the 
overlapping events which were not used in calculating the mean data. This 
problem is not addressed by the scaled template method (Clements and 
Bekkers, 1997). 
In conclusion, the program developed in the present project performs 
satisfactorily in detecting spontaneous GABAA mediated IPSCs. However, in 
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the further development of the software, many things can still be done. The 
software may incorporate other functions such as plotting statistical graphs and 
performing statistical tests to make the software more versatile. More analysis 
ofthe software may also be added to fully evaluate its performance. 
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Chapter 4: Application 
4.1 Introduction 
This chapter describes an application example of the Automatic 
Detection software on the detection, and measurement of parameters, ofn^SCs 
at an identified synapse: the GABA inhibitory synapses of substantia nigra 
dopamine neurons. This serves as an example of how the software can help us 
to address real biological question. 
The dopaminergic neurons of the substantia nigra pars compacta (SNC) 
are very important in the function of controlling the motor activity of the body, 
as evidenced by the resulting Parkinson's disease after their degeneration. As 
the activity of the dopaminergic neurons are mainly controlled by inhibition 
through GABAergic projections originating from the striatum, globuas pallidus 
and within the substantia nigra itself (Smith and Bolam, 1990; Nicholson et 
a/.,1992; Hajos and Greenfield, 1993; Tepper, 1995), the kinetic data of the 
GABAA mediated IPSCs will provide us the information of the process of 
GABA action itself, and how the activity of the dopaminergic neurons might be 
modified as therapeutic targets. The properties of GABA mediated postsynaptic 
potentials (IPSPs) have been studied in the brain by Hausser and Yung (1994). 
However, surprisingly, there is little information on the basic characteristics of 
the underlying IPSCs. 
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In this study, G A B A mediated IPSCs in S N C were recorded from S N C 
by the whole-cell patch-clamp method. The Automatic Detection program was 
then used to analyse their characteristic. In addition, the role of G A B A uptake 
in controlling the decay kinetcis of G A B A on S N C dopamine neurons was 
studied. The characteristics of the IPSCs before and after the application of 
NO-711 Hydrochloride was compared. 
4.2 Materials and Methods 
Brain Slice Preparation 
Sparague-Dawley rats of 14 days old were decapitated. The brains were 
quickly removed and immersed in ice-cold artificial cerebrospinal fluid (ASCF) 
with composition described in Table 4.1. Coronal midbrain slices in 350 ^im 
containing the substantia nigra were cut with a vibratome (Fig. 4.1). The brain 
slices were kept in a holding chamber with oxygenated ACSF at 35°C for at 
least 30 minutes for equilibrium. 
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Fig. 4.1. To obtain the required brain slices，the rat brains were cut coronally 
using a vibratome caudal - rostrally. Brain slices in 350^im containing the 
substantia nigra were taken. The whole cutting process was performed in a 
chamber filled with ice-cold ACSF. (The diagram was taken from Swanson, 
1992). 
Table 4.1 Composition ofthe ASCF. 
Patch Clamp Recording 
A brain slice was transferred into a recording chamber which was 
superfused with oxygenated ACSF at 35±20C at a flow rate of 1.5-2.0 ml per 
minute. For patch-clamp recording, the neurons within the brain slice was 
visually identified with a upright microscope (Zeiss Axioskop). Optical 
sectioning of the brain slice can be obtained using the differential interference 
contrast optics of the microscope (Fig. 4.2). The associated infra-red video 
camera and related electronic circuit improved the contrast between the neurons 
and the background structure. (Stuart etal., 1993). 
Borosilicate glass capillaries were pulled with a Flaming/Brown 
Micropipette Puller, Model P-87, (Sutter Instrument) to produce the patch 
pipettes. Intracellular solution was prepared using the composition described in 
table 4.2. It was titrated to pH 7.3 with K O H . 
Composition Concentration (mM) 
KC1 130 
HEPES 10 
E G T A 1 
M g C b 2 
Na2ATP 2 
Table 4.2 Composition of the intracellular solution. 
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Fig. 4.2. A patched neuron identified under a microcope. The interference 
lenses within the microscope and the infra-red camera together provide a 
clear contrast between the neuron and the background structure. 
To patch a neuron, positive pressure of 60-120 mbar was applied through 
the patch pipette to clear the membrane surface. Then small negative pressure, 
10-20 mbar, was applied to the pipettes to form gigaohm seals with the 
neurons. A more negative pressure was than applied to the pipettes to break 
through the cell membrane (Hamill et al., 1981) to achieve whole-cell 
configuration. 
Recordings were made using a patch clamp amplifier (LMyT*CA, List 
Medical) controlled by the C E D Voltage and Patch Clamp software (Version 
6.0, Cambridge Electronics Design). Data were filtered at 3 kHz and stored 
with Sony digital audio tape. A chart recorder was also used to display the 
current. The data were also on-line sampled at 2.5-5.0 kHz and stored into a 
computer disk via the C E D software. The data were analyzed off-line with the 
Automatic Detection software, details of this have been described in the 
previous chapters. 
The electrophysiological characteristics of the patched neurons is studied 
to confirmed that they were dopaminergic neurons. Under current clamp mode, 
steps of large hyperpolarizing current pulses were injected into the neurons. 
This would induce a characteristic time dependent hyperpolarization activated 
inward rectification in the dopaminergic neurons. (Yung et al, 1991) (Fig. 4.3). 
Data were presented as mean±SE. Tests were performed by paired 
Student's t-test. Drugs were added to the ACSF through the perfusion system 
to the brain slices. Bicuculline and NO-711 were obtained from Research 
Biochem International. 
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Fig. 4.3. The dopaminergic neurons displayed a regular firing pattern. When 
a hyperpolarising current pulse was injected into the neurons, the neurons 
displayed time dependent hyperpolarization activated inward rectifications 
(the arrow). The rectification was mediated by an increase in the membrane 
conductance to Na+ and K+. 
4.3 Result 
The neurons were held at -70 m V to observe and record the postaynaptic 
synaptic currents. The IPSCs of the dopaminergic neurons appeared randomly 
with variable amplitudes, 20-80% rise times and decay time constants. The 
frequency also varied from cell to cell. It ranged from 0.03 to 6.10 H z (n=38). 
The mean frequency of the synaptic currents was 1.64±0.27 Hz. The synaptic 
currents can be blocked by l[iM bicuculline (n=4) (Fig. 4.4). This confirmed 
that synaptic currents are mediated by the G A B A A receptors. 
To characterize the IPSCs of each neuron, the Automatic Detection 
software was use to measure the amplitude, 20-80% rise time and the decay 
time constant of the IPSCs (Fig. 4.5). Then the mean values of these parameters 
of several hundred IPSCs of each neurons were calculated. The mean 
amplitude, 20-80% rise time and decay time constant are 59.68±4.15 pA, 
1.04±0.06 ms and 10.67±0.51 ms respectively (38 cells). 
Addition of 100 _ NO-711 Hydrochloride decreased the mean 
frequency ofthe IPSCs from 1.64土0.39 Hz to 0.55±0.16 Hz (9 cells, P<0.005) 
(Fig. 4.6). NO-711 Hydrochloride also increased the decay time constant from 
9.30±0.53 ms to 10.73±0.66 ms (9 cells, P<0.001). The 20-80% rise time ofthe 
neurons increased from 0.83±0.06 ms to 1.27±0.05 ms (9 cells, P<0.005). The 
amplitude ofthe IPSCs also decreased form 62.62±4.76 pA to 51.94±4.49 pA 
(9 cells, P<0.05). 
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Fig. 4.4. The synaptic currents of the dopaminergic neurons appeared as 
downward deflections from the base line. After adding lfjAl bicuculline, the 
G A B A ^ receptor antagonist，the synaptic currents disppeared. This 
confirmed that they were mediated by the G B A B ^ receptors. 
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Fig. 4.5. The kinetics of an explaned IPSC. To characterise the IPSCs of the 
neurons, the 20-80% rise time and the amplitude were measured. The decay 
phase of the IPSCs was also fitted with a single exponential function to find 
out the decay time constant. In this example, the 20-80% rise time was 1.0 
ms, the amplitude was 160 pA and the decay time constant was 11 ms. For 
each neuron, several hundred IPSCs are characterzed to calculate the mean 
value of the parameters of the ffSCs. 
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Fig. 4.6. Effect ofNO-711 Hydrochloride on the ffSCs of the dopaminergic 
neurons. NO-711 Hydrochloride reduced the frequency of the IPSCs. The 
amplitudes also tended to decrease. After washing, the frequency was 
restored. 
4.4 Discussion 
W e have used 2.5-5.0 kHz sampling rate to collect and store the data of 
the IPSCs into a computer disk for off-line data analysis. As the sampling rate 
was relatively low, the measured 20-80% rise time of the IPSCs was not very 
accurate. The rise time only had a resolution of 0.2-0.4 ms depending on the 
sampling rate used. As the rise time of the IPSCs was in the range of 0.6-2.0 
ms, the percentage error was relatively high for each individual IPSC. Higher 
sampling rate should be used to obtain a more accurate result. 
NO-711 Hydrochloride caused a significant increase in the decay time 
constant of the IPSCs. The result suggests that G A B A uptake plays an 
important role in regulating the kinetics of the G A B A A mediated IPSCs. 
Blocking the G A B A uptake system decreases the rate of removal of G A B A 
from the synaptic clefts and increases the concentration of G A B A in this region. 
NO-711 Hydrochloride also caused a significant decrease in the 
frequency of the G A B A A receptors mediated IPSCs. This may be explained by 
the hypothesis that as the concentration of G A B A in the synaptic clefts is 
increased, the G A B A e autoreceptors located in the presynaptic terminals are 
activated. The activated G A B A s receptors then reduce the frequency of those 
miniature IPSCs from the presynaptic terminals and so the overall frequency of 
the IPSCs recorded decreased. This also explains why the amplitude of the 
IPSCs decrease. As the presynaptic G A B A e autoreceptors are activated, the 
amount of G A B A released each time decreased and so the amplitude of the 
IPSCs decrease. The G A B A e autoreceptors located in the presynaptic neurons 
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may provide a feedback mechanism that prevents over inhibition to the 
dopaminergic neurons. 
In the hippocampal slice preparation, tiagabine increased the half width of 
the evoked IPSCs of the neurons while it had no significant change on the 
amplitude (Roepstorff and Lambert, 1992). In cultural hippocampal neurons, 
NO-711 Hydrochloride did not change the decay time constant of spontaneous 
n^SCs but decreased their amplitude (Oh and Dichter, 1994). Therefore, it 
seems that the net effect of G A B A uptake inhibitors depends on the particular 
environment of the neurons. Different extracellular space and glial cells 
combination may cause different effects of the G A B A uptake inhibitors on the 
amplitude and the decay time constant of the IPSCs. 
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Appendix 
This appendix includes the codes for the Automatic Detection software. 
The following paragraphs summarize how the algorithm is implemented. For the 
complete algorithm, please read the appended codes. 
The data points is stored in the array: 
REAL DATA TYPE real data array[DATA SECTION POINT NO LIMIT] ~~" "— — — «~ —» >» _^ 
The data window is defined by the function: 





The base line current of the IPSCs is found by the function: 
double averaged—base—line—current (REAL_DATA_TYPE 
*pointer_test_point, 
int array_limit) 




The rising phase of the IPSCs is examined by the function: 
int find_rising_phase(REAL_DATA_TYPE *pointer_star point) 
The decay phase of the ff^SCs is examined by the function: 
40 
int find_falling_phase(REAL_DATA_TYPE ^pointer_star_point) 
Whether two events overlap together is tested by the function: 
int test_overlapping_previouse_event (REAL_DATA_TYPE 
*pointer_test_point) 
The 20-80% rise time is found by the function: 
REAL_DATA_TYPE *pointer_fn_find_rise_time (REAL_DATA_TYPE 
) 
*pointer_test__point) 
The decay time constant is found by the function: 
void find_decay_time_constant(REAL_DATA_TYPE *pointer—to—event) 
41 
// A u t o m a t i c D l g . c p p : i m p l e m e n t a t i o n file 
// 
# i n c l u d e " s t d a f x . h " 
# i n c l u d e " A u t o m a t i c . h " 
# i n c l u d e " A u t o m a t i c D l g . h " 
#ifdef — D E B U G 
# d e f i n e — n e w D E B U G _ N E W 
#undef T H I S — F I L E _ 
s t a t i c c h a r _ T H I S _ F I L E [ ] = — F I L E — ; 
#endif — — — 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II M Y CODE S T A R T S HERE 
HUH 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / i n c l u d e d file 
# i n c l u d e < s t d i o . h > 
# i n c l u d e < s t r i n g . h > 
# i n c l u d e < s t d l i b . h > 
# i n c l u d e < m a t h . h > 
/ / / / / / / / / / / / / / / / i n c l u d e d file 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
#define DATA—SECTI〇N—E>OINT_N〇_LIMIT 11000 
#define E V E N T _ N O _ L I M I T 8100 _ 
int r e p a i n t _ v a l u e = 0; //allow repaint trace if equal to 1 
II if v a l u e equal to 0, do not a l l o w 
char read_file_name[200]； //file name to open 
FILE *fpin; 一 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
///// v a r i a b l e s d e c l a r a t i o n for data section p a r a m e t e r s 
long f i l e _ d a t a _ s e c t i o n _ n o ; 
long G e t D S C h a n _ s t a r t O f f s e t ; 
long G e t D S C h a n _ p o i n t s ; 
float G e t D S C h a n _ y S c a l e ; 
float G e t D S C h a n : y O f f s e t ; 
float G e t D S C h a n — x S c a l e ; 
float G e t D S C h a n _ x O f f s e t ; 
long * p _ f i l e _ d a t a _ s e c t i o n _ n o ; 
long * f i l e _ G e t D S C h a n _ p o i n t s ; 
float * f i l e : G e t D S C h a n : y S c a l e ; 
float * f i l e : G e t D S C h a n : y O f f s e t ; 
float * f i l e : G e t D S C h a n _ x S c a l e ; 




int d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o ; 
/////// v a r i a b l e s declaration for data section parameters 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
size_t b y t e _ d a t a _ s t a r = 64; 
size_t b y t e _ t o _ s t a r t _ r e a d ; 
long d a t a _ s e c t i o n _ t o _ r e a d ; 
long t e m p _ m _ c u r r e n t _ d a t a _ s e c t i o n _ n o ; 
long foward_data_section_no; 




/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / d i s p l a y function variables/////////////////// 
int display—point:—array[DATA—SECTION—P〇INT—N〇—LIMIT]； 
int origin_x = 0； 




int x _ a x i s _ p e r c e n t a g e _ c o n s t a n t = 100; 
App. 1 
int d a t a _ s e c t i o n _ w i d t h _ p i x e l _ n o = 500; 
int x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r ; 
int x _ a x i s _ d i s p l a y _ s t a r _ c o n s t a n t = 10000; 
int x _ a x i s _ d i s p l a y _ s t a r _ p o i n t _ n o ; 
int x _ a x i s _ t o t a l _ d i s p l a y _ p o i n t _ n o ; 
int y _ a x i s _ s c a l e _ f a c t o r ; 
int y _ a x i s _ b a s e _ f a c t o r = 20; 
i n t y _ a x i s _ p e r c e n t a g e _ c o n s t a n t = 100; 
i n t y _ a x i s _ p o s i t i o n _ o f f s e t ; 
int i n c r e a s e — x — a x i s — s c a l e ; 
int d e c r e a s e _ x _ a x i s _ s c a l e ; 
i n t i n c r e a s e _ y _ a x i s _ s c a l e ; 
int d e c r e a s e _ y _ a x i s _ s c a l e ; 
int i n c r e a s e — y — a x i s — p o s i t i o n — o f f s e t ; 
int d e c r e a s e _ y _ a x i s _ p o s i t i o n _ o f f s e t ; 
/ / / / / / / / / / / / d i s p l a y f u n c t i o n v a r i a b l e s / / / / / / / / / / / / / / / / / / / 
" / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / D e f i n e fitted data t y p e 
t y p e d e f s t r u c t ( 
d o u b l e d e c a y — t i m e — c o n s t a n t ; 
} F I T T E D _ D A T A _ T Y P E ; 
/ / / / / / / / / / / / / / D e f i n e fitted data type 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / D e f i n e Data s t r u c t u r e 
t y p e d e f s t r u c t { 
int index; 
int f i l e _ d a t a _ v a l u e ; 
long s e c t i o n — n o ; 
d o u b l e t i m e ; 
d o u b l e t i m e _ i n t e r v a l ; 
d o u b l e t i m e _ l o c a l ; 
d o u b l e c u r r e n t ; 
d o u b l e a v e r a g e d — c u r r e n t ; 
d o u b l e slope； 
d o u b l e g e n e r a l — s l o p e ; 
int s c r e e n _ x _ p o s i t i o n ; 
int s c r e e n _ y _ p o s i t i o n ; 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / d e f i n e e v e n t / / / / / / / / / / / / / / / / / / / / / / 
int f i n d _ e v e n t _ t e m p t _ r e s u l t ; 
int f i n d — e v e n t — r e s u l t ; 
int o v e r l a p p i n g _ p r e v i o u s e _ e v e n t _ r e s u l t ; 
int o v e r l a p p i n g _ f o w a r d _ e v e n t _ r e s u l t ; 
v o i d * p o i n t e r _ t o _ o v e r l a p p i n g _ p r e v i o u s e _ e v e n t ; 
v o i d * p o i n t e r _ t o _ o v e r l a p p i n g _ f o w a r d _ e v e n t ; 
v o i d * p o i n t e r _ t o _ e v e n t _ b a c k w a r d _ l i m i t ; 
v o i d * p o i n t e r _ t o _ e v e n t _ f o r w a r d _ l i m i t ; 
int f i n d _ e v e n t _ f o r w a r d _ l i m i t _ r e s u l t ; 
v o i d *pointer_to_belonged_event; 
int t e s t _ b e l o n g e d _ t o _ e v e n t _ r e s u l t ; 
/ / / / / / / / / / / / d e f i n e e v e n t / 7 / / 7 / / / / / 7 / / / / / / / / / / / 
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m _ f a l l i n q _ t h r e s h o l d _ s l o p e = 0.0; 
m _ r i s i n g _ t h r e s h o l d _ p o i n t _ n o = 0; 
m _ f a l l i n g _ t i m e _ p r o p o r t i o n = 0.0; 
m_decay_time = 0.0; 
m _ f i n a l _ d e t e c t e d _ d a t a _ s e c t i o n _ n o = 0; 
m _ s u m m a r y _ f i l e _ n a m e =__T (•••')；— 
m_event_file_name = _Ti"“)； 
m_total_event_file_name = _T(”“); 
/7}}AFX~DATA_INIT — — 
II Note that LoadIcon does not require a subsequent DestroyIcon in Win32 
m_hIcon = A f x G e t A p p ( ) - > L o a d I c o n ( I D R MAINFRAME); 
} “ — 




D D X _ T e x t ( p D x 7 IDC_FILE_NAME_EDIT, m_read_file_name)； 
DDX_Text(pDX, IDC~T OTAL_DATA_S ECTION_N0_EDIT,"m_t ot a1_d a t a_s e ct i o n_no)； 
D D X _ T e x t ( p D X , I D C — C U R R E R T _ D A〒A_SECT l 5 N j ^ O _ E D I T , - m — c u r 7 e n t — ^ t a _ s e c [ i o n _ n o ) ; 
DDV_MinMaxLong{pDX, m__cur7ent_Hata_se<rEio^no, 1,—lOOOOOOT; 一 _ 
DDX:Text(pDX, IDC_Y_A^IS—SCAL^_FAC〒OR—EDIT7 m_y_axis_scale_factor)； DDV:MinMaxInt(pDx7ii^ _y—a5is_scile_fac£or, 1, IOOOO) ;~ _ 
DDX:Text(pDX, IDC_Y_Sx〒S—P〇^ITI〇N^OFFSET—EDIT, m_y_axis_position_offset); 
D D V _ M i n M a x I n t ( p D X , m_y_axis_position_offset, -10000, 10000)； — 
DDX_Text(pDX, IDC_X_AXIS_SCALE_FACTOR_EDIT, m_x_axis_scale_factor); 
DDV_MinMaxInt(pDx7 m_x_axis_scale_factor, 1, T000000T; _ 
DDX"Text(pDX, IDC—X_Sx〒S_DlIPLAY—lTAR_FACT〇R_EDIT, m_x_axis_display_star_factor); 
DDV_MinMaxInt(pDX, m_x_axis_dispIay_star_factor, 0, 9999)； _ _ — 
DDX:Text(pDX, IDC_X_AXIS_BAR_VALU E_EDIT,"m_x_a x i s_b a r_value)； 
DDV_MinMaxLong(pDX,—m—x_5xis:bar—vIlue, 0,"l000000000T; 
DDX"Text(pDX, IDC_X_AXIS_BAR~UNIT_EDIT, m_x_axis_bar_unit)； 
DDX_Text(pDX, I D C ) : A X I S ) A R : V A L U ^ _ E D I T , m_y_axis_bar_value)； 
DDV_MinMaxLong(pDX, m_y_a x i s ~b a r_valu e, 0,"l000000000T; 
DDX"Text(pDX, IDC_Y_AXIS_BAR^UNIT_EDIT, m_y_axis_bar_unit)； 
DDX:Text(pDX, IDC~THRES HOL D_S^ PLITU DE_EDIT,"m_t hre s hold_a mpli t ud e); 
DDv"MinMaxDouble(pDX, m_threshold_ampIitude, -1000000000., 1000000000.)； 
DDX"Text(pDX, IDC—RISIN^_THRESH〇L"5—SL〇PE—EDIT, m_rising_threshold_slope)； 
DDV~MinMaxDouble(pDX, m_7ising_thrishold:slope, -1000000000., 1000000000.); 
DDX=Text(pDX, IDC—FALLlF^G—THRE^HOLD—SLOPi—EDIT, m_falling_threshold_slope)； 
DDV~MinMaxDouble(pDX, m_falling_threshold"slope, -1000000000., 1000000000.)； 
DDX"Text(pDX, IDC_RISIN5_THRESH5LD_POINT_Fk5_EDIT, m_rising_threshold_point_no)； 
DDV~MinMaxInt(pDx7 m_risIng_threshold_poInt"no, 0, 10000);~ — _ 
DDX"Text(pDX, IDC_FALLING_TIME_PROPORTION_EDIT, m_falling_time_proportion)； 
DDV_MinMaxDouble(pDX, m_falling_time_proportion, 0 . , 1.); 
DDX"Text(pDX, IDC_DECAY~TIME_E DIT, m:decay_time>; 
DDV~MinMaxDouble(pDX, m"decay_time, 1.e-002, 0.99); 
DDX:Text(pDX, IDC—FINAL:DETEC〒ED—DATA—SECTION—NO—EDIT, m_final_detected_data_secti 
on_no); 
- D D V _ M i n M a x L o n g ( p D X , m_final_detected_data_section_no, 1, 1000000); 
DDX=Text(pDX, IDC_SUMMARY_FILE_NAME_EDIT,"m_summary_fi1e_name)； 
DDX=Text(pDX, I D C ~ E V E N T _ F I L E _ N ^ E _ E D I T , m_event_file_name)； 
D D X = T e x t ( p D X , I D C = T〇 T A L = E V E N〒 — F I L ^ _ N A M E — E 5 l T , m = t o t a I _ e v e n t _ f i l e _ n a m e ) ; ' 








O N : E N : C H A N G E ( I D C j l L E _ N A M ^ _ E D I T , OnChangeFileNameEdit) 
ON^ BN^ CLICKED(ID5—OPEFy_BUT〒〇N, OnOpenButton) 
ON~BN~CLICKED(IDC~EXIT~BUTTON, OnExitButton) 
ON~EN~CHANGE(IDC_CURRENT_DATA_SECTION_NO_EDIT, OnChangeCurrentDataSectionNoEdit) 
O N = E N : K : i L L F O C U S (〒 D C — C U R R ^ N T — D S T A — S E C T T〇N = N〇 — E D I T , O n K i l l f o c u s C u r r e n t D a t a S e c t i o n N o E 




0 ( B N : C L I C K E D ( I D ( D A T A : S E C T I 0 N ) A C K — B U 〒 T 0 N , O n D a t a S e c t i o n B a c k B u t t o n ) 
ON~EN~KILLFOCUS(IDC_Y_AXIS_SCALE_FACTOR_EDIT, OnKillfocusYAxisScaleFactorEdit) ON:EN^ KILLF〇CUS(IDC^ Y^ AXIS=P〇SIT〒ON_OFFlET—EDIT, OnKillfocusYAxisPositionOffsetEdi 
t ) — _ _ — _ _ — 
ON_EN_KILLFOCUS(IDC_X_AXIS_SCALE_FACTOR_EDIT, OnKillfocusXAxisScaleFactorEdit) 
ON~EN~KILLFOCUS(IDC~X~AXIS~DISPLAY_STAR~FACTOR_EDIT, OnKillfocusXAxisDisplayStarFa 
c t o r E d I t ) _ _ 
ON—BN_CLICKED(IDC_INCREASE_Y—AXIS_SCALE_BUTT〇N, OnIncreaseYAxisScaleButton) 
ON~BN~CLICKED(IDC~DECREASE~Y_AXIS~SCALE~BUTTON, OnDecreaseYAxisScaleButton) 









f -N ;.'i' 严. 1» *w _•:.. •"« , _ 1 ) � 
O N _ E N _ K I L L F O C U S (IDC_RISING__THRESVlOLD_SLOPE__EDIT, O n K i l l f o c u s R i s i n g T h r e s h o l d S l o p e E d 
it> 一 — - - , - -
O N _ E N _ K I L L F O C U S ( I D C _ F A L L I N G _ T H i ^ E S H O L D _ S L O P E _ E D I T , O n K i l l f o c u s F a l l i n g T h r e s h o l d S l o p e 
E d i t ) — — — 一 V; U.i — _ 
O N _ E N _ K I L L F O C U S ( I D C _ R I S I N G _ T H R ^ S H O L D _ P O I N T _ N O _ E D I T , O n K i l l f o c u s R i s i n g T h r e s h o l d P o i n 
t N o E d i t ) _ 一 _ ]:: - _ — 
ON—EN—KILLF〇CUS(IDC—FALLING_Tf{^E^PROP〇RTI〇N_EDIT, O n K i l l f o c u s F a l l i n g T i m e P r o p o r t i o n 
E d i t ) — — _ 二 》 _ 
O N _ E N _ K I L L F O C U S ( I D C _ D E C A Y _ T I M E ; ^ C ^ T , O n K i l l f o c u s D e c a y T i m e E d i t ) 
O N = E N = K I L L F O C U S ( I D C : F I N A L = D E T E . ^ " E - ^ _ D A T A _ S E C T I O N _ N O _ E D I T , O n K i l l f o c u s F i n a l D e t e c t e d D 
a t a S e c t i o n N o E d i t ) 一 .—::�?�� _ _ 一 
O N _ B N _ C L I C K E D ( I D C _ D E T E C T _ S E C T I O N S _ B U T T O N , O n D e t e c t S e c t i o n s B u t t o n ) 
O N : E N : C H A N G E ( I D C _ S U M M A R Y ~ F I L E _ N A M E _ E D I T , O n C h a n g e S u m m a r y F i l e N a m e E d i t ) 
O N = E N : C H A N G E ( I D C ^ E V E N T _ F l L E _ N ^ ^ E _ E 5 l T , O n C h a n g e E v e n t F i l e N a m e E d i t ) 
O N : B N : C L I C K E D ( I D C _ S A V E ~ O U T P U T _ F I L E _ B U T T O N , O n S a v e O u t p u t F i l e B u t t o n ) 
O N ~ E N ~ C H A N G E ( I D C _ T O T A L ~ E V E N T _ F I L E _ N A M E _ E D I T , O n C h a n g e T o t a l E v e n t F i l e N a m e E d i t ) 
/ / T ) A f x _ M S G _ M A P — — 一 - 一 
E N D_M E S S A G E ~ M A pJ) 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II C A u t o m a t i c D l g m e s s a g e h a n d l e r s 
B O O L C A u t o m a t i c D l g : : O n I n i t D i a l o g ( ) 
{ 
C D i a l o g : : O n I n i t D i a l o g ( ) ; 
// A d d " A b o u t . . . " m e n u item to s y s t e m m e n u . 
II I D M _ A B O U T B O X m u s t be in the s y s t e m command r a n g e . 
A S S E R T i ( I D M _ A B O U T B O X & OxFFFO) == IDM—ABOUTB〇X); 
A S S E R T ( I D M _ A B O U T B O X < OxFOOO)； — 
CMenu* p S y s M e n u = G e t S y s t e m M e n u ( F A L S E ) ; 
if (pSysMenu != NULL) 
( 
C S t r i n g s t r A b o u t M e n u ; 
s t r A b o u t M e n u . L o a d S t r i n g ( I D S _ A B O U T B O X ) ; 
if (！strAboutMenu.IsEmpty()T 
( 
p S y s M e n u - > A p p e n d M e n u ( M F _ S E P A R A T O R ) ; 
p S y s M e n u - > A p p e n d M e n u ( M F : S T R I N G , I D M — A B O U T B O X , s t r A b o u t M e n u ) ; 
} - — 
} 
II Set the icon for this d i a l o g . The framework d o e s this a u t o m a t i c a l l y 
II w h e n the application‘s main w i n d o w is not a d i a l o g 
S e t I c o n ( m _ h I c o n , TRUE); // Set big icon 
S e t I c o n { m _ h I c o n , FALSE); // Set small icon 
// T O D O : Add extra i n i t i a l i z a t i o n here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE S T A R T S HERE 
////// 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / i n i t i a l i s e the control v a r i a b l e s 
m _ c u r r e n t _ d a t a _ s e c t i o n _ n o = 1 ; 
m _ x _ a x i s _ s c a l e _ f a c t o r = 100; 
x _ a x i s _ s c a l e _ f a c t o r = m _ x _ a x i s _ s c a l e _ f a c t o r ; 
m _ x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r = 0; 
x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r = m _ x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r ; 
m _ y _ a x i s _ s c a l e _ f a c t o r = 100; 
y _ a x i s _ s c a l e _ f a c t o r = m _ y _ a x i s _ s c a l e _ f a c t o r ; 
m y _ a x i s _ p o s i t i o n _ o f f s e t = 0; 
y _ a x i s _ p o s i t i o n _ o f f s e t = m _ y _ a x i s _ p o s i t i o n _ o f f s e t ; 
/ / / / / / / / / / / / / / / i n i t i a l i s e the control v a r i a b l e s 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / i n i t i a l i s e the control v a r i a b l e s for d e t e c t i o n 
m _ t h r e s h o l d _ a m p l i t u d e = 0.03; III unit nA 
global t h r e s h o l d _ a m p l i t u d e = m _ t h r e s h o l d _ a m p l i t u d e ; 
m _ r i s i n g _ t h r e s h o l d _ s l o p e = -10; III unit nA/s 
g l o b a l _ r i s i n g _ t h r e s h o l d _ s l o p e = m _ r i s i n g _ t h r e s h o l d _ s l o p e ; 
m _ f a l l i n g _ t h r e s h o l d _ s l o p e = 0.5; III unit nA/s 
g l o b a l _ f a l l i n g _ t h r e s h o l d _ s l o p e = m _ f a l l i n q _ t h r e s h o l d _ s l o p e ; 
m _ r i s i n g _ t h r e s h o l d _ p o i n t _ n o = 2; 
App. 6 
g l o b a l _ r i s i n g _ t h r e s h o l d _ p o i n t _ n o = m_rising_thjreshold_point__no^ 
m _ f a l l i n g _ t i m e _ p r o p o r t i o n = 0.5; 
g l o b a l _ f a l l i n g _ t i m e _ p r o p o r t i o n = m _ f a l l i n g _ t i m e _ p r o p o r t i o n ; 
/ / / / / / / i n i t i a l i s e the c o n t r o l v a r i a b l e s for d e t e c t i o n 
/ / / / / / / / / / / " / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / c o n d i t i o n for d e t e c t i o n 
m _ d e c a y _ t i m e = 0.5; 
g l o b a l — d e c a y — t i m e = m _ d e c a y _ t i m e ; 
m _ f i n a l _ d e t e c t e d _ d a t a _ s e c t i o n _ n o = 1 ； 
/ / / / / / / / / / / / / / c o n d i t i o n for d e t e c t i o n 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / o u t p u t file 
m _ s u m m a r y _ f i l e _ n a m e = "summary,txt"； 
m _ e v e n t _ f i l e _ n a m e = " e v e n t . t x t " ; 
m _ t o t a l _ e v e n t _ f i l e _ n a m e = " t o t a l . t x t " ; 
/ / / / / / / / / / / / / / o u t p u t file 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
U p d a t e D a t a ( F A L S E )； // U p d a t e the screen 
/ / / / / 
II M Y C O D E E N D S HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
r e t u r n TRUE; // return TRUE unless you set the focus to a c o n t r o l 
} 
v o i d C A u t o m a t i c D l g : : O n S y s C o m m a n d ( U I N T n I D , L P A R A M lParam) 
{ 
if ((nID & OxFFFO) == I D M _ A B O U T B O X ) 
C A b o u t D l g d l g A b o u t ; 
d l g A b o u t . D o M o d a l ( ) ; 
else 
C D i a l o g : : O n S y s C o m m a n d ( n I D , lParam); 
} 
// If you add a m i n i m i z e button to your d i a l o g , you w i l l need the code b e l o w 
II to d r a w the i c o n . For MFC a p p l i c a t i o n s using the d o c u m e n t / v i e w m o d e l , 
II this is a u t o m a t i c a l l y done for you by the f r a m e w o r k . 




C P a i n t D C dc(this)； // d e v i c e context for painting 
S e n d M e s s a g e ( W M _ I C O N E R A S E B K G N D , (WPARAM) d c . G e t S a f e H d c ( ) , 0); 
II C e n t e r icon in client rectangle 
int cxIcon = G e t S y s t e m M e t r i c s ( S M _ C X I C O N ) ; 
int cyIcon = G e t S y s t e m M e t r i c s ( S M ~ C Y I C O N ) ; 
CRect rect; 
GetClientRect(&rect)； 
int X = (rect.Width() - cxIcon + 1) / 2; 
int y = (rect.Height() - cyIcon + 1) / 2; 
II Draw the icon 
d c . D r a w I c o n ( x , y, m_hIcon); } _ 
else { 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
// MY CODE STARTS HERE 
////// 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
////to call the d i s p l a y function after opening the file 





/ / / / t o call the d i s p l a y function a f t e r o p e n i n g the file 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / 
II MY C O D E E N D S HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
C D i a l o g : : O n P a i n t ( ) ; 
} 
} 
// T h e s y s t e m c a l l s t h i s to o b t a i n the c u r s o r to d i s p l a y w h i l e the u s e r d r a g s 
II t h e m i n i m i z e d w i n d o w . 
H C U R S O R C A u t o m a t i c D l g : : O n Q u e r y D r a g I c o n ( ) 
{ 
r e t u r n (HCURSOR) m _ h I c o n ; } � 
v o i d C A u t o m a t i c D l g : : O n C h a n g e F i l e N a m e E d i t ( ) { 
II T O D O : If t h i s is a R I C H E D I T c o n t r o l , the c o n t r o l w i l l n o t 
II send t h i s n o t i f i c a t i o n u n l e s s you o v e r r i d e the C D i a l o g : : O n I n i t D i a l o g { ) 
// f u n c t i o n to send the E M _ S E T E V E N T M A S K m e s s a g e to the c o n t r o l 
II w i t h the E N M _ C H A N G E flag ORed into the l P a r a m m a s k . 
II T O D O : A d d your c o n t r o l n o t i f i c a t i o n h a n d l e r code h e r e 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
// M Y C O D E S T A R T S HERE 
////// 
II U p d a t e the v a r i a b l e s of the c o n t r o l s . 
U p d a t e D a t a ( T R U E ) ; 
/ / / / / 
// MY C O D E ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
v o i d C A u t o m a t i c D l g : : O n O p e n B u t t o n ( ) 
{ 
II T O D O : A d d your c o n t r o l n o t i f i c a t i o n h a n d l e r code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY C O D E S T A R T S HERE 
/ / / / / / 
int c o u n t e r — i n i t i a l — r e a l — d a t a — a r r a y ; 
f o r ( c o u n t e r _ i n i t i a l _ r e a l _ d a t a _ a r r a y = 0; 
counter~initial]]real~data~array <= ( D A T A _ S E C T I O N _ P O I N T _ N O _ L I M I T - 1); 
c o u n t e r — i n i t i a l — r e a l — d a t a — a r r a y + + ) 
( — — — — 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n i t i a l _ r e a l _ d a t a _ a r r a y ] . f i l e _ d a t a _ v a l u e = 0; 
} 
p _ f i l e _ d a t a _ s e c t i o n _ n o = & f i l e — d a t a — s e c t i o n — n o ; 
f i l e _ G e t D S C h a n _ p o i n t s = & G e t D S C h a n — p o i n t s ; 
f i l e _ G e t D S C h a n _ y S c a l e = & G e t D S C h a n — y S c a l e ; 
f i l e : G e t D S C h a n : y O f f s e t = & G e t D S C h a K _ y O f f s e t ; 
f i l e _ G e t D S C h a n _ x S c a l e = & G e t D S C h a n — x S c a l e ; 
f i l e : G e t D S C h a n _ x O f f s e t = &GetDSCha^^—xOffset; 
s t r c p y ( r e a d _ f i l e _ n a m e , ( L P C T S T R ) m _ r e a d _ f i l e _ n a m e ) ; 
fpin = f o p e n ( r e a d _ f i l e _ n a m e , “rb"); 
if(fpin == N U L L ) — 
( 
MessageBox(“ Error in opening file, check the file n a m e ! " ) ; 
return; 
} 
f r e a d ( p _ f i l e _ d a t a _ s e c t i o n _ n o , s i z e o f ( l o n g ) , 1, fpin); 
f r e a d ( f i l e _ G e t D S C h a n _ p o i n t s , s i z e o f ( l o n g ) , 1, fpin)； 
f r e a d ( f i l e : G e t D S C h a n _ y S c a l e , s i z e o f ( f l o a t ) , 1, fpin); 
f r e a d ( f i l e : G e t D S C h a n : y O f f s e t , s i z e o f ( f l o a t ) , 1, fpin); 
f r e a d ( f i l e ~ G e t D S C h a n ~ x S c a l e , s i z e o f ( f l o a t ) , 1, fpin)； 
fread ( f i l e ~ G e t D S C h a n _ x O f f s e t , sizeof ( float) , 1, fpin),. 
f r e a d ( f i l e _ y U n i t s , s i z e o f ( c h a r ) , 20, fpin); 
f r e a d ( f i l e _ x U n i t s , s i z e o f ( c h a r ) , 20, fpin); 
fclose(fpin)； 
data s e c t i o n _ t o t a l _ p o i n t _ n o = (int)GetDSChan_points; 
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( ( ( s i z e _ t ) ( f n _ r e a d _ d a t a _ d a t a _ s e c t i o n _ n o - 1)) * 
( ( s i z e _ t ) G e t D S C h a n _ p o i n t s * s i z e o f ( s h o r t ) ) ) ) ; 
fpin = f o p e n ( r e a d _ f i l e _ n a m e , "rb"); 
i f ( f p i n == N U L L ) 一 
( 
M e s s a g e B o x (“ Er r o r in o p e n i n g file! ••); 
r e t u r n ; 
} 
s e e k — v a l u e = f s e e k ( f p i n , b y t e _ t o _ s t a r t _ r e a d , SEEK_SET)； 
i f ( s e e k _ v a l u e ！= 0) { � 
M e s s a g e B o x (“ E r r o r in fseek! ••); 
} 
n r e a d = f r e a d ( d a t a _ i n _ a r r a y , s i z e o f ( s h o r t ) , G e t D S C h a n — p o i n t s , fpin)； 
f c l o s e ( f p i n )； 
i f ( n r e a d ！= G e t D S C h a n — p o i n t s ) 
{ 一 
M e s s a g e B o x (“ Error in fread! '•); 
} 
int c o u n t e r _ i n t i a l i s e _ e l e m e n t ; 
f o r ( c o u n t e r _ i n t i a l i s e _ e l e m e n t = 0; 
c o u n t e r _ i n t i a l i s e _ e l e m e n t <= ( d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 1); 
c o u n t e r _ i n t i a l i s e _ e l e m e n t + + ) 
{ 一 " 
d i s p l a y — p o i n t — a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] = 
( i n t ) d a t a _ i n _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] ; 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . i n d e x = 
c o u n t e r _ i n t i a l i s e _ e l e m e n t ; 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . f i l e _ d a t a _ v a l u e = 
( i n t ) d a t a _ i n _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ]； 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . s e c t i o n — n o = 
f n _ r e a d _ d a t a _ d a t a _ s e c t i o n _ n o ; 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . t i m e = 
c o n v e r t _ d a t a _ s e c t i o n _ p o i n t _ n o _ t o _ r e a l _ t i m e ( 
c o u n t e r _ i n t i a l i s e _ e l e m e n t ) ; 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . c u r r e n t = 
c o n v e r t _ f i l e _ d a t a _ v a l u e _ t o _ r e a l _ c u r r e n t ( 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . f i l e _ d a t a _ v a l u e )； 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . t i m e _ i n t e r v a l 二 
( d o u b l e ) G e t D S C h a n _ x S c a l e ; _ 
} _ 
v o i d i n i t i a l i s i n g _ d e t e c t i o n _ p a r a m e r s ( )； 
i n i t i a l i s i n g _ d e t e c t i o n _ p a r a m e r s (); 
f o r ( c o u n t e r _ i n t i a l i s e _ e l e m e n t =〇； 
c o u n t e r _ i n t i a l i s e _ e l e m e n t <= ( d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 2); 
c o u n t e r — i n t i a l i s e — e l e m e n t + + ) { — — 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . s l o p e = 
s l o p e — o f — t h e — p o i n t ( & r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] , 
{(double)GetDSChan_xScale))； _ _ 
} _ 
f o r ( c o u n t e r _ i n t i a l i s e _ e l e m e n t = 6; 
c o u n t e r _ i n t i a l i s e _ e l e m e n t <= (data_section_total_point__no - 6); 
c o u n t e r _ i n t i a l i s e _ e l e m e n t + + ) 
( — -
r e a l _ d a t a — a r r a y [ c o u n t e r — i n t i a l i s e — e l e m e n t : ] . g e n e r a l — s l o p e = 




d o u b l e a v e r a g i n g _ c u r r e n t ( R E A L _ D A T A _ T Y P E ^); 
f o r ( c o u n t e r _ i n t i a l i s e _ e l e m e n t = 1; 
App.lO 
c o u n t e r _ i n t i a l i s e _ e l e m e n t <= ( d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 2); 
c o u n t e r _ i n t i a l i s e _ e l e m e n t + + ) 
{ “ — 
r e a l _ d a t a _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] . a v e r a g e d _ c u r r e n t = 
a v e r a g i n g — c u r r e n t ( & r e a l _ d a t a _ _ a r r a y [ c o u n t e r _ i n t i a l i s e _ e l e m e n t ] )； 
} 
} 
/ / / / / / / / / / / / / / / / / / / / / / / / / r e a d data function / / / / / / / / / / / / / / / / / / / / / 
///// 
II M Y CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
// MY CODE STARTS HERE 
/ / / / / / / / 
7 / / a function to convert the file data v a l u e to the 
/ / / s c r e e n p o s i t i o n 
int c o n v e r t _ f i l e _ d a t a _ v a l u e _ t o _ s c r e e n _ p o s i t i o n ( i n t f i l e _ d a t a _ v a l u e ) 
{ - - — - — — - — 
int y _ p o s i t i o n ; 
int r e t u r n e d — s c r e e n — p o s i t i o n ; 
y _ p o s i t i o n = (file_data_value * 
y _ a x i s _ s c a l e _ f a c t o r ) r - � 
(y_axis_base_factor * y _ a x i s _ p e r c e n t a g e _ c o n s t a n t )； 
r e t u r n e d _ s c r e e n _ p o s i t i o n = - y _ p o s i t i o n + o r i g i n _ y - y _ a x i s _ p o s i t i o n _ o f f s e t f 
return (returned—screen—position); } — -
///a function to convert the file data value to the 
/ / / s c r e e n p o s i t i o n 
///// 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
I I I a function to set the screen positions of the data points 
v o i d s e t _ d a t a _ s c r e e n _ p o s i t i o n ( R E A L — D A T A — T Y P E * p o i n t e r _ r e a l _ d a t a _ a r r a y , 
int array_limit_no) 
{ - — 




f o r ( c o u n t e r _ s e t _ z e r o = 0; 
c o u n t e r _ s e t _ z e r o <= (array—limit—no - 1); 
counter__set_zero + +) 
( 一 _ 
(pointer_real_data_array + c o u n t e r _ s e t _ z e r o ) - > s c r e e n _ x _ p o s i t i o n = 0; 
(pointer_real_data_array + c o u n t e r _ s e t _ z e r o ) - > s c r e e n _ y _ p o s i t i o n = 0; 
} — - — - _ 一 -
int counter_position; 
for{counter_position = 0; 
counter_position <= (array_limit__no - 1); 
counter—position++) 
( 一 
t e m p _ s c r e e n _ x _ p o s i t i o n [ c o u n t e r — p o s i t i o n ] = 
(int)(((double)(counter_position + 1)* 
(double)data_section_width_pixel_no * 
(double)x_axis_scale_factor) 




x _ a x i s _ d i s p l a y _ s t a r _ p o i n t _ n o = 
((x_axis_display_star_factor * d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o ) 
App. 11 
/ x _ a x i s _ d i s p l a y _ s t a r _ c o n s t a n t ) ; 
x _ o f f s e t = t e m p _ s c r e e n _ x _ p o s i t i o n [ x _ a x i s _ d i s p l a y _ s t a r _ p o i n t _ n o ] ; 
f o r ( c o u n t e r _ p o s i t i o n = 0; 
c o u n t e r — p o s i t i o n <= ( a r r a y _ l i m i t _ n o - 1); 
c o u n t e r — p o s i t i o n + + ) { � 
( p o i n t e r _ r e a l _ d a t a _ a r r a y + c o u n t e r _ p o s i t i o n ) - > s c r e e n _ x _ p o s i t i o n = 
t e m p _ s c r e e n _ x _ p o s i t i o n [ c o u n t e r _ p o s i t i o n ] - x — o f f s e t + 1 + o r i g i n _ x ; 
if ( ( p o i n t e r _ r e a l _ d a t a _ a r r a y + c o u n t e r _ p o s i t i o n ) - > s c r e e n _ x _ p o s i t i o n < 0) 
(pointer__real_data__array + c o u n t e r _ p o s i t i o n ) - > s c r e e n _ x _ p o s i t i o n = 
0; — 一 — “ 
if ( ( p o i n t e r _ r e a l _ d a t a _ a r r a y + c o u n t e r _ p o s i t i o n ) - > s c r e e n _ x _ p o s i t i o n > 
d a t a _ s e c t i o n _ w i d t h _ p i x e l _ n o ) 
( p o i n t e r _ r e a l _ d a t a _ a r r a y + c o u n t e r _ p o s i t i o n ) - > s c r e e n _ x _ p o s i t i o n = 
d a t a _ s e c t i o n _ w i d t h _ p i x e l _ n o ; 
} 
f o r ( c o u n t e r _ p o s i t i o n = 0; 
c o u n t e r — p o s i t i o n <= ( a r r a y _ l i m i t _ n o � 1 ) ; 
c o u n t e r _ p o s i t i o n + + ) { _ 
( p o i n t e r _ r e a l _ d a t a _ a r r a y + c o u n t e r _ p o s i t i o n ) - > s c r e e n _ y _ p o s i t i o n = 
c o n v e r t _ f i l e _ d a t a _ v a l u e _ t o _ s c r e e n _ p o s i t i o n ( ( p o i n t e r _ r e a l _ d a t a _ a r r a y + 
c o u n t e r — p o s i t i o n ) - > f i 1 e _ d a t a _ v a 1 u e )； 
} 一 — _ 
} 
/ / / a f u n c t i o n to set the s c r e e n p o s i t i o n s of t h e d a t a p o i n t s 
II M Y C O D E E N D S H E R E 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II M Y C O D E S T A R T S HERE 
/ / / a f u n c t i o n to c o n v e r t the c u r r e n t to the 
IIIscreen y p o s i t i o n 
int c u r r e n t _ t o _ s c r e e n _ y _ p o s i t i o n ( d o u b l e c u r r e n t ) 
{ — — — — 
int c o n v e r t _ _ f i l e _ d a t a _ v a l u e _ t o _ s c r e e n _ p o s i t i o n ( i n t ) ; 
d o u b l e d a t a _ v a l u e ; 
i n t s c r e e n _ y _ p o s i t i o n ; 
d a t a — v a l u e 二 （current - ( d o u b l e ) G e t D S C h a n _ y O f f s e t ) 
— / ( d o u b l e ) G e t D S C h a n _ y S c a l e 7 
s c r e e n _ y _ p o s i t i o n = 
c o n v e r t _ f i l e _ d a t a _ v a l u e _ t o _ s c r e e n _ p o s i t i o n ( ( i n t ) d a t a _ v a l u e ) ; 
r e t u r n ( s c r e e n _ y _ p o s i t i o n ) ; } - — 
///a f u n c t i o n to c o n v e r t the c u r r e n t to the 
/ / / s c r e e n y p o s i t i o n 
II M Y C O D E E N D S HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
v o i d C A u t o m a t i c D l g : : O n D i s p l a y B u t t o n ( ) 
{ 
II T O D O : A d d y o u r c o n t r o l n o t i f i c a t i o n h a n d l e r c o d e h e r e 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II M Y C O D E S T A R T S HERE 
/ / / / / / / / 
int c o n v e r t _ f i l e _ d a t a _ v a l u e _ t o _ s c r e e n _ p o s i t i o n ( i n t ) ; 
v o i d s e t _ d a t a _ s c r e e n _ p o s i t i o n ( R E A L _ D A T A _ T Y P E *, int); 
int c u r r e n t _ t o _ s c r e e n _ y _ p o s i t i o n ( d o u b l e ) ; 
II C C l i e n t D C dc(this)； // C r e a t e a d c o b j e c t 
C P a i n t D C d c ( t h i s ) ; // d e v i c e c o n t e x t for p a i n t i n g 
s e t — d a t a — s c r e e n — p o s i t i o n ( r e a l — d a t a — a r r a y , d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o ) ; 
m _ s t a r _ x = r e a l _ d a t a _ a r r a y [ 0 ] . s c r e e n _ x _ p o s i t i o n ; 
m_s t a r _ y = r e a l _ d a t a _ a r r a y [ 0 ] , s c r e e n _ y _ p o s i t i o n ; 
int c o u n t e r _ d i s p l a y _ l o o p ; 
App. 12 
f o r ( c o u n t e r _ d i s p l a y _ l o o p = 0; 
c o u n t e r _ d i s p l a y _ l o o p <= { d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 1); 
c o u n t e r — d i s p l a y — l o o p + + ) 
( — — 
m _ e n d _ x = r e a l _ d a t a _ a r r a y [ c o u n t e r _ d i s p l a y _ l o o p ] . s c r e e n _ x _ p o s i t i o n ; 
m _ e n d _ y = r e a l _ d a t a _ a r r a y [ c o u n t e r _ d i s p l a y _ l o o p ] . s c r e e n _ y _ p o s i t i o n ; 
d c . M o v e T o ( m _ s t a r _ x , m_star_y)； 
d c . L i n e T o ( m _ e n d _ x , m — e n d — y ) ; 
m _ s t a r _ x = m _ e n d _ x ; 
m _ s t a r _ y = m _ e n d _ y ; 
} 一 ~ - -
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d r a w t h e zero l i n e / / / / / / / / / / / / / / / / / / / / 
int d a t a _ v a u l e _ c o r r e s p o n d i n g _ t o _ 0 _ c u r r e n t ; 
int s c r e e n _ p o s i t i o n _ c o r r e s p o n d i n g _ t o _ 0 _ c u r r e n t ; 
d a t a _ v a u l e _ c o r r e s p o n d i n g _ t o _ 0 _ c u r r e n t = 
( i n t T ( - G e t D S C h a n _ y O f f s e t " / G e t D S C h a n _ y S c a l e )； 
s c r e e n _ p o s i t i o n _ c o r r e s p o n d i n g _ t o _ 0 _ c u r r e n t = 
c o n v e r t _ f i l e _ d a t a _ v a l u e _ t o _ s c r e e n _ p o s i t i o n ( d a t a _ v a u l e _ c o r r e s p o n d i n g _ t o _ 0 _ c u r r e n t )； 
d c . M o v e T o ( ( o r i g i n _ x + 6 0 0 ) , s c r e e n _ p o s i t i o n _ c o r r e s p o n d i n g _ t o _ 0 _ c u r r e n t )； 
d c . L i n e T o ( ( o r i g i n _ x + 600 + 50) , screen_position_coj:j:esponding_to_0_cui:rent)7 
/ / / / / / / / / / / / / / / / / / / / / 7 / / / / d r a w t h e z e r o l i n i / / / / / / / / 7 / / / / / / / / / / / — 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d r a w X A x i s s c a l e b a r / / / / / / / / / / / / / / / / / / / / 
int x _ a x i s _ b a r _ l e n g t h = 50; 
d c . M o v e T o ( ( o r i g i n _ x + 5 5 0 ) , (origin_y +7 0)); 
d c . L i n e T o ( ( o r i g i n _ x + 550 + x _ a x i s _ b a r _ l e n g t h ) , ( o r i g i n _ y +70))； 
m _ x _ a x i s _ b a r _ v a l u e = 
( l o n g ) ( ( d o u b l e ) G e t D S C h a n _ x S c a l e * 
( d o u b l e ) d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o * 
( ( d o u b l e ) x _ a x i s _ b a r _ l e n g t h / ( d o u b l e ) d a t a _ s e c t i o n _ w i d t h _ p i x e l _ n o ) * 
( ( d o u b l e ) x _ a x i s _ p e r c e n t a g e _ c o n s t a n t / ( d o u b l e ) m _ x _ a x i s _ s c a l e _ f a c t o r ) * 
1 0 0 0 0 0 0 ) ； — — — — _ 
U p d a t e D a t a ( F A L S E )； // U p d a t e the s c r e e n 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d r a w X A x i s scale b a r / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d r a w Y A x i s scale b a r / / / / / / / / / / / / / / / / / / / / 
d o u b l e y _ a x i s _ b a r _ l e n g t h _ d o u b l e ; 
int y _ a x i s _ b a r _ l e n g t h _ i n t ； 
/ / / / / / / / / s e t the y — a x i s — b a r — l e n g t h so that it 
/ / / / / / / / / r e p r e s e n t — 0 . 2 nA — 
y _ a x i s _ b a r _ l e n g t h _ d o u b l e = 
— ( d o u b l e ) ( ( d o u b l e ) 0 . 2 * (double)1 
/ 
( ( d o u b l e ) y _ a x i s _ b a s e _ f a c t o r ^ ( d o u b l e ) G e t D S C h a n _ y S c a l e ) ) ; 
m _ y _ a x i s_ba r_va1u e = 
( l o n g ) ( ( d o u b l e ) y _ a x i s _ b a r _ l e n g t h _ d o u b l e * 
( d o u b l e ) y _ a x i s _ b a s e _ f a c t o r * 
( ( d o u b l e ) y _ a x i s _ p e r c e n t a g e _ c o n s t a n t / ( d o u b l e ) y _ a x i s _ s c a l e _ f a c t o r ) * 
( d o u b l e ) G e t D S C h a n _ y S c a l e *— _ _ _ 
1 0 0 0 0 0 0 )； 一 
U p d a t e D a t a ( F A L S E )； II U p d a t e the screen 
y _ a x i s _ b a r _ l e n g t h _ i n t = ( i n t ) y _ a x i s _ b a r _ l e n g t h _ d o u b l e ; 
d c . M o v e T o { ( o r i g i n _ x + 5 5 0 ) , (origin—y +7 0)); 
d c . L i n e T o ( ( o r i g i n _ x + 5 5 0 ) , (origin_y +70 - y _ a x i s _ b a r _ l e n g t h _ i n t ) ) ; 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d r a w Y A x i s s c a l e b a r / / 7 / / / / 7 / / / 7 / / / / / / 7 / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the e v e n t s / / / / / / / / / / / / / / / / / / / / 
int e v e n t _ x _ p o s i t i o n ; 
int e v e n t _ y _ p o s i t i o n ; 
II C r e a t e a new pen 
CPen M y N e w P e n ; 
App. 13 
M y N e w P e n . C r e a t e P e n (PS_SOLID, 
2,_ 
R G B ( 2 5 5 , 0, 0 ) ) ; 
II S e l e c t the n e w p e n . 
CPen* p O r i g i n a l P e n ; 
p O r i g i n a l P e n = d c . S e l e c t O b j e c t ( & M y N e w P e n ) ; 
int c o u n t e r ; 
f o r ( c o u n t e r = 0; 
c o u n t e r <= ( d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 1); 
c o u n t e r + + ) 
{ 
if ( 
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . f i n d _ e v e n t _ r e s u l t == 1) 
& & ~ — - 一 
{ r e a l _ d a t a _ a r r a y [ c o u n t e r ] , o v e r l a p p i n g _ p r e v i o u s e _ e v e n t _ r e s u l t = = 0) 
&& ~ - “ “ ~ 
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . o v e r l a p p i n g _ f o w a r d _ e v e n t _ r e s u l t == 0) ) - — — “ -{ 
e v e n t _ x _ p o s i t i o n = real_data_arj:ay[c0untej:].scj:een_x_p0siti0n7 
e v e n t _ y _ p o s i t i o n = 
c u r r e n t — t o — s c r e e n — y — p o s i t i o n ( 
r e a l _ d a t a _ a r r a y [ c o u n t e r ] . a v e r a g e d — c u r r e n t ) ; 
CRect M y R c t a n g l e (event_x_position 一 2, 
e v e n t _ y _ p o s i t i o n - 2, 
e v e n t _ x _ p o s i t i o n + 2, 
e v e n t _ y _ p o s i t i o n + 2); 
// Draw the circle 
d c . E l l i p s e (&MyRctangle); 
} 
} 
// R e t u r n the o r i g i n a l pen 
d c . S e l e c t O b j e c t ( & p O r i g i n a l P e n )； 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the e v e n t s / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the o v e l a p p i n g e v e n t s / / / / / / / / / / / / / / / / / / / / 
int o v e l a p p i n g _ e v e n t _ x _ p o s i t i o n ; 
int o v e l a p p i n g _ e v e n t _ y _ p o s i t i o n ; 
II C r e a t e a n e w pen 
CPen M y N e w P e n _ o v e l a p p i n g _ e v e n t ; 
M y N e w P e n _ o v e l a p p i n g _ e v e n t . C r e a t e P e n (PS—SOLID, 
_ _ 2 , — 
R G B ( 2 5 5 , 1 5 0 , 0 ) ) ; 
// Select the new p e n . 
CPen* p O r i g i n a l P e n _ o v e l a p p i n g _ e v e n t ; 
p O r i g i n a l P e n _ o v e l a p p i n g _ e v e n t = d c . S e l e c t O b j e c t ( & M y N e w P e n _ o v e l a p p i n g _ e v e n t ) ; 
f o r ( c o u n t e r = 0; 




( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . f i n d _ e v e n t _ r e s u l t == 1) 
- & & 一 一 
{ 
App.l4 
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . o v e r l a p p i n g _ p r e v i o u s e _ e v e n t _ r e s u l t == 1) 
丨 丨 - — — 一 — 
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . o v e r l a p p i n g _ f o w a r d _ e v e n t _ r e s u l t == 1) 
) 一 - “ “ -
) { 
o v e l a p p i n g _ e v e n t _ x _ p o s i t i o n = r e a l _ d a t a _ a r r a y [ c o u n t e r ] . s c r e e n _ x _ p o 
s i t i o n ; _ — _ — — _ — 
o v e l a p p i n g _ e v e n t _ y _ p o s i t i o n = 
c u r r e n t _ t o _ s c r e e n _ y _ p o s i t i o n ( 
r e a l _ d a t a _ a r r a y [ c o u n t e r ] . a v e r a g e d — c u r r e n t )； 
C R e c t M y R c t a n g l e _ o v e l a p p i n g _ e v e n t ( o v e l a p p i n g _ e v e n t _ x _ p o s i t i o n - 2 
t 
o v e l a p p i n g — e v e n t — y — p o s i t i o n -
2 , “ — — 
o v e l a p p i n g _ e v e n t _ x _ p o s i t i o n + 
2, — -“ 
o v e l a p p i n g _ e v e n t _ y _ p o s i t i o n + 
2 ) ； - - -
II D r a w t h e c i r c l e 
d c . E l l i p s e ( & M y R c t a n g l e _ o v e l a p p i n g _ e v e n t ) ; 
} 
} 
II R e t u r n the o r i g i n a l pen 
d c • S e l e c t O b j e c t ( & p〇rig i n a l P e n —〇vel a p p i n g — e v e n t ) ; 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the o v e l a p p i n g e v e n t s / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the b a s e line c u r r e n t / / / / / / / / / 
int base_line_x__position; 
int b a s e _ l i n e _ y _ p o s i t i o n ; 
II C r e a t e a n e w pen 
C P e n M y N e w P e n _ b a s e _ l i n e ; 
M y N e w P e n _ b a s e _ l i n e . C r e a t e P e n (PS—S〇LID, 
_ _ 2 , 
R G B ( 2 5 5 , 0 , 0 ) )； 
II S e l e c t the n e w p e n . 
CPen* p O r i g i n a l P e n _ b a s e _ l i n e ; 
p O r i g i n a l P e n _ b a s e _ l i n e = d c . S e l e c t O b j e c t ( & M y N e w P e n _ b a s e _ l i n e ) ; 
f o r ( c o u n t e r = 0; 
c o u n t e r <= (data_section_total__point_no - 1); 
c o u n t e r + + ) { 
if ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . f i n d _ e v e n t _ r e s u l t == 1) 
( - — — — 
b a s e _ l i n e — x _ p o s i t i o n = r e a l _ d a t a _ a r r a y [ c o u n t e r ] . s c r e e n _ x _ p o s i t i o n ; 
b a s e _ l i n e _ y _ p o s i t i o n = 
c u r r e n t _ t o _ s c r e e n _ y _ p o s i t i o n ( 
r e a l _ d a t a _ a r r a y [ c o u n t e r ] . b a s e _ l i n e _ c u r r e n t ) ; 
C R e c t M y R c t a n g l e _ b a s e _ l i n e ( b a s e _ l i n e _ x _ p o s i t i o n - 1 , 
b a s e — l i n e — y — p o s i t i o n - 1 , 
b a s e _ l i n e _ x _ p o s i t i o n + 1, 
b a s e _ l i n e _ y _ p o s i t i o n + 1); 
// Draw the circle 
d c • E l l i p s e ( &MyRctangJ_e_base_line ); 
} 
} 
II R e t u r n the o r i g i n a l pen 
d c . S e l e c t O b j e c t ( & p O r i g i n a l P e n _ b a s e _ l i n e ) ; 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the base line c u r r e n t / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
App. 15 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the d e c a y fittting c u r v e / / / / / / / / / / / / / / 
II C r e a t e a new pen 
C P e n M y N e w P e n _ f i t t i n g _ d e c a y ; 
M y N e w P e n _ f i t t i n g _ d e c a y . C r e a t e P e n (PS_SOLID, 
— 1 , -
R G B ( 2 5 5 , 2 5 5 , 0 ) ) ; 
II S e l e c t the n e w p e n . 
CPen* p O r i g i n a l P e n _ f i t t i n g _ d e c a y ; 
p O r i g i n a l P e n _ f i t t i n g _ d e c a y = d c . S e l e c t O b j e c t ( & M y N e w P e n _ f i t t i n g _ d e c a y ) ; 
f o r ( c o u n t e r = 0; 
c o u n t e r <= ( d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 1); 
c o u n t e r + + ) 
{///begin first for loop statement 
if ( 
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . f i n d _ e v e n t _ r e s u l t == 1) 
&& - - - -
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . o v e r l a p p i n g _ p r e v i o u s e _ e v e n t _ r e s u l t == 0) 
& & — — 一 - -
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . o v e r l a p p i n g _ f o w a r d _ e v e n t _ r e s u l t == 0) 
&& 一 _ — - -
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . f i n d _ e v e n t _ f o r w a r d _ l i m i t _ r e s u l t == 1) 
) - - - - — -
{///begin if loop statement 
m _ s t a r _ x = ( (REAL_DATA_TYPE * ) ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . 
p o i n t e r _ t o _ b e g i n _ f i t _ d e c a y ) ) - > s c r e e n _ x _ p o s i t i o n ; 
m _ s t a r _ y = c u r r e n t — t o — s c r e e n — y — p o s i t i o n ( 
( (REAL—DATA=TYPE ^ T ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . 
p o i n t e r _ t o _ b e g i n _ f i t _ d e c a y ) ) - > i d e a l _ f i t t e d _ c u r r e n t 
)； — — _ — 一 _ 
REAL_DATA_TYPE *pointer—counter; 
for(pointer_counter = ( (REAL—DATA—TYPE * ) ( r e a l _ d a t a _ a r r a y [ c o u n t e 
r] . — — — — _ 
p o i n t e r _ t o _ b e g i n _ f i t _ d e c a y ) )； 
p o i n t e r — c o u n t e r <= ( (REAL_DATA_TYPE * ) T r e a l _ d a t a _ a r r a y [ c o u n t 
er] . — — _ - — 
p o i n t e r _ t o _ e v e n t _ f o r w a r d _ l i m i t ) ); 
p o i n t e r — c o u n t e r + + ) 
{ _ 
m_end_x = pointer__counter->screen_x_position; 
m_end_y = c u r r e n t — t o — s c r e e n — y — p o s i t i o n ( 
p o i n t e r _ c o u n t e r - > i d e a l _ f i t t e d _ c u r r e n t ) ; 
d c . M o v e T o ( m _ s t a r _ x , m—star—y); 
d c . L i n e T o ( m _ e n d _ x , m_end_y); 
m_star_x = m_end_x; 
m _ s t a r _ y = m_end_y; 
} - _ - — 
}///end if loop statement 
)///end first for loop statement 
II Return the original pen 
dc.SelectObj ect(&pOriginalPen_fitting_decay); 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the d e c a y fittting curve////////////// 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the d e c a y time//////////////////// 
App. 16 
int d e c a y _ t i m e _ x _ p o s i t i o n ; 
int d e c a y — t i m e — y — p o s i t i o n ; 
II C r e a t e a n e w p e n 
C P e n M y N e w P e n _ d e c a y _ t i m e ; 
M y N e w P e n _ d e c a y _ t i m e . C r e a t e P e n ( P S — S O L I D , 
一 一 27 
R G B ( 0 , 2 5 5 , 0 ) ) ; 
// S e l e c t t h e n e w p e n . 
C P e n * p O r i g i n a l P e n _ d e c a y _ t i m e ; 
p O r i g i n a l P e n _ d e c a y _ t i m e = d c . S e l e c t O b j e c t ( & M y N e w P e n — d e c a y — t i m e ) ; 
f o r ( c o u n t e r = 0; 
c o u n t e r <= ( d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 1)； 
c o u n t e r + + ) { 
if ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . f i n d _ e v e n t _ r e s u l t = = 1) 
{ — - - -
d e c a y _ t i m e _ x _ p o s i t i o n = 
( ( R E A L _ D A T A _ T Y P E * ) ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . p o i n t e r _ t o _ d e c a y _ t i m e 
)) — “ — — — — — 
- > s c r e e n _ x _ p o s i t i o n ; 
d e c a y _ t i m e _ y _ p o s i t i o n = 
c u r r e n t _ t o _ s c r e e n _ y _ p o s i t i o n ( 
( ( R E A L _ D A T A _ T Y P E * ) ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . 
p o i n t e r — t o — d e c a y — t i m e ) ) - > a v e r a g e d _ c u r r e n t ) ; 
C R e c t M y R c t a n g l e — d e c a y — t i m e ( d e c a y _ t i m e _ x _ p o s i t i o n - 1 , 
d e c a y _ t i m e _ y _ p o s i t i o n - 1 , 
d e c a y _ t i m e _ x _ p o s i t i o n + 1, 
d e c a y _ t i m e _ y _ p o s i t i o n + 1); 
II D r a w t h e c i r c l e 
d c . E l l i p s e ( & M y R c t a n g l e — d e c a y — t i m e ) ; 
} 
} 
II R e t u r n t h e o r i g i n a l pen 
d c . S e l e c t O b j e c t ( & p O r i g i n a l P e n _ d e c a y _ t i m e ) ; 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the d e c a y t i m e / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / d i s p l a y the rise t i m e / / / / / / / / / / / / / / / / / / / / 
int r i s e _ t i m e _ x _ p o s i t i o n ; 
int r i s e _ t i m e _ y _ p o s i t i o n ; 
II C r e a t e a n e w pen 
C P e n M y N e w P e n _ r i s e _ t i m e； 
M y N e w P e n _ r i s e _ t i m e . C r e a t e P e n ( P S — S O L I D , 
一 _ 2 , 
RGB(0,255,255)); 
II S e l e c t the n e w p e n . 
C P e n * p O r i g i n a l P e n _ r i s e _ t i m e ; 
p O r i g i n a l P e n _ r i s e _ t i m e = d c . S e l e c t O b j e c t ( & M y N e w P e n _ r i s e _ t i m e ) ; 
f o r ( c o u n t e r = 0; 
c o u n t e r <= ( d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 1)； 
c o u n t e r + + ) { 
if ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . f i n d _ e v e n t _ r e s u l t == 1) 
( - - — 一 
r i s e _ t i m e _ x _ p o s i t i o n = 
( ( R E A L _ D A T A _ T Y P E ” ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . p o i n t e r _ t o _ r i s e _ t i m e ) 
) 一 - — - - -
- > s c r e e n _ x _ p o s i t i o n ; 
r i s e _ t i m e _ y _ p o s i t i o n = 
{ ( R E A L _ D A T A ~ T Y P E * ) ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . p o i n t e r _ t o _ r i s e _ t i m e ) 
) - - - - — - -













































































































































一 二 二 二 三 三 三 三 二 二 二 二 三 二 二 三 三 二 二 三 三 二 三 二 二 二 二 二  
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 time//////////////////// 二 二 二 二 二 二 二 三 三 三 三 三 三 三 三 三 三 二 三 三 三 二 三 三 =  - - - - - - - - - -
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三 三 三 三 三 二 一 三 三 二 二 二 三 二 三 二 二  
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二 二 三 二 二 三 二 二 二 三 二 三 二 三 二 三 二 二  
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Invalidate()； // Cause the e x e c u t i o n of the O n P a i n t ( ) f u n c t i o n 
} 
/ / / / / / / / / / 
// MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
v o i d C A u t o m a t i c D l g : : O n D a t a S e c t i o n B a c k B u t t o n ( ) { 
II T O D O : Add your control n o t i f i c a t i o n handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II M Y CODE S T A R T S HERE 
//////// 
b a c k — d a t a — s e c t i o n — n o = m _ c u r r e n t _ d a t a _ s e c t i o n _ n o - 1； 
if ( b a c k — d a t a — s e c t i o n — n o >= 1) { “ ~ 一 
m _ c u r r e n t _ d a t a _ s e c t i o n _ n o = m _ c u r r e n t _ d a t a _ s e c t i o n _ n o - 1； 
UpdateData(FALSE)； — // Update t h e " s c r e e n _ 
d a t a _ s e c t i o n _ t o _ r e a d = m _ c u r r e n t _ d a t a _ s e c t i o n _ n o ; 
C A u t o m a t i c D l g : : r e a d _ d a t a ( d a t a — s e c t i o n — t o — r e a d )； 
Invalidate()； // Cause the execution of the O n P a i n t ( ) function 
} 
/ / / / / / / / / / 
// MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
v o i d C A u t o m a t i c D l g : : O n K i l l f o c u s Y A x i s S c a l e F a c t o r E d i t ( ) { 
II TODO: Add your control n o t i f i c a t i o n handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II M Y CODE STARTS HERE 
/ / / / / / / / 
UpdateData(TRUE)； // Update the v a r i a b l e s of the c o n t r o l s . 
y _ a x i s _ s c a l e _ f a c t o r = m _ y _ a x i s _ s c a l e _ f a c t o r ; 
Invalidate()； // Cause the execution of the OnPaint() function 
////////// 
// MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void C A u t o m a t i c D l g : : O n K i l l f o c u s Y A x i s P o s i t i o n O f f s e t E d i t ( ) { 
II TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
/ / / / / / / / 
UpdateData(TRUE)； // Update the variables of the c o n t r o l s . 
y _ a x i s _ p o s i t i o n _ o f f s e t = m _ y _ a x i s _ p o s i t i o n offset； 
Invalidate()； II Cause the execution of the OnPaint() function 
////////// 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void C A u t o m a t i c D l g : : O n K i l l f o c u s X A x i s S c a l e F a c t o r E d i t ( ) { 
II TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
/ / / / / / / / 
UpdateData(TRUE)； // Update the variables of the c o n t r o l s , 
x _ a x i s _ s c a l e _ f a c t o r = m_x_axis_scale_factor; 
Invalidate()； // Cause the execution of the OnPaint() function 
////////// 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void C A u t o m a t i c D l g : : O n K i l l f o c u s X A x i s D i s p l a y S t a r F a c t o r E d i t ( ) { 
II TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / " / / / / / / / / / / / " / / / / / 
II MY CODE STARTS HERE 
//////// 
UpdateData(TRUE)； // Update the variables of the controls, 
x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r = m_x_axis_display_star_factor; 
Invalidate()； // Cause the execution of the OnPaint() function 
////////// 




v o i d C A u t o m a t i c D l g : : O n I n c r e a s e Y A x i s S c a l e B u t t o n ( ) { 
II T O D O : A d d your control n o t i f i c a t i o n handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
// M Y CODE S T A R T S HERE 
/ / / / / / / / 
i n c r e a s e _ y _ a x i s _ s c a l e = m _ y _ a x i s _ s c a l e _ f a c t o r * 2; 
if ( i n c r e a s e _ y _ a x i s _ s c a l e <= 10000) { — - _ 
m _ y _ a x i s _ s c a l e _ f a c t o r = m _ y _ a x i s _ s c a l e _ f a c t o r * 2; 
UpdateData(FALSE)； /7 U p d a t e the screen 
y _ a x i s _ s c a l e _ f a c t o r = m _ y _ a x i s _ s c a l e _ f a c t o r ; 
Invalidate()； // Cause the execution of the O n P a i n t ( ) function 
} 
/ / / / / / / / / / 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
v o i d C A u t o m a t i c D l g : : O n D e c r e a s e Y A x i s S c a l e B u t t o n ( ) { 
II TODO: Add your control n o t i f i c a t i o n handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
// MY CODE STARTS HERE 
//////// 
d e c r e a s e _ y _ a x i s _ s c a l e = m _ y _ a x i s _ s c a l e _ f a c t o r / 2; 
if {decrease_y_axis_scale >= 1) { - - -
m _ y _ a x i s _ s c a l e _ f a c t o r = m _ y _ a x i s _ s c a l e _ f a c t o r / 2; 
UpdateData(FALSE)； // Update the screen 
y _ a x i s _ s c a l e _ f a c t o r = m _ y _ a x i s _ s c a l e _ f a c t o r ; 
Invalidate()； // Cause the execution of the O n P a i n t ( ) function 
} 
/ / / / / / / / / / 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void C A u t o m a t i c D l g : : O n I n c r e a s e Y A x i s P o s i t i o n B u t t o n ( ) { 
// TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
//////// 
i n c r e a s e _ y _ a x i s _ p o s i t i o n _ o f f s e t = m _ y _ a x i s _ p o s i t i o n _ o f f s e t + 50; 
if (increase_y_axis_position_offset <= 10000) 
{ 一 — - — 
m _ y _ a x i s _ p o s i t i o n _ o f f s e t = m _ y _ a x i s _ p o s i t i o n _ o f f s e t + 50; 
UpdateData(FALSE)； // Update the s c r e e n " 
y_axis_position_offset = m_y_axis_position_offset； 
Invalidate(); // Cause the execution of the OnPaint() function 
} 
/ / / / / / / / / / 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void C A u t o m a t i c D l g : : O n D e c r e a s e Y A x i s P o s i t i o n B u t t o n ( ) { 
II TODO: Add your control notification handler code here 
////////////////////////////////////////// 
II MY CODE STARTS HERE 
//////// 
d e c r e a s e _ y _ a x i s _ p o s i t i o n _ o f f s e t = m—y—axis—position—offset - 50; 
if (decrease_y_axis_position_offset >= -10000) 
App. 21 
( 
m _ y _ a x i s _ p o s i t i o n _ o f f s e t = m _ y _ a x i s _ p o s i t i o n _ o f f s e t - 50; 
U p d a t e D a t a ( F A L S E ) 7 // U p d a t e the s c r e e n — 
y _ a x i s _ p o s i t i o n _ o f f s e t = m_y—axis—position—offset»-
I n v a l i d a t e ( ) ; // Cause the execution of the O n P a i n t ( ) function 
} 
/ / / / / / / / / / 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
v o i d C A u t o m a t i c D l g : : O n I n c r e a s e X A x i s S c a l e B u t t o n ( ) { 
// T O D O : A d d your control n o t i f i c a t i o n h a n d l e r code h e r e 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
// M Y CODE S T A R T S HERE 
/ / / / / / / / 
i n c r e a s e _ x _ a x i s _ s c a l e = m _ x _ a x i s _ s c a l e _ f a c t o r * 2; 
if ( i n c r e a s e _ x _ a x i s _ s c a l e <= 1000000) { - - -
m _ x _ a x i s _ s c a l e _ f a c t o r = m _ x _ a x i s _ s c a l e _ f a c t o r * 2; 
UpdateData(FALSE)； // Update the screen 
x _ a x i s _ s c a l e _ f a c t o r = m _ x _ a x i s _ s c a l e _ f a c t o r ; 
Invalidate(),- // Cause the execution of the O n P a i n t ( ) function 
} 
/ / / / / / / / / / 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
v o i d C A u t o m a t i c D l g : : O n D e c r e a s e X A x i s S c a l e B u t t o n ( ) { 
II TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
//////// 
d e c r e a s e _ x _ a x i s _ s c a l e = m_x_axis__scale_factor / 2; 
if (decrease_x_axis_scale 〉= 1) { - — -
m _ x _ a x i s _ s c a l e _ f a c t o r = m _ x _ a x i s _ s c a l e _ f a c t o r / 2; 
UpdateData(FALSE)； // Update the screen 
x — a x i s — s c a l e — f a c t o r = m _ x _ a x i s _ s c a l e _ f a c t o r ; 
Invalidate()； // Cause the execution of the O n P a i n t ( ) function 
} 
/ / / / / / / / / / 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void C A u t o m a t i c D l g : : O n I n c r e a s e X A x i s S t a r B u t t o n ( ) { 
// TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
//////// 
int f a c t o r _ t o _ b e _ i n c r e a s e d _ x _ a x i s ; 
int i n c r e a s e _ x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r ; 
f a c t o r _ t o _ b e _ i n c r e a s e d _ x _ a x i s = 
(2 * x _ a x i s _ d i s p l a y _ s t a r _ c o n s t a n t * x _ a x i s _ p e r c e n t a g e _ c o n s t a n t ) 
/(10 * m_x_axis_scale_factor); 
i n c r e a s e _ x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r = 
m _ x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r + factor_to_be_increased_x_axis; 
if (increase_x_axis_display_star_factor <= 9999) 
{ 一 _ - 一 — 
m _ x _ a x i s _ d i s p l a y _ s t a r _ f a c t o r = 
m — x — a x i s _ d i s p l a y — s t a r — f a c t o r + factor_to_be_increased_x_axis; 
UpdateData(FALSEl; 7/ Update the screen _ _ — 
X axis_display_star_factor = m_x axis display—star—factor; 
Invalidate()； // Cause the execution of the OnPaint() function 
} 
/ / / / / / / / / / 
// MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void C A u t o m a t i c D l g : : O n D e c r e a s e X A x i s S t a r B u t t o n ( ) { 
// TODO: Add your control notification handler code here 
App. 22 
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( t e s t _ e v e n t _ o v e r c o u n t e d ( p o i n t e r — r e a l — d a t a — s e c t i o n — a r r a y + 
c o u n t e r _ f i n a l i s e _ e v e n t ) == 1 ) ) 
( — -
( p o i n t e r _ r e a l _ d a t a _ s e c t i o n _ a r r a y + 
c o u n t e r _ f i n a l i s e _ e v e n t ) - > f i n d _ e v e n t _ r e s u l t = 0; } — — _ — 
} 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / d e f i n e event and find p a r a m e t e r s / / / / / / / / / / / / / / / / / / / / / / / 
v o i d d e f i n e _ e v e n t _ b a c k w a r d _ r a n g e ( R E A L _ D A T A _ T Y P E *); 
v o i d d e f i n e = e v e n t : f o w a r d _ r i n g e ( R E A L _ D S T A _ T 7 P E *); 
v o i d d e f i n e " f i t _ d e c a y _ s t a r _ p o i n t ( R E A L _ D A T A _ T Y P E *); 
int t e s t _ o v e r l a p p i n g _ p r e v i o u s e _ e v e n t ( R E A L _ D A T A _ T Y P E *); 
R E A L _ D A T A _ T Y P E * p o i n t e r _ f n _ f i n d _ d e c a y _ t i m e ( R E A L _ D A T A _ T Y P E *); 
R E A L ~ D A T A ~ T Y P E * p o i n t e r " f n " f i n d " r i s e _ t i m e ( R E A L _ D A T A _ T Y P E *)； 
v o i d f i n d _ d e c a y _ t i m e _ c o n s t a n t ( R E A L _ D A T A _ T Y P E *T; 
int t i m e _ t o _ n o _ o f _ p o i n t _ v e r 2 ( d o u b l e ) ; 
d o u b l e e n d i n g _ t i m e _ t a i l = 0.01; 
/ / t i m e in s e c o n d t h a t is r e s e r v e d to m e a s u r e the d e c a y t i m e 
int c o u n t e r ; 
f o r ( c o u n t e r = 0; 
c o u n t e r <= (array_limit_no - 1 
- t i m e _ t o _ n o _ o f _ p o i n t _ v e r 2 ( e n d i n g _ t i m e _ t a i l ) )； 
c o u n t e r + + ) { 
if ( ( p o i n t e r _ r e a l _ d a t a _ s e c t i o n _ a r r a y + c o u n t e r ) - > f i n d _ e v e n t _ r e s u l t == 1) 
( - — - - - “ 
d e f i n e — e v e n t — b a c k w a r d — r a n g e ( p o i n t e r — r e a l — d a t a — s e c t i o n — a r r a y + 
c o u n t e r ) ; 
} 
} 
f o r ( c o u n t e r = 0; 
c o u n t e r <= (array_limit_no - 1 
- t i m e _ t o _ n o _ o f _ p o i n t — v e r 2 ( e n d i n g — t i n i e _ t a i l ) )； 
c o u n t e r + + ) 
( 
if ( ( p o i n t e r _ r e a l _ d a t a _ s e c t i o n _ a r r a y + c o u n t e r ) - > f i n d _ e v e n t _ r e s u l t == 1) { — — — “ - -




f o r ( c o u n t e r = 〇 � 
c o u n t e r <= (array—limit—no - 1 
- t i m e _ t o _ n o _ o f _ p o i n t _ v e r 2 ( e n d i n g _ t i m e _ t a i 1 ) )； 
c o u n t e r + + ) 
( 
if ( ( p o i n t e r _ r e a l _ d a t a _ s e c t i o n _ a r r a y + c o u n t e r ) - > f i n d _ e v e n t _ r e s u l t == 1) 
( - 一 - — - -




f o r ( c o u n t e r = 0; 
c o u n t e r <= (array—limit—no - 1 
- t i m e _ t o _ n o _ o f _ p o i n t _ v e r 2 ( e n d i n g _ t i m e _ t a i l ) ) ; 
c o u n t e r + + ) { 
if ( ( p o i n t e r _ r e a l _ d a t a _ s e c t i o n _ a r r a y + c o u n t e r ) - > f i n d _ e v e n t _ r e s u l t == 1) { - - — _ - -




f o r ( c o u n t e r = 0; 
counter <= (array_limit_no - 1 
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I I I if a rising p h a s e is d e t e c t , it should g r e a t e r than 
I I I test_rising__phase_threshold 
int c o u n t e r _ t e s t _ r i s i n g _ p h a s e ; 
f o r ( c o u n t e r _ t e s t _ r i s i n g _ p h a s e = 
("time_to_no__of__point (time__range_to_test_rising, 
p o i n t e r _ s t a r _ p o i n t - > t i m e _ _ i n t e r v a l ) )； 
counter__test_rising_phase <= 0; 
c o u n t e r _ t e s t — r i s i n g — p h a s e + + ) { - — “ 
t e s t — r i s i n g — p h a s e — r e s u l t 二 
t e s t _ r i s i n g _ p h a s e _ r e s u l t + 
t e s t — r i s e — s l o p e ( (pointer__star__point + 
c o u n t e r _ t e s t _ r i s i n g _ p h a s e ) ) ; } — - -
if ( t e s t — r i s i n g _ p h a s e _ r e s u l t >= t e s t _ r i s i n g _ p h a s e _ t h r e s h o l d ) 
{ / / / / t h e r e f o r e , rising p h a s e is found 
f i n d _ r i s i n g _ p h a s e _ r e s u l t = 1； } - - “ 
r e t u r n (find_rising_phase_result)； } - — -
///a f u n c t i o n to t e s t w h e t h e r a rising p h a s e exit in the d a t a w i n d o w 
II M Y C O D E E N D S HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY C O D E S T A R T S HERE 
///a f u n c t i o n to test w h e t h e r the given point is in a rising s l o p e 
int t e s t _ r i s e _ s l o p e ( R E A L _ D A T A _ T Y P E ^ p o i n t e r _ t e s t _ p o i n t ) { — — - — - — 
int t e s t _ r i s i n g _ r e s u l t = 〇 � 
d o u b l e slope; 
d o u b l e t h r e s h o l d _ s l o p e ; //unit: nA per s 
t h r e s h o l d — s l o p e = global_rising__threshold_slope; 
s l o p e = ( ( p o i n t e r _ t e s t _ p o i n t + 1 ) - > c u r r e n t 一 p o i n t e r _ t e s t _ p o i n t - > c u r r e n t ) 
/ pointer_test_point->time__interval; 
if (slope <= t h r e s h o l d _ s l o p e ) 
{ 一 
t e s t _ r i s i n g _ r e s u l t = 1; } — “ 
retu r n (test—rising—result); } — — 
///a function to test w h e t h e r the given point is in a rising slope 
// MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
///a function to test w h e t h e r a false rising phase exit in the data w i n d o w 
int f i n d _ f a l s e _ r i s i n g _ p h a s e ( R E A L _ D A T A _ T Y P E ^ p o i n t e r _ s t a r _ p o i n t ) { - - — “ ~ — — 
int f i n d _ f a l s e _ r i s i n g _ p h a s e _ r e s u l t = 0; 
int t i m e _ t o _ n o _ o f _ p o i n t ( d o u b l e , d o u b l e ) ; 
int test:faTse=ri5e—sl〇pe(REAL—CiATA—TYPE ^ ); 
d o u b l e t i m e _ r a n g e _ t o _ t e s t _ f a l s e _ r i s i n g = 0.002； //Unit: s 
int t e s t — f a l s e — r i s i n g — p h a s e — r e s u l t = 0; 
int t e s t _ f a l s e _ r i s i n g _ p h a s e _ t h r e s h o l d 二 2; 
I I I if a rising phase is detect to be false, it should have 
/II t e s t _ f a l s e _ r i s i n g _ p h a s e _ r e s u l t greater than 
/// t e s t _ f a l s e _ r i s i n g _ p h a s e _ t h r e s h o l d 
int c o u n t e r _ t e s t _ f a l s e _ r i s i n g _ p h a s e ; 
f o r ( c o u n t e r — t e s t _ f a l s e _ r i s i n g — p h a s e = 
( - t i m e _ t o _ n o _ o f _ p o i n t ( t i m e _ r a n g e _ t o _ t e s t _ f a l s e _ r i s i n g , 
p o i n t e r _ s t a r _ p o i n t - > t i m e _ i n t e r v a l ) ) ; 
c o u n t e r — t e s t — f a l s e — r i s i n g — p h a s e <= 0; 
c o u n t e r — t e s t — f a l s e — r i s i n g — p h a s e + + ) { - - — ~ 
t e s t — f a l s e — r i s i n g — p h a s e — r e s u l t 二 
t e s t _ f a l s e _ r i s i n g _ p h a s e _ r e s u l t + 
t e s t — f a l s e — r i s e s l o p e ( ( p o i n t e r _ s t a r _ p o i n t + 
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t h r e s h o l d _ s l o p e = 0.0001; 
I I I if a false falling p h a s e is d e t e c t , it should has 0.003s 
I I I w i t h g e n e r a l slope g r e a t e r than the t h r e s h o l d slope 
if ( p o i n t e r _ t e s t _ p o i n t - > g e n e r a l _ s l o p e <= t h r e s h o l d — s l o p e ) { - - - — 
t e s t — e x c e e d — t h r e s h o l d — r e s u l t = 1； } - — — 
r e t u r n ( t e s t — e x c e e d — t h r e s h o l d — r e s u l t ) ; } - “ — 
///a f u n c t i o n to test w h e t h e r the given point exceed the t h r e s h o l d 
II false falling slope 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II M Y CODE STARTS HERE 
///a function to c o n f i r m a tempt event is a true event 
int c o n f i r m _ e v e n t ( R E A L _ D A T A _ T Y P E * p o i n t e r _ t e s t _ p o i n t ) 
{ - 一 — — -
int t i m e _ t o _ n o _ o f _ p o i n t ( d o u b l e , d o u b l e ) ; 
int c o n f i r m — r e s u l t = 1; 
d o u b l e h a l f — t i m e — i n t e r v a l = 0.005; ////Unit: s 
int counter; 
for ( counter = (-time_to_no_of_point(half__time_intej:val, 
pointej:—test—p〇int->time—interval))； 
counter <= 0; 
c o u n t e r + + ) { 
if ((pointer_test_point + c o u n t e r ) - > a v e r a g e d _ c u r r e n t 
< p o i n t e r _ t e s t _ p o i n t - > a v e r a g e d _ c u r r e n t ) { — — -
c o n f i r m — r e s u l t = 0; } _ 
} 
for(counter = 0; 
counter <= t i m e _ t o _ n o _ o f _ p o i n t ( h a l f _ t i m e _ i n t e r v a l , 
p o i n t e r _ t e s t _ p o i n t - > t i m e _ i n t e r v a l )； 
counter++) { 
if ((pointer_test_point + c o u n t e r ) - > a v e r a g e d _ c u r r e n t 
< p o i n t e r _ t e s t _ p o i n t - > a v e r a g e d _ c u r r e n t ) { — - — 




///a function to confirm a tempt event is a true event 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
///a function to confirm a tempt event is a true event 
int t e s t _ e v e n t _ o v e r c o u n t e d ( R E A L _ D A T A _ T Y P E *pointer—test—point) 
{ “ — - 一 — 一 
int t i m e _ t o _ n o _ o f _ p o i n t ( d o u b l e , double); 
int o v e r c o u n t e d — v a l u e = 0; 
d o u b l e half_time_interval = 0.005; ////Unit: s 
int counter; 
for{counter = ( - t i m e _ t o _ n o _ o f _ p o i n t ( h a l f _ t i m e _ i n t e r v a l , 
p o i n t e r _ t e s t _ p o i n t - > t i m e _ i n t e r v a l ) ) ; 
counter < 0; 
counter++) { 
if ((pointer—test—point + counter)->find_event_result == 1) 
( - 一 — -
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d o u b l e t i m e _ r a n g e _ s e a r c h i n g = 0.08; 
p o i n t e r _ t e s t _ p o i n t - > p o i n t e r _ t o _ e v e n t _ f o r w a r d _ l i m i t = p o i n t e r — t e s t — p o i n t ; 
int c o u n t e r ; 
f o r ( c o u n t e r = 1; 
c o u n t e r < t i m e _ t o _ n o _ o f _ p o i n t _ v e r 2 ( t i m e _ r a n g e _ s e a r c h i n g ) ; 
c o u n t e r + + ) { 
if ( 
( 
( ( p o i n t e r — t e s t — p o i n t + c o u n t e r ) - > t e s t _ b e l o n g e d _ t o _ e v e n t _ r e s u l t = = 1 ) 
& & — 一 
( ( (REAL_DATA_TYPE *)( ( p o i n t e r _ t e s t _ p o i n t + 
c o u n t e r ) - > p o i n t e r _ t o _ b e l o n g e d _ e v e n t ) ) 
！= p o i n t e r _ t e s t _ p o i n t ) 
) - “ 
I I 
( 
( p o i n t e r _ t e s t _ p o i n t - > b a s e _ l i n e _ c u r r e n t -
(pointer_test_point + c o u n t e r ) - > a v e r a g e d _ c u r r e n t ) <= _ _ 
( p o i n t e r _ t e s t _ p o i n t - > a m p l i t u d e *• d e c a y _ t i m e _ p r o p o r t i o n ) 
) — 一 - — 
I I 
( 
(pointer—test—point + counter) >= 
& r e a l _ d a t a _ a r r a y [ d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 1] 




= ( p o i n t e r _ t e s t _ p o i n t + counter - 1); 
/////define the event forward limit 
p o i n t e r _ t e s t _ p o i n t - > f i n d _ e v e n t _ f o r w a r d _ l i m i t _ r e s u l t = 1； 
/////define the event forward limit 
break; 
} 
(pointer_test_point + c o u n t e r ) - > t e s t _ b e l o n g e d _ t o _ e v e n t _ r e s u l t = 1; 
(pointer_test_point + c o u n t e r ) - > p o i n t e r _ t o _ b e l o n g e d _ e v e n t 
= p o i n t e r — t e s t — p o i n t ; 
(pointer—test—point + c o u n t e r ) - > e v e n t _ l o c a l _ t i m e 
= ( p o i n t e r — t e s t — p o i n t + c o u n t e r ) - > t i m e - p o i n t e r _ t e s t _ p o i n t - > t i m e ; 
} 
} 
///a function to find the forward range of an event 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
///a function to define the beginnig of fitting d e c a y 
void d e f i n e — f i t — d e c a y — s t a r — p o i n t ( R E A L _ D A T A _ T Y P E *-pointer_to_event) 
{ — — 一 — — — — _ 
int time t o _ n o _ o f _ p o i n t _ v e r 2 ( d o u b l e time); 
d o u b l e begin—proportion; 
b e g i n _ p r o p o r t i o n = 0.9; 
d o u b l e time_range_searching = 0.08; 
pointer t o _ e v e n t - > p o i n t e r _ t o _ b e g i n _ f i t _ d e c a y = pointer—to—event; 
int counter; 
for(counter = 1; 





( ( p o i n t e r — t o — e v e n t + c o u n t e r ) - > t e s t _ b e l o n g e d _ t o _ e v e n t _ r e s u l t = = 1 ) && — — - —“ — 
( ( ( R E A L _ D A T A _ T Y P E ”（ （ p o i n t e r — t o — e v e n t + 
c o u n t e r ) - > p o i n t e r _ t o _ b e l o n g e d _ e v e n t ) ) 




( p o i n t e r _ t o _ e v e n t - > b a s e _ l i n e _ c u r r e n t -
( p o i n t e r _ t o _ e v e n t + c o u n t e r ) - > a v e r a g e d _ c u r r e n t ) <= _ _ 
( p o i n t e r _ t o _ e v e n t - > a m p l i t u d e * b e g i n — p r o p o r t i o n ) 
) — - . — 
I I 
( 
( p o i n t e r _ t o _ e v e n t + c o u n t e r ) >= 
& r e a l _ d a t a _ a r r a y [ d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o - 1] 
) - - — ‘ - — 
) 
{ 
p o i n t e r _ t o _ e v e n t - > p o i n t e r _ t o _ b e g i n _ f i t _ d e c a y 
= ( p o i n t e r _ t o _ e v e n t + c o u n t e r - 1); 
/ / / / / d e f i n e the the b e g i n n i n g of f i t t i n g d e c a y 




///a f u n c t i o n to d e f i n e the b e g i n n i g of fitting d e c a y 
// M Y C O D E ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE S T A R T S HERE 
///a function to test w h e t h e r an event o v e r l a p p i n g w i t h p r e v i o u s e event 
int t e s t _ o v e r l a p p i n g _ p r e v i o u s e _ e v e n t ( R E A L — D A T A — T Y P E * p o i n t e r _ t e s t _ p o i n t ) 
{ 一 - 一 — — 一 — 
int t i m e _ t o _ n o _ o f _ p o i n t ( d o u b l e , d o u b l e > ; 
int o v e r l a p p i n g — v a l u e = 0; 
d o u b l e t i m e — t e s t i n g — o v e r l a p = 0.02； ////Unit: s 
int counter; 
f o r ( c o u n t e r = -1; 
c o u n t e r >= ( - t i m e _ t o _ n o _ o f _ p o i n t ( t i m e _ t e s t i n g _ o v e r l a p , 
p o i n t e r _ t e s t _ p o i n t - > t i m e _ i n t e r v a l ) ) ; 
c o u n t e r - - ) { 
if ( 
((pointer_test_point + counter)->test_belonged_to_event__result == 1) && _ 一 
( ( ( R E A L _ D A T A _ T Y P E ^ ) ( p o i n t e r _ t e s t _ p o i n t + 
c o u n t e r ) - > p o i n t e r _ t o _ b e l o n g e d _ e v e n t ) 
！= p o i n t e r _ t e s t _ p o i n t ) ) - “ { 
o v e r l a p p i n g — v a l u e 二 1; 
p o i n t e r _ t e s t _ p o i n t - > o v e r l a p p i n g _ p r e v i o u s e _ e v e n t _ r e s u l t = 1； 
p o i n t e r _ t e s t _ p o i n t - > p o i n t e r _ t o _ o v e r l a p p i n g _ p r e v i o u s e _ e v e n t 
= ( T R E A L ^ D A T A _ T Y P E ^ ) ( p o i n t e r _ t e s t _ p o i n t + — 
c o u n t e r ) - > p o i n t e r _ t o _ b e l o n g e d _ e v e n t )； 
((REAL_DATA_TYPE * ) ( p o i n t e r _ t e s t _ p o i n t � 
c o u n t e r ) - > p o i n t e r _ t o _ b e l o n g e d _ e v e n t ) -〉 
ov e r l a p p i n g _ f o w a r d _ e v e n t _ r e s u l t = 1； 
({REAL_DATA_TYPE * ) ( p o i n t e r _ t e s t _ p o i n t � 
counter)->pointer_to_belonged_event)一〉 
p o i n t e r _ t o _ o v e r l a p p i n g _ f o w a r d _ e v e n t 
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 35 :;u9J:r8///////////////// 
二三二二二三三二三二三二二三三三二二二三三三二二三三二三三三二二 
p o i n t e r _ t e s t _ p o i n t - > p o i n t e r _ t o _ r i s e _ t i m e = p o i n t e r — t e s t — p o i n t ; 
p o i n t e r _ t e s t _ p o i n t - > p o i n t e r _ t o _ p r o x i m a l _ r i s e _ t i m e = pointer_test_point,* 
d o u b l e r i s e _ t i m e _ f a c t o r ; 
r i s e _ t i m e _ f a c t o r = 0.2; 
d o u b l e t i m e _ r a n g e _ s e a r c h i n g _ r i s e _ t i m e = 0 . 01 ; 
int c o u n t e r ; 
f o r { c o u n t e r = 0; 
c o u n t e r > ( - t i m e — t o _ _ n o — o f — p o i n t — v e r 2 ( t i m e _ r a n g e _ s e a r c h i n g — r i s e — t i m e ) ) ; 
、 c o u n t e r - - ) { 
if ( (pointer_test_point->base_line__curj:ent — 
( p o i n t e r _ t e s t — p o i n t + c o u n t e r ) - > c u r r e n t ) <= _ — 
( p o i n t e r _ t e s t _ p o i n t - > a m p l i t u d e ^ r i s e _ t i m e _ f a c t o r ) ) { - - - “ 
p o i n t e r _ t o _ r i s e _ t i m e = ( p o i n t e r _ t e s t _ p o i n t + counter)； 
p o i n t e r _ t e s t _ p o i n t - > f i n d _ r i s e _ t i m e _ r e s u l t = 1； 
pointer—test—point-〉pointer_t〇_rise_time = 
( p o i n t e r _ t e s t _ p o i n t + counter)； 
b r e a k ; 
} 
} 
d o u b l e p r o x i m a l _ r i s e _ t i m e _ f a c t o r ; 
proximal__rise_time__factor =〇 . 8 ; 
f o r ( c o u n t e r = 0; 
c o u n t e r > (-time_t〇—n〇—〇f—p〇int—vej:2(time_range_searching_rise_time))； 
c o u n t e r - - ) { 
if ( ( p o i n t e r _ t e s t _ p o i n t - > b a s e _ l i n e _ c u r r e n t 一 
( p o i n t e r _ t e s t _ p o i n t + c o u n t e r ) - > c u r r e n t ) <= 
(pointer__test_point->amplitude * p r o x i m a l — r i s e — t i m e — f a c t o r ) ) 
( 一 ~ ~ — — 
p o i n t e r — t e s t — p o i n t - > f i n d — p r o x i m a l — r i s e _ t i m e _ r e s u l t = 1； 
p o i n t e r _ t e s t _ p o i n t - > p o i n t e r _ t o _ p r o x i m a l _ r i s e _ t i m e 





( p o i n t e r _ t e s t _ p o i n t - > f i n d _ r i s e _ t i m e _ r e s u l t == 1) && 一 
( p o i n t e r _ t e s t _ p o i n t - > f i n d _ p r o x i m a l _ r i s e _ t i m e _ r e s u l t == 1) 
) _ — 一 一 - — { 
p o i n t e r _ t e s t _ p o i n t - > r i s e _ t i m e 
( ( R E A L _ D A T A _ T Y P E * ) ( p o i n t e r _ t e s t _ p o i n t - > p o i n t e r _ t o _ p r o x i m a l _ r i s e _ t i m e 
) ) - > t i m e 
( ( R E A L _ D A T A _ T Y P E *)(pointer_test_point->pointej:_to_rise_time) )->time 
} 
} 
return (pointer_to_rise_time); } — 一 — 
///a function to find the rise time 
II it return a p o i n t e r to the rise time point 
// MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
///a function to find the d e c a y time constant of the event 
void f i n d _ d e c a y _ t i m e _ c o n s t a n t { R E A L _ D A T A _ T Y P E * p o i n t e r _ t o _ e v e n t ) { - — - — 一 — -
void s e t _ i d e a l _ d e c a y _ c u r r e n t ( R E A L _ D A T A _ T Y P E *, FITTED_DATA_TYPE); 
d o u b l e m e a n _ c u r r e n t _ e r r o r _ s q u a r e ( ^ A L _ D A T A _ T Y P E *, FITTED_DATA_TYPE)； 
App. 39 
d o u b l e decay_time_constant; 
d o u b l e minimum = 0,0001; //unit: ms 
d o u b l e maximum = 0.05; //unit: ms 




d o u b l e ideal_decay_time_constant 二 0; 
parameter.decay_time_constant = minimum; 
least_error = mean_current_error_square(pointer__to_event, parameter)； 
I I I I I I initialise least_error 
for (decay_time__constant = minimum,* 
decay_time_constant <= maximum; 
decay_time_constant = decay—time—constant + interval) { - ~ — — 
parameter.decay_time_constant = decay_time_constant; 
mean_error = mean_current_error_square(pointer_to_event, parameter)； 
if (mean—error < least_error) { — -
least_error = mean_error; 
ideal_decay_time_constant = decay_time_constant； 
} — 一 — 一 -
} 
pointer_to_event->mean_decay_current_error_2 = least—error; 
pointer_to_event->decay_time_constant = ideal_decay_time_constant; 
parameter.decay_time_constant = ideal—decay—time—constant; 
set_ideal_decay_current(pointer_to_event, parameter); 
////// set the ideal—fitted—current of the event 
} 
///a function to find the decay time constant of the event 
II MY CODE ENDS HERE 
//////////////////////////////////////////// 
//////////////////////////////////////////////////////////// 
II MY CODE STARTS HERE 
///a function to set the ideal decay current of the event 
void set_ideal_decay_current(REAL_DATA_TYPE *pointer—to—event, 
_ — — FITT E D_ DATA_T Y P E ideaI_decay) 
{ — — -
REAL_DATA_TYPE *pointer—counter; 
for(pointer_counter = ( (REAL_DATA_TYPE ” � p o i n t e r — t o — e v e n t _ > 
pointer_to_begin_fit_decay) ); 






( — 一 " ~ 
pointer_to_event->amplitude * 
exp( -(pointer_counter->event_local_time / 
ideal—decay.decay_time_constant) ) 
)； — — — 
} 
} 
///a function to set the ideal decay current of the event 
II MY CODE ENDS HERE 
//////////////////////////////////////////// 
//////////////////////////////////////////////////////////// 
II MY CODE STARTS HERE 
///a function to calculate the mean square error of decay fitting 









































































































































































































































































































































































































































































































 ////////////// 三 二 二 三 二 二 二 二 二 三 二 二 二 三 二 三 三 二 二 三 三 二 二 二 三 二 三 三 二 二  二 二 二 二 二 三 二 三 二 二 二 三 二 二 二 三 二 三 二 二 三 二 二 三 三 二 三 二 三 三  
二 二 三 三 三 二 二 三 三 三 二 二 二 二 三 二 三  
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二 三 三 三 三 二 三 三 三 三 三 三 三 三 二  =  
二 二 三 二 二 三 三 三 二 三 三 三 三 二 三 三  




























































































































































二 三 三 三 二 二 二 二 三 二 三 三 三 三 三 三 =  - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

























































































































int result = 0; // if the slope is p o s i t i v e , return 1 
// if the slope is n e g a t i v e , return -1 
// if the slope is zero, return 0 
d o u b l e slope; 
s l o p e = ( ( p o i n t e r _ t e s t _ p o i n t + 1)->current - p o i n t e r _ t e s t _ p o i n t - > c u r r e n t ) 
/ p o i n t e r _ t e s t _ p o i n t - > t i m e _ i n t e r v a l ; 











///a function to found out w h e t h e r the given point‘s slope is p o s i t v e , 
// n e g a t i v e or zero 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
// MY CODE STARTS HERE 
///a function to found out the slope of the point 
d o u b l e s l o p e _ o f _ t h e _ p o i n t ( R E A L _ D A T A _ T Y P E * p o i n t e r _ t e s t _ p o i n t , 
d o u b l e t i m e — i n t e r v a l ) { 一 
d o u b l e slope; 
slope = {(pointer_test_point + 1)->current - p〇inter—test_p〇int-〉current) 
/ t i m e — i n t e r v a l ; 
return (slope); 
} 
///a function to found out the slope of the point 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
|||||||||||||||||||||||||||||||||lllllllllllllllllllllllllll 
II MY CODE STARTS HERE 
///a function to found out the gerneral slope of the p o i n t , 
// using 5 points to caculate the average current before computing the slope 
d o u b l e g e n e r a l _ s l o p e _ o f _ t h e _ p o i n t ( R E A L — D A T A — T Y P E ^ p o i n t e r _ t o _ t h e _ p o i n t , 
double time_interval) { _ 
double slope; 
REAL_DATA_TY PE * p o i n t e r _ 3 _ p o i n t _ b e f o r e ; 
REAL~DATA~TYPE * p o i n t e r = 3 : p o i n t = a f t e r ; 
double a v e r a g e _ c u r r e n t _ b e f o r e = 0; 
d o u b l e average__current_after = 〇 � 
p o i n t e r _ 3 _ p o i n t _ b e f o r e = p o i n t e r _ t o _ t h e _ p o i n t - 3; 
p o i n t e r _ 3 _ p o i n t _ a f t e r = po i n t e r_t o_t h e_po i n t + 3; 
int c o u n t e r _ c a c u l a t e _ a v e r a g e ; 
for (counter_caculate_average = -2； 
c o u n t e r — c a c u l a t e — a v e r a g e <= 2； 
counter_caculate_average++) { — — 
average_current_before = 
(average_current_before + 
(pointer_3_point_before + counter_caculate_average)->current)； } — - — — -
average current—before = average_current_before / 5; 
for {counter—caculate—average = -2; 
counter_caculate_average <= 2; 
counter—caculate—average++) { - — 
average—current—after = 
' {average_current_after + 
(pointer_3_point_after + counter—caculate—average)->current); 
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} 
average_current_after = average—current—after / 5; 
slope = (average_current_after - average_current_before) / (time—interval * 6); 
return (slope); 
} 
///a function to found out the gerneral slope of the p o i n t , 
II using 5 points to caculate the average current before computing the slope 
II MY CODE ENDS HERE 
/////////////////////////////////////////////////////////////////// 
//////////////////////////////////////////////////////////// 
// M Y CODE STARTS HERE 
///a function to find the average current using 3 points 
double averaging_current(REAL_DATA_TYPE ^pointer_test_point) { - — — - -
double averaged_current; 
averaged_current = 
((pointer—test—point - 1)->current + 
pointer_test_point->current + 
(pointer_test_point + 1)->current) 
/ 3; _ _ 
return (averaged—current); 
} 
///a function to find the average current using 3 points 
II MY CODE ENDS HERE 
/////////////////////////////////////////////////////////////////// 
void CAutomaticDlg::OnKillfocusThresholdAmplitudeEdit{) { 
II TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
/ / / / / / / / 
UpdateData(TRUE)； // Update the variables of the controls, 
global—threshold—amplitude = m—threshold—amplitude; 
//////////— — — — 
// MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void CAutomaticDlg::OnKillfocusRisingThresholdSlopeEdit() { 
II TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
/ / / / / / / / 
UpdateData(TRUE)； // Update the variables of the controls. 
global—rising—threshold—slope = m_rising_threshold_slope; 
//////////— — — — — _ 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void CAutomaticDlg::OnKillfocusFallingThresholdSlopeEdit() { 
II T〇D〇： Add your control notification handler code here 
////////////////////////////////////////// 
II MY CODE STARTS HERE 
//////// 
UpdateData(TRUE)； // Update the variables of the controls. 
global_falling_threshold_slope = m_falling_threshold_slope; 
//////////— — — — — — 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void CAutomaticDlg::OnKillfocusRisingThresholdPointNoEdit{) { 
// TODO: Add your control notification handler code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
/ / / / / / / / 
UpdateData(TRUE)； // Update the variables of the controls, 
global_rising_threshold_point_no = m—rising—threshold—point__no,. 
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( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . o v e r l a p p i n g _ p r e v i o u s e _ e v e n t _ r e s u l t == 1) 丨丨 - — “ — ~ 
( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . o v e r l a p p i n g _ f o w a r d _ e v e n t _ r e s u l t == 1) 
) - “ “ - -
) 
( 
o v e r l a p p i n g _ e v e n t _ n o = o v e r l a p p i n g _ e v e n t _ n o + 1; 
} - 一 - _ 
if ( r e a l _ d a t a _ a r r a y [ c o u n t e r ] . f i n d _ e v e n t _ r e s u l t 二= 1) 
{ - - “ 一 
* p o i n t e r _ w r i t e _ t o t a l _ e v e n t = real_data_array[counter]； 
p o i n t e r _ w x i t e _ t o t a l _ e v e n t = p o i n t e r — w r i t e — t o t a l — e v e n t + 1; 
total—event—no = total_event_no + 1; 
} — 一 “ -
} 
} 
/ / / / / / / / / / 
II M Y CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY CODE STARTS HERE 
I I I a function to calculate the inter event interval 
d o u b l e i n t e r _ e v e n t _ i n t e r v a l ( R E A L _ D A T A _ T Y P E *pointer—to—event) { - 一 - - — — 
d o u b l e interval; 
interval = ( 
{ pointej:_to_event->section_no - (pointer_to_event- 1)->section_no 
) - - 一 - - — 
* (double)GetDSChan_xScale * d a t a _ s e c t i o n _ t o t a l _ p o i n t _ n o ) - — — - -+ 
(pointer_to_event->time - (pointer—to—event- 1)->time)； 
return (interval); 
} 
///a function to calculate the inter event interval 




II TODO: If this is a RICHEDIT control, the control will not 
II send this notification unless you override the CDialog::OnInitDialog() 
II function to send the EM_SETEVENTMASK message to the control 
II with the ENM_CHANGE flag ORed into the lParam m a s k . 
// TODO: Add your control notification handler code here 
///////////////////////////////////////////// 
II MY CODE STARTS HERE 
////// 
II Update the variables of the controls. 
UpdateData(TRUE); 
/ / / / / 
II MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
void CAutomaticDlg::OnChangeEventFileNameEdit() { 
II TODO: If this is a RICHEDIT control, the control will not 
II send this notification unless you override the CDialog::OnInitDialog() 
II function to send the EM_SETEVENTMASK message to the control 
// with the ENM_CHANGE flag ORed into the lParam mask, 
II TODO: Add your control notification handler code here 
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/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II M Y C O D E S T A R T S HERE 
/ / / / / / 
II U p d a t e the v a r i a b l e s of the c o n t r o l s . 
U p d a t e D a t a ( T R U E ) ; 
/ / / / / 
// M Y C O D E ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
v o i d C A u t o m a t i c D l g : : O n C h a n g e T o t a l E v e n t F i l e N a m e E d i t ( ) { 
// T O D O : If t h i s is a R I C H E D I T c o n t r o l , the c o n t r o l w i l l not 
II send t h i s n o t i f i c a t i o n u n l e s s you o v e r r i d e the C D i a l o g : : O n I n i t D i a l o g ( ) 
II f u n c t i o n to send the E M _ S E T E V E N T M A S K m e s s a g e to the c o n t r o l 
II w i t h t h e E N M _ C H A N G E flag ORed into the l P a r a m m a s k . 
II T O D O : A d d y o u r c o n t r o l n o t i f i c a t i o n h a n d l e r code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II M Y C O D E S T A R T S HERE 
/ / / / / / 
// U p d a t e the v a r i a b l e s of the c o n t r o l s . 
U p d a t e D a t a ( T R U E ) ; 
/ / / / / 
// MY CODE ENDS HERE 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / } 
v o i d C A u t o m a t i c D l g : : O n S a v e O u t p u t F i l e B u t t o n ( ) { 
II T O D O : A d d your c o n t r o l n o t i f i c a t i o n h a n d l e r code here 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
II MY C O D E S T A R T S HERE 
/ / / / / / 
void p r i n t _ e v e n t _ t o _ f i l e ( F I L E *)； -
void p r i n t _ t o t a l _ e v e n t _ t o _ f i l e ( F I L E *); 
s t r c p y ( s u m m a r y _ f i l e _ n a m e , ( L P C T S T R ) m _ s u m m a r y _ f i l e _ n a m e ) ; 
f p _ s u m m a r y _ f i l e = f o p e n ( s u m m a r y _ f i l e _ n a m e , "w"); 
i f ( f p _ s u m m a r y _ f i l e == NULL) {" — 
M e s s a g e B o x (” Error in saving s u m m a r y file, check the file n a m e！ " ) ; 
return; 
} 
s t r c p y ( e v e n t _ f i l e _ n a m e , (LPCTSTR)m_event_file_name)； 
f p _ e v e n t _ f i l e = f o p e n ( e v e n t _ f i l e _ n a m e , "w"); 
_ i f ( f p _ e v e n t _ f i l e == NULL) — 「 — 
MessageBox(“ Error in saving event file, check the file name！“)； 
return; 
} 
s t r c p y ( t o t a l — e v e n t — f i l e — n a m e , ( L P C T S T R ) m _ t o t a l _ e v e n t _ f i l e _ n a m e ) ; 
f p _ t o t a l _ e v e n t _ f i l e = f o p e n ( t o t a l _ e v e n t _ f i l e _ n a m e , "w"); 
— i f ( f p _ t o t a l _ e v e n t _ f i l e == NULL) — — { - — — 
MessageBox(“ Error in saving total file, check the file n a m e！ " ) ; 
return; 
} 
f p r i n t f ( f p — s u m m a r y — f i l e , “File: %s\n", read—file—name); 
fprintf(fp__summary_file, "Number of Data Section: % d \ n " , file_data—section—no)； 
f p r i n t f ( f p _ s u m m a r y _ f i 1 e , ”\n"); 
f p r i n t f ( f p _ s u m m a r y — f i l e , "Detection Begining Section: % d \ n " , 
b e g i n _ d e t e c t _ d a t a _ s e c t i o n _ n o )； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Detection Ending Section: % d \ n " , 
final_detected_data_section_no)； 
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f p r i n t f ( f p _ s u m m a r y _ f i l e , "Number of Data S e c t i o n for D e t e c t i o n : % d \ n " , 
n o _ o f _ d a t a _ s e c t i o n _ f o r _ d e t e c t i o n ) ; 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Total T i m e for D e t e c t i o n : %.2f s \ n " , 
t o t a l — t i m e — f o r — d e t e c t i o n ) ; 
f p r i n t f ( fp_summary__file, "\n"); 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Number of T o t a l E v e n t : % d \ n " , t o t a l _ e v e n t _ n o )； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Total Event F r e q u e n c y : %f H z \ n " , t o t a l _ e v e n t _ f r e q u e n c y )； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "\n"); 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Number of W r i t t e n Event: % d \ n " , w r i t t e n _ e v e n t _ n o ) ; 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Number of O v e r l a p p i n g Event: % d \ n " , o v e r l a p p i n g _ e v e n t _ n o 
)； — _ — — 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “Percentage of O v e r l a p p i n g E v e n t : % 5 . 2 f % % \ n " , 
o v e r l a p p i n g _ e v e n t _ p r o p o r t i o n * 100); 
f p r i n t f ( f p _ s u m m a r y _ f i 1 e , "\n"); 
f p r i n t f ( f p _ s u m m a r y _ f i l e , " D e t e c t i o n P a r a m e t e r s : \ n " ) ; 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Rising T h r e s h o l d Slope: %f n A / s \ n " , 
g l o b a l _ r i s i n g _ t h r e s h o l d _ s l o p e ) ; 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Number of Points must exceed R i s i n g T h r e s h o l d Slope: %d\ 
n " , 一 _ 
g l o b a l — r i s i n g — t h r e s h o l d — p o i n t — n o ) ; 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "Threshold A m p l i t u d e : % f n A \ n " , 
g l o b a l — t h r e s h o l d — a m p l i t u d e )； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “Decay T h r e s h o l d Slope: %f n A / s \ n " , 
g l o b a l — f a l l i n g — t h r e s h o l d — s l o p e ) ; 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “Proportion must exceed Decay T h r e s h o l d Slope: % f \ n " , 
g l o b a l _ f a l l i n g _ t i m e _ p r o p o r t i o n )； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "\n"); 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “Factor of A m p l i t u d e d e c a y i n g to: % . 3 f \ n " , 
global—decay—time)； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "\n"); 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "\n"); 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “For Total Event File:\n")； 
/ / / / / / / p r i n t total event//////1234 567 81234 567 81234 567 81234 567 81234 567 81234 567 81234 5678 
1234 567 81234 567 81234 567 8 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “ Ampli- O v e r l a p O v e r l a p Inter- Data T i m e \ n " ) ; 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “ tude Previ- Next event Section \n")； 
f p r i n t f { f p _ s u m m a r y _ f i l e , “ ous Event Interv- \n")； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “ Event al \n")； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “ (pA) (ms) (ms)\n")； 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "\n"); 
f p r i n t f ( f p _ s u m m a r y _ f i l e , "\n"); 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “For Event File:Xn"); 
/ / / / / / / / / / / / p r i n t event///////1234 567 81234 56781234 567 81234 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 81234567 8 
1234 567 81234 567 81234 567 8 
f p r i n t f ( f p _ s u m m a r y _ f i l e , “ Ampli- Rise Decay Decay M e a n Data Time 
\n"); — — 
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f p r i n t f ( f p _ o u t p u t , " % 8 . 1 f " , t o t a l _ e v e n t _ a r r a y [ c o u n t e r ] . t i m e * 1 0 0 0 ) ; 
f p r i n t f ( f p _ o u t p u t , “\n“); 
} 一 
} 
/ / / / / / / / / / 
II M Y C O D E E N D S H E R E 
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 
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