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In this investigation, two laser-based measurement techniques are implemented in a direct-connect hydrocarbon-fueled scramjet combustor. Planar laser-induced fluorescence (PLIF) of the OH radical is used to examine the flame structure within the combustor. Tunable diode laser-based absorption spectroscopy (TDLAS) is used to measure water vapor concentration and static temperature near the combustor exit. Combined with conventional measurements and Reynolds-averaged CFD simulations, these optical diagnostic techniques significantly enhance the information that is obtained from the scramjet combustor. In this study, wall pressure data show the combustor to be operating in dual-mode with two regions of elevated pressure corresponding to the primary and secondary flameholding zones. The OH radical is well-distributed across the combustor with high OH concentrations occurring along the body, side, and cowl walls. TDLAS measurements indicate non-uniform body-tocowl profiles in both temperature and water concentration. Near-wall regions are found to be the hottest while the core region is cooler. Similarly, the highest concentrations of water vapor are found near the walls. In general, CFD results compare well with the experimental data, although there are dissimilarities that are probably related to turbulence and chemistry sub-models within the CFD code. 
I. Introduction
n ground tests of scramjet combustors, measurements of performance and operability are commonly made using wall-based sensors (e.g., pressure transducers, thermocouples, etc.) and either thrust (via a thrust stand) or total heat release (via calorimetry). While crucial for understanding many aspects of the combustor, these tools do not provide any information about the flowfield or the reaction zone within the flowpath. In-stream laser-based measurements in these combustors are difficult to obtain because of the harsh environment and the challenges I American Institute of Aeronautics and Astronautics 3 associated with optical access. However, optical measurement techniques offer the potential to explore many features of the combustion zone including the instantaneous and time-averaged reaction zone structure, the spatial uniformity of the flame, the extent of flame propagation across or around the flowpath, and the distribution of certain chemical species and static temperature. These techniques often require large optical windows for transmitting and/or collecting radiation from a wide range of wavelengths (from infrared to ultraviolet) in addition to ample laboratory space for mounting lasers, optics, and camera components.
Planar laser-induced fluorescence (PLIF) techniques have been applied to flowfields relevant to scramjet combustors to study hydrogen combustion in a supersonic crossflow 1 and mixing and combustion phenomena in fuel injection experiments.
2-4 Donbar, et al. 5 applied PLIF of the OH radical to the region near a cavity-based flameholder in a hydrocarbon-fueled scramjet combustor. In this study, the role of sidewall interaction was observed to be important in understanding the flame propagation mechanism across the combustor. The present work is a follow-on to this effort with the interrogation plane located downstream of a rearward facing step flameholder in a hydrocarbon-fueled scramjet combustor.
Recent proliferation of diode laser technology in the telecommunications industry has provided robust tools for diode laser-based absorption spectroscopy for both ground and flight measurements in reacting flows. Allen, et al. developed a water vapor / temperature / velocity sensor based on diode lasers for use in high-speed reacting flows. 6 Additional refinements have been made by Liu, et al., [7] [8] [9] Rieker, et al., 10, 11 and Williams, et al. 11, 12 relative to making routine quantitative measurements of water and oxygen concentration, temperature, and velocity in scramjet engines and other environments. These tools offer the potential for making high-frequency (kHz) in-stream measurements of temperature, velocity, species concentration, and pressure in reacting flows. Typically these measurements represent integrated quantities along the path of the laser line, but multiple laser lines can be employed to obtain tomographic information about the non-uniform flow. 12 In the current work, a hydrocarbon-fueled supersonic combustor is operated in a direct-connect research facility. The combustor performance and operability characteristics are examined using conventional and advanced optical instrumentation techniques. Wall pressure and temperature measurements reveal the general operating characteristics of the combustor. Thrust measurements and a one-dimensional analysis routine provide performance estimates. PLIF of the OH radical reveals the flame structure within the combustor. Tunable diode laser-based absorption spectroscopy (TDLAS) yields quantitative measurements of static temperature and water vapor concentration near the combustor exit. In addition, reacting-flow computational fluid dynamics (CFD) simulations provide useful information for comparison with the various experimental measurements. Together, these diagnostic measurements and models provide new information toward our goal of better understanding the performance and operability of the research scramjet combustor.
II. Experimental Resources
The research combustor flowpath studied in this investigation is integrated into a continuous-flow supersonic combustion research facility capable of simulating flight conditions from Mach 3.5 to 7. This facility is supplied with air at up to 13.6 kg/s (30 lbm/s), 5.2 MPa (750 psia), and 922 K (1660°R), as well as 20.7 kPa (3.0 psia) continuous exhaust. Compressed natural gas is used to fuel the in-stream combustion heater and a liquid oxygen system provides make-up oxygen to the combustion-heated air stream. Liquid and gaseous hydrocarbon fuel systems deliver fuel to the research combustor. An electric fuel heater provides combustor fuel at the required temperatures for various simulation conditions. A recirculating cooling water system provides 9460 lpm (2500 gpm) at 483 kPa (70 psia); raw dump water at 2.4 MPa (350 psia) is also available. The entire flowpath is secured to a thrust stand for direct measurements of the thrust generated by the combustor. This measurement is combined with wall static pressure measurements and a performance analysis routine to deduce combustion efficiency and other performance parameters. Additional details about the facility are presented elsewhere.
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A. Combustor Flowpath and Fuel Delivery
A research combustor with a flush-wall fuel injection system and wall-based flameholding was used in this investigation and is shown in Figure 1 . The flowpath width was constant at 229 mm (9 in.) and the reference height at the combustor entrance was 42.3 mm (1.664 in.). Removable panels in the sidewalls enabled either optical access or conventional instrumentation. The combustor had several fuel injection sites on both body and cowl sidewalls (details of the sites used in this investigation are shown in Table 1 ). Each injection site had a dedicated fuel supply manifold that was equipped with pressure and temperature instrumentation. Flameholding was provided by a wall American Institute of Aeronautics and Astronautics 4 cavity and a rearward-facing step on the body side in addition to a rearward-facing step on the cowl side. The cavity had a depth of 21.6 mm (0.85 in.), a length (measured from the separation corner to the mid-ramp location) of 96.3 mm (3.79 in.), and a 22 deg. ramp angle. It spanned the central 178 mm (7 in.) of the combustor. The body-side step flameholder was 12.2 mm (0.48 in.) deep and was positioned at x/H = 16.1. The cowl-side step flameholder was 12.7 mm (0.50 in.) deep and was positioned at x/H = 16.8. The water-cooled flowpath had several access ports in the walls for optical diagnostics.
Interchangeable facility nozzles are used to generate appropriate supersonic flow conditions upstream of the combustor flowpath. In this investigation, a Mach 2.84 nozzle/distortion generator assembly was used to simulate Mach 5 -5.5 flight conditions. Prior to combustion experiments, a series of calibrations was performed using a water-cooled traversing pitot pressure/stagnation temperature probe and wall-based measurements. 15 The research combustor was installed as shown in Figure 2 .
The fuel control system was comprised of several devices designed to control both the total fuel flow rate and the distribution of fuel among the desired fuel injection sites. One of two Coriolis mass flow meters (Rheonik model RHM20 or RHM08, depending on the total fuel flow rate) was used to meter the supply of room-temperature fuel delivered to the combustor and to provide feedback to the primary control valve that maintained the desired overall equivalence ratio. The fuel then flowed into two fuel 
Facility Nozzle Distortion Generator Isolator / Combustor
American Institute of Aeronautics and Astronautics 5 manifolds, one supplying the body-side injectors and the other supplying the cowl-side injectors. A second control valve was used to regulate the fuel flow rate to the primary injection site (either B1 or B2). The remaining fuel was then routed to the secondary injection sites. Sonic nozzles were used to set the fuel distribution delivered to these injectors. All of the fuel injection sites were calibrated prior to combustion testing to determine discharge coefficients. This information was used in conjunction with the measured injector areas and measured fuel properties in the injector manifolds to determine the actual fuel distribution delivered to the combustor.
B. Instrumentation, Analyses, and Measurement Uncertainties
A CAMAC-based data acquisition and control system had 480 channels of analog input, 64 channels of digital I/O, and 40 channels of analog output. The CAMAC crates were connected to a Linux workstation via a fiber optic Grand-Interconnect interface for both control and data acquisition. A Pressure Systems Incorporated (PSI) 8400 pressure scanning system consisting of 400 channels with real-time display and data reduction was also used. The facility nozzle had 30 static pressure ports on its cowl wall. The distortion generator had 25 pressure taps on its cowl wall. The combustor had over 200 pressure taps instrumented on all four walls, including measurements at the combustor exit and in the base areas of each wall. A large array of thermocouples was used to monitor air, fuel, oxygen, cooling water, and hardware wall temperatures. The water temperatures, along with measured water flow rates, were used to compute the heat losses from the various components. In addition, all flows (air, fuels, water, and oxygen) were measured using orifice plates, turbine flow meters, Coriolis mass flow meters, or Venturi flow meters. Several video cameras provided remote visual monitoring of the tests.
An in-house code (QPERF) is used to calculate combustor performance. This code was validated against the industry-standard codes RJPA and GASL-1D. 16 QPERF solves the one-dimensional conservation equations shown in Eqs. 1-3 applied to the control volume shown in Figure 3 using the measurements of the reactant mass flow rates, load cell force, heat loss, base pressure, exit pressure, and ambient pressure.
Reactant enthalpies are determined from the measured reactant temperatures. There are four remaining unknowns: exit density (ρ 5 ), exit enthalpy (H 5 ), exit velocity (U 5 ), and mass fraction of frozen or unburned fuel (Y F ). Equation 2 then yields the relationship shown in Eq. 4 for U 5 .
Equation 4 is substituted into Eqs. 1 and 3 to yield ρ 5 and H 5 , respectively. A value for Y F is initially selected and fed into a chemical equilibrium package using the known exit pressure and total enthalpy (from Eq. 3) to yield the temperature and molecular weight of the mixture. Then the exit density is found from the equation of state (Eq. 5).
A Newton's iteration is used to vary Y F until the density from Eq. 5 matches that determined from Eq. (1) to within the prescribed convergence criteria. Once Y F is known, the equilibrium code is used to compute the exit total temperature. Repeating the equilibrium calculation and setting Y F to 1.0x10 -6 yields the ideal total temperature. The total temperature at the facility nozzle exit is found by performing another equilibrium calculation on the combustion heater flow assuming all of the combustion heater fuel is consumed. Finally, two measures of combustor efficiency are computed using either the mass fraction of frozen fuel (Eq. 6), or the combustor temperature rise (Eq. 7). In this paper, all combustion efficiency values are based on the mass fraction of frozen fuel. Control volume for QPERF analysis.
American Institute of Aeronautics and Astronautics
An extensive uncertainty analysis has recently been completed for the research facility. 17 Typical results from this analysis for several performance parameters are shown in Table 2 . All values in the table are presented as percent of reading.
C. Planar Laser-Induced Fluorescence of the Hydroxyl Radical (OH-PLIF)
OH-PLIF was used to obtain spatially and temporally resolved images of the reaction zone within the scramjet combustor. OH is an intermediate combustion species that serves as an indicator of high-temperature regions associated with the flame and the burnt gases. The OH-PLIF set-up is shown in Figure 4 . The second harmonic of a 10-Hz Spectra Physics GCR-170 Nd:YAG laser was used to pump a Lumonics Hyperdye dye laser. The resulting dye laser beam was then frequency doubled using in Inrad Autotracker III to produce ~10 mJ/pulse at 283.5 nm. The doubled 567-nm dye beam matched the wavelength for the Q 1 (8) transition of the A 2 Σ + ←X 2 Π (1,0) band of OH. The desired pump beam was separated from the fundamental dye beam by way of a prism-based harmonic separator. A small portion of the beam was directed over a reference flame and then to a fast photodiode by way of a fusedsilica flat to enable constant monitoring of laser tuning and pulse energy. The sheet was formed by first sending the beam through a -5-cm focal length plano-concave fused silica lens then through a 1-m focal length biconvex spherical fused silica lens; this telescope provided a well-expanded laser sheet that was reasonably uniform in irradiance over the entire combustor height. Limited optical access to the combustor resulted in sending the beam through the same window through which the camera viewed the fluorescence. The focusing lens and final turning mirror were located on a translation table as was the camera, enabling translation of the probe region; however, for these measurements the probe plane location was maintained at 5.7 cm downstream of the cowl-side step.
The camera was a Roper Scientific PI-Max intensified CCD camera (512×512 pixel array) with a Superblue photocathode; the pixels were binned 2×2 before readout so that the camera could achieve a 10 frame/s readout, thus matching the laser repetition rate. The intensifier was gated to 100 ns for each exposure; additionally the intensifier's micro-channel plate was gated to further reduce the strong flame emission. The Cerco 45-mm focal length, f/1.8 UV lens was placed on a Scheimpflug mount so that focus was maintained across the camera field of view. UG5 and WG305 Schott glass filters were placed on the lens to allow detection of the A-X (v′=1, v″=1) and (0,0) band fluorescence-where the v′=0 level is populated through vibrational energy transfer-while blocking laser scattering, (1,0) band fluorescence, and background flame luminosity. Due to the limited optical access, the camera was only able to view the half of the combustor closest to the window. An example OH-PLIF image with the respective geometry is shown in Figure 5 . A series of 200 images was taken for each fueling condition, after combustion had reached a steady state. The first 20 images of that sequence were taken with the laser shuttered off for background luminosity subtraction. The images were de-warped, i.e., corrected for perspective distortion, using a projective transformation after determining the field of view by imaging a grid of dots at the laser plane. 
D. Tunable Diode Laser-Based Absorption Spectroscopy
The line-of-sight temperature and water vapor concentration measurements are based on TDLAS using near-IR telecommunications lasers. Wavelength modulation spectroscopy with second harmonic detection (WMS-2f) is used because it offers increased resistance to noise over traditional direct absorption techniques. Improved WMS-2f models and normalization of the WMS-2f signal by the first harmonic (1f) signal enable calibration-free WMS measurements. 18, 19 In addition, 1f-normalization provides resistance to perturbations in laser transmission (window fouling, scattering, etc.). 20, 21 Gas temperature is determined by the ratio of 1f-normalized WMS-2f signals from two spectral features with different temperature-dependent absorption characteristics. Water vapor concentration is determined from the 1f-normalized WMS-2f signal in conjunction with the previously determined gas temperature. 18 Figure 6 shows a schematic of the TDLAS setup used for these measurements.
Two distributedfeedback (DFB) diode lasers with output wavelengths centered on different absorption features of water vapor are fiber-multiplexed and carried to the scramjet combustor exit via single mode optical fiber. The light is collimated with an aspheric lens and passed across the scramjet combustor exit. The light is then captured with a 9.9-mm diameter lens and focused into a 400-micron multimode fiber. A grating-based demultiplexer separates the light onto two 3-mm diameter InGaAs detectors. The data acquisition system has been configured to allow continuous data acquisition at 2.5 MHz for up to 5 hours. The detector signals are post-processed with a software lock-in amplifier to recover the WMS-1f and WMS-2f signals.
The TDLAS sensor utilizes the spectral feature at 1391.67 nm (7185.60 cm -1 ) with lower state energy 1045 cm -1 and the spectral feature at 1468.89 nm (6807.83 cm -1 ) with lower state energy 3219 cm -1 . The spectral parameters (line strength, H 2 O-, CO 2 -, air-broadening coefficients and temperature exponents), which describe the absorption characteristics of these features and are contained in the WMS models used to infer temperature and water concentration, were measured in the laboratory. The sensor was then validated against known temperatures from 600 K to 1515 K in a high-uniformity tube furnace and a uniform flat-flame burner (results of these experiments are shown in Figure 7 . The standard deviation of the temperature and H 2 O concentration measurements from the actual values were 4.2% and 2.7%, respectively.
The temperature measured by line-of-sight (LOS) laser absorption techniques is path-integrated in nature. For uniform temperature environments, the laser-measured temperature is identical to the gas temperature along the laser beam path. For non-uniform environments, the laser-measured temperature is similar to the path-average temperature, but as shown by Seitzman and Scully, 22 the LOS measurement is weighted by the temperature dependence of the probed spectral feature line strength and variation in the partial pressure of H 2 O along the path. For example, absorption features that are strongest at low temperature are more affected by cold nonuniformities along the beam path than absorption features that are strongest at high temperature. Therefore, using different absorption features to probe the same nonuniform path will yield different lasermeasured temperatures. 21, 22 This characteristic of absorption was utilized by Sanders et al. 23 and later by Liu et al. 24 to develop methods to extract non-uniform temperature profiles from LOS direct absorption measurements on up to 16 spectral features. In one method, the path is discretized into -n‖ unknown property -bins‖ (temperature, concentration, pressure, and/or path length), where n is equal to the number of probed spectral features. A matrix is built with the known spectral parameters and measured integrated absorbance values for each feature and solved for the unknown property bins. In a similar method, the multifeature absorption can be used to solve for up to n unknown characteristics (e.g. max or min temperature, boundary layer thickness, etc.) of a prescribed property profile based on CFD or theory. These techniques can become difficult in environments with complex nonuniformities or under situations of increased measurement noise. In addition, there is increased uncertainty when coupling these techniques with WMS because of the influence of spectral feature shape on WMS signals (which is avoided in the direct absorption measurements by using the integrated absorbance area of the spectral feature).
When multi-dimensional CFD solutions are available for comparison to LOS absorption measurements, the LOS path integration offers a different method to reduce the spatially-resolved CFD for direct comparison with the absorption measurements. In this method, which is shown schematically in Figure 8 , the expected WMS signals are calculated from the CFD result along the laser LOS. The simulated WMS signals for the CFD result and the measured WMS signals in the scramjet are analyzed to yield a CFD LOS temperature and a laser-measured temperature; this method provides the density and line strength weighting needed for accurate comparison of the laser measurements with the CFD simulations.
As illustrated in the left panel of Figure 8 , the temperature, pressure, H 2 O and CO 2 mole fractions are first extracted from the CFD calculations for each volume element along the laser LOS that is used in the actual American Institute of Aeronautics and Astronautics 9 experiment. The absorbance on the laser-probed transition is calculated in each volume element and summed to determine the path-integrated CFD-predicted absorbance. The WMS models 18 are used to simulate the CFDpredicted WMS-2f and -1f signals for both spectral features and the ratio of the predicted 1f-normalized WMS-2f signals is taken. Finally, both the predicted ratio and the actual measured ratio from the corresponding scramjet experiment are reduced to the predicted and laser-measured temperature.
E. Operating Conditions
Combustor inlet stagnation temperature was held fixed at T_VH = 1390 ± 5 K while the stagnation pressure or fuel composition was varied as shown in Table 3 . For each case shown in the table, the fuel-air equivalence ratio and the fuel distribution were also held constant ( = 0.70,  B2 = 0.30,  B6 =  C3 = 0.20). In each case listed, data from a single time slice were extracted from the nominally steady-state portion of the combustion test. These data were used to represent the performance and operability characteristics of each test case. In each case autoignition of the fuel was observed; no external aids (spark igniters, air throttles, or other means) were required to produce ignition or flame propagation in the combustor. Typically, combustion tests were run for more than 30 seconds to achieve steady-state conditions within the combustor. Occasionally, overheating of un-cooled portions of the combustor flowpath made it necessary to terminate the test before steady-state conditions were established. Figure 9 shows time-based data collected from Case 1. Pressure and temperature data are shown from both air and fuel streams. Steady operating conditions are established prior to the introduction of fuel to the combustor. Fuel injection begins approximately 10 sec. into the experiment, as indicated by the changes in injection manifold conditions. Fuel injection pressures reach steady levels approximately 30 sec. into the test. Mass flow rate and load cell force data are also shown from the same experiment. The sudden increase in load cell force near 10 sec. corresponds to ignition. Steady force levels are achieved approximately 30 sec. into the test. Fuel is turned off at approximately 42 sec. followed by combustor flame out.
III. Computational Approach and Tools
Simulations were performed using the CFD++ code, a general-purpose CFD tool developed by Metacomp Technologies. 25 CFD++ uses a finite-volume numerical framework, with multi-dimensional TVD schemes and Riemann solvers for accurate representation of supersonic flows. Multi-grid acceleration is available to provide a fast and accurate solution methodology for both steady and unsteady flows. Several one-, two-, and three-equation turbulence models are available for RANS calculations, along with large eddy simulation (LES) and hybrid RANS/LES options. Chemically reacting flows can be modeled with a general finite-rate kinetics model or a userspecified function for chemistry. The code supports both structured (quadrilateral and hexahedral) and unstructured (triangle, prism, and tetrahedral) grids. MPI is used to take advantage of modern parallel-processing computers. CFD++ has several types of Riemann solvers; the HLLC Riemann solver with Minmod flux limiting was used in the simulations described here. Turbulence was modeled with the two-equation cubic k- model, which has non-linear terms that account for normal-stress anisotropy, swirl, and streamline-curvature effects. At solid surfaces, an advanced two-layer wall function with the blended mode of equilibrium and non-equilibrium was employed to reduce grid requirements. The turbulent Schmidt (Sc t ) and Prandtl (Pr t ) numbers that control the modeled turbulent transport of mass and energy, respectively, were set to constant values. The value for Sc t was calibrated to be 0.6 based on the comparison with experimental pressure distributions and the value for Pr t was selected to be 0.9. Chemical kinetics were modeled using the reduced kinetic mechanism developed by Princeton University; it consists of 22 species and is based on the detailed mechanism of Wang and Laskin. 26 To accommodate the large grid sizes and the complex turbulence and combustion modeling, SGI Altix 4700 machines (96 parallel processors per simulation) at AFRL MSRC (a DoD High-Performance Computing Center) were utilized. For runs with combustion, ignition was achieved using a quasi-global ethylene reaction model and by reducing the activation energy by an order of magnitude. The reaction model was switched to the reduced kinetic mechanism once combustion became stable. For turbulent and reacting flows, mass balance is typically used as an indicator of solution convergence; all solutions were very steady and the mass-conservation errors across all boundaries were controlled below 0.1%. Except in the initial stage of the solution process, the CFL number was usually set to 5. To conserve CPU time, the initial solution of a typical simulation was normally chosen from the converged solution of a case with similar conditions. If a similar case was not available, a cold-flow solution without fuel injection (tare solution) was used as an initial solution.
Three-dimensional CFD data were reduced to equivalent one-dimensional results using the separated-flow averaging technique. This method uses two distortion terms and results in the preservation of mass, momentum, and energy flows along with the pressure force and kinetic energy flow while introducing little artificial entropy gain. In this method, the projected areas (A i ), mass flow (W), momentum flows (mom i ), total energy flow (E), pressure force in each direction (PA i ), and kinetic energy flow (KE) are determined by integrating the CFD solution. Species mass fractions are then determined from the ratio of each species flow to the total mass flow. The static pressure and enthalpy are found using Eqs. 8 and 9.
The density, temperature, and entropy are then determined using the equation of state that was used in the CFD solver. Next, the velocity components are found using Eq. 10.
Finally, the extra distortion terms are found using the expressions in Eq. 11.
Typically, the distortion terms remain near unity for non-separated flows. In these cases, the separated-flow averaging technique yields values that are very close to other averaging procedures. For separated flows like those encountered in shock trains and over cavity flameholders, the value of  a decreases to mimic the actual flow area.
The combustion efficiency at the combustor exit is computed based on static enthalpy change using Eq. 12, where the reference condition is at the isolator entrance and the ideal condition is determined from an equilibrium calculation using the static pressure and static enthalpy at the combustor exit station.
IV. Results and Discussion
Combustor pressure distributions are used to examine the general operational characteristics of the combustor while combustion efficiency is used to describe overall combustor performance. OH-PLIF imaging is used to study the instantaneous and average characteristics of the reaction zone at an axial location just downstream of the cowlside step flameholder. TDLAS provides quantitative measurements of temperature and water vapor concentration near the combustor exit plane. Each class of experimental results will be directly compared with results from corresponding computational simulations.
A. Combustor Operation and Performance
Pressure data reveal the location of the pre-combustion pressure rise, which accompanies dual-mode combustor operation, as well as the regions of high heat release (inferred from regions of locally high static pressures). Combustion efficiency is a global measure of the amount of fuel consumed (experimental) or enthalpy rise (computational) during the combustion process relative to an ideal condition where all fuel is consumed. Figure 10 presents pressure distributions from Case 1. Combustor static pressure data measured on all four walls of the flowpath are scaled using the combustor inlet mass flux (ρU) and the axial position is scaled by the combustor throat height (H). Flowpath lines and pressure measurements from tare conditions ( = 0) are included for reference. The computational results include data from the body, cowl, and sidewall centerlines as well as onedimensionally-averaged pressures through the combustor. Two regions of high pressure are apparent in the experimental data during combustion: one near the primary cavity flameholder and another downstream of the step flameholders. The combustor is operating in dual-mode as evidenced by the pre-combustion shock train positioned within the isolator portion of the flowpath (pressure rise begins near x/H = 4 for this case). The 1D CFD results closely reproduce the shock train position and the characteristics of the pressure distribution downstream of x/H = 16. However, the CFD results significantly underpredict the peak pressure associated with the primary flameholder. The experimental data from body, cowl, and sidewalls collapse very well in the isolator and cavity regions and show a monotonic increase in the downstream direction. The CFD results from the body and cowl walls exhibit evidence of shock wave interactions resulting in the oscillatory pressure distributions shown. The data from the sidewall, however, show a smooth rise in pressure similar to the experimental data. Figure 11 and Figure 12 show similar characteristics resulting from Cases 2 and 3, respectively. In both of these plots, only the 1D CFD results are included for clarity. These results closely capture the pre-combustion shock train position and the characteristics of the combustor flowfield downstream of the body-and cowl-side step flameholders observed in the experiments, while the peak pressure in the vicinity of the primary flameholder is underpredicted. Based on the similarity of the three sets of results, it can be concluded that variations in combustor inlet stagnation pressure or fuel selection have a small impact on the overall operation of the combustor for the range of variations considered in these experiments (see Table 3 ).
Several factors may influence the CFD results, especially in the region near the cavity flameholder where the flowfield is subject to unsteadiness. First, the RANS solution scheme is inherently limited in its ability to solve unsteady flow problems such as this. Second, turbulence modeling remains a source of uncertainty within RANS CFD codes. These models dictate the level of turbulent diffusion associated with fuel-air mixing and are often very problem-specific. The prediction of shock-boundary layer interactions is also strongly influenced by the turbulence model selection. Third, the wall heat transfer may have an influence on the ability to accurately predict the pressure rise near the cavity flameholder. For example, an adiabatic wall assumption will result in a different pressure and temperature near the flameholder than will an isothermal wall assumption. Finally, the kinetic model can have an influence in this part of the flowfield. Table 4 contains combustion efficiency results from both the experiments and the computational simulations. In each case, the computations predict 10-20% higher combustion efficiencies than those determined in the experiments. One contributor to this difference is associated with the different combustion efficiency definitions used (Equations 6 and 12, respectively). It is also possible that the CFD models overpredict heat release leading to higher temperature and water vapor concentration at the combustor exit. Figure 13 through Figure 15 show distributions of the OH radical, in a linear 8-bit gray scale, obtained from both experiment and computational simulation for Cases 1 -3, respectively. In both sets of results, the flow direction is out of the page with the combustor sidewall at the right hand side of the images. The experimental data show ensemble-averaged images obtained by averaging the 180 instantaneous images. Each experimental image has the same range of gray scales to allow objective comparison. Light regions indicate high concentrations of OH, while darker regions indicate reduced concentrations of OH. Hydroxyl on the right side of the image absorbs laser energy, thereby decreasing the signal on the left side. Also, the left side of the image is more strongly affected by fluorescence trapping. Two arbitrary contours are shown in the experimental data (same contour levels for each figure) to minimize subjectivity. A color scale is included with the computational data to indicate the OH concentration (blue regions contain essentially no OH while red regions contain the highest concentrations of OH). In Figure 13 , the experimental data reveal high concentrations of OH in the body/sidewall corner, along the sidewall, and in the cowl step flameholder regions. Generally, OH is present throughout the field of view, although two darker regions associated with the fuel-rich plumes of the B6 injectors can be observed near the body wall of the combustor. The computational result shows similar features, although there are some interesting differences as well. The importance of the body/sidewall corner, sidewall, and cowl step flameholder regions is clear from the CFD result. The region of high OH concentration near the sidewall is contained in a very thin layer at this condition (P_P0 = 1.72 MPa). Donbar, et al. 5 observed the sidewall OH region near the cavity flameholder to be very thin at high dynamic pressures and substantially broader at lower dynamic pressures. The fuel-rich plumes associated with the B6 injectors are also obvious in the CFD solution (blue regions near the body wall). The CFD result shows the OH region downstream of the cowl side step flameholder to be relatively uniform except for the influence of the C3 fuel injectors. Very low levels of OH are predicted in the core flow region compared with the experimental data, and the B6 fuel plumes appear to be pushed toward the combustor sidewall relative to the plumes observed in the experimental data. Also, the CFD shows much more OH than does the PLIF measurement in the region around the midpoint of the sidewall. Based on the comparison between the experimental and computational results, it appears that the CFD combustion model overpredicts the rate of OH recombination. This may be influenced by the turbulence modeling (through the rate of turbulent diffusion) and/or the combustion kinetic model.
B. OH Distributions
Results from Case 2 ( Figure 14) show many characteristics similar to those in Case 1. In this case, the dynamic pressure is lower (P_P0 = 1.30 MPa) but the fuel distribution, equivalence ratio, and fuel composition are unchanged. The computational results show broader regions of high OH concentration. For example, the CFD result near the sidewall shows a much larger region containing high levels of OH. As noted earlier, this result is in agreement with previous OH-PLIF imaging results. 5 CFD results are also shown from Case 3 in Figure 15 . The OH distribution is very similar in structure to the other two cases, although concentrations in the body and sidewall regions are somewhat lower. The cowl step flameholder region remains relatively uniform and the influence of the individual fuel injectors at the C3 station persists. 
C. Static Temperature and Water Vapor Concentration Profiles
A plane of data from the TDLAS measurement location (see Figure 1 ) was extracted from each CFD simulation. Using the analysis procedure described in Figure 8 , the 2D CFD data were reduced to provide static temperatures and water mole fractions for direct comparisons with the TDLAS measurements. The uncertainty associated with the comparison between the predicted and laser-measured temperature and water concentration is represented by uncertainty bars on the TDLAS results (shown in the following figures). The uncertainty bars are the compound result of the uncertainty in the spectral model, and the effects of potential variation in pressure and mole fraction between the CFD and actual values. They represent uncertainty levels of ±4.6% in the temperature measurements and ±5.3% in the concentration measurements. The QPERF results were used to determine 1D values of static temperature and water vapor mole fraction at the combustor exit plane. Although the physical location corresponding to the QPERF results is downstream of the TDLAS measurement location (refer to Figure 1) , these values are included to provide a reasonable bound for comparison purposes. The temperature data resulting from this analysis are expected to have lower values than those from the upstream TDLAS location because of supersonic flow acceleration in the diverging channel and heat loss through the cooled combustor walls. Figure 16 presents the three sets of results for both static temperature and water vapor concentration from Case 1. Shown in the plots for reference are the body and cowl wall locations. In this case, three measurement locations were examined in the core-flow region of the combustor. The static temperature measurements shown in Figure 16a agree closely (within about 4%) with the CFD predictions below the y = 40 mm location. Above this location, the measured temperature is about 20% lower than predicted. The 1D QPERF result is substantially lower than both the CFD and TDLAS results as expected. Figure 16b shows the water vapor concentrations obtained from the three methods. The CFD simulations predict higher levels of water vapor across the combustor height than the measured values. This is consistent with the combustion efficiency data presented in Table 4 that showed the CFD predicting higher levels of combustion than the experiment.
Nine vertical positions were examined with the diode laser measurement in Case 2. Figure 17 presents the temperature and concentration profiles from this case. The static temperature measurements and CFD results (Figure 17a ) reveal locally high temperature regions nearest the body and cowl walls and a relatively cool region in the core flow. As with the results from Case 1, excellent agreement between the numerical predictions and the measurements occurs in the core region of the combustor (between y = 0 and 50 mm) while in the near-wall regions, the CFD results predict higher static temperatures. The 1D static temperature from the combustor exit plane closely matches the measurements and CFD in the core region, but is lower than both data sets near the walls. Figure 17b presents the water vapor concentrations from Case 2. Both the CFD and the diode laser measurement indicate that the water concentration is non-uniform across the combustor height, where higher concentrations of water are found in the regions of high static temperature near the combustor walls. The measurements and CFD results reveal similar profiles, with the CFD again overpredicting the level of water present at the measurement location. Together, these trends in temperature and water concentration suggest A simple path-averaged temperature was also determined from the CFD result for Case 2 to compare with the results from the reduction algorithm described in Figure 8 . These results are shown in Figure 19 . In this case, the path-averaged temperature does not reflect the influence of the variations in the thermodynamic properties or species concentration along the line-of-sight on the temperature measured by laser absorption -it is purely a spatiallyaveraged temperature. It is immediately observed that both the path-averaged temperature and the temperature deduced using the TDLAS data reduction algorithm demonstrate the same non-uniform distribution across the combustor height at this flowfield station. The path-averaged temperature is slightly higher primarily because of the increased sensitivity of the laser measurement to the cooler regions in the flow. Based on this analysis, the temperature measurements obtained from the TDLAS sensor should reflect the trend of the path-averaged temperature. 
V. Summary
Laser-based measurements were successfully employed in a hydrocarbon-fueled supersonic combustor. Both planar (OH-PLIF) and line-of-sight (TDLAS) diagnostic techniques were performed. These measurements were combined with conventional instrumentation and CFD to obtain assessments of combustor operational and performance characteristics. In these experiments the combustor was fueled at a fixed fuel-air ratio and fuel distribution with both ethylene and a mixture of ethylene and methane. Combustor inlet conditions simulated flight at approximately Mach 5.5 at two dynamic pressures.
 Pressure distributions reveal two regions of elevated static pressure in the combustor. The first region is associated with combustion near the cavity flameholder. The second region occurs farther downstream and is caused by heat release in the step flameholder region. For the conditions in this study, the combustor operates in dual-mode with a pre-combustion shock train positioned in the isolator region of the flowpath. The computational simulations compare reasonably well with the experimental results except for an underprediction of the primary pressure peak.
 The CFD simulations predict higher levels of combustion efficiency than are measured. The combustion efficiency definitions are slightly different, which may account for some of the difference between the two sets of data. This topic is currently under further investigation.
 The experimental and computational OH distributions indicate the importance of the sidewall region in providing a flame propagation path from the body to the cowl side combustion zones. These distributions also show the effectiveness of the cowl-side step flameholder. The experimental results indicate that OH is generally more distributed throughout the flowfield than predicted by CFD. This observation suggests that the CFD models overpredict the conversion rate of OH to H 2 O which may be influenced by the turbulence and/or kinetic modeling. Such insights are generally not available from conventional instrumentation alone.
 A new approach has been developed for comparing line-of-sight absorption measurements with multidimensional CFD calculations based on analyzing the CFD results using the same algorithm as used in the TDLAS experiments. This approach incorporates the appropriate spectroscopic influences using the local thermodynamics from the CFD solution to produce -simulated absorption‖ signals from the multidimensional CFD results. These -simulated absorption‖ signals are then processed using the TDLAS data reduction algorithm to yield static temperature and water vapor concentration results for direct comparison with the experimental results.
 Analyzing the CFD results using the TDLAS methodology does not appear to introduce any confounding artifacts compared with simply using a path-averaged temperature. In other words, the temperature distributions obtained from the CFD results using TDLAS data reduction and path-averaging compare quite well, suggesting that the measurements reflect the actual path-averaged temperature.
 The TDLAS measurements reveal the body-to-cowl temperature and water concentration profiles. The distributions of these quantities at the measurement plane are non-uniform across the vertical dimension of the combustor. CFD and TDLAS temperature results compare closely in the core flow region of the combustor (within 5%) but show poorer agreement near the combustor walls. The measurements of water vapor concentration are lower than predicted by the CFD model at every position across the height of the 
