Approche bayésienne non paramétrique pour la factorisation de matrice binaire à faible rang avec loi de puissance by Todeschini, Adrien & Caron, Francois
HAL Id: hal-01157151
https://hal.inria.fr/hal-01157151v2
Submitted on 15 Jan 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Approche bayésienne non paramétrique pour la
factorisation de matrice binaire à faible rang avec loi de
puissance
Adrien Todeschini, Francois Caron
To cite this version:
Adrien Todeschini, Francois Caron. Approche bayésienne non paramétrique pour la factorisation de
matrice binaire à faible rang avec loi de puissance. 47èmes Journées de Statistique de la SFdS, Société
Française de Statistique, Jun 2015, Lille, France. ￿hal-01157151v2￿
Approche bayésienne non paramétrique pour la
factorisation de matrice binaire à faible rang
avec loi de puissance
Adrien Todeschini 1 & François Caron 2
1 INRIA - IMB - Univ. Bordeaux, 33405 Talence
Adrien.Todeschini@inria.fr
2 Dept. of Statistics, Univ. Oxford, OX1 3TG, Oxford UK
Francois.Caron@stats.ox.ac.uk
Résumé. Nous proposons un modèle bayésien non paramétrique (BNP) à faible rang
pour les graphes bipartis. Récemment, Caron (2012) a proposé un modèle BNP où chaque
élément possède son propre paramètre de sociabilité permettant de capturer le compor-
tement en loi de puissance observé dans les graphes bipartis réels. Ce modèle peut être
considéré comme une factorisation non négative de rang un de la matrice d’adjacence. En
nous appuyant sur les mesures composées aléatoires récemment introduites par Griffin et
Leisen (2014), nous dérivons une généralisation de rang p de ce modèle où chaque élément
est à présent associé à un vecteur p-dimensionnel de paramètres de sociabilité représen-
tant plusieurs dimensions latentes. Tout en préservant les propriétés désirées d’interpré-
tabilité, de passage à l’échelle et de comportement en loi de puissance, notre modèle est
plus flexible et offre de meilleures performances prédictives comme illustré sur plusieurs
jeux de données.
Mots-clés. méthodes bayésiennes non paramétriques, factorisation de rang faible,
MCMC, matrices binaires, graphes bipartis, filtrage collaboratif
Abstract. We introduce a low-rank Bayesian nonparametric (BNP) model for bipar-
tite graphs. Recently, Caron (2012) proposed a BNP model where each node is given its
own sociability parameter allowing to capture the power-law behavior of real world bi-
partite graphs. This model can be considered as a rank one nonnegative factorization of
the adjacency matrix. Building on the compound random measures recently introduced
by Griffin and Leisen (2014), we derive a rank p generalization of this model where each
node is associated with a p-dimensional vector of sociability parameters accounting for
several latent dimensions. While preserving the desired properties of interpretability, sca-
lability and power-law behavior, our model is more flexible and provides better predictive
performance as illustrated on several datasets.
Keywords. Bayesian nonparametrics, low-rank factorization, MCMC, binary ma-
trices, bipartite graphs, collaborative filtering
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1 Introduction
Nous nous intéressons aux réseaux bipartis, aussi appelés réseaux d’affiliation ou de
collaboration. Dans ce type de réseaux, les éléments sont divisés en deux types A et B, et
seules les connexions entre les éléments de types différents sont autorisées. Des exemples de
ce genre peuvent être des acteurs de cinéma jouant dans le même film, des scientifiques co-
auteurs d’un article, des internautes postant un message sur le même forum, des personnes
qui lisent le même livre ou écoutent la même chanson, etc. Nous reprenons ici l’analogie
utilisée par Caron (2012), i.e. les éléments de type A sont appelés lecteurs et les éléments
de type B sont appelés livres.
Les méthodes bayésiennes non paramétriques (BNP) offrent une façon très élégante
et utile de modéliser les relations entre deux types d’entités. Il est en effet raisonnable de
considérer que l’ensemble des livres disponibles {θj} n’est pas fixé à l’avance, mais qu’il
peut augmenter à mesure que de nouveaux lecteurs sont ajoutés, sa taille étant potentiel-
lement infinie. Par ailleurs, les modèles BNP permettent de capturer les propriétés en loi
de puissance de telles données.





où zij = 1 si le lecteur i a lu le livre θj, 0 sinon. La collection de mesures binaires
(Z1, ..., Zn) définit l’ensemble des relations entre les lecteurs et les livres.
Généralisant l’extension du processus du buffet indien (IBP) (Griffiths et Ghahramani,
2005, 2011) appelée IBP stable (Teh et Görür, 2009), Caron (2012) propose le modèle
zij|γi, wj ∼ Ber (1− exp(−γiwj))
où les (wj, θj), wj > 0 sont issus d’une mesure complètement aléatoire (CRM, voir section
2) et où chaque lecteur possède son propre paramètre d’intérêt pour la lecture γi > 0.
Ce modèle plus flexible permet une distribution des degrés des lecteurs non Poisson-
nienne, tout en conservant les propriétés de conjugaison et un processus génératif similaire
à l’IBP (stable). Cependant, ce modèle est limité à une approximation de rang 1 de la
collection (Z1, ..., Zn) : chaque lecteur n’a qu’un seul paramètre qui régle la quantité de
livres qu’il lira et chaque livre ne possède qu’un seul paramètre qui règle sa popularité.
2 Mesures complètement aléatoires
Les CRMs (Kingman, 1967, 1993) sont des outils standards pour la construction de
modèles BNP. Une CRM est une mesure aléatoire G telle que pour toute collection de
sous-ensembles disjoints A1, ..., An d’un espace mesurable Θ, les masses aléatoires des sous-
ensembles G(A1), ..., G(An) sont indépendantes. On considère ici les CRMs constituées
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La loi de G peut être caractérisée par un processus de Poisson sur l’ensemble des points





∞. On considère ici que la mesure de Lévy s’écrit ν(dw, dθ) = ρ(dw)H(dθ) où H est une
distribution à densité. Cela implique que les localisations sont indépendantes des masses
et sont i.i.d. selon H, tandis que les masses sont issues d’un processus de Poisson sur R+
avec pour mesure de Lévy ρ.
On s’intéresse au cas où ρ est la mesure de Lévy associée au processus de gamma
généralisé (GGP) (Brix, 1999) pour sa flexibilité, son interprétabilité et ses propriétés de
conjugaison
ρ(dw) = αΓ(1− σ)w
−1−σ exp(−wτ)dw
où α > 0, σ < 1 et τ ≥ 0. Dans le cas où σ ∈ (0, 1), la CRM est à activité infinie, i.e.´∞
0 ρ(dw) =∞, et le modèle présente un comportement en loi de puissance.
3 Modèle statistique
Nous généralisons le modèle de rang 1 de Caron (2012) à un modèle de rang p : on
suppose à présent l’existence de p features latentes et qu’un lecteur choisira un livre si ses
intérêts pour certaines features correspondent à la popularité du livre dans ces features.
Plus formellement le modèle est défini par









où γik > 0 représente l’intérêt du lecteur i pour la feature k, et wjk > 0 est la
pertinence du livre j dans la feature k. Cette représentation peut être considérée comme
une factorisation non négative de rang p de la collection (Z1, ..., Zn) capable de capturer
des dépendances plus complexes dans les données. On suppose que les poids (wjk) sont
issus du vecteur de CRMs (W1, ...,Wp) que nous modélisons par une extension mutivariée
des CRMs appelée CRM composée (CCRM), introduite par Griffin et Leisen (2014).
On montre que ce modèle possède un comportement en loi de puissance sur le nombre
J de livres ayant au moins un lecteur et sur la distribution des degrés des livres.
4 Inférence
Par l’introduction d’un jeu de variables latentes convenablement choisi, on montre
que la vraisemblance complète prend une forme très avantageuse pour la conjugaison
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des lois a priori considérées permettant de dériver un algorithme de Gibbs efficace pour
échantillonner selon la loi a posteriori. Nous complétons le modèle en supposant un a priori
vague sur les hyper-paramètres qui sont mis à jour par une étape de Métropolis-Hastings.
Lorsque les données sont grandes, la complexité d’une itération de l’algorithme est
en O
(
[n+ J ]× p+∑i,j zij). Néanmoins les variables de grande dimension peuvent être
échantillonnées indépendemment en parallèle et seuls les hyper-paramètres de faible di-
mension ont une étape d’acceptation rejet.
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