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Abstract
In this paper we discuss the dynamics of conformal field theories on anti-de Sitter
space, focussing on the special case of the N = 4 supersymmetric Yang-Mills theory
on AdS4. We argue that the choice of boundary conditions, in particular for the
gauge field, has a large effect on the dynamics. For example, for weak coupling, one
of two natural choices of boundary conditions for the gauge field leads to a large
N deconfinement phase transition as a function of the temperature, while the other
does not. For boundary conditions that preserve supersymmetry, the strong coupling
dynamics can be analyzed using S-duality (relevant for gYM  1), utilizing results
of Gaiotto and Witten, as well as by using the AdS/CFT correspondence (relevant
for large N and large ’t Hooft coupling). We argue that some very specific choices
of boundary conditions lead to a simple dual gravitational description for this theory,
while for most choices the gravitational dual is not known. In the cases where the
gravitational dual is known, we discuss the phase structure at large ’t Hooft coupling.
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1 Introduction and summary of results
Quantum fields in curved spacetime have been the source of many interesting surprises and
useful theoretical insight. Many investigations of quantum dynamics in curved backgrounds
have focussed on fields in spacetimes with non-trivial causal structure, such as black holes
or cosmological backgrounds. Nevertheless, it is also interesting to consider fields in causally
trivial backgrounds, with the hope of gaining not only some insights into the response of
the field theory to background curvature, but also to ascertain the non-trivial constraints
imposed by the background on the quantum dynamics.
In this paper, we focus on an important example of this type, the dynamics of conformally
invariant quantum field theories (CFTs) on global Anti de Sitter (AdS) spacetime. The
interest in this background is manifold. For one, AdS is a conformally flat geometry and is
a maximally symmetric spacetime. Recall that in d dimensions, AdSd has as its isometry
group SO(d−1, 2). This isometry algebra is as large as the Poincare´ algebra, and this makes
AdS a natural arena for investigating the behaviour of d-dimensional CFTs; the latter have
a global SO(d, 2) symmetry which includes the AdS isometries. The AdS geometry is not
globally hyperbolic, and in fact has a time-like future null infinity I +. This implies that one
has to prescribe boundary conditions in order to completely specify any dynamical system on
this background, be it classical or quantum. In particular, this fact allows one to investigate
in a covariant manner the effect of boundary conditions on the dynamics of CFTs.
In fact, in the early days of supergravity it was realized that there are interesting boundary
conditions that can play a role in the dynamics of fields in AdS spacetime [1]. The interest
in those days was in understanding gauged supergravity theories; our main consideration is
for quantum dynamics of CFTs on a fixed (non-dynamical) AdS background. It was also
realized in [2] that the AdS spacetime provides a geometric and uniquely symmetric (by
virtue of its maximal symmetry) infra-red cut-off which makes it useful to study dynamics
of field theories which require an infra-red regulator. The discussion of [2] was incomplete
in that it did not account for the most general set of boundary conditions available, which
as we shall see play a rather crucial role in the dynamics. Of particular interest to us will be
the dynamics of strongly coupled conformal gauge theories in AdS backgrounds. This has
two important physical applications, which we now describe.
Let us first consider the case where we have a strongly coupled CFT on AdSd whose
dynamics we understand, and then turn on the gravitational interaction weakly. It is a well
known fact that any consistent gravitational theory on AdS spacetime has a dual holographic
avatar from the AdS/CFT correspondence. Specifically, if it can be embedded into a con-
sistent background, the dynamics of weak gravity together with the strongly coupled CFT
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on the AdSd background, can be described by a dual CFTd−1 which lives on a space isomor-
phic to the boundary of AdSd. Usually in the context of the AdS/CFT correspondence, the
couplings of the matter (CFTd) degrees of freedom are commensurate with the gravitational
coupling. There is however no reason not to have a hierarchical separation of the couplings,
and the models we focus on correspond to the extreme limit where gravitational interactions
have been switched off (which is always a consistent setup in itself). Understanding the
dual field theory as we slowly turn on the gravitational interaction can provide interesting
insights into the AdS/CFT correspondence and into the dynamics of field theories in AdS.
On the other hand, one can start with a d-dimensional conformal field theory which
is known to have a holographic dual in terms of gravity in a higher dimensional AdSd+1
spacetime. Consider for instance the well known duality between N = 4 Supersymmetric
Yang-Mills (SYM) in four dimensions and type IIB string theory on AdS5 × S5. One can
consider the dynamics of N = 4 SYM on any background geometry; in particular AdS4
is an appropriate (and for reasons mentioned earlier a particularly interesting) candidate.
To understand the holographic dual of N = 4 SYM on AdS4 one would need to construct
asymptotically locally AdS5× S5 geometries whose boundary is AdS4. While a class of such
geometries is easy to construct, using the fact that AdS5 can be written in an AdS4 foliation,
it turns out that the precise answer is much more subtle than naively anticipated.
To appreciate the subtlety let us return to the issue of boundary conditions to which we
have previously alluded. If there was a unique choice of boundary conditions for the N = 4
SYM fields on AdS4, then one would indeed be tempted to look for “the holographic dual”
of this system in terms of the aforementioned AdS4 foliations of AdS5. However, the choice
of available boundary conditions is quite rich and large, and different boundary conditions
lead to different theories and different gravitational duals, lending this system much of its
intricacy. It therefore behooves us to understand both the choices of available boundary
conditions and their implications for the dynamics of the system.
The richness accorded by the boundary conditions can be understood by recalling that
for scalar fields in AdSd in a certain mass range, close to the Breitenlohner-Freedman bound,
one is allowed two distinct choices of local boundary conditions that are linear in the field
and consistent with the AdS symmetries. In the AdS/CFT context, these two choices lead
to different dual conformal field theories. This fact was already appreciated in the seminal
work of Breitenlohner and Freedman [1], and was clarified in the AdS/CFT context in [3].
In fact, it turns out that one can also pick from a choice of boundary conditions for massless
vector fields in AdS4 [1]; this was used to understand the S-duality transformation properties
of Abelian gauge fields in AdS4 in [4]. A more comprehensive discussion was subsequently
provided in [5], based on the linearized analysis of [6]. Since almost all known conformal
theories in four spacetime dimensions are gauge theories, these general boundary conditions
are of relevance in the study of interacting CFTs on AdS4 backgrounds.
Focussing on gauge theories in four dimensions, it transpires that one can impose at
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least two distinct boundary conditions which we call Dirichlet/standard/electric or Neu-
mann/modified/magnetic, respectively [1]. For the Dirichlet choice, one fixes the boundary
value of the gauge field, while with the Neumann boundary condition, it is the normal com-
ponent of the field strength to the boundary that gets fixed. For an Abelian gauge theory
in AdS these two boundary conditions are S-dual [4]. However, for non-Abelian theories,
despite this innocuous sounding distinction, these two boundary conditions operate quite
differently. A crucial difference between the two choices is that with the Dirichlet boundary
conditions, one is allowed to consider electrically charged states in the AdS geometry; the
flux lines from the charge simply go off to the boundary. However, with the Neumann bound-
ary conditions, one has a Gauss’ law constraint operating on the charged states; electrically
charged states are forbidden, and instead one is allowed magnetically charged states.
A key point is that in perturbation theory, one usually has light electric states, but heavy
magnetic states. This implies that for weakly coupled field theories, one should expect to see
only a few light degrees of freedom for Neumann boundary conditions. For weakly coupled
field theories with large gauge groups, the distinction between the two boundary conditions
is thus quite striking: for the Dirichlet boundary conditions one has O(dim(g)) light states
for a gauge theory with gauge group G,1 while the Neumann boundary conditions only allow
O(1) light states.
If the Dirichlet and Neumann boundary conditions were to be exchanged under S-duality,
as in the Abelian theory, then one would have an interesting scenario. For, starting with
the Dirichlet boundary conditions for the gauge theory, with dim(g)  1, one would have
a large number of electric states, which under the S-duality map would morph into a few
magnetic states due to the Neumann boundary condition. Of course, this statement involves
an unjustified extrapolation from weak coupling to strong coupling, and it is also suspicious
since a pure gauge theory does not have S-duality; one would need to consider a gauge
theory with additional matter degrees of freedom, such as for instance the N = 4 SYM,
which does exhibit S-duality. In this case one has to worry about the boundary conditions
on the matter fields as well, in order to make any statements about S-duality and exchange
of boundary conditions. In any case, as we shall review below, the Dirichlet and Neumann
boundary condition are not S-dual in non-Abelian gauge theories, thereby providing a simple
resolution to the disparity in the low energy spectrum.
Before getting to the issue of the S-duals of various boundary conditions, it is also worth-
while to pause to ask whether one can use the holographic gauge/gravity correspondence to
study field theories on AdSd backgrounds. For superconformal field theories such as N = 4
SYM, the answer must clearly be yes, since we know that the theory on R3,1 or on R× S3
does indeed have a holographic dual in terms of type IIB string theory on AdS5 × S5. In
general one can consider the CFT on any curved manifold B4, which then requires that the
1Lie groups will be denoted with upper-case Latin alphabet, G, H etc., and the corresponding Lie algebra
in lower-case gothic font, g, h etc..
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bulk spacetime includes an asymptotically locally AdS geometry M5 whose boundary is in
the same conformal class as B4. The simplest such geometries which one can write down are
AdS4 foliations of AdS5 (used for instance in the brane-world context in [7], see Figure 1).
2
There is however an interesting puzzle associated with the Dirichlet boundary conditions
for large N gauge theories from the gravity viewpoint. We know that the free theory with
Dirichlet boundary conditions has a large number of light excitations, since the electrically
charged adjoint fields of G are admissible operators for these boundary conditions. If these
states remained light as we increased the ’t Hooft coupling constant of the theory, then one
expects that the holographic dual of N = 4 SYM at strong coupling will correspond to a
geometry with O(dim(g)) states. Note that these states should live in all of AdS and not just
in the interior as in black hole backgrounds; for instance, with these boundary conditions
the group G is a global symmetry, and there should be dim(g) gauge fields in the bulk whose
boundary conditions determine the sources for the global symmetry currents. In the large
N limit this bulk gauge group is strongly coupled (at least in the limit of large gsN where
one expects the holographic dual to be under control), so it seems unlikely that any weakly
coupled description of the bulk physics exists for these boundary conditions (unless there is
some phase transition at a finite value of the ’t Hooft coupling in which almost all the light
states disappear); the naive holographic dual mentioned above cannot be valid.
It turns out that in order to understand the strongly coupled theory in light of both the
issues with S-duality and the puzzles associated with the holographic description, one has to
go back to the drawing board and carefully disentangle the way the boundary conditions are
imposed. For a theory like N = 4 SYM one has a large number of boundary conditions that
can be imposed on the boundary of AdS4, and not all of them are expected to be tractable.
We need to identify those that can be followed from weak to strong coupling, using either
the electromagnetic S-duality of the theory or holographic methods. The class of boundary
conditions which best lend themselves to such an analysis are the supersymmetric boundary
conditions preserving sixteen supercharges. It turns out that there is a vast number of such
boundary conditions. Fortunately, these have been discussed in detail for a closely related
problem by Gaiotto and Witten [9], who have also described the role of S-duality for these
same boundary conditions in [10]. The analysis in [9, 10] was for the field theory on the
half-space R2,1 ×R+, which can be realized by D3-branes ending on other branes, but this
geometry is conformal to AdS4; we will exploit this feature to port the results of [9, 10] to
the situation at hand. As we will discuss, the choice of a boundary condition for the theory
on the half-space maps to a choice of supersymmetric vacuum for the theory on AdS4.
One main feature of the supersymmetric boundary conditions for N = 4 SYM on AdS4
with G = SU(N) is that the simplest Dirichlet and Neumann boundary conditions are no
2To be specific, as we discuss below, one would need to take an appropriate quotient of these geometries
to obtain a single copy of the AdS4 spacetime on the boundary. Without such a quotient, these spacetimes
are more relevant for the transparent boundary conditions on the double-AdS4 boundary, as discussed in [8].
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longer S-dual to each other [9, 10]. In fact, the S-dual of the simplest Neumann boundary
condition does involve a Dirichlet-type boundary condition, but it is one in which the gauge
group G turns out to be broken completely. This is easy to understand in the D-brane
language: the Neumann boundary conditions may be realized by requiring N D3-branes to
end on a single NS5-brane (which cannot accept fundamental string charge, and so forces the
total electric charge on the D3-branes to vanish). Thus, the S-dual involves D3-branes ending
on a single D5-brane. But since the world-volume flux on a single D5-brane is Abelian, it
is not possible for a non-Abelian configuration of D3-branes to end on a single D5-brane.
Rather, one must ‘Higgs’ the D3-brane world-volume theory appropriately so that its gauge
group is completely broken. These boundary conditions are obtained by prescribing a class of
allowed singularities for the scalars of N = 4 SYM on the boundary of the half-space, which
break the gauge symmetry, and via a conformal transformation lead to vacuum expectation
values (VEVs) for the scalars on AdS4, and thus to masses (and modified conformal weights)
for the corresponding gauge fields in AdS4.
The simplest Dirichlet boundary condition for N = 4 SYM with G = SU(N) (that does
not break the gauge symmetry) actually arises from N D3-branes ending on a commensurate
number of D5-branes. Its S-dual, corresponding to N D3-branes ending on N NS5-branes,
has a non-trivial 2 + 1 dimensional CFT living on the boundary, coupled to the dynamics
of the N = 4 SYM degrees of freedom via the boundary conditions. In this case the theory
on AdS4 has an SU(N) global symmetry, implying that a potential gravitational dual must
include SU(N) gauge fields, so as mentioned above it cannot be described by a background
with a fixed spectrum in the large N limit, and it seems that due to the large number of fields
the dual is not weakly coupled (at least near the boundary). Note that even the Neumann
boundary condition described above presents a challenge for finding a gravitational dual,
since it requires understanding the near-horizon geometry of N D3-branes ending on a single
NS5-brane, which is a challenging proposition; however, in this case it is possible that a
smooth gravitational dual could exist (though it is not yet known).
This raises the question of whether we can construct any examples of boundary conditions
for N = 4 SYM on AdS4 which can be usefully analyzed at large ’t Hooft coupling using
holographic techniques. To this end we investigate a more general class of boundary con-
ditions described in [9, 10], involving orientifold/orbifold fixed planes. We argue that there
are specific classes of such examples, whose string theory dual involves O5-planes or orbifold
loci whose world-volumes are AdS4 × S2 ⊂ AdS5 × S5 in type IIB string theory. With these
more general boundary conditions one breaks the gauge group G down to a subgroup H,
with Neumann boundary conditions imposed on H-valued gauge fields (and Dirichlet on the
others). For sufficiently large H ⊂ G the theory has only a few light excitations. For such
boundary conditions we find holographic duals which are weakly curved Z2 quotients of type
IIB string theory on AdS5 × S5 (for G = SU(N)), and the S-duals have similar properties.
The outline of this paper is as follows. We begin in §2 with a brief summary of the
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boundary conditions allowed for free quantum fields in AdSd. Since our primary focus is on
four dimensional gauge theories, we describe the basic issues involved in the choice of bound-
ary conditions for massless vector fields in §3, which then sets the stage for our analysis of
free N = 4 SYM on AdS4 in §4. In particular, we compute the spectrum and the finite
temperature partition sums of the free theory on AdS4 with different choices of boundary
conditions. One physical result we derive is that the free theory with Neumann boundary
conditions undergoes a large N Hagedorn transition on AdS4. The precise numerical value
for the critical temperature depends on the choice of boundary conditions for the scalar
fields, but it is clearly set by the AdS4 length scale, `4. In §5 we take preliminary steps
to understanding the strongly coupled theory; we are quickly led to a more comprehensive
discussion of the boundary conditions, and this we undertake in §6. The simplest class of
supersymmetric boundary conditions will turn out to be hard to understand holographically.
As a result, in §7 we will describe the supersymmetric boundary conditions involving quo-
tients, some of which turn out to admit holographic duals which we can use to address the
strong coupling phase structure of the theory. We end in §8 with a discussion of open issues.
Two appendices contain some technical details.
2 Free quantum fields on AdSd
Let us begin with a consideration of free quantum fields in AdSd. A well known fact about
AdS spacetimes is that they possess a time-like future null infinity I +, which implies that
these spacetimes are not globally hyperbolic. This means that to have a well-posed Cauchy
problem one needs to prescribe sensible boundary conditions on the time-like boundary,
which for global AdSd spacetimes is the Einstein Static Universe, ESUd−1 ≡ R× Sd−2.
From early investigations on the subject [1] it was clear that one can have non-trivial
choices of boundary conditions to impose. We will first recall some of the basic facts regarding
such boundary conditions for fields up to spin 1, since we will be primarily interested in
quantum fields without gravity in asymptotically AdSd backgrounds. See [6, 11, 12] for a
discussion of higher spins. To describe the boundary conditions it is useful to fix a metric
on the spacetime. We find it convenient to work with global coordinates on AdSd:
ds2 = −(1 + r
2
`2d
) dt2 +
dr2
1 + r
2
`2d
+ r2 dΩ2d−2 . (2.1)
In these coordinates the conformal boundary ESUd−1 of AdSd is obtained as r →∞. We will
often use intuition from the AdS/CFT correspondence and discuss the interpretation of our
boundary conditions from the point of view of a hypothetical dual CFT living on ESUd−1; 3
3When gravity in AdSd is non-dynamical, we do not expect to have a holographic dual in terms of a
CFTd−1. Formally one can still view the spectral data of fields in AdSd in terms of representations of the
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independently of this, in certain cases the boundary conditions will lead to having physical
degrees of freedom located on the boundary ESUd−1.
Another useful fact to keep in mind is that AdSd itself, being conformally flat, can be
mapped into a space conformal to ESUd via a simple coordinate change r = `d cot(θ), which
leads to the metric
ds2 =
1
sin2(θ)
[−dt2 + `2d (dθ2 + cos2(θ) dΩ2d−2)] , (2.2)
where now the boundary is located at θ = 0. It is important to note that ESUd itself is
a double-cover of AdSd; the two copies of the AdSd, −pi/2 < θ < 0 and 0 < θ < pi/2, are
joined across their boundaries, which sit at the equator θ = 0 of the ESUd.
Let us review the local linear boundary conditions that are admissible for fields of spin
s ≤ 1, and which are invariant under SO(d−1, 2). Details of how these boundary conditions
arise are compiled in Appendix A for completeness.
Scalars (s = 0): For scalar fields of mass m, with a conformal coupling to the background
curvature, the allowed boundary conditions depend on the effective mass m2eff = m
2 + m2c ,
where we define the conformal mass m2c = −d(d−2)4 `2d . The two independent solutions to the
scalar field wave equation behaves at large r as
φ(r, x)→ A(x) r−∆− +B(x) r−∆+ , x = {t,Ωd−2} (2.3)
with
∆± =
d− 1
2
±
√
(d− 1)2
4
+m2eff `
2
d . (2.4)
In the range m2BF ≤ m2eff ≤ m2BF + `−2d , with m2BF = − (d−1)
2
4 `2d
being the Breitenlohner-
Freedman bound, one is allowed two possible choices [1, 3]. The scalar field can be taken to
correspond to an operator of dimension either ∆± in the hypothetical dual CFTd−1. With
the ∆+ (∆−) choice, A(x) (B(x)) is fixed as a boundary condition, and thus is treated as the
source for the corresponding dual CFT operator. For m2eff > m
2
BF + `
−2
d only the ∆+ mode
is normalizable, and correspondingly one treats A(x) as the source and B(x) as the vacuum
expectation value of the scalar operator in the dual theory.
Vectors (s = 1): The allowed boundary conditions for gauge fields are more intricate and
depend on the dimension d. Of particular interest to us is the case d = 4. From the analyses
of [1, 4, 13, 6, 5] it follows that one can impose at least two distinct boundary conditions
for the gauge field. We will call these two boundary conditions Dirichlet/standard/electric
isometry group SO(d− 1, 2), which is the conformal group for a (d− 1)-dimensional CFT. In some cases it
may be possible to really have a physical dual conformal field theory, if the quantum field theory on AdS
space can be part of a consistent theory of quantum gravity, but we will not discuss this possibility here.
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or Neumann/modified/magnetic boundary conditions. These two boundary conditions can
be characterized in terms of the fall-off conditions of the gauge field. In the gauge Ar = 0 in
AdS4, the Maxwell equations have as their general solution near the boundary
Aµ(r, x)
r→∞−−−→ aµ(x) + bµ(x)
r
, x = {t,Ω2}, (2.5)
for any functions aµ(x) and bµ(x). The two cases are:
• Dirichlet (standard): Here we fix the boundary value of the gauge field, i.e., we hold
aµ(x) fixed on ESU3. With these boundary conditions one is allowed electrically
charged states in the AdSd geometry since flux lines can extend to the boundary,
and constant gauge transformations act on the theory as a global symmetry. As is fa-
miliar from AdS/CFT, aµ(x) acts as a source for the conserved current operator J
µ(x)
of dimension d− 2 on the ESUd−1.
• Neumann (modified): For these boundary conditions one holds bµ(x) fixed, while al-
lowing aµ(x) to fluctuate. These boundary conditions can be realized by starting with
the Dirichlet boundary conditions and integrating over all aµ(x). With these bound-
ary conditions one has a Gauss’ law constraint in the theory; in fact, for bµ = 0, the
equation of motion of aµ says that the associated current on ESU3 vanishes at every
point, 〈Jµ(x)〉 = 0.
More general boundary conditions involving functional relations between aµ(x) and bµ(x)
are also allowed; we refer the reader to [4, 5] for a detailed account of these possibilities.
In all higher dimensions4 d > 4, the only simple allowed boundary condition is to fix the
analog of aµ on the boundary.
Fermions (s = 1
2
): For fermionic fields satisfying the Dirac equation with mass m, the
boundary conditions again depend on m [14, 15, 16, 17]. A spinor in AdSd corresponds
to a fermionic operator of dimension ∆± = d−12 ± |m`d| in the dual CFT. In the range
0 ≤ m`d < 12 both of the ∆± modes are normalizable, while for m`d ≥ 12 only the ∆+ mode
is normalizable.
Further details on how these boundary conditions are arrived at and what they imply for
the spectrum of the theory on AdSd can be found in Appendix A.
4For d = 3, so long as the kinetic term is of pure Maxwell type, one must in fact fix bµ on the boundary.
This is not familiar from AdS/CFT. In the AdS/CFT context, the action for the AdS3 gauge fields generally
contains Chern-Simons terms, which turn out to significantly affect the allowed boundary conditions.
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3 Four dimensional gauge theories on AdS4
From the discussion of boundary conditions of free fields in §2 it is clear that there is a wide
variety of choices consistent with the SO(d−1, 2) isometry group of AdSd. For our purposes
the most interesting examples to consider are four dimensional gauge theories, which we now
explore in some detail.
As we describe in Appendix A.2, from the analysis of [6] it follows that the gauge-invariant
information in the Maxwell equations can be summarized in terms of the dynamics of effective
scalar fields. In AdS4 the spectral content of the theory is (almost) identical to that of two
conformally coupled scalar fields; we used this to identify the possible boundary conditions
for the gauge fields, which we called Dirichlet (standard) and Neumann (modified). In fact,
for Maxwell electrodynamics on AdS4, these boundary conditions are exchanged under the
classical SL(2,Z) electric-magnetic duality of the bulk gauge theory [4].
To see the distinction between the two boundary conditions, recall that the standard
boundary condition (Dirichlet) on a gauge field Aµ in AdS4 involves fixing its boundary value
A∂µ = aµ on the conformal boundary (the ESU3). The path integral with these boundary
conditions is interpreted in the AdS/CFT context as providing a generating functional for
the global current correlators in the dual CFT3. In other words the boundary values of
the gauge field couple to the conserved current Jµ living on ESU3, and one is computing
correlation functions in this hypothetical dual theory perturbed by a coupling
∫
d3x aµ J
µ.
The one-point function of this current is related to the sub-leading behaviour of Aµ near the
boundary. Note that if one wants to switch off the sources for the currents, all one needs to
do is demand that aµ = 0, which can be phrased gauge-invariantly as demanding that the
boundary components of the field strength vanish, Fµν |ESU3= 0.
With this choice the gauge field near the boundary is not a fluctuating degree of freedom,
and in particular, as is clear from above, one is allowed to consider states charged under the
gauge field – there is no Gauss’ law constraint arising from the boundary conditions. These
charged states in the bulk correspond to states carrying a global symmetry charge in the
putative dual CFT on ESU3. These are familiar in the AdS/CFT context, and are frequently
used in studies of charged black holes which model finite density states of the field theory.
The modified boundary condition (Neumann), on the other hand, fixes the sub-leading
term in the expansion of Aµ near the boundary. This behaviour can also be described in
terms of fixing the leading term in Frµ, but it does not fix the constant term of Aµ on the
ESU3. Since the constant term is not fixed, it is integrated over in the path integral. We can
just think of it as a boundary gauge field, i.e., we consider the dual CFT action perturbed as
before by
∫
d3x aµ J
µ, and simply promote aµ to be a field variable on ESU3, to be integrated
over in the path integral (as described initially in [4]).
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However, this aµ has no kinetic term.
5 Its promotion to a dynamical field in the boundary
path integral has the same effect as allowing any coefficient for the leading term of Aµ, and
effectively gauges the global symmetry. Of course, we still have the gauge symmetry acting
on Aµ in the bulk, which also acts on aµ in the standard way required for a boundary gauge
field. It may seem that in this description we did not put in the modified boundary conditions
saying (in the simplest case) that the sub-leading term in Aµ should vanish; but in fact, now
the equation of motion of aµ makes 〈 Jµ 〉 = 0 which is precisely the statement of the modified
boundary condition. In effect, these boundary conditions are entirely equivalent to gauging
the boundary value of the gauge field. In particular, we have a Gauss’ law in this case on
the boundary, and the charge on the boundary is the same as the charge in the bulk (since
the boundary gauge field is just the boundary limit of the bulk gauge field).
Our discussion thus far has been for Maxwell dynamics in AdS4, but one can consider
these general boundary conditions also for non-Abelian gauge fields with gauge group G.
Now we have a wide variety of choices for the boundary conditions to impose on the gauge
field. The two obvious ones are to impose Dirichlet or Neumann boundary conditions for
all components of the gauge field. In the former case we can consider states charged under
G in the bulk AdS4, while in the latter case one has a Gauss’ law constraint forbidding
states carrying G-charge. But we can also pick a sub-group H ⊂ G and impose Neumann
boundary conditions for gauge fields in H, and Dirichlet for the others. We then have an
H gauge group in the full theory, and the Gauss’ law forbids states charged under H (but
allows some states charged under G which are neutral under H). We can think of this as
gauging (in the three dimensional sense) a subgroup H of the global symmetry group G.
In [4] the existence of these boundary conditions for a U(1) gauge theory was argued based
on the electric-magnetic S-duality symmetry. For arbitrary gauge group G one would not
have this symmetry unless matter fields of appropriate representation content were present.
However, the discussion of Appendix A.2 which summarizes the analysis of [6, 5] implies
that one is free to choose these boundary conditions for any matter content. The crucial
fact to remember is that dynamics in AdS4 is incomplete without specification of boundary
conditions, due to the background being non-globally hyperbolic, and any set of boundary
conditions that yields a well-defined phase space with a sensible Cauchy evolution should be
admissible.
4 N = 4 SYM on AdS4 at weak coupling
Having discussed various aspects of boundary conditions for field theories on AdSd space-
times, we now turn to a specific example, the dynamics of N = 4 SYM on AdS4 (both at
zero temperature and at finite temperature). We first discuss some aspects of N = 4 SYM
5Classically; such a kinetic term can generally be generated by quantum corrections.
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on AdS4 at weak coupling, and compute the free field partition function in this section.
This can then be contrasted with the following sections where we will describe the physics
at strong coupling. Everything we say in this section about the free theory can be easily
generalized to any four dimensional gauge theory, but we discuss in detail the N = 4 SYM
example since in that case we can also understand the theory at strong coupling.
4.1 Spectrum of free N = 4 SYM on AdS4
The N = 4 SYM theory has six scalar fields φI (I = 1, · · · , 6) transforming in the ad-
joint representation of the gauge group G, and four Weyl fermions ψa (a = 1, 2, 3, 4). The
Lagrangian is (our conventions for the σ matrices are as in [18]) :
LN=4 = 1
g2YM
Tr
(
1
4
Fµν F
µν +
1
2
Dµφ
I DµφI +
∑
I>J
[φI , φJ ]2 +
R
12
(φI)2
)
+Tr
(
ψ†
a
α˙ σ
α˙β
µ D
µψβa − i
2
ψαa σ
ab
K 
αβ [φK , ψβ b]− i
2
ψ†
a
α˙ σKab 
α˙β˙ [φK , ψ†
b
β˙]
)
. (4.1)
Note that we have accounted in the Lagrangian for the conformal coupling of the scalars to
the background curvature R. We will find it convenient to refer to the collection of the basic
fields in the theory by Ψ = {Aµ, φI , ψαa}.
We are interested in knowing the spectrum of the free theory. The scalar fields satisfy a
conformal Klein-Gordon equation and so we have from Appendix A.1
ωφI = (∆± + 2n+ k) `
−1
4 , ∆± = 1, 2 with n, k ∈ Z+, (4.2)
where the choice of ∆± is determined by our choice of normalizable mode, k is the angular
momentum quantum number, and states are (2 k + 1)-fold degenerate. The fermions in the
theory are massless and therefore their spectrum is given by (independently of the boundary
conditions)
ωψα = (∆ + 2n+ k) `
−1
4 , ∆ =
3
2
with n, k ∈ Z+. (4.3)
Again one has (2 k + 1) states at a given angular momentum level k.
The spectrum of vector fields can easily be computed by realizing that the scalar (Asµ)
and vector (Avµ) parts of Aµ, satisfy the conformally coupled scalar wave equation [6]. This
implies that the spectrum is determined by the scalar spectrum in (4.2). However, now we
also have to account for the allowed boundary conditions. Using Appendix A to translate
the discussion of §3 one finds
• standard (Dirichlet): Vector modes are treated as ∆ = 2 and the scalar modes are
treated as ∆ = 1.
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• modified (Neumann): Vector modes are treated as ∆ = 1 and the scalar modes are
treated as ∆ = 2.
Furthermore, it turns out that the vector fields lead only to the k ≥ 1 part of (4.2), due
to the well-known absence of spherically-symmetric radiation for vector gauge fields; see [6]
and Appendix A.2 for details.
Note also that the degeneracy of the vector and scalar modes in AdS4 is the same since
the vector and scalar harmonics on S2 are related via (see Appendix A for the definitions of
the harmonics)
V
(k)
i = 
ij∇j Y(k) . (4.4)
Generally one can choose to impose either Neumann (∆− fall-off) or Dirichlet (∆+ fall-
off) boundary conditions on the scalar fields in the N = 4 supermultiplet. In the following
we will usually implement this choice by requiring 0 ≤ α ≤ 6 of the scalars φI to have
Dirichlet boundary conditions and the remaining to satisfy Neumann boundary conditions.
However, a generic such choice will break all the supersymmetries of the theory. As was
shown originally in [1], supersymmetry requires that one has an equal number of ∆+ and
∆− scalars, i.e., α = 3 in the notation introduced above.
4.2 Free N = 4 SYM partition functions
We have now assembled the data required to compute the spectral information of N = 4
SYM on AdS4. We will proceed to compute the free field partition function directly for
the various choices of boundary conditions described earlier. It is first useful to record the
partition function of the ‘letters’, i.e., the basic fields Ψ = {Aµ, φI , ψαa} of the theory. We will
refer to these, following the earlier analysis of gauge theories on compact spatial manifolds,
as single particle partition functions [19]. These will then be used to compute the free energy
of the theory at finite temperature with various choices of boundary conditions.
4.2.1 Single particle partition sum
The spectral data for the free theory is sufficient to derive single particle partition sums, or
equivalently the partition function of the Abelian theory with G = U(1), for the free theory.
We define this quantity as
z(x) =
∑
single-particle states
∑
ω
e−β ω , x ≡ e−β `−14 . (4.5)
Consider first the single particle partition function for the adjoint-valued scalar fields of
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the theory. From the spectrum (4.2), we find
z±scalar(x) = x
∆±
∞∑
n,k=0
(2 k + 1)x2n+k =
x∆±
(1− x)3 , ∆± = 1, 2 , (4.6)
where we have left the answer in terms of ∆± to leave open the possibility of imposing
different boundary conditions on each of the scalars. Likewise we can compute the single
particle partition sum for the fermions. N = 4 SYM has 4 Weyl fermions, each of which has
2 degrees of freedom. For a single Weyl fermion with spectrum (4.3) one has
zfermions(x) = 2 x
3
2
∞∑
n,k=0
(2 k + 1)x2n+k = 2
x
3
2
(1− x)3 . (4.7)
The single particle partition sum for the gauge fields is also easy to compute. However,
we now have to account for the scalar (Asµ) and vector (A
v
µ) degrees of freedom and also
for the boundary conditions discussed earlier. As discussed above and in Appendix A.2, for
either Dirichlet or Neumann boundary conditions the gauge field spectrum is precisely the
k ≥ 1 part of the spectrum for a pair of scalars, one having ∆ = 1 and the other having
∆ = 2. Thus we have6
zgauge(x) =
∞∑
k=1
∞∑
n=0
(2 k + 1)
(
x2 + x
)
x2n+k =
3x2 − x3
(1− x)3 . (4.8)
Putting all this information together, we find that the single letter partition function for
free N = 4 SYM (with boundary conditions parameterized by α as above) is given by
z(x) = α z+scalar(x) + (6− α) z−scalar(x) + 4 zfermions(x) + zgauge(x). (4.9)
4.2.2 Multi-particle partition sum
In a relativistic CFT, the sensible partition sum to compute is for multi-particle states. This
can be easily derived by suitable combinations of the single particle partition sums. So, now
we have to finally face the issue of how the boundary conditions influence this computation.
Multi-particle partition function for Dirichlet bc: Let us first discuss the case where
we impose Dirichlet boundary conditions on the gauge fields. There is no Gauss’ law con-
straint for electrically charged states in the theory, and one can therefore simply compute
the multi-particle partition function by summing over multi-particle states, keeping track of
indistinguishability of the particles and accounting for the statistics.
6This answer can also be derived by counting the number of conserved current operators and their
descendants in a 2 + 1 dimensional CFT (the hypothetical dual living on ESU3).
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For each bosonic degree of freedom, the multi-particle partition sum is given by
Zboson(β) =
∏
ω
(
1
1− e−β ω
)
, (4.10)
where ω are the single particle energy levels. Using the spectrum of the single particle states
in AdS4 (4.2), one finds for each component of the adjoint valued scalars in N = 4 the
partition sum:
Z±scalar(x) =
∞∏
n,k=0
(
1
1− x∆±+2n+k
)2k+1
= exp
( ∞∑
p=1
1
p
z±scalar(x
p)
)
=
∞∏
m=0
(
1
1− x∆±+m
) 1
2
(m+1) (m+2)
. (4.11)
The partition sum for the vectors can be obtained similarly, using the single-particle partition
function (4.8); one has
Zgauge(x) = exp
( ∞∑
p=1
1
p
zgauge(x
p)
)
=
∞∏
m=0
(
1− xm+3
(1− xm+2)3
) 1
2
(m+1) (m+2)
. (4.12)
Fermions on the other hand have a multi-particle partition sum which reads
Zfermion(β) =
∏
ω
(
1 + e−β ω
)
. (4.13)
From the spectrum (4.3) one derives
Zfermion(x) =
∞∏
n,k=0
(
1 + x
3
2
+2n+k
)2 (2k+1)
= exp
( ∞∑
p=1
(−1)p+1
p
zfermions(x
p)
)
=
∞∏
m=0
(
1 + x
3
2
+m
)(m+1) (m+2)
. (4.14)
Putting these pieces together one finds that the partition function for N = 4 SYM in
AdS4 is given by
ZN=4(x) =
[ (
Z+scalar(x)
)α (
Z−scalar(x)
)6−α
Zgauge(x)Z
4
fermion(x)
]dim(g)
, (4.15)
where we have accounted for the fact that there are dim(g) degrees of freedom in the adjoint
valued fields in the gauge group G. Since each of these states carrying the gauge charge can
be treated separately, we have simply exponentiated the final result of the Abelian theory.
The asymptotic behaviour of log(ZN=4(x)) for high temperatures x→ 1 can be extracted
by saddle point methods.7 In particular, the free energy of the theory defined as usual as
F = −T log(ZN=4(β)) (4.16)
7A suitable generalization of a theorem due to Meinardus allows determination of the asymptotics of
ZN=4 itself, see [20].
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behaves for T `4  1 as
F = −15 ζ(4)T 4 `34 dim(g) = −
pi4
6
T 4 `34 dim(g) . (4.17)
The fact that the free energy (4.17) shows a characteristic T 4 behavior at high tem-
peratures, β /`4  1, is in keeping with the physical idea that the asymptotic part of the
spectrum should be insensitive to the AdS curvature. However, due to the confining nature
of the AdS spacetime, the free energy is exponentially damped at temperatures T `4  1.
Nevertheless, note that the free energy obtained from (4.15) scales with dim(g) (which de-
termines the central charge) for all temperatures. This scaling of the free energy is easy to
understand, once one notes the absence of the Gauss’ law constraint in AdS4 for electrically
charged states. Since we are allowed states carrying arbitrary G-valued charges, we should
allow them in our partition sum. As a result each adjoint valued field in the theory acts as
a distinguishable particle and the free energy simply scales as the number of such fields.
Multi-particle partition function for Neumann bc: With the Neumann boundary
conditions one has to deal with the Gauss’ law constraint for the G-valued gauge field. As
described in §3, one way to impose these boundary conditions is to gauge the boundary value
of the bulk Aµ. One then has a G-valued boundary gauge field living on ESU3 leading to
Gauss’ law, which in particular implies that we only have singlet states in the bulk.
The free gauge theory partition function with the Neumann boundary condition can be
computed using the methods described in [21, 22, 19]; we will follow the treatment of [19] in
what follows. To enumerate the gauge-invariant operators in the theory, we should construct
gauge-invariant words from the basic letters. So we string along the fields from the set Ψ,
each weighed by its energy, and project onto singlet states to achieve gauge invariance. The
projection has to be done accounting for particle statistics; as usual we pick symmetric
combinations of the bosons ΨB = {Aµ, φI} and anti-symmetric combination of the fermions
ΨF = {ψαa}. As explained in [19] we can express the result in terms of an integral over the
gauge group. One has
Z(x) =
∫
[DU ] exp
( ∞∑
m=1
1
m
[
zB(x
m) + (−1)m+1 zF (xm)
]
χGadj(U
m)
)
, (4.18)
where U is a group element of the gauge group G and [dU ] is the standard Haar measure on
the group manifold. χGadj is the group character in the adjoint representation (since all the
field content of N = 4 SYM transforms in the adjoint of G).
In order to account for the statistics, we have split up the single particle (or Abelian)
partition function into bosonic and fermionic parts. To be precise,
zB(x) = α z
+
scalar(x) + (6− α) z−scalar(x) + zgauge(x) , zF (x) = 4 zfermions(x) . (4.19)
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Note that, like other theories with a discrete spectrum and a Gauss’ law constraint, the
theory exhibits a large N phase transition between a “confining” phase with a free-energy
of order one, and a “deconfined phase” which behaves like a free theory in the bulk, i.e.,
F ∼ O (N2) [21, 19]. This transition happens precisely at the temperature 8
T? = − 1
`4 log(x?)
, with z(x?) = zB(x?) + zF (x?) = 1 . (4.20)
The low temperature phase has a Hagedorn density of states proportional to exp(E/T?). One
can evaluate the location of this transition for various choices of scalar boundary condition
specified by α. The result is tabulated in Table 1. At weak non-zero ’t Hooft coupling
λ, the transition either remains a first order phase transition or splits into two continuous
phase transitions; a three-loop computation is required to distinguish between these two
possibilities [19].
α x?
0 0.144692
1 0.132126
2 0.120972
3 0.111111
4 0.102408
5 0.0947246
6 0.0879331
Table 1: The location of the Hagedorn transition in large N , SU(N) N = 4 SYM on AdS4 as a
function of α, which determines the boundary condition on the scalar fields in the theory.
Note that the symmetric choice of scalar boundary conditions α = 3, which can preserve
supersymmetry (in the ground state), leads to a particularly simple value for the transition
temperature, T? = 1/(2 log(3) `4).
Multi-particle partition function for Neumann boundary condition for H ⊂ G:
One can also perform a similar analysis when we have modified boundary conditions for a
subgroup H of G. Now one has a singlet constraint on H-valued fields. Assuming that the
fields in the complement G/H transform in representations Ri of H one obtains the partition
8At large N the computation can be carried out more simply by enumerating the gauge-invariant opera-
tors. The transition temperature is determined by examining the limit of convergence of the partition sum
thus computed. Equivalently one can re-express (4.18) in terms of the eigenvalue distribution of U and look
for the boundary of stability of the uniform distribution (see also Appendix B).
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function:
Z(x) =
∫
[DU ] exp
( ∞∑
m=1
1
m
[
zB(x
m) + (−1)m+1 zF (xm)
] (
χHadj(U
m) +
∑
i
χHRi(U
m)
))
,
(4.21)
where now U ∈ H. Note that those fields in the complement G/H which transform trivially
under H will essentially have Dirichlet boundary conditions. On general grounds one expects
that the result for the partition sum then simply reduces to the multi-particle partition sum
(4.15) calculated earlier, which one can check it indeed does (since χ = 1 in that case).
Depending on the precise representation content under H, when this group has a rank of
order N , we may again obtain a large N phase transition similar to the one described above.
This will be analyzed for some specific cases in §7.3 below.
5 N = 4 SYM on AdS4 at strong coupling
We have thus far concentrated on the dynamics of free N = 4 SYM theory on AdS4, and
seen that the physics is very sensitive to the choice of boundary conditions. Since the theory
has a marginal coupling constant g2YM , it is interesting to examine the behaviour when one
is far removed from the free theory. There are two reasons that this is a tractable prob-
lem. One is that the field theory has a quantum SL(2,Z) electric-magnetic duality, which
allows one to map the strongly coupled electric description to a weakly coupled magnetic
description. For the theory defined as usual on Minkowski spacetime, R3,1, the S-duality
maps the complexified coupling constant τ = θ
2pi
+ i 4pi
g2YM
via τ → − 1
τ
. This permits one to
access the strongly coupled limit gYM  1 of the theory; for the present case we need to
also understand the map of the boundary conditions under the S-duality action.
Another reason for considering the N = 4 SYM theory at strong coupling is that the
theory on Minkowski spacetime or on ESU4 is known to have a holographic dual in terms
of type IIB string theory on AdS5 × S5 (in Poincare´ and global coordinates, respectively),
which is tractable in the large N limit with large ’t Hooft coupling [23]. But the AdS/CFT
correspondence is general and allows one to consider the theory on other backgrounds as
well (see below). We would like to use these two approaches to accessing the strong coupling
regime of N = 4 SYM on AdS4 to gain insight into the dynamics. We will next take a
preliminary stock of what one can hope to learn about the strongly coupled theory, before
proceeding to discuss the details in the subsequent sections.
S-duality: In order to understand the implications of S-duality, we need to know the
action of the S-transformation of SL(2,Z) on the boundary conditions. As we have already
mentioned, there is a certain tension in extrapolating the result for the Abelian theory, where
the Dirichlet and Neumann boundary conditions are exchanged under S-duality, to the non-
Abelian case. In particular, since in the non-Abelian case the two boundary conditions
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lead to a different global symmetry group, they can no longer be related. To get a precise
statement, we need to understand the boundary conditions better, and fortunately this is
possible for the class that preserve some amount of supersymmetry. We will be led towards
the rich class of half-BPS boundary conditions which were recently discussed for N = 4
SYM on the half-space by Gaiotto and Witten [9]. These boundary conditions can in fact be
ported immediately to the AdS4 geometry (which is conformally related); we will describe
them and their implications in §6.
Holography and strong coupling: Recall that the AdS/CFT correspondence posits
a duality between N = 4 SYM on a background B4 and Type IIB string theory on a
ten dimensional spacetime M10 that asymptotes (locally) to AdS5 × S5, with a boundary
conformally related to B4.9 The familiar examples of the AdS/CFT correspondence involve
situations where M10 is a direct product of a negatively curved five manifold times a five
sphere, but generically one will not have this factorized structure.
We are interested in the situation where B4 is itself a negatively curved geometry, B4 =
AdS4. The AdS5 part of the geometry attained asymptotically should have as its boundary
the AdS4 geometry we have chosen, with its prescribed metric γµν , up to a conformal factor.
Denoting the characteristic scale of curvature of the bulk AdS5 geometry by L5 (which is also
the radius of curvature of S5, by the Type IIB equations of motion), one has the standard
relation to the parameters of N = 4 SYM with G = SU(N) (up to numerical factors):
λ ≡ g2YM N =
L45
`4s
, g2YM = gs , (5.1)
where we have defined the ’t Hooft coupling λ for the field theory. The correspondence thus
allows one to access the regime of strong ’t Hooft coupling in planar N = 4 SYM, i.e., λ 1
and N →∞. Finally, note that the relation between parameters given in (5.1) implies that
the ten dimensional gravitational coupling G
(10)
N is related to the central charge c of the field
theory; specifically
L85
16pi G
(10)
N
∝ c , with c ∝ dim(g) . (5.2)
The question we face is what choice of boundary conditions for N = 4 SYM on AdS4
leads to a controlled holographic dual. To work at the level of classical supergravity, one
requires that the solution M10 to the Type IIB equations of motion be a smooth manifold.
A necessary condition for this is that the number of light degrees of freedom10 in the theory
at large N and strong ’t Hooft coupling be O(1), but this may not be sufficient.
9This is the first occurrence in this paper of an asymptotically AdS spacetime in which gravity is dy-
namical. We will try to avoid confusion between this negatively curved geometry and the non-dynamical
AdS background on which the field theory lives, by referring to the latter as the boundary manifold and the
former as the bulk manifold.
10To be specific the constraint is that one not have a large number of low dimension gauge-invariant
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A simple starting point which hints at an appropriate bulk spacetime is to consider the
AdS5 × S5 geometry, with the AdS5 part foliated by AdS4 slices, i.e., we pick the metric
(suppressing for brevity the S5 part):
ds2 = dR2 +
L25
`24
cosh2
(
R
L5
)
γµν dx
µ dxν =
L25
cos2(Θ)
(
dΘ2 +
1
`24
γµν dx
µ dxν
)
, (5.3)
with γµν being the standard metric on global AdS4 as given, for instance, in (2.1). However,
it is important to note that in these coordinates the boundary is not a single copy of AdS4
but rather two copies of the same, attained as R → ±∞ in the coordinatization chosen
above. To see this explicitly, note that the global AdS5 geometry has the metric
ds2 = −
(
1 +
ρ2
L25
)
dt2 +
dρ2
1 + ρ
2
L25
+ ρ2 (dζ2 + sin2(ζ) dΩ22), (5.4)
and one obtains (5.3) by the coordinate transformation:
ρ2
L25
=
L25
`24
cosh2
(
R
L5
) (
1 +
r2
`24
)
− 1 , ρ2 sin2(ζ) = L
2
5
`24
r2 cosh2
(
R
L5
)
. (5.5)
The coordinate ranges are R ∈ (−∞,∞), Θ ∈ (−pi/2, pi/2) for (5.3), while ρ ∈ [0,∞) and
ζ ∈ [0, pi]. This coordinate transformation makes it clear that the ESU4 boundary of the
global AdS5 is a double-cover of AdS4. For R > 0, the angular coordinate ζ runs from 0 to
pi/2 while as R goes negative, it explores the region pi/2 to pi. Thus the two copies of AdS4
are joined across the equator of the S3, i.e., at ζ = pi/2. See Figure 1 for illustration.
In (5.3) we have an in principle candidate for the holographic dual of N = 4 SYM on
AdS4, but it has two copies of AdS4 on its boundary instead of one. One situation in which
the geometry (5.3) turns out to be appropriate is if one wishes to impose the so called
transparent boundary conditions on the N = 4 SYM fields. Implicitly, one takes the theory
to be defined on the double-cover of global AdS4, the ESU4, for which it is well known that
the holographic dual is global AdS5, i.e., the geometry (2.1) (with d = 5). This was indeed
the philosophy adopted in [8].11
For our current purposes, we wish to understand the behaviour of N = 4 SYM on a single
AdS4. As we will see below, if we want to describe the duals of the boundary conditions
which preserve supersymmetry we also need to break the R-symmetry (at least down to
SO(3) × SO(3)). In terms of supergravity solutions, this requires that we consider a more
operators (say of O(N2), as we have for the global symmetry currents in the case of Dirichlet boundary
conditions) which can be activated by turning on appropriate sources. This is different from asymptotically
AdS black hole geometries, which have O(N2) free energy, in that we are counting fields in the bulk, rather
than states (see §6.3 for more details).
11The primary focus of that work was to understand the behaviour of strongly coupled CFTs on AdS
black hole backgrounds. Here we are concerned with the dynamics in pure AdS spacetime, and in particular
with the constraints imposed by the choice of boundary conditions.
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Figure 1: Poincare´ disk representation of AdSd slices of AdSd+1 in the (R, r) coordinates used in (5.3).
The vertical curves (coloured) denote surfaces of constant R which are AdSd geometries,
with the color coding showing the UV (boundary) and IR (interior). The boundary of the
spacetime is the edge of the disk, which is attained as R → ±∞, and comprises of two
copies of AdSd joined together at their respective boundaries (r → ∞). The horizontal
curves (gray) are constant r surfaces.
R→∞
-R→ −∞ff
r =∞
r =∞
general ansatz for type IIB solutions, not simply a direct product spacetime AdS5 × S5 with
a change of conformal frame at infinity as described above. In order to understand these
issues better we discuss in the next section the possible choices of boundary conditions for
N = 4 SYM on AdS4. We will see in the following sections that some boundary conditions
are indeed related to (5.3), after we identify the two copies of AdS4 at its boundary, but
general boundary conditions require completely different holographic duals.
6 Supersymmetric boundary conditions for N = 4 SYM on AdS4
In our discussion of boundary conditions for N = 4 SYM on AdS4 we have so far not used
supersymmetry. One can easily engineer situations where the supersymmetry is broken via
the boundary conditions. While these are interesting in their own right (the challenge being
to engineer stable theories), we will focus here on examples of boundary conditions that
preserve supersymmetry, in order to have tractable models, which one can analyze both at
weak and strong coupling.
The first statement that should be made in this context is that the supersymmetry
preservation necessitates an asymmetric treatment of the scalars φI . It was pointed out
in [1] that one should treat half of the scalars as corresponding to operators of dimension
21
∆ = 2, while the remainder have the ∆ = 1 boundary condition. This choice breaks the
SO(6) R-symmetry of the theory down to (at most) SO(3) × SO(3).12 The essential point
is that supersymmetry transformations of a Dirac spinor relate it to both the ∆ = 1 and
∆ = 2 scalar representations.
A heuristic argument to intuit this choice is to note that, as described e.g., in [16],
supersymmetric boundary conditions on AdSd can be classified by organizing the boundary
data into N = 1 superfields on ESUd−1. Scalar superfields on ESU3 are not chiral, and
both the constant and θ¯θ terms yield independent bosonic component fields. Because the
fermionic coordinate has dimension −1
2
, the dimensions of these two bosons must differ by
1. As a result, preserving any amount of supersymmetry requires the bulk scalars to come
in pairs with one member having ∆ = 1 and the other having ∆ = 2.
We will be interested here in boundary conditions that preserve sixteen supercharges,
sitting in the OSp(4|4) algebra which is equivalent to the d = 3, N = 4 superconformal alge-
bra. There are two ways to think about boundary conditions which preserve supersymmetry.
From the AdS4 point of view, the first thing we need to do is to choose a supersymmetric
vacuum for the N = 4 SYM on AdS4. The theory in flat space has a moduli space of vacua,
but this is lifted by the conformal coupling of the scalar fields in (4.1), so one may think that
only the vacuum at φI = 0 remains. But in fact there are many additional supersymmetric
vacua, following from the fact that the F-term condition for preserving supersymmetry in
an N = 1 supersymmetric field theory on AdS4 is modified from ∂W/∂Φi = 0 (where W is
the superpotential and Φi are the chiral superfields) to
∂W
∂Φi
+
1
`4
∂K
∂Φi
= 0 , (6.1)
where K is the Ka¨hler potential. For the N = 4 SYM theory these equations take the form
[Φi,Φj] +
1
`4
ijk (Φk)† = 0 , (6.2)
and these equations (together with the D-term equations) have many non-trivial solutions.
For example, one can choose the real part of Φ1,2 and the imaginary part of Φ3 to be any
N -dimensional representation of SU(2) (multiplied by 1/`4).
13 In such vacua the gauge
symmetry is partly or completely broken, with some gauge fields becoming massive. Our
analysis up to now assumed that we were expanding around the trivial vacuum, but the same
arguments can be easily applied to any other supersymmetric vacuum; of course details of
12As described in [9], this follows algebraically by noting that the AdS4 superalgebra OSp(4|4) has a
SO(4) ' SU(2)× SU(2) R-symmetry group.
13It is amusing to note that these vacua are precisely the same as the classical vacua of the mass-deformed
N = 4 SYM theory (also known as the N = 1∗ theory) in flat space [24, 25], with the role of the mass
played by the AdS curvature. As we will see below, also the S-duality transformations of the vacua will bear
a strong resemblance to that case. However, there are also many differences, and in particular our vacua
preserve more supercharges that sit in a different algebra.
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computations like the partition functions of §4 will be modified. While the argument above
only shows that these vacua preserve N = 1 supersymmetry, the vacua corresponding to
SU(2) representations as described above in fact preserve all sixteen supercharges. We will
not analyze this in detail here, since we will momentarily show that an equivalent analysis
has already been performed, so that we can just use the known results. In any case, after we
choose a supersymmetric vacuum, we still have generically some unbroken gauge symmetry,
and we can then choose Neumann boundary conditions for the gauge fields in some subgroup
of the unbroken gauge symmetry (and Dirichlet boundary conditions for the other massless
gauge fields; massive gauge fields necessarily have Dirichlet boundary conditions). We can
also couple the N = 4 SYM to any degrees of freedom on the boundary (possibly charged
under the unbroken gauge group), as long as they preserve supersymmetry.
An alternative way to find all supersymmetric boundary conditions on AdS4 (preserving
sixteen supercharges) is to look at the allowed boundary conditions on the half-space, as done
by Gaiotto and Witten [9]. As discussed there, there are a host of boundary conditions that
preserve 8 ordinary and 8 superconformal supersymmetries of N = 4 SYM. These boundary
conditions can be naturally ported over to AdS4, since this space is related by a conformal
transformation to the half-space. To see this, let us recall that the half-space R2,1 × R+
parameterized by {τ, x1, x2, z} with z ≥ 0 has the canonical flat metric:
ds2 = −dτ 2 + (dx1)2 + (dx2)2 + dz2. (6.3)
This can be mapped into the metric of AdS4 in Poincare´ coordinates by the conformal factor
`24/z
2, i.e.,
ds2 =
`24
z2
(−dτ 2 + (dx1)2 + (dx2)2 + dz2) . (6.4)
Passage to global AdS4 is attained by the map (obtained easily by the embedding of AdS4
in R3,2):
z =
`4√
r2
`24
+ 1 cos( t
`4
) + r
`4
cos(θ)
, τ =
`4
√
r2
`24
+ 1 sin( t
`4
)√
r2
`24
+ 1 cos( t
`4
) + r
`4
cos(θ)
,
x1 + i x2 =
r sin(θ) eiφ√
r2
`24
+ 1 cos( t
`4
) + r
`4
cos(θ)
. (6.5)
The transformation (6.5) maps (6.4) into the global AdS4 metric (2.1) (though it only covers
a finite range of values of t). Putting the pieces together we see that, up to the conformal
factor z2 (which can be expressed in terms of the global coordinates using (6.5)), one can
indeed conformally map the half-space R2,1×R+ into AdS4. The boundary of the half-space
z = 0 maps to the boundary of AdS4 located at r →∞; we thereby have a clear way to map
the boundary conditions on the half-space into those for AdS4.
Under the conformal mapping, the supersymmetries preserved by the boundary con-
ditions for fields on the half-space carry over into the supersymmetries of AdS4. Since
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the conformal group on the half-space (preserving its boundary) is simply SO(3, 2), which
is the isometry algebra of AdS4, both Killing and conformal Killing vectors (and like-
wise spinors) on the half-space map to just Killing vectors (equivalently spinors) on AdS4.
Since the Gaiotto-Witten boundary conditions we describe preserve 8-supercharges and 8-
superconformal charges on the half-space, by mapping them over to the AdS4 geometry we
obtain boundary conditions preserving 16 regular supercharges.
We will now review the boundary conditions which preserve supersymmetry on the half-
space R2,1 × R+ as this will prove useful to discuss the strong coupling behaviour. Our
notation will for the most part follow that of [9], although we make a few minor notational
changes (such as the half-space coordinate being z with the boundary at z = 0). Since
the simplest SUSY preserving boundary conditions treat the adjoint scalars of N = 4 SYM
asymmetrically, we will denote the two sets of scalars as X i and Y i (i = 1, 2, 3), following [9].
We will first present the most general result for the supersymmetric boundary conditions for
N = 4 SYM on the half-space, and then move to examples.
The most general 1
2
-BPS boundary condition for N = 4 SYM on the half-space R2,1×R+
can be described [9] in terms of a triple (ρ,H,B). This data is to be understood as follows:
start with a gauge group G and first provide a homomorphism ρ from SU(2) into g. The
map ρ breaks the gauge group G down to H, which is the part of the gauge symmetry that is
preserved by the boundary conditions. One therefore has H-valued gauge fields which live on
the boundary of the half-space, which can be coupled to a 2+1 dimensional theory B having
H as its global symmetry group. We will call B the boundary CFT in what follows. We will
see in §7 below that this data can be refined a bit further; the gauge symmetry G may be
broken by a choice of involution in addition to that caused by choice of homomorphism ρ.
We will see in the next subsection how the choice of ρ is related to the choice of su-
persymmetric vacuum on AdS4 mentioned above. Examples of supersymmetric boundary
conditions can be easily described in terms of brane constructions, when the gauge group
G is a unitary group U(N) for some N . In such cases we can think of the N = 4 SYM
arising on the world-volume of N D3-branes oriented along (say) 0123 in R9,1. To imple-
ment the half-space boundary conditions we will use D5-branes (oriented along 012456) and
NS5-branes (oriented along 012789); the D3-branes end on these five-branes and we will see
all three pieces of data described above very cleanly in this picture.
To keep things simple let us first start with the most basic boundary conditions where
B is trivial, i.e., we do not have explicit boundary degrees of freedom. There are two basic
choices of half-SUSY boundary conditions that one can impose:
• Dirichlet or D-type: where we impose Dirichlet boundary conditions on the gauge
fields and one half of the scalars (say Y ), i.e., Fµν and Y vanish on the boundary of
the half-space. The remaining fields Az and X obey a generalized Neumann boundary
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condition14
DX i
Dz
+ iijk [Xj, Xk] = 0. (6.6)
These boundary conditions arise for D3-branes ending on D5-branes (hence D-type).
• Neumann or NS-type: This boundary condition involves Neumann boundary condi-
tions for Aµ and for Y , whilst X and Az satisfy Dirichlet boundary conditions. This
boundary condition arises for D3-branes ending on a single NS5-brane. In this case
the entire gauge symmetry of the N = 4 SYM, G, is preserved on the boundary of the
half-space. As a result one has only O(1) states in the spectrum at low energies in the
large N limit, owing to the singlet constraint discussed in §4.
In the remainder of this section we will analyze the theory with these boundary conditions
in detail; more general boundary conditions will be considered in the next section.
6.1 Nahm data for the D-type boundary conditions
We will first try to understand some aspects of D3-branes ending on D5-branes, which will
clarify the role of the generalized Neumann boundary conditions (6.6) relevant for the D-type
boundary condition mentioned above. Recall that the D5-brane has a world-volume U(1)
gauge field that is sourced when a D3-brane ends on the five-brane; the end-point of the
D3-brane is like a monopole in the D5-brane world-volume. A single D3-brane ending on a
single D5-brane simply gives a Dirac monopole singularity at the intersection for the U(1)
gauge field. In order for multiple D3-branes to terminate on a single D5-brane one has to
generalize the Dirac monopole solution; this is precisely achieved by Nahm’s equations (6.6).
There is an intuitive way to think about this boundary condition and the solutions of
Nahm’s equations in terms of D-branes. In fact the solutions to Nahm’s equation are the
fuzzy funnel construction of [26]. As described there, the D3-branes ending on the D5-brane
exert a force and distort the world-volume of the D5-brane. Alternately one can think of the
D3-branes themselves flaring out to create a D5-brane as described in the non-commutative
construction of [27].
To see this more explicitly consider N D3-branes that flare out as a fuzzy funnel and
make up a single D5-brane. To obtain this by solving (6.6) we require that the X fields
provide a homomorphism from SU(2) into SU(N) which has a simple pole at z = 0, i.e.,
X i
z→0−−→ 1
z
ti , {ti} = N-dimensional irreducible representation of SU(2). (6.7)
Since the scalar fields X i transform in this case under the N -dimensional representation
of SU(2), the SU(N) gauge group of N = 4 SYM is completely broken by this choice
14Note that, unlike [9], we use standard conventions for the SU(2) algebra, [ti, tj ] = iijktk; our scalar
fields correspondingly differ by a factor of i from those of [9].
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of boundary conditions. More generally, solutions to Nahm’s equation can be given by
prescribing a homomorphism from SU(2) into g:
ρ : SU(2)→ g , X i z→0−−→ 1
z
ti, ti ∈ ρ. (6.8)
Since the irreducible representations of SU(2) are classified by a positive integer, we just
have to prescribe k integers ni such that
∑k
i=1 ni = N . Then the number of irreducible
representations, k, of SU(2) that occur tells us how many D5-branes are present. The
conformal transformation described above maps (6.8) to expectation values of the form
X i = ti/`4, which label the supersymmetric vacua on AdS4 as described in (6.2) above.
A-priori one might have expected that Dirichlet boundary conditions for the gauge field
would imply that the entire gauge symmetry survives as a global symmetry on the boundary,
with states carrying non-zero global charge allowed. As we have just seen, this however de-
pends on the choice of solutions to (6.6), which allow singular configurations (6.8) compatible
with (and in fact required by) supersymmetry. These facts are not new and are well known
in the context of D-brane intersections. In general for Dp-branes ending on D(p+ 2)-branes
one always has to make a choice of Nahm data as above [26].
In the simplest case of a single D5-brane we are instructed to pick the N -dimensional irre-
ducible representation of SU(2). This choice of ρ breaks the gauge group completely despite
the Dirichlet boundary condition on Aµ and Y . Working directly in AdS4, we give constant
vacuum expectation values for the scalar fields to satisfy (6.2), which break the gauge group
in the bulk and give a mass to the vector fields; from the point of view of a putative dual
CFT, the global symmetry group is explicitly broken by the boundary conditions.
In general the choice of map ρ from SU(2) to the gauge group G could leave a subgroup
K as a global symmetry. This is easy to see in the brane construction where by picking k
irreducible representations of SU(2), one constructs k D5-branes out of the N D3-branes.
The world-volume gauge fields on the D5-branes act as global symmetries on the D3-brane
fields; when the k representations are identical we obtain an SU(k) global symmetry.15
In such cases we then are allowed to consider states carrying charge under K. Depending
on how large K ⊂ G is, we could get a large number of light charged degrees of freedom
(which would contribute to the free energy). As a special case consider ρ being given by N
copies of the trivial representation of SU(2), ti = 0. Then we construct N D5-branes via
the fuzzy funnel construction, and these give rise to a SU(N) global symmetry.
With this understanding of the Nahm pole data relevant for the D-type boundary condi-
tions, we are in a position to deconstruct the abstract data necessary to completely specify
the boundary conditions for N = 4 SYM on the half-space. The data triple (ρ,H,B) can
be interpreted as follows. Start with a gauge group G (Lie algebra g) which defines the four
15Global symmetries arise from D5-branes only when there is more than one present; for k = 1, there is
complete breaking of the global symmetries [9].
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dimensional N = 4 theory. Pick a map ρ : SU(2) → g which describes the Nahm data,
essentially telling us the allowed pole structure of the scalars X i on the half-space, or equiv-
alently the choice of a supersymmetric vacuum on AdS4. The residual gauge symmetry after
the choice of such a homomorphism is H, and we impose Neumann boundary conditions for
H-valued fields, and we can furthermore couple them to a ‘boundary theory’ B. So far we
have not encountered any specific examples of B – this will be shortly remedied when we
examine S-duals of the Dirichlet boundary conditions.
6.2 S-duals of basic boundary conditions
The role of the scalar VEVs (Nahm data) in the boundary conditions helps clarify an impor-
tant point that caused some puzzle in the large N limit, as discussed in the Introduction. In
the case of Neumann boundary conditions we have the full G gauge symmetry preserved on
the boundary. As a consequence one expects a free energy of O(1) arising from the allowed
gauge singlet states. Naively, based on the behaviour of the Abelian theory, one might have
thought that the S-dual of the Neumann boundary condition is the Dirichlet boundary con-
dition, with G as the global symmetry in the latter. Were this to be true one would have
predicted that there are O(N2) light states in the theory at large N and strong coupling.
Of course, this is not really possible, since the S-duality cannot change the global sym-
metry group.16 The scalar VEVs (Nahm poles) help to resolve this confusion; in fact the
S-dual of the Neumann boundary condition is the Dirichlet boundary condition with scalar
VEVs breaking G down to a trivial group [10]. This is easy to see in the brane construction:
the Neumann boundary conditions can be realized by ending the D3-branes on a single NS5-
brane, and a S-duality transformation maps the D3-branes to themselves and the NS5-brane
to a D5-brane. Since there is only a single D5-brane, one necessarily has scalar VEVs given
by the N -dimensional irreducible representation of SU(2), breaking the global symmetry
completely. Despite the fact that the theory has no global symmetry, we do still have many
“charged” fields in the bulk (the W-bosons), which lead to a large number of degrees of
freedom. However, all of these states are very heavy (with masses scaling as a positive power
of N in the large N limit) due to the Higgs mechanism resulting from (6.7), so we do not
get a large number of light states in the large N limit, and S-duality does not change the
qualitative low-energy behaviour of the theory. Note that for these boundary conditions,
the fact that we have a small number of light degrees of freedom is due to “confinement” in
the Neumann picture (albeit a kinetic confinement due to Gauss’ law), and to Higgsing in
the S-dual picture, in agreement with the general intuition that S-duality should exchange
confinement in “electric variables” with the Higgs mechanism in “magnetic variables”.
16Note that in the Abelian theory there is a new U(1) global symmetry arising in the S-dual theory, with
a current that is the Hodge-dual of the field strength on the boundary, but this does not happen in the
non-Abelian case.
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Boundary condition Realization Dual boundary condition
Neumann for SU(N) N D3-branes ending Dirichlet with Nahm pole
on a NS5-brane ρ = N-dimensional irrep.
Dirichlet for SU(N) N D3-branes ending (3 + 1)-dim N = 4 SYM coupled to
on N D5-branes (2 + 1)-dim T (SU(N)) quiver
Table 2: The basic boundary conditions and their duals. The field theories are engineered by taking
N D3-branes lying along (0123) with z being restricted to z ≥ 0. D5-branes are taken to
lie along (012456) while NS5-branes occupy (012789). SU(2) representations are labeled
by appropriate integers, with 2j+1 denoting the spin j representation.
On the other hand, the Dirichlet boundary conditions preserving the entire global symme-
try are obtained by having N D3-branes ending on N D5-branes (or more generally picking
trivial homomorphisms ρ for general g). The S-dual is then given by N D3-branes ending on
N NS5-branes. This is a non-trivial boundary condition, and for the first time we encounter
the third ingredient mentioned in the general supersymmetric boundary conditions earlier,
viz., the boundary CFT B. This theory is a 2+1 dimensional CFT with N = 4 supersym-
metry. It was shown in [10] that this theory B is a quiver type theory called T (G), and it
has G×G∨ global symmetry, with G∨ being the dual of G.
The theory T (SU(N)) may be described in terms of branes. We consider N NS5-branes
ordered along the direction z, with j D3-branes between the jth and (j+1)st NS5-brane, and
with the leftmost NS5-brane having a single D3-brane ending on it. The T (SU(N)) theory
is the superconformal 2 + 1 dimensional CFT which arises in the infra-red limit of such a
quiver gauge theory; in this limit the NS5-branes overlap, so we get an SU(N) × SU(N)
global symmetry from the N NS5-branes and the N D3-branes going out of the intersection
region. In our construction above the D3-brane factor of the global symmetry is gauged,
while the NS5-brane factor is S-dual to the original SU(N) global symmetry associated with
the Dirichlet boundary conditions. In any case, on both sides of S-duality we find a large
number of light degrees of freedom in this case.
More generally, the strategy for finding the S-dual of a given boundary condition (ρ,H,B)
is described in detail in [10]. For the case of unitary gauge groups having brane constructions,
one can use the fact that NS5-branes and D5-branes are exchanged by S-duality. This has to
be further supplemented by some brane translations to be able to read off the dual boundary
condition. We will not review here the precise strategies for recovering this dual data, since we
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will see momentarily that even the simplest cases are not amenable to holographic treatment
at strong coupling.
6.3 Holographic descriptions of basic boundary conditions
Having resolved our puzzle regarding the nature of excitations of N = 4 SYM on AdS4 with
Neumann and Dirichlet boundary conditions at very strong coupling gYM  1, we would
next like to understand the holographic duals of the theory with these boundary conditions.
To keep things simple we will only describe the story for unitary gauge groups, which will
allow us to use the language of branes in string theory. Generically whenever we have a
global symmetry group G˜ in our field theory, this should be realized as a gauge symmetry in
the bulk of the gravitational dual. In principle, for a theory described as the low-energy limit
of D3-branes ending on some brane configuration, all we need to do to find the holographic
dual is to find the gravitational solution describing the back-reaction of the D3-branes, and
take their near-horizon limit. Note that the global symmetries in brane constructions arise
from gauge symmetries on the branes that the D3-branes end on; these branes are expected
to be present in the near-horizon limit and to provide the required gauge fields in the bulk.
Unfortunately, no gravitational solution for D3-branes ending on other branes is known
(though solutions for localized intersecting branes were found in [28, 29]), so we do not have
any known solutions to work with, and we can only discuss the qualitative features that we
expect the solutions to have.
Let us start with Dirichlet boundary conditions for N = 4 SYM on AdS4, described in
§3. As mentioned above, the fact that these boundary conditions for the theory on AdS4
have O(N2) light bulk excitations (e.g., from the gauge fields dual to the global symmetry
currents) poses a strong challenge for the holographic duals. We saw above that on the half-
space this boundary condition is realized by having extra branes in the game. In particular,
for G = SU(N) and Dirichlet boundary conditions that do not break G, we require N
D5-branes in addition to the N D3-branes that conjure up the N = 4 bulk dynamics in
the theory. If the number of D5-branes was small compared to the D3-branes, say k with
k  N , and if only a small fraction of the D3-branes would end on them, then one would be
able to treat the D5-branes in a probe approximation to leading order. This analysis would
reveal that the world-volume of the D5-branes is an AdS4 ×S2 ⊂ AdS5 ×S5 (see, e.g., [30]).
However, in our case we have a large number of D5-branes with a strong back-reaction,
and moreover we expect these D5-branes to provide an end for the AdS4 space-time on the
boundary, so the probe analysis is clearly irrelevant. As mentioned above, it seems that the
dynamics of the gravitational dual in this case (at least of the bulk SU(N) gauge symmetry)
is strongly coupled, so it is unlikely that a weakly coupled and curved gravitational dual exists
(at least not in the region near the boundary, where we know we should have the SU(N)
gauge fields). One may be tempted to replace the N D5-branes by some gravitational dual,
but this throws away all SU(N) non-singlets, and does not seem satisfactory since we should
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be able to describe arbitrary sources for the SU(N) currents (and other non-singlets). Note
that whatever the dual background is, its S-dual is related to N D3-branes ending on N
NS5-branes, which as we have discussed above corresponds to the N = 4 theory on AdS4
coupled to the 2 + 1 dimensional T (SU(N)) theory living on its boundary ESU3.
Next we discuss Dirichlet boundary conditions with scalar VEVs (Nahm poles), where
the precise details depend now on the homomorphism ρ : SU(2)→ g. Again for simplicity we
focus on unitary G, where such boundary conditions can be realized by N D3-branes ending
on a smaller number, say k, of D5-branes. This can be done in many ways, preserving some
subgroup H of G as the global symmetry. At one extreme we could ensure that the full G
symmetry is broken by the scalar VEVs required to construct the D5-branes. An explicit
example with k = 1 is provided when G = SU(N) and one takes ρ to be the N -dimensional
irreducible representation as in (6.7).
In such cases we have just a few D5-branes and a small global symmetry (at most SU(k)
for k D5-branes). Could these examples have holographic duals in terms of weakly curved
backgrounds ? Take for example the case of k = 1: we know that in this case the S-dual is
the Neumann boundary condition attained by ending N D3-branes on a single NS5-brane. In
this description we do not have any scalar VEVs, just the source provided by the NS5-brane.
Unfortunately the solution for N D3-branes ending on a single D5-brane or NS5-brane
is not known. The fivebrane should certainly have a significant back-reaction – in particular
it should create a boundary for the boundary of AdS5. Note that even though naively
a single D5-brane does not have a large back-reaction at weak coupling, this is not true
when the D5-brane carries N units of D3-brane flux (as it does when N D3-branes end on
it). For the NS5-brane boundary at weak coupling we noted that the number of degrees
of freedom at low energies was of order one, so it is plausible that this case could have a
smooth holographic dual. The case of a D5-brane boundary is more confusing, since in this
case at weak coupling the Higgs mechanism implies that there are no light fields in the large
N limit,17 and presumably no sensible holographic dual as well. Since this case is related by
S-duality to the single NS5-brane case, the holographic dual of the latter must be somewhat
peculiar (so that under S-duality it becomes singular, or at least harbors no light states).
It seems more likely that the theory related to N D3-branes ending on k NS5-branes or k
D5-branes, with k > 1 fixed in the large N limit, could have a smooth holographic dual, since
from the NS5-brane point of view this allows the NS5-branes to be replaced by a smooth
“throat”, and from the D5-brane point of view this leaves some light degrees of freedom that
are not Higgsed at weak coupling.
We can also think about other boundary conditions. The general boundary condition
of interest can be described as a Neumann boundary condition for a subgroup H ⊂ G. As
a result, on the boundary of the half-space and hence on the boundary of AdS4, we have
17We know this to be true at small ’t Hooft coupling, but it is unlikely to change at finite ’t Hooft coupling,
since all masses scale as positive powers of N .
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a surviving gauge symmetry for H-gauge fields. This means that, for large enough H, we
should expect O(1) states in the theory at low temperatures due to Gauss’ law, and there is
a chance of having a smooth holographic dual. If H happens to be small, we would get little
from Gauss’ law, and as a result we would still have O(N2) states in the spectrum. These
cases are similar to our discussion above of the Dirichlet type boundary condition, and again
we may expect a large number of branes in the bulk complicating any holographic analysis.
7 N = 4 SYM on AdS4 with quotient boundary conditions
The boundary conditions we discussed so far are the simplest ones; more complicated bound-
ary conditions were also described in [9] and we will next review these. To understand the
rationale for this, note that one of our motivations is to understand the boundary conditions
which allow us to study dynamics on AdS4 at strong coupling using holographic methods.
We have already seen that the simplest versions of the Dirichlet boundary conditions are
not amenable to a useful gravitational dual, and while it is possible that other boundary
conditions like Neumann have a useful dual, new gravity (or string theory) solutions need to
be found to confirm this.
In order to generate boundary conditions that are amenable to a simple holographic
treatment, we need to add additional ingredients to the story. We will now argue that this
can be achieved by boundary conditions involving quotients; in string theory this amounts
to allowing orbifold/orientifold five-planes. A simple argument to motivate the necessity of
the quotients we describe below is to realize that the canonical AdS4 foliation of AdS5 (5.3),
described above, has two AdS4 boundary components. We want to describe the field theory
on a single AdS4, so we need a reflection that identifies these two ‘boundary AdS4’s. To
preserve supersymmetry the quotient has to also act on the transverse space (S5 for the case
of N = 4 SYM). Thus by a suitable Z2 quotient we can use known supergravity solutions to
gain some insight into the strong coupling limit of N = 4 SYM on AdS4, albeit at the price
of introducing more exotic sounding boundary conditions.
Another reason for considering more exotic boundary conditions which are a quotient
construction follows from the original treatment of [10]. The simplest D or NS-type bound-
ary conditions, described in §6, demand that on the half-space the fields obey a prescribed
boundary condition as z → 0. However, one can also get the half-space R2,1×R+ from R3,1
by a Z2 involution which reflects z → −z. This means that one can use the usual folding
trick to obtain new boundary conditions. In general the Z2 quotient also acts on the gauge
group G, and the choice of boundary conditions depends on the precise nature of this action.
The quotients we will describe below will turn out to leave an AdS4 × S2 fixed hy-
persurface inside AdS5 × S5. For simplicity we will again describe these quotients in the
half-space version as described in [10]. As before, for ease of illustration, we will use the
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familiar language of D-branes, orientifold planes and world-sheet parity actions.
7.1 Boundary conditions with involutions
Let us again start with N = 4 SYM on the half-space with gauge group G. We want to
preserve a sub-group H ⊂ G and impose Neumann boundary conditions on gauge fields in
H. As explained in [9], we can start with the theory on R3,1 and define the theory on the
half-space by the folding trick, obtaining the half-space by the quotient z → −z. In order
to preserve supersymmetry, the Z2 action should also act by reflecting three of the scalars
of N = 4 SYM (this amounts to reflection of four directions in string theory).
Now let us pick some Z2 grading of the Lie algebra g. We can write the corresponding
Lie algebra decomposition as g = h + h⊥, where H is a subgroup of G. All fields of the
theory (collectively denoted Ψ) can be split into those that take values in h, Ψh, and those
that live in the complement h⊥, Ψh⊥ . Under the Z2 action we can then assign charge +1 to
the fields Ψh and charge −1 to Ψh⊥ ; this just amounts to supplementing the reflections with
an involution of the gauge group.
The analysis of the supersymmetry transformations reveals that it is possible to give
Neumann boundary conditions to the Ψh fields. Thus the part of the gauge symmetry that
is preserved on the boundary is just H. For the most part we will now focus on the case of
unitary gauge groups G = SU(N). Since these can be realized as the world-volume theory
on D3-branes, we can phrase the discussion in terms of the string theoretic constructions.
To understand what reductions can be achieved, one has to classify involutions of SU(N);
a description of these can be found in [10], and they are summarized below:
• Class I involution: conjugation by an element that breaks SU(N)→ SO(N).
• Class II involution: conjugation by an element that breaks SU(N)→ USp(N).
• Class III involution: conjugation by an element that breaks SU(N) → SU(p) ×
SU(N − p) × U(1) (we can always choose p ≥ N
2
, and we will mostly ignore the
U(1) factor).
The involutions of Class I and II are outer automorphisms of the gauge group, while the
Class III involution is an inner automorphism. By utilizing the above choices of involutions
one can engineer boundary conditions where the gauge symmetry G is broken down to H
which can be one of {SO(N), USp(N), SU(p)×SU(N − p)} depending on the choice made.
There may be further breaking of the gauge symmetry if we choose a vacuum with non-trivial
scalar VEVs, and moreover we can further consider coupling the four dimensional theory to
some 2 + 1-dimensional CFT with H symmetry. However, the simplest choice of boundary
conditions involves no scalar VEVs or boundary CFT; one simply uses the involution to
gauge (on the boundary) a subgroup of the gauge symmetry G.
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Involution Quotient Gauge group H ⊂ G
Class I O5+ SO(N)
Class II O5− USp(N)
Class III I4(−1)FL SU(p)× SU(N − p)
Table 3: A summary of the involutions breaking the gauge symmetry and their realization in string
theory.
The aforementioned quotients have a nice interpretation in string theory. As before we
will engineer boundary conditions using D3, D5 and NS5-branes. In addition since we are
performing quotients, we can include orbifolds and orientifolds. It turns out that given the
supersymmetries we wish to preserve, one has two choices:
• An orbifold by I4 (−1)FL . Here I4 is a spacetime reflection on four directions, three
directions transverse to the D3-brane along with z → −z, and (−1)FL is the operator
that counts world-sheet left-moving fermions.
• An orientifold which involves the same I4 reflection as above along with a world-sheet
orientation reversal.
The quotient constructions in string theory have a natural mapping to the involutions
of unitary G mentioned above. The orbifold by I4 (−1)FL has to be supplemented with
an action on the Chan-Paton factors. One has a choice of a discrete Z2 action by way of
assigning charges ±1 to the Chan-Paton factors. Since one can pick, say, p D3-branes where
the action is + and q with action −, the orbifold realizes the Class III involution, thereby
breaking the gauge group down to SU(p)× SU(q)× U(1) with p + q = N . It is also useful
to note that this orbifold has a twisted sector U(1) gauge field that lives on the fixed plane.
In the case of the orientifold, the quotient itself breaks SU(N) down to USp(N) or to
SO(N) depending on the choice of orientifold plane (O5∓, respectively). Apart from the
five-brane charge carried by the orientifolds, the two choices of O5± are distinguished by
the flavour symmetry acting on the D3-brane fields: m D5-branes coincident with an O5−
have SO(2m) gauge symmetry, while those atop an O5+ have a USp(2m) gauge symmetry.
For a set of D3-branes which end on such D5+O5, these gauge symmetries of the D5-brane
theory act as flavour symmetries on the 2 + 1-dimensional hyper-multiplet fields living on
the boundary, coming from D3-D5 strings. The flavour symmetry is useful to relate the two
choices of the orientifold action with the Class I and II involutions described above. The
Class I involution which breaks SU(N) → SO(N) involves an O5+ orientifold, while the
Class II involution breaking SU(N) → USp(N) is related to an O5− orientifold plane. A
summary of the basic constructions is provided in Table 3 for quick reference.
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As before, these simple ingredients do not give all possible boundary conditions; one can
also have scalar VEVs which reduce the symmetry, and/or explicit breaking of symmetry
by further Neumann boundary conditions. Rather than explain these in abstraction, we will
introduce them as necessary when we describe the action of the S-duality between these
various quotient constructions momentarily.
7.2 S-duals of the quotients
In order to understand the role of S-duality, we first note that the orientifolding action can
be chosen to preserve the same supersymmetries as a D5-brane. In fact, the orientifolds
carry D5-brane charge, putting them on the same footing as the D5-branes. The orbifold
by I4 (−1)FL on the other hand has no net five-brane charge; nevertheless it is similar to
(and preserves the same supersymmetries as) an NS5-brane in type IIB string theory. Thus,
one expects that the action of the S-duality will be to exchange the orbifold and orientifold
boundary conditions. A basic summary of the results from [10] is outlined in Table 4.
One way to proceed is to note the five-brane charges involved. Realizing that the orbifold
by I4 (−1)FL has zero five-brane charge tells us that its S-dual can be given in terms of the
O5− orientifold, provided that we supply a D5-brane on the orientifold locus to ensure
vanishing charge. This identification is also supported by the flavour symmetries; we have
already noted that the twisted sector of the orbifold supports a U(1) gauge field (which acts
as a flavour symmetry on the D3-brane hypermultiplets). A single D5-brane coincident with
the O5− plane also has a SO(2) ' U(1) gauge symmetry on the D5-brane world-volume,
which acts as a flavour symmetry on the boundary hypermultiplets.
However, this naive S-duality identification between the O5− orientifold (with a D5-
brane) and the I4 (−1)FL orbifold leaves something to be explained. In the case of the O5−
orientifold, there is a unique gauge group obtained by the action of the involution, USp(N).
On the other hand, the orbifold action corresponds to the Class III involution, and therefore
to a discrete set of theories labeled by a single integer p. This implies that more ingredients
are required to describe the S-dual of the orbifold. In fact, the extra ingredients are nothing
but scalar VEVs (Nahm poles). In particular, as argued in [10]:
• The simplest case is p = N/2, where the orbifold action is symmetric and the resulting
gauge group is SU(N/2) × SU(N/2). The S-dual of these boundary conditions is an
orientifold O5− plane together with a single D5-brane stuck at the fixed plane. This
S-dual theory has extra boundary degrees of freedom given by hypermultiplet fields
which are charged under USp(N) and under the SO(2) ' U(1) flavour symmetry,
arising from the D3-D5 strings.
• For general p, the orbifolded theory has gauge symmetry SU(p)×SU(q) with p+q = N .
The S-dual for p ≥ q + 2 involves a Nahm pole ρ which breaks SU(N) down to
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Gauge group Quotient Dual gauge Nahm data Boundary
H group H˜ for dual data (dual)
D5-brane
SU(N
2
)× SU(N
2
) I4(−1)FL USp(N) ρ = N × 1 localized
on O-plane
Symmetry
SU(p)× SU(q) I4(−1)FL USp(2q) ρ = (p−q)⊕ 2q × 1 breaking
Nahm data
Non-trivial
SO(N) O5+ SU(N) ρ = N × 1 2 + 1d SCFT
on boundary
USp(N) O5− SU
(
N
2
)
d
⊂ SU(N) ρ = N
2
× 2 None
Table 4: The possible gauge theories engineered by the orbifold/orientifold action and their S-dual
partners. The first two columns refer to the gauge theory obtained by the quotient action,
and the last three columns provide the data describing the S-dual theory. The notation is as in
Table 2, with orientifold planes along (012456) and the orbifold plane along (012789). Here
SU(N2 )d denotes the diagonal subgroup in the decomposition SU(
N
2 )×SU(N2 ) ⊂ SU(N).
Note that the S-dual of a quotient in general involves action of an involution and in addition
some Nahm data and/or extra boundary degrees of freedom.
SU(2q), combined with Neumann boundary conditions reducing the gauge group down
to USp(2q). This is achieved by a map ρ : SU(2) → SU(N) which is composed of
the dimension (p − q) irreducible representation together with 2q copies of the trivial
representation. This Nahm pole preserves a SU(2q) ⊂ SU(N) gauge symmetry; a
subsequent symmetry breaking boundary condition, imposing a Neumann boundary
condition for USp(2q) ⊂ SU(2q), results in a USp(2q) gauge theory. The case p = q+1
simply involves symmetry breaking boundary conditions without a Nahm pole, the
symmetry group being just USp(N − 1). In this generic case of p 6= q one does
not require D5-brane degrees of freedom (these are effectively provided by the scalar
VEVs).
Thus the S-duals of the orbifold boundary conditions all involve modifications of the O5−
orientifold (either by explicit introduction of the D5-brane for p = q, or by Nahm poles for
general p 6= q).
Having understood the S-duals of the orbifold constructions, we now turn to the orien-
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tifold boundary conditions. There are two cases to consider depending on the five-brane
charge of the O5-plane:
• The O5+ orientifold (Class I involution) breaks the SU(N) of the D3-branes to SO(N).
This orientifold is S-dual to some configuration of D3-branes ending on a NS5-brane
(which follows from the fact that the D5-brane charge of the O5+ dualizes to the
NS5-brane charge). However, the boundary condition in the dual cannot simply be
Neumann boundary conditions for the SU(N) (whose S-dual we already discussed
in §6.2), and the S-dual involves coupling to a non-trivial field theory living on the
boundary (Nahm poles are forbidden since the D5-brane charge vanishes for the dual).
• The O5− orientifold is the Class II involution which leaves a residual USp(N) gauge
symmetry on the D3-branes. We have encountered variants of this boundary condition
in our discussion of the duals of the orbifold boundary conditions. However, in the
present case we require the dual of just the orientifold plane. As described in [10],
the dual boundary condition is simply given in terms of scalar VEVs. These break
SU(N) → SU(N/2)d ⊂ SU(N/2) × SU(N/2) in the S-dual picture, and involve N/2
copies of the doublet representation of SU(2), and Neumann boundary conditions for
SU(N/2)d. There are no additional boundary degrees of freedom in the description.
As mentioned above, the S-duals of the simple orbifold and orientifold boundary condi-
tions involve extra ingredients: scalar VEVs, boundary symmetry breaking and boundary
SCFT. For the basic quotients we have provided a summary of the results from [10], in a
form that will be suitable to our investigations. We should note that the discussion can be
enlarged to include quotients of orthogonal and symplectic gauge groups (which in string
theory involve O3-planes as well), and to also allow extra boundary degrees of freedom. We
refer the interested reader to [10] for details on these constructions.
7.3 N = 4 SYM with quotient boundary conditions at weak coupling
Having understood the possible boundary conditions for N = 4 SYM involving symmetry
breaking involutions, we can now investigate the theory on AdS4 at weak coupling. (Recall
that it is simple to conformally map the boundary conditions from the half-space into AdS4,
where the Nahm data is interpreted as the choice of a supersymmetric vacuum.) We have
three basic classes of theories to deal with, depending on the choice of the involution. In each
case, as described in §7.1, we break the gauge symmetry G = SU(N) down to a subgroup
H. We would like to ascertain the spectrum of the theory at weak coupling. Since H has a
rank of order N in all of the cases, we expect an interesting phase structure for Neumann
boundary conditions, involving a Hagedorn transition at a temperature set by the AdS4
length scale.
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The basic result we need has already been obtained in (4.21) for the symmetry breaking
from a gauge group G to H. We will now explore this result in the concrete setting of the
quotients explained above, where G = SU(N) and we have symmetry breaking patterns to
H = {SU(p)× SU(q), SO(N), USp(N)}.
Essentially all we need to make explicit the formula (4.21) are the branching rules for the
adjoint representation of G = SU(N) into appropriate representations of H, i.e.,
adj(SU(N)) = N2−1 =
∑
i
miRi , (7.1)
where mi are the multiplicities with which the representation Ri of H occurs. For the
quotients of interest the decomposition of the representations is:
SU(p)× SU(q) ↪→ SU(N) : N2−1 = (p2−1,1)⊕ (1,q2−1)⊕ (p, q¯)⊕ (p¯,q)⊕ (1,1)
SO(N) ↪→ SU(N) : N2−1 = N(N− 1)
2
⊕
(
N(N + 1)
2
− 1
)
USp(N) ↪→ SU(N) : N2−1 =
(
N(N + 1)
2
− 1
)
⊕ N(N− 1)
2
(7.2)
For the unitary subgroup H = SU(p) × SU(q) we get adjoint representations for each
component along with bi-fundamentals and a singlet. The orthogonal subgroup H = SO(N)
comes with the adjoint (rank 2 anti-symmetric tensor) and the symmetric, traceless 2-tensor
representation. The symplectic subgroup USp(N) likewise has matter in the rank 2 anti-
symmetric tensor representation in addition to the adjoint gauge multiplet.
The computation of the large N Hagedorn temperature from (4.21) can be done using the
techniques described in [19], which we review in Appendix B. The upshot of the calculation is
that for the three classes of quotients described above (assuming for the Class III involution
that both p and q are of order N)18 one finds a transition temperature:
T? = − 1
`4 log(x?)
,with z(x?) = zB(x?) + zF (x?) =
1
2
. (7.3)
The factor of 1/2 on the right-hand side of (7.3) can be simply understood from the fact that,
as implied by the previous paragraph, when we construct a single-trace operator we always
have twice as many choices for which field to put at each position compared to the original
unquotiented theory. For all the quotients of interest, the Hagedorn temperature (taking
zB(x) with α = 3 as required by supersymmetry) is found to be T? = 1/(`4 log(7 + 4
√
3)).
18For the Class III involution when p ∼ N but q  N , one has to be a bit more careful since the
eigenvalue distribution for the SU(q) gauge group cannot be treated in a continuum approximation. In fact,
for p = N − k with finite k one expects that the large N transition temperature is given by (4.20).
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7.4 Holographic duals for the quotient constructions
Next, we wish to understand the holographic duals of N = 4 SYM on AdS4 for the class of
quotient boundary conditions described in §7.1. Fortunately, we are in luck; we can find a
holographic dual with a single copy of AdS4 on its boundary by taking a quotient of (5.3)
which identifies the two copies of AdS4 on the boundary of the AdS5 spacetime. That such an
identification exists and is consistent in the full string theory follows from the discussion in
§7.1. In particular, we require a Z2 involution which acts on AdS5 ×S5 as R→ −R together
with an action on the S5, combined perhaps with a further action on the string world-sheet.
This is precisely provided by the I4 (−1)FL orbifold and the orientifold constructions. As
discussed above, these boundary conditions lead to O(1) low-energy degrees of freedom,
consistent with a smooth gravitational dual.
Let us focus on the simple case of the O5− orientifold, which breaks the SU(N) gauge
symmetry on N D3-branes down to USp(N). The dual geometry is AdS5× S5 up to identifi-
cations. The orientifold action involves mapping the two copies of the AdS4 boundary in the
coordinatization (5.3) to each other, and it also acts by reversing the sign of three of the co-
ordinates in the R6 ⊃ S5. Writing the metric on S5 as ds2 = dθ21 +sin2(θ1) dΩ22+cos2(θ1) dΩ˜22,
the action can be geometrically described as (R, θ1) → (−R,−θ1) together with the world-
sheet parity reflection. These identifications are realized by an orientifold 5-plane localized
on an AdS4 × S2 surface (R = θ1 = 0) in AdS5 ×S5. In the supergravity limit with
gs ∼ 1N  1, the orientifold plane has a negligible backreaction. Thus we have constructed
a suitable dual for these orientifold boundary conditions. Similar considerations extend to
the O5+ orientifold which preserves a SO(N) gauge symmetry, and the orbifold boundary
conditions preserving SU(p)× SU(N − p) gauge symmetry. In the latter case, the value of
p is related to the flux of the twisted sector gauge field on the S2.
7.5 Holography with quotient boundary conditions at finite temperature
Let us now ask whether the class of geometries considered above, the AdS4 foliations of
AdS5, provide us with some insight into the dynamics of strongly coupled N = 4 SYM on
AdS4 at finite temperature. The aim will be to ascertain the phase structure of the theory
from the holographic description and compare this with the free field analysis above.
It is easy to identify one class of geometries relevant to the dynamics of thermal N = 4
SYM on AdS4. This is simply (5.3) (with the appropriate Z2 quotient), where we identify the
Euclidean time coordinate tE = −i t with a period set by the temperature tE = tE +β. Note
that the coordinates employed in (5.3) identify the bulk and boundary time coordinates, so
thermal boundary conditions can be easily imposed by the usual Euclidean period.
However, there is another class of spacetimes which can also be potential duals. To under-
stand these geometries let us start with AdSd+1 (for generality) written in global coordinates
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as in (2.1)
ds2 = −f(ρ) dt2 + ρ2 dΩ2d−1 +
dρ2
f(ρ)
, (7.4)
where we now use ρ to denote the bulk radial coordinate, and write the metric on the round
Sd−1 as
dΩ2d−1 = dζ
2 + sin2(ζ) dΩ2d−2 . (7.5)
The function f(ρ) for static, spherically symmetric spacetimes is of the form:
f(ρ) =
ρ2
L2d+1
+ 1− ρ
d−2
+
ρd−2
(
1 +
ρ2+
L2d+1
)
, (7.6)
with ρ+ = 0 corresponding to pure AdSd+1, while generic values of ρ+ are the Schwarzschild-
AdSd+1 solutions. As expected this geometry has a boundary which is the ESUd parameter-
ized by {t, ζ,Ωd−2}.
We are going to exploit the fact that AdSd is conformal to ESUd. This can be used to
motivate a diffeomorphism of the bulk spacetime AdSd+1 which acts as a boundary conformal
transformation, thereby allowing us to construct bulk geometries which have AdSd as their
boundary. The coordinate transformation in question is rather simple; we just invert the
map used to obtain (2.2) from (2.1). The coordinate transformation
tan(ζ) =
r
`d
, ρ¯ =
Ld+1
`d
ρ (7.7)
applied to (7.4) results in the metric
ds2 =
ρ¯2
L2d+1 (1 +
r2
`2d
)
(
−f(ρ¯)
ρ¯2
L2d+1
(
1 +
r2
`2d
)
dt2 +
dr2
(1 + r
2
`2d
)
+ r2 dΩ2d−2
)
+
`2d
L2d+1
dρ¯2
f(ρ¯)
.
(7.8)
We have now achieved the stated goal of writing d + 1-dimensional static, spherically sym-
metric asymptotically globally AdSd+1 spacetimes in coordinates where we have an AdSd
boundary (up to a conformal transformation, and the need for a Z2 quotient as discussed
above).
The metric (7.8) with d = 4 provides a class of potential dual spacetimes for thermal
N = 4 SYM on AdS4. When ρ+ = 0 we have our familiar friend, pure AdS5, while ρ+ 6= 0
provides the Schwarzschild-AdS5 geometry written in coordinates where constant ρ slices
are (conformal to) copies of AdS4. Since with ρ+ 6= 0, the temporal Killing field has van-
ishing norm at ρ = ρ+, regularity of the Euclidean geometry requires that one identify the
Euclidean time coordinate with period β = T−1H . Here TH is the Hawking temperature of a
Schwarzschild-AdSd+1 black hole
TH =
d ρ2+ + (d− 2)L2d+1
4pi ρ+ L2d+1
. (7.9)
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Note that the Schwarzschild-AdSd+1 solutions have a minimum Hawking temperature at-
tained at ρ+ =
√
d−2
d
Ld+1, with Tmin =
1
2pi Ld+1
√
d (d− 2).
Let us now return to the thermal N = 4 SYM on AdS4, where we impose the quo-
tient boundary conditions preserving sixteen supercharges. From (7.9) we see that the
Schwarzschild-AdS5 solutions with ρ+ 6= 0 can provide potential holographic duals only
for T ≥
√
2
pi `4
.19 For lower values of the temperature there is a unique geometry, viz., the
thermal AdS5 geometry written in AdS4 foliation (together with the Z2 involution).
However, one still has to check which of these geometries has lower free energy. This
can be determined for instance by computing the Euclidean action on the solutions. In fact,
there is nothing new to compute as the results are easily obtained by recalling the physics
of the Hawking-Page transition [31, 32].20 For the spacetimes of the general form (7.4),
one finds that the Schwarzschild-AdS5 black hole solution has lower free energy only for
ρ+ ≥ L5.21 This implies that the Hawking-Page transition for strongly coupled N = 4 SYM
with quotient boundary conditions occurs at a critical temperature Tc =
3
2pi
1
`4
.
From an explicit evaluation of the Euclidean action, one can argue that the free energy
of the theory as ascertained from the holographic description behaves as follows [32]:
F =
 O(1) , T < TcO(N2) , T > Tc (7.10)
One thus sees a sharp jump in the free energy in the strict large N limit (which would
be smoothed out into a cross-over at finite N). The transition at Tc in the holographic
description is expected to be the strong coupling analog of the large N Hagedorn transition
which we discussed in §7.3.22
In summary, for the boundary conditions involving quotient constructions with Neumann
boundary conditions for a large subgroup H of G (specifically dim(h) ∼ N), we have argued
that the holographic dual geometries are given by rewriting known asymptotically globally
AdS5 solutions in a conformal frame where the boundary is AdS4, combined with a Z2
action. The phase structure for this class of theories exhibits qualitative similarities between
the weak coupling and strong coupling results.
19We henceforth use the geometry (7.8) to express the temperatures in terms of the field theory scale `4.
20Note that we are actually interested in quotients of (7.8) to describe duals of the field theories discussed
in §7.1, but the effect of the quotient is just a rescaling of the free energy.
21In fact this statement is true in all dimensions; the black hole solution dominates only when its radius
exceeds the AdS radius. It follows then that the Hawking-Page temperature for a d-dimensional CFT is
simply Tc =
d−1
2pi
1
`d
.
22Both the strong coupling transition at Tc and the weak coupling transition at (7.3) occur at precisely the
same temperature as for the N = 4 SYM on an S3 with the same radius of curvature [21, 19]. The relation
between this theory and ours is clear in the holographic dual, but is not obvious directly in the field theory.
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8 Discussion and open questions
In this paper we have investigated the dynamics of conformal field theories on AdS4, with
specific attention to N = 4 SYM. Due to the existence of a vast spectrum of boundary
conditions admissible for the fields on the (timelike) boundary of AdS4, we have seen that
the physics of such field theories is quite rich, with non-trivial phase structure in certain
cases. Part of our motivation for concentrating on the specific example of N = 4 SYM
was due to the fact that we could discuss it at strong coupling both using S-duality and
holographic methods.
Understanding how S-duality acts on the boundary conditions required us to understand
its action on the supersymmetric vacua of the theory on AdS4 (or equivalently on the Nahm
data in the boundary conditions). In some cases we also needed to understand boundary
degrees of freedom, living on the 2+1 dimensional boundary of AdS4, including [9] boundary
CFTs and/or charged matter (which can be realized in terms of additional D5 or NS5-branes
for unitary gauge groups).
One of the main results of the analysis has been that the simplest class of boundary
conditions which we call Dirichlet or Neumann, do not lend themselves readily to a holo-
graphic treatment. In the Dirichlet case, this was due to the presence of a large number of
light excitations in the theory, which survive at strong coupling. The Neumann boundary
conditions seem to be more tractable using holographic methods, but in order to determine
if this is so, one needs to look for appropriate solutions of Type IIB supergravity describing
the near-horizon limit of D3-branes ending on five-branes, which we postpone to future work.
Note that [28, 29] claim to find all supergravity solutions with the appropriate symmetry,
but it is not clear if and how the solutions we require are included in their classification.
Given the impasse for the basic boundary conditions permitted for the theory, we de-
scribed how one can work with more general boundary conditions involving quotients that
preserve supersymmetry [10]. One can view these boundary conditions as Neumann bound-
ary conditions for a subgroup H of the gauge group G. We saw that provided H was
sufficiently large, it was possible to analyze these theories holographically in terms of ge-
ometries which involve AdS4 foliations of AdS5, together with a Z2 quotient which acts via
a standard orientifold or orbifold action in string theory. Such holographic duals have O(1)
light degrees of freedom as one would expect from studying the weakly coupled CFT.
In our analysis of N = 4 SYM, it should be borne in mind that we have restricted atten-
tion to boundary conditions that preserve sixteen supercharges. It would be interesting to
determine whether there are examples of boundary conditions which are tractable at strong
coupling despite preserving less supersymmetry. For example, there exist involutions that
preserve less than 16 supercharges, and the dual geometries are again appropriate quotients
of AdS5 × S5. At the same time it would be interesting to determine if there are stable
non-supersymmetric boundary conditions. Typically, breaking all supersymmetry tends to
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lead [33] (at least at finite N) to either perturbative instabilities (twisted sector tachyons in
quotient constructions, violations of the Breitenlohner-Freedman bound, or higher trace rel-
evant operators that break conformal invariance) or non-perturbative ones (brane nucleation
or tunneling instabilities). Another potential avenue for exploration in four dimensions is to
consider the large class ofN = 1 superconformal theories which arise from D3-branes probing
various singularities. It would also be interesting to check if there is any supersymmetric in-
dex that can be computed for our superconformal theories on AdS4 (with SUSY-preserving
boundary conditions). Such an index may be used to compare the theories at weak and
strong coupling, or to learn about the strong coupling behaviour in the cases where it is not
yet understood.
The boundary conditions we have chosen to examine for the gauge fields in AdS4 have
been either Neumann or Dirichlet. However, as described in earlier work on boundary
conditions for vector fields [4, 5], one can impose more general boundary conditions which
relate the two fall-offs of the gauge field via a functional relation (similar to the multi-trace
boundary conditions for scalar fields in the window around the BF bound, as discussed in
[34, 35]). For a linear relation between the two fall-off coefficients, one can describe the
boundary conditions in terms of D3-branes ending on (p, q)-fivebranes [36]. For the Abelian
theory this corresponds to addition of a boundary Chern-Simons term [4]. It would be
interesting to examine the consequences of such boundary conditions for d = 4 CFTs, and,
in cases like N = 4 SYM, how they behave under S-duality (and its SL(2,Z) extension) and
the AdS/CFT correspondence.
The study of CFTs on AdS spacetime is by no means restricted to four spacetime dimen-
sions. One can easily extend the analysis to lower or higher dimensions; our main reason
for sticking to d = 4 was due to the fact that, with the standard choice of norm and for the
usual Yang-Mills kinetic term, gauge fields enjoy a rich set of boundary conditions only in
this dimension. In higher dimensions, one may choose a different norm that again allows a
rich class of boundary conditions, but one expects this procedure to introduce ghosts [11].
In three dimensions, one can have Chern-Simons gauge fields, and these are now known to
play an important role in the construction of superconformal theories [37, 38, 39]. In the
special case of the CFTs related to M2-branes, there is a preliminary analysis of potential
boundary conditions for such theories (once again on the half-space) [40, 41, 42, 43], which
should allow one to study these three dimensional superconformal theories on the AdS3 ge-
ometry. However, this seems to include only the boundary conditions related to M2-branes
ending on M5-branes; as above, we do not expect this case to lead to smooth holographic
duals, while there should be alternative boundary conditions related to M2-branes on orb-
ifolds/orientifolds, whose holographic duals are given by M theory on (AdS4 × S7)/Z2. In
addition, in M-theory one can also consider M5-branes ending on orbifolds, which should have
a holographic dual in terms (AdS7× S4)/Z2 spacetimes; the challenge here is to understand
the relevant boundary conditions directly in the field theory.
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Finally, while our analysis has been restricted to the realm of conformal field theories,
the AdS spacetimes provide an interesting background also for theories with mass scales,
especially confining gauge theories [2, 44]. This is because they provide a geometric infra-red
regulator for the theory. Understanding the consequences of the boundary conditions and
dynamics of such confining theories on AdS spacetimes promises to be an interesting avenue
for exploration and we hope to return to this problem in the future.
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A Review of boundary conditions for fields with spin s ≤ 1
In this appendix we summarize the basic facts about boundary conditions for various matter
fields in AdSd spacetimes. As in §2 we work in global coordinates and write down the possible
boundary conditions for scalars, vectors and spinor fields. One obtains this information by
considering the fall-off conditions and imposing appropriate normalizability conditions for
the various fields.
A.1 Scalar fields in AdSd
Consider a free classical scalar field in AdSd with the metric (2.1) and the action
Sscalar =
∫
ddx
√−g
(
1
2
∇µφ∇µφ+ 1
2
m2 φ2
)
. (A.1)
The boundary conditions which can be imposed on the scalar are well known from the early
work of [1] and have been discussed in the AdS/CFT context in [3]. They depend only on
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the mass of the scalar and are insensitive to any couplings.23
First of all, one requires that the scalar mass lie above the so-called Breitenlohner-
Freedman (BF) bound
m2 ≥ m2BF = −
(d− 1)2
4 `2d
, for AdSd . (A.2)
This ensures the stability of the scalar field theory in the background. From the classical
equations of motion, one derives easily the possible asymptotic behaviours of the scalar:
φ(r) ' r−∆± , ∆± = d− 1
2
±
√
(d− 1)2
4
+m2 `2d. (A.3)
It follows that the available boundary conditions for scalar fields in AdSd are:
• If m2 > m2BF + `−2d then only the mode that behaves as r−∆+ is normalizable with
respect to the standard Klein-Gordon norm of the scalar field, so the other mode
must be fixed. These are the usual boundary conditions imposed for scalar fields in
AdS/CFT, where the scalar of mass m is dual to an operator of dimension ∆ = ∆+ in
the dual CFT.
• If m2BF ≤ m2 ≤ m2BF + `−2d then both the modes r−∆± are normalizable. In particular,
this means that we can consider two particularly natural choices of boundary condition.
Choosing φ ∼ r−∆+ is the conventional boundary condition. On the contrary, as
discussed in [3], the choice φ ∼ r−∆− (with the sub-leading O(r−∆+) term fixed) leads
to the scalar being dual to an operator of dimension ∆ = ∆− in a putative dual CFT.
It is this choice that allows one to reach the unitarity bound on scalar operators for
CFTs on ESUd−1, since min(∆−) = d−12 − 1.
Before we proceed to discuss other matter fields let us remark on one other scalar coupling
of interest. We will mainly consider CFTs on AdSd, which generally have scalar fields which
couple to the background curvature. Such a conformally coupled scalar field has an action:
Sconformal scalar =
∫
ddx
√−g
(
1
2
∇µφ∇µφ+ d− 2
8 (d− 1) Rφ
2 +
1
2
m2 φ2
)
. (A.4)
Since the scalar curvature of AdSd is constant
R = −d(d− 1)
`2d
, (A.5)
one finds that a conformal coupling simply shifts the mass of the scalar field
m2 → m2c +m2 , m2c ≡ −
d(d− 2)
4 `2d
. (A.6)
23In particular, the boundary conditions are not affected by replacing the covariant derivative by a gauge
covariant derivative; ∇µ → Dµ = ∇µ − iAµ.
44
The special case of a massless m2 = 0 conformally coupled scalar field will be relevant for
the study of CFTs on AdS spacetimes. For such fields, note that the conformal mass m2c lies
in the middle of the interesting window where both boundary conditions are allowed; one
has ∆+ =
d
2
and ∆− = d−22 .
Once we have the boundary conditions at hand, it is easy to ascertain the spectrum of
a free scalar field. Exploiting the manifest Rt × SO(d − 1) isometry of the global AdSd
spacetime (2.1) one can expand in modes
φ = e−i ω t Y(k)(Ω)F (r), (A.7)
with Y(k)(Ω) (k ≥ 0) being the spherical harmonics on Sd−2. We recall that these scalar
harmonics have eigenvalues
∇2Sd−2 Y(k) = −k (k + d− 3) Y(k) , k = 0, 1, 2, · · · (A.8)
Note that we are suppressing the analogs of the azimuthal quantum numbers and therefore
have to remember that the spherical harmonics on Sd−2 labeled by k have a degeneracy
Ds(d− 2, k) for24
Ds(d, k) =
d+kCk − d−2+kCk−2 = d+ 2 k − 1
d− 1
d+k−2Ck, (A.9)
where nCk ≡ n!k! (n−k)! . It is well known that the Klein-Gordon equation arising from (A.1)
can be solved in terms of hypergeometric functions (see for instance [45]). Demanding that
the field be non-singular in the interior and normalizable, one immediately obtains a discrete
spectrum (intuitively this follows because AdSd acts as a confining box):
ω `d = 2n+ k + ∆ , ∆ = ∆± , n = 0, 1, 2, · · · (A.10)
and we have a total of Ds(d− 2, k) such states for a given harmonic at level k.
A.2 Vector fields in AdSd
Boundary conditions for massless vector fields propagating in asymptotically AdS spacetimes
present a more involved story. In the early discussion of [1], vector fields in AdS4 were
discussed in the context of gauged supergravity theories, and it was realized in [4] that
non-trivial boundary conditions are engendered in the context of AdS4/CFT3 duality. The
comprehensive analysis of the behaviour of Maxwell fields was carried out in [6] which we
briefly summarize below. These boundary conditions were used in [5] to obtain non-trivial
bulk-boundary pairs in the context of AdS/CFT, generalizing the earlier analysis of [1, 4].
24This degeneracy can be easily computed by realizing the scalar harmonics Y(k) on S
d−2 as projec-
tions of harmonic functions from Rd−1. The latter are simply expressed in terms of symmetric, traceless,
homogeneous polynomials of degree k which can be enumerated to give (A.9).
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The basic idea behind the analysis of [6] is to ask what are the boundary conditions
that one should impose on the time-like I + of AdSd for gauge fields propagating in the
spacetime. One has the standard Maxwell action25:
Sgauge = 1
e2
∫
ddx
√−g
(
−1
4
Fµν F
µν
)
, F = dA. (A.11)
The boundary conditions arise by examining the solutions to the Maxwell equations:
∇µF µν = 0 , ∇[µFρσ] = 0. (A.12)
There are two basic issues to deal with for these equations: the gauge invariance and the
fact that the gauge potential A transforms as a vector field in AdSd. Once again using the
manifest SO(d− 1) isometry of (2.1), the 1-form A can be decomposed into
A = Av + As, (A.13)
where Av is the vector of SO(d− 1) and As is a scalar with respect to SO(d− 1). In terms
of a harmonic decomposition, Av can be expanded in vector spherical harmonics Vi(k) and
As in terms of scalar harmonics Y(k) and their derivatives.
To facilitate the discussion it is useful to introduce a basis of one-forms on AdSd; we’ll
take dxa to be one-forms in the two dimensional space spanned by (t, r), and dΩi to be the
angular one-forms. Then it is easy to see that the harmonic decomposition takes the form
Av =
∑
k
Φv(k)(t, r) Vi (k)(Ω) dΩ
i , (A.14)
and
As =
∑
k
(
Aa (k)(t, r) Y(k)(Ω) dx
a + a(k)(t, r)∇iY(k)(Ω) dΩi
)
. (A.15)
The vector harmonics Vi (k) on S
d−2 are again labeled by a single quantum number k, in
terms of which their eigenvalues are determined to be
∇2Sd−2Vi (k) = − (k (k + d− 3)− 1) Vi (k) , ∇iVi (k) = 0 , k = 1, 2 · · · . (A.16)
Note that there are no vector harmonics for k = 0. As we have suppressed the other quantum
numbers labeling these harmonics, we have to keep track of their degeneracy, Dv(d − 2, k)
where26
Dv(d, k) = (d+ 1)
(
d+kCk − d−2+kCk−2
)− d+k+1Ck+1 − d+k−3Ck−3. (A.17)
25We will explicitly discuss the boundary conditions for Abelian gauge fields. The generalization to the
non-Abelian case is straightforward.
26As for the scalar harmonics, one can obtain vector harmonics on Sd by projecting vectors in Rd+1 onto
the tangent space of Sd. The degeneracy computation can be determined by removing the modes which are
scalars and derivatives thereof from the SO(d+ 1) point of view, thereby restricting to just divergence free
vectors on Sd.
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The vector modes Av are insensitive to gauge transformations. This makes it easy to
read off the boundary conditions for them once we know their fall-off conditions, which are
Φv(k) = α
v
(k) + β
v
(k) r
3−d , d 6= 3. (A.18)
This follows by realizing that the fields r−
d−4
2 Φv(k)(r, t) effectively behave as massive scalars
in an effective AdS2 geometry (the coset AdSd/S
d−2) with mass m2v = −d−2`2d . Note that there
are actually d − 3 scalars here corresponding to the different polarizations of the spherical
harmonic, which should be kept in mind while counting the number of degrees of freedom.
On the other hand the scalar part As is affected by the underlying gauge invariance. This
can in fact be fixed [6] by noting that the source-free equations of motion set Aa (k) = a(k) = 0
for k = 0, and that for k ≥ 1 we may trade the unique gauge-invariant combination of Aa (k)
and a(k) for another scalar field Φ
s
(k), which determines the mixed components of the gauge
field strength:
ab
(
∇ba(k) +
√
k(k + d− 3) Ab(k)
)
=
1
rd−4
∇aΦs(k) . (A.19)
The fall-off conditions for Φs(k) can then be determined from the equations of motion to be
Φs(k) = α
s
(k) r
d−5 + βs(k) r
0 , d 6= 5,
= αs(k) log(r) + β
s
(k) r
0 , d = 5. (A.20)
One can again encode this information by realizing that the field r
d−4
2 Φs(k)(r, t) behaves as a
scalar field of mass m2s = −2 (d−3)`2d in the effective AdS2 geometry.
Intuitively, the scalars Φv and Φs correspond to the magnetic and electric parts of the
gauge field. Rather than elaborate on their properties in various dimensions, we present the
relevant details regarding the boundary conditions for the cases we will be interested in and
refer the reader to [6] for the general story. The comprehensive description of the allowed
boundary conditions in general dimensions is summarized in [5].
This somewhat abstract discussion can be translated into the Ar = 0 gauge used in §2.
In order to do so, it is useful to convert the information in Φs(k) and Φ
v
(k) into the gauge
potential itself. From [5] we learn that
Ai = Di λ+ αi(Ω
i, t)r0 + βi(Ω
i, t) r2−d
At = ∂t λ+ cs(d)αs(Ω
i, t) +O(r2−d) +O(r−2)
Ar = ∂r λ+ ∂tαs(Ω
i, t)r−3 + ∂tβs(Ωi, t) r1−d (A.21)
where cs(d) = d− 5 for d 6= 5 and is set to unity for d = 5, and λ(r, t,Ωi) is a scalar gauge
function. To write the expressions we have taken linear combination of the harmonics to
define functions αi,s(Ω
i, t) and βi,s(Ω
i, t) of the boundary coordinates via
fi(Ω
i, t) =
∑
k
fv(k) Vi (k) , fs(Ω
i, t) =
∑
k
f s(k) Y(k) . (A.22)
Solving the last equation of (A.21) to set Ar = 0 we can find λ(r, t,Ω
i). Plugging the
resulting expression into the boundary components of the gauge field leads to (2.5).
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Gauge fields in AdS4: A Maxwell field in four dimensions has two propagating degrees
of freedom. In terms of the decomposition (A.13) one can view these as being the magnetic
scalar arising from the vector mode Av, and the electric scalar Φs. Furthermore, in AdS4
one expects (for a free Maxwell theory) these scalars to be equivalent because of classical
electric-magnetic duality of (A.11). This is indeed true, as in d = 4 the scalars Φv and Φs
have the same mass. Moreover, this value is precisely that of a conformally coupled scalar
field in AdS4, which also follows from the classical conformal invariance of (A.11).
Since the two physical degrees of freedom of the gauge field in AdS4 obey the conformal
scalar wave equation, it follows that both these modes can be allowed to have either of the
two natural boundary conditions discussed above. It is physically more intuitive however
to phrase the boundary conditions in terms of the electric and magnetic components of the
gauge field. While one can think of the electric component as related to Φs, the magnetic
component is really related to Φv via electric-magnetic duality.
The ‘standard boundary conditions’, which we will refer to as Dirichet bc for the gauge
field, correspond to fixing the components of F tangential to the boundary of AdS4 (the
boundary value of the gauge field is declared to be a non-fluctuating mode). This translates
to using a Dirichlet boundary condition for the electric scalar, but a Neumann boundary
condition for the magnetic scalar. These boundary conditions allow for electrically charged
states in AdS4, which are charged under a global U(1) symmetry that the theory has (corre-
sponding to constant gauge transformations, which do not vanish at the boundary so they act
non-trivially on the Hilbert space). In the AdS/CFT correspondence, the operator dual to
the bulk field Aµ for these boundary conditions is a conserved current J
i on ESU3, ∂iJ
i = 0;
but note that the theory has a global symmetry even without using the AdS/CFT corre-
spondence. In this case the magnetic scalar has Neumann boundary conditions, so one has
a Gauss’ law constraint forbidding magnetically charged states in the theory.
On the other hand, one can impose ‘modified boundary conditions’ which we will refer
to as Neumann bc, as described in [4, 5]. These correspond to imposing Dirichlet boundary
conditions on the magnetic scalar and Neumann boundary conditions on the electric scalar.
This therefore involves fixing the components of the bulk gauge field which have one leg in the
radial direction of AdS4. These modified boundary conditions are a bit more interesting: the
gauge field Aµ is allowed to fluctuate on the boundary, so here we end up having dynamical
gauge symmetry on the ∂AdS4 = ESU3, and as a result disallow states carrying non-zero total
charge. One can however consider magnetically charged states in the theory, since now there
is no Gauss’ law constraint for the magnetic gauge field. In the context of the AdS/CFT
correspondence, the dual CFT3 now has a dynamical gauge field (though with no three
dimensional kinetic term) instead of a conserved global current, and the lowest-dimensional
gauge-invariant operator is its field strength. In the Abelian case, electric-magnetic duality
relates this field strength to a global symmetry current by J = ∗3F .
The spectrum of the gauge fields in AdS4 is captured completely by the conformal scalars
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Φs,v introduced earlier. This implies that the energy levels are a subset of
ω `d = 2n+ l + ∆± , ∆± = 1, 2 , n = 0, 1, 2, · · · (A.23)
The standard (Dirichlet) boundary condition treats Φs as a dimension 1 operator and Φv as
a dimension 2 operator. On the other hand the modified (Neumann) boundary conditions
entail treating Φs as a dimension 2 operator and Φv as a dimension 1 operator. Since the
scalars are isomorphic in the bulk, the spectral content of the theory is identical in both
cases. The only issue to worry about is the one described earlier of having to impose Gauss’
law for electrically charged or magnetically charged states in the theory.
Note that the boundary condition for the gauge field affects also other fields; for instance,
if we have a Neumann boundary condition for the gauge field, we cannot introduce sources for
any electrically charged fields in the bulk, since such sources would not be gauge-invariant.
This corresponds in a putative dual CFT to the fact that only correlation functions of gauge-
invariant operators are well-defined.
A.3 Fermions in AdSd
Having discussed scalars and vectors in AdSd we now turn our attention to fermionic fields.
The boundary conditions for fermions were worked out first in [1]. An early discussion in
the context of the AdS/CFT correspondence can be found in [14, 15] while [16, 17] provide
a more recent perspective.
As before it suffices to discuss the free fermion action:
Sfermion =
∫
ddx
√−g i (ψ¯ Γµ∇µψ −mψ¯ψ) , (A.24)
where the spinor covariant derivative is as usual expressed in terms of the spin-connection
∇µ = ∂µ + 1
4
ωµpq γ
pq . (A.25)
Note that we are now using lowercase latin letters (p, q, · · · ∈ {t, r, i}) to denote the local
tangent space index. To be specific, for the metric (2.1), one can take a basis of veilbeins
et =
√
f(r) dt , er =
1√
f(r)
dr , ei = r eˆi , where f(r) = 1 +
r2
`2d
, (A.26)
with eˆi a standard basis of one-forms on S
d−2. One then has Γµ = eµp γ
p.
One then finds that the spin connections are
ωtr =
f ′(r)
2
dt , ωri = −
√
f(r) eˆi , ωij = ωˆij , (A.27)
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where once again ωˆij is the spin-connection on S
d−2. The Dirac operator can then be shown
to take the form:
Γµ∇µ =
√
f γr ∂r − 1√
f
γt ∂t +
(
d− 2
2
√
f
r
+
f ′
4 f
)
γr +
1
r
Γi ∇ˆi . (A.28)
One can solve this equation as in [1] by using a spinor harmonic decomposition.
However, in order to ascertain the boundary conditions for fermions, it actually suffices
to work in the Poincare´ patch, and then transcribe the result to the global coordinates. In
the Poincare´ coordinates one finds that the Dirac operator takes the form:
Γµ∇µ = r γr ∂r + i 1
r
γµ pµ +
d− 1
2
r. (A.29)
From the free Dirac equation, one can then easily ascertain that [17]
ψ±(r)→ a±(x) r− d2±m`d + b±(x) r− d2∓m`d−1 as r →∞ , (A.30)
with
ψ± = Γ± ψ , Γ± =
1
2
(1± Γr) . (A.31)
These fall-off conditions suffice to determine the boundary conditions for the fermions as we
now explain.
For fermions there are two important issues to keep in mind whilst prescribing boundary
conditions. One is that the Dirac equation being first order, Dirichlet boundary conditions
can be quite constraining. Secondly, the spinor representations in the bulk AdSd and bound-
ary ESUd−1 could have different number of components. As described in [16, 17] these two
facts conspire to produce a sensible set of boundary conditions for fermions, once one realizes
that ψ± introduced above are conjugate variables.
The standard boundary conditions for fermions then correspond to fixing a+(x) on the
boundary ESUd−1 for m > 0 (correspondingly a−(x) for m < 0). From these fall-off con-
ditions one learns that a Dirac fermion of mass m can be associated with an operator of
conformal dimension:
∆ =
d− 1
2
+ |m`d|. (A.32)
Since the spinor representations are dimension specific it is useful to record the results for
odd and even spacetime dimensions in turn:
• In odd spacetime dimensions, a Dirac spinor ψ propagating in the bulk of AdSd, can
be mapped to a chiral spinor on the boundary ESUd−1. Moreover, the chirality of the
spinor is correlated with the sign of the mass term in (A.24); positive chirality implies
we should impose Dirichlet boundary conditions on ψ+ and hence m > 0.
• In even spacetime dimensions, on the other hand, the Dirac spinor ψ in AdSd, can be
related to a Dirac spinor on ESUd−1.
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Note that (A.32) suggests that fermionic fields in AdSd are well gapped from the unitarity
bound for fermionic operators in a CFT. Recall that the unitarity bound for fermions on
ESUd−1 is actually d−22 , in contrast to that of bosonic operators dimensions which as described
in §A.1 is d−1
2
−1. As in the scalar case, it turns out that one can indeed saturate the unitarity
bound, by realizing that in the regime of masses 0 ≤ m`d < 12 , both fall-offs in (A.30) are
normalizable. This in particular implies that in this range we can take ∆ = d−1
2
− |m`d|.
B Computing the Hagedorn temperature for the quotients
We wish to compute the Hagedorn transition temperature for theories obtained by the various
involutions of SU(N). As described in §7.3 the basic quantity of interest is the partition sum
of the theory, which is given for a general gauge theory with Neumann boundary conditions
preserving H ⊂ G in (4.21). This formula needs to be evaluated in the various cases of
interest. For simplicity we will do the computation for G = U(N) rather than SU(N); the
two are equivalent in the large N limit.
To do so let us first record the Haar measure on the classical groups in terms of the
eigenvalues. For U(N) one has eigenvalues which are pure phases ei θi , while for USp(2N)
and SO(2N) there are 2N eigenvalues, which are pairs of conjugate phases, {ei θi , e−i θi}. For
SO(2N + 1) one has an additional eigenvalue which is unity. In terms of these eigenvalues,
the Haar measure is given as (dropping irrelevant numerical pre-factors):
U(N) :
N∏
i=1
[dθi]
∏
1≤i<j≤N
sin2
(
θi − θj
2
)
,
USp(2N) :
N∏
i=1
[dθi]
∏
1≤i<j≤N
(cos(θi)− cos(θj))2
N∏
m=1
sin2(θm),
SO(2N) :
N∏
i=1
[dθi]
∏
1≤i<j≤N
(cos(θi)− cos(θj))2,
SO(2N + 1) :
N∏
i=1
[dθi]
∏
1≤i<j≤N
(cos(θi)− cos(θj))2
N∏
m=1
sin2
(
θm
2
)
. (B.1)
In addition we need the formulae for the characters of various representations. These are
given again in terms of the eigenvalues above: denoting the irreducible representations of
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the classical groups by Young tableaux (n1, n2 · · ·nN) with n1 ≥ n2 ≥ · · · ≥ nN ≥ 0 one has
U(N) : χ(n1,n2 ···nN )(U) =
det
[
ei θi (nj+N−j)
]
det [ei θi (N−j)]
USp(2N) : χ(n1,n2 ···nN )(U) =
det
[
ei θi (nj+N−j+1) − e−i θi (nj+N−j+1)]
det [ei θi (N+1−j) − e−i θi (N+1−j)]
SO(2N + 1) : χ(n1,n2 ···nN )(U) =
det
[
ei θi (nj+N−j+
1
2
) − e−i θi (nj+N−j+ 12 )
]
det
[
ei θi (N+
1
2
−j) − e−i θi (N+ 12−j)
]
SO(2N) : χ(n1,n2 ···nN )(U) =
1
2
(
det
[
ei θi (nj+N−j) + e−i θi (nj+N−j) − δjN δnN0
]
det [ei θi (N−j) + e−i θi (N−j) − δjN ]
±det
[
ei θi (nj+N−j) − e−i θi (nj+N−j)]
det [ei θi (−j) + e−i θi (N−j) − δjN ]
)
(B.2)
For the cases of interest in §7 the gauge groups and representations involved are given in
(7.2). Expressing this in terms of the Young tableaux data we have:
U(p)× U(q) :
({
,
}
, {•, •}
)
⊕
(
{•, •},{ , })
⊕
({
, •},{•, })⊕ ({•, },{ , •})
SO(N) : ⊕
USp(N) : ⊕ (B.3)
The characters for the above representations can be easily obtained from (B.2). In
particular, for the orthogonal and symplectic group representations occurring in (B.3)27
χ
SO(N)
+ χ
SO(N)
=
2 N−12∑
i
cos(θi)
 2 N−12∑
j
cos(θj) + 1
− 1, (B.4)
χ
USp(N)
+ χ
USp(N)
=
2 N2∑
i
cos(θi)− 1
 2 N2∑
j
cos(θj) + 1
 . (B.5)
With this data it is simple to write the integral (4.21) for the various cases. For simplicity
denoting zB(x
m) + (−1)m+1 zF (xm) = ξm(x), one has generically an expression of the form:
Z(x) =
∫ pi
−pi
∏
i
[dθi] e
−V(θi,x)−V0 , (B.6)
27For simplicity, we restrict henceforth to odd N for the orthogonal case. The corresponding formulae for
even orthogonal groups can be derived straightforwardly.
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with V0 an irrelevant constant. The function of the eigenvalues in the exponential is given
by:
VU(p)×U(q)(θi, θˆj, x) =
∞∑
m=1
1
m
(
[1− ξm(x)]
(
p∑
i 6=j=1
cos(m(θi − θj)) +
q∑
i 6=j=1
cos(m(θˆi − θˆj))
)
− 2 ξm(x)
p∑
i=1
q∑
j=1
cos(m(θi − θˆj))
)
(B.7)
VSO(N)(θi, x) =
∞∑
m=1
1
m
2 [1− 2 ξm(x)] N−12∑
i 6=j=1
cos(mθi) cos(mθj)− (N − 3) ξm(x)
+2 [1− ξm(x)]
N−1
2∑
i=1
(
cos(2mθi) + cos(mθi)
) (B.8)
VUSp(N)(θi, x) =
∞∑
m=1
1
m
[1− 2 ξm(x)] N2∑
i 6=j=1
cos(mθi) cos(mθj)
− (N − 1) ξm(x) + 2 [1− ξm(x)]
N
2∑
i=1
cos(2mθi)
 (B.9)
In the large N limit one can convert the sums over the eigenvalues to integrals, and obtain
an effective action for the eigenvalue distribution. Intuitively one expects that the repulsion
between the eigenvalues arising from the measure (B.1) will dominate at low temperatures
leading to a uniform eigenvalue distribution. At sufficiently large temperatures it is possible
that the attractive interaction arising from the thermal contribution leads to a gapped dis-
tribution. Introducing the eigenvalue distribution ρ(θ) one can write an effective action for
the cases of interest in terms of the Fourier modes ρn =
∫ pi
−pi dθ cos(nθ)ρ(θ):
S
U(p)×U(q)
eff
[
ρ(θ), ρˆ(θˆ)
]
=
∞∑
n=1
1
n
(
p2 ρ2n + q
2 ρˆ2n −
∣∣p ρn + q ρˆn∣∣2 ξn(x)) , (B.10)
S
SO(N)
eff [ρ(θ)] =
(N − 1)2
4
∞∑
n=1
1
n
(
[1− 2 ξn(x)] ρ2n +
4
N − 1 [1− ξn(x)] (ρ2n + ρn)−
4 (N − 3)
(N − 1)2 ξn(x)
)
,
(B.11)
S
USp(N)
eff [ρ(θ)] =
N2
4
∞∑
n=1
1
n
(
[1− 2 ξn(x)] ρ2n +
4
N
[1− ξn(x)] ρ2n − 4(N − 1)
N2
ξn(x)
)
.
(B.12)
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At large N (and in the case of the unitary quiver p, q ∼ N) we find that the uniform
distribution becomes unstable when the Fourier mode ρ1 goes tachyonic. This occurs in all
cases at:
1− 2 ξ1(x) = 0 =⇒ zB(x) + zF (x) = 1
2
, (B.13)
as quoted in (7.3). Note also that from the unitary quiver one can also obtain the standard
result for a single unitary gauge group with matter in the adjoint. Setting q = 0 in (B.10)
one obtains the expression for the Hagedorn transition given in (4.20).
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