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Abstract
Let g be a bounded symmetric measurable nonnegative function
on [0, 1]2, and ‖g‖ = ∫[0,1]2 g(x, y)dxdy. For a graph G with vertices
{v1, v2, . . . , vn} and edge set E(G), we define
t(G, g) =
∫
[0,1]n
∏
{vi,vj}∈E(G)
g(xi, xj) dx1dx2 · · · dxn .
We conjecture that t(G, g) ≥ ‖g‖|E(G)| holds for any graph G and any
function g with nonnegative spectrum. We prove this conjecture for
complete graphs and for graphs with 5 vertices or less.
Keywords: graphon, Sidorenko’s conjecture, doubly nonnegative
matrix, norming graph, subdivision.
MSC: 05C35, 05C22, 26D20
1 Introduction
Let µ be the Lebesgue measure on [0, 1]. Let H denote the space of bounded
measurable real functions on [0, 1]2, and G ⊂ H denote the subspace of
symmetric functions. Let H+ and G+ denote the subsets of nonnegative
functions in H and G, respectively.
Let G be a simple graph with vertices {v1, v2, . . . , vn} and edge set E(G).
We would like to know what conditions on G and g ∈ G+ guarantee that
t(G, g)
def
=
∫
[0,1]n
∏
{vi,vj}∈E(G)
g(xi, xj) dµ
n ≥
(∫
[0,1]2
g dµ2
)|E(G)|
. (1.1)
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One approach is to ask what graphs G satisfy (1.1) for every function g ∈ G+.
It is easy to show that such graphs can not have odd cycles, so only graphs
with chromatic number 2 are suitable candidates. It led to
Conjecture 1.1 ([19, 20]). Let H be a bipartite graph with two vertex sets
V = {v1, v2, . . . , vn}, W = {w1, w2, . . . , wm} and edge set E(H) ⊆ V ×W .
Then for any function h ∈ H+ (not necessarily symmetric)
t(H, h)
def
=
∫
[0,1]n+m
∏
{vi,wj}∈E(H)
h(xi, yj)dµ
n+m ≥
(∫
[0,1]2
h dµ2
)|E(H)|
. (1.2)
We discuss Conjecture 1.1 in Section 3.
For a (simple or bipartite) graph G, let E(G) denote its edge set, and
e(G) = |E(G)|. For a simple graph G, let V (G) denote its vertex set, and
v(G) = |V (G)|.
The 1-subdivision of a simple graph G is a bipartite graph H = Sub(G)
with vertex sets V (G) and E(G), where v ∈ V (G) and e ∈ E(G) form an
edge in H if v ∈ e in G.
We call a function g ∈ G+ doubly nonnegative if there is a function h ∈ H
such that g(x, y) =
∫
[0,1]
h(x, z)h(y, z)dµ(z). Equivalently, a doubly nonneg-
ative function is a nonnegative symmetric function with nonnegative spec-
trum. We call a function g ∈ G+ completely positive if there is a function
h ∈ H+ such that g(x, y) =
∫
[0,1]
h(x, z)h(y, z)dµ(z). The terms “doubly
nonnegative” and “completely positive” come from matrix theory; there ex-
ist functions which are doubly nonnegative but not completely positive (see
Section 2).
In this article, we study two problems: (a) what functions g ∈ G+ satisfy
t(G, g) ≥ ‖g‖e(G) for all simple graphs G (we call such functions cooperating);
and (b) what graphs G satisfy the same inequality for any doubly nonnegative
function g (we call such graphs good).
We show in Section 3 that for a fixed G, inequality (1.1) holds for any
completely positive function g if and only if Conjecture 1.1 holds for H =
Sub(G). Thus, it is reasonable to expect that all completely positive functions
are cooperating.
Conjecture 1.2. All doubly nonnegative functions are cooperating. All sim-
ple graphs are good.
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If χ(G) = 2, then goodness of G should follow from Conjecture 1.1. In
Sections 4 to 6, we give examples of good graphs G with chromatic number
χ(G) ≥ 3. In particular, we prove that complete graphs are good.
Our Theorem 2.1 demonstrates that there are cooperating functions which
are not doubly nonnegative.
In Section 7, we discuss similar problems for bounded measurable non-
negative symmetric functions of r ≥ 3 variables.
2 Doubly nonnegative and
completely positive matrices
A doubly nonnegative matrix is a real positive semidefinite square matrix with
nonnegative entries. A completely positive matrix is a doubly nonnegative
matrix which can be factorized as A = BBT where B is a nonnegative (not
necessarily square) matrix. It is well known (see [3]) that for any k ≥ 5 there
exist doubly nonnegative k × k matrices which are not completely positive.
Given an k × k matrix A = [aij], we define a function gA on [0, 1]2 as
g(x, y) = aij for (i− 1)/k < x ≤ i/k, (j − 1)/k < y ≤ j/k, and g(x, y) = 0 if
xy = 0. Obviously, A is a doubly nonnegative (completely positive) matrix
if and only if gA is a doubly nonnegative (completely positive) function.
Notice, that if a nonzero k × k matrix A has zero diagonal, then gA is
not cooperating, since t(G, gA) = 0 for any graph G with chromatic number
χ(G) > k. We are going to demonstrate that presence of a single positive
diagonal entry can be sufficient to make gA cooperating.
Theorem 2.1. Let P be a symmetric permutation matrix of order k with
a ≥ 1 diagonal entries equal to 1, and b ≥ 1 pairs of off-diagonal entries
equal to 1 (a + 2b = k). Then gP , while not being positive semidefinite, is a
cooperating function.
Proof. P has eigenvalues 1 with multiplicity a+ b, and −1 with multiplicity
b ≥ 1. Therefore, P is not positive semidefinite. If graph G has connected
components G1, G2, . . . , Gm then t(G, g) =
∏m
i=1 t(Gi, g). Hence, to prove
(1.1) for g = gP it is sufficient to consider connected graphs G. If G is
a tree, then validity of (1.1) follows from (1.2) (Conjecture 1.1 has been
proved for trees by various authors; for example, see [11, 21]). Hence, we
may assume that G is not a tree. If n = v(G), then e(G) ≥ n. As P has
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a ≥ 1 diagonal entries equal to 1, we get t(G, gP ) ≥ a (1/k)n ≥ (1/k)e(G) and∫
[0,1]2
gP dµ
2 = 1/k.
3 More on Conjecture 1.1
The earliest known works where inequalities of type (1.1) and (1.2) appear
are [17] and [2]. In 1959, Mulholland and Smith [17] proved that for any
symmetric nonnegative matrix A and nonnegative vector z of same order,
(z>Akz) · (z>z)k−1 ≥ (z>Az)k , (3.1)
where equality takes place if and only if z is an eigenvector of A or a zero
vector. Note that (3.1) is a particular case of (1.1) where H is the k-edge
path Pk.
Almost at the same time, Atkinson, Watterson and Moran [2] proved
that nm · s(AA>A) ≥ s(A)3 , where A is an (asymmetric) nonnegative
(n ×m)-matrix, and s(A) is the sum of entries of A. They presented their
inequality in both matrix and integral form, and conjectured validity of (1.2)
for H = Pk with k ≥ 3.
In 1965, Blakley and Roy [5], being unaware of the article [17], rediscov-
ered (3.1).
Lately, Conjecture 1.1 has been proved for various bipartite graphs (see
[6, 7, 8, 9, 12, 14, 16, 18, 19, 20, 21, 22, 23]), among them: trees, complete
bipartite graphs, and graphs with 9 vertices or less. Some of the authors
restricted (1.2) to symmetric functions h. Nevertheless, the proofs of their
results can be extended to asymmetric h as well. Let S be the class of
bipartite graphs that satisfy Conjecture 1.1, and S∗ be the class of bipartite
graphs H that satisfy (1.2) for all h ∈ G+. Obviously, S ⊆ S∗. It would be
nice to prove S∗\S = ∅.
We call a bipartite graph H symmetric if it has an automorphism φ which
switches its vertex-sets V and W : φ(V ) = W , φ(W ) = V .
Theorem 3.1. If H ∈ S∗ is symmetric, then H ∈ S.
In the proof of Theorem 3.1, we will use the so called “tensor-trick”
lemma.
Lemma 3.2 ([19, 20]). If there exists a constant c = cH > 0 such that
t(H, h) ≥ c ·
(∫
[0,1]2
hdµ2
)e(H)
for any h ∈ H+, then H ∈ S.
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Proof of Theorem 3.1. It is sufficient to consider the case when H is con-
nected. Denote by n the size of each vertex set of H, so the total number of
vertices is 2n. Let h ∈ H+. Define its “transpose” h> as h>(x, y) = h(y, x).
As H is symmetric, t(H, h) = t(H, h>). Define symmetric function h˜ ∈ G+
as follows:
h˜(x, y) =

0 if 0 ≤ x, y < 1/2;
h(2x, 2y − 1) if 0 ≤ x < 1/2 ≤ y ≤ 1;
h(2y, 2x− 1) if 0 ≤ y < 1/2 ≤ x ≤ 1;
0 if 1/2 ≤ x, y ≤ 1.
Notice that
∫
[0,1]2
h˜dµ2 = (1/2)
∫
h[0,1]2 dµ
2. As H is connected,
t(H, h˜) = 2−2n(t(H, h) + t(H, h>)) = 21−2n t(H, h).
Since H ∈ S∗, we get t(H, h˜) ≥
(∫
[0,1]2
h˜dµ2
)e(H)
. Hence,
t(H, h) ≥ 22n−1−|E(H)|
(∫
[0,1]2
hdµ2
)e(H)
,
and by Lemma 3.2, H ∈ S.
Remark 3.3. It is a classical fact that there exists a measure preserving bi-
jection between any two atomless measure spaces with total measure 1. In
particular, if µ1 and µ2 are atomless measures on [0, 1], and a bipartite graph
H ∈ S has vertex sets of sizes n and m, then for any bounded non-negative
function h on [0, 1]2, measurable with respect to µ1 ⊗ µ2,∫
[0,1]n+m
∏
{vi,wj}∈E(H)
h(xi, yj) dµ
n
1dµ
m
2 ≥
(∫
[0,1]2
h dµ1dµ2
)e(H)
.
Theorem 3.4. Suppose, Conjecture 1.1 holds for a bipartite graph H. If all
vertices from the first vertex set of H have the same degree a, then t(H, h) ≥
t(K1,a, h)
e(H)/a for any h ∈ H+. If all vertices from the second vertex set of
H have the same degree b, then t(H, h) ≥ t(Kb,1, h)e(H)/b for any h ∈ H+.
Proof. We will prove the first part of the statement (the proof of the sec-
ond part is similar). Notice that e(H) = na. It is sufficient to consider
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functions h ∈ H+ that are separated from zero: inf [0,1]2 h > 0. Denote
ϕ(x) =
∫
[0,1]
h(x, y)dµ(y). Then c =
∫
[0,1]
ϕ(x)adµ > 0, and f(x) = ϕ(x)a/c
is positive and bounded on [0, 1]. Consider a measure µ∗ on [0, 1] defined by
dµ∗ = fdµ, so µ∗([0, 1]) = 1. Denote ĥ(x, y) = h(x, y)f(x)−1/a. Clearly, ĥ is
bounded and measurable with respect to µ∗ ⊗ µ. By Remark 3.3,
t(H, h)1/n =
∫
[0,1]n+m
∏
(vi,wj)∈E(H)
h(xi, yj)dµ
ndµm
1/n
=
∫
[0,1]n+m
∏
(ui,wj)∈E(H)
ĥ(xi, yj)dµ
n
∗dµ
m
1/n
≥
(∫
[0,1]2
ĥ(x, y)dµ∗(x)dµ(y)
)a
=
(∫
[0,1]2
h(x, y)f(x)−1/adµ∗(x)dµ(y)
)a
=
(∫
[0,1]2
h(x, y)f(x)1−(1/a)dµ2
)a
=
(∫
[0,1]
ϕ(x)f(x)1−(1/a)dµ
)a
= c1−a
(∫
[0,1]
ϕ(x)adµ
)a
=
∫
[0,1]
ϕ(x)adµ = t (K1,a, h) .
Theorem 3.5. For a fixed graph G, inequality (1.1) holds for any completely
positive function g if and only if Conjecture 1.1 holds for H = Sub(G).
Proof. Suppose that Conjecture 1.1 holds for H = Sub(G), and a func-
tion g is completely positive. There exists h ∈ H+ such that g(x, y) =∫
[0,1]
h(x, z)h(y, z)dµ(z). Then t(G, g) = t(H, h). Every vertex in the sec-
ond vertex set of H has degree 2. By Theorem 3.4, we have t(H, h) ≥
t(K2,1, h)
e(H)/2. As e(G) = e(H)/2 and t(K2,1, h) =
∫
[0,1]2
gdµ2, we get (1.1).
Now suppose that (1.1) holds for any completely positive function g. Let
h ∈ H+. Set g(x, y) =
∫
[0,1]
h(x, z)h(y, z)dµ(z). Then t(H, h) = t(G, g) ≥
(
∫
[0,1]2
gdµ2)e(G) ≥ (∫
[0,1]2
hdµ2)2e(G) = (
∫
[0,1]2
hdµ2)e(H).
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4 Norming graphs and 1-subdivisions
We say that a bipartite graph H with vertex sets V = {v1, v2, . . . , vn}
and W = {w1, w2, . . . , wm} has the Ho¨lder property if for any assignment
f : E(H)→ H,∫
[0,1]n+m
∏
e={vi,wj}∈E(H)
fe(xi, yj) dµ
n+m
e(H) ≤ ∏
e∈E(H)
t(H, fe). (4.1)
It is known (see [10, 15]) that every graph H with the Ho¨lder property (except
a star with even number of edges) is a norming graph: t(H, h)1/e(H) is a norm
on H. Conversely, every norming graph has the Ho¨lder property.
Theorem 4.1. If Sub(G) has the Ho¨lder property then G is good.
Proof. Let H = Sub(G). If g(x, y) =
∫
[0,1]
h(x, z)h(y, z)dµ(z) then t(G, g) =
t(H, h). Select a pair of edges e′, e′′ in H which subdivide the same edge of
G. Assign fe′ = fe′′ = h and fe = 1 for e 6= e′, e′′. Then the left hand side of
(4.1) is
(∫
[0,1]2
gdµ2
)2e(G)
, and the right hand side is t(G, g)2.
The 1-subdivision of cycle Cn is an even cycle C2n which is a norming
graph. The 1-subdivision of the octahedronK2,2,2 is norming (see [8, Example
4.15]). Hence, Cn and K2,2,2 are good graphs.
5 Complete graphs are good
The degrees of vertices in a norming graph are even (see Observation 2.5 in
[10]). Hence, Sub(K2r) is not norming. While Sub(K3) = C6 is norming, it
is not known whether Sub(K2r+1) with r ≥ 2 is norming. Nevertheless, we
are able to prove
Theorem 5.1. The complete graph Kn is good.
To prove Theorem 5.1 we need a few auxiliary results. For g ∈ G+, integer
n ≥ 1, and real α ≥ 0, we denote ‖g‖ = ∫
[0,1]2
gdµ2 and
tn(g, α) =
∫
[0,1]n
∏
1≤i<j≤n
g(xi, xj)
n∏
i=1
ϕ(xi)
α dµn ,
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where ϕ(x) =
∫
[0,1]
g(x, y)dµ(y). Notice that t1(g, 0) = 1 and tn(g, 0) =
t(Kn, g).
Proposition 5.2. For any g ∈ G+ and α, β ≥ 0,∫
[0,1]2
ϕ(x)α g(x, y) ϕ(x)β dµ2 ≥ ‖g‖1+α+β . (5.1)
Proof. This proof closely resembles the short proof of t(P3, g) ≥ ‖g‖3 given
by Joonkyung Lee [13]. Without loss of generality, we may assume that g
is strictly positive on [0, 1] (since such functions are dense in G+). Notice
that
∫
[0,1]2
g(x, y)/ϕ(x)dµ2 =
∫
[0,1]2
g(x, y)/ϕ(y)dµ2 = 1. Let I denote the
left hand side in Proposition 5.2. By the Ho¨lder inequality,
I = I ·
(∫
[0,1]2
g(x, y)/ϕ(x)dµ2
)α
·
(∫
[0,1]2
g(x, y)/ϕ(y)dµ2
)β
≥
(∫
[0,1]2
g(x, y) dµ2
)1+α+β
.
Proposition 5.3. If Kn is good, then for any α ≥ 0 and any doubly non-
negative function g ∈ G+ ,
tn(g, α) ≥ ‖g‖(
n
2)+αn .
Proof. The case n = 2 follows from Proposition 5.2. In the case n ≥ 3, set
β = α/(n − 1) and ĝ(x, y) = g(x, y)ϕ(x)βϕ(y)β. Then ∫
[0,1]2
ĝdµ2 = t2(g, β)
and
tn(g, α) = t(Kn, ĝ) ≥ ‖ĝ‖(
n
2) = t2(g, β)
(n2) ≥ ‖g‖(1+2β)(n2) = ‖g‖(n2)+αn .
Proposition 5.4. If integer r ≥ 3 and real α, β, γ ≥ 0 are such that 2(r −
1)β = rα + (r − 2)γ + 2, then for any doubly nonnegative function g ∈ G+ ,
tr(g, α) · tr−2(g, γ) · ‖g‖ ≥ tr−1(g, β)2 . (5.2)
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Proof. As g is doubly nonnegative, there exists h ∈ H such that g(x, y) =∫
[0,1]
h(x, z)h(y, z)dµ(z). Denote ε = (α + γ)/2,
A(x1, x2, . . . , xr−2) =
∏
1≤i<j≤r−2
g(xi, xj) ·
r−2∏
i=1
ϕ(xi)
α ,
B(x1, x2, . . . , xr−2) =
∏
1≤i<j≤r−2
g(xi, xj) ·
r−2∏
i=1
ϕ(xi)
γ ,
C(x1, x2, . . . , xr−2) =
∏
1≤i<j≤r−2
g(xi, xj) ·
r−2∏
i=1
ϕ(xi)
ε ,
D(x1, x2, . . . , xr−2, z) =
∫
[0,1]
h(y, z)ϕ(y)α
r−2∏
i=1
g(xi, y) dµ(y) ,
ψ(z) =
∫
[0,1]
h(y, z) dµ(y) .
Notice that AB = C2,
tr(g, α) =
∫
[0,1]r−1
A(x1, x2, . . . , xr−2)D(x1, x2, . . . , xr−2, z)2 dµr−1,
tr−2(g, γ) =
∫
[0,1]r−2
B(x1, x2, . . . , xr−2) dµr−2 ,
‖g‖ =
∫
[0,1]
ψ(z)2 dµ .
As g is nonnegative, A and B are also nonnegative. Let I1 = tr(g, α) and
I2 = tr−2(g, γ) · ‖g‖ =
∫
[0,1]r−1
B(x1, x2, . . . , xr−2) ψ(z)2 dµr−1.
By the Cauchy–Schwarz inequality, I1 · I2 ≥ (I3)2 where
I3 =
∫
[0,1]r−1
C(x1, x2, . . . , xr−2)D(x1, x2, . . . , xr−2, z) ψ(z) dµr−1.
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Since
∫
[0,1]
h(y, z)ψ(z)dµ(z) = ϕ(y), we get∫
[0,1]
D(x1, x2, . . . , xr−2, z) ψ(z) dµ(z)
=
∫
[0,1]2
h(y, z)ψ(z)ϕ(y)α
r−2∏
i=1
g(xi, y) dµ(y)dµ(z)
=
∫
[0,1]
ϕ(y)1+α
r−2∏
i=1
g(xi, y) dµ(y) .
Therefore,
I3 =
∫
[0,1]r−1
∏
1≤i<j≤r−1
g(xi, xj) ·
r−2∏
i=1
ϕ(xi)
ε · ϕ(xr−1)1+αdµr−1.
By rotating variables x1, x2, . . . , xr−1 on the right hand side of the last equa-
tion, we get r − 1 different representation of I3. By applying the Ho¨lder
inequality to their geometric mean, we get I3 ≥ tr−1(g, β), since (r − 1)β =
((r − 2)ε+ (1 + α))/(r − 1).
Proof of Theorem 5.1. We use induction in n. The basis at n = 2 is
trivial. Suppose that n ≥ 3, and the complete graph Kn−1 is good. We
need to prove that Kn is good. Set αn,r = (n − r)(r − 1)/r. As α = αn,r,
β = αn,r−1, γ = αn,r−2 satisfy the condition of Proposition 5.4, we get
tr(g, αn,r) · tr−2(g, αn,r−2) · ‖g‖ ≥ tr−1(g, αn,r)2 for 3 ≤ r ≤ n. Hence,
n∏
r=3
(
tr(g, αn,r) · tr−2(g, αn,r−2) · ‖g‖
) ≥ n∏
r=3
tr−1(g, αn,r−1)2 ,
which can be simplified to
tn(g, αn,n) · ‖g‖n−2 ≥ tn−1(g, αn,n−1) · t2(g, αn,2) .
By induction hypothesis and Proposition 5.3 for r = n− 1 and r = 2,
tn−1(g, αn,n−1) · t2(g, αn,2) ≥ ‖g‖(
n−1
2 )+αn,n−1+1+αn,2
= ‖g‖(n2)+(n−2) .
As αn,n = 0, we get t(Kn, g) = tn(g, 0) ≥ ‖g‖(
n
2).
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Corollary 5.5. If graph G is obtained from Kn by appending m ≥ 0 leaves,
then G is good.
Proof. Set α = m/n. By the Ho¨lder inequality, t(G, g) ≥ tn(g, α), and by
Proposition 5.3, tn(g, α) ≥ ‖g‖(
n
2)+m.
The statement similar to Corollary 5.5, holds for cycles.
Theorem 5.6. If graph G is obtained from Cn by appending m ≥ 0 leaves,
then G is good.
Proof. Set β = m/(2n). Let g be a doubly nonnegative function, and
ĝ(x, y) = g(x, y)ϕ(x)βϕ(y)β. Obviously, ĝ is also doubly nonnegative. By the
Ho¨lder inequality, t(G, g) ≥ t(Cn, ĝ). As Sub(Cn) = C2n is norming, it follows
from Theorem 4.1 that t(Cn, ĝ) ≥ ‖ĝ‖n = t2(g, β)n. By Proposition 5.2,
t2(g, β)
n ≥ ‖g‖(1+2β)n = ‖g‖n+m.
6 Graphs with small number of vertices
Theorem 6.1. Let graph G1 be obtained from G by adding a new vertex
which is adjacent to all vertices of G. If G is good and e(G) < v(G), then
G1 is good.
Proof. It is sufficient to consider functions h ∈ H+ that are separated from
zero: inf [0,1]2 h > 0. Then function ϕ(x) =
∫
[0,1]
h(x, y)dµ(y) is positive
and bounded on [0, 1]. For each x ∈ [0, 1], consider measure µx on [0, 1],
defined by dµx = fxdµ, where fx(y) = g(x, y)ϕ(x)
−1. It is easy to see that
µx([0, 1]) = 1, and g is bounded and measurable with respect to µx ⊗ µx.
By Remark 3.3,
t(G, g, µx)
def
=
∫
[0,1]v(G)
∏
{vi,vj}∈E(G)
g(yi, yj) dµ
v(G)
x ≥
(∫
[0,1]2
g dµ2x
)e(G)
.
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Hence,
t(G1, g) =
∫
[0,1]
t(G, g, µx)ϕ(x)
v(G)dµ(x)
≥
∫
[0,1]
(∫
[0,1]2
g dµ2x
)e(G)
ϕ(x)v(G)dµ(x)
=
∫
[0,1]
(∫
[0,1]2
g(y, z)g(x, y)g(x, z)dµ(y)dµ(z)
)e(G)
ϕ(x)v(G)−2e(G)dµ(x).
Denote ‖g‖ = ∫
[0,1]2
gdµ2 =
∫
[0,1]
ϕdµ. As 2e(G)− v(G) + 1 ≤ e(G), by using
the Ho¨lder inequality, we get
t(G1, g) · ‖g‖2e(G)−v(G) = t(G1, g) ·
(∫
[0,1]
ϕ(x)dµ(x)
)2e(G)−v(G)
≥
(∫
[0,1]2
g(y, z)g(x, y)g(x, z)dµ3
)e(G)
= t(K3, g)
e(G) ≥ ‖g‖3e(G) .
Therefore, t(G1, g) ≥ ‖g‖3e(G)−(2e(G)−v(G)) = ‖g‖e(G)+v(G) = ‖g‖e(G1).
Theorem 6.2. All graphs with 5 vertices or less are good.
Proof. If graph G has connected components G1, G2, . . . , Gm then t(G, g) =∏m
i=1 t(Gi, g). Hence, it is sufficient to consider connected graphs G. As
Conjecture 1.1 has been proved for bipartite graphs with 9 vertices or less,
it is sufficient to consider connected graphs with at least one odd cycle.
Many such graphs are already covered by Theorems 4.1, 5.1, 5.6 and 6.1
and Corollary 5.5. In particular, all graphs with 4 vertices or less are covered
by these results. Among 5-vertex graphs, there are 7 remaining cases. Our
Figure 1 reproduces Figure 6 of [1]. It lists all 5-vertex graphs that do not
have isolated vertices. The notation G1, G2, . . . , G23 originate in [4].
The 7 remaining cases are G8, G11, G13, G18, G20, G21, G22. We assume
that g(x, y) =
∫
[0,1]
h(x, z)h(y, z)dµ(z), where h ∈ H, and define
ϕ(x) =
∫
[0,1]
g(x, y)dµ(y), ψ(z) =
∫
[0,1]
h(y, z)dµ(y).
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Figure 1: Graphs with 5 vertices
Case G = G8 , e(G) = 5.
t(G8, g) · (t(P2, g) · ‖g‖)
=
∫
[0,1]4
g(x1, x2)g(x2, x3)
(∫
[0,1]
g(x1, y)h(y, z)dµ(y)
)2
dµ4
×
∫
[0,1]4
g(x1, x2)g(x2, x3)ψ(z)
2dµ4
≥
(∫
[0,1]4
g(x1, x2)g(x2, x3)ψ(z)
(∫
[0,1]
g(x1, y)h(y, z)dµ(y)
)
dµ4
)2
= t(P4, g)
2.
As t(P4, g) ≥ t(P2, g)2 ≥ ‖g‖4, we get t(G8, g) ≥ ‖g‖5.
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Case G = G11 , e(G) = 6.
t(G11, g) · ‖g‖
=
∫
[0,1]4
g(x1, x2)g(x1, y1)g(x1, y2)g(x2, y1)g(x2, y2)ϕ(y1)dµ
4
×
∫
[0,1]2
g(x1, x2)dµ
2
≥
(∫
[0,1]3
g(x1, x2)g(x1, y)g(x2, y)ϕ(y)
1/2dµ3
)2
≥ t3(g, 1/6)2 ≥ ‖g‖7 .
Case G = G13 , e(G) = 6.
t(G13, g) · ‖g‖2
=
∫
[0,1]3
(∫
[0,1]2
g(x, y1)g(y1, y2)h(y1, z1)h(y2, z2)dµ(y1)dµ(y2)
)2
dµ3
×
∫
[0,1]2
ψ(z1)
2ψ(z2)
2dµ2
≥
(∫
[0,1]5
g(x, y1)g(y1, y2)h(y1, z1)h(y2, z2)ψ(z1)ψ(z2)dµ
5
)2
= t(F, g)2,
where F is a 5-vertex tree with one vertex of degree 3. As t(F, g) ≥ ‖g‖4, we
get t(G13, g) ≥ ‖g‖6.
Case G = G18 , e(G) = 7.
t(G18, g) · (t(P2, g) · ‖g‖)
=
∫
[0,1]4
g(x1, x2)g(x1, x3)
(∫
[0,1]
g(x2, y)g(x3, y)h(y, z)dµ(y)
)2
dµ4
×
∫
[0,1]4
g(x1, x2)g(x1, x3)ψ(z)
2dµ4
≥
(∫
[0,1]4
g(x1, x2)g(x1, x3)
(∫
[0,1]
g(x2, y)g(x3, y)h(y, z)dµ(y)
)
ψ(z)dµ4
)2
= t(F, g)2,
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where F is a 4-cycle with an attached leaf. In its turn,
t(F, g) · (t(P2, g) · ‖g‖)
=
∫
[0,1]2
ϕ(x1)
(∫
[0,1]
g(x1, y)g(x2, y)dµ(y)
)2
dµ2 ·
∫
[0,1]2
ϕ(x1)ϕ(x2)
2dµ2
≥
(∫
[0,1]2
ϕ(x1)g(x1, y)g(x2, y)ϕ(x2)dµ
2
)2
= t(P4, g)
2.
As t(P4, g) ≥ t(P2, g)2 ≥ ‖g‖4, we get t(G18, g) ≥ ‖g‖7.
Case G = G20 , e(G) = 8.
t(G20, g) · ‖g‖2
=
∫
[0,1]4
g(x1, x2)
(∫
[0,1]2
g(x1, y)g(x2, y)g(x3, y)h(y, z)dµ(y)
)2
dµ4
×
∫
[0,1]3
g(x1, x2)ψ(z)
2dµ3
≥
(∫
[0,1]5
g(x1, x2)g(x1, y)g(x2, y)g(x3, y)h(y, z)ψ(z)dµ
5
)2
= t(F, g)2,
where F is a 3-cycle with two attached leaves. By Theorem 5.6, t(F, g) ≥
‖g‖5, and we get t(G20, g) ≥ ‖g‖8.
Case G = G21 , e(G) = 8.
t(G21, g) · ‖g‖2
=
∫
[0,1]3
(∫
[0,1]2
g(x, y1)g(x, y2)g(y1, y2)h(y1, z1)h(y2, z2)dµ(y1)dµ(y2)
)2
dµ3
×
∫
[0,1]2
ψ(z1)
2ψ(z2)
2dµ2
≥
(∫
[0,1]5
g(x, y1)g(x, y2)g(y1, y2)h(y1, z1)h(y2, z2)ψ(z1)ψ(z2)dµ
5
)2
= t(F, g)2,
where F is a 3-cycle with two attached leaves. By Theorem 5.6, t(F, g) ≥
‖g‖5, and we get t(G21, g) ≥ ‖g‖8.
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Case G = G22 , e(G) = 9.
t(G22, g) · t3(g, 1)
=
∫
[0,1]3
g(x1, x2)g(x1, x3)g(x2, x3)
(∫
[0,1]2
g(x1, y)g(x2, y)g(x3, y)dµ(y)
)2
dµ3
×
∫
[0,1]3
g(x1, x2)g(x1, x3)g(x2, x3)ϕ(x1)ϕ(x2)ϕ(x3)dµ
3 ≥ I2,
where
I =
∫
[0,1]4
g(x1, x2)g(x1, x3)g(x2, x3)g(x1, y)g(x2, y)g(x3, y)
· ϕ(x1)1/2ϕ(x2)1/2ϕ(x3)1/2 dµ4.
By the Ho¨lder inequality, I ≥ t4(g, 3/8). By Proposition 5.4, t4(g, 3/8) ·
t2(g, 5/4) · ‖g‖ ≥ t3(g, 1)2 and t3(g, 1) · ‖g‖ ≥ t2(g, 5/4)2. Hence,
t(G22, g) · t3(g, 1) · t2(g, 5/4) · ‖g‖2 ≥ t4(g, 3/8)2 · t2(g, 5/4) · ‖g‖2
≥ t4(g, 3/8) · t3(g, 1)2 · ‖g‖ ≥ t4(g, 3/8) · t3(g, 1) · t2(g, 5/4)2,
and t(G22, g) · ‖g‖2 ≥ t4(g, 3/8) · t2(g, 5/4). By Proposition 5.3, t4(g, 3/8) ≥
‖g‖15/2 and t2(g, 5/4) ≥ ‖g‖7/2. Therefore, t(G22, g) ≥ ‖g‖9.
7 Functions of r variables
Let G be an r-uniform hypergraph with vertex set V (G) = {v1, v2, . . . , vn}
and edge set E(G) (edges are r-element subsets of the vertex set). Let g
be a bounded symmetric measurable nonnegative function defined on [0, 1]r.
Denote ‖g‖ = ∫
[0,1]r
gdµr and
t(G, g) =
∫
[0,1]n
∏
{vi1 ,vi2 ,...,vir}∈E(G)
g(xi1 , xi2 , . . . , xir) dµ
n .
Problem 7.1. Characterize functions g such that
t(G, g) ≥ ‖g‖|E(G)| (7.1)
holds for every r-uniform hypergraph G.
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When r = 1, it is obvious that (7.1) holds for any nonnegative function
h on [0, 1].
The incidence graph of an r-uniform hypergraph G is a bipartite graph
Inc(G) with vertex sets V (G) and E(G), where v ∈ V (G) and e ∈ E(G) form
an edge {v, e} in Inc(G) if and only if v ∈ e in G.
If there is a function h ∈ H such that
g(x1, x2, . . . , xr) =
∫
[0,1]
r∏
i=1
h(xi, y) dµ(y) , (7.2)
then t(G, g) = t(Inc(G), h).
Similarly to Theorem 3.5, if Inc(G) satisfies Conjecture 1.1, then (7.1)
holds for functions g that have representation (7.2) with nonnegative h. Sim-
ilarly to Theorem 4.1, if Inc(G) is norming (it requires r to be even), then
(7.1) holds for functions g that have representation (7.2), where h ∈ H can
take negative values.
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