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An argument based on topological degree is used to obtain an existence theorem 
for orbits connecting two critical points of an autonomous ystem. The result is 
applied to the existence of viscous profiles approximating shock waves in weak 
solutions of systems of nonlinear conservation laws. A result for the case where the 
Morse indices of the two critical points differ by more than one is also obtained. 
1, INTRoOU~TI~N 
In this paper we discuss sufficient conditions for the existence of an orbit 
between two critical points of an n-dimensional autonomous ystem, 
u, = f(u)1 -co<x<al, (1.1) 
u(+co)=u+, u(-co)=u-. (1.2) 
A problem of this type arises in the theory of hyperbolic systems of 
conservation laws 161; the orbits u are “viscous profiles,” approximating 
shock waves between two states U+ , U- which satisfy the Rankine-Hugoniot 
relation. In this context, previous study of the problem (1. 1 ), (1.2) has been 
extensive, especially for n = 2 [ 1, 21, and when the two points U, are close 
together [4, 10, 171. Various special cases in the large have also been 
discussed [9, 13, 141. An example with n = 3 where uniqueness of the orbit 
fails is given in [S]. 
In this paper we make assumptions off appropriate to this application, 
and use the idea of Leray-Schauder degree to obtain a global existence 
theorem. Problem (1.1) is replaced by an equivalent problem on a finite 
interval, using an independent variable corresponding to the entropy in the 
context of a system of conservation laws. In this manner we show that 
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viscous profiles exist in the large (if and only if the entropy condition is 
satisfied) for systems which are genuinely nonlinear in the sense of [ 151, 
admit a convex entropy function U [ 111, exclude disjoint branches in the set 
of states that can be connected to a given state by a shock, and are 
appropriately regularized. The “admissible” viscosity matrices D(.) in the 
system 
v, + 4(u), = W(~)~,L (1.3) 
are those for which A = DU,’ is bounded and uniformly positive definite, 
not necessarily symmetric. The orbit is shown to be unique if the shock 
index k is either 1 or n. 
Throughout we assume that the critical points u, are elementary, i.e., no 
purely imaginary or zero eigenvalues off,(u,). In the application to conser- 
vation laws, the Morse index (dimension of the unstable manifold) of the two 
critical points differs by one. This case is discussed first. However, our 
approach also allows a result to be obtained when the Morse indices of u _ , 
u- differ by more than one, although in this case other critical points exist 
and are limits of sequences of points reached by solutions of (l.l), (1.2). 
Below we use ( , ) for the 1, inner product and ) . ( for the Euclidean norm 
on IF?“. Generic constants are denoted by c, a specific such constant 
designated by a subscript. 
2. MAIN THEOREM 
THEOREM 1. Let f: II?” -t R” be smooth, such that the dt@rential 
equation (1.1) has exactly two elementary critical points, U+ and u-, of 
Morse indices m and n - j, respectively; assume that n - j - m = 1. Assume 
that there exists a functional A: R” + R with the following properties: 
(A Jt’), f (v)) > 0, for all v # u + ; (2.1) 
44,) > A(x); (2.2) 
@u(v),f(v)) > cIf(vl, c > 0, for ( v - u * ) sufficiently large; (2.3) 
AUu(u+) is negative definite on S (resp., A,,(u) positive 
definite on K), where S (resp., K) is the span of the generalized 
eigenvectors of f,(u +) (resp., f,(u -)) corresponding to eigenvalues 
with negative (resp., positive) real parts. (2.4) 
Then there exists an integer d(f), invariant under smooth deformation of 
f, u+,u-, A, such that the above conditions are maintained, such that if 
d(f) # 0, there exists a solution of (l.l), (1.2). 
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Proof: Let A * = A(#,); for A _ < r< A +, let e,(r), i = I ,..., n, be 
orthonormal unit vectors, smoothly dependent on < and independent of < 
near A + and A _ . Furthermore, we assume that e,(A +) ,..., en-,,@ _ ) span S, 
and ei+ ,(A -) ,..., e,(A _ ) span K. 
Let b, be open balls of radius r surrounding u *, respectively; 6- (resp., 
6-j the intersection of b, (resp., b-) with the stable manifold of (1.1) 
through U, (resp., the unstable manifold of (1.1) through u J. For v E R”, 
let zi=(e,(A,), V-U,) andy,=(e,(A_), V-U-), i= I,..., n. For vEb+, 
the stable manifold of (1.1) through U, may be described by relations of the 
form 
li = hi(Zl 1as.e Z, -,), i = n - m + l,..., n; (2.5 1 
similarly, for v E b- , the stable manifold of (1.1) through u _ by relations of 
the form 
Yi = hi( Vj+ I V***Y .Y,), i = l,..., j. P-6) 
For r sufliciently small, there exists a constant c, such that 
I hi(Z1 ,***v Z .-,)I < c,cd + “’ + ZLJ, i = n - m + I,..., n, 
Ihi(Yj+ 1 y**.y L’, )I < clLY;+ , + ‘. + u:>, 
(2.7) 
i = l,.... j. 
From (2.1), it follows that A,(u,) = 0. Thus from (2.4) and (2.5k(2.7), it 
follows that A(.) has a local maximum within 6+ at U, and a local 
minimum within 6- at u _ ; indeed, for r sufficiently small there exist positive 
constants c,, c, such that 
Iv--u+? 
Cl G n+ +qv) <cc27 VEX,, 
Iv--u-l2 <c 
cl< A(v)-A_ ,?’ 
VET_. 
(2.8 
(2.9 
For E > 0, to be determined below, let X = C[A _ + E, A + - EJ, equipped 
with the sup norm with respect to {. For LT E X, let zi = (e/(/i +). 
a-4 + -E)-u+) and ui=(ei(A-), v(A-f&)-u-), i= I ,..., n. With 6. 
M > 0. also to be determined below, let B be the subset of X such that for 
v E B, the following hold: 
v(A+ -e)Eb+, v(L +e)Eb-; (2.10) 
~<lv(r)-~+I,Iv(r)-~-l <w all A- +e<r<A+ -.s: (2.11) 
2 2 I 
ZI + “. + Z,-, > iCIE* (2.12) 
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Next we determine a mapping T: B +X by w = TV, w obtained as follows: 
Let 
i = l,..., n,L+c<t<A+-c, (2.13) 
where here and below, primes denote differentiation with respect o <; then 
(ei(tl W)) 
= ’ b(A-bu-)+hi(y,+,,...,y,)+j:-+~Qi(rl,dfl. 
\ 
i = l,..., j; 
= ’ (ei(A + 1, u + > + g(u(A + - E)) - I“‘-’ Q,(V) do, 
= i 
i= j+ 1; (2.14) 
I 
(ei(A +>9 u +> + hi(z I 9***9 Z ~-,)-{~*-‘Qi(~)d~y i=j+&...,n, 
in which g(u(A + -E)), u E B, is determined as follows: 
Set 0 = (z ,,.. ., z,+ h,-,+,(z ,,..., z ,-,),..., h,(z , ,..., z~+,))~. We shall 
choose a > 0 continuously dependent on +I+ - E) so that 
A(u+ +ao)=A+ -e, 
and then obtain g(.) from 
g(u(A+ -s))Tazj+,-22r(l -a). 
Assuming that a can be so chosen, T is compact, for w satisfies 
* f(u) 
w’ = (4u),f(u)) ’ 
(2.15) 
(2.16) 
(2.17) 
which is bounded for u E B, using (2.1) and (2.1 l), and infinite sequences in 
B will contain subsequences convergent at both endpoints. Thus we set 
d(f) E deg(2 - T, B, 0), where deg denotes the Leray-Schauder degree. To 
prove the theorem, it suffkes to show that fixed points of T generate 
solutions of (1. l), (1.2), and that for r, E, 6, M properly chosen, a is deter- 
mined and there are no fixed points of T on the boundary of B. 
Let u be a fixed point of T. Let x(c) be determined from ~‘(0 = &(u(o), 
fMO))-‘. Th en as a function of x, u satisfies (1.1) for x(ll_ + E) < 
x <x(/l+ - E). But tc(/l+ - E) is in the stable manifold of (1.1) through a+, 
and u(li _ + E) is in the unstable manifold of (1.1) through u- . Thus the 
continuation of U, satisfying (l.l), also satisfies condition (1.2). 
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From (2.7), (2.10) and (2.12), we have 
(2.18) 
Thus if we choose r sufficiently small that meit < 1 and so that 
A(u+ + ao) is decreasing in (x for a (01 < (2cJ~,)‘~~(2’~~5), there will be a 
unique a E ((c, ~/25~)“~, (~c~/c,)“~) such that (2.15) holds, in view of (2.8). 
For u a fixed point of T, it follows from (2.14) and (2.16) that zj+ , = 
azj+ I - 2s( 1 - a). Since (zj+ ,I < r, fixed points of T can only correspond to 
a = 1. Since u(A + - E)=u, +o, we have 
A(u(A + - E)) = ‘4 + - E (2.19) 
from (2.15). But A’(r) = (A,@(<)), u’(r)) = 1 from (2.17) with u = t: = W, so 
A(M) = if. A-+&<r<n, -&. (2.20) 
Using (2.8, 2.9), the choice 
C2E < r2 (2.21) 
will assure that condition (2.10) is satisfied. 
From (2.8) and (2.19), we have 1 u(A + - E) - u, 12 cr E, so that 
2 2 2 Z,+“‘+Z,_,~C,E-zZ,_,+,--” - ZT, 
=C,&-h~-,-,(z,I . ..) z,-,)-‘.‘-h;(z I,..., z,-,) 
> c,c -m&z: + ... + z:-~)' 
>c c-rnc'? A I 0 
using (2.5), (2.7), (2.10), so that the choice 
2mci r4 < c, E (2.22) 
suffkes to assure that (2.12) is also satisfied for fixed points. Clearly r, E can 
be chosen to satisfy (2.21), (2.22) simultaneously. 
From (2.19), we have A((u(<)) bounded away from A + and /i _ , so that a 
suffkiently small positive 6 can be found to satisfy (2.11). Then ] u’ 1 is 
bounded using (2.3), so A4 can be chosen suficiently large that (2.11) holds. 
Thus u is not on the boundary of B, and the proof is complete. 
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3. THE CASE n--j--m> 1 
In this section we obtain a variation of Theorem 1, valid when 
n - j - m > 1. In this case, we anticipate that additional critical points exist, 
on the following reasoning: Let p be a point on an orbit from U- to u, , not 
passing through any other critical points. From consideration of the 
dimensions of the stable manifold at U- and the unstable manifold at U, , it 
follows that the orbit through p is among an n -j - m - 1 parameter family 
of orbits from U- to u + . Any boundaries of this family of orbits occur as 
orbits passing through additional critical points. If no additional critical 
points exist, we conjecture that the family of orbits from U- to U, is 
unbounded; proofs of this have been obtained in special cases. However, the 
existence of an unbounded family of orbits from U- to U+ contradicts (2.1), 
(2.3). 
Let E denote the set of critical points of (1. l), other than u, and u _, at 
which A lies between A- and A+ . For simplicity, we shall assume that E is 
finite. We relax assumption (2.1) to 
(AU(V)? f(v)) > 07 v#u+,v@E, 
and impose an additional restriction of the form 
(3.3) 
1 v(T) - b-1 > 6’ > 0, A-+&<(<A+-&, vEE, (3.4) 
on the elements of B, thus maintaining the compactness of T. One needs to 
show that fixed points of T do not approach v E E arbitrarily closely. 
We now consider the case n - j - m > 2. In this case, we anticipate that 
not only is E nonempty but there exist v E E such that orbits from U- to v 
and from v to U, exist. Furthermore, such v E E are approached arbitrarily 
closely by solutions of (1. 1 ), (1.2). 
Let F denote the set of points in R” achieved by solutions of U, =f(u), 
u(+co) = u,, u(-co) E E. Let p denote the subset of b, for which (2.12) 
holds, and let Y denote the span of ej+ ,(A+),..., en-,(/i+). Let G be the 
projection of I?” into Y, taking u, as the origin in R” (for the remainder of 
this section). 
The set F will be closed, and we anticipate that the set p n F will be the 
union of disjoint segments. 
THEOREM 2. Let f: IF?” + R” be smooth, such that the dtfirential 
equation (1.1) has two elementary critical points u, and u-, of Morse 
indices m and n - j, respectively, with n - j- m > 2. Suppose that 
(2.2)-(2.4) and (3.3) hold. Let y be an open connected segment of pnF, 
bounded by ap and F, such that G(y) does not contain the origin, and is 
homotopically equivalent to a point in R”-j-“. Finally, suppose that there 
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exists a (nonempty) open subset y1 c G(y), such that for ,a0 E y,, the line 
segment cr = (t,u,,  t > 0) (7 G(y) is distinct from G@ n F). Corresponding to 
such a segment y, there exists an invariant ddf, y), such that if d(f, 2) # 0. 
there exists an (n - j - m - I)-parameter family of solutions of (1. I), (1.2). 
Remarks. A similar statement holds for the other endpoint U_ . Given 7. 
one has some freedom in the choice of ej+ ,(A +),..., en-,&t ,), to assure that 
G(y) does not include the origin. 
The assumptions we have made for the segment y are clearly not the most 
general possible; a compromise has been sought between simplicity and 
generality. For example, the curves through p,, E y, do not have to be 
straight lines, but this choice is reasonable for some examples, and simplifies 
the discussion of the dimension of the solution manifold. 
Proof: We modify the proof of Theorem 1 as follows: the elements of B 
are required to satisfy (3.4) and u(/i + - E) E y. Choose ,u~ E y,, and let L: 
G(y)-+ Y be a contraction in the angle between any point in G(y) and the 
line segment (T, such that the only fixed points of L are on u. 
As G(y) is homotopically equivalent to a point. L can be continued 
smoothly to all of G(y). 
Given v(/i + - E), we compute V, = (Z - G + LG) v(/i A - E), and 
zi = (e,(A +), v,). From the zir we compute (r, o as in (2.15). For 
i = j + l,..., n - m. we obtain 
(e&i+),W(A- -&)-U+)=(rZi (3.5) 
and 
(ei(th 40) = (eiU + 17 WC/i + - El) - 1 Qi<V> 4. (3.6) 
‘5 
Otherwise, the mapping T is as in Section 2. A fixed point u E B, 
N/i+ - E) E y must now have G(u(/i + - E)) on the line segment or and thus 
v, = u(A + - E). Since at least one of the zi, j + 1 < i < n - m, is nonzero, we 
must again have a = 1 in (2.15). Thus ,4 (~(4 + - E)) = A ~ - E as before, and 
thus u(ll + - E) & 8~. 
By the assumption on y,, u(/i + - E) is a finite distance from F, therefore 
not in 8~. Also u(r) is bounded away from F, so we may choose 6’ > 0 
sufficiently small that (3.4) is satisfied. The remainder of the proof is as for 
Theorem 1. 
The angular coordinates of ,u,, impose a condition on fixed points U. 
namely, the relative magnitudes Of (ei(A+), U(A + -E)-U,), 
i = j + l,..., n - m. Thus for d(f, y) # 0, an (n - j - m - I)-parameter family 
of solutions exists. 
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4. EXAMPLES 
In this section we display some simple examples to which Theorems 1,2 
may be applied. These results will be utilized in the subsequent discussion on 
systems of conservation laws. 
First we note a class of systems for which hypotheses (2.1), (2.4) hold, 
i.e., systems of the form 
A(u)u, = 4(u), (4.1) 
where A(.) is positive definite, not necessarily symmetric, and A,,(u,) is 
nonsingular. With f(u) = A -l(u) n,(u), (2.1) obviously holds. That (2.4) 
also holds follows from: 
LEMMA 1. Let P, R be square matrices, with P positive definite and R 
nonsingular and symmetric. Let Z be the span of the generalized eigenvectors 
of PR corresponding to eigenvalues with positive real parts. Then R is 
positive definite on Z. 
We sketch the proof: First note that PR has no purely imaginary eigen- 
values. Next consider the case where P is symmetric. Then P”*RP’!* is 
positive detinite on 2, the span of its eigenvectors corresponding to positive 
eigenvalues. Since Z = P”*z, the result follows. For nonsymmetric P, the 
result follows by a continuity argument. Let P(t) be smoothly dependent on t 
and uniformly positive definite for 0 Q t < 1, with P(0) symmetric and 
P = P(1). Let t, > 0 be the smallest t for which the result fails. A smoothly 
dependent basis for Z(t) (defined as above) exists, so R is nonnegative 
definite on Z(t,) and there exists u E Z(t,) such that (v, Rv) = 0, v # 0. 
Indeed, 01, Rv) = 0 for all p, v E Z(t,). As P(t,,)R is invariant on Z(t,), we 
may choose ,u = P(t,,) Rv, which implies Rv = 0 by the positive definiteness 
of P(t). Since R is nonsingular, this contradiction proves our result. 
We next evaluate d(.) for the special cases j = m = 0. Although the 
existence of solutions of (l.l), (1.2) is likely to be trivial in such cases, the 
homotopy invariance of d(. ) can be used to solve (l.l), (1.2) in more 
interesting problems. Such an application is made to the viscous profile 
problem for conservation laws in the following section. 
LEMMA 2. Suppose n = 1, j = m = 0, and suppose there are no zeros at f 
between u- and u, . Then d(f) = +l. 
LEMMA 3. Suppose n > 2, j = m = 0, and the other hypotheses of 
Theorem 2 are satisfied; then d(f, y) = + 1 if and only if there exists an orbit 
from u- to u+ with u(A + -E) E y. 
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ProoJ In the n = 1 case, we first impose an additional restriction on the 
elements of B, namely, that ~‘(/2 +- E) - u, have the same sign as u.. - u,. 
Clearly this does not affect any fixed points of T. For the n > 1 case, we 
note that if for some v E y there exists an orbit from u- to U, passing 
through V, then this is true for any P E y. This follows from the assumption 
j = m = 0, by a continuity argument. 
In either case, no additional fixed points of T are admitted by dropping 
the requirement +I _ + E) E 6- from the elements of B. We next consider 
the family of mappings r(t), 0 <C < 1, obtained by replacing v(T) 
everywhere in (2.13) by (1 - t) G(<) + tw(Q, where )2: = Tt as before. For 
t > 0, w is now determined implicitly, by solving an initial value problem 
with initial data at < = ,4 + - E. 
The fixed points are obviously unaffected by the transformation 
T(0) -+ T( 1). However, r( 1) has finite-dimensional range, as w(r) is uniquely 
determined by w(/l + - E). Thus ddf) or ddf JJ) is equal to deg(1 - T,,, b, 0), 
where T,,: b, -+ IR” is determined from T,,t@ + - E) = W(LI + - E), and b is 
the set {r&4 L - E), L’ E B}, B modified as described above. 
In the case n = 1, a straightforward calculation based on (2.15), (2.16) 
gives d(f) = +l. In the case n > I, it is clear that T,, is a contraction, in the 
neighborhood of a fixed point, and so d(f, y) = +l. 
We comment that in either case, the’ mapping T can be alternatively 
defined so that d(.) = -1. 
An example for n = 2, j = m = 0 is illustrated in Fig. 1. The set E consists 
of the two saddles, and F is the set of points on the orbits from the saddles to 
u f . For this case d(f; ;li) = + 1 and d(f, y,,) = 0. 
FIG. 1. Orbits for the case n = 2,j= m = 0. 
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5. SYSTEMS OF CONSERVATION LAWS 
We now aply the machinery developed above to a problem in the theory 
of systems of conservation laws, of the form 
u, + q(u), = 0. (5-l) 
with u(x, t) E [R” and q a smooth vector-valued function of u. We shall 
consider the case where (5.1) is strictly hyperbolic, i.e., the eigenvalues of 
qr(c) real and distinct for all u. 
It is well known that in general, solutions of the initial value problem for 
(5.1) develop discontinuities (shocks) after a finite time, even for smooth 
initial data. A discontinuity between two states vO, v1 can occur in a weak 
solution of (5.1) only if the Rankine-Hugoniot relation 
H(u,, U,) s) = q(t’()) - q(v,) - s(t’, - u,) = 0 (5.2) 
is satisfied for some scalar s, called the shock speed. 
For fixed v,,, let T(v,,) denote the set of states t’, for which (5.2) is 
satisfied for some s, depending of course on v,, and v, . In a neighborhood of 
uo, we have [ll] 
I = i, r&J), 
k=l 
(5.3) 
where rk(uO) are smooth l-manifolds through uO, characterized by 
where I,(G,) is the kth eigenvalue of qn(u,), arranged in increasing order. 
Throughout this discussion, we make the assumption that (5.3) holds in the 
large; i.e., there are no disjoint branches of T(u,). 
Our next assumption is that system (5.1) is genuinely nonlinear, in the 
following sense: 
Whenever H(u,, u, , s) = 0, s is not an eigenvalue of 
4hJ or 4&d. (5.5) 
Condition (5.5) is briefly mentioned in [6] and analyzed in (15). In 
general it is stronger than the classical condition [ 111, although for n Q 2 it 
is essentially equivalent. A number of results follow from (5.5) [ 151. 
If U, E rk(v,,), then u, E T,(v ,) and either 
Ak(u,) < s(uo, ul) < Lk(ul) or vice versa; (5.6) 
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s(uO, .) is monotone along T,(v,) 
(in fact this is equivalent o (5.5)); (5.7) 
if (5.3) holds for ]v, - t.,,] sufficiently large, 
then if holds everywhere. (5.8) 
We next consider the question: given v, and s (not an eigenvalue of CJ~(~‘~), 
is there at most one state u, satisfying (5.2)? This question was answered in 
the affirmative in [3], for the specific system (5.1) describing compressible 
fluid flow. It was also discussed in [ 161 for systems in which hyperbolicity 
fails. 
LEMMA 4. Assume that (5.3) holds in the large. Then (5.5) is equivalent 
to the following statement. 
Given vO, s (not an eigenvalue of qc(vo)), 
there is at most one v, satisfying (5.2). (5.9) 
Proof. Suppose (5.5) holds and (5.9) fails, i.e., there exists L’~. 
H(v,, v2, s) = 0. Picking k and identifying v,, v, properly, we have 
v, E r,Jv,,), v2 E rk-l(c,,), so that v, E rk(v,) and v0 E T,-,(v,). Since 
H(v,, vz, s) = 0, we have ~1~ E ri(v,), v, E Ti(v,) from (5.3). From (5.6), we 
observe that i = k or i = k - 1. In the former case we have c, and v2 both in 
f’,Jv,), corresponding to speed s, so that a contradiction is obtained with 
(5.7). In the latter case, we have v,, and C, both in T,-,(v,), leading to the 
same contradiction. 
Next suppose (5.9) holds and (5.5) fails, i.e., H(v,, c,, Ak(cO)) = 0 for 
some v,, v,, k. Differentiation of (5.2) shows that there exists other states 
v E T(v,) near v,, with speeds s(v,, t.) close to A,(v,). But such states also 
exist near v,,, contradicting (5.9). 
We need one more lemma, concerned with the behavior of H at infinity. 
LEMMA 5. Suppose (5.3) and (5.5) hold, and suppose that 
H(v,, V, , s) = 0. Then for all 1 t’ - v0 1 suflcientb large, 1 H(v, , c, , s)l > c > 0. 
ProoJ Suppose not; then there exists a sequence {vi], such that 
1 v,, - vi\ -+ 00 and ]H(v,, vi, s)] -+ 0. By (5.5), s is not an eigenvalue of qJcO) 
or q,(v,). Thus by the implicit function theorem, for sufficiently small 
]H(v,, vi, s)] there exists & close to v, such that H(CO, ci, s) = 0. Since 
H(v,, vi, s) = H(v,, vi, s), we also have L;, close to C, such that 
H(d,, vi, s) = 0. For (ci - v,,] sufficiently large. F0 # r’, , so we have obtained 
a contradiction with (5.9), which by Lemma 4 implies a contradiction with 
(5.5). 
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Our final assumption is that system (5.1) admits an entropy function, i.e., 
a pair of scalar functions U(V), V(V), such that 
q;(u) U,(u) = V,(u) (5.10) 
with U convex in U. Smooth solutions of (5.1), also satisfy 
Us + V(V), = 0, and the existence of such a function allows a 
classification of weak solutions with regard to physical admissibility [ 121. 
However, it also allows system (5.1) to be put in a symmetric form, by 
making the change of variable u(c) = U,.(u) [5,7, 161. Setting 
Q(u) = (UT u(u)) - W(u)), Y(u) = (u, q(u(u))) - Vu(u)), (5.11) 
we readily verify that 
so that (5.1) is equivalent, even for weak solutions, to the system 
@u(u)t +Yu(u>x = 0. (5.12) 
Of course, the above results all carry over to system (5.12) with only a 
change of notation. 
Given a positive definite viscosity matrix A(.), the viscous profiles for 
system (5.12) are the solutions of 
A(u) u, = -s(@Ju) - @,(u -)) t Y’,(u) - Y&4-) = A Ju), (5.13) 
u(+co)= u,, u(-co)=u-, (5.14) 
where u, and u- can be connected by a shock of speed s, i.e., 
s(u-,u+)(~,(u+)--~(u-))= Y&+)-Y&-). (5.15) 
System (5.13) is of the form (4.1). Let k be such that I(* E rk(ur). We 
orient u, so that 
A,(u(u+)) < s(u-, u,) < L/Mu-)); (5.16) 
then in the notation of Section 2, m = n - k and j = k - 1, so that 
n - j - m = 1. It is clear from (5.15) that u + and u _ are critical points for 
(5.13); that they are elementary critical points follows from the assumption 
of hyperbolicity of (5.1). With f(u) = A -i(u) A Ju), it is obvious that (2.1) 
holds. That no other critical points exist follows from Lemma 4, and 
condition (2.3) follows from Lemma 5. Condition (2.4) follows from 
Lemma 1, as indicated in Section 4. Let C denote the portion of T,(u-) 
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between u- and u +, parametrized by r,r, and let dots denote differentiation 
along C. Then using (5.13) and (5.15), we obtain 
A+ -A-= i (!Pu(u)- ~~(u-)-s(u+,u_)(~,(~)-~p,(~-))~u’)d~ 
‘C 
= 1 (s(u, 24-J - s(u+, u-))(@,(u) - @,(u-h i> dtl (5.17) 
-C 
=- 
c s(u, u-)(@(u) - (CD,(K), u - u-j) drl 
‘C 
after an integration by parts in the last step. Along C, 4 < 0 in view of (5.16) 
[ 151; the assumption that U is convex in u implies @ convex in u [ 161, so 
thatA+ >L. 
Thus the assumptions of Theorem 1 are satisfied, and d(f) is defined. To 
prove existence of a solution of (5.13), it suffices to show that d(f) # 0. To 
do this. we use the homotopy invariance of d(,). First, for simplicity, we 
deform A(.) to the identity matrix. Next we move U, down C until it is very 
close to U-, noting that all of the above holds at each point, so that the 
hypotheses of Theorem 1 remain satisfied. 
At this point a local analysis may be used, following Foy [4]. We let ri be 
the right eigenvectors in the symmetric oordinates, i.e., 
(~“U,,(u-)-~i~,“(“-))ri=O, i = l,..., n. (5.18) 
Without loss of generality, we take U- to be the origin; our system may now 
be written [4] 
UC’ = (Ai - s) ZP + O(lu 12), i # k, 
p = Uw(Uy) - ?.dk)) + O(l u I’), 
(5.19) 
in which u(x) = C ufi)(x)ri and s = S(U- , u,), which is now very close to 
E -k * 
In (5.19) and below, we will use ] ~‘~‘1 = O(] u(_k’12), i # k. We justify the 
local analysis by noting that no solutions of (5.19) with asymptotic limits 
u(--00) = U- = 0, u(+co) = U-, fail to remain in the immediate 
neighborhood of U- . This follows from (5.13), with A(.) = Z, multiplying by 
U, and integrating, obtaining 
.a2 
.I, u:dx=/1+-A-, (5.20) 
and using the form (5.19). 
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Our next step is to deform system (5.19), letting r,r go from 1 to 0 in the 
system 
up = (& - s) lP + qO(l u I*), i # k, 
uLk’ = dk’(Uy’(0) - dk’) + vO(( u I’). 
(5.21) 
In this process, u, is also a continuous function of q, determined by the 
requirement that the right side of (5.21) vanish for u = u+(q). 
Using the explicit form of (5.21) (which retains gradient form) one can 
readily show that the hypotheses of Theorem 1 remain satisfied during this 
deformation, and that ] u + (q) - u+(O)] = O(( u+(O)]‘), so that u+(q) never 
approaches u- . We shall omit the details. 
For q = 0 in (5.21), we shall have u’$’ = 0, for i # k. The mapping T now 
simply maps the uCi) to zero for i # k, and thus these components do not 
affect d(f). The remaining scalar equation satisfies the assumptions of 
Lemma 2, and so we have finally ddf) = +l. 
Our results may be summarized as follows: 
THEOREM 3. Suppose system (5.1) is genuinely nonlinear in the sense of 
(5.5), admits a convex entropy function, and satisfies condition (5.3). For 
any smooth viscosity matrix which is uniformly positive definite in the 
symmetric coordinates u = U,, viscous profiles exist in the large (a solution 
of (5.13), (5.14) exists) ifand only zfthe entropy condition (5.16) is satisfied. 
A simple additional assumption allows us to infer the uniqueness of the 
orbit between u _ and u, . We note in this context that the nonuniqueness 
example of Godunov [8 ] corresponds to n = 3, k = 2, and that for n = 2 the 
uniqueness question is elementary. 
THEOREM 4. In addition to the hypotheses of Theorem 3, let 
u, E I’Ju-), with k = 1 or k = n. Then the solution of (5.13), (5.14) is 
unique (up to translation). 
Proof. We consider the case k = n, the case k = 1 being entirely similar. 
As above, we parametrize the curve rk(n-) by V, but now with q = 0 
corresponding to a point so close to K that the uniqueness of the orbit 
remaining close to u_ follows by Foy’s contraction argument. For this 
u + = u+(O), there will be no orbits which fail to remain close to u- , as an 
estimate of the type (5.20) holds. 
Supposing that uniqueness in the large is not true, let r,r = 1 correspond to 
U+ = u+(l), a point in T,(u-) where uniqueness fails. As above, let b, be 
open balls of radius r surrounding u* , t sufficiently small that linear 
analysis describes the orbits qualitatively within b, . Setting k = n in (5.16), 
it follows that u, is an attractor, so that all orbits entering 6, contain u, as 
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a limit point. There are exactly two trajectories out of u-, in opposite 
directions; the only way uniqueness of the solution of (5.13), (5.14) could 
fail is if both of these trajectories ended at U+ .
We will obtain a contradiction by showing that if uniqueness fails for 
q = 1, it also fails for 9 = 0. Let W be the subset of [0, 1 ] for which 
uniqueness fails. Let the two orbits be designated by u,(x, v), uz(x, q) with 
~~(0, q), ~~(0, 11) E &. As q is decreased, S(U-, u+(q)) increases, so that 
u,(O, q), u,(O, q) vary, smoothly, with f,~ However, for r sufficiently small, 
u,(O, q) # ~~(0, q), so the two orbits will remain distinct. 
For q E W, there will be N(q) such that ] u,(x, V) - U+(V)], ] z&, r) - 
u+(r])( r/2 for all x > N(q). For a suffkiently small change in q, we will 
still have u,(N, q), u&V, V) E b, ; thus W is open. To show that W is also 
closed, let q + Q, from above. An elementary argument shows that U, (0, Q’) + 
~~(0, QJ, u,(O, q) + ~~(0, Q,), so that it suffices to show that N(q) remains 
bounded as q + ‘lo, We again use Lemma 4, 5, to assert the existence of a 
constant c,, > 0 and independent of q E [0, 11, such that ]/i,(u)] > c, for 
u&6- and lu-u+(>r/2. Then 
1 
A(UiW.tl)) 
N(q) = max 
a!A 
i=1’2 A(Ui(O,?J)) MU9 ‘X> 
( cc;*(A(u + (tt)) - A - + W2)), 
which is clearly bounded with respect o q E [0, 11. This completes the proof. 
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