All S 5 -invariant nonsingular quartic surfaces are obtained. There exist no A 6 -invariant nonsingular quartic surfaces.
Introduction
Let V (f ) be a nonsingular algebraic surface defined by a homogeneous polynomial f (x, y, z, t) over an algebraically closed field k of degree d ≥ 3. The characteristic of the field is assumed to be zero. The projective automorphism group Paut(V (f )) coincides with the automorphism group Aut(V (f )) unless d = 4 [7] . Moreover, there exists a constant B d > 0 such that |Paut(V (f ))| ≤ B d for any nonsingular homogeneous polynomial f of degree d. Let G be a group. If Paut(V (f )) contains a subgroup isomorphic to G, V (f ) is said to be G-invariant. When G is a subgroup of P GL 4 (k), then V (f ) is said to be G-invariant if Paut(V (f )) contains a subgroup conjugate to G. The most symmetric nonsingular cubic surface is projectively equivalent to V (x 3 + y 3 + z 3 + t 3 ). Meanwhile the secondly most symmetric nonsingular cubic surface V (f ) can be characterized in two ways: either f is projectively equivalent to x 2 y + y 2 z + z 2 t + t 2 x or V (f ) is S 5 -invariant [2] . Indeed, Aut(V (x 2 y + y 2 z + z 2 t + t 2 x)) is isomorphic to S 5 . Burnside conjectured that the most symmetric nonsingular quartic surface is projectively equivalent to V (h), where h = x 4 + y 4 + z 4 + t 4 + 12xyzt so that |Paut(V (h))| = 1920 [1, §272] . In this paper V (h) is shown to be S 5 -invariant, and all S 5 -invariant nonsingular quartic surfaces are given, up to projective equivalence. All A 5 -invariant quartic surfaces, hence S 5 -invariant quartic surfaces as well, are given by Dolgachev in an intrinsic way [3] . Unlike [3] we start with classifications of the faithful representations of A 5 and S 5 in P GL 4 (k) to get invariant nonsingular quartic forms in four variables. Besides, it is also shown that there exist no A 6 -invariant nonsingular quartic surfaces.
Preliminaries
Let ω ∈ k * be of order three, ω = (−1 + i √ 3)/2. M m,n (k) stands for the set of all m × n matrices with entries in k. By definition M n (k) = M n,n (k), GL n (k) = {A = [a ij ] ∈ M n (k) : det A = 0}, and P GL n (k) = GL n (k)/(E n ), where (E n ) is the subgroup {λE n : λ ∈ k * } (E n is the unit matrix in GL n (k)). The i-th column vector of E 4 will be denoted by e i (i ∈ [1, 4] ). The coset A(E n ) containing an A ∈ GL n (k) will be denoted (A). We denote by k[x] the k-algebra of polynomials in x = [x 1 , ..., x n ] over k. For an A ∈ GL n (k) and f ∈ k[x] we define a polynomial f A ∈ k[x] to be f A (x) = f ( α 1j x j , ..., α nj x j ), where A −1 = [α ij ]. As is well known, the map T A : 
As is well know, V (f ) is irreducible if and only if f = h m for some irreducible and homogeneous polynomial h and some positive integer m. So we may assume that f is irreducible if V (f ) is nonsingular. Let Aut(f ) = {A ∈ GL n (k) :
Let G and H be groups. A group homomorphism ϕ of H into G is called a representation of H in G. Two representations ϕ and ψ of H in G are said to be equivalent if there exists a g ∈ G such that ψ(h) = g −1 ϕ(h)g for any h ∈ H. A representation ϕ is called faithful if ϕ is injective. We denote the symmetric group and alternating group of n elements by S n and A n respectively. Assume n ≥ 3, and let t i = (i i+1) (i ∈ [1, n−1]). Here (ij) stands for a transposition. Then t 
Consequently any representation ϕ 5,±
We proceed to describe the faithful representations
, and Φ i (t 1 ) = (R i4 ), where R ij ∈ GL 4 (k) are given as follows. 
where
Note that R 34 is wrongly defined to be [−e 4 , e 3 , −e 2 , e 1 ] in [6, p.296]. The representations Φ i and Φ j (i = j) are not equivalent, and any faithful representation of [6] . To be more precise, if we write Φ 1 = Φ 1,
Proof. Note that Φ 1 , Φ 2 and Φ 3 are extensions of ϕ 2 , ϕ 3 and ϕ 5 , respectively. (1) Let Ψ 1 be the representation of
Then we can easily verify that Ψ 1 = Ψ 1,
5 is equivalent to the irreducible representation denoted by V on [4, p.28] . Since X −1 R 14 X = R 14 for any X ∈ {T, U} defined in the proof of Lemmma 2.1(2), the representations Ψ 1,± (2) holds, for X −1 R 24 X ∼ R 24 for any X ∈ {T, U} defined in the proof of Lemma 2.1(3). Simillarly (3) holds, for X −1 R 34 X ∼ R 34 for any X ∈ {T, U, V } defined in the proof of Lemma 2.1(5).
Finally we describe all faithful representations of A 6 in P GL 4 (k). Define matrices , 3] ) and
They are not equivalent, and any faithful representation of A 6 is equivalent to one of them [6] .
To be more precise, if we denote the representations ϕ 6 and ϕ 7 by ϕ 6,
(1) Let T and U be as in the proof of Lemma 2.1(3). Then X −1 Q 64 X ∼ Q 64 for any X ∈ {T, U}. (2) Let T , U, and V be as in the proof of Lemma 2.1(5). Then X −1 Q 74 X ∼ Q 74 for any X ∈ {T, U, V }.
A 5 -invariant quartic surfaces
As we have seen in the previous section, all faithful representations of A 5 in P GL k (4) are ϕ 1,
5 up to equivalence. We will denote these representations by
Proof. Suppose a quartic form f to be We denote the following quartic forms by g 0 and g 1 , respectively. Proof. Clearly V (g 1 ) is singular at (0, 0, 1, 0). We will show that g 0 is nonsingular. Suppose V (g 0 ) is singular at (x, y, z, t), namely, g 0x , g 0y , g 0z , and g 0t vanish there. If t = z = 0, then x = y = 0. If t = 0 and z = 0, then g 0z = g 0t = 0 imply x = y = 0, hence z = 0 for g 0x = 0, a contradiction. Thus t = 0. To see x = 0, assume x = 0. Since g 0x = 0, it follows that 0 = y 3 + z 3 + t 3 − 3yzt. In addition z 3 − t 3 = 0, for zg 0z − tg 0t = 30y(z 3 − t 3 ) and y = 0. Now t = zω i = 0 (i ∈ [0, 2]), and y = −ω −i z/2 for g 0y = 0 so that 0 = y 3 + z 3 + t 3 − 3yzt = 27z 3 /8 = 0, contradiction. Thus x = 0. Now we may assume t = 1. Note that (6 √ 15x + 30y)(z 3 − 1) = zg 0z − g 0t . First suppose 6 √ 15x + 30y = 0, i.e. y = − √ 15x/5. Then 0 = 5g 0x − √ 15g 0y = −2424x 3 = 0, a contradiction. Next suppose z 3 = 1. Then g 0y − yg 0z is equal to = ωf , then V (f ) is singular at (1, 0, 0, 0 Namely, 
Note that f Q It is easy to see that the second, the third and the 5th equalities together with the equality 32a − 16 √ 15d − 32e 1 = 0, which is the difference of the first and the 4th equalities, imply a = c = d = e 1 = 0, hence e 2 = e 3 = e 4 = e 5 = 0. Now f = 0 follows.
= f , and has the form
Proof. Let f be an A 5 (3)-invariant nonsingular quartic form. As we noted in the proof of Lemma 3.2, f Q 
Thus we obtain
together with
Note that if i = 1, then f = 0, and that f Q
−1 32
= f holds if and only if
. In order to describe this equality concretely we introduce matrices W 2 , W 3 and W 5 as follows:
Suppose j = 1 and let diag[1, 1, 
c 1 ,
Suppose j = 0. We can easily show that rank(W 5 − E 5 ) = 2 and rank(W 3 − E 3 ) = 1 and that f Q −1 31
= f if and only if
. According as i = 0, i = 1 or i = 2, f belongs to 
S 5 -invariant or A 6 -invariant quartic surfaces
As is explained in §2, all faithful representations of S 5 in P GL 4 (k) are Φ i (i ∈ [1, 3] ) up to equivalence. They are denoted by
Similarly, all faithful representations of S 6 in P GL 4 (k) are ϕ 6 and ϕ 7 up to equivalence. Let A 6 (1) = ϕ 6 (A 6 ) and A 6 (2) = ϕ 7 (A 6 ). Let
will be shown to be nonsingular.
Proof. The first part follows from Lemma 3.4, for A 5 (5) is a subgroup of S 5 (3). By Lemma 3.2 an A 5 (2)-invariant quartic form takes the form g 0 +λg 1 , which is R 14 -invariant. Since S 5 (1) = A 5 (2), (R 14 ) , the second part follows. Let R 4 = iR 24 and V (f ) be an S 5 (2)-invariant nonsingular quartic surface. Then ord(R 4 ) = 2, S 5 (2) = A 5 (3), (R 4 ) , and f is f R 4 = (−1) j f (j ∈ [0, 1]). Since f has the form
by Lemma 3.3, it is easy to see that f is proportional to f 0 or f 1 according as j = 0 or j = 1.
Proof. Denote f 0 by f , and assume that f x , f y , f z and f t vanish at (a, b, c, d) ∈ P 3 . It is easy to see that cd = 0. We may assume d = 1. Since f x + √ 3f y and cf z − f t vanish, we obtain
Since c = 0, it follows that a 3 − 3ab 2 − √ 2 = 0. In particular, ab = 0. Assume a = ib for instance. Then
, and a 3 = √ 2/4. Now
is equal to zero. Thus 0 = u
Proof. Denote f 1 by g, and assume that g x , g y , g z and g t vanish at (a, b, c, d) ∈ P 3 . It is easy to see that bd = 0. We may assume d = 1. Now
Since cg z −g t = 0, we obtain (a+ √ 3b)c 3 = √ 3a−b. Now the equalities (a+ √ 3b)g x −2g t = 0 and (a + √ 3b)g y − 2 √ 3g t = 0, and √ 3g x − g y = 0 can be written
Substracting the third multiplied by b from the first, we get
Substracting the third multiplied by a from the second, we get
On the other hand it is easy to see that (a, 0, c, d) ∈ P 3 cannot be a singular point of V (f 1 ).
Lemma 4.4. There exists no A 6 -invariant nonsingular quartic surface. Hence, there exists no S 6 -invariant nonsingular quartic surface.
Proof. Let X = Q 64 and Y = Q 74 (see §2). Any subgroup of P GL 4 (k) which are isomorphic to A 6 are conjugate to A 6 (1) generated by A 5 (3) and (X) or A 6 (2) generated by A 5 (5) and (Y ). Any A 6 (2)-invariant quartic surface is singular by Lemma 3.4. Suppose there exists an A 6 (1)-invariant quartic surface V (f ). Then f has the form given in Lemma 3.3. But the condition f X −1 ∼ f , namely f X −1 = f or f X −1 = −f , yields b 1 = b 2 = 0. Let S be a subset of the group P GL 4 (k). We denote by P GL 4 (k) S the subgroup {(A) ∈ P GL 4 (k); (A)s(A) −1 = s for any s ∈ S} of P GL 4 (k). For a positive integer n and a permutation σ ∈ S n , E ′ n stands for the unit matrix whose j-th column will be denoted by e Thenστ =στ for any τ ∈ S n , and the j-th column of the matrixσdiag[a 1 , ..., a n ]τ is equal to a τ (j) e ′ στ (j) , henceσ −1 diag[a 1 , ..., a n ]σ = diag[a σ(1) , ..., a σ(n) ]. Consequently 
