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　心理尺度の信頼性の推定値に関して，因子分析法
の文脈においては，McDonald（1999）のωと Cattell 
& Tsujioka （1964）あるいは辻岡 （1964）の構成尺
度の共通性とが一致することを清水（2010）で議論
した。この小論ではこれに引き続き，項目分析の手
法としていまだに使われることがある項目（item）
と総点（total）との相関係数に検討を加えてみたい。
　よく知られていないようであるが，これは因子負
荷量を推定する別法として Richardson （1936）がテ
スト項目とテストの全体の相関を計算するという提
案からはじまったものである。この手法が採用した
総点の意味を問い直すなかで，項目分析の方法とし
て項目と潜在変数との相関である因子構造（あるい
は因子負荷量）とこれによる信頼性の推定について，
考察を加えてみたい。
IT 相関の計算
　心理学での尺度構成では，研究対象である構成概
念を測定するのに適切な項目を収集・作成し，適切
な標本で収集したデータに因子分析を適用し，その
結果から尺度を構成し，構成した尺度の信頼性を報
告する手順が確立されている。わが国の学術雑誌で
は，因子解の数値の横に，IT（item-total）相関の数
値も掲載し，これらの数値がよく似た傾向を示した
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ので項目分析が適切であったと報告していることが
ある。これに加えて，情報量を捨てることにもなる
GP 分析による項目分析の結果を報告する例もある。
　心理測定法では技術の進歩と共に概念を探求する
方法や道具をより精緻なものとする努力が続けられ
てきた。例えば，因子分析での初期の解の推定に使
われてきたセントロイド法は，コンピュータソフト
の普及とともに姿を消し，主因子法や最尤法が使わ
れるようになってきた。SAS や SPSS そして Amos
のような PC の統計解析ソフトが応用研究の場に普
及し，最尤法での解の推定が簡単にできるようにな
ったことだけが理由ではなく，数理統計学的な知識
とこれがもたらす統計量の魅力が，このような動き
の根底にあると考えている。
　項目分析の現場は，少々事情が異なるようである。
項目分析の手法としての IT 相関は，セントロイド
法の手計算時代のままである。以下では，IT 相関の
はじまりの頃に遡り，何を求めて，この方法が提案
されたのか，そして，因子分析との関係について再
考してみることにする。
　議論の手始めとして，心理測定法の代表的なテキ
ストであった『精神測定法』を紐解いてみることに
する。この本の中で Guilford （1959）は，「15.2.4.5 
項目の因子分析」と項のタイトルを付けた箇所で「項
目の心理学的等質性に関して疑問がある場合，ある
いは項目・全体相関が低い傾向を示す場合には，テ
ストをさらに，比較的等質性の大きいサブテストに
分けるという手順を踏むことが必要となる。……途
中略……この場合に，もっともよい方法は，通常あ
まり行われてはいないけれども，項目の因子分析を
行うことである。（一部略，pp.545－546）」とし，
Wherry, Campbell, & Perloff（1951）による継続項目
分析法（method of successive item analysis）を「因
子分析以外の方法で達成することを目指して，考え
出された別法」として紹介している。項目（item）
と項目分析の対象となる項目の総得点（total）との
相関からより等質な新しい尺度を構成しようという
提案である。総得点の中に項目分析の対象となる項
目の得点が含まれるために相関がつり上げられるこ
とを指摘して，この見せかけの値を修正する式を
Guilford （1953）が提案している。
　この本の第 15 章「テストの作成」では，項目分析
の項目間の相関行列からの因子分析のことは何も出
てこない。因子分析法を詳細に説明した第 16 章で
も，項目分析への言及はない。
　計算が手で行われていた時代であった。do-littleの
精神の下，より少ない計算量でベターな統計量を得
ようとする工夫が行われた時代でもあった。項目分
析の作業に因子分析が望ましいと分かっていても，
経費のかからない方法で代替可能な方法に頼らざる
をえなかった時代でもあった。
　因子分析と項目分析とが交錯しているようであり
ながら，『精神測定法』では，このように独立して解
説が行われている。この関係をさらに検討するため
に，次に，IT 相関の考え方を詳細に説明してみるこ
とにする。
　IT 相関を式で表せば，次のように書くことができ
る。ここでは，対象とする構成概念を x とし，この
x を測定する項目を n 個作成したとする。そして，N
人を対象に調査が行われたとする。個人 i の項目全
体の得点は，次のように表すことができる。
⑴
IT 相関の素朴な計算は，xt と各項目との相関係数
（rjt）を計算することである。そして，得られた n 個
の値から項目と尺度との関連性を評価しようとする
方法であった。
　この方法では，項目の分析の対象となる項目が，
尺度に含まれている。このため，対象の項目を含む
総点と項目分析の対象となる項目との相関は過大と
なることは明らかである。そこで，IT 相関では，項
目分析の対象の当該項目とこれを除いた残りの項目
（remaining items）の総点との相関を計算すること
が必要となる。ここで j 番目の項目を除いた残りの
得点を，j を 1 から n まで変えながら n 項目につい
て，式で表してみることにする。
⑵
n 個の項目を対象とする項目分析では，この⑵式の
尺度得点を n 個分計算し，これらと n 個の項目の項
目との相関（この場合では，xj と xr（  j）のような組み
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合わせでの相関）を計算する必要がある。尺度得点
を n 個も別に計算することは，手計算の時代には計
算ミスを起こす可能性を高めることにもなりかねな
い。Guilford（1953）の提案を修正と呼ぶのは正確
ではない。xr（1）, xr（2）, …, xr（j）, …, xr（n）の n 個得点を⑵式
のように計算しなくても，評価対象の項目 j と尺度
得点 xt から対象項目の得点を除いた残りの総点との
相関（rjr（j） を計算することができることを次の式
で示しただけである。
⑶
ここで，St は n 個の項目の総点の標準偏差であり，
Sj は項目 j の標準偏差である。
　心理測定法の黎明期に Psychometrika に掲載され
た論文には，Doolittle 法がよく出てくる。回帰方程
式の展開や計算に，M. H. Doolittle によって考案さ
れた線形連立方程式の解法が使われたからである
（Holzinger & Harman, 1941）。do-littleには，怠け者
という意味もあるが，より少ない計算労力で，より
適切な結果を得たいという情熱が，この時代の論文
には感じられる（例えば，Griffin, 1936 など）。そし
て，手計算でしかできないという制約の下で，理論
の追求と同時にそれに近似する結果を手に入れるこ
とに努力した時代でもあった。このように考えて，
この do-little をこの小論では使っている。
IT 相関での総点
　IT 相関のオリジナルな提案は，あまり知られてい
ないようであるが， Psychometrika の第 1 巻に掲載
された Richardson （1936）による。少し長くなるが
引用してみる。 “The first factor loading on the 
centroid is a measure of the correlation between a 
test and the sum or average of the tests in the 
battery. A similar interpretation may be made in 
the item analysis situation. The item-test coefficient 
measures the correlation between a variable （the 
item） and the sum or average of many such 
variables. In this context, the item-test coefficient is 
the “factor” loading of the item with an arbitrary 
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test variable which is the sum of the items. 
（p.71）”
　この時代の初期因子解の計算方法は，セントロイ
ド法であった。Holzinger & Harman（1941）による
と，相関行列から因子解を計算するセントロイド法
は C. Burt が 1917 年に C. Spearman の一般因子を得
るための方法として最初に使った方法であり，1931
年に L. L. Thurstone によって，多因子の因子解の抽
出の方法として完成をみた（Thomson, 1939）。この
手計算の時代にあっても Thurstone （1935）は，セ
ントロイド法と主軸法（主因子法）との 2 つの方法
の計算手順を詳細に説明している。計算量が比較的
少なくて済むセントロイド法は，その後，先にも紹
介したように Guilford （1959）による『精神測定法』
でも解説があり，コンピュータで因子分析が行われ
るようになる 1960 年代までは，do-little の精神の下
で使われてきた。なお，セントロイド法については
芝（1972）が主因法の近似を与えることを負荷量に
1 の符号を与えて計算がはじまるという点を明らか
にしながら，Fortran プログラムともに詳細に解説
している。
　上で引用した Richardson （1936）は，分析対象の
テストバッテリに含まれるテストとバッテリ全体の
総点との相関が，セントロイドの第 1 因子の負荷量
となることを指摘し，これを項目分析へと応用する
ことを提案している。そして，項目－総点の相関係数
の値を因子負荷量の推定値と仮定したわけである。
　Mosire （1936）は，この論文を取り上げながら，
何らかの外的な基準とこれによる項目分析という大
きな枠組みからの議論を行っている。項目分析とし
て項目と尺度との相関がセントロイドの因子負荷量
と一致するであろうとして，Richardson （1936）の
項目全体の総点も 1 つの基準であるとしながら，項
目の全体の意味することへの注意を喚起している。
項目分析では，構成概念を測定するものとして収集・
作成された項目の全体を項目分析の出発尺度と呼ぶ
こともある。この出発尺度に 2 つあるいはそれ以上
のものが含まれている場合には，項目分析の実際に
問題が発生するという議論である。
項目分析の準拠枠
　収集・作成した項目の全体を基準とする IT 相関
による項目方法は，Mosire （1936）が警告するよう
に，出発点となる項目の全体に含まれる質によって，
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その正否が決まることになる。対象となる項目間の
相関行列（n×n）から，内部の等質性を確認する方
法としては因子分析に期待はあったが，n の数が大
きくなると，実際の計算としては，心理測定法の黎明
期にあっては，その実行がほとんど不可能であった。
　IT 相関では，項目分析で計算する相関の数は（n
×1）個と，（n×n）という大きな相関行列と比べる
と計算量は確かにdo-littleではある。その一方で， IT
相関が失ったものの 1 つが，n 個の項目間の関連性
である。内的整合性を（n×1）個の相関係数から想
像するというやり方を取らざるを得なかったわけで
ある。
　Guilford （1953）の⑶式による修正の提案は，計算
量という点では do-little な結果を与えてくれた。そ
の一方で，総点が対象とする項目に対応して異なる
という状況をもたらした。総点に当該項目が含まれ
ることによるこの項目と総点との相関の値のつり上
がり部分を修正しようとすると，総点そのものが⑵
式のxr（1）, xr（2）, …, xr（j）, …, xr（n） のように対象となる項目
によって異なることになるわけである。この結果，
Richardson （1936）が準拠枠とした n 個の全体の総
点とは異なった n －1 の数の総点が項目分析の対象と
なり，分析の全体にわたって一貫した準拠枠を失う
ことになる。
　因子分析が身近になった現代では，（n×n）の項
目間相関を因子分析することは，ある程度以上の数
の対象者数を集めれば，簡単に実行することができ
る。因子分析によって，内部構造が 1 次元かどうか
を確認することができると同時に，因子と変数との
関係である因子負荷量を手にすることができる。
　現代の因子分析は，潜在変数である因子が原因と
なって，現象としての観測変数に影響を与えている
と考えることができる。構造方程式モデリングの測
定モデルとして，1 次元構造となる n 個の項目を図
1 のようにパス図で描いてみることにする。この図
の「潜在変数＝因子」が因子分析による項目分析で
の準拠枠となる。そして，項目の選択は，因子負荷
量である P1 ～ Pn の標準化した値から行うことにな
る。
　項目分析を行うような探索的な因子分析の場合に
は，構造方程式モデリングを使った解析で期待され
るような高い適合度を得ることは容易ではないと考
えるべきであろう（例えば，清水・山本，2007 な
ど）。一般的には，項目分析を目的とした場合には，
SPSS や SAS のような統計ソフトで探索的因子分析
を実行し，1 因子の因子解を推定することになる。
因子構造：因子負荷量と因子パターン
　ここでは，Holzinger & Harman （1941）に従っ
て，探索的な因子分析モデルを対象として議論を進
めることにする。なお，彼らが体系化した因子分析
は，構造方程式モデリングの変量モデルではなく記
述モデルである（例えば，柳井・繁桝・前川・市川，
1990）。
　ここで，ある標本の N 人の対象者について、n 個
の項目を測定したものとする。そして、ここでは一
般的に議論を進めるために，m 個の次元として因子
の数を特定することがきたものとする。
図 1　1次元の因子分析モデル
注：P1～ Pnは因子パターンである。Amosなどの解の推定では，識別性を
確保するために，P1～ Pn のいずれかの値を 1で固定する必要がある。
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　観測変数の標準得点行列 Z （N×n）は、次のよう
な因子分析モデルとして表すことができる。
⑷
ここで、F は（N×m）次の因子得点行列であり、Vfp
は（n×m）次の因子パターン行列である。この共通
因子空間とは独立した独自性に関するものが、（N×
n）次の独自性得点行列 U と独自性を対角項にもつ
（n×n）次の対角行列 D である。
　伝統的な因子分析モデルでの⑷式は、R を（n×n）
次の変数間の相関行列とすると、次のように展開す
ることができる。
⑸
なお、Cf は（m×m）次の因子間相関行列である。
　因子パターンは，因子分析のはじまりの頃は
Thurstone （1935）が使った「因子負荷量」と呼ばれ
ていた。Thomson（1939）は，“（Very often in multiple-
factor analysis the “saturation” of a test with a 
factor is called the “loading,” and this is a 
convenient place to introduce the new term.）
（p.25）” という興味深い記述を残している。一般因
子を提唱しながら因子分析をはじめた C. Spearman
は，この値を全体に対する飽和の状態として表現し
ていたようである。なお，saturation については，
Spearman （1927）が理論と式を紹介している。
Thomson （1939）は，これに従って相関行列から 
saturation の計算手順を詳細に解説している。
　この因子負荷量を現在の用語で整理したのが，
Holzinger & Harman （1941）である。彼らは，因子
負荷量を因子パターンとして定義し，観測変数と因
子との相関を因子構造として定義した（p.16）。上
の因子分析の定義に合わせて，因子構造行列を Vfs
（n×m）次とすると，次のように計算することができる。
⑹
あるいは
⑺
UDVFZ fp ′
2
1
DVCV
ZZR
′
′
fpffp
N
FZV ′
Nfs
1
CVV fpfs  f
　ここまで紹介してきた m 因子の因子分析モデル
は，L. L. Thurstone による多因子モデルのことでも
あり，断るまでもなく斜交因子の共通因子分析モデ
ルでもある。一般的に，項目分析から 1 つの尺度を
構成することを目的とする場合には，m の数は 1 と
考えられる。この場合には，⑺式からも明らかなよ
うに因子パターンと因子構造とは一致する。1 因子
の場合には，そして，因子軸を回転する必要がない
ことから，主因子法（古くはセントロイド法）ある
いは最尤法で求めた因子解となる。
構成した尺度の信頼性
　1 次元尺度の構成の場合には，このように，因子
解の値から適切な項目を選択することになる。この
作業から構成された尺度の信頼性は，McDonald
（1999）のωとして，あるいは項目の因子分析の共通
因子空間での構成した尺度の共通性（Cattell & 
Tsujioka, 1964 ; 辻岡，1964）として，次の式で計算
することができる（詳細は清水（2010）参照）。
⑻
ここでλは因子解（あるいは因子負荷量）であり，
θは独自性である。図 1 では，P1 ～ Pn の標準化し
た値がこのλに相当する。
　多次元の因子分析結果では，項目の選択は，因子
パターンの値から行うことになる。そして，その場合
でも各因子の信頼性は，⑻を拡張して計算すること
ができる。詳しくは，清水 （2010）を参照されたい。
最後に
　因子分析の黎明期にあっても，構成概念の内部構
造を分析する手がかりは，Spearman （1927）が彼の
主張する知能の一般因子 g と関連変数の相関係数を
丹念に追求しているように，因子と変数との相関に
あった。知能構造に関するL. L. Thurstoneとの論争
にはこの相関の呼び方をめぐって，saturation か
loading かという論争も潜在していたようある。この
二人から影響を受けたエジンバラ大学のG. Thomson
は，先に引用したように，多因子説ばかりではなく，
loading に賛同したようである。最終的には，C. 
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Spearman との共同論文もある K. J. Holzinger がシ
カゴ大学へ移り，因子負荷量（factor loading）を因
子構造（factor structure）と因子パターン（factor 
pattern）として，因子分析体系と用語の整理を行っ
た。
　Mosire （1936）のいう項目分析の外的基準として
潜在変数である因子を想定することは，実は，1 次
元構造の場合には因子構造を項目分析の対象とする
ということである。因子構造という観測変数と潜在
変数との相関という定義は，拡張性に優れている。
例えば，上で紹介した構成尺度の共通性は，構成し
た尺度と項目の因子分析から得られた因子得点との
相関である構成尺度の因子構造を手がかりとして計
算 す る こ と が で き た。ま た，Cattell & Tsujioka 
（1964）などによる尺度での因子分析から抽出した共
通因子空間に項目を布置させる延長因子分析（例え
ば，辻岡・清水，1975 ; 清水，2005 など）がその応
用例である。項目応答理論では，潜在的変数θ（古
典的テスト理論の真の得点）を想定する（例えば，
池田（1994）など）。このθと項目との相関を計算す
ることによって，この場合の因子構造を得ることが
できる。中山（2010）が試みたように項目応答理論
からもωへの展開が可能である。
　ここで紹介してきた因子分析の古典の序に，実際
に手計算を行った関係者への謝辞が記されているこ
とがある。理論的に望ましいことは分かっていても，
計算結果を手に入れることが困難な時代であった。
do-little の精神の下，実証的証拠を近似的に推定値
から求める工夫の 1 つが IT 相関であった。PC 時代
の研究者は，Richardson （1936）からはじまった手
計算時代の IT 相関という遺物に，別れを告げなけ
ればならない。
　ここで紹介してきた因子分析の黎明期は職業指導
の特性・因子論の成立期とも重なる（清水，2008）。
Thomson （1939）は，興味深いことに因子分析の応
用として vocational guidance にも頁を割いている。
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