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Preface
This thesis consists of two papers, namely Some Families of Operator
Norm Inequalities [1] and Positive Definite Sequences with Constant Modulus
[2], together with an account Chapter 2 and Chapter 3. The subject matters
in these articles are positive definiteness of some functions on R and positive
definiteness of functions on groups.
In Chapter 1, the notation and basic theory for operators or matrices are
introduced as a preliminary for the arguments in this thesis. The Hilbert
space H, the set of all bounded linear operator B(H) on H as a C∗-algebra
and the properties of bounded linear operators along with their notion are
presented there. The Gelfand’s theorem, which says ”every unital abelian
C∗-algebra is ∗-isomorphic to C(X), the C∗-algebra of all complex-valued con-
tinuous functions on a compact Hausdorff space X” is something considered
to be an exceptionally important tool in this thesis.
Chapter 2 is the primary part of this thesis. The main objective is to
carry out a thorough investigation on the positive definiteness of
N∏
i=1
bi sinh aix
ai sinh bix
,
for ai, bi ∈ R. The answers to this problem are quoted in subsection 2.1.2 as
the main results. The positive definiteness of such functions somehow closely
related in obtaining (abundant) operator norm inequality as explained in
subsection 2.1.1. At a glance, the positive definiteness of function 2 sinhx
sinh 2x
has
a relationship to ~H
1
2XK
1
2 ~ ≤ 1
2
~HX+XK~. The proof of the main results
will be devoted in section 2.2 and some details related to this chapter will be
given in Appendices.
Chapter 3 presents the generalization of what has been investigated in
Chapter 2. Positive definiteness of functions on groups will be treated there.
In particular, by considering group Z and group R, the result related to
Chapter 2 could be obtained.
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Chapter 1
Notations and Basic Theory
1.1 Terminologies and Basic Properties
Throughout this thesis, H denotes the Hilbert space over C, by 〈•, •〉 the
inner product on H, by ‖x‖ = 〈x, x〉 12 for any x ∈ H the norm on H. For
a subspace S of H, define the set S⊥ = {x ∈ H | 〈x, s〉 = 0 for all s ∈ S}.
The operator T : H −→ H is said to be linear if for any x, y ∈ H and scalars
α, β, it holds that T (αx+βy) = αTx+βTy. It is said to be bounded if there
exist M > 0 such that ‖Tx‖ ≤ M‖x‖ for any x ∈ H. We can define a norm
of a bounded linear operator T as follows:
‖T‖ = sup{‖Tx‖ | ‖x‖ = 1, x ∈ H}
= sup{|〈Tx, y〉| | ‖x‖ = ‖y‖ = 1, x, y ∈ H}
= inf{M ≥ 0 | ‖T‖ ≤M‖x‖, for all x ∈ H}.
B(H) denotes the set of all bounded linear operator on H and by I the iden-
tity operator on H. For T ∈ B(H), define ker T = {x ∈ H | Tx = 0}.
It is known that B(H) becomes a unital Banach algebra, that is, satisfying
‖I‖ = 1, ‖ST‖ ≤ ‖S‖‖T‖ for any S, T ∈ B(H).
The operator T ∗ is defined by
〈Tx, y〉 = 〈x, T ∗y〉 for any x, y ∈ H.
1
T ∗ ∈ B(H) by the definition of T ∗ with
(αT )∗ = αT ∗, ‖T‖ = ‖T ∗‖, (T ∗)∗ = T.
So, B(H) becomes a Banach ∗-algebra with
‖T ∗T‖ = ‖T‖2 for any T ∈ B(H).
T ∈ B(H) is said to be invertible if there exist S ∈ B(H) such that
ST = I = TS.
The spectrum of T is defined to be the set
sp(T ) = {λ ∈ C | λI − T is not invertible in B(H)}.
It is known that
sp(T ) ⊂ {λ ∈ C | |λ| ≤ ‖T‖},
sp(T ) is non-empty closed subset in C and
sp(ST ) ∪ {0} = sp(TS) ∪ {0} for S, T ∈ B(H).
Let T ∈ B(H). It is said to be normal if T ∗T = TT ∗. It is said to be
self-adjoint if T = T ∗, by the polarization identity, that is,
4〈Tx, y〉 =
3∑
n=0
in〈T (x+ iny), x+ iny〉,
self-adjoint operator is equivalent to 〈Tx, x〉 ∈ R for any x ∈ H and it is
known that sp(T ) ∈ R. If 〈Tx, x〉 ≥ 0 for any x ∈ H, then T is said to be
positive and it is denoted by T ≥ 0. It is also known that sp(T ) ≥ 0.
For self-adjoint operators S, T ∈ B(H), define the order
S ≤ T provided by 〈Sx, x〉 ≤ 〈Tx, x〉 for all x ∈ H.
T ∈ B(H) is said to be projection if T = T ∗ = T 2. Using Gelfand
Theorem (see, subsection 1.2.1), T is a projection if and only if T is normal
and sp(T ) ⊂ {0, 1}. It is said to be isometry if T ∗T = I, so automatically
TT ∗ is a projection. It is said to be coisometry if TT ∗ = I, so automatically
T ∗T is a projection. If the operator T is isometry as well as coisometry, then
T is said to be unitary, that is, T ∗T = I = TT ∗. The operator T is said to
be partial isometry if both T ∗T and TT ∗ are projections.
2
1.2 Basic Theory
An involutive Banach algebra A is said to be C∗-algebra if it satisfies
‖a∗a‖ = ‖a‖2 for any a ∈ A. A C∗-algebra A is said to be abelian if for
any a, b ∈ A satisfies ab = ba. It has explained in section 1.1 that B(H) is a
C∗-algebra.
• When A is a closed ∗-subalgebra of B(H), that is, A is a subalgebra of
B(H), A∗ = {a∗ | a ∈ A} = A and a norm closed subset of B(H), A is
also a C∗-algebra.
It is easy to verify the following example which is not related to a Hilbert
space H to satisfy the properties of C∗-algebra.
• Let X be a compact Hausdorff space, C(X) be the set of all complex-
valued continuous functions on X. Define ‖f‖ = max{|f(x)| | x ∈ X}
and f ∗(x) = f(x), then C(X) is an abelian C∗-algebra.
1.2.1 Functional Calculus
Let A be a C∗-algebra and T ∈ A be a normal, that is, T ∗T = TT ∗. The
smallest C∗-subalgebra C∗(T ) contains I and T is abelian. The structure of
C∗(T ) will be found out. The next theorem, however is important to do so.
Gelfand Theorem. Let A be a unital abelian C∗-algebra, then there
exists a compact Hausdorff space X such that A is ∗-isomorphic to C(X).
In particular, choose T ∈ B(H) be a normal operator. Let C∗(T ) be a closed
∗-subalgebra of B(H) generated by I and T. Then, C∗(T ) is an abelian C∗-
algebra. By Gelfand theorem, there exist ∗-isomorphism
ψ : C∗(T ) −→ C(X)
for some compact Hausdorff space X. It can be seen that
sp(ψ(T )) = {λ ∈ C | λI − ψ(T ) is not invertible in C(X)}
= {ψ(T )(x) | x ∈ X}
Since ψ is an isomorphism, then
sp(T ) = sp(ψ(T )) = {ψ(T )(x) | x ∈ X}.
3
Consider that
X =
⋃
λ∈sp(T )
{x ∈ X | ψ(T )x = λ} =
⋃
λ∈sp(T )
Xλ,
where Xλ = {x ∈ X | ψ(T )x = λ}. So, the following correspondence can be
chosen.
C(X) ∋ f 7→ f˜ ∈ C(sp(T )),
where f˜(λ) = f(Xλ), λ ∈ sp(T ). Since {f˜ | f ∈ C(X)} contains a non-
zero constant function and ψ˜(T ) separate points of sp(T ), by using Stone-
Weierstraβ theorem, one can get the ∗-isomorphism
ϕ : C∗(T ) −→ C(sp(T ))
given by
ϕ(T )(λ) = λ for any λ ∈ sp(T ).
Let T ∈ B(H), consider that
〈T ∗Tx, x〉 = 〈Tx, Tx〉 = ‖Tx‖2 ≥ 0.
So, T ∗T ≥ 0, i.e., sp(T ∗T ) ⊂ [0,∞). Let g be a real-valued continuous
function on [0,∞) defined by
g(x) = x
1
2 .
By using functional calculus, one can define |T | by
|T | = g(T ∗T ) = (T ∗T ) 12 ≥ 0.
Since for any x ∈ H,
‖Tx‖2 = 〈T ∗Tx, x〉 = 〈|T |2x, x〉 = ‖|T |x‖2,
4
The partial isometry operator V can be defined as follows:
V |T |x = Tx,
V |ker T = 0.
Then, we have the polar decomposition of T,
T = V |T |.
It is clear that V ∗V is a projection onto (ker T )⊥ and V V ∗ is a projection
onto Im T = (ker T ∗)⊥.
1.2.2 Matrix Theory
In this section, assume H to be finite-dimensional and choose a complete
orthonormal system {e1, . . . , eN} of H. By definition, for x ∈ H,
x =
N∑
i=1
〈x, ei〉ei and Tx =
N∑
i=1
(
N∑
j=1
〈Tej , ei〉〈x, ej〉
)
ei.
One can identify B(H) by MN (C) as follows:
B(H) ∋ T −→ T˜ =
 〈Te1, e1〉 · · · 〈TeN , e1〉... . . . ...
〈Te1, eN〉 · · · 〈TeN , eN 〉
 ∈MN (C)
since T˜
 〈x, e1〉...
〈x, eN 〉
 =
 〈Tx, e1〉...
〈Tx, eN〉
 .
Let T ∈ B(H) be a normal, that is, T ∗T = TT ∗ and C∗(T ) is a C∗-algebra
generated by I, T and T ∗ which is abelian. Then, by Gelfand theorem, there
exist a ∗-isomorphism
ϕ : C∗(T ) −→ C({λ1, . . . , λk})
where {λ1, . . . , λk} is the spectrum (the set of eigenvalues) of T. Choose
f1, . . . , fk ∈ C({λ1, . . . , λk}) with
fi(λj) =
{
1 ; i = j
0 ; i 6= j .
5
Set
Pi = ϕ
−1(fi) for i = 1, 2, . . . , k,
then
P ∗i = Pi = P
2
i for all i = 1, 2, . . . , k; and
PiPj = 0 for i 6= j.
So,
T =
k∑
i=1
λiPi
which is called the spectral decomposition for normal operator T.
For any T ∈ B(H), one can compute (T ∗T ) 12 = |T | and the eigenvalues
of |T | is said to be singular values of T.
6
Chapter 2
Operator Norm Inequalities
2.1 Introduction
2.1.1 Means and Operator Norm Inequalities
In [15], McIntosh established the operator norm inequality∥∥∥H 12XK 12∥∥∥ ≤ 1
2
‖HX +XK‖ ,
where H,K, and X are operators on a Hilbert space and H,K ≥ 0. In
concerning of its proof, the finite dimensional case is essential. That is,
whenever the inequalities holds for any N ∈ N and for any H,K,X ∈MN (C)
with H,K ≥ 0, then so is for any bounded operators H,K, and X on Hilbert
space H with H,K ≥ 0. The foremost objective hence will be dealt with
finite dimensional Hilbert space/matrix scope.
In [8], Hiai and Kosaki confirmed the above inequality using the positive
definiteness associated with symmetric homogeneous means.
Let M be a positive real-valued continuous function on (0,∞)× (0,∞).
M is said to be symmetric homogeneous mean if for all λ, µ ∈ (0,∞) and
α > 0 satisfies
M(λ, µ) =M(µ, λ), M(αλ, αµ) = αM(λ, µ),
M(λ, µ) is non-decreasing; and min{λ, µ} ≤M(λ, µ) ≤ max{λ, µ}.
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For a symmetric homogeneous meanM, define a positive real-valued con-
tinuous function f on (0,∞) by f(t) =M(t, 1), thenM(λ, µ) = µM
(
λ
µ
, 1
)
=
µf
(
λ
µ
)
. Then, the continuous function f is non-decreasing and satisfies the
following conditions.
(1) f(t) = tf
(
1
t
)
,
(2) f(1) = 1 and f(t) ≤ t whenever t ≥ 1.
For A,B ∈ MN (C), define the inner product 〈A,B〉 = Tr(B∗A). For
H,K ∈ MN (C), define the left and right multiplication on Hilbert space
(MN(C), 〈•, •〉) by
LH(X) = HX and RK(X) = XK
respectively for all X ∈ MN(C). Write by H > 0 if H ≥ 0 and invertible. If
H,K ∈ MN(C) and H,K > 0, then LH , RK > 0 and indeed that they are
commute, so the operatorM(LH , RK) could be considered through functional
calculus.
Definition 2.1.1. A complex-valued function ϕ on R is said to be positive
definite if for any natural number N and any real numbers x1, x2, . . . , xN ,
the N ×N matrix (ϕ(xi−xj))Ni,j=1 is positive. That is,
∑N
i,j=1 αiαjϕ(xi−xj)
is positive for any α1, α2, . . . , αN ∈ C.
The following fact is well-known.
Theorem 2.1.2 (Bochner). If ϕ is positive definite and continuous at 0,
then there exist a finite positive measure µ on R satisfying
ϕ(x) =
∫ ∞
−∞
eixtdµ(t).
We denote by Csym(0,∞)+1 , the collection of positive real-valued contin-
uous function f on (0,∞) which satisfies
f(1) = 1 and f(t) = tf
(
1
t
)
.
For f, g ∈ Csym(0,∞)+1 , we define the relation  as follows:
f  g ⇔ the function R ∋ x 7→ f(e
x)
g(ex)
is positive definite.
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When we define Mf (λ, µ) = µf
(
λ
µ
)
for some f ∈ Csym(0,∞)+1 , Mf need
not necessarily a symmetric homogeneous mean. In spite of the lackness of
such condition, Hiai-Kosaki’s argument is implementable for that setting in
the following ways;
Theorem 2.1.3 ([8]: Theorem 1.1). If f, g ∈ Csym(0,∞)+1 , then the following
statements are equivalent for any N ∈ N.
(1) There exist symmetric probability measure ν on R such that
Mf (LH , RK)X =
∫ ∞
−∞
H is (Mg(LH , RK)X)K
−isdν(s)
for any H,K,X ∈MN (C) with H,K > 0.
(2) ~Mf (LH , RK)X~ ≤ ~Mg(LH , RK)X~ for any H,K,X ∈ MN (C) with
H,K > 0 and for any unitarily invariant norm ~•~ .
(3) ‖Mf(LH , RH)X‖ ≤ ‖Mg(LH , RH)X‖ for any H,X ∈MN (C) with H >
0.
(4) f  g.
The proof of this theorem will be given in Appendix A.2.
A matrix norm ~ • ~ on MN(C) is said to be unitarily invariant if
~UAV ~ = ~A~
for arbitrary matrix A and unitaries U, V. Let A = (aij)
N
i,j=1 ∈ MN (C),
{si(A)}Ni=1 is said to be singular values for A if s1(A) ≥ s2(A) ≥ · · · ≥ sN (A)
and {si(A) | i = 1, 2, . . . , N} is the set of all eigenvalues of (A∗A) 12 .
Typical example of unitarily invariant norms are
‖A‖p =
(
N∑
i=1
(si(A))
p
) 1
p
for 1 ≤ p <∞ (Schatten p-norm),
‖A‖(k) =
k∑
i=1
si(A) for 1 ≤ k ≤ N (Ky Fan k-norm).
9
Remark that, ‖A‖(1) = s1(A) = ‖A‖ and ‖A‖2 =
(∑N
i=1(si(A))
2
) 1
2
=
(Tr(A∗A))
1
2 =
(∑N
i,j=1 |aij|2
) 1
2
which are called operator norm and Hilbert-
Schmidt norm respectively.
The following result is due to Ky Fan ([17]: Theorem 10.39).
Theorem 2.1.4 (Fan Dominance Theorem). Let A,B ∈ MN (C). ~A~ ≤
~B~ for any unitarily invariant norm ~ • ~ if and only if ‖A‖(k) ≤ ‖B‖(k)
for all k = 1, 2, . . . , N.
In [8], Hiai and Kosaki looked into the function
fa(t) =
a− 1
a
ta − 1
ta−1 − 1 for a ∈ R,
where if a = 0,
ta − 1
a
= log t.
It also can be verified that fa ∈ Csym(0,∞)+1 .
By putting Mfa =Ma, one can get Ma(λ, µ) =
{
a−1
a
λa−µa
λa−1−µa−1 ; λ 6= µ
λ ; λ = µ
.
In particular,
M−∞(λ, µ) = min{λ, µ}, M−1(λ, µ) = 2
λ−1 + µ−1
, M 1
2
(λ, µ) = (λµ)
1
2 ,
M0(λ, µ) =
log λ− log µ
µ−1 − λ−1 , M1(λ, µ) =
λ− µ
log λ− log µ, M2(λ, µ) =
λ+ µ
2
M∞(λ, µ) = max{λ, µ}.
The following theorem is one of the result by Hiai and Kosaki for obtain-
ing operator norm inequalities through Theorem 2.1.3 which applies for the
family {fa | a ∈ R}.
Theorem 2.1.5 ([8]: Theorem 2.1). fa  fb as long as −∞ ≤ a < b ≤ ∞.
In implementing Theorem 2.1.3, for instance, by choosing a = 1
2
and
b = 2, then f 1
2
 f2 by Theorem 2.1.5. By applying the above argument
(see, page 8) for M 1
2
(LH , RK)X and M2(LH , RK)X, one can get


H
1
2XK
1
2


 ≤ 1
2
~HX +XK~ .
10
In [12], Kanemitsu consider the extension of the above function into two-
parameter family i.e.
fa,b(x) = x
1−a+b
2
b(xa − 1)
a(xb − 1) for a, b ∈ R.
Then, fa,b can be shown belongs to Csym(0,∞)+1 and fa,a−1 = fa. Based on
the results in [8] and [10], the order of class of such function (fa,b  fc,d)
had completely determined (see Corollary 2.1.10) and so, operator norm
inequalities can be obtained through Theorem 2.1.3 as well.
2.1.2 Main Results
The subject matter is to extend the result in [8] from one-parameter
family {fa | a ∈ R} into multi parameter family {fα,β | α, β ∈ Rn and n ∈
N}. The function in question is as follow.
Let n ∈ N and α = (a1, a2, . . . , an), β = (b1, b2, . . . , bn) ∈ Rn, define the
function fα,β : (0,∞) −→ (0,∞) by
fα,β(t) = t
γ(α,β)
n∏
i=1
bi(t
ai − 1)
ai(tbi − 1) where γ(α, β) =
1−∑ni=1(ai − bi)
2
.
It can be checked that fα,β ∈ Csym(0,∞)+1 and fα,β = fa whenever n = 1,
α = (a) and β = (a− 1).
Searching out the condition of α, β ∈ Rn and α′, β ′ ∈ Rm such that
fα,β  fα′,β′ will be the main objective. The result is outlined into the
following proposition.
Proposition 2.1.6. Let n,m ∈ N, α = (a1, . . . , an), β = (b1, . . . , bn) ∈ Rn
and α′ = (c1, . . . , cm), β ′ = (d1, . . . , dm) ∈ Rm. fα,β  fα′,β′ if and only if
ϕ(x) =
n∏
i=1
bi sinh aix
ai sinh bix
m∏
j=1
cj sinh djx
dj sinh cjx
is positive definite.
Hence, the problem reduce into determining the positive definiteness of
the function of the form
n∏
i=1
bi sinh aix
ai sinh bix
.
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Investigating positive definiteness in many cases might be a difficult com-
putation as one has to compute its Fourier transform. Fortunately, the notion
of infinitely divisible and related facts may help things out to determine the
positive definiteness of some functions to become easier.
Definition 2.1.7. A complex-valued function ϕ on R is said to be infinitely
divisible if ϕ
1
n is positive definite for any n ∈ N.
Before stating the main results, the following notation will be introduced.
For n-tuples of real numbers α = (a1, a2, . . . , an), β = (b1, b2, . . . , bn), α is said
to be weakly submajorised by β and its denoted by α w β, if there exist
permutations σ, τ on {1, 2, . . . , n} such that
|aσ(1)| ≥ |aσ(2)| ≥ · · · ≥ |aσ(n)|, |bτ(1)| ≥ |bτ(2)| ≥ · · · ≥ |bτ(n)| and
k∑
i=1
|aσ(i)| ≤
k∑
i=1
|bτ(i)| for all k ∈ {1, 2, . . . , n}.
Theorem 2.1.8. Let n ∈ N, (a1, a2, . . . , an), (b1, b2, . . . , bn) ∈ Rn.
If (a1, a2, . . . , an) w (b1, b2, . . . , bn), then
n∏
i=1
bi sinh aix
ai sinh bix
is infinitely divisible.
Theorem 2.1.9. Let n ∈ N, i = 1, 2, . . . , n and ai, bi ∈ R.
(1) If max{|ai|} > max{|bi|}, then
n∏
i=1
bi sinh aix
ai sinh bix
is not positive definite.
(2) If
n∑
i=1
|ai| >
n∑
i=1
|bi|, then
n∏
i=1
bi sinh aix
ai sinh bix
is not positive definite.
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By combining the above two theorems, one can get the result as quoted
as follow.
Corollary 2.1.10. Let (a1, a2), (b1, b2) ∈ R2.
(a1, a2) w (b1, b2)⇔ b1b2 sinh a1x sinh a2x
a1a2 sinh b1x sinh b2x
is infinitely divisible.
Related to Corollary 2.1.10, then emerges the problem whether or not weakly
submajorization condition is equivalent condition for the function
n∏
i=1
bi sinh aix
ai sinh bix
to becomes infinitely divisible for the case n > 2.
Unfortunately, even for n = 3, the necessary condition of Theorem 2.1.8
is failed. For n = 3 and by considering that a1 ≥ a2 ≥ a3 > 0 and b1 ≥ b2 ≥
b3 > 0, one has
b1b2b3 sinh a1x sinh a2x sinh a3x
a1a2a3 sinh b1x sinh b2x sinh b3x
is not positive definite in case a1 > b1 by Theorem 2.1.9 (1), or in case
a1 + a2 + a3 > b1 + b2 + b3 by Theorem 2.1.9 (2). So, the consideration will
be fall in which the situation is a1 ≤ b1, a1 + a2 > b1 + b2 and a1 + a2 + a3 ≤
b1+b2+b3. That is, such condition violates the assumption of Theorem 2.1.8
and Theorem 2.1.9. This will be clarified by providing two examples as
follows.
Example 2.1.11. (1) The function
f(x) =
sinh 8x sinh 6x sinh 3x
sinh 9x sinh 4x sinh 4x
is not positive definite and (8, 6, 3) w (9, 4, 4).
(2) The function
g(x) =
sinh 8x sinh 6x sinh x
sinh 9x sinh 4x sinh 4x
is infinitely divisible whilst (8, 6, 1) w (9, 4, 4).
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Finally, in regard to apply the above result, consider that (9, 7, 6, 4, 1) w
(10, 8, 5, 3, 2). If α = (9, 6, 1) and β = (8, 3, 2), set α′ = (10, 5) and β ′ =
(7, 4), then by Proposition 2.1.6, Theorem 2.1.8 and properties of positive
definite function, one has
fα,β  fα′,β′.
So, via Theorem 2.1.3, the operator norm inequality corresponding to these
functions can be obtained.
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2.2 Proof of the Main Results
2.2.1 Positive Definiteness of Functions
The following facts are well-known.
(1) If A,B ∈ B(H) and A,B ≥ 0, then A+B ≥ 0 and A⊗ B ≥ 0.
(2) If {An} ⊂ B(H), An ≥ 0, A ∈ B(H) and w-lim
n→∞
An = A where
w-lim
n→∞
An = A means lim
n→∞
〈Anx, x〉 = 〈Ax, x〉 for any x ∈ H, then
A ≥ 0.
If A,B ≥ 0, then (〈Axj , xi〉〈Bxj , xi〉)ki,j=1 is positive definite for any
x1, . . . , xk ∈ H. In fact for any α1, . . . , αk ∈ C,
k∑
i=1
k∑
j=1
αiαj〈Axi, xj〉〈Bxi, xj〉 =
k∑
i=1
k∑
j=1
αiαj〈(A⊗B)(xi ⊗ xi), xj ⊗ xj〉
=
〈
(A⊗B)
(
k∑
i=1
αi(xi ⊗ xi)
)
,
(
k∑
i=1
αi(xi ⊗ xi)
)〉
≥ 0.
Recall that a complex-valued function ϕ on R is said to be positive def-
inite if for any natural number N and any real numbers x1, x2, . . . , xN , the
N ×N matrix (ϕ(xi − xj))Ni,j=1 is positive.
From these facts, the following statements holds true
Proposition 2.2.1. (1) If ϕ is positive definite, then ϕ(s•) is positive def-
inite for any s ∈ R.
(2) If ϕ is positive definite, then αϕ is positive definite for any α ≥ 0.
(3) If ϕ1 and ϕ2 are positive definite, then ϕ1 + ϕ2 is positive definite.
(4) If ϕ1 and ϕ2 are positive definite, then ϕ1ϕ2 is positive definite.
(5) Let ϕ1, ϕ2, . . . are a sequence of positive definite functions.
If ϕ = lim
n
ϕn (point-wise), then ϕ is positive definite.
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Lemma 2.2.2. If ϕ is positive definite, then ϕ(x) = ϕ(−x) and |ϕ(x)| ≤
ϕ(0).
Proof. Since for x ∈ R,(
ϕ(0− 0) ϕ(0− x)
ϕ(x− 0) ϕ(x− x)
)
=
(
ϕ(0) ϕ(−x)
ϕ(x) ϕ(0)
)
≥ 0.
This means that ϕ(x) = ϕ(−x) and |ϕ(x)| ≤ ϕ(0).
Typical example of positive definite function is ϕ(x) = e
√−1ax, where
a ∈ R. This can be seen because of the identity
(ϕ(xi − xj))Ni,j=1 =
(
e
√−1a(xi−xj)
)N
i,j=1
=

e
√−1ax1
e
√−1ax2
...
e
√−1axN


e
√−1ax1
e
√−1ax2
...
e
√−1axN

∗
.
So, by Proposition 2.2.1,
ϕ(x) =
∫ ∞
−∞
eixtdµ(t)
is positive definite for finite positive measure µ on R.
Recall that the main objective function to be treated is
fα,β(t) = t
γ(α,β)
n∏
i=1
bi(t
ai − 1)
ai(tbi − 1) ,
where α = (a1, a2, . . . , an), β = (b1, b2, . . . , bn) ∈ Rn, γ(α, β) = 1−
∑n
i=1(ai−bi)
2
.
Here, fα,β(t) > 0 for all t ∈ (0,∞) and if a = 0, then
ta − 1
a
= log t.
Also, lim
t→1
fα,β(t) = 1 and
tfα,β
(
1
t
)
= tt−γ(α,β)
n∏
i=1
bi(t
−ai − 1)
ai(t−bi − 1) = tt
−γ(α,β)t
∑n
i=1(bi−ai)
n∏
i=1
bi(t
ai − 1)
ai(tbi − 1)
= tγ(α,β)
n∏
i=1
bi(t
ai − 1)
ai(tbi − 1) = fα,β(t).
So, fα,β ∈ Csym(0,∞)+1 .
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Proposition 2.2.3. If n ∈ N and α = (a1, a2, . . . , an), β = (b1, b2, . . . , bn) ∈
Rn, then fα,β = f|α|,|β| where |α| = (|a1|, |a2|, . . . , |an|).
Proof. Let α˜ = (−a1, a2, . . . , an), then
fα˜,β(t) = t
γ(α˜,β) b1(t
−a1 − 1)
−a1(tb1 − 1)
n∏
i=2
bi(t
ai − 1)
ai(tbi − 1)
= tγ(α˜,β)t−a1
b1(t
a1 − 1)
a1(tb1 − 1)
n∏
i=2
bi(t
ai − 1)
ai(tbi − 1)
= tγ(a,b)
n∏
i=1
bi(t
ai − 1)
ai(tbi − 1) = fα,β(t).
This concludes that −ai (respectively −bj) is interchangeable by ai (respec-
tively bj). Hence, fα,β = f|α|,|β|.
Thanks to the above proposition, the choice of entries of α and β in the
next following statements on this thesis can be chosen to be non-negative
numbers.
Proof of Proposition 2.1.6. By definition fα,β  fα′,β′ is equivalent to
ϕ(x) =
fα,β(e
x)
fα′,β′(e
x)
is positive definite and by Proposition 2.2.1 (1) this statement
then can be carried out by considering ϕ(2x) =
fα,β(e
2x)
fα′,β′(e
2x)
is positive definite.
So, by taking into account
fα,β(e
2x) = e2γ(α,β)x
n∏
i=1
bi(e
2aix − 1)
ai(e2bix − 1)
= e2γ(α,β)x
n∏
i=1
bie
aix(eaix − e−aix)
aiebix(ebix − e−bix)
= e2γ(α,β)xe(
∑n
i=1(ai−bi))x
n∏
i=1
bi(e
aix − e−aix)
ai(ebix − e−bix)
= ex
n∏
i=1
bi sinh aix
ai sinh bix
.
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Then, the function ϕ has the form
n∏
i=1
bi sinh aix
ai sinh bix
m∏
j=1
cj sinh djx
dj sinh cjx
.
2.2.2 Infinitely Divisible Functions
Recall that a positive definite function ϕ is said to be infinitely divisi-
ble if ϕ
1
n is positive definite for all n ∈ N. By Proposition 2.2.1 (4), if ϕ is
positive definite, then ϕn is positive definite for any n ∈ N. Next, if ϕ is
infinitely divisible, then ϕq is positive definite for all positive rational num-
bers q and hence ϕr is positive definite for all positive real numbers r by
Proposition 2.2.1 (5).
Lemma 2.2.4. (1) For any a ∈ R, ϕ(x) = eiax is infinitely divisible.
(2) If ϕ1 and ϕ2 are infinitely divisible, then so is ϕ1ϕ2.
(3) Point-wise limit of infinitely divisible functions is also infinitely divisi-
ble.
Related to the objective function, the function of the form
b sinh ax
a sinh bx
then will be treated in the next following statement.
Lemma 2.2.5. Let a, b > 0 and
ϕ(x) =
b sinh ax
a sinh bx
,
then the following statements are equivalent.
(1) a ≤ b.
(2) ϕ is infinitely divisible.
(3) ϕ is positive definite.
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Proof. (1) ⇒ (2) It had proved ([13]: Corollary 3) that for any positive
numbers a, b,
log
b sinh ax
a sinh bx
=
∫ ∞
−∞
(eixt − 1− ixt) sinh
((
1
a
− 1
b
)
pit
2
)
2t sinh
(
pit
2a
)
sinh
(
pit
2b
)dt. (2.1)
The above integral representation then can be rewritten into∫ ∞
−∞
(eixt − 1− ixt)
t2
t sinh
((
1
a
− 1
b
)
pit
2
)
2 sinh
(
pit
2a
)
sinh
(
pit
2b
)dt.
If a ≤ b, then the density function
φ(t) =
t sinh
((
1
a
− 1
b
)
pit
2
)
2 sinh
(
pit
2a
)
sinh
(
pit
2b
)
is integrable and positive. So, ϕ is infinitely divisible. (Some details will be
given in Appendix)
(2) ⇒ (3) By definition.
(3) ⇒ (1) If a > b, then ϕ is unbounded and hence not positive definite
by Lemma 2.2.2.
Kosaki [13] also proved that
(a− 1)b sinh ax sinh(b− 1)x
a(b− 1) sinh(a− 1)x sinh bx
is infinitely divisible whenever a ≤ b. This function has the following integral
representation ∫ ∞
−∞
(eixt − 1− ixt)F (t)dt,
where
F (t) =
sinh
(
pit
2b(b−1)
)
2t sinh
(
pit
2b
)
sinh
(
pit
2(b−1)
) − sinh
(
pit
2a(a−1)
)
2t sinh
(
pit
2a
)
sinh
(
pit
2(a−1)
) .
The following statement is a slightly extended version of the above result.
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Lemma 2.2.6. Let a, b, c, d > 0 with d > max{a, b, c} and a + c = b + d,
then
sinh ax sinh cx
sinh bx sinh dx
is infinitely divisible.
Proof. From the assumption, one can get
d > max{a, c} ≥ min{a, c} > b,
a
a− b − 1 =
b
a− b and
d
a− b − 1 =
c
a− b.
Consider that
sinh a
a−by sinh
c
a−by
sinh b
a−by sinh
d
a−by
=
sinh a
a−by sinh
(
d
a−b − 1
)
y
sinh
(
a
a−b − 1
)
y sinh d
a−by
is infinitely divisible by the statement prior to this lemma and the fact that
a
a−b <
d
a−b . Hence, by changing the variable y = (a− b)x, yields
sinh ax sinh cx
sinh bx sinh dx
is also infinitely divisible.
Proof of Theorem 2.1.8. By reindexing and Proposition 2.2.3, it can be
assumed that a1 ≥ a2 ≥ · · · ≥ an > 0 and b1 ≥ b2 ≥ · · · ≥ bn > 0. Let
k∑
i=1
ai ≤
k∑
i=1
bi for all k ∈ {1, 2, . . . , n}.
The first case that if ai ≤ bi for any i = 1, 2, . . . , n then it is done by
Lemma 2.2.5 and Lemma 2.2.4 (2).
The other case, assume k0 with 1 < k0 ≤ n such that ak0 > bk0 and
ak ≤ bk for k = 1, 2, . . . , k0 − 1.
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Consider that
n∏
i=1
sinh aix
sinh bix
=
n∏
i=1
sinh aix
sinh bix
× sinh(bk0−1 + bk0 − ak0)x
sinh(bk0−1 + bk0 − ak0)x
=
k0−2∏
i=1
sinh aix
sinh bix
× sinh ak0−1x
sinh(bk0−1 + bk0 − ak0)x
× sinh(bk0−1 + bk0 − ak0)x sinh ak0x
sinh bk0−1x sinh bk0x
×
n∏
i=k0+1
sinh aix
sinh bix
.
Since bk0−1 ≥ ak0−1 ≥ ak0, bk0−1 > bk0−1 + bk0 − ak0 and (bk0−1 + bk0 − ak0) +
ak0 = bk0−1 + bk0 , then
sinh(bk0−1 + bk0 − ak0)x sinh ak0x
sinh bk0−1x sinh bk0x
is infinitely divisible by Lemma 2.2.6.
Next, by considering to the part
k0−2∏
i=1
sinh aix
sinh bix
× sinh ak0−1x
sinh(bk0−1 + bk0 − ak0)x
×
n∏
i=k0+1
sinh aix
sinh bix
,
then
k0−2∑
i=1
ai + ak0−1 +
n∑
i=k0+1
ai ≤
k0−2∑
i=1
bi + (bk0−1 + bk0 − ak0) +
n∑
i=k0+1
bi.
This is agrees with the assumption and hence by repeating the above argu-
ment, one can conclude through Lemma 2.2.4 (2) that
n∏
i=1
sinh aix
sinh bix
is infinitely divisible.
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The next statements is to argue the objective function so that it is not
positive definite.
Lemma 2.2.7. Let ai, a
′
i, bi, b
′
i > 0 with ai ≥ a′i and b′i ≥ bi for all i =
1, 2, . . . , n. If
∏n
i=1
sinh a′ix
sinh b′ix
is not positive definite, then
∏n
i=1
sinh aix
sinh bix
is not
positive definite.
Proof. It is suffices to show that
n∏
i=1
sinh a′ix
sinh b′ix
is positive definite whenever
n∏
i=1
sinh aix
sinh bix
is positive definite. However, by the identity
n∏
i=1
sinh a′ix
sinh b′ix
=
n∏
i=1
sinh aix
sinh bix
n∏
i=1
sinh a′ix
sinh aix
n∏
i=1
sinh bix
sinh b′ix
and Proposition 2.2.1 (4), one can concludes that
n∏
i=1
sinh a′ix
sinh b′ix
is positive definite.
Lemma 2.2.8. Let p be an odd integer larger than 3, then the function
f(x) =
sinh p+1
p
x
(
sinh 1
p
x
)n
sinh x
(
sinh p−1
p
x
)n
is not positive definite for any n ∈ N.
22
Proof. Let R ∈ (0,∞). Set the function f as
f(z) =
sinh p+1
p
z
(
sinh 1
p
z
)n
sinh z
(
sinh p−1
p
z
)n , z ∈ C.
The integral on the closed curve C = C1+ C2+ C3+ C4 ⊂ C will be computed
as follows:
• C1: z = x where x moves from −R to R, then∫
C1
eizsf(z)dz =
∫ R
−R
eixsf(x)dx.
• C2: z = R + yi where y moves from 0 to ppi, then∫
C2
eizsf(z)dz = ieiRs
∫ ppi
0
e−ysf(R + yi)dy.
By using the following estimation for R > 2,
eR
4
≤
∣∣∣∣eR+ti − e−(R+ti)2
∣∣∣∣ ≤ eR
gives rise to
|f(R + yi)| =
∣∣∣sinh(p+1p )(R + yi)∣∣∣ ∣∣∣sinh 1p(R + yi)∣∣∣n
|sinh(R + yi)|
∣∣∣sinh p−1p (R + yi)∣∣∣n ≤
e
p+1
p
Re
n
p
R
eRe
n(p−1)
p R
4n+1
= 4n+1e(
n(2−p)+1
p )R → 0 as R→∞.
So, f(z)→ 0 uniformly on C2 as R→∞. Hence
lim
R→∞
∫
C2
eizsf(z)dz = 0.
• C3: z = x + ppii where x moves from R to −R. Since sinh(x + ppii) =
− sinh x, then∫
C3
eizsf(z)dz = (−1)ne−ppis
∫ R
−R
eixsf(x)dx.
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• C4: z = −R + yi where y moves from ppi to 0. By using the similar
argument on C2 above, then
lim
R→∞
∫
C4
eizsf(z)dz = 0.
The above calculation yields
lim
R→∞
∫
C
eizsf(z)dz =
(1 + (−1)ne−ppis) lim
R→∞
∫ R
−R
eixsf(x)dx = 2pi(1 + (−1)ne−ppis)f̂(s), (2.2)
where f̂ is the Fourier transform of f .
The removable singularities of eizsf(z) are 0 and ppii. The zeros of sinh z
is {
kpii
∣∣ k = 0, 1, 2, . . . , p}
and the zeros of sinh p−1
p
z is{
lp
p− 1pii
∣∣∣∣ l = 0, 1, 2, . . . , p}.
• For k = 1, 2, . . . , p− 1, eizsf(z) has the pole of order 1.
• For l = 1, 2, . . . , p− 1; l 6= p−1
2
, eizsf(z) has the pole of order n.
• For l = p−1
2
, eizsf(z) has the pole of order n− 1.
For any real numbers α and β,
eizs = eis(z−αi)−αs
= e−αs + e−αsi(z − αi)s+ e
−αs(i(z − αi)s)2
2!
+ . . .
=
∞∑
k=0
(is)k
k!
e−αs(z − αi)k
=
∞∑
k=0
c(αi, k)(z − αi)k,
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sinh βz = sinh (β(z − αi) + βαi)
= cos βα sinh(β(z − αi)) + i sin βα cosh(β(z − αi))
= cos βα
(
β(z − αi)+β
3
3!
(z − αi)3+ . . .
)
+ i sin βα
(
1 +
β2
2!
(z − αi)2+ . . .
)
=
∞∑
k=0
d(β, αi, k)(z − αi)k,
where
c(αi, k) =
(is)k
k!
e−αs and d(β, αi, k) =
{
βk
k!
i sin βα ; k is even
βk
k!
cos βα ; k is odd
.
For α = pi, 2pi, . . . , (p− 1)pi,
Res(eizsf(z) : αi) =
c(αi, 0)d
(
p+1
p
, αi, 0
)
d
(
1
p
, αi, 0
)n
d(1, αi, 1)d
(
p−1
p
, αi, 0
)n
= i
e−αs sin p+1
p
α
(
sin 1
p
α
)n
cosα
(
sin p−1
p
α
)n .
For α = ppi
p−1 ,
2ppi
p−1 , . . . ,
(p−2)ppi
p−1 and α 6= ppi2 , consider that f(z)(z − αi)n is
analytic at αi. So, it has the Taylor expansion as follow.
f(z)(z − αi)n =
∞∑
k=0
ek(α)(z − αi)k,
where ek(α) does not depend on s. Hence, the residue of e
izsf(z) at αi is
Res(eizsf(z) : αi) =
n−1∑
k=0
c(αi, k)en−1−k(α)
= e−αs
(
n−1∑
k=0
en−1−k(α)(is)k
k!
)
.
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By the similar argument as above, for α = ppi
2
the pole of order n− 1, then
Res
(
eizsf(z) :
ppii
2
)
=
n−2∑
k=0
c
(
ppii
2
, k
)
en−2−k
= e−
ppis
2
(
n−2∑
k=0
en−2−k(is)k
k!
)
,
for the suitable numbers {en}.
By the Cauchy Residue Theorem, (2.2) becomes
2pii
(
p−1∑
k=1
Res(eizsf(z) : kpii) +
p−2∑
l=1
Res
(
eizsf(z) :
lppii
p− 1
))
and this is equal to
2pii
i p−1∑
k=1
e−kpis sin p+1
p
kpi
(
sin 1
p
kpi
)n
cos kpi
(
sin p−1
p
kpi
)n
+
p−2∑
l=1
l 6= p−1
2
e−
lp
p−1
pis
n−1∑
k=0
en−1−k
(
lp
p−1pi
)
(is)k
k!


+ 2piie−
p
2
pis
(
n−2∑
k=0
en−2−k(is)k
k!
)
.
By multiplying both sides of (2.2) by epis, then
episf̂(s) =
sin p+1
p
pi
(
sin 1
p
pi
)n
(
sin p−1
p
pi
)n − p−1∑
k=2
e(1−k)pis sin p+1
p
kpi
(
sin 1
p
kpi
)n
cos kpi
(
sin p−1
p
kpi
)n
+ i
p−2∑
l=1,l 6= p−1
2
e(1−
lp
p−1)pis
n−1∑
k=0
en−1−k
(
lp
p−1pi
)
(is)k
k!

+ ie(1−
p
2)pis
(
n−2∑
k=0
en−2−k(is)k
k!
)
.
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So, when s→∞, the right-hand side of the above identity is tends to
sin p+1
p
pi
(
sin 1
p
pi
)n
(
sin p−1
p
pi
)n < 0,
that is f̂(s) is not positive for a sufficiently large s. This means that f is not
positive definite.
Proof of Theorem 2.1.9. (1) By Proposition 2.2.3, it can be assumed
that ai, bi > 0. Now, by reindexing and Proposition 2.2.1 (1) also assume
that a1 ≥ a2 ≥ · · · ≥ an, 1 = b1 ≥ b2 ≥ · · · ≥ bn and a1 > 1, then there exist
a positive odd number p such that
a1 >
p+ 1
p− 1 and an >
1
p− 1 .
By Lemma 2.2.8 and Lemma 2.2.7, the function
sinh p+1
p
x
(
sinh 1
p
x
)n−1
(
sinh p−1
p
x
)n
is not positive definite because of the identity
sinh p+1
p
x
(
sinh 1
p
x
)n−1
sinh x
(
sinh p−1
p
x
)n−1 = sinh p+1p x
(
sinh 1
p
x
)n−1
(
sinh p−1
p
x
)n × sinh p−1p x
sinh x
and
1 >
p− 1
p
.
By substituting
x =
p
p− 1t,
then
sinh p+1
p−1x
(
sinh 1
p−1x
)n−1
(sinh x)n
is also not positive definite.
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Again by Lemma 2.2.7 and the identity
sinh p+1
p−1x
(
sinh 1
p−1x
)n−1
(sinh x)n
=
n∏
i=1
sinh aix
sinh bix
×
sinh p+1
p−1x
sinh a1x
×
(
sinh 1
p−1x
)n−1
∏n
i=2 sinh aix
×
∏n
i=1 sinh bix
(sinh x)n
.
The function
n∏
i=1
sinh aix
sinh bix
is not positive definite, since
a1 >
p+ 1
p− 1 , a2 ≥ · · · ≥ an >
1
p− 1 and 1 = b1 ≥ · · · ≥ bn.
Proof of Theorem 2.1.9 (2) Set
f(x) =
n∏
i=1
bi sinh aix
ai sinh bix
.
It suffices to show that f is not positive definite. By the assumption, it
follows that
lim
x→∞
f(x) =∞.
By Lemma 2.2.2, f is not positive definite.
Proof of Corollary 2.1.10. (⇒) This is the direct consequences of The-
orem 2.1.8.
(⇐) If a1 + a2 > b1 + b2, then
sinh a1x sinh a2x
sinh b1x sinh b2x
is not positive definite by Theorem 2.1.9 (2).
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If a1 > b1 and a1 + a2 ≤ b1 + b2, then
sinh a1x sinh a2x
sinh b1x sinh b2x
is not positive definite by Theorem 2.1.9 (1).
The following explanation is devoted to the failure of converse statement
on Theorem 2.1.8 whenever n = 3.
On Example 2.1.11 (1). The function
f(x) =
sinh 8x sinh 6x sinh 3x
sinh 9x sinh 4x sinh 4x
is satisfies f(0) = 1 and f(x) = f(−x). By choosing
x1 = 0, x2 =
1
3
, x3 =
2
3
and x4 = 1,
then the following approximation values can be obtained.∣∣∣∣f (13
)
− a
∣∣∣∣ ≤ 10−10, ∣∣∣∣f (23
)
− b
∣∣∣∣ ≤ 10−10, and |f (1)− c| ≤ 10−10,
where a = 0.9780192940, b = 0.9908829679, c = 0.9981846167 and
|f (0)| ,
∣∣∣∣f (13
)∣∣∣∣ , ∣∣∣∣f (23
)∣∣∣∣ , |f (1)| ≤ 1.
Consider that∣∣∣∣f (0) f (13
)
f
(
2
3
)
f (1)− 1abc
∣∣∣∣ = ∣∣∣∣f(13
)
f
(
2
3
)
f(1)−f
(
1
3
)
bc + f
(
1
3
)
bc− abc
∣∣∣∣
≤
∣∣∣∣f (13
)∣∣∣∣ ∣∣∣∣f(23
)
f (1)− bc
∣∣∣∣ + |bc|∣∣∣∣f (13
)
− a
∣∣∣∣
≤
∣∣∣∣f (23
)
f (1)− bc
∣∣∣∣+ 10−10
=
∣∣∣∣f(23
)
f (1)− f
(
2
3
)
c+ f
(
2
3
)
c− bc
∣∣∣∣ +10−10
≤
∣∣∣∣f (23
)∣∣∣∣ |f (1)− c|+ |c| ∣∣∣∣f (23
)
− b
∣∣∣∣ +10−10
≤ 3× 10−10.
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The determinant of (4 × 4)-matrix contains 24 terms of the above similar
estimation. Hence,∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
f (0) f
(
1
3
)
f
(
2
3
)
f (1)
f
(
1
3
)
f (0) f
(
1
3
)
f
(
2
3
)
f
(
2
3
)
f
(
1
3
)
f (0) f
(
1
3
)
f (1) f
(
2
3
)
f
(
1
3
)
f (0)
∣∣∣∣∣∣∣∣− (−0.0000095)
∣∣∣∣∣∣∣∣ ≤ 72× 10
−10 < 10−7.
The error value is smaller than the approximation value. So, the matrix(
f
(
i− j
3
))4
i,j=1
is not positive. This means that f is not positive definite.
On Example 2.1.11 (2). Let
g(x) =
sinh 8x sinh 6x sinh x
sinh 9x sinh 4x sinh 4x
.
Set
g0(x) =
9× 4× 4
8× 6× 1 ×
sinh 8x sinh 6x sinh x
sinh 9x sinh 4x sinh 4x
.
By taking logarithm,
log g0(x) = log
9× 4× 4
8× 6× 1 ×
sinh 8x sinh 6x sinh x
sinh 9x sinh 4x sinh 4x
= log
9 sinh 8x
8 sinh 9x
+ log
4 sinh 6x
6 sinh 4x
+ log
4 sinh x
sinh 4x
= log
9 sinh 8x
8 sinh 9x
− log 6 sinh 4x
4 sinh 6x
+ log
4 sinh x
sinh 4x
.
Each logarithm part of the last identity is infinitely divisible by Lemma 2.2.5
and by using (2.1) (see, page 21), g0 then can be rewritten as the integral
representation as follow.
log g0(x) =
∫ ∞
−∞
eixt − 1− ixt
t2
dµ(t),
where
dµ(t) =
(
t2 sinh pit
144
2t sinh pit
16
sinh pit
18
− t
2 sinh pit
24
2t sinh pit
8
sinh pit
12
+
t2 sinh 3pit
8
2t sinh pit
2
sinh pit
8
)
dt
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in which the summands and subtrahend in the bracket are all integrable.
Set
dµ(t) =
1
2
t
(
κ(t)
sinh pit
18
sinh pit
16
sinh pit
12
sinh pit
8
sinh pit
2
)
dt,
wherein
κ(t) = sinh
pit
144
sinh
pit
12
sinh
pit
8
sinh
pit
2
− sinh pit
24
sinh
pit
18
sinh
pit
16
sinh
pit
2
+ sinh
3pit
8
sinh
pit
18
sinh
pit
16
sinh
pit
12
.
As long as κ(t) ≥ 0 for all t ∈ R, then so is dµ(t) (i.e. µ is positive measure).
This means the infinite divisibility of g0, then so is g.
By using the identity sinh ax = e
ax−e−ax
2
, then
κ(t) =
1
16
((
e
pit
144 − e− pit144
)(
e
12pit
144 − e− 12pit144
)(
e
18pit
144 − e− 18pit144
)(
e
72pit
144 − e− 72pit144
)
−
(
e
6pit
144 − e− 6pit144
)(
e
9pit
144 − e− 9pit144
)(
e
8pit
144 − e− 8pit144
)(
e
72pit
144 − e− 72pit144
)
(
e
54pit
144 − e− 54pit144
)(
e
9pit
144 − e− 9pit144
)(
e
8pit
144 − e− 8pit144
)(
e
12pit
144 − e− 12pit144
))
is equal to
1
8
(
2
(
e
77pit
144 + e−
77pit
144
2
)
+ 2
(
e
49pit
144 + e−
49pit
144
2
)
+ 2
(
e
83pit
144 + e−
83pit
144
2
)
+ 2
(
e
43pit
144 + e−
43pit
144
2
)
+
(
e
103pit
144 + e−
103pit
144
2
)
−
(
e
65pit
144 + e−
65pit
144
2
)
− 3
(
e
67pit
144 + e−
67pit
144
2
)
−
(
e
101pit
144 + e−
101pit
144
2
)
−
(
e
59pit
144 + e−
59pit
144
2
)
−
(
e
25pit
144 + e−
25pit
144
2
)
−
(
e
95pit
144 + e−
95pit
144
2
)
−
(
e
61pit
144 + e−
61pit
144
2
))
.
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Next, by using the identity cosh ax = e
ax+e−ax
2
, then the above one is equal
to
1
8
(
cosh
(
103pit
144
)
+ 2 cosh
(
83pit
144
)
+ 2 cosh
(
77pit
144
)
+ 2 cosh
(
49pit
144
)
+ 2 cosh
(
43pit
144
)
− cosh
(
101pit
144
)
− cosh
(
95pit
144
)
− 3 cosh
(
67pit
144
)
− cosh
(
65pit
144
)
− cosh
(
61pit
144
)
− cosh
(
59pit
144
)
− cosh
(
25pit
144
))
.
By considering t = 144s
pi
and using Maclaurin expansion
cosh at =
∞∑
i=0
(at)2i
(2i)!
,
then
κ(t) = κ
(
144s
pi
)
=
1
8
∞∑
i=0
C(i)s2i
(2i)!
,
where
C(i) =1032i + 2× 832i + 2× 772i + 2× 492i + 2× 432i − 1012i
− 952i − 3× 672i − 652i − 612i − 592i − 252i.
This is yields to
C(i)
1032i
> 1−
(
1012i + 952i + 3× 672i + 652i + 612i + 592i + 252i
1032i
)
.
Since
C(9)
10318
> 1−
(
10118 + 9518 + 3× 6718 + 6518 + 6118 + 5918 + 2518
10318
)
≈ 0.062 > 0,
and the quantity in the big bracket above represent decreasing sequence
indexed by i, then
C(i) > 0 for all i ≥ 9.
Furthermore, by direct computation
C(i) ≥ 0 for all i = 0, 1, 2, . . . , 8.
So, κ(t) ≥ 0 for all t ∈ R.
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2.2.3 Application I
Let α = (a1, a2, . . . , an), β = (b1, b2, . . . , bn) ∈ Rn and α′ = (c1, c2, . . . , cm),
β ′ = (d1, d2, . . . , dm) ∈ Rm, m, n ∈ N. We have already shown that if
(a1, . . . , an, d1, . . . , dm) w (b1, . . . , bn, c1, . . . , cm) implies fα,β  fα′,β′, where
fα,β(x) = x
γ(α,β)
n∏
i=1
bi(x
ai − 1)
ai(xbi − 1) and fα
′,β′(x) = x
γ(α′,β′)
m∏
i=1
di(x
ci − 1)
ci(xdi − 1) ,
with
γ(α, β) =
1−∑ni=1(ai − bi)
2
and γ(α′, β ′) =
1−∑mi=1(ci − di)
2
.
Assume α = (a1, a2, . . . , an), β = (b1, b2, . . . , bn) ∈ Rn>0,
fα,β(t) = t
γ(α,β)
n∏
i=1
bi(t
ai − 1)
ai(tbi − 1) where γ(α, β) =
1−∑ni=1(ai − bi)
2
.
Define the positive real-valued function
Mα,β(s, t) = tfα,β
(s
t
)
on (0,∞)× (0,∞).
Then, Mα,β can be written as
Mα,β(s, t) = t
(s
t
)γ(α,β) n∏
i=1
bi
((
s
t
)ai − 1)
ai
((
s
t
)bi − 1)
= t1−γ(α,β)sγ(α,β)t
∑n
i=1(bi−ai)
n∏
i=1
bi(s
ai − tai)
ai(sbi − tbi)
= (st)γ(α,β)
n∏
i=1
bi(s
ai − tai)
ai(sbi − tbi)
= (st)
1
2
n∏
i=1
bi sinh
(
(log s− log t) ai
2
)
ai sinh
(
(log s− log t) bi
2
) .
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Let 1 ≤ k < n. For 1 ≤ i1 < i2 < · · · < ik ≤ n, define α \ (i1, i2, . . . , ik) ∈
(0,∞)n−k i.e. by removing the i1-th, i2-th, . . . and ik-th components of α. If
α w β and 1 ≤ j1 < j2 < · · · < jk ≤ n, then
fα\(i1,i2,...,ik),β\(j1,j2,...,jk)(t)  f(bj1 ,bj2 ,...,bjk ),(ai1 ,ai2 ,...,aik )(t).
By Theorem 2.1.3, the operator norm inequality

Mα\(i1,i2,...,ik),β\(j1,j2,...,jk)(LH , RK)X

≤


M(bj1 ,bj2 ,...,bjk ),(ai1 ,ai2 ,...,aik )(LH , RK)X



does hold for all N ∈ N and H,K,X ∈MN (C) with H,K > 0.
As an example, let α = (7, 5, 5, 3) and β = (9, 6, 4, 2), then α w β.
Choose
i1 = 2, i2 = 4, j1 = 1 and j2 = 3,
then the following operator norm inequality

M(7,5),(6,2)(LH , RK)X

 ≤ M(9,4),(5,3)(LH , RK)X


holds true for all N ∈ N and H,K,X ∈MN(C) with H,K > 0.
2.2.4 Application II
We consider the following function:
gn,a(t) =
cosh at
coshn 1
n
t
, n ∈ N, a ∈ R.
Kosaki ([14]: Theorem 1) had proved the following proposition and those
statements also can be verified using the theory which has been developed
so far.
Proposition 2.2.9. (1) gn,a is positive definite if and only if a ≤ 1n .
(2) For any unitarily invariant norm ~ • ~, it holds that
1
2
~HαXK1−α +H1−αXKα~ ≤ 1
2n





n∑
m=0
(
n
m
)
H
m
nXK
n−m
n





where H,K,X ∈ MN (C) with N ∈ N and H,K > 0 if and only if
1
2
(
1− 1
n
) ≤ α ≤ 1
2
(
1 + 1
n
)
.
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Proof. (1) Since
cosh t =
sinh 2t
2 sinh t
,
then
gn,a(t) = 2
n−1 sinh 2at sinh
n 1
n
t
sinh at sinhn 2
n
t
= 2n−1
sinh 2|a|t sinhn 1
n
t
sinh |a|t sinhn 2
n
t
.
In the case |a| > 1
n
, gn,a is not positive definite by Theorem 2.1.9 (1). In the
case 0 ≤ |a| ≤ 1
n
,(
1
n
,
1
n
, . . . ,
1
n
, 2|a|
)
w
(
2
n
,
2
n
, . . . ,
2
n
, |a|
)
This implies gn,a is infinitely divisible by Theorem 2.1.8.
(2) Set a = 2α− 1, then
1
2
(
1− 1
n
)
≤ α ≤ 1
2
(
1 +
1
n
)
is equivalent to |a| ≤ 1
n
and by (1) above, this is equivalent to
gn,a(x) =
f(2a),(a)(e
2x)
f( 2
n
, 2
n
,..., 2
n
),( 1
n
, 1
n
,..., 1
n
)(e
2x)
being positive definite where
fα,β(e
2x) = ex
n∏
i=1
bi sinh aix
ai sinh bix
.
By Theorem 2.1.3, one has

M(2a),(a)(LH , RK)X

 ≤


M( 2
n
, 2
n
,..., 2
n
),( 1
n
, 1
n
,..., 1
n
)(LH , RK)X


 ,
where
Mα,β(s, t) = tfα,β
(s
t
)
= (st)
1−
∑n
i=1(ai−bi)
2
n∏
i=1
bi(s
ai − tai)
ai(sbi − tbi) .
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By the calculation,
M(2a),(a)(s, t) =
1
2
(st)
1−a
2 (ss + ta) and
M( 2
n
, 2
n
,..., 2
n
),( 1
n
, 1
n
,..., 1
n
)(s, t) =
1
2n
(
s
1
n + t
1
n
)n
=
1
2n
n∑
m=0
(
n
m
)
s
m
n t
n−m
n ,
so we have,
1
2
~H
1+a
2 XK
1−a
2 +H
1−a
2 XK
1+a
2 ~ =
1
2
~HαXK1−α +H1−αXKα~
≤ 1
2n





n∑
m=0
(
n
m
)
H
m
nXK
n−m
n





.
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Chapter 3
Positive Definite Functions on
Groups
3.1 Main Result
Let G be a group and e be the identity element of G. Define the positive
definite function on G as follows.
A complex-valued function ϕ on G is positive definite if for any positive
integer N and for any g1, g2, . . . , gN ∈ G, the following N ×N matrix
ϕ(g−11 g1) ϕ(g
−1
2 g1) · · · ϕ(g−1N g1)
ϕ(g−11 g2) ϕ(g
−1
2 g2) · · · ϕ(g−1N g2)
...
...
. . .
...
ϕ(g−11 gN) ϕ(g
−1
2 gN) · · · ϕ(g−1N gN)

is positive. By definition,
ϕ(e) ≥ 0, ϕ(g−1) = ϕ(g), and |ϕ(g)| ≤ ϕ(e)
for any g ∈ G.
The main result is stated as follows.
Theorem 3.1.1. Let ϕ be a positive definite function on G with ϕ(e) 6= 0
and K is a subgroup of T = {z ∈ C | |z| = 1}. Then
H =
{
g ∈ G
∣∣∣∣ ϕ(g)ϕ(e) ∈ K
}
is a subgroup of G and the function 1
ϕ(e)
ϕ is multiplicative on H.
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In the case of G = Z, the dual group of Z is T, here T is identified by
R/Z = [0, 1). It is known as Herglotz’s theorem that the positive definite
function ϕ on Z is given by
ϕ(n) =
∫ 1
0
e2pi
√−1nxdµ(x) for all n ∈ Z,
where µ is a positive finite measure on T.
Lemma 3.1.2. Let ϕ be a positive definite function on Z. If lim
n→∞
ϕ(n) =
ϕ(0), then ϕ(n) = ϕ(0) for all n ∈ Z.
Proof. Let ϕ(n) =
∫ 1
0
e2pi
√−1nxdµ(x) for all n ∈ Z. Then, ϕ(0) = µ(T). If
µ({0}) = lim
N→∞
1
2N + 1
N∑
n=−N
ϕ(n)
can be shown and using the assumption that lim
n→∞
ϕ(n) = ϕ(0), then µ({0}) =
ϕ(0). This means that µ is a non-negative scalar multiple of Dirac measure
at 0 and so, ϕ(n) = ϕ(0) for all n ∈ Z.
In proofing the above fact, it suffices to show that if µ({0}) = 0, then
lim
N→∞
1
2N + 1
N∑
n=−N
ϕ(n) = 0
by considering µ − µ({0})δ0 instead of µ, where δ0 is a Dirac measure at 0.
So, assume µ({0}) = 0.
Since | sinx| ≤ |x| and 2x
pi
≤ sin x (0 ≤ x ≤ pi
2
) one has
1
2N + 1
sin(2N + 1)pix
sin pix
≤ 1
2N + 1
× (2N + 1)pix2pix
pi
=
pi
2
if 0 ≤ x ≤ 1
2
.
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So, for sufficiently small δ > 0 this yields∣∣∣∣∣ 12N + 1
N∑
n=−N
ϕ(n)
∣∣∣∣∣ =
∣∣∣∣∣ 12N + 1
N∑
n=−N
∫ 1
0
e2pi
√−1nxdµ(x)
∣∣∣∣∣
=
∣∣∣∣∫ 1
0
1
2N + 1
sin(2N + 1)pix
sin pix
dµ(x)
∣∣∣∣
≤
∫ δ
−δ
∣∣∣∣ 12N + 1 sin(2N + 1)pixsin pix
∣∣∣∣ dµ(x)
+
∫ 1−δ
δ
∣∣∣∣ 12N + 1 sin(2N + 1)pixsin pix
∣∣∣∣ dµ(x)
≤ pi
2
µ((−δ, δ)) + 1
(2N + 1) sinpiδ
µ(T).
Hence, lim sup
N→∞
∣∣∣ 12N+1∑Nn=−N ϕ(n)∣∣∣ ≤ pi2µ((−δ, δ)). Since δ is arbitrary and
µ({0}) = 0, then lim
N→∞
1
2N+1
∑N
n=−N ϕ(n) = 0.
Corollary 3.1.3. Let ϕ be a positive definite function on a group G and G
is generated by {gi | i ∈ I}. If
lim
n→∞
ϕ(gni ) = ϕ(e) for all i ∈ I,
then ϕ(g) = ϕ(e) for all g ∈ G.
Proof. By assumption and since lim
n→∞
ϕ(gni ) = ϕ(e), one has ϕ(g
n
i ) = ϕ(e) for
all n ∈ N by Lemma 3.1.2. In particular ϕ(gi) = ϕ(e) for all i ∈ I. Assume
ϕ(e) 6= 0 and set
H =
{
g ∈ G
∣∣∣∣ ϕ(g)ϕ(e) ∈ {1}
}
.
By Theorem 3.1.1, it can be concluded that H is a subgroup of G. Since G
is generated by {gi | i ∈ I} and gi ∈ H for any i ∈ I, hence ϕ(g) = ϕ(e) for
all g ∈ G.
As an application, recall that the objective function in chapter 2 has the
following form.
f(x) =
N∏
i=1
sinh aix
sinh bix
where a1 ≥ a2 ≥ · · · ≥ aN > 0, and b1 ≥ b2 ≥ · · · ≥ bN > 0.
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Proposition 3.1.4. Let f be the function defined above and
N∏
i=1
ai =
N∏
i=1
bi and
N∑
i=1
ai =
N∑
i=1
bi.
If f is positive definite function on R, then ai = bi for all i = 1, 2, . . . , N.
Proof. Consider that
f(0) = lim
x→0
f(x) = lim
x→0
N∏
i=1
sinh aix
sinh bix
=
a1a2 . . . aN
b1b2 . . . bN
= 1.
Since
∑N
i=1 ai =
∑N
i=1 bi, then
lim
x→∞
f(x) = lim
x→∞
e
∑N
i=1 aix(1− e−2a1x)(1− e−2a2x) . . . (1− e−2aNx)
e
∑N
i=1 bix(1− e−2b1x)(1− e−2b2x) . . . (1− e−2bNx) = 1.
This means
lim
n→∞
f(nx) = 1 for all x ∈ R.
By Corollary 3.1.3, f(x) = 1, that is, ai = bi for all i = 1, 2, . . . , N.
By taking advantage of the above proposition, one can show that the
non-constant function on example 2.1.11 (1), namely
sinh 8x sinh 6x sinh 3x
sinh 9x sinh 4x sinh 4x
is not positive definite.
The following is the extension of Lemma 1 in [16]. However, in proofing
the main result, it is sufficient to consider the following proposition where H
is complex numbers.
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Proposition 3.1.5. Let u, v, w ∈ B(H) and u isometric (that is, u∗u = I).
Then,
T =
I u∗ w∗u I v∗
w v I
 ≥ 0
if and only if ‖v‖ ≤ 1 and w = vu.
Proof. Assume ‖v‖ ≤ 1 and w = vu. Since (I−uu∗)2 = I−uu∗ and I−vv∗ ≥
0. Then
T =
 Iu
vu
(I u∗ u∗v∗)+
 0I − uu∗
v(I − uu∗)
(0 I − uu∗ (I − uu∗)v∗)
+
0 0 00 0 0
0 0 I − vv∗
 ≥ 0.
Assume T ≥ 0. Since
(
I v∗
v I
)
is positive, ‖v‖ ≤ 1. For any vectors
ξ, η ∈ H,
0 ≤
〈
T
 ξ−uξ
η
 ,
 ξ−uξ
η
〉 = 〈
 w∗ηv∗η
wξ − vuξ + η
 ,
 ξ−uξ
η
〉
= 〈w∗η, ξ〉+ 〈v∗η,−uξ〉+ 〈wξ − vuξ + η, η〉
= 〈η, wξ − vuξ〉+ 〈wξ − vuξ + η, η〉.
Set η = −(wξ − vuξ), then −‖wξ − vuξ‖2 ≥ 0. This implies w = vu.
Proof of Theorem 3.1.1. Recall that
H =
{
g ∈ G
∣∣∣∣ ϕ(g)ϕ(e) ∈ K
}
where K is a subgroup of T = {z ∈ C | |z| = 1}. It is obvious that e ∈ H.
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If g ∈ H, then ϕ(g)
ϕ(e)
∈ K. Consider that
ϕ(g−1)
ϕ(e)
=
ϕ(g)
ϕ(e)
=
(
ϕ(g)
ϕ(e)
)−1
∈ K.
So, g−1 ∈ H.
Given g, h ∈ H, then by the assumption, the following matrix is positive, ϕ(e) ϕ(g−1) ϕ((gh)−1)ϕ(g) ϕ(g−1g) ϕ((gh)−1g)
ϕ(gh) ϕ(g−1(gh)) ϕ((gh)−1(gh))
 =
 ϕ(e) ϕ(g) ϕ(gh)ϕ(g) ϕ(e) ϕ(h)
ϕ(gh) ϕ(h) ϕ(e)
 .
By Proposition 3.1.5,
ϕ(g)
ϕ(e)
ϕ(h)
ϕ(e)
=
ϕ(gh)
ϕ(e)
.
Since ϕ(g)
ϕ(e)
, ϕ(h)
ϕ(e)
∈ K,
ϕ(gh)
ϕ(e)
∈ K.
It follows that gh ∈ H.
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Appendix
A.1 Details of Lemma 2.2.5
Let a, b be any positive numbers and
ϕ(x) =
b sinh ax
a sinh bx
.
As written in the proof of Lemma 2.2.5 (1)⇒ (2), ϕ has the following integral
representation.
logϕ(x) =
∫ ∞
−∞
(eixt − 1− ixt) sinh
((
1
a
− 1
b
)
pit
2
)
2t sinh
(
pit
2a
)
sinh
(
pit
2b
)dt
=
∫ ∞
−∞
(eixt − 1− ixt)
t2
t sinh
((
1
a
− 1
b
)
pit
2
)
2 sinh
(
pit
2a
)
sinh
(
pit
2b
)dt.
If a ≤ b, the density function
t sinh
((
1
a
− 1
b
)
pit
2
)
2 sinh
(
pit
2a
)
sinh
(
pit
2b
)
is positive, admits finite limit at the origin and rapidly decreasing at infinity,
hence integrable.
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So, it suffices to show that ϕ is positive definite (automatically infinitely
divisible) if ϕ has the integral representation
logϕ(x) =
∫ ∞
−∞
(eixt − 1− ixt)
t2
g(t)dt
for a positive integrable function g.
Since
lim
t→0
1
t2
∣∣∣∣eixt − (1 + ixt− x22 t2
)∣∣∣∣ = 0,
lim
ε→0+
∫ ε
−ε
eixt − 1− ixt
t2
g(t)dt = lim
ε→0+
∫ ε
−ε
−x
2
2
g(t)dt
= lim
ε→0+
−a(ε)x2
where a(ε) = 1
2
∫ ε
−ε g(t)dt ≥ 0 and limε→0+ a(ε) exists. So, we have
logϕ(x) =
∫ ∞
−∞
eixt − 1− ixt
t2
g(t)dt
= lim
ε↓0
(∫ −ε
−∞
eixt − 1− ixt
t2
g(t)dt+
∫ ε
−ε
eixt − 1− ixt
t2
g(t)dt
+
∫ ∞
ε
eixt − 1− ixt
t2
g(t)dt
)
= lim
ε↓0
(∫ −ε
−∞
eixt − 1− ixt
t2
g(t)dt− a(ε)x2 +
∫ ∞
ε
eixt − 1− ixt
t2
g(t)dt
)
.
If the following can proved to be positive definite,
exp
(∫ −ε
−∞
eixt − 1− ixt
t2
g(t)dt
)
, e−a(ε)x
2
and exp
(∫ ∞
ε
eixt − 1− ixt
t2
g(t)dt
)
.
Then, ϕ is positive definite by Proposition 2.2.1 (4).
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Since ∫ ∞
−∞
e−t
2
eixtdt =
√
pie−
x2
4 ,
we have e−a(ε)x
2
is positive definite by Theorem 2.1.2.
Consider that∫ ∞
ε
eixt − 1− ixt
t2
g(t)dt =
∫ ∞
ε
eixt
g(t)
t2
dt−
∫ ∞
ε
g(t)
t2
dt− ix
∫ ∞
ε
g(t)
t
dt
= φ(x)− b− icx
where φ(x) =
∫∞
ε
eixt g(t)
t2
dt is positive definite, b =
∫∞
ε
g(t)
t2
dt ≥ 0 and c =∫∞
ε
g(t)
t
dt ≥ 0. Hence,
exp
(∫ ∞
ε
eixt − 1− ixt
t2
g(t)dt
)
= eφ(x)e−be−icx
where e−b is a positive constant, e−icx is positive definite and eφ(x) =
∑∞
n=0
1
n!
φn(x)
is positive definite. This implies
exp
(∫ ∞
ε
eixt − 1− ixt
t2
g(t)dt
)
is positive definite.
By the similar argument,
exp
(∫ −ε
−∞
eixt − 1− ixt
t2
g(t)dt
)
is also positive definite.
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A.2 Proof of Theorem 2.1.3
Recall that the dual norm ‖ • ‖∗ is defined by
‖X‖∗ = sup
‖Y ‖≤1
〈X, Y 〉 = sup
‖Y ‖≤1
Tr(Y ∗X).
Let ‖X‖1 = Tr(X∗X) 12 .
Proposition A.2.1. The dual norm of ‖ • ‖ is ‖ • ‖1.
Proof. Let X = UΛV ∗ be the singular value decomposition of X . Define,
X1 = UV
∗. Consider that
〈X,X1〉 = 〈UΛV ∗, UV ∗〉
= Tr(V U∗UΛV ∗) = Tr(V ∗V U∗UΛ)
= Tr(Λ) = Tr(X∗X)
1
2 = ‖X‖1.
Henceforth,
‖X‖∗ = sup
‖Y ‖≤1
〈X, Y 〉 ≥ 〈X,X1〉 = ‖X‖1.
For the other direction, consider that
‖X‖∗ = sup
‖Y ‖≤1
〈X, Y 〉 = sup
‖Y ‖≤1
Tr(Y ∗UΛV ∗)
= sup
‖Y ‖≤1
Tr(V ∗Y ∗UΛ) = sup
‖Y ‖≤1
〈Λ, U∗Y V 〉
= sup
‖Y ‖≤1
N∑
i=1
si(Λ)u
∗
iY vi ≤ sup
‖Y ‖≤1
N∑
i=1
si(Λ)s1(Y )
≤
N∑
i=1
si(Λ) =
N∑
i=1
si(X) = Tr(X
∗X)
1
2 = ‖X‖1.
The first inequality comes from
u∗iY vi ≤ sup
‖ui‖=‖vi‖=1
u∗iY vi ≤ s1(Y ),
whilst ‖ui‖, ‖vi‖ is indeed equal to 1.
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Proof of Theorem 2.1.3.
1. ⇒ 2. By taking its unitarily invariant norm and considering that the
total mass of the measure ν is equal to 1. The norm inequality in 2. does
hold.
2. ⇒ 3. Since the usual operator norm is unitarily invariant norm.
3. ⇒ 4. Let λ1, λ2, . . . , λN > 0 and aij =
Mf (λi,λj)
Mg(λi,λj)
, since M•(x, y) =
M•(y, x) and M•(1, 1) = 1, then the matrix A = (aij)Ni,j=1 is self-adjoint with
the entries of the main diagonal are all equal to 1. Let
H =

λ1 0λ2
λ3
0
. . .
λN
 ,
then by the assumption,
‖A ◦X‖ =
∥∥∥∥Mf(λi, λj) ◦ 1Mg(λi, λj) ◦X
∥∥∥∥
=
∥∥∥∥Mf(H,H) ◦ 1Mg(H,H) ◦X
∥∥∥∥
≤
∥∥∥∥Mg(H,H) ◦ 1Mg(H,H) ◦X
∥∥∥∥
=
∥∥∥∥∥∥∥∥∥

1 1 · · · 1
1 1 · · · 1
...
...
. . .
...
1 1 · · · 1
 ◦X
∥∥∥∥∥∥∥∥∥
= ‖X‖.
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By Proposition A.2.1 and the fact that the dual norm and its original norm
is isometric, then ‖A ◦X‖1 ≤ ‖X‖1. Especially, if
X = X0 =

1 1 · · · 1
1 1 · · · 1
...
...
. . .
...
1 1 · · · 1
 ,
then ‖A ◦X0‖1 = ‖A‖1 ≤ ‖X0‖1 = N.
Let α1, α2, . . . , αN be the real eigenvalues of A. Consider that
N∑
i=1
|αi| = ‖A‖1 ≤ N = TrA =
N∑
i=1
αi,
which means that αi must be non-negative for all i ∈ {1, 2, . . . , N}. This
means that A ≥ 0. Hence,
0 ≤ A =
(
Mf(λi, λj)
Mg(λi, λj)
)N
i,j=1
=
f
(
λi
λj
)
g
(
λi
λj
)
N
i,j=1
=
(
f
(
elog λi−log λj
)
g (elog λi−log λj )
)N
i,j=1
.
Thus, f  g.
4. ⇒ 1. By Bochner’s theorem (see, page 8), there exist probability mea-
sure ν on R such that
f(ex)
g(ex)
=
∫ ∞
−∞
eixsdν(s).
If H,K > 0 and
H =
N∑
i=1
λiPi and K =
N∑
j=1
µjQj ,
be spectral decompositions with the eigenvalues λ1, λ2, . . . , λN and corre-
sponding projections P1, P2, . . . , PN and with the eigenvalues µ1, µ2, . . . , µN
and corresponding projections Q1, Q2, . . . , QN respectively, then
Mf (H,K)X =
N∑
k,l=1
Mf (λk, µl)PkXQl.
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Consider that
Mf (H,K)X =
N∑
k,l=1
Mf (λk, µl)PkXQl
=
N∑
k,l=1
µlf
(
λk
µl
)
PkXQl
=
N∑
k,l=1
µlg
(
λk
µl
)∫ ∞
−∞
eis log(λk/µl)dν(s)PkXQl
=
∫ ∞
−∞
N∑
k,l=1
Mg(λk, µl)
(
λk
µl
)is
PkXQldν(s)
=
∫ ∞
−∞
N∑
k,l=1
(λk)
isMg(λk, µl)(µl)
−isPkXQldν(s)
=
∫ ∞
−∞
H is (Mg(H,K)X)K
−isdν(s).
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