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The increasing number of wind farms in the North Sea planned for 2020 is likely to
affect the local, regional, and perhaps global climate. To this effect, it is crucial to be
able to adequately model wind farms on the regional scale. Wind farms have previously
been implemented in regional climate models. However such models have rarely been
thoroughly evaluated, due to a lack of observation.
In this study, an idealised version of the COSMO-CLM regional climate model is used
in order to evaluate a constant thrust version of the Fitch wind farm parameterisation
using large eddy simulations. As a benchmark for the COSMO-CLM and LES
comparison, a channel flow without wind farms is first evaluated. COSMO-CLM is able
to reproduce this channel flow with an RMSE of 0.6 ms-1 (4%) and an Ekman flow with
an RMSE of 0.05 ms-1 (2%). Next, the wind farm parameterisation is implemented and
evaluated. The wind farm parameterisation yields a root mean squared error (RMSE)
of 4 ms-1 (12%) in wind speed for the channel flow, and an RMSE of 0.2 ms-1 (3%)
for the Ekman flow. Based on LES output a parameter was introduced to correct for
the use of the grid box averaged velocity to calculate the thrust force in the wind farm
parameterisation instead of the disk averaged wind speed. This correction had little
impact on the RMSE, showing that the use of the grid box velocity in the wind farm
parameterisation is adequate.
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1. Introduction
Offshore wind deployment is foreseen to expand dramatically
and solid progress has been made towards 40 GW of offshore
wind energy over Europe by 2020 (http://www.ewea.org/policy
issues/offshore/ (2015)). This expansion is strongly driven
by EU and national policies that aim to provide a higher
penetration of renewable energy sources. However, the increasing
number of wind farms will reduce open space between
them (http://www.4coffshore.com/offshorewind/ (2015)) and will
create shadowing effects between wind farms which could affect
power production (Adams and Keith (2013), Miller et al. (2015))
and could affect local (Zhou et al. (2012)), regional (Vautard et al.
(2014)) and possibly global climate (Wang and Prinn (2010)).
Quantifying such potential effects is therefore essential. As a
result, an accurate representation of wind farms in climate models
is crucial.
In a regional (RCM) and global climate model, multiple wind
turbines are present in one grid cell, and inter-turbine flows
are not resolved and need to be parameterised. Wind farm
parameterisations have already been applied in these models.
These parameterisations can be classified in two categories (Fitch
et al. (2013)). In the first category, the effects of wind farms
on the wind flow are represented as elements of increased
roughness length. These parameterisations have been used to
estimate climatic responses to giant wind farm structures. It was
found that these wind farms could cause a synoptic response
(Barrie and Kirk-Davidoff (2010), Wang and Prinn (2010)), and
cause local cooling in oceans and seas (Barrie and Kirk-Davidoff
(2010), Wang and Prinn (2010), Keith (2004)).
Wind farm parameterisations based on such roughness lengths
approach do not adequately capture the physics of the effect of
wind turbines on the flow (Fitch et al. (2013)), as increasing the
roughness length induces the strongest deceleration close to the
surface, and not at hub height (Fitch et al. (2013)). Furthermore,
by using the enhanced roughness length approach, wind farm
induced surface changes of heat and moisture fluxes were found
to be too strong.
In the second category, wind farms are more realistically
represented as elevated sinks of momentum and sources of
turbulent kinetic energy (TKE) (Blahak et al. (2010), Fitch et al.
(2012), Fitch et al. (2013), Fitch (2015)). Changes in surface
fluxes are due to the turbines mixing the air column within the
wind farm (Roy et al. (2004), Roy and Traiteur (2010), Fitch et al.
(2013)) and this can extend many kilometers downstream of the
farm (Roy and Traiteur (2010)). Such parameterisations have been
used to quantify the effect of wind farms on the regional (Vautard
et al. (2014)), and global scale (Fitch (2015)).
In recent years, wind farm parameterisations have been
compared to temperature and wind speed measurements. In a
regional climate model, Roy et al. (2004) and Roy (2011)
found that wind farms affected near surface temperatures. Their
results agree qualitatively with field measurements (Roy and
Traiteur (2010)). Nevertheless, these measurements were taken
over a wind farm with different atmospheric conditions than their
simulations, thus hampering a quantitative assessment.
In a later study, Fitch et al. (2012) simulated an offshore wind
park and observed a 10% deficit in the 10 m wind, a fair agreement
with the wakes observed behind Horns Rev and Nysted offshore
wind farms (Christiansen and Hasager (2005)). Furthermore, a
quantitative validation was performed by Jime´nez et al. (2015).
They compared their wind farm parameterisation in an RCM
at a 330 m resolution and found good correspondence with an
observational data set created from a supervisory control and
data acquisition system (SCADA) of the turbines at Horns Rev.
They were however unable to resolve inter turbine wake flows,
even at such a high resolution. Recently, Volker et al. (2015)
have compared their simulated wind speeds using a wind farm
parameterisation with met mast measurements in the wake of
an offshore wind farm. Their results fell within one standard
deviation of the wind speeds measured at two meteorological
masts.
Due to the difficulty of obtaining wind farm observations,
direct evaluation of wind farm parameterisations in RCMs as
mentioned above is still limited. On the other hand, large eddy
simulations (LES) have been thoroughly evaluated using wind
tunnel experiments (Porte´-Agel et al. (2011), Wu and Porte´-Agel
(2012), Porte´-Agel et al. (2014)) and light-detection and ranging
(LIDAR) systems (Aitken et al. (2014), Mirocha et al. (2014)).
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These LESs have been used to study the interactions between the
atmospheric boundary layer (ABL) and wind turbine arrays.
Furthermore, LES have already been used to develop coarser
resolution model parameterisation. For example, Abkar and Porte´-
Agel (2015), with the aid of an LES have developed a wind farm
parameterisation suitable for RCMs. In their study however, the
coarse scale wind farm parameterisation was developed with the
LES and the assumptions of the parameterisation were evaluated
within the LES. There was no evaluation of the parameterisation
in an RCM, and it could therefore not be assessed how this coarse
scale parameterisation would perform in a regional climate model.
Regional climate models have been evaluated with LES in the
past. Fitch et al. (2012) have compared their results with LES
studies from literature (Lu and Porte-Agel (2011) and Calaf et al.
(2010)), but differences in boundary conditions and domain height
between models resulted in a qualitative evaluation.
This paper is the first to implement a wind farm parameteri-
sation in an RCM and evaluate it against an LES in idealised
flow conditions making a direct rigorous quantitative comparison
possible. A framework for comparing an RCM against LES data
was developed and applied. The aim of this paper is to use this
framework in order to evaluate a wind farm parameterisation in an
RCM at a resolution suitable for climate simulations. A constant
thrust version of the widely deployed Fitch parameterisation
(Fitch et al. (2012)) was used since the LES had a constant thrust
coefficient. Moreover, the robustness of the parameterisation to
the configuration of the wind farm is tested. This is done for an
infinite wind farm case in neutral conditions, implying that aspects
such as wind farm downstream wake effects, or effects of wind
farms on atmospheric stability are not evaluated here.
This paper is structured as follows: the theory and set up of
the frame work are described in section 2. In section 3.1 the
results of flows without wind farms are presented. In section 3.2
comparisons between wind farm LES and wind farm COSMO-
CLM simulations are presented. In section 3.3 sensitivity studies
are discussed. Finally, in section 4, conclusions are drawn.
2. Theory and Experimental Set Up
In the following subsections, the framework for evaluating a
wind farm parameterisation in an RCM against LES is described.
Turbulent motions related to total stresses (see section 2.1.1)
are resolved in the LES, but are parameterised as sub-grid scale
processes in an RCM. Consequently, the LES is used to evaluate
the parameterisation in the RCM.
As a first step, the RCM is evaluated against the LES in the
absence of wind turbines. This is necessary in order to quantify
uncertainties due to the parameterised turbulent motions in the
RCM. Subsequently, the effects of wind turbines in the RCM are
evaluated against output from an LES wind farm simulation. The
sections hereafter further detail this methodology.
2.1. Idealised model simulation without wind farms
2.1.1. Large Eddy Simulations
In large-eddy simulations (LES), the largest, energy-containing
scales are represented explicitly, whereas the smaller, dissipative
scales are parameterised. To this extent, the filtered Navier-Stokes
equations are solved, and the influence of the unresolved scales
is accounted for through a sub-grid scale model. In the current
study, an updated version of an LES, SP-Wind (see, e.g. Calaf
et al. (2010), Goit and Meyers (2015), Meyers and Meneveau
(2013), Allaerts and Meyers (2015)) is used. This pseudo-
spectral code applies spectral discretization and periodic boundary
conditions in the horizontal directions ensuring an infinite flow,
and a fourth-order energy-conservative finite difference scheme
(Verstappen and Veldman (2003)) in the vertical direction.
Temporal advancement is performed with a classic four-stage
fourth-order Runge-Kutta scheme.
At the top of the domain, the horizontal stress and the vertical
velocity are set to zero (Meyers and Meneveau (2010), Meyers
and Meneveau (2013), Calaf et al. (2010)). At the lower boundary,
classical Monin-Obukhov similarity theory is used to impose a
wall stress model (Moeng (1984)). The sub-grid scale stresses
are modelled with a standard Smagorinsky model (Smagorinsky
(1963)), which is damped near the surface using the classical wall
damping function of Mason and Thomson (Mason and Thomson
(1992)).
Two sets of LES cases are used for comparison with the RCM,
both of which consider a dry, neutral, atmospheric boundary layer.
Although the reality is more complex (see for example, Mun˜oz
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Esparza et al. (2012)), such an idealised set up is an important first
step in evaluating the wind farm parameterisation. In addition, the
presented methodology can later be extended to cover different
stabilities and moisture content.
In the first set of LES simulations, the influence of the Earth’s
rotation is neglected so that the atmospheric boundary layer is
merely pressure driven. This corresponds to the simulation set
up by Calaf et al. (2010). It is the first step in developing the
framework for evaluating the RCM against the LES, and will
serve as a reference simulation. In these cases, the height of the
boundary layer coincides with the top of the domain, which is
set at 1000 m, and the grid resolution is approximately 24.5 m×
16.4 m× 7.8 m in x, y and z-direction, respectively. These grid
cell dimensions lie within the range of grid resolutions typically
used in LES of large wind farms in neutral ABLs (see, e.g., Calaf
et al. (2010), Calaf et al. (2011), Stevens et al. (2014), Wu and
Porte´-Agel (2015)). The rotors will be located in the y-z plane
(section 2.1.2), and so these directions have higher resolutions in
order to resolve the turbines adequately.
In the second set, the introduction of Coriolis forces in the
Navier-Stokes equation leads to a rotating atmospheric boundary
layer. The height of the numerical domain is chosen to be 5000 m
in order to allow the Ekman layer to freely attain its equilibrium
height. Grid resolution in these cases is the same as in the first set.
The horizontal resolution of the LES is much finer than that
of an RCM as this generally has a resolution of the order of
kilometers in x and y (see figure 1). In order to compare the
LES results with the RCM, the wind velocity in each grid box
in the LES is first time averaged. This is defined as ui, where ui
corresponds to the grid box velocity in the x,y, and z direction
corresponding to i = 1, 2, 3. The overbar denotes time averaging.
Next, for each model layer, the horizontal average over the whole
domain is taken (256× 192 grid boxes). Therefore, a time and
horizontally averaged gridbox velocity, 〈ui〉, where the brackets
denote horizontal averaging, is compared to RCM output.
Furthermore, a fluctuation around the time average velocity
component is calculated as u′i = ui − ui. The Reynold stresses
are calculated as 〈u′ju′3〉, where j = 1, 2, corresponding to the
x and y directions. In addition ”dispersive stresses” (see Calaf
et al. (2010) for details) arise due to correlations among the
spatially nonhomogeneous mean velocities. These are computed
as 〈u′′j u′′3 〉, where fluctuations are defined as u′′i = ui − 〈ui〉.
Consequently, the total stresses,τj3, are calculated as 〈u′ju′3〉+
〈u′′j u′′3 〉. Similarly, the TKE components are calculated as
0.5
(
〈u′iu′i〉+ 〈u′′i u′′i 〉
)
.
In COSMO-CLM, such dispersive stresses are not present due
to the coarseness of the grid, and the total stress is equal to the
modelled Reynolds stress.
2.1.2. Regional Climate Model
In order to create a framework where a wind farm parameter-
isation can be compared to a wind farm LES simulation, the
COSMO model in climate mode (COSMO-CLM, Rockel et al.
(2008)) in an idealised set up is used (see Schlemmer et al.
(2011), and Schlemmer et al. (2012)). COSMO-CLM solves the
compressible non hydrostatic Navier Stokes equations. A 2.5
Mellor-Yamada turbulence scheme (Mellor and Yamada (1982))
is used to parameterise sub-grid scale processes and the mixing
length, the Blackadar length scale (Blackadar (1962)), is used.
The two LES cases are modelled in COSMO-CLM with a
single column at a 2.8 kilometer resolution. Similar to the LES,
in order to simulate an infinite flow, periodic boundary conditions
are set in the horizontal directions.
The height coordinates follow the Gal-Chen coordinate system.
The top of the model domain is located at 1000 m for the no
Coriolis case (or reference flow), and 5000 m for the Coriolis case
(or Ekman flow). As in the LES, the higher domain in the latter
is necessary to allow for the growth of the Ekman layer. At the
top of the domain, zero stress and zero vertical velocity boundary
conditions are imposed. These cases have 10 and 30 layers
respectively, corresponding to the vertical resolution typically
used for climate simulations (for example Van Weverberg et al.
(2014), Brisson et al. (2015)). Such resolutions were chosen in
order to evaluate the wind farm parameterisation at a vertical
resolution typical for climate simulation.
Neutral conditions are enforced by applying a constant
temperature lapse rate of −g/cp, where g is the acceleration due
to gravity and cp is the gas constant at constant pressure and no
moisture is present in the model.
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At the surface, the boundary conditions are modelled by
a standard bulk transfer scheme. A pressure gradient force is
prescribed in order to force the flow. The wind profile can evolve
freely until steady state is reached. This occurs when the pressure
gradient force is balanced by friction at the surface, dp/dx =
dτ/dz (Pope (2000)), where p is pressure, and τ is the total stress.
The total frictional forces are a direct consequence of the
prescribed pressure gradient, and the wind speed evolves under
these constraints. The pressure gradient induces a linear decrease
of the shear stress from its value at the surface, to the top of the
domain (Pope (2000)). When the model reaches a steady state, the
wind speed follows the classical logarithmic wind profile (see for
example Stull, R. B. (1988)):
U =
u∗
κ
ln
z
z0
(1)
where u∗ is the friction velocity at the surface. The roughness
length, z0, is set to 10−4 m and κ = 0.4 is the von Ka´rma´n
constant. COSMO-CLM is forced by a pressure gradient force of
1.6× 10−4 ms-2. This gives a velocity of 16.1 ms-1 at 1000 m
height in the absence of a windfarm.
In order to save computational time, the model is initialised
with the same wind velocity profile as equation 1. Since the final
wind profile is the result of the balance between drag forces and
the pressure gradient force, the initial profile has little influence
on the final wind velocity. Furthermore the flow is homogeneous
in the horizontal directions and variations are only present in the
vertical. The model reaches a steady state after 116 hours and its
output is compared to data from the LES. Steady state is defined
when wind speed variations with time at all heights are 10−4 ms-1
or smaller.
This set up is first tested by comparing COSMO-CLM in the
absence of wind farms. This COSMO-CLM simulation without
Coriolis, hereafter named the CCLM-NWF case (see table I for
a summary of the experiments), is compared with its no Coriolis
LES counterpart: the LES-NWF case.
The same comparison is then made between COSMO-CLM
and the LES, but this time with Coriolis effect included, referred
to as the CCLM-NWF C and the LES-NWF C cases, respectively.
In these cases, the pressure gradient force is set to 10−3 ms-2 in
the meridional direction, and the Coriolis parameter to 10−4 s-1,
resulting in an upwards pointing rotation vector. The geostrophic
wind is therefore 10 ms-1 in the zonal direction.
In the Coriolis case, the flow evolves freely until a balance
between the Coriolis force, surface friction and the pressure
gradient force is reached. Close to the surface, due to friction an
ageostrophic component is present resulting in an Ekman spiral.
The balance therefore is more complex than the simple no Coriolis
case, and this can have implications on the shear stresses and
TKE as will be shown in section 3. The boundary conditions are
identical as the no Coriolis cases.
As described in the next section, the LES is used in order
to evaluate the wind farm parameterisation. The evaluation
performed in this article represents an evaluation under idealised
conditions. The atmsophere is neutrally stratified and does not
contain moisture. Moreover, the wind farm parameterisation is
evaluated for an infinite wind farm situation and therefore wake
effects are not evaluated here.
2.2. Idealised model simulations with wind farms
In this section, the implementation of the wind turbines in
COSMO-CLM and the LES are outlined. Further details on the
implementation in the LES can be found in Calaf et al. (2010) and
Meyers and Meneveau (2010), while details of the implementation
of the wind turbines in COSMO-CLM can be found in Fitch et al.
(2012).
Wind turbines extract kinetic energy from atmosphere therefore
decelerating the flow and will modify the momentum equation as
follows
∂ui
∂t
= ...− FDi (2)
where ui represents the grid velocity in the x (i = 1) or y
(i = 2) direction in either the LES or COSMO-CLM. It is assumed
that the wind turbine thrust force on the vertical velocity is
negligible. The ellipsis represents the other terms in the Navier-
Stokes equation, such as the pressure gradient and Coriolis force,
and viscous dissipation, (see for example Stull, R. B. (1988) for
further details). FDi is the thrust force per unit mass due to the
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Table I. List of Simulations
accronym Coriolis CT Staggering
COSMO-CLM
CCLM-NWF no NA none
CCLM-WF no 3/4 none
CCLM-WF+ no 1.11× 3/4 none
CCLM C yes NA none
CCLM-WF C yes 3/4 none
CCLM-WF C+ yes 1.11× 3/4 none
LES
LES-NWF no NA none
LES-WF no 3/4 none
LES-NWF C yes NA none
LES-WF C yes 3/4 none
LES-WFS no 3/4 Single
LES-WFS C yes 3/4 Single
LES-WFDS no 3/4 Double
LES-WFDS C yes 3/4 Double
wind turbine, whose implementation in the LES and COSMO-
CLM is outlined here. Without wind farms, this term is equal to
zero.
2.2.1. Large Eddy Simulation
The representation of wind turbines in this LES is based on
a classical expression for a stand-alone wind turbine (see, for
example Burton et al. (2001) and figure 1a), where the flow is
approximated as being one dimensional. The thrust force due to a
single turbine is given by:
F = −ρ1
2
CTu
2∞
pi
4
D2, (3)
where, D is the diameter of the rotor, u∞ is the undisturbed
upstream velocity, ρ is the total air density, and CT is the thrust
coefficient. According to the Betz theory, CT is a function of u∞
and ud, the velocity at the disk. From this expression, FDi is
derived for the LES.
In a wind farm, wakes from turbines interact with other turbines
(figure 1b)) making it difficult to define a suitable value for u∞.
In the LES, a different method for calculating the thrust force is
implemented. The turbines are modelled with a so called actuator
disk model (ADM) (Jimenez et al. (2007), Jimenez et al. (2008),
Meyers and Meneveau (2010), Calaf et al. (2010), Meyers and
Meneveau (2013)). This method has been proven to adequately
represent wakes at a distance larger than 3 times the diameter of
the rotor (D) in the x direction (Wu and Porte´-Agel (2012)), and
yields a good representation of the interaction of the wind farms
with the boundary layer (Goit and Meyers (2015)). In this method,
every turbine is represented by a porous disk that exerts a thrust
force on the flow which is computed as
FtLES = −ρ12C
′
T 〈u¯T 〉2d
pi
4
D2, (4)
where FtLES represents the thrust force as calculated in the LES.
Instead of u∞ (equation 3), which within a wind farm is difficult
to estimate, the local disk-averaged time-filtered velocity, 〈u¯T 〉2d
is used, together with disk-based thrust coefficient C′T .
The thrust force is first distributed constant over the disk area
on a fine grid in the turbine rotor plane. FDi is then obtained by
filtering the force per unit mass in the turbine rotor plane onto the
coarser LES grid by means of a Gaussian convolution filter (Calaf
et al. (2010)).
The wind farm parameterisation in the LES simulates idealised
wind turbines where C′T is derived using blade element theory (eg
appendix A of Goit and Meyers (2015), Meyers and Meneveau
(2010, 2013)) and is the result of the integrated drag and lift
coefficients, blade geometry and flow angles. In such turbines,
it is assumed that below the rated wind speed the turbines use
a generator-torque control to keep the tip speed ratio at its optimal
value. Furthermore the blade pitch is kept constant at its optimal
design value (Goit and Meyers (2015)). In an ADM this implies
a constant disk based thrust coefficient (Goit and Meyers (2015),
Meyers and Meneveau (2010, 2013)).
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This coefficient is estimated using the following relation (see
Calaf et al. (2010), Meyers and Meneveau (2010), Abkar and
Porte´-Agel (2015)):
C′T = CT /(1− a)2 (5)
where CT is the classical thrust coefficient and a represents
the induction factor. Using results from previous LES studies
(eg Calaf et al. (2010), Meyers and Meneveau (2010), Goit and
Meyers (2015)),CT = 0.75, and a = 0.25, resulting inC′T = 4/3.
The value ofCT and awere taken from Jimenez et al. (2007). This
value ofCT is also used in COSMO-CLM, in order to ensure a fair
comparison with the LES. This value of CT is slightly higher than
the maximum thrust coefficient used by Vautard et al. (2014).
The wind turbines are evenly distributed on the grid with
a spacing of approximately 700m and 500m in the x and y
directions. Furthermore, the turbines are aligned with the flow. In
the present paper, the full domain is covered by wind turbines.
With periodic boundary conditions, the wind farm is essentially
infinite.
2.2.2. Regional Climate Models
In RCMs, a much coarser resolution is used than in the LES (see
section 2.1), and multiple turbines are contained within one grid
box (as depicted by the hatched box in figure 1c). The individual
wind turbines- with their wake effects- are not resolved and so the
grid box velocity, Ui in figure 1c, is used to emulate an average
effect of these turbines. The thrust force is therefore parameterised
with the grid box velocity as the profiles of u∞ and 〈u¯T 〉d are not
resolved.
For each layer intersecting the rotor area, the wind turbines
extract mean kinetic energy from the flow. As a result, for each
layer in the grid box, the wind will experience a deceleration:
∂|U |
∂t
= −1
2
NCT |U |2A
∆z
(6)
where N represents the number of wind farms per m2, CT
represents the thrust coefficient, described above, andA represents
the area of the rotor intersecting the layer thickness ∆z. In the
present case there are 6 × 8 wind turbines in an LES domain
of about 18 km2, corresponding to a wind turbine density of
approximately 2× 10-6 m-2. In component form equation 6 results
in
FDi =
Ui
|U |
∂|U |
∂t
(7)
see Fitch et al. (2012) for the full derivation. For each layer
intersecting the rotor area, the deceleration is dependent on the
thrust coefficient, wind speed, and density of the wind turbines.
The remaining part of the energy is converted into turbulent
kinetic energy. This process is resolved in the LES, but has to
be parameterised in COSMO-CLM as follows. The fraction of
energy converted into electricity by the turbine is characterised
by CP . The fraction of energy generating TKE by the turbines
is estimated using CTKE = CT − CP , and the amount of TKE
converted by the wind turbines is given by (Fitch et al. (2012)):
TKEwf =
1
2
NCTKE |U |3A
∆z
(8)
The present LES simulations do not calculate the disk based
power coefficient C′P and therefore CP in equation 8 cannot be
derived from LES. It was therefore calculated using linear Betz
theory, where CP = (1− a)CT .
This extra TKE term increases the mixing of the turbine
through turbulent motion. It does not reproduce individual wakes
from different turbines (Fitch (2015) ).
The TKEwf term modifies the TKE equation in COSMO-
CLM in the following way:
∂q2
∂t
= ...+ TKEwf (9)
where q is the turbulent velocity scale and q2 = 2× TKE.
The ellipsis in the equation represent other terms in the TKE
equation such as TKE creation by mechanical shear, buoyancy
flux, dissipation of TKE and turbulent transport (see Doms et al.
(2005) for details).
Two simulations are performed in the LES and COSMO-CLM
in the presence of wind farms, referred to as the LES-WF and
CCLM-WF cases for the no Coriolis cases. For the Coriolis
cases the presence of wind farms simulations are denoted as
CCLM-WF C and LES-WF C respectively. In order to make the
comparisons fair, in both the LES and COSMO-CLM, following
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Calaf et al. (2010), Meyers and Meneveau (2010), Goit and
Meyers (2015), the rotor has a radius of 50 m, with the hub height
located at 100 m. Additionally, the wind turbine density N, in
COSMO-CLM also matches the number of turbines per m2 in the
LES.
Furthermore, two additional cases were simulated with the
LES: a staggered wind farm, hereafter the LES-WFS case, and a
doubly staggered one, named the LES-WFDS case. In such cases,
the turbine rows are no longer aligned as rows are shifted with
respect to one another, and a turbine may not necessarily be in
the wake of the one in front of it. Staggering a wind farm is
analogous to changing the inflow angle. In the present cases the
staggered and doubly staggered represent inflow angles of 12.53◦
and 18.43◦ respectively. Different inflow direction will lead to
different turbine wake interactions in the LES as a wake from a
turbine might not reach the next turbine. This in turn will lead to
different momentum dissipation.
In the present case of the infinite wind farm, COSMO-CLM
is unable to capture such differences in turbine wake interaction
within a wind farm since the grid is too coarse to resolve
individual turbines. Consequently, these two cases provide an
estimate of the range of uncertainty related to the inflow direction.
The staggered and the doubly staggered cases are also considered
for the LES simulations with Coriolis. These are denoted as the
LES-WFS C and the LES-WFDS C cases respectively.
2.3. Sensitivity of the wind farm momentum sink
As stated earlier, due to COSMO-CLM’s coarse horizontal
resolution, the grid box velocity is used, to calculate the average
drag of the turbines on the grid cell. This is not the case in the LES,
where the drag is calculated using the disk averaged wind speed.
By diagnosing the LES’ output, it is possible to quantify the effect
of using the grid box average velocity instead of the disk based
velocity.
This is done in the LES the following way. A thrust force,
FtDAV using the horizontally domain averaged velocity U(z),
as opposed to the disk averaged velocity, is defined. In order to
calculate the overall effect of the rotor, this velocity is integrated
over the wind farm rotor area:
FtDAV =
1
2
ρCT
∫
A
U(z)2 dA′ (10)
Similarly to equation 3, CT is used instead of C′T . The
bias of using the horizontally averaged velocity is estimated by
comparing FtDAV with equation 4:
ξ =
FtLES
FtDAV
(11)
where ξ is the relative bias. To correct for this bias in COSMO-
CLM, equation 7 is multiplied by ξ:
FD+i = ξ
U
|U |
∂|U |
∂t
(12)
where FD+i represents the modified momentum thrust force
of the turbine. The CCLM-WF and CCLM-WF C cases are then
repeated using FD+i instead of FDi and are called the CCLM-
WF+ and CCLM-WF C+ cases respectively.
Note that such an analysis is similar to that of Abkar and Porte´-
Agel (2015), who calculates the ratio of the undisturbed wind
speed to the grid averaged wind velocity. The results are described
in section 3.3.
3. Results
3.1. Idealised model simulations without wind farms
The wind speed profiles in the absence of wind farms are shown
in figure 2a. There is a good agreement between the output from
CCLM-NWF and the LES-NWF curves, with a root mean square
error (RMSE) of 0.6 ms-1 or 4%. The CCLM-NWF case has
a 11% steeper gradient (du/dz) than the LES-NWF case. This
difference in gradient between the wind speeds profiles are due to
the differences in TKE profiles shown in figure 2b. The weaker
TKE in COSMO-CLM results in less mixing and a stronger wind
gradient. The RMSE for TKE is about 0.1 m2s-2 or 22%. The total
stresses for the reference flow (not shown) decrease linearly from
their surface value to zero at the top of the domain in both the LES
and COSMO-CLM (see eg. Calaf et al. (2010) and section 2.1).
In a subsequent step, COSMO-CLM was compared with output
from an LES for an Ekman flow (the Coriolis case). The RMSE for
the wind speed is approximately 0.05 ms-1 (2%) (figure 2 c). The
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Figure 1. a) A single turbine b) Top view LES wind speed normalized by the geostrophic wind for a domain of 6 x 3 km. The thrust coefficient (C′T ) and the wind velocity
at the disk (〈u¯T 〉d) defined at the disk and are used to calculate the LES disk based thrust. c) Same as b) with a schematic of the COSMO-CLM grid box over the LES
domain. The grid box in COSMO-CLM is coarser and the grid box velocity U, with the thrust coefficient CT are used to calculate the averaged wind turbine thrusts on
the grid.
wind angles are in good agreement. A jet structure is visible and
is due to the fact that the total stresses have a component in the
direction of the Coriolis force (Johnstone and Coleman (2012)),
generating a super-geostrophic jet. There are discrepancies in the
TKE, with an RMSE of 0.02 m2s-2 (18%), which results in an
RMSE of 0.002 m2s-2 (5%) for the total stresses (figures 2 e and
f). Although the TKE in the CCLM-NOWF C, is less than its
LES counterpart, due to COSMO-CLM’s steeper gradient in wind
speed, the total stresses are slightly larger in COSMO-CLM than
in the LES.
With small RMSEs in wind speed for no Coriolis and Coriolis
cases respectively, COSMO-CLM is able to reproduce an LES
flow with no significant deterioration, related to the difference
in TKE representation. Therefore, the present framework can be
used to evaluate the wind farm parameterisation with LES keeping
in mind that the TKE in COSMO-CLM can have substantial
deviations.
3.2. Idealised model simulation with wind farm
In this section, the wind farm parameterisation is evaluated
against LES data for both a reference and an Ekman flow. For the
reference flow, the wind speed has an RMSE of 0.6 ms-1 (or 12%)
which is larger than the uncertainty due to model set up (figure
3a). Two logarithmic layers are seen, one that is going from the
surface to the lower edge of the wind turbine and one going from
the upper edge of the wind turbine to the top of the domain. The
wind turbines act as a second rough surface (Frandsen (1992),
Calaf et al. (2010)). In the LES-WF case, a third layer is seen
within the rotor area, as described by Calaf et al. (2010). This
has also been observed by Porte´-Agel et al. (2011) using sonic
detection and ranging (SODAR) measurements at an 11 km2 wind
farm, under near neutral conditions, located in Mower County,
Minesota. The CCLM-WF case is unable to capture this feature,
due to the coarse vertical resolution. However, the region above
the rotor area shows the expected logarithmic wind speed profile.
The vertical gradients of the wind speeds, above the rotor, is 27%
c© 2013 Royal Meteorological Society Prepared using qjrms4.cls
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Figure 2. No Wind farm: a) Reference flow: horizontal wind b) Reference flow: TKE, c) Ekman flow: Wind Speed d) Ekman flow: Wind angle with geostrophic flow e)
Ekman flow: Total Stresses f) Ekman flow: TKE. The vertical axes show the logarithm of height, normalized by the hub height, zh.
larger in the CCLM-WF compared to the LES-WF case.
The wind speed profile slightly differs from those shown in
Fitch et al. (2012) and Roy et al. (2004) as no acceleration at the
surface is observed. This is due to the different vertical grid set up
used here. In any case, we do observe a good correspondence near
the surface between CCLM-WF and LES-WF.
The total stresses for the LES-WF and CCLM-WF cases, are
highest at the top of the rotor (figure 3b). Within the rotor area, the
drag depletes the momentum, until the ground is reached (Calaf
et al. (2010)). Above the turbine area, the total stresses decrease
linearly until the top of the boundary as described in section 2.1.2.
Despite the fact that the shear stresses are maximum at the
rotor top, the TKE for both the CCLM-WF and the LES-WF
case is largest within the rotor area (figure 3c). This is adequately
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modelled in COSMO-CLM by adding an extra TKE term due to
wind farms, using equation 8.
The RMSE of the wind speed for the CCLM-WF C case was
found to be about 0.2 ms-1 (3%), which is not much larger than
the RMSE due to model set up (section 3.1). The nose of the jet is
higher for the LES case than COSMO-CLM cases (3d and e).
There is a slight discrepancy in the wind angle, especially in
the layers close to the surface (figure 3e), with a bias of 4 degrees
at the surface (positive is defined as anti-clockwise). The work
done by the flow in COSMO-CLM at the surface, is dependent on
the angle of the flow with respect to the pressure gradient force
(Johnstone and Coleman (2012)). Furthermore, in the COSMO-
CLM case, the nose of the jet is slightly lower than in the LES. The
total stresses are somewhat lower in COSMO-CLM (figure3g),
which is in contrast with figure 2e, where in the absence of wind
turbines, the total stresses are larger in COSMO-CLM than in the
LES. The Ekman turning therefore shows a different response to
the wind turbines in COSMO-CLM than in the LES.
Similarly to the reference flow case in figure 3c, the TKE for
the CCLM-WF C case is weaker with an RMSE of 0.4 m2s-2 or
66% (figure 3g). As a result, the total stresses above the rotor area
are smaller, and the air column is less well mixed. This may be
the reason why the Ekman spiraling in figure 3e is stronger in
COSMO-CLM (Volker (2014)), and this is perhaps related the
TKE scheme used in COSMO-CLM. The TKE increase due to
the presence of wind farms in the Coriolis case is well represented
in COSMO-CLM (figure 3g and 4a ). However the magnitude is
too small. Note also that, in contrast to the Coriolis case, in the no
Coriolis case, with the additions of wind turbines, the overall TKE
decreases and this is well represented in COSMO-CLM (figure 4a
and b).
Despite these discrepancies, within the rotor area, the wind
speed falls close to or within the uncertainty range provided by
the staggered cases (figures 3a and d). Despite of the large RMSEs
in TKE, the total stresses compare quite well, and have a mean
RMSE of 0.04 m2s-2 or 36% (figure 3f). This falls outside the
uncertainty range due to model set up. Despite this, the total
mean RMSE for the wind speed over all heights falls within the
uncertainty range due to model set up (section 3.1). The wind
farm parameterisation, therefore performs well in both Ekman and
reference flow.
3.3. Sensitivities on the thrust force
As outlined in section 2, a grid averaged wind speed is used in
calculating the wind farm thrust coefficient in equation 7, instead
of to the rotor averaged wind speed in equation 4.
The correction factor, ξ (see section 2.3) was estimated in the
LES was found to be 1.11 for both the reference and Ekman flow
(table II). As a result, using a grid box averaged wind speed in
COSMO-CLM leads to a weaker drag. The correction factor ξ is
implemented in COSMO-CLM as shown in equation 12.
Using this correction factor reduces the RMSE in the no
Coriolis case from 0.6 ms-1 to 0.4 ms-1 (a reduction of 3%)
(figure 3a). Originally, COSMO-CLM does not extract enough
mean kinetic energy from the flow, compared to the LES (figure
3a). Increasing the forcing by 11% (equation 12) increases the
energy extraction therefore reducing the RMSE. For the Coriolis
case (figure 3d) the RMSE is hardly affected (RMSE of 0.25 ms-1
to 0.26 ms-1 for the uncorrected and corrected case respectfully).
Therefore, the approximation of using a thrust force based on a
grid averaged velocity in a wind farm parameterisation is valid.
The TKE of the flow had the largest RMSE (figures 3c, g
and section 3.2). Therefore, an extra sensitivity analysis was
performed where the TKE in equation 8 was increased and
decreased by a 10% and 20%. However, it was found that
increasing or decreasing the term in equation 8 had little effect on
the wind speed, angle and total stresses in figure 3 (not shown).
As such the TKE term in the wind farm parameterisation plays a
secondary role when compared to the momentum sink term (Fitch
et al. (2012)).
Finally, the assumption was made that the Betz theory holds in
a wind farm. Therefore this assumption was used to calculate CT
(equation 5) and CP in section 2.2. This approximation is verified
in the LES by taking the centerline velocity through a wind
turbine, and defining an undisturbed wind speed, uwf∞ as the
highest velocity in front of the rotor, and a wake velocity, uwake,
as the lowest velocity behind the rotor. The latter will be compared
to the wake velocity calculated using Betz theory, uwakeB =
uwf∞(1− 2a), where a = C′T /(4 + C′T ). It was found that the
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Figure 3. Wind farm: a) Reference flow: horizontal wind b) Reference flow: Total Stresses c) Reference flow: TKE, d) Ekman flow: Wind Speed e) Ekman flow: Wind
angle with geostrophic flow f) Ekman flow: Total Stresses g) Ekman flow: TKE. The dashed lines show the sensitivity experiments. The vertical axes show the logarithm
of height, normalized by the hub height, zh.
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Table II. Numerical values related to ξ
Reference flow Ekman flow
Align. Stagg D. Stag Align. Stagg D. Stag
ξ 1.11 1.26 1.26 1.11 1.27 1.25
difference between the directly modelled and estimated wake
velocity for the Coriolis and no Coriolis case is 0.1 ms-1 and
0.07 ms-1 respectively. Using Betz theory in calculating the thrusts
and power coefficients within a wind farm is therefore a valid
approximation.
4. Conclusions
This paper evaluates a constant thrust version of the Fitch wind
farm parameterisation, using output from large eddy simulations
(LES) for a dry, neutrally stratified idealised pressure-driven
boundary layer flow with and without Coriolis force. First, the
representation of this idealised flow in COSMO-CLM was tested
without wind farms. It was found that wind speeds compare well
with those from LES simulations with RMSEs of 0.6 ms-1 and
0.05 ms-1 for the no Coriolis and Coriolis cases respectively.
The effect of wind farms was found to be correctly represented
by the wind farm parameterisation with RMSEs similar or slightly
larger than the cases without wind farms. A slight overestimation
of wind speeds of 0.6 ms-1 was introduced in the case without
Coriolis force. For the Coriolis case, the drag in COSMO-
CLM was overestimated, resulting in a slight underestimation
of the height of the nose of the supergeostrophic jet and an
overestimation of the turning of the wind by 4◦ near the surface.
Based on theoretical considerations and analysing LES output,
a parameter ξ was introduced in the wind farm parameterisation.
This parameter accounts for the fact that in the derivation of
the momentum sink in the wind farm parameterisation, the disk
averaged velocity is approximated by the grid box average wind
speed. It was found that this refining slightly reduces the RMSE
in the no Coriolis case by 0.2 ms-1. The total stresses and TKE are
hardly affected by the introduction of the ξ parameter. Overall,
there is little difference between the wind farm parameterisation,
and the wind farm model in the LES. The approximation of using
different thrust forces in the LES compared to COSMO-CLM is
of limited impact.
In summary, it is concluded that the wind farm parameterisation
can to a large extent adequately represent the effects of wind farms
on the profile in COSMO-CLM. There are certain features that are
not captured such as the change in wind speed gradient within the
rotor area, due to the coarse vertical resolution.
Finally, the wind farm parameterisation has been compared
to an LES under the same conditions as the LES. Due to the
high resolution of LES, and therefore better representation of
COSMO-CLM’s subgrid scale processes, the LES provides a
valid tool for evaluating a parameterisation designed for regional
scale modelling. However, this set up was idealized in both the
LES and COSMO-CLM. Impacts on atmospheric stability and
humidity, for example were not evaluated. Furthermore, it would
be interesting to see how the wind farm parameterisation would
behave under a different TKE scheme for COSMO-CLM. A
detailed analysis of the TKE components with and without wind
farms, for both the Coriolis and no Coriolis case in COSMO-
CLM would therefore add insights into behaviour of the wind farm
parameterisation.
Moreover, based on section 3.2 (figures 4a and b), the changes
in TKE with and without wind farms are different depending
on whether or not Coriolis is present. Investigating the energy
balance of the mean and turbulent kinetic energy could aid in
an improved understanding of the different TKE behaviour in the
wind farm parameterisation in the Coriolis and no Coriolis case.
This is the subject of further research.
Moreover, in simulating an infinite wind farm, wind farm wake
structures were not evaluated here. The wind turbines represented
here were constant thrust ones and it would be interesting to see
how the wind speed profile would vary had a varying thrust wind
farm been simulated. Further research is necessary to test whether
the findings in an idealised set-up would hold for real atmospheric
conditions and non-idealized wind turbines.
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