Independent component analysis (ICA) algorithms have been successfully used for signal extraction tasks in the field of biomedical signal processing. We studied the performances of six algorithms (FastICA, CubICA, JADE, Infomax, TDSEP and MRMI-SIG) for fetal magnetocardiography (fMCG). Synthetic datasets were used to check the quality of the separated components against the original traces. Real fMCG recordings were simulated with linear combinations of typical fMCG source signals: maternal and fetal cardiac activity, ambient noise, maternal respiration, sensor spikes and thermal noise. Clusters of different dimensions (19, 36 and 55 sensors) were prepared to represent different MCG systems. Two types of signal-to-interference ratios (SIR) were measured. The first involves averaging over all estimated components and the second is based solely on the fetal trace. The computation time to reach a minimum of 20 dB SIR was measured for all six algorithms. No significant dependency on gestational age or cluster dimension was observed. Infomax performed poorly when a sub-Gaussian source was included; TDSEP and MRMI-SIG were sensitive to additive noise, whereas FastICA, CubICA and JADE showed the best performances. Of all six methods considered, FastICA had the best overall performance in terms of both separation quality and computation times.
Introduction
Independent component analysis (ICA) is a signal processing technique that models a set of input data in terms of statistically independent variables (Comon 1994 , Lee 1998 , Hyvärinen et al 2001 . ICA has recently received a lot of attention both in neural learning and statistical signal processing. Efficient new ICA algorithms have been introduced to solve the blind source separation problem (BSS). These algorithms are aimed at recovering mutually independent but otherwise unknown source signals from their linear instantaneous mixtures, without any a priori information about the mixing coefficients (Amari et al 1996, Belouchrani and Amin 1998) .
ICA has already been successfully used for signal extraction tasks in sound and image processing , Hoyer and Hyvärinen 2000 , Karhunen et al 1997 and telecommunications (Green and Taylor 2002, Ristaniemi et al 2002) . Recently, ICA has been employed increasingly in the field of biomedical signal processing (James and Hesse 2005) , and, in particular, when biomedical signals recorded with multi-channel devices need to be separated into their individual components, as in neurobiological data analysis (Makeig et al 1996 , Vigario et al 1998 , McKeown et al 1998 , Esposito et al 2005 .
A more recent biomedical application of ICA concerns the processing of fetal magnetocardiographic signals. Fetal magnetocardiography (fMCG) (Peters et al 2001 , Lewis 2003 ) is a noninvasive technique useful for the prenatal assessment of the fetal heart function and fetal well-being in a variety of clinical situations (Wakai et al 2000 , 2003 , Hosono et al 2002 , Kahler et al 2002 , Grimm et al 2003 . FMCG recordings are linear mixtures of signals related to the fetal cardiac activity, the maternal cardiac function and the environmental magnetic noise. The reconstruction of the time course of the fetal cardiac signal, which is essential for a correct evaluation of the fetal cardiac activity, is a very difficult task because the fetal signal is generally one order of magnitude smaller than the maternal signal and it may be hidden by ambient noise during early gestation.
In previous papers, we demonstrated the reliability of methods based on FastICA for the retrieval of high-quality fetal signals from fMCG recordings (Comani et al 2004a , 2004b , 2004c , Mantini et al 2004 . Although other ICA algorithms have been proposed for the same purpose, no comparative study on their performance on fMCG data has been performed until now.
The present study involves the evaluation of six ICA algorithms commonly used for biomedical analysis. Their performances in the specific task of separating all fMCG source signals were quantified, with particular attention to fetal signals. Several variables were taken into account, including fetal maturation, dataset noise and input cluster dimensionality. The computation time of each algorithm was also estimated as a function of dataset complexity.
Materials and methods

ICA model and algorithms
ICA assumes that source signals are linearly and instantaneously mixed. Therefore, the ICA model is
where
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T represents the vector of mixtures and A denotes the [n × m] mixing matrix (Comon 1994 , Lee 1998 , Hyvärinen et al 2001 . Two of the basic assumptions of ICA are that the source signals are mutually independent and that there exists at most one source having a Gaussian distribution. The mutual independence of the sources is defined as
where s 1 , s 2 , . . . , s m are the source signals, f i is the probability density function (pdf) of s i and f is the joint probability density function of s 1 , s 2 , . . . , s m . In the general case stated in (1), a linear solution is possible if two additional conditions are met: the mixing matrix is full column-rank and the number of observations is greater than the number of source signals (Lee 1998 , Hyvärinen et al 2001 .
If the conditions listed above are fulfilled, the ICA problem can be solved using only the information contained in x(t) and the independent components (ICs) can be retrieved with the proper [m × n] matrix W, named the unmixing matrix, by
where the m-dimensional vector y(t) is the estimate of the source vector s(t). According to ICA theory (Comon 1994 , Lee 1998 , Hyvärinen et al 2001 y(t) is found by minimizing the average mutual information (AMI) among the source estimates:
We find that fMCG satisfies the ICA assumptions listed above: the hypothesis of independence between the cardiac sources is satisfied because the maternal and fetal hearts act independently of each other and the constraint on the number of input recordings is fulfilled because the expected signal sources are only the maternal and fetal cardiac signals and noise, whereas the number of fMCG recordings is always much higher (Comani et al 2004c) . Six ICA algorithms were investigated in the present study. These included FastICA (Hyvärinen 1999) , JADE (Cardoso and Souloumiac 1996) , CubICA (Blaschke and Wiskott 2004) , TDSEP (Ziehe et al 2000) , Infomax (Bell and Sejnowski 1995) and MRMI-SIG (Hild et al 2001) . Each algorithm used a different approach to solve equation (3). The original MATLAB codes provided by the authors were used, whenever possible, and the performance of each algorithm was tested on multiple synthetic fMCG datasets.
2.1.1. FastICA. The fixed-point ICA algorithm (FastICA) is one of the ICA techniques most referenced in the literature (Hyvärinen 1999) . In one of the latest versions of FastICA, minimization of the AMI among ICs is attained by maximizing the non-Gaussianity of the estimated source signals. The non-Gaussianity is measured with the differential entropy J, called negentropy (Comon 1994) , which is defined as the difference between the entropy of a Gaussian random variable y gauss (having the same mean and variance of the observed random variable y) and the entropy of y:
where the entropy H is given by
Since Gaussian random variables have the largest entropy H among all random variables having equal variance, maximizing J(y) leads to the separation of independent source signals.
FastICA can estimate ICs one by one (deflation approach) or simultaneously (symmetric approach), and the number of extracted ICs can be lower than the number of mixtures so that the unmixing matrix W can be rectangular. FastICA uses simple estimates of negentropy based on the maximum entropy principle (Hyvärinen 1998) , which requires the use of appropriate nonlinearities for the learning rule of the neural network.
JADE.
The Joint Approximate Diagonalization of Eigen-matrices (JADE) is an algorithm based on the joint diagonalization of cumulant matrices under the assumption that the sources have non-Gaussian distributions (Cardoso and Souloumiac 1996) . It involves transformations of the cumulant tensors of second and fourth order. The independence of the sources is obtained through the reduction to zero of the second-order cumulant C (y) αβ , which is the condition for the uncorrelation of the source estimates, and the reduction to zero of the fourth-order cumulant C (y) αβγ δ , which implies that the sources are also statistically independent. A fast optimization of the algorithm is obtained with the simultaneous diagonalization of two cumulants (Comon 1994 ) using the contrast function¯ 24 :
In general, JADE estimates very rapidly the unmixing matrix W, which may be square or rectangular. JADE works in batch mode, has no need for manual parameter tuning and is particularly useful in low-dimensional problems. For these reasons, it is particularly appealing for fMCG applications.
2.1.3.
CubICA. The Cumulant-based Independent Component Analysis (CubICA) (Blaschke and Wiskott 2004 ) is a method that uses the diagonalization of cumulant tensors of higher order to search for independent sources. It is based on the third-order and fourth-order cumulant tensors, C (y) αβγ and C (y) αβγ δ , described by Comon (1994) . A proper contrast function 34 is used to achieve an approximate simultaneous diagonalization of the two tensors:
CubICA estimates the ICs and the unmixing matrix W by maximizing¯ 34 . When it is used with high-dimensional data, the computation times of CubICA can increase significantly, effectively preventing the use of CubICA when there are many sources to be separated. In addition, CubICA is only able to produce square unmixing matrices.
TDSEP.
The Temporal Decorrelation source SEParation (TDSEP) is a straightforward algorithm that uses the time structure of the sources to separate the components. It performs a simultaneous approximate diagonalization of several time-delayed correlation matrices using time delays τ = 1, 2, 3, . . . , which are based on our expectations on the temporal structure of the signals (Ziehe et al 2000) . We then obtain the cross-covariance function of the signals
where the source cross-covariance functions C τ s are a set of diagonal matrices due to the statistical independence of the sources.
In order to estimate a square unmixing matrix W, TDSEP uses whitening and rotation of the mixtures. This method requires that a set of time delays τ be arbitrarily selected or manually tuned. Being very efficient from a computational point of view, TDSEP is suitable for the processing of large-dimensional datasets.
2.1.5. Infomax. The Bell-Sejnowski algorithm is another ICA algorithm widely used to separate super-Gaussian sources (Bell and Sejnowski 1995) . Infomax is a gradient-based neural network algorithm, with a learning rule for information maximization (hence the name Infomax). The information maximization is attained by maximizing the joint entropy of a transformed vector z = g(W x), where g is a pointwise sigmoidal nonlinear function. The sigmoidal function provides, as can be shown using a Taylor series expansion, all higher order statistics necessary to establish independence. The joint entropy H (y) can be written as
where f (y) is the multivariate joint density function of y. The relation between f (y) and f (x) is expressed by
where |J W | denotes the absolute value of the Jacobian matrix
Consequently, H (y) can also be written as
and maximization of H (y) can be achieved by adapting W to maximize only the first term
2.1.6. Mermaid-SIG. The MRMI-SIG algorithm (Hild et al 2002) is a spatio-temporal ICA method that attempts to minimize the mutual information between the set of estimated sources. Mutual information can be written as the sum of (Shannon) marginal entropies minus the (Shannon) joint entropy:
To help reduce estimator variance and to significantly decrease the computational complexity (Hild et al 2006b) , MRMI-SIG replaces Shannon's definition of entropy, H 1 (y), with Renyi's quadratic entropy, H 2 (y). This method updates an unmixing matrix that operates on data that have been previously sphered. Renyi's joint entropy is invariant to rotations so the criterion reduces to a sum of marginal entropies
where each of the marginal entropies is estimated using non-parametric probability distribution function (pdf) estimation
and where G(x) is a Gaussian kernel evaluated at x. The recordings x(t) are assumed to be linear mixtures of the independent sources s(t). ICA produces an unmixing matrix W, which separates the measurements x(t) and produces estimates y(t) of the independent sources s(t).
Synthetic data
The BSS problem can be modelled using the mixing/unmixing system in figure 1. In this system, the source signals (independent components) s 1 , . . . , s m are combined by the multichannel mixing system, producing the observed mixtures x 1 , . . . , x n . Using a given ICA algorithm, the estimated source signals y 1 , . . . , y m and the unmixing matrix W can be directly obtained using only the observations x(t).
For synthetic data the source signals are known, as well as the mixing matrix A. In this case, the separation performance of the unmixing system W provided by the ICA algorithm can be assessed using the known mixing system A, and the quality of the unmixed signals y i can be evaluated using the known source signals s i . This setting allows the estimation of the separation performances of the different ICA algorithms.
The synthetic data were prepared with the aim of reproducing traces having the same characteristics as real fMCG recordings obtained from multi-channel devices.
Five independent components were used to represent the signals usually found in fMCG recordings. The synthetic components include maternal and fetal cardiac signals (both were constructed from real recordings), environmental noise, maternal respiration and sensor spikes. Ambient noise was synthesized as a Gaussian signal, maternal respiration was simulated as a sine wave at 0.3 Hz and sensor spikes were reproduced with triangular waveforms having a repetition time of 5 s. Signal duration was 1 min and the sampling frequency was set at 1 kHz.
Typical time courses of the ICs are shown in figure 2, together with their probability distribution function (pdf). All components were centred and their energy was normalized to unity.
Datasets of mixed signals.
In order to estimate the dependency of the algorithms' performances on the sensor array configuration, we used three different channel clusters, having 19, 36 and 55 traces, respectively. Moreover, the performances of the ICA algorithms were studied with respect to increasing gestational age. The different ages were simulated with fetal signal amplitudes of 0.3, 0.8, 1.4 and 2.0 pT (in sensor space), which represented the average peak-to-peak intensity of fetal cardiac signals at 24, 28, 32 and 36 weeks of gestation, respectively.
For each combination of channel cluster cardinality and fetal signal amplitude, four synthetic fMCG datasets were prepared using realistic mixing matrices. In particular, the amplitudes of fetal components were set according to the electromagnetic field generated by the cardiac activity of a fetus in the maternal abdomen. The fetal heart was modelled as 
Dataset 1 Dataset 2 Dataset 3 Dataset 4
Maternal cardiac signal
an equivalent current dipole (ECD) positioned about 12 cm below the centre of the sensors' cluster. As summarized in table 1, dataset 1 was produced using combinations of maternal and fetal cardiac components and environmental noise. Maternal respiration interference was added to produce dataset 2, and dataset 3 contained all five components. Finally, dataset 4 was obtained from dataset 3 by adding, to all of the sensors, some thermal noise having a peak-to-peak intensity of about 50 fT. Figure 3 shows four examples of synthetic fMCG recordings belonging to dataset 4 (cluster of 55 traces, fetus at 36 weeks).
Preprocessing of synthetic datasets.
Because some of the ICA algorithms considered herein are not designed to estimate a rectangular [m × n] unmixing matrix W, and in order to reduce computational complexity, whitening and dimensionality reduction are performed by means of principal component analysis (PCA) prior to ICA. Data are centred by subtracting the jth average value from each mixed signal x j (t), which allows us to assume that the independent components s i (t) are zero-mean. Whitening is then performed using the eigenvalue decomposition (EVD) of the covariance matrix 
E{xx
T } = EDE T , where E is the orthogonal matrix of eigenvectors of E{xx T } and D is the diagonal matrix D = diag (d 1 , d 2 , . . . , d n ) of the corresponding eigenvalues (Yang and Wang 1999) . This method linearly transforms vector x(t) into another vectorx(t) whose components are uncorrelated and have unit variance. The whitened vectorx(t) can be generated bȳ
consists of the m largest eigenvalues, andĒ consists of the m associated eigenvectors.
Analysis of algorithm performances
The analysis of algorithm performance consisted in estimating (1) the accuracy with which each algorithm was able to separate components, with particular attention paid to the fetal component, and (2) the speed with which each algorithm was able to reproduce a fetal trace of at least 20 dB of signal-to-interference ratios (SIR).
Accuracy.
The estimated components y i were normalized so that the energy of each component was unity and they were sorted according to a predefined order. The interference, which is the power of all sources s m (t) present in estimated y i (t) for m not equal i, was measured and the accuracy of each ICA algorithm was then quantified in terms of the two different SIR defined below.
According to the method proposed by Gribonval et al (2003) , the interference term e interf for the ith component was expressed by
The corresponding SIR value for the ith component (SIR i ) was then
where larger values correspond to improved separation performance. The first separation performance measure is the average SIR, which is simply the mean over all SIR i . Since the aim of our study was to evaluate the performance of each algorithm with respect to the reconstructed fetal signals, the second separation performance metric, the fetal SIR measure, is the SIR i that corresponds to the estimated fetal component.
Convergence speed.
The convergence speed is a parameter combining information on the stability and the computational efficiency of the ICA algorithms. We fixed 20 dB fetal SIR as the minimum acceptable separation performance and we counted the number of iterations N I necessary for each algorithm to initially achieve this critical value of fetal SIR (if this performance level could be maintained for an additional 20 iterations). When this was accomplished, the number of iterations N I was converted to a computation time, expressed in seconds, using the MATLAB tic-toc function. All data processing was performed on a PC having a 2 GHz Pentium IV TM processor and 512 MB of RAM.
Results
The default settings of each BSS algorithm are used to report all results. The separation performance of the TDSEP and MRMI-SIG methods could be improved if the user-defined settings were individually tuned for each dataset, but this was not done in order that the results would pertain to standard operating conditions. The results for the separation performance are given as a function of dataset identifier, weeks of gestation and number of sensors. For each of these three items, the SIR values given are the average over the remaining two items. For example, the SIR as a function of dataset identifier is averaged over weeks of gestation and number of sensors. Both the average SIR (averaged over all source estimates) and the fetal SIR are shown. Also shown is the time each algorithm takes to reach 20 dB fetal SIR. Figure 4 shows the average SIR (top row) and the fetal SIR (bottom row) as a function of the dataset identifier. In order to help with visualization three of the algorithms are shown in one subplot (left column) and the remaining three are shown in another subplot (right column). The average SIR results are comparable with the exception that the performance of MRMI-SIG and TDSEP is more sensitive to noise than the others and the Infomax algorithm performs poorly as soon as the maternal respiration source is included. The results for the fetal SIR indicate that FastICA performs noticeably better than the others. The Infomax algorithm also produces good results for fetal SIR. The sensitivity to noise of the MRMI-SIG and TDSEP algorithms is also seen in the fetal SIR results. MRMI-SIG algorithms perform comparably in terms of fetal SIR, whereas TDSEP is slightly inferior. Figure 6 shows the separation performance as a function of the number of sensors. As was the case for figure 5, the average SIR is comparable among all methods except TDSEP, which is slightly inferior, and Infomax, which performs much worse. FastICA performs noticeably better in terms of fetal SIR, whereas CubICA, JADE, Infomax and MRMI-SIG are slightly inferior. The TDSEP algorithm once again performs the worst in terms of fetal SIR. Figure 7 shows the average time for each method to achieve a fetal SIR of 20 dB. Results are only shown as a function of dataset identifier because the expectation is that the convergence time is mainly dictated by the number of sources that must be extracted. Recall that the number of sources increases linearly with the dataset identifier, with the exception that datasets 3 and 4 have the same number of sources. The average times of all six methods range from 0.04 s to 5.3 s. TDSEP is the fastest of these methods, with FastICA close behind. The slope of the line corresponding to JADE indicates that it becomes increasingly slower relative to the other methods as the number of sources increases. Infomax and MRMI-SIG are the slowest of these BSS algorithms. It is worth noting that no results are shown for either TDSEP or MRMI-SIG for the fourth dataset, as they are unable to reach 20 dB on all 12 conditions associated with this dataset. The average time of completion for TDSEP and MRMI-SIG for dataset 4 is 0.11 s and 6.33 s, respectively, when averaged only over the conditions in which the critical SIR value is achieved.
Discussion
The outcomes of our study clearly indicate that TDSEP, MRMI-SIG and Infomax have the poorest overall performances in the processing of fMCG datasets.
Infomax performs the worst as soon as the maternal respiration source is included. This is not surprising since maternal respiration is modelled using a sinusoid, which has a bimodal distribution, whereas the Infomax implementation was tuned (as is usually done) for unimodal super-Gaussian sources. The drop in Infomax performance is clearly visible in figure 4 , which shows the average SIR performance as a function of the dataset identifier. The average SIR results given as a function of weeks and sensors (figures 5 and 6) are also affected because they were found by averaging over all cases; hence they included results with the maternal respiration signal added. On the other hand, Infomax performs quite well in terms of fetal SIR, which is possible (but not guaranteed) because the fetal cardiac signal is super-Gaussian.
Two of the six BSS algorithms, MRMI-SIG and TDSEP, have difficulty extracting the fetal signal buried in noise when the energy of the fetal component is lowest, which explains the slight reduction in performance for these two methods for datasets representing acquisitions at 24 weeks of gestation. MRMI-SIG and TDSEP also happen to be the only algorithms considered herein that use temporal information for separation. The extra noise sensitivity experienced by BSS algorithms that use temporal information is consistent with a previous finding (Hild et al 2006a) , although it is not known if this is a general result.
In summary, we can state that Infomax is sensitive to the presence of sub-Gaussian sources and that MRMI-SIG and TDSEP are very sensitive to noise. On the other hand, no dependency on gestational age or on cluster dimensionality has been observed.
The other three algorithms, FastICA, CubICA and JADE, are likewise not sensitive to changes in gestational age or cluster dimensionality and they are fairly insensitive to noise (figure 4). These algorithms, in fact, always represent the best overall performance in terms of both average SIR and fetal SIR. Of these three the FastICA algorithm always shows the best separation performance pertaining to the fetal SIR.
With regard to the computation time all BSS algorithms are very fast in absolute value, since the average convergence times for fetal signals of 20 dB are always less than 5.3 s. However, Infomax and MRMI-SIG are the slowest algorithms, which is expected since they are the only two that use a gradient-based optimization method. JADE is very fast for low dimensionality, TDSEP is rapid but does not always reach the critical SIR when thermal noise is added (dataset 4), whereas CubICA and FastICA have the best computation times for all datasets, the latter being slightly faster.
Conclusions
The effectiveness and reliability of ICA algorithms in fMCG applications have already been demonstrated. The results of this study indicate that the most suitable algorithm for extracting fetal cardiac signals is FastICA, as far as we could verify on synthetic datasets. Our future work will focus on validating our findings on real fMCG acquisitions.
