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Abstract
The Voigt profile is one of the most used special function in op-
tical spectroscopy. In particle physics a version of this profile which
originates from relativistic Breit-Wigner resonance distribution often
appears, however, in the literature there is no strict derivation of its
properties. The purpose of this paper is to define properly relativistic
Voigt profile and describe it along the same way as their standard
nonrelativistic counterparts.
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1 Introduction
In nonrelativistic particle physics the cross section of an unstable particles/resonances
is described by the (nonrelativistic) Breit-Wigner distribution [5]
σ0(E;µ,Γ) :=
Γ
2pi
1
(E − µ)2 + (Γ2 )2
, (1)
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where the real variable E > 0 is an energy of the resonance, the other real pa-
rameters are µ > 0 - the mass of unstable particle and Γ > 0 - the width of the
resonance. This distribution in mathematical applications is called the Cauchy dis-
tribution, when normalized to unity. Relativistic counterpart to (1) is also called
(relativistic) Breit-Wigner distribution and is of the form [5]
σ2(E;µ,Γ) :=
µΓ
pi
1
(E2 − µ2)2 + (µΓ)2 . (2)
In measurement of resonances obeying these distributions, the additional fac-
tor which has to be taken into account is a beam broadening effect or detector
sensitivity function, which is usually of the form of the Gauss distribution
G(E − E0;σ) := 1
σ
√
2pi
e
− (E−E0)
2
2σ2 , (3)
where two real parameters have the following meaning - E0(positive real number)
is the position of the accelerator beam energy maximum and σ > 0 - the dispersion
of the beam or detector sensitivity around the maximum. The distribution which
results from the original Breit-Wigner distribution and takes into account broad-
ening effect of the Gaussian distribution has the form of a convolution integral
Vi(E;µ,Γ, σ) := σi ∗G =
∫ ∞
−∞
σi(E
′;µ,Γ)G(E − E′;σ)dE′, i = 0, 2. (4)
The resulting distribution for i = 0 (nonrelativistic case) is called the Voigt dis-
tribution (see section 7.19 of [4]) and its standard normal form is presented in
the Appendix A. In the next part we define in the similar way, as we call it, the
relativistic Voigt function which is (4) for i = 2 (relativistic case). This function
is often used in High Energy Physics and, sadly to say, to our best knowledge was
not extracted as a mathematical entity on its own, e.g., see excellent compendium
of special functions [4]. This paper is intended to fill this gap.
In the next section we define relativistic Voigt profile, outline its basic prop-
erties and define also duping function for the Voigt functions. In the Appendices
technical details and derivations of these results are provided. Appendix A sum-
marizes well-known properties of standard Voigt profile.
2 Relativistic Voigt profile
Relativistic Voigt distribution can be introduced in the similar manner as for
classical Voigt profile summarized in in Appendix A. It is useful in considerations
of relativistic unstable particles like the Higgs boson [3]. The equation (4) for i = 2
is of the form
V2(E;µ,Γ, σ) =
∫ ∞
−∞
µΓ
pi
1
(E′2 − µ2)2 + (µΓ)2
1
σ
√
2pi
e
− (E′−E)2
2σ2 dE′. (5)
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Introducing the variable
t =
E − E′√
2σ
, (6)
we obtain
V2(E;µ,Γ, σ) =
µΓ
piσ
√
2pi
∫ ∞
−∞
e−t2
(E −√2σt− µ)2(E −√2σt− µ)2 + (µΓ)2σ
√
2dt.
(7)
Defining new variables
u1 :=
E − µ√
2σ
, u2 :=
E + µ√
2σ
, a :=
Γµ
2σ2
, (8)
the distribution can be rewritten in the form
V2(E;µ,Γ, σ) =
1
σ22
√
pi
a
pi
∫ ∞
−∞
e−t
2
(u1 − t)2(u2 − t)2 + a2 dt. (9)
New function which can be called relativistic line broadening function (it is an
analogy to (27) presented below) can be defined as
H2(a, u1, u2) :=
a
pi
∫ ∞
−∞
e−t2
(u1 − t)2(u2 − t)2 + a2dt, (10)
and (9) can be rewritten in the following form
V2(E;µ,Γ, σ) =
H2(a, u1, u2)
σ22
√
pi
. (11)
The relativistic H2 depends on three parameters, not on two as nonrelativistic
counterpart (27)
Let us give some simple properties of H2.
Proposition 1 We have
H2(a, u1, u2) = H2(a, u2, u1)
H2(a,−u1, u2) = H2(a, u1,−u2)
H2(−a, u1, u2) = −H2(a, u1, u2),
(12)
from which results that
H2(a,−u1,−u2) = H2(a, u1, u2). (13)
These symmetry properties allows one to consider the function in the first octant
{a > 0, u1 > 0, u2 > 0} and then propagate the values to other octants.
From the Appendix B and C it results that
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Proposition 2 For u1 6= u2
lima→0±H2(a, u1, u2) =
±
|u1 − u2|(e
−u21 + e−u
2
2). (14)
For u1 = u2 and nonzero a the H2 function is finite and when a→ 0 it becomes
unbounded with assymptotics
H2(a, u1 = u, u2 = u) =
e−u2√
2a
+
e−u2√
2
(2u2 − 1)√a+O(a). (15)
When |u1| and |u2| tends to infinity for a 6= 0 then as the integrand in (10)
tends to zero, so H2 also vanishes. It is also true when a→ 0± and |u1−u2| → ∞.
Summing up, H2 for fixed u1 6= u2 is discontinuous and singular for u1 = u2
when a→ 0. In Fig. 2 there is a plot of a few examples of the H2 function.
Figure 1: The relativistic Voigt distribution (10) for a few values of param-
eters. The values at a → 0, according to (14) are for H2(a, 1, 0): 1 + 1e and
for H2(a, 1,−1): 1e . The function H2(a, 1, 1) at a = 0 is unbounded.
The limit a → 0± of H2 in Proposition 2 results from the following represen-
tation that is derived in Appendix B, namely,
Proposition 3 H2(a, u1, u2) for a > 0 can be represented by the complementary
error function (Chapter 7 of [4]) in the form
H2(a, u1, u2) =
1
2w1
(
e−(t1+)
2
erfc (−it1+) + e−(t1−)2erfc (it1−)
)
+
1
2w2
(
e−(t2+)2erfc (it2+) + e−(t2−)
2
erfc (−it2−)
)
,
(16)
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where
t1± =
1
2
(u1 + u2 ± w1), t2± = 1
2
(u1 + u2 ± w2), (17)
and where
w1 =
√
4ia+ (u1 − u2)2, w2 =
√
−4ia+ (u1 − u2)2. (18)
Representation for a < 0 results from the reflection symmetry H2(−a, u1, u2) =
−H2(a, u1, u2) of Proposition 1.
The next function that is important in application is the dumping function
that shows how the maximum of (9) changes as a function of σ - the smearing of a
particle beam or a detector sensitivity. In applications, this function allows one to
estimate the maximum of the convolution when a given smearing is selected. We
define
D0(σ; Γ, µ) :=
V0(µ;µ,Γ, σ)
σ0(µ;µ,Γ)
, (19)
D2(σ; Γ, µ) :=
V2(µ;µ,Γ, σ)
σ2(µ;µ,Γ)
. (20)
These functions are normalized in such a way that for Γ 6= 0 and µ 6= 0
D0(0; Γ, µ) = D2(0; Γ, µ) = 1, (21)
according to the (50) in Appendix B. Plots of these functions are presented in Fig.
2, 3 and 4.
Figure 2: Dumping functions of (19) and (20).
The relativistic line broadening function has an alternative representation
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Figure 3: Dumping functions (19) and (20) for a few values of µ parameter.
It can be noted than when µ is increased then the departure of the relativistic
D2 from corresponding nonrelativistic D0 is for higher values of σ.
Figure 4: Dumping functions (19) and (20) for a few values of Γ parameter.
As Γ increases the distribution D2 becomes more flat around σ = 0.
Proposition 4 The relativistic line broadening function for a > 0 can be pre-
sented as
H2(a, u1, u2) =
1
pi
∫ ∞
−∞
dte−t
2
∫ ∞
0
e−axcos(x(t− u1)(t− u2))dx (22)
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or alternatively
H2(a, u1, u2) =
1
pi
Re
∫∞
0 dx
1√
pi
√
1−ixe
−ax+ 1
4
ix
(
4u1u2− (u1+u2)
2x
i+x
)
. (23)
The proof will be given in Appendix D.
3 Conclusions
Definition of the relativistic Voigot profile and the line broadening function was
provided along the same way as the original Voigt function. In addition, some
properties and comparison of the dumping functions for both profiles was given.
We believe that this popular in use function will be included in modern tables
of special functions.
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A Appendix - Voigt profile
In this section for the sake of completeness the definition of normalized form of the
Voigt distribution of (4) for i = 0 will be provided, as a comparison and motivation
for our studies. The results are standard and details can be found in, e.g., [6, 2, 7].
The normalized relativistic Voigt can be obtained in the following way. Starting
from
V0(E;µ,Γ, σ) =
∫ +∞
−∞
Γ
2pi
1
(E′ − µ)2 + (Γ2 )2
1
σ
√
2pi
e
− (E−E′)2
2σ2 dE′, (24)
upon introducing the new variables and constants
t :=
E −E′√
2σ
, a :=
Γ
2
√
2σ
, u :=
E − µ√
2σ
, (25)
we obtain
V0(E;µ,Γ, σ) =
1√
2piσ
a
pi
∫ ∞
−∞
e−t
2
(u− t)2 + a2 dt. (26)
Defining new function (usually it is denoted by H(a, u))
H0(a, u) :=
a
pi
∫ ∞
−∞
e−t2
(u− t)2 + a2dt, (27)
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called line broadening function, the equation (26) can be written in the form
V0(E;µ,Γ, σ) =
H0(a, u)√
2piσ
, (28)
which is similar to (11) when considering the relativistic case.
The limit a→ 0± can be derived using the complex generalization of the error
function (see Chapter 7 of [4])
w(z) = e−z2erfc (−iz), ∀z,
w(z) = 1
ipi
∫∞
−∞
e−t
2
t−z dt, ℑz > 0,
(29)
where erfc (z) is the complementary error function.
Factoring (27) into the sum of simple rational terms for a > 0 one gets
H0(a, u) =
1
2
(
e−(u+ia)
2
erfc (a− iu) + e−(u−ia)2erfc (a+ iu)
)
, (30)
and for a < 0 the similar expression
H0(a, u) = −1
2
(
e−(u+ia)
2
erfc (−a+ iu) + e−(u−ia)2erfc (−a− iu)
)
. (31)
Passing to the limit a→ 0± and using the property erfc (z)+erfc (−z) = 2 standard
result is obtained
lima→0±H0(a, u) = ±e−u
2
. (32)
One can note that when comparing it with the relativistic version (14) there is no
singularity here at a = 0 (as for u1 = u2 in the relativistic case). Line broadening
functions are presented in Fig. 5.
We can also provide alternative representation for (27) using the following
Proposition from [6], which will be generalized to the relativistic Voigt profile in
the Appendix D
Proposition 5
a
(t− u)2 + a2 =
∫ ∞
0
e−ax cos((t− u)x)dx (33)
for a > 0.
The proof is as follows∫∞
0 e
−ax cos((t− u)x)dx = Re ∫∞0 e−axei((t−u)dx =
= Re −1−a+i(t−u) =
a
(t−u)2+a2 .
(34)
This allows us to rewrite (27) in the following way
H0(a, u) =
1
pi
∫∞
−∞ dte
−t2 ∫∞
0 dxe
−ax cos((t− u)x) =
1
pi
∫∞
0 dxe
−ax ∫∞
−∞ dte
−t2(cos(ux) cos(ut) + sin(ux) sin(xt)) =
= 1
pi
∫∞
0 dxe
−axcos(ux)
∫∞
−∞ dte
−t2 cos(xt) =
1√
pi
∫∞
0 dxe
−ax−x2
4 cos(ux).
(35)
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Figure 5: Voigt distribution (27) for a few values of parameters. The limiting
values at a→ 0± is given by (32). Compare it with 2.
Switching to complex representation we finally obtain
H0(a, u) = Re
1√
pi
∫ ∞
0
dxe−ax+iux−
x2
4 . (36)
This can be converted to the Faddeeva function described in [4].
B Appendix - Limiting value for a→ 0
In this section the normalization of (10) in the limit a→ 0 will be derived. Define
I2(u1, u2, a) :=
a
pi
∫ ∞
−∞
dt
(t− u1)2(t− u2)2 + a2 . (37)
As an introduction consider the following
Proposition 6 For u1 6= u2 we have
lima→0+I2(u1, u2, a) = 2|u1−u2|
lima→0−I2(u1, u2, a) = −2|u1−u2|
(38)
The proof is simple application or the Cauchy residue theorem [1]. The zeros
of the integrand denominator are located at
t1± =
1
2
(u1 + u2 ± w1), t2± = 1
2
(u1 + u2 ± w2), (39)
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where
w1 =
√
4ia+ (u1 − u2)2, w2 =
√
−4ia+ (u1 − u2)2. (40)
Assume that a > 0 and consider the contour of integration in the complex
plane presented in Fig. 6. We have
Figure 6: Countour of integration in the complex plane for (37). The dots
show the poles and R→∞.
∫ R
−R
a
pi
dt
(t−u1)2(t−u2)2+a2 +
∫
a
a
pi
dt
(t−u1)2(t−u2)2+a2 =
2pii
∑
i resi
a
pi
1
(t−u1)2(t−u2)2+a2 ,
(41)
where the second integral is over the half circle of the radiusR in the upper complex
half-plane and the sum is over the residues inside the contour, i.e., at t1+ and at
t2−. Noting that in the limit R→∞ the integral over the semicircle vanishes one
has from the Cauchy residue theorem that
I2(u1, u2, a) =
1
w1 +
1
w2 . (42)
Taking the limit a → 0+ one gets the first result of (38). The same result can be
obtained if the circle in the lower complex semiplane is used.
In order to prove the second statement it should be assumed that a < 0. Then
the poles in the contour are interchanged with those that are outside the contour
and as a result it generates additional minus sign. The second equation of (38) can
be also deduced from the first one and the fact that I(u1, u2,−a) = −I(u1, u2, a).
This ends the proof.
It is worth noting that from the above reasoning using the same contour of
integration we have
Corollary 1 For an analytic function with no poles in the upper complex half-
plane φ(t) such that lim|t|→∞ |φ(t)| = 0 we have
lim
a→0±
∫ ∞
−∞
a
pi
φ(t)
(t− u1)2(t− u2)2 + a2 dt =
±1
|u1 − u2|(φ(u1) + φ(u2)), (43)
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when u1 6= u2.
The Corollary cannot be used for φ(t) being the Gaussian function (3) as it is
unbounded for Im(t) → ±∞, however, the behaviour from the Corollary is also
valid for the Gaussian distribution as it will be shown below.
In order to overcome these difficulties the contour of integration will be modi-
fied in the following way. Assuming that a > 0 and selecting the rectangle contour
which consists the real line and a parallel horizontal line that has ℑt greater than
both ℑt1+ and ℑt2− (see Fig. 7) the auxiliary formula of the integral over the
contour can be rewritten as the sum of the four integrals
(∫ R
−R+
∫
↑+
∫
L+
∫
↓
)
a
pi
e−t
2
dt
(t−u1)2(t−u2)2+a2 =
2pii
∑
t¯∈{t1+,t2−} rest=t¯
a
pi
e−t
2
(t−u1)2(t−u2)2+a2 ,
(44)
where the arrows denote the integration along the vertical sides of the rectangle.
Passing to the limit R → ∞ and noting that the integrals over vertical segments
Figure 7: Countour of integration in the complex plane for (10). The dots
show the poles and L line is parallel to the real line.
vanishes, the formula (10) can be written as
H2(a, u1, u2) =
a
pi
∫
L
e−t2dt
(t− u1)2(t− u2)2 + a2 +
e−t
2
1+
w1
+
e−t
2
2−
w2
. (45)
This form can be used to derive the limit a→ 0+: The integral over L vanishes as
the integrand is bounded on L and because of the factor a in front of the integral.
The limits of (39) and (40) are also easily computed by setting a = 0.
By analogous reasoning for a < 0 or using reflection symmetry from the Propo-
sition 1, i.e. H2(−a, u1, u2) = −H2(a, u1, u2), the other limit a → 0− can also be
computed.
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From this easily follows that
lima→0±H2(a, u1, u2) =
±
|u1 − u2|(e
−u21 + e−u
2
2). (46)
These results give the limit for (4), the case i = 2, in the form
limΓ→0±V2(E;σ, µ,Γ) =
±
σµ2
√
2pi
(
e
− (E−µ)2
2σ2 + e−
(E+µ)2
2σ2
)
. (47)
We can also express H2 in terms of the complementary error function as in the
Appendix A for H0. Firstly, the equation (10) can be transformed to the form
H2(a, u1, u2) =
1
2pii
∫∞
−∞ dt
(
1
w1
(
e−t
2
t−t1+ − e
−t2
t−t1−
)
− 1
w2
(
e−t
2
t−t2+ − e
−t2
t−t2−
))
. (48)
Then, for the case a > 0, using (29) it results that
H2(a, u1, u2) =
1
2w1
(
e−(t1+)2erfc (−it1+) + e−(t1−)2erfc (it1−)
)
+
1
2w2
(
e−(t2+)
2
erfc (it2+) + e
−(t2−)2erfc (−it2−)
)
,
(49)
which restores the results of Proposition 3. Similar representation for a < 0 is
derived using the reflection symmetry H2(u1, u2,−a) = −H2(u1, u2, a). Finally,
passing to the limit a→ 0± and using, as in Appendix A, the property erfc (z) +
erfc (−z) = 2, the limit (46) is restored.
Similar rectangle contour can be used for examining the limit σ → 0 for (3)
and as a rather standard result we have
lim
σ→0
V2(E;µ,Γ, σ) = σ2(E;µ,Γ). (50)
In the last part we examine (10) on the manifold u1 = u2 = u. Under this
constraint the following integral
H2(a, u, u) =
a
pi
∫ ∞
−∞
e−t2
(u− t)4 + a2dt (51)
is bounded for a 6= 0 as the integrand is a product of the bounded function e−t2
and the integrable function. When a → 0+ then the integrand function has non-
integrable singularity1 at t = u1 and the integral tends to ∞. When a→ 0− then
(51) tends to −∞, which results from antisymmetry with respect to a. Explicit
singularity asymptotics can be obtained using the Laurent series expansion of (45)
for a ≈ 0
H2(a, u1 = u, u2 = u) =
e−u2√
2a
+
e−u2√
2
(2u2 − 1)√a+O(a), (52)
where the integral over L is contained in the O(a) term. The same expansion can
be obtained from the Laurent series expansion of (16).
1The case u1 = u2 for a 6= 0 corresponds to µ = 0 according to (25), i.e., in particle
physics to a massles particle of some nonzero width Γ. Only when Γ→ 0 then V2 becomes
unbounded. It is assumed that the spread σ > 0.
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C Appendix - Limiting values for u1, u2 →∞,
a 6= 0
In this section an approximate formula for large u1, u2 and a 6= 0 will be provided.
Under these assumption the main contribution to the integral (10) is from the
vicinity of t = 0 point. Expanding the following function around t = 0 one gets
a
pi
1
(t− u1)2(t− u2)2 + a2 =
a
pi
1
u21u
2
2 + a
2
+O(t), (53)
which is uniformly convergent in some closed interval around t = 0. This interval
can be made large enough(when |u1| and |u2| are large) that the Gaussian integral
over it is close to the integral over the whole real line. Then it can be integrated
term by term and as the result one gets approximation of the form
H2(u1, u2, a) ≈ a√
pi(u21u
2
2 + a
2)
+ . . . , (54)
where other terms vanishes faster than the first term as |u1| and |u2| tends to
infinity.
The similar approach can be employed in the case of (5) for σ ≪ Γ at E =
µ. Under these assumptions the relativistic Breit-Wigner distribution under the
integral can be expanded around E = µ. One gets
V2(µ;µ,Γ, σ) ≈ σ2(µ;µ,Γ) + . . . , (55)
where remaining terms vanishes for σ → 0. This result restores the property of
(20).
D Appendix - Integral representation
In this section we provide another integral representation of H2 function similar
to those in Appendix A.
First we provide transformation of the rational part under the assumption
a > 0, i.e.,
1
(t−u1)2(t−u2)2+a2 =
−1
a
Re
−a−i(t−u1)(t−u2)
(t−u1)2(t−u2)2+a2 =
−1
a
Re 1−a+i(t−u1)(t−u2) =
1
a
Re
∫∞
0 e
x(−a+i(t−u1)(t−u2))dt =
1
a
∫∞
0 e
−ax cos(x(t− u1)(t− u2))dt.
(56)
Introducing this into H2 we obtain double integral representation
H2(a, u1, u2) =
1
pi
∫ ∞
−∞
dte−t
2
∫ ∞
0
e−axcos(x(t− u1)(t− u2))dx (57)
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or alternatively
H2(a, u1, u2) =
1
pi
Re
∫∞
0 dte
−ax ∫∞
−∞ e
−t2+ix(t−u1)(t−u2))dx =
1
pi
Re
∫∞
0 dx
1√
pi
√
1−ixe
−ax+ 1
4
ix
(
4u1u2− (u1+u2)
2x
i+x
)
.
(58)
These expressions is, however, more complicated comparing to the original one for
H2, i.e., equation (10).
References
[1] M. J. Ablowitz, A. S. Fokas Complex Variables: Introduction and Applications,
Cambridge University Press; 2nd edition 2003
[2] G. D. Finn, D. Mugglestone Tables of the line broadening function H(a, v)
Monthly Notices Roy. Astron. Soc. 129 221 (1965)
[3] S. Jadach, R.A. Kycia, Lineshape of the Higgs boson in future lepton colliders
Phys. Lett. B 755, 2016, 58
[4] F. W. J. Olver, D. W. Lozier, R. F. Boisvert, Ch. W. Clark NIST Handbook
of Mathematical Functions, Cambridge University Press, 2010
[5] H. Pilkuhn The Interaction of Hadrons, North- Holland Publishing Company,
Amsterdam, 1967
[6] A.C.G. Mitchell, M. W. Zemansky Resonance radiation and excited atoms,
Cambridge, 1961
[7] D.H. Wilkinson Breit-Wigners viewed through gaussians, Nuclear Instruments
and Methods 95 2 259–264 (1971)
14
