It has been proposed that populations of neurons process information in terms of probability density functions (PDFs) of analog variables. Such analog variables range, for example, from target luminance and depth on the sensory interface to eye position and joint angles on the motor output side. The requirement that analog variables must be processed leads inevitably to a probabilistic description, while the limited precision and lifetime of the neuronal processing units lead naturally to a population representation of information. We show how a time-dependent probability density ρ(x; t) over variable x, residing in a specified function space of dimension D, may be decoded from the neuronal activities in a population as a linear combination of certain decoding functions φ i (x), with coefficients given by the N firing rates a i (t) (generally with D N). We show how the neuronal encoding process may be described by projecting a set of complementary encoding functionsφ i (x) on the probability density ρ(x; t), and passing the result through a rectifying nonlinear activation function. We show how both encodersφ i (x) and decoders φ i (x) may be determined by minimizing cost functions that quantify the inaccuracy of the representation. Expressing a given computation in terms of manipulation and transformation of probabilities, we show how this representation leads to a neural circuit that can carry out the required computation within a consistent Bayesian framework, with the synaptic weights being explicitly generated in terms of encoders, decoders, conditional probabilities, and priors.
Introduction
It has been hypothesized (Anderson, 1994 (Anderson, , 1996 that circuits of cortical neurons perform statistical inference and, in particular, that they encode and process information about analog variables in the form of probability density functions (PDFs). This PDF hypothesis provides a unified framework for understanding diverse observations from experimental neurobiology, constructing neural network models, and gaining insights into how neurons can implement a rich collection of information-processing functions.
The PDF hypothesis derives from two major themes of computational neuroscience. The first theme stems from efforts to determine how information is represented by neural systems through understanding how neural activity correlates to external cues or actions (such as sensory stimuli or motor response). Our understanding of neural encoding can be tested by inferring sensory input or motor output from a set of neural activities and comparing the estimate thus obtained to the external cue or action.
To decode the response from a population of neurons requires procedures to infer information from individual spike trains, as well as procedures to combine these results into an aggregate estimate. An optimal method for decoding information from individual neural spike trains has been developed (Bialek, Rieke, de Ruyter van Steveninck, & Warland, 1991; Bialek & Rieke, 1992; Rieke, Warland, de Ruyter van Steveninck, & Bialek, 1997 ) and applied to movement-sensitive neurons in the blowfly (Rieke et al., 1997) and other systems (Theunissen, Roddey, Stufflebeam, Clague, & Miller, 1996) . This method consists of utilizing a linear filter to extract the maximum possible information from each spike (typically a few bits; see Rieke et al., 1997) , as measured by the ability to reconstruct the stimulus from the spike train. In these studies, the linear filter determines a firing rate from the spike trains; this firing rate contains most of the information, with additional information possibly encoded in other aspects of the activity patterns. In the current work, we assume that the firing rates capture the essential behavior of neural systems and will not explicitly consider spike trains.
Methods for decoding information from the firing rates of populations of neurons were pioneered by Georgopoulos and collaborators. They showed that a "population vector" derived from the firing rates of a population of cortical neurons can be used to predict the intended arm movements of monkeys (Georgopoulos, Schwartz, & Kettner, 1986; Schwartz, 1993) . This vector estimate of direction, V est , is obtained from the neural firing rates a i by
where the preferred direction vectors, C i , indicate the direction at which neuron i has its maximal firing response. The population vector approach has been refined and extended by several authors; in particular, Salinas and Abbott (1994) provide an excellent discussion of several such refinements, as well as introducing their own. The emphasis in such studies has been the reconstruction of vector quantities from populations of neural responses by a process that in several cases appears to be computation of an expectation value from an implicit probability distribution. The second theme leading to the PDF hypothesis stems from an analysis showing that the original Hopfield neural network implements, in effect, Bayesian inference on analog quantities in terms of PDFs (Anderson & Abrahams, 1987) . The role of PDFs in neural information processing is being explored along a number of avenues. As in this work, Zemel, Dayan, and Pouget (1998) have investigated population coding of probability distributions, but with different representations from those we will consider here. Several extensions of this representation scheme have been developed (Zemel, 1999; Zemel & Dayan, 1999; Yang & Zemel, 2000) that feature information propagation between interacting neural populations. Further, a number of related models have been introduced. Of particular note is a dynamic routing model of directed attention (Anderson & Van Essen, 1987; Olshausen, Anderson, & Van Essen, 1993 , 1995 . Additionally, several "stochastic machines" (Haykin, 1999) have been formulated, including Boltzmann machines (Hinton & Sejnowski, 1986) , sigmoid belief networks (Neal, 1992) , and Helmholtz machines (Dayan & Hinton, 1996) . Stochastic machines are built of stochastic neurons that occupy one of two possible states in a probabilistic manner. Learning rules for stochastic machines enable such systems to model the underlying probability distribution of a given data set.
Systems based on probabilistic frameworks offer a number of important advantages, both conceptual and practical. In particular, two major advantages of the PDF scheme are that (1) it provides a well-motivated way to address a variety of issues in neural information processing, since having the joint distribution allows one to answer all probabilistic questions about the system, while (2) application of the Bayes rule makes it easy to deal with a changing body of evidence (e.g., allowing one to remove evidence that is later found to be incorrect without "starting over").
The two prominent themes of population coding and probabilistic inference are combined in the PDF hypothesis through the assertion that a physical variable x is described by a neural population at time t in terms of a PDF ρ(x; t) rather than as a single-valued estimate x(t). Such a PDF description has the significant advantage that it not only permits a single-valued estimate to be calculated, but also provides for measures of the uncertainty of such estimates. For example, a specific value ξ at time t can be represented as the mean of a normal distribution over x with variance σ 2 , so that
Clearly, this PDF allows ξ(t) to be known very precisely (small variance) or with a great deal of uncertainty (large variance). More generally, we consider a PDF described at time t in terms of a set of D underlying parameters {A µ }. Guided by the experimentally observed linear decoding rules discussed above, we will take the PDFs to be represented by
The basis functions µ (x) are orthonormal functions that define the PDFs that the neural circuit can represent. We describe x with ρ(x; {A µ (t)}) rather than ρ(x | {A µ (t)}) to distinguish between the assumed forms of models (see equation 1.3) and relationships that exist among random variables (viz. conditional probabilities). The amplitudes A µ (t) of the representations defined by equation 1.3 cannot be interpreted as neuronal firing rates: they can take on negative values and are more precise than neuronal firing rates. However, we can represent a PDF in terms of decoding functions φ i (x) and firing rates a i (t) associated with N neurons, so that
(1.4)
Unlike the basis functions µ (x), the decoding functions φ i (x) form a highly redundant, overcomplete representation (N D) that is specialized for use with neurons of limited precision. In this work, we will consider neurons whose firing rates show either piecewise linear behavior (and thus constitute essentially one-dimensional versions of the response functions entering Georgopoulos's population vector; see also Figure 4 in Fuchs, Scudder, & Kaneko, 1988) or gaussian forms in response to a stimulus (see Figure 1) .
From the relations asserted in equations 1.3 and 1.4, we can identify three relevant problem domains. First, we have the physical variable x, described by the PDF ρ(x; t). This domain is that of high-level concepts. Second, we have the neural network with its measurable neural firing rates a i (t). The neural network constitutes a physical implementation of the desired computations on the physical variable, so the properties of this second domain should be chosen to match the properties of biological systems as closely as possible. In particular, the neural firing rates must be constrained to be positive quantities of low precision. The third domain is that of the underlying parameters A µ , which subserve an alternative, abstract implementation of the desired computations. The constraint in this case is minimality: we concern ourselves only with mathematical convenience and allow the A µ to be of arbitrary precision and to take on negative values.
Following Zemel et al. (1998) , the domain of physical variables is called the implicit space and the domain of measurable quantities the explicit space. Extending their nomenclature, we shall refer to the third domain as the minimal space. The minimal space will serve as a useful bridge between the two other spaces.
It may be conceptually helpful to regard the variables or parameters A µ (t) as the activities of a set of D "metaneurons," fictitious entities that reside and act in the minimal space. However, it must be emphasized that such metaneurons differ from real neurons in their abilities to function with high precision and to produce negative "firing rates" A µ (t). Accordingly, they possess valuable properties that will facilitate formal representation and analysis.
2 Obtaining the Neuronal Representation 2.1 Multiple Levels of Representation. The fundamental assumption of the framework to be developed in this article is that information about a physical variable x given a set of parameters A = {A 1 , A 2 , A 3 , . . .} at time t is represented by an ensemble of neurons as a PDF ρ(
.).
For notational convenience, we will usually abbreviate this quantity as ρ(x; t). This PDF can be determined from a set of neuronal firing rates {a i (t)} using a set of decoding functions (or simply decoders) φ i (x), as prescribed in equation 1.4. In turn, a set of encoding functions (encoders)φ i (x) is used to determine the firing rates from an assumed PDF by means of
where a nonlinear activation function f () is introduced to preclude negative firing rates. The encoding functionsφ i (x) must be chosen so as to yield a close match to desired (i.e., experimentally observed) firing rates a i (t). The decoding rule (see equation 1.4) should in general be viewed as only returning an approximation to a PDF; in particular, functions that are not strictly positive semidefinite can be decoded from such a rule. We can also represent the PDF using a complete orthonormal basis { µ (x)} for the space spanned by the decoders, as shown in equation 1.3. Further, we can represent the decoding functions in terms of this basis, writing
where the κ νi are coupling coefficients to be determined. Since we now have an orthonormal basis, the coefficients A µ in equation 1.3 are simply evaluated from
3)
The encoding and decoding rules based on the amplitudes A µ (t) in the minimal space are seen to parallel those based on the neuronal firing rates a i (t), apart from the absence of a nonlinearity in equation 2.3. In this section, we will develop methods to relate operations in the mathematically convenient minimal space and the biologically plausible implementation of PDFs in the explicit space of model neurons.
Obtaining the Encoding Functions.
Although we do not know the encoding functions at this point, we do know that they can be represented in terms of another set of basis functions {ˆ µ (x)} througĥ
where the coupling coefficientsκ jµ are in general distinct from the κ νi . For many networks, it is appropriate to assume the basis for the encoders to be identical to the basis for the decoders. For example, in the case of the neural integrator (see section 2.5), the PDFs are continually mapped into and out of the minimal space provided by the µ (x) andˆ ν (x). Thus, span{ µ } can be equal to span{ˆ ν }. For definiteness, we take
To find a set of encoding functions relating the neural firing rates {a i (t)} to a desired target PDF ρ T (x; t), we define the cost function
We now use gradient descent to determine theκ iν that minimize E 1 ,
where η is a rate constant. We have defined
to simplify the expression.
To demonstrate the efficacy of this optimization procedure, we apply it to each of the neuronal responses shown in Figure 1 . We will see that the differing neuronal properties result in markedly different encoding functions.
First, we find encoders for the set of broadly tuned, piecewise-linear neuronal responses (see Figure 1a ) to a precise input signal. We assume a low-dimensional minimal space spanned by two straight-line functions,
1/2 and 1 (x) = √ 3/2x, and take the activation function to be rectification
Since we are interested in representing a precise input, we choose ρ T (x; t) = δ(x−ξ(t)). Applying the optimization procedure, we obtain a set of encoders (see Figure 2a ) that are able to exactly reconstruct the neural activity patterns with input PDFs of the assumed Dirac delta function form. Second, we find encoders for a set of neurons with gaussian responses (see Figure 1b) . We use a higher-dimensional minimal space, consisting of the space spanned by the neural activation functions, but otherwise follow the identical procedure as for the piecewise-linear case. The resulting encoders, typified in Figure 2b , have gaussian form and can be used to reconstruct the neural activity patterns exactly.
In each of the examples considered, exact reconstruction of the neural response functions is possible. This comes about because of a close correspondence between the neural activity patterns and the minimal space. We further explore the relationship between the minimal space and the quality of the representation in section 2.4. 
Obtaining the Decoding Functions.
A similar procedure is used to find the decoding functions. We first limit the precision of the neural firing rates (and, thus, the information carried per action potential) by converting the neural firing rates into stochastic processes 10) where ε i represents the noise source. We assume ε i to have zero mean without loss of generality; a nonzero mean can be absorbed into the firing-rate profiles if needed. The above algorithm for determining the encoding functions is unchanged by the presence of zero-mean noise.
To ensure that the decoders found are not dependent on a particular realization of the noise, we define the cost function
Here, the angle brackets indicate an ensemble average over realizations of the neuronal noise. Substituting equation 2.2 into E 2 , we have
To find the κ νi that minimize this cost function, we calculate ∂E 2 /∂κ νj . Taking each ε i to be independent, identically distributed, zero-mean gaussian noise with variance σ 2 produces
where
Setting the derivatives to zero and recasting equation 2.15 in matrix form, we have
We can solve directly for κ by inverting ( + σ 2 I). The choice of gaussian noise does not appear crucial. Other forms of (independent) noise give rise to similar decoders when the noise is chosen to restrict the information rate to relevant levels (i.e., a few bits per spike).
Limiting the information content of the neural firing rates is essential for producing sensible decoders. To illustrate this fact, we determine decoders for neurons with piecewise-linear activity patterns employing the minimal space explicit space implicit space two-dimensional basis discussed in section 2.2. The decoders are used to attempt a reconstruction of the original delta-function PDFs, inverting the encoding process previously considered. In the case of high-precision firing rates, with σ 2 = 0, the algorithm produces two decoders that play a significant role, while the others are all identically zero. This noise-free solution evidently depends on only the behavior of two neurons that are extremely precise in their firing rates rather than making use of redundant neurons to improve the quality of the representation. With noise present (σ 2 > 0) to limit the information content of the firing rates, we determine a set of decoders that utilizes all of the neurons in the representation (see Figure 2c ) and is independent of unrealistically precise firing rates. In a similar fashion, we obtain decoders (see Figure 2d ) complementary to the encoders for the gaussian activity patterns.
Having determined the decoders, we can directly transform between the explicit, implicit, and minimal spaces. The transformation rules are summarized pictorially in 
Dimensionality of the Minimal Space.
The structure of the neural representations created depends critically on the dimensionality D of the associated spaces. We can most easily explore the effect of the dimensionality in the minimal space, where D is simply equal to the number of basis functions µ (x) .
By way of illustration, let us pattern the basis functions after the Legendre polynomials P µ (x). The Legendre polynomials form an orthogonal set but are not normalized, so we defineP µ (x) = P µ (x)/ 1 −1 P 2 µ (x) dx over the interval [−1, 1] . For dimension D, we then set the minimal-space basis function µ (x) equal to the normalized Legendre polynomialP µ−1 (x) for µ = 1, 2, . . . , D.
To demonstrate the effect of the dimension D on the quality of the neural representation, we compare an assumed target PDF with the PDF as represented in neural populations. We vary D and generate, as described in sections 2.2 and 2.3, encoding and decoding functions optimized to work with neurons with firing-rate profiles as shown in Figure 1 . Using equation 2.1, the target PDF is encoded into neural firing rates, which are then decoded using equation 1.4.
With a bimodal target PDF, increasing D improves the quality of the decoded PDF (see Figure 4 ). For D = 2, only a straight line is decoded (although this may still be useful-see section 2.5), while for D = 8, the decoded PDF matches the target PDF quite well.
A Neural Integrator
Model. An important example of a neural integrator is the group of neurons that maintain the eyes in a fixed position in the absence of visual input. These recurrently connected neurons are able to hold the eye in position for times much longer than the interspike interval of the neurons. Collectively, they form an attractor network that acts as a memory of eye position, which lasts for several seconds (Seung, 1996) .
By introducing temporal dynamics into the underlying probabilistic models, we can create a model of a neural integrator. The dynamics are straightforward: for a short time τ , the PDF should be unchanged, so
where x is the value (i.e., eye position) stored in the memory.
As discussed above, we generate decoding functions using piecewiselinear activities, linear encoders, and a rectifying activation function. Making use of this representation, the encoding and decoding rules (see equations 1.4 and 2.1), and the probabilistic dynamics (see equation 2.17), we can show that
Defining weights 20) we may rewrite this as
The recurrent neural network that results is fully connected, with each neuron having a synaptic connection to every other neuron. The stored value of the eye position is extracted by calculating the expectation value of the random variable x, weighted by the decoded PDF. Ideally, we would like any value in the supported range to be held constant, so that the network functions as a line attractor (Seung, 1996) , a kind of continuous attractor. However, the system actually operates as a collection of point attractors with only a limited number of stable fixed points, as can be seen from the network's transfer function (see Figure 5) . The structure of the transfer function, and the number of stable fixed points, depends on the dimensionality D of the minimal space. As the dimensionality of the minimal space is increased, the neural integrator can support additional stable fixed points, eventually approximating a line attractor. This neural integrator model is essentially a variation of the model constructed by Eliasmith and Anderson (1999) .
Probabilistic Inference Performed by Neural Networks
3.1 Inference. Inference between two related variables x and y in the implicit space is performed by taking a weighted average of the conditional probability ρ(y | x):
(3.1)
We have assumed in equation 3.1 that the relationship between x and y is independent of the values of the minimal space parameters, so
This assumption fixes the structure of the probabilistic model, explicitly excluding learning from any neural networks derived from it. (Relaxing this assumption would be a useful first step toward allowing the neural network weights to change in response to experience.) The conditional probability ρ(y | x) is like a fixed look-up table; the Marr-Albus theory of cerebellar function can be directly mapped into equation 3.1 (Hakimian, Anderson, & Thach, 1999) . Mapping the implicit-space inference relation 3.1 into the explicit space of neurons yields a neural network (Anderson, 1994 (Anderson, , 1996 Zemel & Dayan, 1997) . Specifically, one imposes representations as given in equations 1.3 and 1.4 for x and
for y. Then one combines these representations with equation 3.1, leading to
with the coupling coefficients
For well-chosen encoding and decoding functions, equations 3.5 and 3.6 allow us to construct a neural network that embodies the desired relationship between the implicit variables, as expressed by the conditional probability, without applying a training procedure to find a relation from a data set. As a concrete example of probabilistic inference within the PDF scheme, we construct a neural network using equations 3.5 and 3.6. We use gaussian activity patterns (see Figure 1 ) and the corresponding encoders and decoders previously derived (see Figures 2b and 2d) . Defining ρ(y | x) = δ(y − x), we obtain a neural network that implements a form of communication channel, transmitting a PDF from x to y (see Figure 6a) . Figure 6: The PDF ρ(y; t) decoded from the neural network is a close match to ρ(x; t). The neural network accurately represents the assumed inference relationship. (b) Multiple sources of evidence can help to resolve ambiguous information. Here, the inferior mode of a bimodal, bottom-up input ρ(x; t) is damped by a more specific top-down signal ρ(z; t) in the minimal space.
The above approach to inference is naturally extended to greater numbers of implicit variables. For example, suppose we add a second input z to the above network and write
Representing z using
An interesting feature of this neural network is that it employs multiplicative interactions. This multiplication might be realized by coincidence detection in the dendrites; the implication is that the dendrites are active processing elements (Mel, 1994; Cash & Yuste, 1998) .
Working in the Minimal
Space. So far, we have used the concept of the minimal space as a tool for developing the encoders and decoders. We also can make direct use of the minimal space to set up abstract networks, then convert those into networks of neurons. To accomplish this, we derive relations between the firing rates in the two spaces ({A µ (t)} and {a i (t)}). The neural network in the explicit space then constitutes a physical implementation of the abstract network in the minimal space. The issues of the role of neuronal firing rate variability in the population code (see, e.g., Abbott & Dayan, 1999 ) may thus be separated from the issues of the propagation of probabilistic information.
First, consider the decoding rules given by equations 1.3 and 1.4. Making use of equation 2.2, we obtain
(3.12)
Since the µ (x) are orthonormal functions, we have
for transforming from the explicit space to the minimal space. Next, consider the encoding rule given by equation 2.1. Recalling that
for transforming from the minimal space to the explicit space. Using equations 3.13 and 3.14, we can translate between the minimal and explicit spaces. This allows us to set up neural networks by first working in the mathematically convenient minimal space. To illustrate this procedure, we return to the X −→ Y inference network. We take the minimal spaces for both the input x and the output y to be defined by linear functions over the interval [−1, 1] , with basis functions of the form shown in Figure 2a . The associated PDFs are represented using equation 1.3 and
(3.15)
With these representations, the probabilistic relation given in equation 3.1 becomes
We next convert this into a neural network in the explicit space using equations 3.13 and 3.14 so that
By identifying 19) we may rewrite equation 3.18 as (3.20) arriving at a neural network with the same feedforward dynamics (see equation 3.5) and the same synaptic weights (see equation 3.6) found previously. This example reproduces results previously found by working in the explicit space, but also highlights several advantages of working in the minimal space. Perhaps most important, the fundamental structure of the neural networks is made more transparent by eliminating the redundancies that arise in the networks due to the limited representational ability of neurons. Significantly, we see that computational properties of the nonlinear update rule for the output neurons (see equation 3.18) can be understood by studying the linear update rule in the minimal space (see equation 3.16), consistent with the population vector representations investigated by Georgopoulos et al. (1986) .
Top-Down
Feedback from a High-Level Model. As an explicit example of the advantages of working in the minimal space, as well as an illustration of how the PDF approach can be applied to more complicated systems, we investigate a simple system with multiple sources of evidence. We have already considered inference of the PDF describing a random variable Y from evidence about another random variable X (see section 3.2).
To that system, we add another random variable Z, which is conditionally independent of X given Y; the probabilistic model can thus be represented as a Bayesian belief network (Pearl, 1988) with the form X → Y → Z.
For the chosen demonstration, we employ neural firing-rate profiles and corresponding basis functions of the gaussian forms introduced in section 2.2. The PDF describing Z is represented in the minimal space as ρ(z; t) = γ C γ (t) γ (z). To keep the focus on the interaction of multiple sources of evidence, we take the conditional probabilities to be the Dirac delta functions ρ(y | x) = δ(y − x) and ρ(z | y) = δ(z − y).
To obtain the network dynamics, we first introduce a cost function,
that takes a minimum when the desired inference relations are satisfied.
Minimizing H with respect to the B ν using gradient descent yields an update rule for a network in the minimal space. The update rule defines the dynamics of a neural network when mapped into the explicit space. The resulting network combines properties of both neural networks and Bayesian belief networks, so we term them neural belief networks (Barber, 1999) . To utilize the third random variable Z as an additional source of evidence, we directly specify ρ(z; t) and encode it into the minimal network as the set of parameters {C γ }. The parameters describing Y are driven in a feedforward manner by X and in a feedback manner by Z, and then decoded to find ρ(y; t). One possible use of this second source of evidence is to resolve an ambiguous input; the inferior mode of a bimodal feedforward input in X can be deemphasized using more specific high-level evidence in Z (see Figure 6b ).
Neural networks derived in this manner could be used as the starting point for coherent theoretical accounts of attentive effects in the primate visual system, the electrosensory system of weakly electric fish, and other neural systems where an internal model is built up to impose global constraints on neural representations of information. Neural belief networks are described in more detail in Barber (1999) .
Conclusion
We have examined some of the ramifications of the hypothesis that neural networks represent information as probability density functions. These PDFs are assumed to be expressible as a linear combination of some implicit decoding functions, with the decoder for each neuron being weighted by its firing rate. The firing rates in turn may be obtained from a PDF using a complementary set of encoding functions.
In general, the encoding and decoding functions that we have introduced are numerous enough to define spaces of very high dimension, far beyond the range of accurate representation by biological neurons having a precision of only a few bits. To mediate this conflict between computational requirements and biological reality, we have introduced an auxiliary representation of a lower-dimensional minimal space appropriate to the nature and scale of the computations that neurobiological systems actually perform on the relevant input and output analog variables. The basis functions in this minimal space are used to represent both the encoding and decoding functions, limiting the dimensionality of the spaces they define. As an added benefit, the minimal space-and the associated metaneuron variables-can be chosen to have properties that facilitate theoretical characterization of the neural networks resulting from the PDF hypothesis.
These neural networks are based on the available probabilistic information and the encoding and decoding functions. The synaptic weights of the networks are fully specified without a training procedure. A natural extension of the work we have presented is the addition of learning rules for determining the weights. Learning rules would provide several advantages; in particular, they would facilitate the generation of neural networks when data are available but the underlying computations are not entirely clear. As previously noted, relaxing the assumption expressed in equation 3.2 would be a natural starting point for incorporating learning into the neural networks derived in the PDF scheme. The optimization procedure we utilized to find the encoding functions may be a useful model for a more complete learning rule.
Researchers in the fields of molecular biology, immunology, genetics, development, and evolution, all of which involve highly complex systems having many degrees of freedom, are beginning to explore the use of metavariables as a formal means to reduce the dimensionality of the space of parameters that must be dealt with in achieving viable and tractable quantitative descriptions. The formal results we have derived for metavariable ("metaneuron") representation of function spaces and the experience we have gained through associated model simulations may prove valuable for parallel investigations in these and other fields.
Returning to the neurobiological context, we may comment on the the role that is envisioned for the PDF formalism in the modeling of brain function. Recent work based on population-temporal coding (e.g., Eliasmith & Anderson, 1999 , 2002 indicates that the modeling of low-level sensory processing and output motor control does not require such a sophisticated representation; manipulation of mean values is generally sufficient, and the representations can be simplified to deal with vector spaces instead of function spaces. However, explicit representation of probabilistic descriptors of the state of knowledge of pertinent analog variables may prove indispensable to an understanding of higher-level processes. For example, estimates of depth at each spatial location from the disparity between the images impinging on both eyes can never be made with precision using a purely bottom-up strategy.
The modern approach to all higher-level image-processing tasks is driven by the theory of Bayesian inference, in which models are developed and parameters estimated based on a set of well-defined rules within a probabilistic framework. Elsewhere, we shall carry the PDF program a step further by formulating procedures for embedding joint probabilities into neural networks. These procedures will allow us to design neural circuit models that pool multiple sources of evidence. In our view, this offers the most rational approach to building and understanding cortical circuits that carry out well-posed information processing tasks.
