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Abstract 
Society faces a large challenge in transitioning to sustainably generating electricity from renewable 
energy sources such as wind and solar. One of the biggest obstacles to this transition is the 
intermittence of the sources, leading to a mismatch of supply and demand, a problem most 
commonly solved by installing large‐scale energy storage.  
A promising energy storage technology that has the potential to surpass the currently used systems 
in performance, cost and environmental benignity are aqueous organic redox flow batteries 
(AqORFB). In this work, the performance of the archetypical AqORFB candidate, 9,10‐anthraquinone‐
2,7‐disulfonic acid (AQDS) is investigated by the novel combination of rotating disk electrode 
voltammetry and diffusion NMR. At a concentration of 1 mM, AQDS shows near ideal 
electrochemistry, involving two electrons, but at higher concentrations, the redox kinetics and the 
accessible charge/discharge capacity suffer. The former problem is examined by employing the 
scheme of squares model to explore the redox mechanism for AQDS at different pH values and is 
seen to come from rate‐limitations in the protonation step. At higher concentrations, the relative 
concentration of protons to AQDS is lower, resulting in a larger impact on the rate‐limiting step on 
the apparent rate constant. The latter is explained by self‐association of the molecule into an 
electrochemically inactive dimer, and this process limits the capacity that can be collected from the 
system with bulk electrolysis. At a concentration of 1 M AQDS in 1 M H2SO4, only 27% of the 
molecules occur as redox‐accessible monomers.  
Furthermore, in pursuit of an attractive molecular candidate for AqORFBs, a naphthalene diimide 
molecule containing a solubilizing quaternary amine as a sidechain is synthesized and characterized 
both chemically and electrochemically. It is seen to show excellent behavior for AqORFBs by having a 
two‐electron reduction at a suitable potential, a cheap and environmentally friendly synthesis route 
as well as showing exceptional stability during cycling with bulk electrolysis. The collection of cyclic 
voltammograms at a concentration of 1 mM over a range of different pH values revealed some 
interesting electrochemical behavior. Firstly, the reduction of only one of the two electrons shows 
any pH dependence, and only at pHs between  0 and 3. At pH 0, the two electrons share the same 
reduction potential, whereas at higher pH, they are separated by about 0.4 V. Secondly, at higher 
concentrations, this separation increases further, reaching 0.6 V at 50 mM, possible allowing for the 
molecule to be used as both anodic and cathodic material in a symmetric flow battery. Thirdly, the 
Potential ‐ pH dependence between pH 0 and 3 exhibited a two electron‐three proton relationship, 
possibly indicating self‐association. Utilizing the same combination of diffusion NMR and rotating disk 
electrode voltammetry as for AQDS, the naphthalene‐based molecule was found to dimerize similarly 
to AQDS, but to a larger extent. The capacity accessible for reduction using bulk electrolysis was close 
to the theoretical value, however, indicating no negative effect of the dimerization.  
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1 Introduction 
Figure 1.1a shows the atmospheric carbon dioxide levels over the last two millennia, and Figure 1.1b 
shows the annual average global surface temperature relative to that between the years 1951‐1980. 
As can be seen, the current global temperature anomaly is close to 1 °C, and 17 out of the 18 
warmest years ever recorded have all occurred since 2001. Historically, the global temperature is 
known to have fluctuated significantly the last few hundreds of millions of years, and logically, the 
question arises whether the recent development is anthropologic or simply part of earth’s natural 
climate cycling.[1, 2] The reasoning of a greenhouse effect, where gases, namely water and carbon 
dioxide in the atmosphere selectively absorb and block radiative heat from the sun was explored in 
the mid‐nineteenth century by John Tyndall, but at that time it was believed that water was the most 
potent greenhouse gas.[3] In 1896, Svante Arrhenius released a comprehensive correspondence, 
carefully and methodically showing the great absorptive power of carbon dioxide and states that “I 
should certainly not have undertaken these tedious calculations if an extraordinary interest had not 
been connected with them”. He closes the correspondence by showing that an increase of between 
2.5 and 3 times in the contemporary carbon dioxide values would lead to a temperature increase of 
about 8‐9 °C in the arctic regions and pointed out that the “combustion and decay of organic bodies” 
is a significant supply of carbonic dioxide to the atmosphere. That the concentration of carbon 
dioxide in the atmosphere is rising steeply, there is little doubt about. Since 1958, the carbon dioxide 
levels have increased by about 60%, with current global levels at almost 410 ppm, a level last seen 
more than 800 000 years ago.[4, 5]  
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Figure 1.1: a) Merged plot of carbon dioxide levels. Year 0‐1958 show data acquired from drilled ice 
cores,[6, 7] and 1958‐2018 from the Mauna Loa observatory[5] and b) CO2 data from the Mauna Loa 
observatory[5] and temperatures from NASA.[8]  
As a consequence of the urgent need to reduce carbon dioxide emissions, a lot of effort is put into 
generating electricity from renewable energy sources such as hydropower, wind and solar, and as of 
the end of 2017, 26.5% of the global electricity was generated renewably.[9] Although 16.4% 
consisted of hydropower, the technology’s installed power capacity value has only increased by 
about 30% the last decade, compared to the expansions of wind and solar, which have followed 
exponential trends since the end of the last century.[9‐11]  
One of the biggest hurdles to the transition from fossil‐based energy sources to wind and solar is the 
intermittency of the sources; electricity is demanded regardless of whether the sun is shining, or the 
wind is blowing. To overcome this obstacle, large‐scale energy storage systems need to be developed 
and deployed,[12‐14] and the choice of technology needs to be made judiciously. Currently, about 
96% of the global utility‐scale energy storage comprises pumped hydroelectric energy storage and 
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about 2% electrochemical energy storage, such as lithium‐ion batteries and redox flow batteries 
(RFB).[9]  
If the transition from unsustainable electricity generation to renewables is to be made on a global 
scale, wind and solar power capacities will need to grow from the current level of 1 terawatts to 
roughly 10 terawatts.[9] It has been reported that green energy production alone can only meet 63% 
of the load without being supported by energy storage, due to solar and wind intermittency.[15] 
Hence, crudely approximating that 20% of the power output in this scenario, summing up to 2 
terawatts, needs to be covered by battery storage, today’s 158 GW storage power capacity needs to 
increase almost thirteenfold to meet the demand. Adding in the need for energy storage in other 
applications than renewable energy, it is clear that a gargantuan amount of energy storage will be 
needed and potentially deployed in the next few years or decades. In choosing which technology to 
dominate this new market segment, policy makers must account for other factors than 
cost/performance ratios, such as infrastructural impacts, environmental impacts as well as the safety 
of the energy storage technology.  
1.1 Redox Flow Batteries 
Redox flow batteries, sometimes referred to as regenerative fuel cells, consist of two separate tanks 
containing electrolyte solutions that are pumped through fuel cell‐like reactors upon operation.[16] 
The electrolyte solutions are typically aqueous and contain redox‐active molecules (RM) as well as a 
supporting electrolyte, often sulfuric acid.[17, 18] The solutions in the two tanks contain two 
different RMs, alternatively the same RM but at different oxidation states, and the difference in 
reduction potential between the two molecules determines the open‐circuit voltage. The solution 
containing the molecule with the more negative redox potential is called the negative electrolyte, 
negolyte or catholyte, and the solution containing the molecule with the more positive redox 
potential is called positive electrolyte, posolyte or anolyte. The supporting electrolyte serves to make 
the solution ionically conductive and provide the system with mobile charge carriers.  
During discharge, the electrolyte solutions are pumped through an electrochemical cell consisting of 
two porous electrodes, which are separated by an ion‐selective membrane. The electrodes are 
typically graphite‐based materials designed to have a large surface area and high mechanical 
stability,[19] whereas the choice of membrane will vary strongly depending on the electrolyte.[20‐
22] However, Nafion ion‐exchange membranes are the most commonly used ones.[22] The molecule 
in the anolyte, once it reaches the surface of the porous electrode, gets oxidized and gives off an 
electron which is conducted through an external circuit and used as electricity. At the same time, the 
catholyte receives an electron from the porous electrode on the cathodic side, and thus gets 
reduced. Since an electron has effectively been transported from one side of the cell to the other, a 
charge imbalance has arisen. To negate this, a cation or a proton migrates through the membrane 
from the anodic to the cathodic chamber of the electrochemical cell. Figure 1.2 shows the operation 
of a quinone‐based organic flow battery.  
The capacity, in kWh, of a redox flow battery is determined by the amount of material dissolved in 
the solution, the amount of solution and the voltage. As such, capacity fade in redox flow batteries 
usually originates from chemical degradation of the RMs; especially in the case of organic flow 
batteries, and diffusion of the RMs through the membrane (crossover).[16, 23]  
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Figure 1.2: A schematic over a redox flow battery. In this case, a hydroquinone is oxidized to a 
quinone on the anode and a quinone is reduced to a hydroquinone on the cathode.  
The setup with the redox‐active material stored in tanks and the redox reaction occurring in cells that 
are separated from the tank means that the power and capacity of the system can be scaled 
independently. If more storage capacity (kWh) is desired, the tanks can be expanded and filled with 
more electrolyte solution. If, on the other hand, a higher power output (kW) is required, the size or 
number of the electrochemical cells can be increased, allowing for faster charge and discharge. This 
characteristic makes flow batteries well‐suited for large‐scale grid‐connected energy storage 
applications, as the system can be tailored for the specific demands of each deployment. The 
modular design of the system also allows for easy maintenance or replacement of each component, 
which can be considered a large advantage over the currently used lithium ion batteries, which 
typically contain large amounts of aluminum, cobalt, lead and lithium that are seldom recycled.[24, 25]  
Finally, the use of aqueous electrolytes makes the system inherently inflammable and less toxic, 
compared to LiCoO2‐based batteries. Upon heating beyond 120 °C, they are known to suffer from 
exothermic chain reactions due to the decomposition of the lithium cobalt oxide, a reaction that 
releases oxygen which can lead to severe fire and explosion hazards.[26, 27] 
Current commercial redox flow systems include all‐vanadium,[17] zinc‐bromide,[28] and iron‐
chromium technologies,[29] with the vanadium‐based setup having reached, by far, the highest level 
of market maturity among the three.[17, 28, 29] The all‐vanadium redox flow battery was first 
successfully demonstrated in 1988 by Rychcik and Skyllas‐Kazacos,[17] and routinely offers lifetimes 
in the range of 20 000 cycles due to the possibility to remix the two vanadium species in order to 
counteract the effect of RM crossover. As there is no chemical degradation of the vanadium species, 
the vanadium flow batteries suffer very small capacity fade over time. The biggest hurdle to their 
market penetration is the limited and volatile supply of vanadium.[30]  
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1.2 Organic Redox Flow Batteries 
Organic flow batteries (ORFB) can be categorized by the solvent used; aqueous or non‐aqueous. 
1.2.1 Aqueous Organic Redox Flow Batteries 
One of the most promising energy storage candidates to clear the aforementioned challenges of 
performance, cost and environmental sustainability are aqueous organic redox flow batteries 
(AqORFB).[12, 20, 31‐35] Due to the possibility to tune the electronic properties of a molecule by 
chemical functionalization, a lot of work is being done on designing organic RMs with the desired 
properties. By adding groups that add polarity or charge to the molecule, the aqueous solubility can 
be increased, and by adding electron‐donating or electron‐withdrawing groups to the conjugated 
system, the reduction potential can be shifted to more negative or positive values respectively.[36, 
37] Organic molecules also have the advantage that they benefit from large scale production, thus 
avoiding the material scarcity issues that vanadium flow batteries as well as lithium‐ion batteries 
suffer from. In 2014, the seminal Nature paper by Huskinson, Marshak, Suh, Er, Gerhardt, Galvin, 
Chen, Aspuru‐Guzik, Gordon and Aziz [18] reported a flow battery employing 9,10‐anthraquinone‐
2,7‐disulfonic acid (AQDS) on the negative side, and HBr on the positive side, displaying excellent 
performance in terms of cycling stability and energy efficiency.  
Since then, numerous organic molecules, often quinones, have been considered for use in AqORFBs, 
with varying performance.[36‐41] The design challenge is to find molecules that have reversible 
reductions with potentials close to either extremes of the electrochemical stability window of water. 
If the molecule has reduction potentials that are too negative or positive, the hydrogen evolution 
reaction (HER) or the oxygen reduction reaction (ORR) will take place instead of the reduction of the 
RM. Since the kinetics of the parasitic reactions are quite slow on graphite electrode surfaces, the 
range of the potentials can be extended slightly, indicated by the dashed lines in Figure 1.3.  
 
Figure 1.3: Pourbaix diagram of the electrolysis of water. The solid lines show the thermodynamic 
reduction potentials of the HER and ORR, and the dashed lines show that the range can be extended 
slightly for graphite electrodes due to sluggish kinetics.  
Apart from having a suitable reduction potential, the molecule needs to have a high water solubility 
in the range of 1 M if it contributes with two electrons per molecule,[12, 33] it needs to have 
excellent chemical stability at all states of charge, be cheap, environmentally friendly to produce and 
non‐toxic.   
1.2.2 Non‐Aqueous Flow Batteries 
Non‐aqueous flow batteries often employ acetonitrile, dimethyl carbonate, diethyl carbonate, 
propylene carbonate or a mixture of them as solvent. The choice of organic solvents opens up the 
5 
 
possibility to choose RMs with a wider range of reduction potentials, due to the wider 
electrochemical stability windows for organic solvents, with cell voltages upwards of 4 V being 
possible.[42] However, the advantage of a significantly higher cell voltage is balanced by the 
decreased electrical conductivity of the electrolyte, the use of expensive, often fluorinated 
supporting salts, decreased RM solubility in the solvent, flammability, solvent cost, and RM stability 
issues.[12, 42, 43] The stability issues are related to the fact that the use of organic solvents is only 
warranted when high voltages can be achieved,  and an organic molecule with oxidation states very 
far apart in energy is likely to be more labile.  
2 Aim and Scope 
This doctoral project serves to examine whether it is possible to find high‐performing materials for 
aqueous organic redox flow batteries (ORFB) by modifying materials that have a current use in non‐
aqueous ORFB or polymer solar cells into water soluble molecules by functionalization with 
quaternary amines or sulfonic acid groups.  
Additionally, the aim is to see whether there are ‐ for the aqueous ORFB research community ‐ 
helpful pieces of knowledge to be obtained by doing deeper electrochemical analyses on the 
mechanistical electrochemical behavior of organic molecules in aqueous electrolytes. In this context, 
the extent and consequence of RM dimerization on flow battery performance is a topic of particular 
attention.  
3 Methods  
In the initial stages of the project, an electrochemical evaluation of the archetypical aqueous organic 
flow battery molecule, AQDS, was done. It has been reported, that the molecule seems to self‐
associate into a dimeric structure at higher concentrations, and as a consequence of this, it was seen 
that the accessible capacity by cyclic voltammetry (CV) and bulk electrolysis (BE) was reduced 
significantly.[44] To shed light on this behavior, AQDS was characterized chemically and 
electrochemically, at a set of concentrations ranging from 1‐250 mM, using CV, rotating disk 
electrode (RDE) voltammetry together with diffusion NMR. The evaluations were performed in a 1 M 
pH 9.76 sodium carbonate buffer, referred to as “Buffer”, and a 1 M H2SO4 solution, referred to as 
“Acid”. The results from this work are presented in Paper 1. 
In parallel, organic synthesis was employed to produce suitable candidate molecules. Naphthalene 
diimide (NDI), a molecule that has been used in polymer solar cells and organic thin‐film transistors, 
was synthesized with quaternary amine sidechains. This was made under the assumption that its 
electronic properties and exceptional stability which made it a popular choice in the solar cell field 
could be transferred into aqueous flow battery applications.[45, 46] The molecule was evaluated for 
its suitability in AqORFBs by CV, RDE, 1H‐NMR, diffusion NMR and BE, resulting in Paper 2.  
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Figure 3.1: Chemical structures of the molecules examined in the present work. 
4 Theory 
4.1 Cyclic Voltammetry and Rotating Disk Electrode Voltammetry 
Cyclic voltammetry (CV) is arguably the electrochemist’s most commonly used analytical tool to 
electrochemically characterize a molecule or system. It is a comparably simple method to set up, and 
a wealth of information can be obtained, if performed and interpreted properly.[47] In some cases, 
CV can be complemented with rotating disk electrode (RDE) voltammetry in order to acquire 
additional information about the system, often related to diffusion and kinetics.[48, 49] For both 
methods, as well as in most other electrochemical systems, the setup comprises a working electrode, 
a counter electrode and a reference electrode.[50] The surface of the working electrode is where the 
redox reaction of interest takes place. But any electron moving into or out of the working electrode 
means another electrode needs to do the opposite operation at the counter electrode. The reference 
electrode serves to give the system a constant potential to which the potential of the redox reaction 
can be related. In RDE, the working electrode is rotated at a set of different rates, which provides the 
electrode surface with a steady stream of new material, the amount of which depend on the rotation 
rate.  
Figure 4.1 shows a CV and RDE scan for 1 mM AQDS in a slightly alkaline sodium carbonate buffer 
solution. This system behaves ideally and serves as a good model system. Beginning at a more 
positive potential than what is required to reduce the molecule, the bias is swept linearly with a set 
sweep rate. Eventually, when reaching a sufficiently negative potential, the material starts reducing, 
generating a negative current. Once molecules at the electrode surface begin to reduce, a 
concentration difference is established against the bulk concentration. Thus, unreduced material will 
start diffusing from the bulk solution towards the electrode surface according to Fick’s law of 
diffusion.[51] Continuing in the negative direction, the reduction current increases until the current 
reaches a maximum, signifying that the rate of reduction has surpassed the rate of diffusion, and that 
the concentration of active material at the electrode surface at this point is zero.  
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Figure 4.1: a) CVs and RDE of 1 mM AQDS in pH 9.76 sodium carbonate buffer, b) BE and CV of 50 mM 
AQDS in 1 M H2SO4. 
For the CV case, if a faster sweep rate is used, the active material at the surface is depleted more 
quickly, resulting in a larger concentration gradient being formed, which in turn yields higher peak 
maxima. The peak height is thus a measure of the concentration and diffusivity of the active species, 
which is seen in the Randles‐Sevcik equation for a reversible electron transfer reaction:[51‐53] 
𝑖௣ ൌ 0.4463𝑛𝐹𝐴𝐶 ቀ௡ிఔ஽ோ் ቁ
భ
మ,          1 
where ip is the peak current, n the number of electrons, F is Faraday’s constant, A the electrode area, 
C the concentration, ν the sweep rate, D the diffusion coefficient, R the gas constant and T the 
temperature.  
Continuing past the maximum, the current decays as the concentration gradient between the surface 
and the bulk solution decreases, thereby lowering diffusion rate of unreduced material. After the last 
reduction reaction of interest has run its course, the direction of the sweep is reversed, and the 
reduced species are oxidized back, unless they have taken part in some external electrochemical or 
chemical reaction during the time passed since they were reduced. The peak to peak potential 
separation between the reduction peak and the returning oxidation peak can give information 
regarding the number of electrons and the electron transfer rate constant.  
In the RDE case, the rotation rate determines the rate at which new material is transported to the 
surface, and typically, a large enough solution volume is used that the decrease in bulk solution is 
negligible. The result of this is that the current does not decay, as in the CV case, but instead reaches 
a plateau, which is termed the diffusion‐limited, or limiting current, and relates to the diffusivity of 
the molecule, D, as well as the number of electrons, n, concentration, C, rotation rate, ω and 
kinematic viscosity, ν, according to the Levich Equation:[51, 53]  
𝑖௟ ൌ 0.201𝑛𝐹𝐴௥ௗ௘𝐶𝐷
మ
య𝜔భమ𝜈ିభల,         2 
The returning sweep in the RDE case should overlap with the forward sweep, since it is a steady‐state 
technique. In practice, however, a small hysteresis is often seen, due to, amongst others, blockage of 
the electrode surface, material depletion or capacitance.  
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4.2 Bulk Electrolysis 
The bulk electrolysis (BE) cell consists of the same three‐electrode setup as CV and RDE, but with the 
addition that the solution is stirred, the working electrode has a much larger surface area and is 
separated from the counter electrode by a membrane. The BE is run either potentiostatically, where 
the potential is fixed and the current response is measured, or galvanostatically, where the current is 
fixed and the potential is instead allowed to vary. Both methods have the same result; the bulk of the 
material in solution gets reduced or oxidized. A typical BE curve is shown in Figure 4.1b, where 80 ml 
of 50 mM AQDS in 1 M H2SO4 is reduced and then oxidized. As material is consumed in the process, 
higher and higher potentials are needed, due to the shifting of the reaction quotient Q, which relates 
to the reduction potential through the Nernst equation:[51, 53]  
𝐸௖௘௟௟ ൌ 𝐸଴ ൅ ோ்௡ி 𝑙𝑛𝑄.          3 
For reactions involving protons, and once a conversion from the natural logarithm to the decadal 
logarithm is made, the following variation of Equation 3 uncovers: 
𝐸௖௘௟௟ ൌ 𝐸଴ ൅ ଴.଴ହଽ௡ 𝑙𝑜𝑔ሾ𝐻ାሿ ൅
ோ்
௡ி 𝑙𝑛
ሾோሿ
ሾைሿ ൌ 𝐸଴ െ
଴.଴ହଽ
௡ 𝑝𝐻 ൅
ோ்
௡ி 𝑙𝑛 
ሾோሿ
ሾைሿ,    4 
where [R] and [O] are the concentrations of the reduced and oxidized species respectively.  
The perhaps most important piece of information obtained from BE measurements is regarding the 
stability of the material. If the material can be reduced and oxidized through multiple cycles while 
yielding the same amount of charge every cycle, it can be considered stable, depending on the 
number of cycles.  
4.3  Coupled Electron Transfers and Scheme of Squares 
The following section covers some of the theory regarding electron transfer in a mathematically 
spartan manner. The reader is encouraged to consult Bard and Faulkner [51] or Compton and Banks 
[53] for the mathematical treatment of these concepts.  
In the most general redox reaction scheme, 
𝑂 ൅ 𝑒ି ⇌ 𝑅,            R1 
a reactant O acquires an electron and is reversibly reduced to a product R. Depending on the relative 
energy levels – or potentials – of O, e‐, and R, there will exist one point in this equilibrium that is the 
most thermodynamically favorable one.[53] Any deviation from this point (which is characterized by 
the relative concentrations of O and R) will incur a difference in potential between the populations of 
the reactants and the products, according to Le Chatelier’s principle.[53] In response to this, a redox 
reaction will occur, where electrons flow from the side that has the higher energy to the one with 
lower energy. In summary, the advance or retreat of R1 is governed by the relative abundances of O 
and R. This necessitates the electrochemist to take several different scenarios into account, where 
the concentrations of the reactants and products of a reaction are affected by external processes. 
The processes acting on the system can be categorized into being either an electron transfer 
reaction, denoted by the letter E, or a chemical reaction, C. Only a selection of all the possible 
situations will be covered in this section. 
If prior to the above reaction, O is generated by a separate chemical reaction: 
𝑌 ⇌ 𝑂,            R2 
𝑂 ൅ 𝑒ି ⇌ 𝑅             R1 
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then the coupled reactions are termed to be of a CE type.[51] This is often applicable for the 
reduction of quinones in sufficiently acidic media, in which case the “C” is a protonation reaction.[54] 
If C is a protonation reaction, the forward reaction would be promoted by lowering the pH of the 
electrolyte solution, seen by a more positive reduction potential in accordance with Equation 4. 
Furthermore, if a CV is recorded, the relationship between the peak heights of the reductive and 
oxidative peak might be smaller than unity. This happens if the reactant continues to be generated 
close to the electrode surface, which will happen when the product of R2 is consumed in R1, which in 
turn pushes the equilibrium in R2 “to the left”. 
Similar to the separate reaction in which O was generated, there can exist reactions that instead 
consume R, leading to the following scheme this case, termed “EC”: 
𝑂 ൅ 𝑒ି ⇌ 𝑅            R1 
𝑅 ⇌ 𝑋            R3 
How this appears in a CV depends on the reduction potential of species X. If X is not redox‐active in 
the applied potential range, the peak from the oxidation of R back to O will be smaller than the 
reduction, depending on the equilibrium constant for reaction R3. If X has a reduction potential that 
is more positive than R, a second electron transfer will follow the C step, resulting in an ECE reaction. 
On the returning sweep of this ECE reaction, a two‐electron oxidation will take place close to the 
reduction potential of X (assuming the product is stable and does not undergo any further 
reactions).[51]  
Any combination of E’s and C’s is possible, and the character convention of E and C gives very 
compact abbreviations to possibly quite complex reactions. Depending on the pH, the reduction of a 
quinone can either involve two electrons, two electrons and one proton, or two electrons and two 
protons, largely determined by the pKa values of each formed species.[51, 55] As such, taking the 
order of the electron transfers and chemical reactions into account, nine different combinations are 
possible, which is depicted in a model called the Scheme of Squares, see Figure 4.2. 
   
Figure 4.2: A general Scheme of Squares model for a system of two electron transfers (E) and two 
chemical reactions (C).  
The pathway taken will be decided by relative rates between the competing reactions in each point, 
and thus, often not only one of the paths are taken. Furthermore, the path from the starting material 
to the product is not necessarily the same as the return route.[56] 
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Although the scheme of squares here is written for any combination of electron transfers and 
chemical reactions, it is most commonly applied to systems of coupled electron and proton 
transfers.[54‐56]  
4.4 Characterization of NDI Self‐Association with 1H‐NMR 
If not explicitly referenced otherwise, all of the following theory regarding Nuclear Magnetic 
Resonance (NMR) Imaging, and diffusion NMR is referenced to the comprehensive article by 
Price.[57]  
NMR is one of the most commonly used tools at the chemist’s disposal, with hydrogen being the 
nucleus most commonly utilized. When introducing the most abundant isotope of hydrogen, 1H into 
a magnetic field, the nucleus will start precessing, the movement created by any spinning mass 
exposed to a gravitational force, for instance a spinning top. The frequency of the precession is 
proportional to the strength of the magnetic field. The reason why hydrogen, together with a few 
other nuclei precess in magnetic fields is because they have non‐zero magnetic spin moments. For 
example, in a magnetic field of 9.6 Tesla, a 1H nucleus will precess with a frequency of approximately 
500.13 MHz, which is usually the figure of performance for a given magnet in an NMR system, as 
opposed to the actual field strength. This frequency is known as the Larmor frequency, ν0, given by 
the Larmor equation:  
𝜈଴ ൌ  െ ఊ஻బଶగ  ,            5 
where γ is the gyromagnetic ratio and B0 the magnetic field strength. Hydrogen has a very high 
gyromagnetic ratio, making it sensitive to changes in the magnetic field, and thus popular for use in 
NMR analysis.  
In the case of self‐association, 1H‐NMR spectra of the analyte will show a concentration‐dependent 
displacement of the chemical shift.[58, 59] The measured shift is an average between the shift of the 
monomer and the dimer due to the fast proton exchange between the monomer and the dimer,[60] 
exemplified in Figure 4.3.  
 
Figure 4.3: A depiction of the influence of exchange on chemical shift and peak shape.  
The merged peak will have a concentration‐averaged shift of the individual constituents, and 
modelled through the following equations:[44, 61]  
Assuming only dimer formation – the dimer model:  
𝛿௠௘௔௦௨௥௘ௗ ൌ 𝛿௠ ൅ ሺ𝛿ௗ െ 𝛿௠ሻ ඥଵା଼௄஼బିଵඥଵା଼௄஼బାଵ        6 
Allowing higher order aggregates – the isodesmic model: 
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𝛿௠௘௔௦௨௥௘ௗ ൌ 𝛿௠ ൅
ସሺఋ೏ିఋ೘ሻ௄஼బ൬ଶି ర಼಴బሺభశඥభశర಼಴బሻమ൰
൫ଵାඥଵାସ௄஼బ൯మ
       7 
Where δ is the chemical shift for the respective index, where d stands for dimer and m for monomer, 
K the equilibrium constant, and C0 the total concentration. Although there are three unknowns, 
making an accurate curve fitting problematic, a good approximation of the monomer shift can 
sometimes be gained by measuring at low enough concentrations.  
4.5 Diffusion NMR 
In diffusion NMR, the sensitivity of the nucleus to changes in the magnetic field is taken advantage of 
by the application of a magnetic field gradient. When a gradient is applied, the nuclei located in the 
stronger part of the field will precess with a higher frequency than those subjected to a weaker field. 
In other words, this allows for spatial labelling of the nuclei based on their precession frequencies.   
 
Figure 4.4: A typical pulse field gradient stimulated echo (PFGSE) pulse sequence.[57] 
An example pulse sequence for measuring the diffusion of a sample is shown in Figure 4.4, although 
in practice, the commonly used sequences are more complicated.[57] A radiofrequency pulse (RF) is 
applied, perpendicular to the magnetic field, and the strength (g) and duration (δ) of the pulse is 
chosen so that the angle of the precession is shifted 90° away from the z‐axis resulting in a xy‐
component of the precession. A magnetic gradient pulse of a certain strength and duration is then 
applied, spatially encoding the nuclei in the sample. Due to the difference in location of the nuclei, 
some will precess slightly more slowly than others leading in a decay in the signal. This is allowed for 
a time (Δ), during which the molecules self‐diffuse. A 180° RF pulse is applied after half of Δ, flipping 
the spin of the nuclei, putting the more slowly precessing nuclei ahead of those precessing more 
quickly. In the absence of diffusion, this would lead to all the nuclei regathering at the end of Δ, 
resulting in what is called a spin‐echo. However, due to the change in location during Δ, due to 
molecular self‐diffusion, the regathering will be incomplete, and the spin‐echo will be attenuated. 
This attenuation in peak height or integral, S, correlates to the diffusion coefficient of the analyte 
through the following equation:[57] 
ௌ
ௌబ ൌ 𝑒
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5 Results and Discussion 
The findings related to AQDS are presented first, followed by the characterization and evaluation of 
NDI. Excepting Figure 5.2, all figures, tables and numbers relating to AQDS are referenced to Paper 1. 
Figures, tables and numbers relating to NDI, are referenced to Paper 2. 
5.1 AQDS 
At the beginning of the AQDS project, it was suggested by Carney et al.[44] that AQDS, at higher 
concentrations, forms a dimer of some kind, and that the dimer could accept three electrons per 
dimer, as opposed to the ideal two electrons per monomer, which is seen at concentrations around 1 
mM. 
5.1.1 RDE and Diffusion NMR 
The Potential – Current curves from the RDE voltammetry for 1 and 50 mM AQDS in acid and buffer 
are shown in Figure 5.1. 
 
Figure 5.1: RDE voltammograms. The negative‐going sweep is shown for a) 1 mM AQDS in acid, b) 1 
mM AQDS in buffer, c) 50 mM AQDS in acid and d) 50 mM AQDS in buffer. Scan rate: 10 mV/s. 
Upon analysis of the RDE results, it was seen that the diffusion‐limiting currents, which are supposed 
to scale linearly with concentration according to the Levich Equation, see Equation 2, instead showed 
a polynomially decaying trend, see Figure 5.2. Additionally, at higher concentrations, especially in 
acid, a decrease in electrochemical reversibility, i.e. the kinetics, was seen, indicated by the 
elongated curve in Figure 5.2a compared to c. 
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Figure 5.2: Limiting Current plotted against nominal concentration. The acquired limiting currents 
(solid blue line) show a clear deviation from the theoretical values (dashed lined).  
According to the Levich equation, the low limiting currents could reasonably be explained by either a 
decrease in diffusion coefficient or in accessible concentration.  
A shoulder can be seen in Figure 5.1b, which seems to originate from the reduction of adsorbed or 
surface‐bound AQDS,[62] since it does not scale with concentration, and only scales with rotation 
rate until it reaches a current of about ‐0.03 mA. Due to the limited amount of the adsorbed species, 
the limiting currents are not affected, and the cause for the behavior was considered outside the 
scope of the work. 
It was decided that it would be beneficial to acquire the diffusion coefficient from a non‐
electrochemical technique, namely diffusion NMR, and enter it into the Levich equation. Due to near‐
ideal behavior of AQDS at 1 mM, the dimerization at that concentration was considered negligible. 
Thus, the diffusion coefficients acquired for 1 mM of the solutions from NMR, which matched those 
acquired by RDE, were designated the “monomer diffusion coefficients” and found to be 3.8 x 10‐6 
cm2 s‐1 for both the acid and buffer solutions. A hypothesis was formed that the AQDS dimer is not 
redox‐active within the aqueous electrochemical stability window, and that the Levich equation 
would yield the monomer concentration, if the monomer diffusion coefficient was inserted at the 
different concentrations. In effect, the Levich equation should not include any dependence on the 
dimer concentration. This operation yielded a set of accessible concentrations which are shown in 
Table 5.1.  
Table 5.1: The redox‐accessible concentrations of AQDS, as determined by coupling diffusion NMR 
and RDE.  
Nominal conc. (mM)  1  2.5  10  25  50 
Accessible conc. in acid (mM)  1.0 ± 0.0  2.6 ± 0.1  8.7 ± 0.1  20.2 ± 0.5  38.2 ± 0.4 
Accessible conc. in buffer (mM)  1.0 ± 0.1  2.2 ± 0.0  7.7 ± 0.1  17.8 ± 0.3  32.2 ± 0.6 
 
As can be seen, the decrease in accessible concentration already at 50 mM is significant. In order to 
test whether these accessible concentrations corresponded to a monomer concentration determined 
by the dimerization of AQDS, they were compared to those calculated by utilizing the equilibrium 
constant of 5 M‐1 previously reported for the dimerization process of AQDS, which was acquired by 
14 
 
1H‐NMR.[44] As shown by the red lines in Figure 5.3, the accessible concentration corresponded well 
to the calculated equilibrium concentration of monomer, thus proving that the dimer is not possible 
to reduce under aqueous operating conditions. This result is the main finding of the AQDS work. 
An equilibrium constant was fitted to the accessible concentrations in buffer as well, and was found 
to be 8 M‐1, indicating a stronger self‐association than in the acid electrolyte. 
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Figure 5.3: Comparison of the redox‐accessible concentrations in Table 5.1 with those yielded by 
equilibrium constant of 5 M‐1 and 8 M‐1 for the acid and buffered cases respectively.   
5.1.2 Cyclic Voltammetry 
To support this result, cyclic voltammetry was employed. It was considered an advantage to show 
the same behavior with two separate techniques, and besides, with CV, higher concentrations could 
be investigated. The peak heights of a CV, in the absence of external effects, increase linearly with 
concentration, according to Randles‐Sevcik equation, see Equation 1. However, looking at the CVs in 
Figure 5.4, the peak heights decrease with concentration, despite being normalized by the 
concentration.  
The decrease in reversibility for the acid electrolyte can also clearly be seen in Figure 5.4a by the 
peak‐broadening and increase of peak‐to‐peak separation. The decrease in reversibility leads to a 
deviation from the Randles‐Sevcik equation, and thus, only the CVs in buffer were used for this 
experiment. 
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Figure 5.4: CVs of AQDS at varying concentrations in the a) acidic and b) buffered electrolyte. Scan 
rate 20 mV s‐1.  
The decrease in peak heights yielded a set of concentrations that related admirably to those found in 
the RDE measurements. It was also seen that the dimerization dynamics were followed even at the 
high concentration of 250 mM, leaving little doubt about the redox‐inactivity of the AQDS dimer.  
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Figure 5.5: Redox‐accessible concentrations obtained from the decreasing peak heights of CVs, solid 
blue line, and the monomer concentrations according to an equilibrium constant of 8 M‐1, dashed blue 
line.   
It was hypothesized that whichever intermolecular interaction caused the dimerization of AQDS was 
temperature dependent and might be possible to eliminate by increasing the temperature of the 
system. Viscosity‐normalized CVs of 100 mM AQDS in buffer at different temperatures are shown in 
Figure 5.6. The reductive peak height of AQDS at 100 mM at room temperature is 72% lower than 
expected by the Randles‐Sevcik equation. The complete negation of the dimerization would thus 
result in an increased peak height corresponding to this number. This was, however, not seen, and it 
was concluded that although the dimerization might be partially counteracted by increasing the 
temperature, this did not solve the problem. 
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Figure 5.6: Viscosity‐normalized CVs of 100 mM AQDS in buffer at varying concentrations. Scan rate: 
50 mV/s.  
5.1.3 Scheme of Squares Analysis of AQDS 
The slower kinetics at higher concentrations were, however, to this point not yet addressed. To shed 
light on this phenomenon, the scheme of squares model was employed. Figure 5.7a shows the 
different possible reduction and protonation pathways for AQDS, including literature values of 
reduction potentials and pKa values. The values in parentheses[55] are given for 2,6‐AQDS, which is 
assumed to behave similar to 2,7‐AQDS, which is shown by comparing the pKa values of 2,7‐AQDS of 
10.6 and 7.6 to the 10.5 and 7.6 for 2,6‐AQDS. Apart from that, Figure 5.4 shows reduction potentials 
conforming to those in Figure 5.7. 
A detailed summary of the AQDS behavior according to the scheme of squares is given in Paper 1. 
Figure 5.7a shows the oxidation and protonation state for AQDS depending on the pH and applied 
potential. Figure 5.7b and c show the pathways for reduction and oxidation of AQDS at pH 0 and 9.76 
respectively. Comparing the pathways for the different pHs, the main difference is that in acid, 
protonation needs to occur before electron transfer, due to the more positive reduction potentials of 
the protonated species compared to those of the deprotonated ones. Since a significant 
concentration‐dependent kinetic impediment is seen only in acidic electrolytes, it is thus assumed 
that the proton transfer is rate‐determining, and that the proton concentration in relationship to the 
concentration of AQDS will determine the kinetics in acid. The oxidative “return” route, on the other 
hand, has minimal proton dependence.  
For the route in the buffered alkaline electrolyte, after the last reductive step, about 85% of the 
species get protonated, corresponding to pKa of 10.6 in pH 9.8. In the oxidative direction, unless the 
potential is directly stepped from the value of E2 = ‐0.56 V to E4= ‐0.13 V, the protonated population 
needs to lose the proton before oxidation. Seen on the unchanging potential of the oxidation peak 
for AQDS in the buffer in Figure 5.4b, the kinetics does not seem to suffer at increased 
concentrations. Therefore, it is assumed that the deprotonation is faster than the oxidation and does 
not limit the rate.  
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Figure 5.7: a) The scheme of squares for AQDS, showing the reduction/oxidation pathway depending 
on pKa and reduction potentials. Values in parentheses are taken for 2,6‐AQDS and are assumed to 
be equal to those of 2,7‐AQDS.[55] The values without parentheses were reported by Forster and 
O'Kelly [63]. b) and c) show the pathways for AQDS in the acid and buffer electrolytes respectively.  
5.2 NDI 
Similar to AQDS,[44] NDI has been reported to self‐associate strongly in aqueous solutions, 
quantified by an equilibrium constant of K = 251 M‐1 which was acquired by measuring 1H‐NMR 
spectra at a range of concentrations of NDI in D2O. 
The NDI molecule was synthesized in 70 g scale according to Figure 5.8 in a facile and manner with 
high yields and water as the only byproduct.  
b c 
Acid Buffer 
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Figure 5.8: Synthesis procedure for the NDI used in this work.  
The first step was done according to literature,[64] and the quaternization simply by bubbling 
chloromethane through a chloroform solution of the tertiary NDI, whereupon the pure product is 
precipitated. The last step was only done with a small fraction of the product from the first step and 
is only necessary if the molecule is to be examined at higher pH values. The tertiary amine sidechains 
are protonated for pH values less than about 8 (pKa  8.1) as shown by the titration curve in Figure 
5.9. For actual flow battery applications, the last reaction step is thus possible to omit, making the 
synthesis quite green. 
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Figure 5.9: Titration curve of 50 ml 15.6 mM tertiary NDI in water by addition of 1 M sodium 
hydroxide.  
5.2.1 NMR Characterization of NDI 
The equilibrium constant for the dimerization of NDI in pH 7 phosphate buffer in D2O was acquired 
by measuring 1H‐NMR spectra at the concentrations shown in Figure 5.10. Although an equilibrium 
constant for the dimerization of NDI in water has been reported, values for the sodium phosphate 
buffer electrolyte used in this work do not exist. 
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Figure 5.10: Self‐association study of NDI in pH 7 phosphate buffer solution in D2O. The x‐axis shows 
the chemical shift in ppm. The inset figure shows the fitting of the shifts to the dimer and isodesmic 
models.  
The peaks are seen to move towards lower chemical shifts, as well as broaden at higher 
concentrations. The peak broadening is indicative of self‐association,[58, 65] and made 
measurements at higher concentrations than 400 mM impossible. The model fits shown in the inset 
of Figure 5.10 yielded equilibrium constants of K=146 M‐1 with a residual of 0.01 ppm for the dimer 
model and K = 104 M‐1 with a residual of 0.04 ppm for the isodesmic model. 
Diffusion coefficients measured and calculated by diffusion NMR will, for a self‐associative system, 
have the following relationship: 
𝐷௠௘௔௦௨௥௘ௗ ൌ 𝑥𝐷௠௢௡௢௠௘௥ ൅ ሺ1 െ 𝑥ሻ𝐷ௗ௜௠௘௥,      9 
Where x is the molar fraction of monomer in solution and D is the diffusion coefficient. In order to 
determine the diffusion coefficients for the monomer and the dimer, diffusion coefficients were 
collected for a range of concentrations, shown in Table 5.2. Furthermore, the sodium salt of a 
molecule commonly used as an NMR reference, 3‐(trimethylsilyl)propionic‐2,2,3,3‐d4 acid (TSP‐D4) 
was added to the stock solution from which the samples were prepared. Thus, although it had a 
constant concentration in all samples the diffusion coefficient of TSP‐D4 was seen to decrease with 
increasing concentration of NDI due to the increased viscosity of the solution. This allowed the 
diffusion coefficients of NDI to be normalized against that of the reference molecule, negating the 
bias from viscosity.  
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Table 5.2: Diffusion coefficients measured by diffusion NMR.  
C (mM)  D (cm²/s)  D ref (cm²/s)  x  Ddimer (cm²/s)  Dmonomer (cm²/s) 
0.25  2.4(1) x 10‐6  4.5(1) x 10‐6  0.94     
1  2.3(0) x 10‐6  4.6(1) x 10‐6  0.81  1.8(1) x 10‐6  2.5(1) x 10‐6 
5  2.2(1) x 10‐6  4.5(0) x 10‐6  0.55     
10  2(1) x 10‐6  4.5(0) x 10‐6  0.44     
25  1.9(2) x 10‐6  4.6(3) x 10‐6  0.31  1.8(1) x 10‐6  2.5(1) x 10‐6 
50  1.8(1) x 10‐6  4(4) x 10‐6  0.23  1.6(1) x 10‐6  2.2(1) x 10‐6 
100  1.6(2) x 10‐6  3.4(1) x 10‐6  0.17     
200  1.4(1) x 10‐6  3.6(2) x 10‐6  0.12     
400  1(0) x 10‐6  2.5(1) x 10‐6  0.10     
 
Inserting the above parameters into Equation 9 resulted in an overdetermined system of equations 
which was solved computationally by QR‐factorization using column pivoting. The diffusion 
coefficients for the monomer and the dimer were calculated for the concentrations analyzed using 
RDE and are shown in Table 5.2.   
5.2.2 Electrochemistry 
The electrochemistry of NDI was examined by CV at a range of different pH values, to gain 
understanding of the electron transfer reaction mechanism. Figure 5.11a and Figure 5.11b show CVs 
for NDI at pH 0 and 7 respectively. D  e to the broadness of the peak at pH 0 and the occurrence of 
two separate redox couples at pH 7, it is concluded that the reduction involves more than one 
electron. Later in this section, by combining information from rotating disk electrode (RDE) 
voltammetry and the potential – pH diagram, it is established that both electrolytes have redox‐
processes that involve a total of two electrons. Therefore, the broadness of the first reduction at pH 
7, which might typically indicate two or more reductions taking place at the same time, is hard to 
explain.  
 
Figure 5.11: CVs for 1 mM NDI in a) 1 M H2SO4 and b) neutral phosphate buffer. The dashed vertical 
line illustrates the reduction potential of AQDS, as comparison. 
A plot of the reduction potentials for NDI at different pHs is seen in Figure 5.12. The red diamonds 
show that the first reduction potential is independent of pH and does not involve any protons. The 
a  b 
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second reduction, the blue markers in the figure, has a slope of 91 mV/pH unit at pH below 3, 
indicating a one electron‐1.5 proton relationship, according to Equation 4.  
It should be remarked that the reduction of NDI occurs at far negative potentials, and if used in a 
redox flow battery, it would possibly yield an operating voltage among the highest of the previously 
reported structures in aqueous solutions.[18, 31, 34, 40, 66‐71] Indeed, more negative potentials are 
not beneficial, due to the parasitic HER reactions eventually taking precedence.  
 
Figure 5.12: Potential‐pH diagram of NDI. At pH below 3, the second reduction follows a one electron‐
1.5 proton slope (or 2 electrons and three protons), and at higher pHs, it is independent of pH, as the 
first reduction couple is over the whole range.  
Similar to the procedure done for AQDS, RDE was coupled with diffusion NMR to assess the 
accessible concentration of NDI in a neutral buffered solution and tested whether it corresponded to 
dimerization. The acid The diffusion coefficients from diffusion NMR were found to be 2.57 and 2.34 
x 10‐6 cm2 s‐1 for the acid and neutral solutions respectively. From the slope in Figure 5.13, the 
accessible concentration was calculated, through the Levich equation, and showed that the reduction 
of 1 mM NDI at pH 0 only involves two electrons. Addition of three protons to each NDI molecule at 
pH values as high as 3 is unlikely, since the third proton would be at a weakly basic carbonyl or imide 
nitrogen. This is further supported by the lack of buffering at lower pHs in the titration curve in 
Figure 5.9.  
 
Figure 5.13: RDE analysis for 1 mM NDI in 1 M H2SO4.  
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Based on this relationship and reasoning, the reduction scheme in Figure 5.14 is proposed for acidic 
solutions as follows. 
 
Figure 5.14: The proposed reduction mechanism for NDI in acidic solutions at pH values lower than 3. 
5.2.3 Dimerization 
After the work on AQDS which showed the impact of dimerization on its electrochemical properties, 
it would be imprudent to neglect examining whether the same behavior could be seen for NDI.  
 
Figure 5.15: RDE analysis for NDI in pH 7 phosphate buffer solution at concentrations of a), b) 1 mM 
and c), d) 50 mM. 
Figure 5.15 shows the results from RDE measurements of NDI in neutral buffered solution. Two well‐
defined diffusion‐limited current plateaus were observed, with the first reduction coming at a less 
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negative potential, and the second reduction at a more negative potential, for 50 mM compared to 1 
mM. The large distance between reduction potentials could enable the use of NDI in a symmetric 
flow battery, where NDI is utilized as both cathodic and anodic electrolytes simultaneously but is not 
further examined in this work. Furthermore, the Levich slope for the first electron is steeper than for 
the second electron at 1 mM, whereas the opposite is true for 50 mM. This suggests a CE‐mechanism 
for the second electron, where a possible reaction could be the dissociation of the dimer. Further 
support of a CE‐mechanism is that the line of the Levich plot for the second electron does not quite 
pass through zero, as well it having slightly parabolic shape, more clearly seen for the 50 mM sample. 
However, for analyzing the limiting currents of the first electron reduction in the system that 
contains a mixture of monomer and dimer, the following modified Levich expression was used: 
𝑖௟𝜔ି
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Where the indices m and d denote the monomer and dimer respectively. Due to the seemingly more 
complex nature of the transfer of the second electron, only the limiting currents from the first 
plateau were used in the following analysis.  
By entering the diffusion coefficients for the monomer and dimer which were calculated in the 
previous section, along with the concentrations corresponding to the equilibrium constant of K=146 
M‐1, it is possible to determine the number of electrons accessible for reduction of the dimer.  
 
Figure 5.16: Comparison of Levich slopes for different number of electrons given for the first electron 
reduction of NDI in pH 7 phosphate buffer. The black line shows the values acquired experimentally 
with RDE. 
Figure 5.16 shows the Levich slopes for three different values for ndimer. The scenario where the dimer 
can gain one electron – half as much as the monomer – is clearly the one in closest agreement with 
experimental data. The green area lies slightly below the experimental values, likely due to the 
inaccuracy of the equilibrium constant acquired by NMR. To examine whether this error is large 
enough to bring uncertainty to the above conclusion, the same analysis as above was repeated, but 
with equilibrium constants of 40 M‐1 and 400 M‐1 instead.  
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Figure 5.17: Levich slope comparisons based on a) K = 40 M‐1 and b) K = 400 M‐1. 
Figure 5.17 shows that even if the equilibrium constant of 146 M‐1 is was to shift by a rough factor 
three in either direction, the conclusion would unambiguously be the same.  
5.2.4 Bulk Electrolysis 
A solution of 25 mM NDI in pH 6.4 sodium phosphate buffer was cycled in a bulk electrolysis cell, 
where all of the material is reduced, as opposed to CV and RDE, where only a small fraction of the 
material is probed. Two plateaus were seen at the electrolysis, corresponding to the two separate 
redox couples, illustrated by the overlaid CV in Figure 4.14.  
 
Figure 5.18: Bulk electrolysis sweep of 25 mM NDI in pH 6.4 sodium phosphate buffer solution. A CV is 
overlaid, to illustrate the relationship between the two electrons and the two potential plateaus. b) 
CVs collected every 20 minutes during the bulk electrolysis.  
The reductive capacities reach values close to the theoretical capacity depicted by the dashed black 
line, see Figure 5.18. A possible explanation to why NDI is quantitatively reduced with BE in 
galvanostatic mode, and AQDS is not, is that the dissociation of the NDI dimer proceeds more rapidly.  
a  b 
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Figure 5.19: a) Bulk electrolysis of 25 mM NDI in pH 6.4 sodium phosphate buffer. b) CVs collected 
before and after reducing and oxidizing the electrolyte for 12 cycles.  
Continuous cycling at a current of 15 mA was performed for twelve cycles whereupon A CV was 
collected, roughly a week after starting. The CV was compared to the initial, untouched solution, and 
it was seen that they overlapped perfectly, indicating little or no material degradation over the 
course of the experiment, showing the exceptional stability of NDI.  
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6 Comparison Between NDI and AQDS 
While both AQDS and NDI dimerize in solution, and both suffer some form or electrochemical 
impediment due to the dimerization, large differences exist in their chemical and electrochemical 
behavior. The reduction of both molecules involves two electrons, but for NDI, the reduction 
potential for the first electron is pH independent, resulting in a tunable potential gap between the 
first and the second electron. The diffusion coefficient for NDI is slightly lower than for AQDS, which 
might decrease the power density somewhat, for a given flow rate. On the other hand, the larger size 
of NDI will decrease the permeability of the molecule through the membrane separating it from the 
side containing the positive electrolyte, resulting in a lower capacity fade with time. Lastly, the 
dimerization of NDI, while happening to a much larger extent than for AQDS, does not limit the 
accessible capacity from bulk electrolysis as it does for AQDS. The reason for this is yet unclear, but if 
the reason is simply that the respective inactive dimers need time to dissociate in response of the 
shifting equilibrium due to the consumption of monomer, then this is might not be a big problem for 
either molecule in the application of large‐scale flow batteries, as the charge and discharge times are 
longer than for most lab‐scale flow battery experiments.   
7 Conclusions and Future Work 
The dimerization of AQDS, NDI and other planar aromatic molecules is indeed a phenomenon that 
needs to be taken into account when considering the viability of organic molecules for AqORFBs. 
Already at concentrations of 50 mM, a considerable decrease of capacity was seen for AQDS. This is 
detrimental for practical applications as AqORFBs since a typical operating concentration for the final 
application is 10‐20 times higher.[12, 33] Although NDI has yet to be examined in a flow cell at high 
concentrations, there are indications that the dimerization will not be as problematic for NDI as for 
AQDS. Thus, by employing a deeper electrochemical analysis of the molecules, a considerable 
amount of information about their respective applicability for flow batteries could be gleaned, as was 
envisioned in Section 2. 
It is further concluded that NDI shows great promise as a negative electrolyte material, due to its 
ease of synthesis, deeply negative reduction potential and exceptional stability. This gives credence 
to the synthesis strategy stated in Section 2, to solubilize and examine candidate molecules currently 
used in non‐aqueous flow batteries as well as other related non‐aqueous applications. 
Lastly, in pursuit of novel materials for aqueous organic flow batteries, one interesting synthesis 
strategy is simply to solubilize promising candidates from non‐aqueous flow batteries and examine 
their behavior in aqueous electrolytes. 
Future work includes looking into the apparent rate constant of the electron transfer of NDI, which is 
an important figure of merit as it partly determines the overpotential and thus the energy efficiency 
of the system. To tune the reduction potential of NDI, adding electron withdrawing and electron 
donating substituents to the naphthalene core will tested. The molecule needs to be tested in an 
actual flow battery, where it can be investigated how effects such as crossover, diffusivity and 
kinetics influence its performance. Furthermore, the possibility of using NDI as a molecule for 
symmetric flow batteries should be pursued, as there are great advantages in terms of crossover and 
mass‐production scalability to be had, if the same molecule can be used on both the negative and 
the positive side of the battery.  
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