ABSTRACT: The present study first reviews the performance of different models in generating daily precipitation amounts. Eight models with different levels of complexity are then selected to simulate daily precipitation for 35 stations across the world. All 8 models adequately reproduce the observed mean precipitation at daily, monthly and annual scales, while all of them underestimate the standard deviation of monthly and annual precipitation. However, the compound distributions are generally better than the single distributions at reducing the variance overdispersion, with the exception of the skewed normal (SN) distribution. The nonparametric kernel density estimation (KDE) is consistently better than all the parametric distributions. With the exception of the SN distribution, all the single distributions underestimate the upper tail of daily precipitation distribution. However, the generalized Pareto distribution-based compound distributions provide a reasonable performance for simulating the upper tail, even though they are slightly worse than the KDE, which displays the best performance. Overall, the compound distributions generally perform better than the single distributions, and the nonparametric KDE performs better than the parametric distributions. However, the complicated structure of the compound distribution and of the KDE and the limited extrapolation ability of the KDE may restrict their application to climate change impact studies. The 3-parameter SN distribution displays a similar or even slightly better performance than the compound distributions, and this distribution may be the first choice to be incorporated into a weather generator for studying climate change impacts, especially for riskrelated assessments.
INTRODUCTION
Stochastic weather generators are computer models usually used to generate time series of climate variables with an arbitrary length for a specific location. By interpolating parameters from adjacent gauged stations, weather generators can be used to generate climate time series for ungauged locations (Baffault et al. 1996 , Semenov & Brooks 1999 , Wilks 2008 . Over the last 2 decades, the most promising implementation of stochastic weather generators has been their use as downscaling tools for climate change impact studies, which is achieved by perturbing the weather generator parameters according to relative changes projected by global and regional climate models (e.g. Semenov & Barrow 1997 , Wilks 1992 , 1999a , Pruski & Nearing 2002 , Zhang et al. 2004 , Qian et al. 2005 , Zhang 2005 , Zhang & Liu 2005 , Kilsby et al. 2007 , Chen et al. 2012a . One advantage of using a stochastic weather generator relative to other statistical downscaling methods is that an ensemble of climate time series can be produced, thus permitting risk analysis of climate events and climate change impacts. Accordingly, several stochastic weather generators have been developed in the last few decades, such as Weather Generator (Richardson 1981 , Richardson & Wright 1984 , USCLIMATE (Hanson et al. 1994) , CLImate GENerator (CLIGEN) (Nicks & Gander 1994) , Climate Generator (ClimGen) (Stöckle et al. 1999 ), Long Ashton Research Station-Weather Generator (LARS-WG) (Semenov & Barrow 2002) , and Weather generator of the École de Technologie Supérieure (WeaGETS) (Chen et al. 2012b ). The stochastic component of a weather generator was also used by the statistical downscaling model for climate change impact studies (Wilby et al. 2002) .
The generation of precipitation is one the most important components for a stochastic weather generator. Precipitation is usually generated using a 2-part model, one for generating precipitation occurrence and the other for generating precipitation amount. Given the occurrence of a wet day, a number of models have been proposed to generate daily precipitation amounts. Probability (parametric) distributions are the type most widely used to generate daily precipitation amounts. They usually include single distributions, such as the exponential (EXP) (Todorovic & Woolhiser 1975 , Woolhiser & Roldán 1982 , gamma (GAM) (Ison et al. 1971 , Richardson & Wright 1984 and skewed normal (SN) (Nicks & Gander 1994) distributions, and compound distributions, such as the mixed exponential distribution (MEXP) (Woolhiser & Roldán 1982 , Wilks 1999b . Alternatively, daily precipitation is also generated using semi-empirical (semi-parametric) (Semenov & Barrow 2002) and nonparametric distributions (Mehrotra & Sharma 2007a,b) . A review of each model for generating daily precipitation will be presented in the second section.
The performance of a stochastic weather generator in producing daily precipitation amounts is generally dependent on a model's complexity. For example, Wilks (1999b) compared a 2-parameter GAM distribution with a 3-parameter MEXP distribution in generating daily precipitation over 30 stations dispersed across the United States. The results indicated that the 3-parameter MEXP distribution was better the 2-parameter GAM distribution for all stations with respect to preserving the inter-annual variability and representing extreme events. Given the number of precipitation models, it is necessary to compare their performance in various climate conditions. Even though a large number of the studies involved comparing the performance of different precipitation models, they either only covered a part of the global climate or compared a limited number of precipitation models, or both. Summarizing these results to provide a general recommendation for the use of these models for different purposes is a worthwhile endeavor. The present paper first reviews the previous work involved in generating daily precipitation amounts. Eight models with different levels of complexity are then compared with respect to reproducing the main characteristics of precipitation, including mean, standard deviation, overall distribution and extreme. The 8 models can be classified into parametric probability distributions (7 models) and a nonparametric distribution (1 model). The 7 parametric distributions can further be classified into 4 single distributions and 3 compound distributions. For the compound distribution, one probability distribution is used to simulate the bulk of precipitation distribution, and the other is used to simulate the upper tail. A total of 35 stations across the world with annual precipitation ranging between 65 and 3400 mm were selected to compare the performance of these models.
REVIEW OF PRECIPITATION MODELS
The generation of daily precipitation amounts is one of the main objectives of a stochastic weather generator. The most prominent statistical characteristic of daily precipitation amounts is that their probability distribution is strongly skewed to the right. In other words, very small daily precipitation happens very frequently, while heavy daily precipitation is relatively rare. However, it is heavy precipitation that has tremendous effects on agriculture, hydrology and soil erosion. For example, soil erosion on the Loess Plateau of China (one of the most severely eroded regions in the world) is usually at tri butable to a few heavy precipitation events each year (Zhou & Wang 1992) . The simulation of heavy precipitation occurrence and magnitude is thus of great importance for a precipitation generator. However, most of the parametric distribution-based models, such as the most widely used EXP and GAM distributions, are usually less useful to represent heavy precipitation. Table S1 in the Supplement (at www. int-res. com/ articles/ suppl/ c059 p189_ supp. pdf) lists 47 studies involved in generating daily precipitation amounts for a large range of climate conditions. Although the references presented are not exhaustive, they are able to provide useful information about the typically used precipitation models. Generally speaking, these precipitation models can be classified into 2 categories: parametric distributions and nonparametric distributions. The parametric distributions can be further classified into single distributions and compound distributions. For the single distribution approach, only 1 probability distribution is used to simulate the entire range of daily precipitation amounts. The EXP, Kappa, GAM, Weibull (WBL), SN and transformed truncated normal distributions are the most commonly used single distributions found in the literature. The lognormal distribution was also used in a few studies. In particular, 1-parameter EXP and 2-parameter GAM are the distributions used most broadly, and they are able to reproduce the mean precipitation characteristic. However, they were both found to underestimate the upper tail of daily precipitation distribution, especially for extreme precipitation events over several decades (Buishand 1978 , Guttorp 1995 , Racsko et al. 1991 , Semenov & Porter 1995 as these distributions are not heavy-tailed. Moreover, single distributionbased weather generators usually considerably underestimate the inter-annual variability of precipitation (Buishand 1978 , Johnson et al. 1996 , Wilks 1989 , 1999b , Gregory et al. 1993 , Katz & Parlange 1993 , Hansen & Mavromatis 2001 , Zhang & Garbrecht 2003 , Chen et al. 2009 ). This is an inherent characteristic of stochastic models since there is no accounting for the low-frequency component of climate variability. The simple stationarity models (whose statistics do not change from month to month and from year to year) cannot fully reproduce the variability of a nonstationarity climate (Zhang & Garbrecht 2003 , Chen et al. 2009 ). Therefore, it is necessary to introduce some degree of nonstationarity into these models. Several studies have worked on correcting the low-frequency variability for precipitation (Grondona et al. 2000 , Hansen & Mavromatis 2001 , Dubrovsky et al. 2004 , Wang & Nathan 2007 , Chen et al. 2010 . The spectral correction method proposed by Chen et al. (2010 Chen et al. ( , 2011 is arguably the best method available for dealing with the lowfrequency problem. This spectral correction method was incorporated into WeaGETS to correct the monthly and inter-annual variability for precipitation and temperature (Chen et al. 2012b ). To our knowledge, this is the first publicly available weather generator that includes a component to deal with the low-frequency problem.
The 2-parameter WBL distribution has also been used to simulate daily precipitation amounts; for example, it has been incorporated into a stochastic weather generator in ClimGen. It was able to reproduce the mean characteristics of observed precipitation but underestimated the number of extreme rainfall events (Safeeq & Fares 2011) because the 2-parameter WBL distribution is also not heavytailed. The 3-parameter SN distribution was incorporated into CLIGEN to simulate daily precipitation amounts. CLIGEN has been widely assessed and used for climate change impact studies across the United States, Canada, Australia and China. It has generally performed better than the EXP and GAM distributions at representing heavy precipitation and inter-annual variability (Chen et al. 2012b ). However, instead of using uniform random numbers as in other distributions (e.g. EXP and GAM distributions), the SN distribution generates daily precipitation amounts based on normally distributed random numbers. Thus, it results in negative precipitation events when the skewness coefficient is > 4.5 (Meyer 2011) . A range check (using a truncated distribution, for example) is necessary to ensure that the daily precipitation amount is positive. The range check usually affects the characteristics of small precipitation events and may result in a slight overestimation of the mean precipitation amount.
Since single distributions were found to inadequately reproduce the entire range of daily precipitation, compound distributions were used to simulate daily precipitation amounts (Wilks 1999b , Furrer & Katz 2008 , Li et al. 2012 . Two-component distributions were usually used: one for simulating the bulk of precipitation distribution and the other for simulating the upper tail. The 3-parameter MEXP distribution is one of the most typical 2-component compound distributions, with one EXP distribution for simulating the bulk and the other for simulating the upper tail (Wilks 1999b , Schoof et al. 2005 , Liu et al. 2011 , Schoof 2008 , Chen et al. 2012b . The MEXP distribution is generally superior to single distributions at simulating the upper tail of daily precipitation distribution, as well as other precipitation characteristics. However, extreme precipitation events are still somewhat underestimated for some cases. For example, Wilks (1999b) showed that, even though the MEXP distribution is consistently better than the common-α GAM and the independent and identically distributed GAM distributions at simulating extreme precipitation, the negative bias of the generated largest precipitation is still >10 mm over a combination of 12 months and 30 stations. The generalized Pareto (GP) distribution is usually used to simulate extreme precipitation events and has shown a reasonable performance (Van Montfort & Witter 1986 , Li et al. 2005 . Thus, it has often been combined with other single distributions to simulate the entire range of daily precipitation. For example, Furrer & Katz (2008) proposed a compound distribution combining the GAM and GP distributions (GAMP) to improve the simulation of extreme precipitation events. The performance of this model was further assessed by comparing the simulations with a GAM distribution and the stretched exponential model. The results showed that none of the distributions completely resolved the problem of producing ex treme precipitation; however, GAMP was consistently superior to the other 2 models. The dynamic compound of GAM and GP distributions was also applied by Li et al. (2012) and compared to other distributions. However, the high complexity of this distribution (6 parameters) limits its implementation in practice. Li et al. (2012) proposed a 3-parameter hybrid probability distribution to model the full spectrum of daily precipitation amounts. The low-to-moderate precipitation was simulated using the EXP distribution, and the heavy-to-extreme precipitation was simulated using the GP distribution. The hybrid EXP and GP distribution (EXPP) is relative easy to implement and was adequate at capturing both the bulk and the tail of the daily precipitation amount. This distribution was evaluated in the state of Texas using 48 stations (Li et al. 2012) . A further evaluation across a wide range of climate regions may be necessary.
Semi-parametric and nonparametric distributions have also been used to simulate the daily precipitation amount in several studies (Semenov et al. 1998 , Semenov & Barrow 2002 , Mehrotra & Sharma 2007a . However, they were used much less frequently than the parametric distributions, due to their complicated structures. A typical implementation of the semi-empirical distribution is the one used by LARS-WG (Semenov et al. 1998 , Semenov & Barrow 2002 , Semenov 2008 , based on a histogram with 10 intervals. Random values from the semi-empirical distributions were chosen by first selecting one of the intervals and then selecting a value within that interval from the uniform distribution. The semi-empirical distribution is flexible enough to closely fit any shape of distribution. However, many more parameters need to be estimated during the calibration process than for parametric distributions. For example, for the semi-empirical distribution used by LARS-WG, 21 parameters have to be fitted with 11 values denoting the interval bounds and 10 values indicating the number of events within each interval. A longer observed time series is thus required to estimate all these parameters (Soltani & Hoogenboom 2003) , which greatly increases the complexity of using this distribution for climate change impact studies. Moreover, when using the parametric distribution, the noise of the observed data is smoothed out, and the sound interpolation and extrapolation abilities of parametric distributions allow extreme values outside the range of the observed data to be simulated (Semenov et al. 1998) .
Unlike the parametric methods based on assuming the shape of the underlying probability density, nonparametric methods use the entire observed record to characterize the probability density function (PDF). The underlying concept of a nonparametric distribution is the same as that of the histogram: counting the relative frequency of the data lying in a local neighborhood about the point of estimation. Most nonparametric density estimators can be expressed as a kernel density estimation (KDE) (Sharma et al. 1997) . With kernel methods, the neighborhood depends on the extent of the kernel functions (smoothing functions, such as a Gaussian PDF, centered at each sample observation) (Sharma & Lall 1999) . The KDE is able to reproduce the key rainfall statistics fairly accurately at the daily scale as well as at longer timescales (Sharma & Lall 1999 , Mehrotra & Sharma 2007a . However, due to their complicated structure, nonparametric distributions are not as frequently used as parametric probability distributions incorporated into weather generators for climate change impact studies. The choice of either distribution category generally depends on the study objective.
Overall, the following 3 conclusions can be drawn from the above review of stochastic weather generators in terms of the generation of daily precipitation amounts: (1) Single distributions, in particular the EXP, GAM and SN distributions, are the ones most widely used to simulate daily precipitation amounts and are able to reproduce the main characteristics of daily precipitation. However, they generally poorly represent the upper tail of precipitation distribution.
(2) The 3-parameter MEXP is one of the most widely used compound distributions for simulating the daily precipitation amount. Compound distributions generally perform better than single distributions at representing the extreme precipitation events. How-ever, they often suffer from complicated structures, such as a large number of parameters and a complex distribution function. (3) A few studies used semiparametric and nonparametric distributions to simulate daily precipitation amounts. These distributions are generally superior to parametric distributions at reproducing the main characteristics of the observed precipitation amounts. However, their complicated structures partly restrict their application to climate change impact studies. Another potential drawback of semi-parametric and non-parametric distributions is their poor ability to extrapolate the upper tail of precipitation distribution. Thus, they may not be able to properly represent extreme precipitation events, especially under climate change conditions.
METHODS

Study area and dataset
A total of 35 stations dispersed across 5 continents (20 countries) selected from different climate zones based on the Köppen climate classification (Kottek et al. 2006) were used in the present study (Fig. 1) . The 35 stations cover a large range of climate types, from polar to tropical, continental to oceanic and rainforest to desert. Table 1 presents the basic information including the location, record of time series, mean annual precipitation and maximum daily precipitation for all 35 stations. The mean annual precipitation varies from 65.4 mm (Alger-Dar el Beida in Algeria) to 3400.3 mm (Legaspi in the Philippines) with registered daily maximum precipitation values of 13.7 and 485.0 mm, respectively, which adequately represents the global climate variability.
The daily precipitation time series were obtained from the Global Historical Climatology Network Daily (www.ncdc.noaa.gov/oa/climate/ghcn-daily/), an integrated database of daily climate summaries from land surface stations across the globe (Klein Tank et al. 2002) . The time series were carefully selected. All the time series are > 30 yr; the longest time series is up to 145 yr.
Eight precipitation models
The performance of 8 models with different levels of complexity was compared with respect to simulating the daily precipitation amount for all 35 stations. Since all the models have been used in previous studies, Table 2 Author copy corresponding references listed in Table 2 . The 8 models can be classified as based on a parametric distribution (EXP, GAM, WBL, SN, MEXP, EXPP and GAMP) or nonparametric distribution (KDE). The 7 parametric distributions can further be classified into 4 single distributions (EXP, GAM, WBL and SN) and 3 compound distributions (MEXP, EXPP and GAMP) with the number of parameters ranging between 1 and 4.
Generation process
The daily precipitation is generated using a 2-part model to generate the precipitation occurrence and amount. Parameters of both occurrence and amount models are estimated separately for each month. The precipitation occurrence is first generated using the first-order, 2-state Markov chain. The probability of precipitation occurrence on a given day is based on the wet or dry status of the previous day, which can be defined in terms of the 2 conditional transition probabilities: a wet day following a dry day and a wet day following a wet day. If a random number drawn from the uniform distribution for each day is less than the precipitation probability for the given previous status, a precipitation event is predicted. For a predicted rain day, the precipitation amount is generated using the 8 different models. Even though the present study focuses on the evaluation of different models for generating precipitation amounts, the Markov chain to model the occurrence process is nonetheless needed to produce meaningful aggregated rainfall amounts at the monthly and yearly levels. To avoid the possible bias resulting from the Markov chain process, the exact same occurrence time series was used by all 8 models to generate the daily precipitation amounts. Daily precipitation time series of 600 yr are generated for each model. Long time series are used to obtain the true expectancy of a weather generator. Short time series could result in biases due to the random nature of the stochastic process (Chen et al. 2012a ). The precipitation amount of 0.1 mm is used as a threshold to determine whether a given day is wet or dry. The parameters (mean, standard deviation and skew coefficient) of the SN distribution are estimated using the method of moments for each month. However, parameters of the other 6 probability distributions are estimated using the maximum likelihood method at the monthly basis.
During the generation process, a random number control must be conducted for SN, EXPP and GAPP distributions to avoid outlier values. For example, with the SN distribution, it is possible to generate negative values when the absolute skewness coefficient is > 4.5 (Meyer 2011) . A truncated distribution was used in our study to ensure that the daily precipitation is always positive.
In contrast, when the GP distribution is used to simulate the tail of the daily precipitation distribution, such as in the EXPP and GAMP distributions, a few cases of extremely high values could be generated. As Li et al. (2013) pointed out, this occurs because 'the tail index of the Pareto component is usually forced to be positive to meet the heavy-tailed nature of daily rainfall amounts. The PDF of a GP distribution with a positive tail index slowly varies at infinity (Feller 1968) , which means that high quantiles (e.g. 0.9999+) would be very large.' In the present study, unreasonably large values were screened out using a threshold of the probable maximum precipitation (PMP). For a given station, PMP values were first estimated based on Chow's (1951) general frequency equations (Eqs. 1 & 2) (Casas et al. 2011) for each calendar month.
(1) (2) where X m , and σ n are the highest, mean and standard deviation, respectively, for a series of n annual maximum rainfall values of a given duration; and σ n-1 are the mean and standard deviation, re spec tively, for this series excluding the highest value from the series; and k m is a frequency factor. The CDF of the PMP values were then calculated for each month and station. The daily precipitation for that month is then generated based on uniformly distributed random numbers between 0 and the corresponded quantile of PMP rather than between 0 and 1. 
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With the KDE, the model also generates negative precipitation for a few cases, when the density is allowed to extend over the entire range, because the left tail of the empirical distribution may be < 0. This problem is avoided by adjusting the bandwidth of the kernel-smoothing window. Specifically, negative values were avoided by adjusting the bandwidth of the kernel-smoothing window. If the negative values exceeded 5 ‰ of all the generated precipitation events, a lower value of bandwidth (e.g. half of the normal) was used to re-generate the daily precipitation time series. After doing this, if the negative values still exceeded 5 ‰, an even smaller bandwidth (e.g. one-fourth) was used. After these 2 iterations, if negative values still existed, the random numbers were re-generated, and the same procedure was applied. Once negative values were below 5 ‰, they were simply replaced by the lowest value of daily precipitation (e.g. 0.1 in the present study). These steps are reasonable because the KDE has very limited capacity for extrapolating extreme (both low and high) values. Even though negative values do exist, they are very close to zero.
Statistical analysis
Daily, monthly and annual precipitation amounts generated using 8 models are compared with respect to reproducing the observed precipitation statistics, including the mean, standard deviation, overall distribution and extreme values. The relative error (RE), computed as the difference between generated and observed values divided by observed values, is also presented. The mean absolute relative error (MARE) is used as a criterion to evaluate different models with respect to reproducing the daily, monthly and annual mean precipitation. The squared ranks test (Conover 1999) , applicable to any type of distribution, is used to test the equality of the standard deviation of observed and generated time series. A nonparametric Kolmogorov-Smirnov (K-S) test is used to test the equality of the 2 population distributions of ob served and generated data. The K-S test statistic (distance D), which is the maximum absolute deviation between 2 samples of empirical distribution functions, is also presented. All the tests are 2-tailed with a significance level of p = 0.05. It should be noted that when the sample size is very large, those statistical tests become excessively stringent. Thus, it may not be appropriate to evaluate a specific model based on only the significance level. Selected percentiles (15th, 25th, 50th, 75th, 95th and 99th) of daily precipitation are calculated for all 12 months and 35 stations. The 15th, 25th, 50th and 75th percentiles represent the distribution of the light and medium precipitation, and the 95th and 99th percentiles represent the distribution of the heavy and extreme precipitation events.
The preservation of the low-frequency variability and the representation of heavy and extreme precipitation are 2 important criteria for assessing the ability of a weather generator to simulate the daily precipitation amount. The variance overdispersion (VO) (Wilks 1999b) , computed from the difference between the variance of observed and generated precipitation divided by that of the generated precipitation, is calculated to quantify the monthly and inter-annual variability. The reproduction of the annual maximum daily precipitation is evaluated using frequency analysis with 15, 50, 100 and 200 yr return periods. To obtain the return periods, the annual maximum daily precipitation was modeled using the generalized extreme value distribution (Coles 2001) .
RESULTS
General characteristics of the generated precipitation
4.1.1. Mean precipitation Fig. 2 and Figs. S1 & S2 (in the Supplement) show the scatter plots of the observed daily (precipitation amount [H] ≥ 0.1 mm), monthly and annual precipitation vs. the generated counterpart, respectively, for all 8 precipitation models and 35 stations. All 8 models reasonably reproduce the mean of the daily, monthly and annual precipitation, as indicated by the fact that all precipitation values are close to the 1:1 lines. The MAREs range be tween 0.51 and 4.2% for daily precipitation and be tween 3.67 and 8.09% for both monthly and annual precipitation. The compound and nonparametric distributions do not show any advantage at producing mean precipitation; in fact, they are even slightly worse than the single distributions for some stations. However, the overall performance is quite good for all the models.
Standard deviation of precipitation
The commonly used EXP and GAM distributions considerably underestimate the standard deviation of daily precipitation (H ≥ 0.1 mm), followed by the WBL distribution, with VOs of 99.2, 40.7 and 21.3% (Fig. 3) , respectively, implying these 3 single distributions underestimate the high-frequency variability of precipitation. However, the 3-parameter SN distribution consistently shows a much better performance with a VO of 5.1%, indicating the improved performance by including 1 additional parameter. The other reason may be the different method used to estimate model parameters. The maximum likelihood estimates for the GAM distribution generally tend to underestimate the variance, while the variance could be reproduced when using the method of moments. The compound distributions are consistently better than the single distributions (with the exception of the SN distribution) at preserving the high-frequency variability of precipitation. In particular, the GAMP distribution slightly overestimates the standard deviation of daily precipitation, with a VO of −8.8%. The KDE is superior to all parametric distributions with its VO of −0.2%. The squared ranks test used to test the equality of the standard deviation between observed and generated time series further proves these conclusions.
All 8 models underestimate the standard deviation of monthly and annual precipitation as indicated by the scatter plots and VO in Figs. S3 & S4, implying that all models underestimate the low-frequency variability of precipitation. The 1-parameter EXP and 2-parameter GAM distributions are consistently worse than all the others. Even though WBL is also a 2-parameter single distribution, it consistently performs better than the 2-parameter GAM distribution. The 3-parameter SN distribution performs better than the other 3 single distributions -even better than the compound distributions for same cases. The KDE consistently shows the best performance at preserving the low-frequency variability of precipitation. The squared ranks test testifies to the EXP distribution's ranking as the worst performance, followed by the GAM distribution (Table 3 ). The SN and MEXP distributions out-perform the other parametric distributions. The KDE consistently performs better than all of the parametric distributions. However, there are still significant differences between ob served and generated data for 25 of the 35 stations and 215 of the 420 station-month combinations.
Distribution of precipitation
Scatter plots between generated and observed percentiles (15th, 25th, 50th, 75th, 95th and 99th, denoted by Q15, Q25, Q50, Q75, Q95 and Q99, respectively) of daily precipitation are presented in Author copy Fig. 4 to represent the overall distribution of daily precipitation (H ≥ 0.1 mm). For convenience, the 6 percentiles are classified into 3 groups, with Q15 and Q25 representing light precipitation, Q50 and Q75 representing medium precipitation and Q95 and Q99 representing heavy precipitation. The EXP distribution overestimates the percentiles of light precipitation and underestimates the percentiles of heavy precipitation, with mean relative errors (MREs) of 118.6 and −29.8% for Q15 and Q99, respectively, across all station-month combinations. The percentiles of medium precipitation are also somewhat overestimated. The overestimation of the light and medium precipitation and the underestimation of the heavy precipitation (Fig. 4) explain the reasonable reproduction of the mean precipitation (Fig. 2) . GAM is much better than the EXP distribution at representing the distribution of daily precipitation. However, the light and medium precipitation (Q25 and Q50) are still somewhat overestimated, with MREs of 29.7 and 31.2%, while the heavy precipitation (Q95 and Q99) is underestimated, with MREs of −8.7 and −18.7%, respectively, across all station-month combinations. Even though WBL is also a 2-parameter distribution, it is consistently better than the 2-parameter GAM distribution at representing the overall distribution of daily precipitation, although WBL still underestimates the heavy precipitation with MREs of −6.5 and −11.4% for Q95 and Q99, respectively. The SN distribution considerably overestimates the percentiles of light precipitation, a consequence of the range check that ensures that daily precipitation is not negative. However, the percentiles of medium and heavy precipitation are well reproduced by SN. In particular, Q99 is very reasonably reproduced with MREs of −3.4% across all station-month combi- Table 3 . Percentage of stations (total of 35) for daily and annual precipitation, and the station-month combinations (35 × 12 = 420) for monthly precipitation that rejected the squared ranks tests at the p = 0.05 level nations, indicating that the single SN distribution is able to appropriately represent heavy to extreme precipitation events. This is in line with the study of Chen et al. (2009) , who assessed the performance of CLIGEN for the Loess Plateau of China. The compound distributions (MEXP, EXPP and GAMP) are consistently better than the single distributions at representing the upper tail of the distribution. In particular, the hybrid distributions using the GP distribution to simulate the upper tail of daily precipitation distribution (EXPP and GAMP) are consistently better than the MEXP distribution at simulating heavy precipitation. As expected, the nonparametric KDE, having no fixed structure and depending upon all the data points to reach an estimate, is consistently better than all the parametric distributions at representing the entire distribution of the observed daily precipitation.
The K-S test is further used to test the similarity of the 2 population distributions of observed and generated daily, monthly and annual precipitation (Table 4 ). Due to the large generated sample size, the null hypothesis that the 2 samples (observed and generated daily precipitation) are from the same population is rejected for all 8 models and 35 stations at the p = 0.05 level when the precipitation threshold is set to 0.1 mm. Thus, the mean value of the K-S statistic D, which is the maximum absolute deviation between the 2 empirical distributions, is also presented in Table 4 to show the different performance of each model. In terms of the mean value of the K-S statistic, the KDE performs better than all other models, and the EXP distribution shows the worst performance, followed by the SN distribution. The compound distributions generally perform better than the single models. However, when the precipitation threshold Author copy is set to 5 mm, the SN distribution is consistently better than all the other single distributions. This occurs because SN overestimates the light precipitation, due to the range check. The EXP distribution is the worst at representing the distribution of monthly precipitation, with a significant difference between observed and generated monthly precipitation for 157 of 420 station-month combinations at p = 0.05. The compound distributions (except for the EXPP distribution) are slightly better than the other single distributions (EXP, GAM and WBL) at preserving the distribution of observed monthly precipitation with respect to the K-S tests. Again, the EXP distribution shows the worst performance at representing the distribution of observed annual precipitation, with significant differences between generated and observed data for 27 of 35 stations. However, a similar performance is observed for all the other single distributions and for all of the compound distributions. The nonparametric KDE is consistently better than the parametric distribution, even though there are significant differences between the generated and observed data for 17 of 35 stations.
Extreme precipitation characteristics
The accurate representation of extreme precipitation is one of the most important characteristics for a stochastic precipitation generator, especially when it is used for hydrological simulations. Hydrological disasters, such as floods and severe soil erosion, are generally due to a few extreme precipitation events. The performance of 8 different models is further evaluated with respect to reproducing extreme precipitation. In contrast to previous sections that calibrated all 8 amount models based on entire precipitation time series, the analysis of extreme precipitation was based on an out-of-sample evaluation. Specifically, the entire historical time series was divided into 2 halves for each station. The first half was used to calibrate the model and then generate a time series of 600 yr. The generated time series was then compared with the observed data of the second half with respect to reproducing the extreme values. Fig. 5 presents the frequency analysis for annual maximum daily precipitation with return periods of 15, 50, 100 and 200 yr. The EXP distribution consistently underestimates the extreme daily precipitation for all re turn periods and stations. The MREs of extreme daily precipitation range between −49.4 and −40.8% across all 35 stations. The 2-parameter GAM performs better than the EXP distribution, with MREs ranging between −36.0 and −27.2% across all 35 stations. WBL also underestimates the extreme precipitation for all return periods. However, it is consistently better than the EXP and GAM distributions, with MREs ranging between −17.4 and −13.1% across all 35 stations. The SN distribution reproduces the extreme daily precipitation reasonably well for all return periods and is consistently better than all other parametric distributions in terms of the MRE.
The MEXP distribution is better than the single EXP and GAM distributions at simulating heavy precipitation. However, it still considerably underestimates the extreme daily precipitation, with MREs ranging between −23.5 and −15.1% across all 35 stations, which is even slightly worse than the WBL distribution. This indicates that the EXP distribution combined with the MEXP is still not adequate to simulate the upper tail of the daily precipitation distribution. EXPP and GAMP are consistently better than the MEXP distribution, indicating that the GP distribution is more appropriate than the EXP distribution Table 4 . Percentage of stations (35) for daily and annual precipitation, and the station-month combinations (35 × 12 = 420) for monthly precipitation that rejected the Kolmogorov-Smirnov (K-S) tests at the p = 0.05 level. The K-S test statistics (D) are also presented at simulating the upper tail of the daily precipitation distribution. The KDE simulates the extreme precipitation reasonably well for all return periods and stations and is even consistently better than the compound distributions. However, this does not mean that the KDE is the best choice to simulate extreme precipitation. The good performance of the KDE may be because of the similarity of extreme precipitation pattern for 2 divided periods. The KDE performs accurately at the first period and can also perform reasonably at the second period. The other reason is probably because of long precipitation time series used for all stations. There are a large number of extreme values to cover the entire upper tail of the daily precipitation distribution, even only using a half period. However, for other studies that need to use the precipitation model to generate new extremes (e.g. climate change impact studies), the KDE may not be appropriate due to its limited capability of extrapolation. This will be discussed in detail in the next section.
DISCUSSION
Several precipitation models have been developed and applied to simulate daily precipitation amounts, and their performance under various climate conditions needs to be assessed. The present study evaluates the performance of 8 precipitation models with different levels of complexity over 35 stations throughout the world. Prior to comparing these 8 models, the precipitation generators were first reviewed with respect to the generation of daily precipitation amounts. The 8 precipitation models were then compared in terms of how their results compared to observed precipitation characteristics including the mean, standard deviation, overall distribution and extreme.
All the distributions reasonably reproduce precipitation at daily, monthly and annual scales. However, both EXP and GAM considerably underestimate the standard deviation of daily precipitation, indicating that these 2 distributions substantially underestimate Author copy the high-frequency variability of precipitation. The 2-parameter WBL also underestimates the high-frequency variability of precipitation but is much better than the EXP and GAM distributions. The single SN distribution is consistently better than all the other single distributions. This is because the inclusion of additional parameters increases the model's flexibility. The other reason may be due to the different method (method of moment vs. maximum likelihood) used to estimate model parameters. The method of moment has advantages for reproducing the standard deviation for precipitation. With the increase in complexity, the compound distributions generally perform better than the single distributions for preserving the high-frequency variability, with the ex ception of SN. The KDE consistently shows the best performance. Additionally, all the models underestimate the lowfrequency variability of precipitation because they do not specifically take into ac count the low-frequency component of climate variability. However, by increasing the model's complexity, the preservation of low-frequency variability is remarkably improved. The 3-parameter SN distribution is better than all the other single distributions and is even better than the compound distributions for some cases. The KDE generally shows the best performance. It should be noted that the distribution type itself can alleviate the problem of overdispersion but cannot properly remove it (Wilks 1999b) . As mentioned earlier, simplifying the assumptions of stationary models cannot fully reproduce the variability of a nonstationary climate. Moreover, the loss of low-frequency variability is a combined effect of occurrence dispersion and amount dispersion. Ac cording to Wilks (1999b) , the first-order Markov chain used to generate the precipitation occurrence also underestimated the inter-annual variability of precipitation. Katz & Parlange (1998) considered the variance decomposition in terms of different aspects of the occurrence and amount processes. However, the exact same time series of precipitation occurrence was used by all 8 models to generate daily precipitation amounts. It can be expected that the shortcoming of the first-order Markov chain has the same effect on variability in amount models at both short and long time scales. Furthermore, it is acknowledged that the nature of the generated daily precipitation series depends not only on the distribution models used for generating precipitation amounts but also on the occurrence models for generating precipitation occurrence. It may be more reasonable to evaluate different distribution models independently from the occurrence process. A goodness-of-fit analysis could then be performed for each candidate distribution against observations of wet-day precipitation only. In this analysis, it would probably be found that the distribution family with better goodness-of-fit may not necessarily have better performance in generating precipitation series in the sense of resolving observed statistics. The most likely reason would be the structure of the stochastic weather generator. However, the present study compares different distribution models for generating precipitation amounts not only at the daily scale but also at monthly and annual scales, including the mean values of monthly and annual precipitation and their low-frequency variability. The Markov chain to model the occurrence process is necessary to produce meaningful aggregated precipitation amounts at the monthly and yearly level. Moreover, the exact same precipitation occurrence series were used by all 8 distribution models when generating precipitation amounts in the present study. Accordingly, the occurrence model is expected to have the same effect on all of the generated precipitation time series.
With the exception of SN, all the other single distributions underestimate the heavy precipitation. However, the heavy precipitation is reasonably reproduced by SN, even though the light precipitation (Q15) is somewhat overestimated. Although the random number control slightly affects the reproduction of light precipitation, the reproduction of the heavy and extreme precipitation is of much greater importance than that of the light precipitation for practical applications. In particular, for hydrological studies, we often only focus on hydrological disasters resulting from several extreme precipitation events. The compound distributions are generally better than the single distributions at representing the daily precipitation distribution. This is a logical outcome since the compound distribution specifically takes the entire range of precipitation distribution into account, not just the bulk. However, the 99th percentile of daily precipitation is still somewhat underestimated by MEXP, which indicates that the increase of one EXP distribution is still not enough to represent the upper tail of the daily precipitation distribution. Additional EXP components may further improve the performance of the compound distribution in simulating the entire range of daily precipitation distribution. However, that would require more parameters to be estimated, which could result in worse representation of the other statistics as well as more requirements for the observed time series. The GP distribution used with the EXPP and GAMP distributions is more appropriate for representing the entire range of daily precipitation distributions. The nonparametric KDE is consistently better than the parametric distributions at simulating the entire range of observed daily precipitation amounts.
The squared ranks and K-S tests show large differences between the observed precipitation and that generated using the 8 models at the daily, monthly and annual scale for some stations (Tables 3 & 4) . This difference occurs partly because a long time series was generated to minimize any bias resulting from the random nature of the stochastic process. With a very large sample size, the statistical tests become excessively stringent (Zhang 2011) . This is the reason why the other criteria, such as scatter plots, RE and VO, were also used to evaluate precipitation models. However, the statistical tests are still useful to compare the performance of the different models since all of them were compared at the same level. The shortcomings of the random number generator may be another reason for the biased results. Random number generators are usually far from perfect at reproducing the target distribution. The generated mean even diverges from the mean used to generate it, regardless of the length of run (Meyer et al. 2007 ).
The annual maximum daily precipitation was analyzed using the frequency analysis method with 15, 50, 100 and 200 yr return periods. The single distributions considerably underestimate the ex treme precipitation, with the exception of the SN distribution. The compound distribution of MEXP also underestimates the heavy precipitation and is even slightly worse than the WBL and SN distributions. The EXPP and GAMP distributions are consistently better than the single distributions, with the exception of SN. The SN and KDE distributions show the best performance, and there is no obvious difference be tween them. In principal, the hybrid distributions, including the GP component, are expected to be better than the SN distribution at representing extreme precipitation, since the hybrid distributions specifically take into account the upper tail of precipitation distributions, and it is well known that the GP distribution can be good at representing extreme precipitation events (Van Montfort & Witter 1986 , Li et al. 2005 . The better performance of SN over the compound distributions may be partly due to different methods for parameter estimations since the method of moment usually performs better than the maximum likelihood at reproducing the skewness for precipitation. Moreover, the strategy used to screen the unreasonable values may also affect the compound distributions for reproducing extreme precipitation events. The GP-based distributions can generate a few ex tremely high values due to the reason mentioned by Li et al. (2013) . This generated extremely high value for one day may be several times that of the observed annual summation and make no physical sense. Keeping outliers in the generated time series would significantly affect the statistical characteristics of the entire time series. Instead of screening unreasonable values out with PMP, another possibility would have been to include a penalty term for very large precipitations to guide the maximum likelihood estimation. However, there is no consensus on how to determine the outliers.
The nonparametric KDE is consistently better than the parametric distribution in terms of reproducing the observed precipitation characteristics. This is as expected, since the working machinery determines the reasonable performance of the KDE. If one only wants to reproduce historical attributes, nonparametric distribution may always be the best choice. In fact, the KDE can be viewed as a compound distribution with N (N is the sample size) components in theory. The KDE can also be built with an exponential kernel or a GAM kernel, which may give adequate performances as well. One of the attractions of para metric distributions is their ability to extrapolate upper tails, which is also one of the main advantages of using a stochastic weather generator for impact studies. However, the KDE has a very limited capacity for extrapolation. This would be a problem when the observed time series is short. Moreover, if the purpose of using a stochastic weather generator is only to exactly reproduce what was observed, one can simply resample the historical records, e.g. with the K-nearest neighboring bootstrapping approach. In that case, the distributional properties of the simulated time series would be exactly the same as those of the observations. However, the main motivation for using stochastic weather generators is to produce climate ensembles to assess the impact of riskrelated climate events. From this point of view, the use of a parametric distribution may be the better choice, even though the KDE consistently shows the best performance for reproducing the observed properties. Finally, to perform climate change impact studies with the kernel method, the kernel regression is usually conducted between precipitation and atmospheric predictors (Mehrotra & Sharma 2010) . However, it can be expected that the future climate is very different from the recent past one. The kernel method might not be appropriate to predict precipitation under these altered climate conditions.
The performance of the precipitation models in the present study is climate-dependent (results not shown). Generally speaking, all the models perform better for the wet stations than for the dry stations because the wet stations have more data points to fit robust model parameter sets. For dry stations, especially some African stations where the annual total precipitation amount is <100 mm, only a few precipitation events occur in a year, which greatly increases the difficulty of optimizing the model parameters. For these re gions, longer observed time series are needed to calibrate a model. However, for these regions, the observed time series are usually short. Additionally, the daily precipitation in dry regions usually shows a similar, or even larger, temporal variability than in wet regions, even though the total annual precipitation is much less. For example, the annual total precipitation in Southern China is a few times that in Northeastern China; however, the latter usually has extreme precipitation events similar to those of the former, which often results in very severe soil erosion, especially for the Loess Plateau. The temporal variability also increases the difficulties in estimating the robust model para meters, especially for time series with a small sample size. Even worse, the distribution of the observed precipitation may not follow any single distribution pattern. For this case, both compound and nonparametric distributions would be better choices since they are more flexible to fit the overall distribution, because the different components are used to fit different precipitation levels. This may be one of the reasons why the compound and nonparametric distributions are always better than a single distribution at representing the entire range of daily precipitation distribution. Moreover, among the 35 chosen stations, several experience snowfall during the winter. The precipi tation models may perform differently for simulating rainfall and snowfall, especially for extreme events. The simplest EXP distribution may be appropriate for simulating snowfall, even though it performs poorly for the generation of precipitation. However, the colder stations also receive rainfall for several months. Adding some snowfall events in the winter may not strongly alter the daily precipitation distribution. Thus, snowfall-and rainfall-based stations were not separated in the present study.
CONCLUSION
The present study compares the performance of 8 models in generating daily precipitation amounts for 35 stations throughout the world. Prior to comparing these models, previous studies on precipitation generation were reviewed.
The following conclusions can be drawn: (1) The mean precipitation at all daily, monthly and annual scales is reasonably reproduced by all 8 models. The single distribution has a similar, even slightly better, performance than compound distributions with respect to reproducing the mean precipitation amounts.
(2) The low-frequency variability of precipitation is consistently underestimated by all 8 models because none of them specifically take into account the lowfrequency component of climate variability. However, the compound distributions generally perform better than the single distributions. The SN distribution is consistently better than all the other single distributions and is even slightly better than the compound distributions. The KDE consistently displays the best performance, even though overdispersion is not completely removed.
(3) The single distributions, with the exception of SN, perform worse than the compound distributions at representing the upper tail of the daily precipitation distribution. The 1-parameter EXP distribution consistently gives the worst performance. The compound distributions are consistently better than the single distributions at representing the overall distribution of the daily precipitation. In particular, the GP-based compound distribution is better than the EXP-based distribution for representing the upper tail of the daily precipitation distribution. The nonparametric KDE is consistently better than the parametric distributions, with the exception of SN, which displays a performance similar to that of the KDE.
(4) In terms of the model performance, the nonparametric distribution may be more appropriate for generating long climate time series, especially if the main concern is not risk-related climate events. However, the limited extrapolation ability of the KDE may restrict its application in risk-related assessments, even though it consistently gave the best performance. The compound distributions, especially the GP-based distributions, may be more suitable for generating long climate series to assess recent past climate impacts, especially risk-related assessments. However, they may not be appropriate to use for future climate change impact studies, due to their complicated structures.
(5) The single distributions are more suited for incorporation into a weather generator for climate change impact studies due to their structural simplicity and especially because fewer parameters would need to be adjusted. Additionally, the parameters of the single distributions usually directly or indirectly link to the first-or second-moment statistics of pre-cipitation. Thus, the modification of weather generator parameter based on climate information projected by climate models is straightforward. This is especially true for the SN distribution, which has 3 parameters of mean, standard deviation and skewness coefficient. All in all, the SN distribution would be the first choice for climate change impact studies. The WBL distribution may be the second choice, followed by the GAM distribution. The use of the EXP distribution should be avoided, especially for riskrelated assessment.
