This chapter presents a novel approach to markerless real-time 3D pose estimation in a multi-camera setup. We explain how foreground-background segmentation and 3D reconstruction are used to extract a 3D hull of the user. This is done in real time using voxel carving and a fixed lookup table. The body pose is then retrieved using an example-based classifier that uses 3D Haar-like wavelet features to allow for real-time classification. Average neighborhood margin maximization (ANMM) is introduced as a powerful approach to train these Haar-like features.
INTRODUCTION
Posture recognition has received a significant amount of attention given its importance for human-computer interfaces, teleconferencing, surveillance, safety control, animation, and several other applications. The context of this work is the CyberWalk Project [1], a virtual reality system where the user walks on an omnidirectional treadmill, as shown in Figure 14 .1, interacting with the virtual world using body pose commands, and the system detects certain events. For this application a markerless pose detection subsystem has to be fast and robust for detecting a predefined selection of poses.
We present an example-based technique for real-time markerless rotation-invariant pose recognition using average neighborhood margin maximization (ANMM) [2] and 3D Haar wavelet-like features [3] . (The latter will be called Haarlets for brevity.) In examplebased approaches, observations are compared and matched against stored examples of human body poses. In our approach, these observations consist of 3D hulls of the user. The system makes use of a multi-camera setup, in which the cameras are placed around the user. First, foreground-background segmentation is used to extract the user from the background. Then the segmentations from the different cameras are combined to make CHAPTER 14 Real-Time 3D Body Pose Estimation a 3D hull reconstruction. This is done in real time using voxel carving and a fixed lookup table [4] . The camera network is distributed, as each camera is connected to a separate PC that runs the foreground-background segmentations.The segmentations are sent to a central PC that runs the hull reconstruction. The body pose is then determined from this 3D hull using an example-based classifier that employs 3D Haarlets to allow for real-time classification.
ANMM, which is based on linear discriminant analysis (LDA), is introduced as a powerful approach to train these Haarlets. Where the classic AdaBoost [5] runs into memory issues when training 3D rather than 2D Haarlets [6] , the weakened memory requirements of ANMM allow for a straightforward implementation of a 3D pose detector based on 3D Haarlets. The benefit of classifying 3D hulls rather than 2D silhouettes is that the orientation of the hulls can be normalized. Finally, we explain how an overhead tracker is used to estimate the orientation of the user, in order to normalize the orientation of the extracted hull, and thus making the pose estimation system rotation invariant.
In this chapter we first give an overview of the different real-time pose estimation approaches. We also provide an overview of the different 3D hull reconstruction techniques, and explain the one that we have chosen, considering the real-time nature of the system. For pose classification based on these 3D hulls, we present ANMM as a powerful new method and evaluate it against LDA. We extend ANMM to 3D and show how it can be used to train 3D Haarlets for real-time classification. The 3D approach benefits from increased robustness and the possibility of making the system rotation invariant. We show these benefits by comparing the system to the 2D case. The result is a pose estimation system with the same or better performance than the state of the art but at faster, interactive speeds.
BACKGROUND
This section provides an overview of methods to estimate body pose; they are divided in two categories: model-based and example-based. The model-based methods can also be called tracking methods, as they track individual body parts in an articulated body model. Example-based methods do not rely on body models but match the input to a set of predefined poses.
Tracking
Our first choice was in favor of example-based rather than model-based (tracking) techniques. Model-based approaches typically rely on articulated 3D body models [7] [8] [9] [10] [11] . In order to be effective they need a high number of degrees of freedom in combination with nonlinear anatomical constraints. Consequently, they require time-consuming perframe optimization, and the resulting trackers are too slow for real time (Ͼ25 Hz). They are also very sensitive to fast motions and segmentation errors.
Most methods exploit 2D image information for tracking. However, these cues only offer weak support to the tracker, which quickly leads to sophisticated, and therefore often rather slow, optimization schemes. Multiple calibrated cameras allow for the computation of the subject's 3D shape, which provides a strong cue for tracking because the 3D shape only contains information consistent over all individual views with respect to some hypothesis and thus discards, for example, clutter edges or spikes in the silhouettes.The increased computational power offered by cheap consumer PCs made real-time computation of the 3D shape or hull possible and created several interesting approaches to full-body tracking.
Cheung et al. [12] introduced the SPOT algorithm, a rapid voxel-based method for volumetric human reconstruction. Real-time tracking is achieved by assigning the voxels in the new frame to the closest body part of the previous one. Based on this registration, the positions of the body parts are updated over consecutive frames. However, this simple approach does not guarantee that two adjacent body parts will not drift apart, and it can easily lose track of moderately fast motions. Furthermore, to obtain good segmentation, the subject has to wear a dark suit. Cheung et al. [13] used both color information and a shape-from-silhouette method for full-body tracking, although not in real time. Colored surface points (CSPs) segment the hull into rigidly moving body parts based on the results of the previous frames, and take advantage of the constraint of equal motion of parts at their coupling joints to estimate joint positions.A complex initialization sequence recovers an actor's joint positions, which are used to track the same actor in new video sequences.
Mikic et al. [14] proposed a similar voxel-based method for full-body tracking. After volumetric reconstruction, the different body parts are located using sequential template growing and fitting.The fitting step uses the placement of the torso computed by template growing to obtain a better starting point for the voxel labeling. Furthermore, an extended Kalman filter estimates the parameters of the model given the measurements. To achieve robust tracking, the method uses prior knowledge of average body part shapes and dimensions.
Kehl et al. [4] also proposed a markerless solution for full-body pose tracking.A model built from super-ellipsoids is fitted to a colored volumetric reconstruction using stochastic meta descent (SMD), taking advantage of the color information to overcome ambiguities caused by limbs touching each other. To increase robustness and accuracy, the tracking is refined by matching model contours against image edges. The results of this tracker are shown in Figure 14 .2. Similar to the previously mentioned tracking approaches, this system is capable of tracking one frame in approximately 1.3 seconds. As the input data for a real-time system is generally recorded at 15 to 30 Hz, the tracking is too slow and as a result too sensitive to fast motions.
Tracking-based approaches suffer from a trade-off between complex, accurate tracking at Ϯ1 Hz and faster but more inaccurate tracking. In both cases it is difficult not to lose track of the subject in an interactive system where the user walks or moves a lot. Therefore, we made the choice to look at example-based methods. In example-based approaches, instead of tracking articulated body models, observations are compared and matched against stored examples of human body poses. These stored examples can be 2D silhouettes or reconstructed 3D hulls.
Example-Based Methods
Example-based methods benefit from the fact that the set of typically interesting poses is far smaller than the set of anatomically possible ones, which is good for robustness. Because the pose is estimated on a frame-by-frame basis, it is not possible to lose track of an object. Also, not needing an explicit parametric body model makes these methods more amenable to real-time implementation and to pose analysis of structures other than human bodies, such as animals. Silhouettes (and their derived visual hulls) seem to capture the essence of human body poses well, as illustrated in Figure 14 .3.
Compared to tracking, not many example-based pose estimation methods exist in the literature. Rosales and Sclaroff [15] trained a neural network to map example 2D silhouettes to 2D positions of body joints. Shakhnarovich et al. [16] outlined a framework for fast pose recognition using parameter-sensitive hashing. In their framework, image features such as edge maps, vector responses of filters, and edge direction histograms can be used to match silhouettes against examples in a database. Ren et al. [17] applied this parameter-sensitive hashing framework to the use of 2D Haarlets for pose recognition. The Haarlets are trained using AdaBoost. The primary limitation of silhouette-based approaches is that the stored silhouettes are not invariant to changes in subject orientation. A visual hull can be reconstructed using the silhouettes taken from several camera views and can then be rotated to a standard orientation before being used for training or classification.The result is a rotationinvariant system.
The example-based approach proposed by Cohen and Li [18] , matches 3D hulls with an appearance-based 3D shape descriptor and a support vector machine (SVM). This method is rotation invariant, but, running at 1 Hz, it is not real time. Weinland et al. [19] and Gond et al. [20] proposed similar hull-based approaches but provide no statistics concerning classification speeds.To build a 3D-hull system capable of real-time performance, we aim to combine the speed of Haarlets with the strength of ANMM.
SEGMENTATION
The first step in our system is foreground-background segmentation, which considers the difference between the observed image and a model of the background. Regions where the observed image and the background model differs significantly are defined as foreground, as illustrated in Figure 14 .4. The background model is typically calculated from a set of images of the empty working volume. Background subtraction works only for static backgrounds since the same model is used for subsequent images. For our setup, static backgrounds can be assumed except for audience or slightly flickering light tubes.
It is essential to have a good similarity measurement for two colors. Considering either the difference or the angle between two observed color vectors is not advisable because both vectors require normalization. It makes a significant difference whether an angular difference is found for long-or short-signal vectors. Therefore, we use the illumination-invariant collinearity criterion proposed by Mester et al. [21] . Let x f be the vector of all RGB values within a 3ϫ3 neighborhood in the input image, and let the true signal direction u (i.e., d f ϭ x f Ϫ x f · u) and then calculating the sum of the differences:
Minimizing D 2 estimates u and yields zero if the two vectors x f and x b are collinear-that is, the difference vectors and hence the sum of their norms are zero. If the two vectors are collinear, no change is judged to be present and the background is still visible. If not collinear, the pixels are considered to have different colors and a foreground pixel is found. However, as our observed color vectors are noisy, perfect collinearity is unlikely. Griesser et al. [22] showed that applying a static threshold T s and an adaptive threshold T adapt on D 2 makes the segmentation robust against noise:
The adaptive threshold is used to incorporate spatiotemporal considerations. Spatial compactness is induced by giving a pixel a higher chance to be foreground if several of its neighbors have this status. A sampled Markov random field (MRF) is used to enforce this spatial compactness in an iterative manner. Temporal smoothness can be achieved by using the results of the previous frame for initialization of the MRF.
This collinearity test (which is also called darkness compensation) makes the method intensity invariant and thus provides robustness against lighting changes and shadows. However, dark colors are problematic for this method as they can be seen as a lowintensity version of any color and consequently as a match with any color. To remedy this, an additional component with a constant value O dc is added to both vectors. This additional vector renders the color similarity measure more sensitive to differences, especially when dark pixels are involved. Objects or backgrounds with dark colors can thus be "Ch14-P374633" -2009/2/25 -14:13 -page 7 -#7
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segmented as illustrated in Figure 14 .4, where the region in front of the black loudspeaker in the top left of the image is now correctly segmented. Segmentation is controlled by three user-defined parameters: the static threshold T s , the darkness offset O dc , and the importance factor B of the spatiotemporal compactness. First, the static threshold T s is determined with O dc and B set to zero.The darkness offset O dc is then increased until a balance between appearing shadows and vanishing holes is reached. Finally, the compactness value B is increased until the foreground regions are smooth and compact.
RECONSTRUCTION
Computing the visual hull of an object requires its silhouettes in a number of available images together with the centers of projection of the corresponding cameras. If we want to reconstruct an object, we know that it is included in the generalized cone extruded from the silhouette with its origin at the camera center. The intersection of these cones from multiple calibrated camera views yields a volume that contains the object. This principle is called shape from silhouette and produces a volume that approximates the object reasonably well if a sufficient number of cameras with different lines of sight are used. This approximated volume is called the visual hull of the object and is commonly defined as the largest possible volume that exactly explains a set of consistent silhouette images [23] . Figure 14 .5 illustrates the principle for three camera views.
Note that the visual hull is never an exact representation of the object, because concave regions cannot be reconstructed from silhouettes and an infinite number of camera views is needed to compute the exact visual hull [24] . However, our results show that even a coarse approximation of the subject's visual hull from four to five views is sufficient for body pose estimation. In Shanmukh and Pujari [25] guidelines can be found for choosing an optimal camera setup for object reconstruction. Our definition of the visual hull in this chapter is limited to using a finite number of camera views.
Algorithms for shape from silhouette can be roughly divided into three groups:
Volumetric reconstruction using voxels. This technique divides the working volume into a discrete grid of smaller volumes, so-called voxels, and projects them successively onto the image planes of the available camera views. Voxels lying outside of the silhouette in at least one view do not belong to the intersection of the cones and can be discarded. Because of their simplicity, voxel-based procedures have been used for body tracking [26] [27] [28] [29] [30] . Their drawback is their tendency to be expensive as a high number must be projected into the image planes. Polyhedral visual hull. This is a surface-based approach to computing the visual hull from a polygonal representation of the silhouettes, applying constructive solid geometry (CSG) to compute the intersection of the corresponding polyhedra. Real-time algorithms were proposed by Matusik et al. [31] and Franco and Boyer [32] . The polyhedral visual hull method offers better accuracy than voxel-based procedures as it does not work on a discretized volume. Moreover, the resulting triangle mesh is perfectly suited for rendering on graphics hardware. Still, because of the complexity of the geometric calculation's these algorithms are limited by their overall fragility, which relies on perfect silhouettes. Corrupted silhouettes often result in incomplete or corrupted surface models. In the application described in this chapter, silhouettes are often corrupted by reflections and noisy segmentation. Space carving and photo consistency. Space carving is a volumetric reconstruction technique that uses both color consistency and silhouettes, as proposed by Kutulakos and Seitz [33] and Seitz and Dyer [34] . Voxels that are not photo-consistent across all camera views in which they are visible are carved away. Photo consistency methods often assume constant illumination and Lambertian reflectance. The reconstructed volume contains only the surface voxels and is often referenced as the photo hull. Visibility of the voxels is critical for this method and is usually solved by making multiple plane-sweep passes, each time using only the cameras in front of the plane and iterating until convergence. Unfortunately, the complexity of this method makes it diffcult to achieve real-time computation. Cheung et al. [12, 13] thus proposed a mixed approach between visual hull and photo consistency that uses the property that the bounding edge of the visual hull touches the real object at least one point. Therefore, photo consistency has to be tested only for bounding edges of the visual hull, which can be done at moderate cost. Also unfortunately, the reconstruction is then very sparse and needs much input data to be practical.
Voxel-based shape-from-silhouette methods are popular but tend to be computationally expensive, as a high number of voxels have to be projected into the camera images. Most implementations speed up this process by using an octree representation to compute the result from coarser to finer resolutions (Szeliski [35] ); others exploit hardware acceleration (Hasenfratz et al. [29] ). Our method addresses the problem the other way Lookup table stored at each pixel in the image with pointers to all voxels that project onto that pixel. Expensive projections of voxels can be avoided and the algorithm can take advantage of small changes in the images by addressing only voxels whose pixel has changed. around, as proposed by Kehl et al. [4] . Instead of projecting the voxels into the camera views at each frame, we keep a fixed lookup table (LUT) for each one and store a list at each pixel with pointers to all voxels that project onto that particular pixel (see Figure 14 .6). This way, the image coordinates of the voxels have to be neither computed during runtime nor stored in memory. Instead, the LUTs are computed once at startup. The proposed reversal of the projection allows for a compact representation of the voxels: Each is represented by a bit mask where each bit b i is 1 if its projection lies in the foreground of camera i; 0 otherwise. Thus, a voxel belongs to the object (i.e., is labeled as active) if its bit mask contains only 1s. This can be evaluated rapidly by byte comparisons.
Another advantage of our method is that the voxel space can be updated instead of computed from scratch for each frame. A voxel only changes its label if one of the pixels it is projected to change from foreground to background or vice versa. Therefore, as we can directly map from image pixels to voxels, we only have to look up the voxels linked to those pixels, which have changed their foreground-background status. This leads to far fewer voxel lookups compared to standard methods, where for each frame all voxels have to be visited in order to determine their labels. The reconstruction itself is done pixel by pixel through all segmented (binary) images. If a pixel of the current view i has changed its value compared to the previous frame, the corresponding bit b i for all voxels contained in the reference list of this pixel is set to the new value and these voxels' labels are determined again. Results of our reconstruction algorithm can be seen in Figure 14 .7. With this approach, the reconstruction of a hull from six cameras takes about 15 ms. CHAPTER 14 Real-Time 3D Body Pose Estimation
FIGURE 14.7
Examples of 3D hull reconstruction.
CLASSIFIER
Our approach aims to classify poses based on 3D hulls of the subject. In this section we propose an example-based classifier, in which the input samples (hulls) are compared to poses stored in a database. Each frame is classified independently from the others.
Classifier Overview
In Figure 14 .8 the basic classifier structure is shown, where T denotes a transformation found using average neighborhood margin maximization (ANMM).This transformation is based on linear discriminant analysis (LDA) and projects the input samples onto a lower dimensional space where the different pose classes are maximally separated and easier to classify. Using a nearest neighbors (NN) approach, these projected samples are matched to stored poses in a database, and the closest match is the output of the system. Later, to improve the speed of the system, the transformation T can be approximated using Haarlets, which will be discussed in Section 14.6.
Linear Discriminant Analysis
The goal of the LDA step is to find a transformation that helps to discriminate between the different pose classes. It provides a linear transformation that projects the input hulls onto a lower dimensional space where they are maximally separated before they are classified. The training examples (hulls) are divided into different pose classes. The voxel values of these hulls are stored in an n-dimensional vector, where n is the total number of voxels in the input hulls. The idea is to find a linear transformation such that the classes are maximally separable after the transformation [36] . Class separability can be measured by the ratio of the determinant of the between-class scatter matrix S B and the withinclass scatter matrix S W . The optimal projection W opt is chosen as the transformation that maximizes the ratio: [36] . Unfortunately, S W is singular in most cases because the number of training examples is smaller than the number of dimensions in the sample vector. Thus, inverting S W is impossible. For this reason, it is better to look for an alternative where a different matrix, which does not suffer from this dimensionality problem, is used.
Average Neighborhood Margin Maximization
LDA aims to pull apart the class means while compacting the classes themselves. This introduces the small sample size problem, which renders the within-class scatter matrix singular. Furthermore LDA can only extract c Ϫ 1 features (where c is the number of classes), which is suboptimal for many applications. ANMM as proposed by Wang and Zhang [2] , is a similar approach but one that avoids these limitations. For each data CHAPTER 14 Real-Time 3D Body Pose Estimation point, ANMM pulls the neighboring points with the same class label toward it, as near as possible, simultaneously pushing the neighboring points with different labels as far away as possible. This principle is illustrated in Figure 14 .9. Instead of using the between-class scatter matrix S B and the within-class scatter matrix S W , ANMM defines a scatterness matrix as
14.5)
and a compactness matrix as
where N o i is the set of n most similar data in the same class as x i (n nearest homogeneous neighborhoods) and where N e i is the set of n most similar data that is in a different class from x i (n nearest heterogenous neighborhoods).TheANMM eigenvectors W opt can then be found by the eigenvalue decomposition of S Ϫ C.
ANMM introduces three main benefits compared to traditional LDA: (1) it avoids the small sample size problem since it does not need to compute any matrix inverse; (2) it can find the discriminant directions without assuming a particular form of class densities (LDA assumes a Gaussian form); and (3) many more than c Ϫ 1 feature dimensions are available. Some examples of resulting ANMM eigenvectors are shown in Figure 14 .10. Using ANMM rather than LDA, the classifier is able to achieve roughly 10 percent better performance.
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FIGURE 14.10
First 4 eigenvectors for the frontal view only, after training for a 12-pose set using the ANMM algorithm.
HAARLETS
Computing the transformation T as shown in Figure 14 .8 can be computationally demanding, especially if there are many ANMM eigenvectors.To improve the speed of the system, the transformation T in the classifier can be approximated using Haarlets, as shown in Figure 14 .11. In this case the transformation T is approximated by a linear combination of Haarlets C. An optimal Haarlet set is selected during the training stage. Computing this set on the input image results in a number of coefficients, which when transformed with C result in an approximation of the coefficients that would result from the transformation T on the same input data. They can be used for subsequent classification in the same manner as in the pure ANMM case. Because of their speed of computation, Haarlets are very popular for real-time object detection and real-time classification. The ANMM approximation approach provides a new and powerful method for selecting or training them, especially in the 3D case, where existing methods fail because of the large number of candidate Haarlets, as noted by Ke et al. [6] . Our approach makes it possible to train 3D Haarlets by selecting from the full set of candidates. Papageorgiou et al. [37] proposed a framework for object detection based on 2D Haarlets, which can be computed with a minimum of memory accesses and CPU operations using the integral image. Viola and Jones [5] used AdaBoost to select suitable 2D Haarlets for object detection. The same approach was used for pose recognition by Ren et al. [17] . Our approach uses similar Haarlets although they are three-dimensional, and it introduces a new selection process based on ANMM.
3D Haarlets
The concepts of an integral image and Haarlets can be extended to three dimensions.The 3D integral image, or integral volume, is defined as
Using the integral volume, any rectangular box sum can be computed in eight array references, as shown in Figure 14 .12. Accordingly, the integral volume makes it possible to construct volumetric box features similar to the 2D Haarlets. We introduce the 3D Haarlet set as illustrated in Figure 14 .13. 
Training
Viola and Jones [5] used AdaBoost to select suitable 2D Haarlets for object detection. The same approach was used for pose recognition by Ren et al. [17] . Considering memory and processing time constraints, Ke et al. [6] noted that it is not possible to evaluate the full set of candidate 3D Haarlets using AdaBoost, and therefore only a fraction of the full dictionary can be used at a very limited resolution. This makes it virtually impossible to train a useful 3D Haarlet set using AdaBoost. In our approach we introduce a new selection process based on ANMM. The Haarlets are selected to approximate W opt (Section 14.5.3) as a linear combination thereof. The particular Haarlet set used here is shown in Figure 14 .13.Along with feature type, Haarlets can vary in width, height, depth, and position inside the voxel space. At a 24ϫ24ϫ24 resolution, this results in hundreds of millions of candidate features. The best Haarlets are obtained from this set by convolving all candidates with the vectors in W opt and selecting those with the highest coefficients (i.e., the highest response magnitudes). This score is found for each candidate Haarlet by calculating its dot product with each ANMM vector (each row in W opt ) and calculating the weighted sum using the weights of those ANMM vectors, as stored in the diagonal matrix D (i.e., the eigenvalues serve as weights). Thus, the entire ANMM eigenspace is approximated as a whole, giving higher priority to dimensions with a higher weight when selecting Haarlets. This dot product can be computed very efficiently using the integral volume.
Most selected Haarlets are redundant unless W opt is adapted after each new Haarlet is selected, before choosing the next one. Let F be a matrix containing the already selected Haarlets in vector form, where each row of F is a Haarlet. F can be regarded as a basis that spans the feature space which can be represented by the Haarlet vectors selected so far. Basically we do not want the next selected Haarlet to be in the space already CHAPTER 14 Real-Time 3D Body Pose Estimation represented by F . Let N be a basis of the null space of F ,
N forms a basis that spans everything not yet described by F . To obtain the new optimal transformation we project D · W opt onto N , where D is the diagonal matrix containing the weights of the eigenvectors w i in W opt .
where D is a diagonal matrix containing the new weights i of the new eigenvectors
Every time a new Haarlet is selected based on W opt , F is updated accordingly and the whole process is iterated until the desired number of Haarlets is obtained. Examples of selected Haarlets are shown in Figure 14 .14. 
Classification
After the ANMM vectors have been computed and the Haarlets have been selected to approximate them, the next step is to actually classify new silhouettes. This process uses the Haarlets to extract coefficients from the normalized silhouette image; it then computes a linear combination of these coefficients to approximate the coefficients that would result from the ANMM transformation. An example of such an approximated ANMM feature vector is shown in Figure 14 .14. The resulting coefficients can be used to classify the pose of the silhouette. Given the coefficients h extracted with the Haarlets, the approximated ANMM coefficients l can be computed as
where L is an mϫn matrix in which m is the number of ANMM eigenvectors and n is the number of Haarlets used for the approximation. L can be obtained as the least squares solution to the system
The least squares solution to this problem yields
L provides a linear transformation of the feature coefficients h to a typically smaller number of ANMM coefficients l. This allows the samples to be classified directly based on these ANMM coefficients, whereas an AdaBoost method needs to be complemented with a detector cascade [5] or a hashing function [16, 17] . Finally, using NN search, the new silhouettes can be matched to the stored examples (i.e., the mean coefficients of each class).
Experiments
In this section we evaluate how many Haarlets are needed for a good ANMM approximation, and we measure the speed improvement over using a pure ANMM approach. For this experiment a 50-pose classifier was trained using 2000 training samples of a subject in different positions and orientations. The experiment was set in an office scenario with a cluttered background and thus sometimes noisy segmentations.The samples were recorded from six cameras connected to six computers that ran foreground-background segmentation on the recorded images. From these segmented silhouettes, 3D hulls were reconstructed and normalized for size and orientation to 24ϫ24ϫ24 voxels.
Validation was done using 4000 test samples. The resulting classifier uses 44 ANMM eigenvectors, which can be approximated almost perfectly with 100 Haarlets. The number of Haarlets used determines how well the original ANMM transformation is approximated, as shown in Figure 14 .15. So there is no overfitting, but after a certain number of Haarlets the approximation delivers the same classification performance as the pure ANMM classification. With 3D ANMM, the classifier achieves 97.52 percent correct classification on 50 pose classes.
In Figure 14 .15 we also show the performance of a 2D silhouette-based classifier, which will be explained in more detail in Section 14. 
FIGURE 14.15
Correct classification rates using up to 100 Haarlets for classification.
where they are trained with AdaBoost [5] . The ANMM approach has better performance, while the AdaBoost approach suffers from overfitting. Due to its memory constraints, it is not possible to apply AdaBoost to 3D Haarlets [6] . As shown in Figure 14 .16 the Haarlet-approximated approach is many times faster than pure ANMM.The computation time increases almost linearly for the ANMM transformation as the number of pose classes increases, because increasing the number of pose classes increases the number of ANMM feature vectors. Using the ANMM approximation, the integral volume of the hull has to be computed once, after which computing additional Haarlet coefficients requires virtually no computation time relative to the time of computing the integral volume. Considering the processing time required for segmentation (5 ms, in parallel) and reconstruction (15 ms), the total processing time is less than 25 ms per frame. (The classification was performed on a standard 3-GHz computer.)
Note that if we decrease the number of cameras used in the system, the correct classification rate decreases linearly down to three cameras, where the correct classification rate is 91.93 percent (it was 97.52% using six cameras). With fewer than three cameras it is impossible to reconstruct a reasonable 3D hull, and therefore classification is also impossible. The computation time for the reconstruction also decreases linearly to about 8 ms for reconstructing a hull from three cameras (it was 15 ms using six cameras).
ROTATION INVARIANCE
The pose classification problem becomes much more difficult when the subject can freely change not only position but also orientation. A change of position can easily be normalized, but when classifying 2D silhouettes it is impossible to normalize for the 
FIGURE 14.16
Classification times in milliseconds for the pure ANMM classifier and the classifier using 100 3D Haarlets to approximate the ANMM transformation. The ANMM approximated version only has to compute the integral volume once (3.5 ms) and the computation time for the 100 Haarlets is neglible. In the pure ANMM case, however, the number of feature vectors increases with the number of pose classes and requires 1.115 ms of computation time per vector.
rotation of the subject. In a 3D hull approach, however, it is possible to normalize the rotation of the 3D hulls before classifying them. Normalizing hull rotation consists of measuring the angle of the hull's orientation and then rotating it to a standard orientation. The goal is that, regardless of the orientation of the subject, the resulting normalized hull looks the same, as shown in Figure 14 .17.
Overhead Tracker
An overhead tracker is used to determine the subject's angle of orientation. Our visual tracker, based on a color-based particle filter [38] , uses a set of particles to model the posterior distribution of the likely state of the subject. During each iteration, the tracker generates a set of new hypotheses for the state by propagating the particles using a dynamic model.This generates a prior distribution of the state, which is then tested using the observation of the image. A human is modeled by a circle and an ellipse representing the head and shoulders. The color distributions of these two regions are compared to a stored model histogram to yield the likelihood for the state of each particle. Particle filtering is a multiple-hypothesis approach. Several hypotheses exist at the same time and are kept during tracking. Each hypothesis or sample s represents one hypothetical state of the object, with a corresponding discrete sampling probability . 
FIGURE 14.17
Examples of different user orientations resulting in similar hulls.
FIGURE 14.18
Each sample is modeled by an ellipse and a circle.
Each sample (particle) consists of an ellipse with position, orientation, and scale, and a circle with a position relative to the center of the ellipse, as shown in Figure 14 .18. The ellipse describes the boundary of the object being tracked-in this case the shoulder region-while the circle represents the head. Each sample is given as
where x and y represent the position of the ellipse; H x and H y , the size of the ellipse in the x and y axis; ␣, the orientation of the ellipse; and c x and c y , the position of the head circle relative to the ellipse center. In this tracker the ratio between H x and H y is constant.
To test the probability of a sample being a good hypothesis, a color histogram p is computed over the pixels inside the ellipse, and another histogram p is computed for the pixels inside the head circle. Each pixel has three color channels (red, green and blue) and each channel is divided into eight bins, giving a total of 512 bins.
A pixel is assigned to a bin as follows:
where n is the number of bins for each channel, and r, g, b are color values between 0 and 255. With this formula, each pixel is assigned to a bin u, incremented
where w is the weight of the pixel. To increase the reliability of the color distribution when boundary pixels belong to the background or are occluded, smaller weights are assigned to pixels that are further away from the region center:
where r is the distance between the pixel and the center of the ellipse. The resulting histogram is compared to a stored histogram or target model q using the Bhattacharyya coefficient,
The larger is, the more similar the histograms are. We define the distance between two histograms as
which is called the Bhattacharyya distance [39] . This similarity measure provides the likelihood of each sample and is used to update the sample set.
To speed up the tracker, the number of pixels that must be evaluated to build the histogram is reduced. First, a random sampling is made of the pixels that lie inside the shoulder and head regions. This random sampling is fixed for the tracker's entire run. When calculating the color histogram, only the sampled pixels are evaluated. This not only benefits the speed but also makes the number of evaluated pixels independent from the size of the ellipse; thus, computation time is constant.
The evolution of the sample set is described by propagating each sample according to a dynamic model:
where A defines the deterministic component of the model, and w tϪ1 is a multivariate Gaussian random variable. Each element of the set is then weighted in terms of the observations (color histogram), and N samples are drawn with replacement by choosing a particular sample with probability (n) .The tracker state at any given time is computed as a weighted mean state over all current samples at that given time, weighted by their Bhattacharyya distance to the target model. This combination of multiple hypotheses, particle filtering, and random sampling results in a fast, robust overhead tracker, as shown in Figure 14 
FIGURE 14.20
Correct classification rates comparing classification based on 2D silhouettes and 3D hulls using ANMM approximation and Haarlets.
the angle of orientation. For each bin a separate 2D classifier is trained. In the classification stage, depending on the measured angle of rotation, the appropriate 2D classifier is used. For this experiment we trained a 2D classifier based on 2D Haarlets using ANMM.This allowed us to quantify how much a 3D hull approach improves performance. Figure 14 .20 shows the performance for classification with different numbers of pose classes up to 50. The pose classes were randomly selected and averaged over five random samplings. With all 50 pose classes, the 3D system is 97.52 percent correct; the 2D system is 91.34 percent correct.
RESULTS AND CONCLUSIONS
Using the algorithms described in this chapter, we built a real-time pose detection system using six cameras, hardware triggered to ensure that the recorded images were synchronized. The six cameras were connected to six computers, each running a foreground-background segmentation. As segmentation is one of the computationally more expensive steps in the system, distributing the load benefits system speed significantly. Additionally, the smaller binary silhouettes are easier to send over the network than full-color images. The silhouettes are sent to a host computer, which runs the 3D hull reconstruction and the pose classification. The speed of the reconstruction step is significantly improved by voxel carving and a fixed lookup table. 3D Haarlets help to make the pose classification step about four times faster. The overhead tracker is run on a separate computer in parallel, and sends the orientation estimation over the network. CHAPTER 14 Real-Time 3D Body Pose Estimation This system is capable of detecting 50 poses with 97.52% accuracy in real time. Example reconstruction and classification results are given in Figure 14 .21, which shows the input images for one of the six cameras, as well as the 3D hull reconstruction from a top and a side view and the detected pose.
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FIGURE 14.21
Example reconstruction and classification results. 
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The system described in this chapter introduces a number of technical contributions. We introduced a new and powerful approach to training Haarlets based on ANMM, and extended it to 3D,which makes it possible to train 3D Haarlets.The 3D approach has new, interesting properties such as increased robustness and rotation invariance. Furthermore, in the 3D approach the trained classifier becomes independent from the camera setup. The result is a pose classification system with the same or better performance when compared to the state of the art but much faster, interactive speeds.
The methods described in this chapter can be ported to other classification problems, such as hand gesture recognition, object detection and recognition, face detection and recognition, and even event detection where the third dimension of the 3D Haarlets is time. The algorithms described to train 3D Haarlets in this chapter can be exported to any system where 2D or 3D Haarlets require training.
There are some limitations to our system. For example, as the system relies on foreground-background segmentation, the background must be static. A busy but static background is not a problem for the system, which can deal with noisy segmentations. However, the foreground-background segmentation fails on a moving background. No experiments have been done with multiple subjects on the scene. This should not be a problem as long as the hulls are not touching, in which case it becomes difficult to determing which voxels belong to which subject.
Another limitation is the orientation tracker, which requires initialization. Although fast and accurate, in future work it will be important to look for an alternative orientation estimation that does not require initialization and is independent of previous frames. Furthermore, the sparse camera placement limits 3D hull reconstruction quality, and therefore some poses are impossible to detect. At this time the pose classes are limited to visible arm directions. In the future it will be interesting to look at a sequence of poses and have the algorithm detect moving gestures based on a sequence of ANMM coefficients. In such a system the impact of a missed subtle pose will be less apparent, as the sequence as a whole is classified.
