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ABSTRACT 
We investigate an apparently little-known connection between higher dimen- 
sional permutation matrices (more generally, multidimensional matrices with 
fractional entries) and orthogonal arrays. Some nonexistence results for higher di- 
mensional permutation matrices are derived. 
1. INTRODUCTION 
Let d and n be positive integers. A multidimensional matrix is an array 
A = [a,,i2...ic,I (i,,i, ,..., i,=1,2 ,..., rz) (I) 
whose entries u,,i,..,i, ~ belong to some field. The integer n is the order of the 
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matrix (11, and the integer d is the dimension. (We shall not consider 
multidimensional matrices in which the indices vary over sets of different 
cardinality.) If d = 2 then (1) is an ordinary matrix of order 11. There is an 
algebra of multidimensional matrices which generalizes the algebra of two 
dimensional matrices. In particular, addition of matrices of order n and 
dimension d is defined by adding corresponding entries (entries with the 
same d-tuple of indices), and scalar multiplication by c is defined by 
multiplying each entry by c. The book Sokolov (1972) is entirely concerned 
with the properties of multidimensional matrices. 
The systematic combinatorial study of multidimensional matrices was 
begun by Jurkat and Ryser (1968). S ince the appearance of that paper, a 
number of additional papers have been published, including Csima (1970, 
1972, 1979, 1986), Brualdi and Csima (1975a, 1975b, 1976, 19771, Schrage 
(1978), Marchi and Tarozaga (19791, F’ h isc er and Swart (1985), and Fischer 
(1987). For a discussion of determinants of multidimensional matrices and 
the multidimensional analogue of the Binet-Cauchy theorem, we refer the 
reader to Gasparyan (1983). 
If the order n of the multidimensional matrix A equals 2, then we can 
regard A as a d-dimensional cube with a number assigned to each of the 2” 
comers of the cube. For instance, Figure 1 exhibits a matrix of order 2 and 
dimension 3 in this way. 
If d = 3, then we can regard A as a column-partitioned matrix of size n 
by n2. Thus the column-partitioned matrix of size 2 by.4 
can be viewed as the matrix of order 2 and dimension 3 obtained by putting 
the second block “on top of” the first block. If d = 4, the multidimensional 
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matrix A can be regarded as matrix of size n2 by n2 which is row and 
column partitioned into n2 bl oc s o size n by n. For example, the parti- k. f .’ 
tioned matrix of size 9 by 9 
in which each Aij is of size 3 by 3, can be regarded as a 4-dimensional 
matrix of order 3. The four indices of the matrix are the “big row” (the index 
i in Aij), the “big column,” the “little row” (the row index within Aij), and 
the “little column.” 
The d-dimensional matrix A of order n has d types of “full” submatrices 
of dimension d - 1. These are obtained by fixing one of the d indices and 
allowing the other d - 1 indices to vary. For example, let A be the 4-dimen- 
sional matrix of order 3 given in (2). Then fixing the “big row” index at 2, we 
get the 3-dimensional matrix 
Fixing the “little column” index at 1, we get the 3-dimensional matrix 
where the columns of Bi are the first columns of each of Ai,, Aiz, and A is 
(i = 1,2,3). 
More generally, we have the following. Let e be an integer with 
0 < e < d, and let f = d - e. An e-flat of order n and dimension d is the set 
of coordinate positions (i ,, i,, . . , i,) obtained by fixing f indices and allow- 
ing the remaining e indices to vary between 1 and n. A full submatrix of 
dimension e of the d-dimensional matrix A is the submatrix of A corre- 
sponding to the set of positions in an e-flat. If the order of A is n, then A 
has nf d 
( 1 
f full submatrices of dimension e. The full submatrices of dimen- 
sion zero of A correspond to the individual entries of A. If d = 2, the full 
submatrices of dimension one correspond to the rows and columns of A. 
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A matrix of order n and dimension d is defined to be a small matrix 
provided 
n Q d, 
that is, provided its order is smaller than or equal to its dimension. An 
ordinary matrix, that is, a matrix of dimension 2, is small if and only if its 
order n satisfies n < 2. This is in agreement with the often discovered 
phenomenon that results about ordinary matrices are usually easy to prove 
for matrices of orders 1 and 2 and begin to get difficult to prove at order 3. A 
matrix of order 2 is small provided it has at least two dimensions. 
One of the main purposes of this paper is to show that small matrices are 
of considerable combinatorial interest. Another main purpose is to point out 
that many important results concerning small matrices, and multidimensional 
matrices in general, exist in the literature under other names, and that they 
give some information about questions raised by Jurkat and Ryser (1968) 
concerning multidimensional generalizations of permutation matrices. 
2. STOCHASTIC MATRICES 
The matrix A of order n and dimension d given in (1) is nonnegatice 
provided that each of its entries ai,i, i,l is a nonnegative real number. Let e 
be an integer with 0 < e < d. The matrix A is called e-stochastic provided 
that the sum of the entries of A in the positions corresponding to an e-flat 
equals 1 for each e-flat (the sum of the entries of each full submatrix of A of 
dimension e equals 1). The l-stochastic matrices of dimension 2 are the 
doubly stochastic matrices. The matrix (given in the partitioned form de- 
scribed in Section 1) 
is a l-stochastic matrix of order 2 and dimension 3. The matrix 
(3) 
(4) 
is a S-stochastic matrix of order 2 and dimension 3. 
Let n(n, d, e,f> denote the set of all e-stochastic matrices of order n 
and dimension d. The parameter f = d - e is redundant, but for reasons 
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which will be clear later we include it in our notation. A convex combination 
of e-stochastic matrices is e-stochastic, and hence CL(n, d, e,f) is a convex 
polyhedron. Since 0(n, d, e,f) is bounded, n(n, d, e,f) is a convex polytope 
and hence is the convex hull of its extreme points. The characterization of the 
extreme points of these polytopes is not in general known (see the refer- 
ences). But it is known that the extreme points are uniquely determined by 
the positions of their positive elements (see Theorem 1). The extreme points 
of the polytope Cl(n, d = 2, e = 1, f = 1) of doubly stochastic matrices of 
order n are the n! permutation matrices of order n (Birkhoff’s theorem). 
A matrix of order n and dimension d is a (0, l)-matrix provided that each 
of its entries equals 0 or 1. An e-permutation matrix is a (0, l)-matrix in 
fi( n, d, e, f). The e-permutation matrices of order n and dimension d are 
clearly extreme points of SZ(n, d, e,f), but as is well known, R(n, d, e,f) has 
in general other extreme points. Indeed, as we shall see, for some choices of 
the parameters e, n, and d, e-permutation matrices of order n and dimen- 
sion d do not exist and hence fi(n, d, e, f> has no (0, l&extreme points. The 
simplest example with no (0, l)-extreme points is fi(n = 2, d = 4, e = 2, 
f = 2). The polytope Cl(n = 2, d = 3, e = 1, f = 2) has exactly two extreme 
points and they are of the same type (i.e. equivalent under coordinate 
permutation). One of these extreme points is given in (3). The polytope 
a(n = 2, d = 3, e = 2, f = 1) has six extreme points of two types. These are 
the four 2-permutation matrices of order 2 and dimension 3, one of which is 
(these correspond to a space diagonal of a S-dimensional cube), and two 
matrices corresponding to opposite planar diagonals in parallel facets of a 
S-dimensional cube, one of which is given in (4). 
The extreme points of the polytope R(n = 2, d = 4, e = 3, f = 1) are of 
three types: 
(i) The eight 3-permutation matrices of the form 
1 0 0 0 
0 0 0 0 1 1 0 0 0 0’ 0 0 0 1 
(ii) The sixteen matrices corresponding to opposite space diagonals in 
parallel facets of a 4-dimensional cube. These parallel facets are obtained by 
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fixing one of the four coordinates. Opposite space diagonals in one pair of 
parallel facets are opposite space diagonals in one other pair of parallel facets 
and are opposite plane diagonals in opposite Z-dimensional faces of the facets 
in the other two pairs. An instance of such a matrix is one of the form 
I 
1 0 0 0 
00 oq I I o+ 00’ 00 ;o 
This matrix corresponds to opposite space diagonals in the parallel facets 
obtained by fixing the “big row” and in the parallel facets obtained by fixing 
the “little column.” There are eight pairs of opposite space diagonals in each 
of the four pairs of parallel facets. Since each pair of space diagonals is 
counted twice, we obtain sixteen extreme points of this type. 
(iii) The sixteen matrices of the form 
corresponding to a space diagonal in a facet of a 4-dimensional cube and an 
“antidiagonal” in the parallel facet. Such a configuration in one pair of 
parallel facets gives a configuration of the same type in any other pair of 
parallel facets. Hence these extreme points are determined uniquely by 
which of the sixteen positions contains the number t. 
The support of the matrix A in (1) of order R and dimension d is the set 
S(A) of coordinate positions (ir, i,, . . , i,) occupied by nonzero numbers. The 
e-incidence matrix F,(A) of A is the (Z-dimensional) (O,l)-matrix of e-flats 
versus support S(A) in which there is a 1 in the position corresponding to an 
e-flat X and position u in S(A) if and only if u is contained in X. The 
(straightforward) proofs of Theorems 3.1-3.3 of Jurkat and Ryser (1968) 
generalize to give the following characterization of extreme points. 
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THEOREM 1. Let A be a matrix in Wn, d, e, f 1. Then the following are 
equivalent: 
(i) A is an extreme point of n(n, d, e, f ); 
(ii) if B is a matrix in Wn, d, e, f) with S(B) c S(A), then B = A; 
(iii) the columns of the e-incidence matrix F,,(A) which correspond to the 
positions in the support S(A) of A are linearly independent. 
Some constructions for l-stochastic and 2-stochastic matrices of dimen- 
sion 3 are given in Brualdi and Csima (1975a, 1977) and Fischer and Swart 
(1985). 
We conclude this section with the following observation. Suppose there 
exists an e-permutation matrix P of order n and dimension d. The projec- 
tion of P onto d - 1 coordinate positions gives an e-permutation matrix Q of 
order n and dimension d - 1. For example, if Q is obtained from P by 
projecting onto the first d - 1 coordinate positions, then qi, _,,,_, = 1 if and 
only if P,,,. i,,_li,, = 1 for some value of i,,. The full submatrix of P obtained 
by fixing a coordinate position at the value o (or at any other value) is an 
(e - l)-permutation matrix of order n and dimension d - 1. From these two 
observations we obtain the following elementary but very useful result. 
TIIE~REM 2. Let e* and d” be integers with 0 < e* <cl*, and assume 
that there does not exist an e*-permutation matrix of order n and dimension 
cl*. Thenfor all integers e and d satisfying e > e*, d > d*, and d - e > d* - e* 
there does not exist an e-Permutation matrix of order n and dimension d. 
3. ORTHOGONAL ARRAYS 
Orthogonal arrays were introduced by C. R. Rao in 1946 for application 
as experimental designs and were investigated by him in the series of three 
papers Rao (1946, 1947a, 1947b). Suppose that there are k factors which are 
to be tested in an experiment and that each of these k factors can occur at s 
different lezjels. One way to test the interactions among these factors at the 
different levels is to conduct a complete factorial experiment, that is, to test 
all of the sk possible combinations of the factors at the different levels. For 
practical considerations a complete factorial experiment is not always desir- 
able or even possible. An orthogonal array enables one to estimate interac- 
tions up to a certain order (including zeroth order interactions or “main 
effects”) without performing a complete factorial experiment. 
In our definition of an orthogonal array we shall use symbols for three of 
its parameters which are different from those commonly used in the statisti- 
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cal literature. The symbols used in the statistical literature are written in 
brackets in the definition. Let d [k], n [s], f [t], and A be positive integers 
with f < d. An orthogonul array of strength f and index A based on dfuctors 
at n different Zeoels I,Z,. . ., n, abbreviated an OA(d, n, f, A), is a AnJ by d 
array r such that in every set of f columns of r each f-tuple with entries 
from {1,2,. . , n} occurs exactly A times. It follows easily that an OA(d, II, f, A) 
is also an OA(d, n,f’, Anf-f’) for each positive integer f’< f. If A = 1, then 
the rows of the array f are distinct. If A > 1, then r may have repeated 
rows. The main problem for orthogonal arrays is to determine for given 
integers n, f, and A the maximum integer d for which an OA(d,n, f, A) 
exists and methods for their construction. 
The array 
[ 
1 1 1 1 
2 2 2 2 1 
is an OA(d = 4, n = 2, f = 1, A = 1). The array 
1 1 1 1 
2 2 2 1 
[ I 
1 2 2 2 
2 1 1 2 
is an OA(d = 4, n = 2, f = 1, A = 2). As illustrated in the following example, 
an OA(d, n, f = 2, A = 1) is equivalent to a collection of d - 2 orthogonal 
latin squares of order n. Let 
r= 
1 1 1 1 
1 2 2 2 
1 3 3 3 
2 1 3 2 
2 2 1 3 
2 3 2 1 
3 1 2 3 
3 2 3 1 
3 3 1 2 
Then r is an OA(d = 4, n = 3, f = 2, A = 1). In the first two columns of I 
each ordered pair (i,j) with 1~ i, j < 3 occurs exactly once. We thus may 
regard the entries in column 1 as the row index and the entries in column 2 
as the column index of a matrix of order 3. Each of the remaining two 
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columns of lY then defines an ordinary matrix of order 3. In this way we 
obtain 
the matrix corresponding to column 3 of r, and 
the matrix corresponding to column 4. Since r is an orthogonal array, A, and 
A, are mutually orthogonal latin squares. Now it is well known [see e.g. 
Ryser (1963)] that the maximum number of orthogonal latin squares of order 
12 is at most n - 1, with equality if and only if there exists a projective plane 
of order n. This if there exist an OA(d, 12, f = 2, A = l), then d < n + 1, with 
equality if and only if there exists a projective plane of order n. 
Now consider the OA(d = 4, n = 2, f = 1, A = 3) defined by 
1 
r=2 I 
1 1 1 
2 2 2 1 
2 
1 
1 2 2 1  112’ 2 1 2 1 2 2 
The orthogonal array r of index 3 has a repeated row, and we now rewrite r 
by listing the multiplicities of each of the rows that occur in r. In this way 
we obtain 
I 1 1 1 1 1 2 2 2 1 2 r’= 2 1 1 2 1 
1 2 1 2 1 
1 1 2 2 1 
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We now scale the multiplicities by the index A = 3, and obtain 
1 1 1 1 
2 2 2 1 
2 1 1 2 
1 2 1 2 
1 1 2 2 
The array I” defines a 4-dimensional matrix A = [ui,iLi,li,] of order 2 as 
follows. We set u,,,,~~~, equal to the scaled multiplicity of the $-tuple 
(i i. ,, 2, i,,i,) if (i,,i,,i,,i,) occurs in I’, and zero otherwise. The support 
S(A) of A equals the set of 4-tuplcs which occur in the orthogonal array I. 
Using the method of presentation described in Section 1, the matrix A is 
given by ! 0  5’ 0 fi 0  32 0 ’ + 
Since I is an orthogonal array of strength f= 1, it follows that A is an 
e-stochastic matrix where e = d - f = 3 and the entries of A are fractional 
numbers. In general, from an OA(d, n,f, A) r we obtain a matrix A = 
[‘i,~~. i,, 1 in fHn,d,e,f) by setting a,,ie,,_i,, equal to the multiplicity (possi- 
bly zero> of i,i, , . . , i, as a row of I divided by A. Conversely, let B be a 
matrix in fi(n, d, e, f> with fractional entries and let the least common 
denominator of the fractional entires of B be A. Multiplying the entries of B 
by the number A, and listing the elements of the support of the resulting 
matrix along with their multiplicities, we obtain an OA(d, YL,~, A). We 
summarize this discussion in the following theorem. 
THEOREM 3. Let ~1, n, e, and f be integers with e + f = d. There is a 
fractional e-stochastic matrix in Mn, d, e, f) if and only if there exists un 
OMd, n>f, A) f or some A. 1~1 particular, there exists an e-permutation mutrix 
of order n and dimension d if and only zj- there exists an OA(d, n, f, A = 1). 
Indeed, the support of a (0, l)-rnutrix A of order n and dimension d gives an 
OA(d, n, f, A = 1) if and only if A is an e-permutation matrix. 
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We thus see that the problem raised by Jurkat and Ryser (1968) to 
“determine the precise range of values of d, e, and n for which permutation 
matrices P(d, e> (e-permutation matrices of order n and dimension d) exist” 
is equivalent to that of determining for which values of d, n, and f there 
exists an OA(d, n,.f, A = 1). 
Besides the equivalence of d mutually orthogonal latin squares of order n 
to orthogonal arrays of index 1 [thus to (d -2)-permutation matrices of order 
n and dimension d], another important type of combinatorial design is 
equivalent to a multidimensional permutation matrix. Let H he a f~admnard 
matrix of order m. Thus If is a (1, - l)-matrix of order m satisfying 
HTlf = ml,,, 
Assume that m > 2. It is well known [see e.g. Ryser (1963)] that a necessary 
condition for the existence of a Hadamard matrix of order m is that m s 0 
(mod 4), and it is generally believed that this condition is sufficient as well. 
Assume that m = 0 (mod 4), and write m = 4h for some A > 1. A Hadamard 
matrix of order m = 4h can he normalized so that its first column contains 
only 1’s. Let H' he the matrix obtained from H by deleting column one of all 
l’s, and let H" he the matrix obtained from H' by replacing the -1’s with 
2’s. The orthogonality of the columns of H implies that H" is an OA(d = 
4h - 1, n = 2, f = 2, A). The process is reversible, and we conclude that a 
Hadamard matrix of order 4A is equivalent to a OA(d = 4A - 1, n = 2, f = 2, 
A) and thus to a (0, l)-matrix of order 2 and dimension 4A - 1 with exactly A 
l’s in each (4A -3)-flat. We note that the latter matrices are small. 
We now survey some of the results concerning the existence and nonexis- 
tence of multidimensional permutation matrices. Let d, n, e, and f he 
integers with e + f = d. 
Case e = d (f = 0): These are the (0, l)-matrices with exactly one 1 and 
hence always exist. 
Case e = d - 1 (f = 1): These always exist. The corresponding orthogo- 
nal array is an n by d array each of whose columns is a permutation of 
(1,2,. . , n}. A particular instance is the d-dimensional “identity” matrix of 
order n determined by the orthogonal array 
1 1 ... 1 
2 2 .I. 2 
. . . . . 
n n .*. n 
1 
238 R. A. BRUALDI AND J. CSIMA 
Case e = d - 2 (f = 2): As already d’ 1 iscussed, these permutation matri- 
ces are equivalent to the existence of d -2 mutually orthogonal latin squares 
of order n. In particular, their existence is equivalent to the fundamental 
combinatorial problem of the determination of the maximum number of 
mutually orthogonal latin squares of order n. A necessary condition for 
existence is d Q n + 1. If n is a power of a prime, then d Q n + 1 is also 
sufficient for existence. 
Case e = 1 (f = d - 1): These are the “line” permutation matrices which 
always exist and can be constructed as follows. Put a 1 in position (i,, i,, . , i,) 
if and only if i, + i, + . . . + i, 3 0 (mod n). 
Case e = 0 (f = d): In this case there is exactly one permutation matrix, 
namely the all l’s matrix of order n and dimension d. 
We now discuss some results of Bush (1952) which we state in the 
language of multidimensional permutation matrices. Proofs of these results, 
which are based on counting arguments, can also be found in the book 
Raghavarao (1971) and also in the forthcoming book by Hedayat and St&en 
(1991). 
THEOREM 4. If there exists an e-permutation matrix of order n and 
dimension d with n < d - e, then e = 0 or 1. 
It follows that a small e-permutation matrix of order n and dimension d 
can exist only if e = 0 or 1 or e > d - n + 1. 
We now use the preceding theorem in the following instances. 
Case n = 2 (permutation matrices of order 2): A permutation matrix of 
order 2 and dimension d > 2 is small. By Theorem 4 a necessary condition 
for existence is e = 0, e = 1, tl = d - 1, or e = d. It was established in the 
above cases that e-permutation matrices always exist for these values of e. 
Thus the values of e for which there exist e-permutation matrices of order 
n = 2 and dimension d are e = 0, 1, d - 1, and d. 
Case n = 3 (permutation matrices of order 3): If d = 2, then e-permuta- 
tion matrices of order 3 exist for e = 0, 1, and 2. Now assume that d > 3, so 
that n < d and our matrices are small. By Theorem 4 a necessary condition 
for existence is e = 0, e = 1, e = d -2, e = d - 1, or e = d. Existence for 
e = 0, 1, d - 1, and d is shown in the above cases. By case e = d -2 we have 
d Q 4 if e = d -2. Since 3 is a prime, there exists a 2-permutation matrix of 
dimension 4. Thus the values of e for which there exist e-permutation 
matrices of order n = 3 and dimension d are e = 0, 1, d - 1, and d, and also 
e=2ifd=4. 
Next we discuss a second theorem of Bush (1952) which gives nonexis- 
tence conditions. Suppose there exists an e-permutation matrix P of order n 
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and dimension d. If e = d - 2, then as already noted d =G n + 1. Bush also 
proved that if n is odd and e = d -3, then d < n + 1. Since a full submatrix 
of dimension d - 1 of P is an e-permutation matrix of order n and dimen- 
sion d - 1, induction then gives the following result. 
TIIEOREM 5. of there exists an e-permutation matrix of order n and 
dimension d satisfying e < d - 3, then 
n-l 
e,< 
if n is even, 
n-2 if n is odd. 
If in Theorem 5 we have e < d - n (and thus d > n), then Theorem 4 
implies that e < 1, a conclusion which is stronger than that given in the 
theorem. Hence we may as well assume in Theorem 5 that e > d - n + 1. 
Theorems 4 and 5 and case e = d -2 together imply the following result. 
COROLLARY 6. If e 2 2 and n are fixed positive integers, then there are 
only finitely many values of d for which there exists an e-permutation matrix 
of order n and dimension d. If f > 2 and n are fixed positive integers, then 
there are only finitely many values of d f or which there exists an (e = d - f )- 
permutation matrix of order n and dimension d. 
Now assume that n is a power of a prime. If e > d - n, then using 
polynomials over finite fields, Bush showed how to construct an e-permuta- 
tion matrix of order n and dimension d = n + 1. In the special case that 
e = d -3 and n is odd, the upper bound for e in the theorem is thus 
attained. If e = d -3 and n is even, then this e-permutation matrix can be 
“enlarged” to give a e-permutation matrix of order n and dimension d = n + 
2, and again there is equality in Theorem 5 in this case. 
Case n = 4 (permutation matrices of order 4): If d = 2 or 3, then 
e-permutation matrices exist for e between 0 and d. Now assume that d > 4, 
so that our matrices are small. By Theorem 4 a necessary condition for 
existence is e = 0, 1, d - 3, d -2, d - 1, or d. Existence for e = 0, 1, d - 1, 
and d follows as above. Now assume that e = d - 2. Then by case e = d - 2 
it follows that d < 5. But since 4 is a prime power, there exists a 3-permuta- 
tion matrix of dimension 5. Finally assume that e = d -3. By Theorem 5, we 
have d = 6. The existence of (e = d - 3)-permutation matrices of dimension 
d for d = 5 and d = 6 follows from the remark following Theorem 5. Thus 
the values of e for which there exist an e-permutation matrix of order 4 and 
dimension d are e = 0, 1, d -1, and d, and also all e with 0 <e < d for 
d<5and e=3if d=6. 
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Cuse n = 5 (permutation matrices of order 5): If d = 2 or 3, then 
e-permutation matrices exist for e between 0 and ct. Since 5 is a prime, there 
exists a 4-permutation matrix of dimension 6, and hence a S-permutation 
matrix of order 5. By the construction of Bush mentioned above, there also 
exists a S-permutation matrix of dimension 6. By that same construction there 
exists a 2-permutation matrix of dimension 6 and hence 2-permutation 
matrices of dimensions 4 and 5. Now assume that d > 7 and 2 ,< e < d -2. If 
e = d -2, then d = 7. Otherwise Theorem 4 implies that e > d - 4 and 
Theorem 5 implies that e < 3, and we conclude that d = 7 and e = 3. But it 
follows from Kounias and Petros (1975) that there does not exist a 3-permuta- 
tion matrix of order 5 and dimension 7. Thus the values of e for which there 
exist e-permutation matrices of order 5 and dimension d are e = 0, 1, d - 1, 
and d, and also all e with 0 < e < d for d ,< 6. 
Kounias and Petros (1975) have improved Theorem 5 in some cases 
besides that case mentioned in the paragraph above. 
TIIEOREM 7. If there exists an (d - 3bpermutation matrix of order n > 6 
with n = 2 (mod 4) and dimension d, then e < n - 3. If there exists an 
e-permutation matrix of order n and dimension d with n even, n f 0 (mod 361, 
andd-n<e<d-4, thenesn-3. 
Case n = 6 (permutation matrices of order 6): It is well known [see e.g. 
Ryser (1963)] that there does not exist a pair of orthogonal latin squares of 
order 6 and hence there does not exist a 2-permutation matrix of order 6 and 
dimension 4. By Theorem 2 it now follows that there does not exist an 
e-permutation matrix of order 6 and dimension d for any e and d satisfying 
d > 4 and 2 < e < d -2. Thus the only values of e for which there exist 
e-permutation matrices of order 6 and dimension d are e = 0, 1, d - 1, 
and d. 
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