2
matrix ⌧, which depends on the problem's overall differential operator and represents the main model parameter.
restricted case of steady state simulations. Shakib et al. [56] presented a more general definition of ⌧ which could Furthermore, besides the different approaches developed for computing ⌧ in incompressible flow regimes, ap-28 proaches for compressible flows include the work by Beau et al. [57] and Aliabadi et al. [58] who present a simple 29 option for handling the intrinsic time scale matrix for entropy and conservation variables. Additionally, for the com-30 pressible Navier-Stokes equations based on primitive variables including pressure, Hauke [59] presented a couple of 31 sets of simple stabilizing matrices which are easy to implement and compete in quality with the standard expression 32 emanating from the eigenvalue problem.
33
Codina and collaborators introduced developments of residual based stabilization methods using orthogonal and 34 time dependent subscales [60] [61] [62] [63] [64] . In contrast to other stabilized methods, Codina The idea of allowing the subscales to depend on time avoids several inconsistencies found in most Stabilized FEM 39 formulations [64] . 40 Most approaches for computing the intrinsic time scales matrix have been developed for particular types of 41 problems and only a few have been designed for general transport problems (e.g., [6, 56] ). The latter are rela-42 tively computationally expensive, as they require the computation of eigenvalues and/or multiple matrix square- 43 root evaluations. This fact has motivated the development of the presented method for approximating ⌧ for generic 44 transport problems in a relatively inexpensive manner. The method is denoted as Transport-Equivalent Scaling
45
(TES) and is based on the monolithic casting of the transport problem as a system of TADR equations and a Appendix presents the intrinsic time scale matrix for two-dimensional steady-state incompressible flows obtained 13 using different approaches to complement the material in Section 7. 
19
where R represents the TADR residual, A 0 , A i , K i j , S 1 are coefficient matrices used to describe each transport process,
20
S 0 is a vector, t time, i and j are spatial indexes (e.g., for a three-dimensional problem in Cartesian coordinates:
21 i, j = x, y, z), and Einstein's convention of repeated indexes has been adopted. Eq. (1) needs to be complemented by 22 the specification of initial and boundary conditions.
23
The strong form of the transport problem for vector Y(t, X), where (t, X) 2 R + ⇥ R nd , defined over the spatial 
30
where L is the total transport operator given by: positive-definite.
37
The VMS method uses the Variational (also called weak) form of Eq. (2), namely:
39 Eq. (6) is linear, the original problem is casted into a set of two problems, one for the large and another for the small 10 scales, namely:
12
The VMS formulation strives to obtain an equation for the large scales alone. Towards that end, by using adjoint
, the equation for the large scales becomes:
15
where the superscript ⇤ indicates the adjoint operator. The first term in Eq. (10) is equivalent to the standard Variational
16
(Galerkin) formulation of the problem (Eq. (7)), whereas the second term depends parametrically on Y 0 and aims to 17 model the part of the solution that cannot be captured by the discretization. The solution for the small-scales problem can be expressed by:
20
where the operator L 1 is formally defined in terms of the Green's function for the total transport operator L and the 21 projector operator [66] . Up to this point, no approximation has been used in the formulation, given that solving the 22 small-scales problem (Eq. (11)) is at least as complex as solving the original problem (Eq. (2)). To obtain a tractable 23 and computationally efficient model, the VMS formulation relies on approximating the small scales given by Eq. (11).
24
In particular, the algebraic VMS formulation relies on approximating L 1 locally with an algebraic operator ⌧, i.e.,
26
where ⌧ is the so-called intrinsic time scales matrix. With this approximation, the Variational Multiscale formulation 27 of Eq. (2) for Y leads to the following problem for the large scales only: variables for compressible flows, cannot be employed in the incompressible limit and therefore need to be abandoned.
7
The use of entropy variables, which produces symmetric matrices A 0 , A i , K i j , seems an appealing alternative; but 8 their use would require finding a suitable entropy function, which is not trivial for general transport problems [67] . The intrinsic time scales ⌧ is the main modeling component of the VMS formulation. The role of this operator is to 12 approximate the inverse of the total transport operator L, i.e.,
14 where the superscript 1 represents the inverse operator. It is crucial to consider that finding the inverse of L is at least 15 as difficult as solving the original problem. Therefore, for computational convenience, ⌧ is defined as an approximation 16 only; particularly, as a local algebraic approximation. A general form for ⌧ reads: 
24
where 1t is the time step size, n t a constant function of the accuracy of the temporal discretization (e.g., n t = 2 for 
28
(The simulations in Section 6 use bi-linear quadrilateral and tri-linear hexahedral finite elements.) It is assumed that of the sub-grid scales independently of the specific structure of the transport matrices. The approximate transport matrices can be computed based on different approximations. The simplest approach is 9 extracting the main diagonals of the corresponding transport matrices, i.e.,
14 where the diagonal operator diag(·) is defined such that given matrices M = {M i j } and N = {N i j }, reactive, or magnetohydrodynamic flow models), the Diagonal approximation of A 0 , A i , K i j , and S 1 is not adequate.
27
To address the potential lack of diagonal dominance of the transport matrices while maintaining dimensional 28 consistency, the TES method is based on the use of the following expressions:
33
where the scaled diagonal operator sdiag(·, ·) is defined such that given matrices M = {M i j }, N = {N i j }, and vector 34 S = {S i }, then:
36
In Eq. (28) " is a small numerical parameter to avoid division by zero. Numerical tests (Section 6) have shown 37 that its value has negligible effect on the final solution as long as it is small enough (i.e., " ⇠ 10 7 or smaller for
The definition of approximate transport matrices above ensures preservation of each type of transport flux, i.e., no added algorithmic cost to the overall formulation is implied (i.e., Eq. (13) implies a non-linear system of equations, 10 even for constant transport matrices). The definition of K DC used in the VMS formulation is addressed in Section 4;
11 and the effect of TES on the convergence process is discussed in Section 6.6.
12
Despite the added non-linearity, the main potential advantages of the TES approach are that: (1) it leads to diagonal 13 matrices, and hence the issues of dimensional consistency of the transport equations and computational cost of by: uses the quadratic product of each approximate transport matrix (e.g., terms of the formÃ i ·Ã j ).
35
Remark 4. Given the definitions of the approximate matrices using the diag or sdiag operators, the inverse of the 36 intrinsic transport matrices (i.e., ⌧ 
40
where " is a diagonal matrix whose elements are small numbers appropriate for each equation to avoid division by 41 zero. In the tests in Section 6, these numbers have been chosen equal to 10 7 . 
Handling of incompressibility
13 ⌧ p (⌧ 1 p,comp + ⌧ 1 p,inc ) 1 ,(31)17 ⌧ p,inc = (⇢⌧ u i G ii ) 1 ,(32)
18
where ⌧ u i is the main intrinsic time scale for the velocity component i. It can be noticed that the exponent " 1" given by:
29
where ⌧ M is the velocity time scale corresponding to the momentum equation (i.e., ⌧ M = ⌧ u i ) and ⌧ C the pressure 30 time scale for the continuity equation (i.e., ⌧ C = ⌧ p ), which is computed according to:
32
where
, and ⇠ j denotes the coordinates of each element in parametric space. Considering namely: Whereas if incompressibility correction (Eq. (31)) is used, the resulting ⌧ p can be expressed as:
5
The expression for ⌧ p /⌧ p,inc in Eq. (37) displays a maximum in the region Ma < 1 (given that Ma ref < 1); in 6 contrast, the expression in Eq. (38) is monotonically decreasing for the whole range of Ma, which may be more 7 favorable for attaining a convergent solution process. used in the present work, which is given by:
25
where represents W i j = i j |V i |), and is a dimensionless matrix defined by:
29
where min(·, ·) is the element-wise minimum function (e.g., for vectors V, W, and matrix Z, Z = min(V, W)
, and:
32 where (considering all inverses above exist) is a measure of how advection-dominated the system is (see Eq. (18)),
33
and I is the identity matrix. In Eq. (41), the matrix ⇣ is defined as: set of boundary conditions are listed in Fig. 1(a) , as well as the solution for Re = 10 3 using the TES approximation 34 without DC in Fig. 1(b) . The problem is discretized using a non-uniform mesh with 40 ⇥ 40 bilinear quadrilateral Q4 
10
Close examination of the results in Fig. 1(c) reveals that the use of DC with the Diagonal approximation does 11 not influence the results significantly whereas the use of DC together with the TES method leads to less accurate 12 (i.e., more diffuse) results. Based on the results of the two-dimensional and three-dimensional lid-driven cavity simulations, it can be 1 concluded that the TES approximation is able to produce adequately valid results. In terms of accuracy, none of The algebraic VMS using the TES approximation is also validated with the simulation of the compression ramp incompressibility correction, are analogous and similar to the pressure coefficient values reported by Shakib et al. [56] .
22
The compression ramp problem is also simulated using the commercial software Fluent R from ANSYS R [90] 23 using comparable model and solver settings to those in the VMS formulation, despite Fluent's solver is based on the Finite Volume Method (i.e., pressure-based, coupled, second-order accurate solver). The pressure coefficient over the 1 ramp surface obtained from the Fluent's results is also included in Fig. 4 , which also shows comparable accuracy to 2 those using the TES and Diagonal approximations and the results by Shakib et al. [56] . relative strength of electric to viscous diffusion, and (3) the imposed pressure gradient along the channel length. These 10 parameters can be fully defined from a known imposed pressure gradient ⇢G along the channel length, the imposed 11 transversal magnetic field B 0 along the channel height H , and the fluid material properties.
12
Despite the problem is essentially one-dimensional (i.e., the analytical solution describes the velocity profile along 13 the channel height), the simulations presented here used the complete three-dimensional flow model given by Eq. (13) Table 1 Set of boundary conditions for the Hartmann flow problem. Table 1 where p 0 is the reference accuracy of the results, the type of the convergence, which is a factor to estimate the computational cost of the 1 simulation, has also to be addressed. problem is omitted from Table 2 given that it had to be run as a time-dependent simulation. Table 2 . This figure illustrates the variation of kResk/tol versus the number of nonlinear solver iterations,
8
where kResk is the norm value of the global residual vector (Eq. (13)) and tol is the overall tolerance to declare 9 convergence in terms of residual reduction and is given by: tol = " rel kRes 0 k + " abs , where " rel and " abs are the user-10 specified relative tolerances (i.e., " rel ⇠ 10 5 , " abs ⇠ 10 10 ), and kRes 0 k is the norm of the residual at the beginning 11 of the nonlinear solution process (i.e., before the first iteration). Fig. 6 displays the convergence process for the TES
12
and Diagonal approximations with and without DC for (a) the two-dimensional and (b) the three-dimensional lid 13 driven cavity flow problem, respectively.
14
The results in Fig. 6 , particularly those in Fig. 6(a) , show a marked difference in the initial value of kResk/tol 15 between the TES and Diagonal cases. Such difference is mainly due to the difference in the respective value of convergence behavior is denoted as lsc (line search convergence) in Table 2 . Similarly, the convergence when TES
21
with DC is used depicts two orders of magnitude decrement in kResk/tol and occurrence of reduction failure, and
22
hence is also denoted as lsc. The results for the TES approach without DC show that the simulation stops because 23 proper convergence is achieved (i.e., kResk/tol < 1). This behavior is denoted as type cnv (convergence) in Table 2 .
24
Unlike Fig. 6(a) , the simulations in Fig. 6 (b) did note use the line search technique (i.e., they were obtained Table 2 . For these simulations the value of kResk/tol decreases through different steps (for about four 30 orders of magnitude) and stagnates after that. Thus, the simulations continue with oscillatory variation of kResk/tol 31 until reaching the predefined maximum number of nonlinear solver iterations. In addition to the types of convergence discussed above (i.e., cnv (convergence) and lsc (line search convergence)), as depicted in Figs. 1-5 ). In such cases, the simulations are considered valid and that the solution has convergence 9 (although not to the target tol).
10
Based on the results in Table 2 for the two-dimensional cavity flow, without the use of line search, the TES 11 approximation with and without DCĉonverges with an adequate decrement in kResk/tol (type cnv), whereas for 12 the Diagonal approximation with and without DC, kResk/tol decreases for several orders of magnitude and stagnates
13
after that (stg). For the two-dimensional cavity flow problem, when line search is used, the TES approximation without 14 DC converges with type cnv while for the other simulations reduction failure occurs after a sufficient decrement of 15 kResk/tol to deem the results valid is obtained (lsc). Table 2 also shows that for simulations using line search, the 16 use of the DC operator does not significantly change the total number of nonlinear solver iterations while without line 17 search, the simulation with DC needs more iterations to converge.
18
Considering the three-dimensional cavity flow problem, for both Re = 100 and Re = 400 without the line search Table 3 . The transport equations for this case study are given, using dimensionless units, by the set of 12 equations for:
13 continuity: @ x u x = 0, and
14 momentum conservation:
15
where u x and p are the dimensionless velocity and pressure, respectively. The transport operator and the vector of 16 variables in the form of Eq. (2) are:
, and (48)
19
First, an algebraic expression of ⌧ is obtained. Assuming @ x can be approximated by h 1 , and @ 2 x by h 2 , where h 20 stands for the element size, the algebraic transport operator, counterpart to Eq. (48), reads:
22
Substituting Eq. (50) into Eq. (14), the algebraic one-dimensional ⌧ is obtained. 31)) and also the intrinsic time scale matrix resulted from the TES method are also shown in Table 3 .
26
By comparing the expressions in Table 3 , the following aspects about ⌧ can be concluded:
27
(1) The algebraic one-dimensional intrinsic time scale matrix is non-diagonal and symmetric.
28
(2) The pressure intrinsic time scale ⌧ p using the Diagonal approximationîs equal to zero, as noted in Section 3. 4, 29 and therefore this approximation is not suitable for incompressible flows. Table 3 Intrinsic time scales for a one-dimensional steady-state incompressible flow using different approximations (see accompanying text for the nomenclature used).
where 
3
, and
. This ⌧ p also contains components of ⌧ u x and ⌧ u y .
4
Therefore, the TES approximation inherently acts as an incompressibility handling technique.
5
(6) Besides the differences of the various intrinsic time scale matrices, they hold several similarities; for instance the 6 determinant of all the expressions for ⌧ĥas the form: To complement the analysis in Section 7, five different formulations for ⌧ for a two-dimensional steady by ⌧ u x h 2 , which resembles the determinant of algebraic intrinsic time scale matrix.
