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Abstract. Preventing information leakage is a fundamental goal in achieving
confidentiality. In many practical scenarios, however, eliminating such leaks is
impossible. It becomes then desirable to quantify the severity of such leaks and
establish bounds on the threat they impose. Aiming at developing measures that
are robust wrt a variety of operational conditions, a theory of channel capacity
for the g-leakage model was developed in [1], providing solutions for several
scenarios in both the multiplicative and the additive setting.
This paper continuous this line of work by providing substantial improvements
over the results of [1] for additive leakage. The main idea of employing the Kan-
torovich distance remains, but it is now applied to quasimetrics, and in particular
the novel “convex-separation” quasimetric. The benefits are threefold: first, it
allows to maximize leakage over a larger class of gain functions, most notably
including the one of Shannon. Second, a solution is obtained to the problem of
maximizing leakage over both priors and gain functions, left open in [1]. Third, it
allows to establish an additive variant of the “Miracle” theorem from [3].
Keywords: Quantitative information flow · capacity · Kantorovich distance.
1 Introduction
Preventing sensitive information from being leaked is a fundamental goal of computer
security. There aremany situations, however, in which completely eliminating such leaks
is impossible for a variety of reasons. Sometimes the leak is intentional: we want to
extract knowledge from a statistical database; sometimes it is due to side channels that
are hard or impossible to fully control; sometimes the leak is in exchange to a service,
as in the case of Location-Based Services; sometimes it is in exchange for efficiency: i.e.
using a weaker but more efficient anonymous communication system.
In these cases, it becomes crucial to quantify such leaks, measure how important
the threat they pose is and decide whether they can be tolerated or not. This problem is
studied in the area of quantitative information flow, in which much progress has been
done in recent years, both from a foundational viewpoint [17, 21, 11, 24, 22, 12, 6, 3],
but also in the development of counter-measures and verification techniques [4, 5, 10,
19, 27, 23, 16, 8, 7, 25], and the analysis of real systems [14, 20, 15, 18].
Robustness is a fundamental theme in this area; we aim at developing measures and
bounds that are robust wrt a variety of adversaries and operational scenarios. In the
context of the successful g-leakage model, the operational scenario is captured by a
gain function g, and the adversary’s knowledge by a prior π. Developing the theme of
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robustness in thismodel, [1] studied the theory of channel capacity, that is the problem of
maximizing leakage over π for a fixed g, maximizing over g for a fixed π, or maximizing
over both π and g. Comparing the system’s prior and posterior vulnerability can be done
either multiplicatively or additively, leading to a total of six capacity scenarios.
In this paperwemake substantial progress in two of the scenarios for additive leakage,
namely in maximizing over g alone, or over both π, g. When maximizing over g, we
quickly realize that if we allow vulnerability to take values in the whole R≥0, we can
always scale it up, leading to unbounded capacity. In practice, however, it is common to
measure vulnerability within a predefined range; for instance, vulnerabilities capturing
the probability of some unfortunate event (e.g. Bayes vulnerability) take values in [0, 1],
while vulnerabilities measuring bits of information (e.g. Shannon vulnerability) take
values in [0, log2 |X |]. It is thus natural to restrict to a class G of gain functions, in
which the range of vulnerabilities is limited. In [1], this is achieved by the classG1X of
1-spanning gain functions, in which the gain of different secrets varies by at most 1.
Although G1X provides a solution for capacity, this choice is not completely satis-
factory from the point of view of robustness, since it excludes important vulnerability
functions. Most notably, Shannon vulnerability (the complement of entropy) is not k-
spanning for any k, hence the capacity bound for G1X does not apply, and indeed the
leakage in this case (known asmutual information) does exceed the bound. In this paper
we take a more permissive approach, by imposing the 1-spanning condition not on g
itself, but on the corresponding vulnerability function Vg , leading to the class GlX .
Since any vulnerability is k-spanning for some k, this class does not a priori exclude
any type of adversary, it only restricts the range of values.
Solving the capacity problem for GlX is however not straightforward. It turns out
that the core technique from [1], namely the use of the Kantorovich distance on the
hyper-distribution produced by the channel, can still be applied. However, substantial
modifications are needed, involving the use of quasimetrics, and in particular the novel
“convex-separation” quasimetric, replacing the total variation used in [1]. These im-
provements not only lead to a solution to the problem of maximizing leakage over
g : GlX , but also lead to a solution for the third scenario of maximizing over both π, g,
as well as to a variant of the “Miracle” theorem for the additive setting.
In detail, the paper makes the following contributions to the study of g-capacity:
– We present a general technique for computing additive capacity wrt a class of gain
functionsG, using the Kantorovich distance over a properly constructed quasimetric.
– This technique is instantiated for G1X using the total variation metric, recovering
the results of [1] in a more structured way.
– The same technique is then instantiated for the larger class GlX , using the novel
“convex-separation” quasimetric for which an efficient solution is provided.
– The results for GlX also provide an immediate solution to the scenario of maxi-
mizing over both π, g, which was left completely open in [1].
– Finally, the results forGlX lead to an “Additive Miracle” theorem, similar in nature
to the “Miracle” theorem of [3] for the multiplicative case.
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C y1 y2 y3 y4
x1 1 0 0 0
x2 0 1/2 1/4 1/4
x3 1/2 1/3 1/6 0
−→
J y1 y2 y3 y4
x1 1/3 0 0 0
x2 0 1/6 1/12 1/12
x3 1/6 1/9 1/18 0
−→
[πŻC] 1/2 5/12 1/12
x1 2/3 0 0
x2 0 3/5 1
x3 1/3 2/5 0
Fig. 1. A prior π (type DX ), a channel C (rows have type DY), a joint J (type D(X × Y)), and
a hyper [πŻC] (type D2X , each column has type DX ).
2 Preliminaries
Channels and their effect on the adversary’s knowledge A channel C is a simple
probabilistic model describing the behavior of a system that takes input values from a
finite set X (the secrets) and produces outputs from a finite set Y (the observations).
Formally, it is a stochastic |X | × |Y| matrix, meaning that elements are non-negative
and rows sum to 1. Cx,y can be thought of as the conditional probability of producing
y when the input is x.
We denote by DA the set of all discrete distributions onA, and by [a]:DA the point
distribution, assigning probability 1 to a:A. Given C and a distribution π:DX , called
the prior, we can create a joint distribution J :D(X ×Y) as Jx,y = πxCx,y . When J is
understood, it is often written in the usual notation p(x, y), in which case the conditional
probabilities p(y|x) = p(x,y)/p(x) coincide with Cx,y (when p(x) is non-zero) and the
x-marginals p(x) =
∑
y p(x, y) coincide with πx.
The prior π can be thought of as the initial knowledge that the adversary has about
the secret. When secrets are passwords, for instance, she might know that some are more
likely to be chosen than others. Always assuming that C is known to the adversary,
each output y provides evidence that allows her to update her knowledge, creating a
posterior distribution δy , defined as δyx = p(x,y)/p(y). This, of course, can be done for
each output; every y:Y potentially provides information to the adversary leading to
an updated probabilistic knowledge δy . But not all outputs have the same status; each
happens with a different marginal probability p(y) =
∑
x p(x, y), denoted by ay .
Hence, the effect of a channel C to the adversary’s prior knowledge π, is to produce
a set of posteriors δy , each with probability ay . It is conceptually useful to view this
outcome as a single distribution on distributions, called a hyper-distribution or just hyper.




of [πŻC] is called the outer distribution, expressing the probability of obtaining the
posteriors δy , called the inner distributions.
An example of all constructions is given in Fig. 1. From a channel C and the
uniform prior π we can construct the joint J by multiplying (element-wise) each column
of C by π. J is then a single distribution assigning probabilities to each pair (x, y). To
construct the hyper [πŻC], we normalize (i.e. divide by p(y)) each column J−,y , forming
the posterior δy . The marginals p(y) become the outer probabilities ay , labeling the
columns of [πŻC]. Finally, note that [πŻC] no longer records the original label y of each
column. As a consequence, the columns y2 and y3, both producing the same posterior




y] is exactly the hyper assigning probability ay to each δy .
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δy2 = δy3 = (0, 3/5, 2/5), are merged in [πŻC], which assigns to that posterior the
combined probability p(y2) + p(y3) = 5/12. This phenomenon happens automatically
by the construction of the hyper.
Vulnerability and leakage A fundamental notion inmeasuring the information leakage
of a system is that of a vulnerability function V : DX → R≥0. The goal of V (π) is to
measure howvulnerable a system iswhen the adversary has knowledgeπ about the secret.
To create a suitable vulnerability function we need to consider the operational scenario
at hand: we first determine what the adversary is trying to achieve, then take V (π) as a
measure of how successful the adversary is in that goal. Clearly, no single function can
capture all operational scenarios; as a consequence a variety of vulnerability functions
has been proposed in the literature, each having a different operational interpretation.
For instance, Bayes-vulnerability VB(π):= maxx πx measures the probability of
success of an adversary who tries to guess the complete secret in one try; Shannon-
vulnerabilityVH(π):= log2 |X |+
∑
x πx log2 πx (the complement of entropy)measures
the expected number of Boolean questions needed to reveal the secret; and Guessing-
vulnerability VG(π) = |X |+1/2−
∑
i iπi (where the i-indexing ofX is in non-decreasing
probability order) measures the expected numbers of tries to guess the secret correctly.
To study vulnerability in a unifying way, the g-leakage framework was introduced
in [3], in which the operating scenario is parametrized by a (possibly infinite) set of
actionsW , and a gain function g:W ×X → R. Intuitively,W consists of actions that
the adversary can perform to exploit his knowledge about the system. Then, g(w, x)
models the adversary’s reward when he performs the action w and the actual secret is x.
In such an operational scenario, it is natural to define g-vulnerability Vg as the expected
gain of a rational adversary who chooses the best available action:
Vg(π) := supw
∑
x πxg(w, x) .
The g-leakage framework is quite expressive, allowing to obtain a variety of vulnerability
functions as special cases for suitable choices of g. For instance, by picking W = X
and the identity gain function given by gid(w, x) = 1 iff w = x and 0 otherwise, we
get Vgid = VB . Similarly, we can construct gain functions expressing Shannon (for
which an infinite W is needed) and Guessing vulnerabilities, as well as a variety of
other operational scenarios. In fact, it can be shown that any continuous and convex
vulnerability V : DX → R≥0 can be written as Vg for some g [2].
For expressiveness, it is crucial to allow g to potentially take negative values, andW
to be infinite. However, it is desirable that Vg itself be non-negative and finite-valued,
since it is meant to express vulnerability. As a consequence we always restrict to the
class of GX of gain functions, defined as those such that Vg : DX → R≥0. As already
discussed in the introduction, it is often desirable to further restrict to subsets of GX .
Having established a way to measure vulnerability in the prior case, we move on
to measuring how vulnerable our system is after observing the output of a channel C.
Viewing the outcome of C on π as the hyper [πŻC], there is a natural answer: we can
measure the vulnerability of each posterior (inner) distribution of [πŻC], then average by
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Finally, information leakage is measured by comparing the vulnerability in the prior
and posterior case. Depending on how we compare the two vulnerabilities, this leads to
the additive or multiplicative leakage, defined as:




Additive g-capacities A fundamental theme when measuring information leakage is
robustness; we need bounds that are robust wrt a variety of different adversaries and
operational scenarios. Following this theme, since the g-leakage of a channelC depends
on both the prior π and the gain function g, it is natural to ask what is the maximum
leakage of C, over a class of gain functions G ⊆ GX and a class of priors D ⊆ DX .
This maximum leakage is known as the capacity of C.
Definition 1. The additive (G,D)-capacity of C, for G ⊆ GX , D ⊆ DX , is
ML+G (D, C) := sup
g:G,π:D
L+g (π,C) .
For brevity, when maximizing only over π for a fixed g, we writeML+g (D, C) instead
ofML+{g}(D, C); similarly, when π is fixed we writeML
+
G (π,C); for specific classes,
say G = GX , D = DX , we writeML+G (D, C) instead ofML
+
GX (DX , C). We can
maximize over π, or g, or both, getting three scenarios for additive capacity. The multi-
plicative capacityML×G (D, C), defined similarly, is outside the scope of this paper; the
corresponding three scenarios are studied in [1].
For the first scenario, g is fixed and we maximize over the wholeDX . For some gain
functions an efficient solution exists; for instance, for gH giving Shannon vulnerability,
ML+gH (D, C) is the Shannon capacity (maximum transmission rate)2 which can be
computed using thewell-knownBlahut-Arimoto algorithm [13]. However, for gid (giving
Bayes vulnerability), boundingML+gid(D, C) is known to be NP-complete [1], which of
course leaves no hope for a general solution.
The second scenario (fixed π, maximize over g) is the main focus of this paper and
is studied in detail in §3. Our solution turns out to also provide an answer for the third
scenario (maximize over both π, g), discussed in §3.5.
3 Computing additive capacities
In this section we study the problem of computing the additive (G, π)-capacity. We
quickly realize, however, that the unrestricted maximization over the whole GX yields
unbounded leakage. The problem is the unbounded range of Vg , and can be illustrated
by “scaling” g. Define the scaling of g by k>0 as g×k(w, x) = k · g(w, x). It is easy to
show [1] that this operation gives leakage L+g×k(π,C) = k · L
+
g (π,C), and since k can
be arbitrary we get thatML+G (π,C) = +∞.3
2 Which is why we generally refer to the maximization of leakage as “capacity”.
3 The same phenomenon happens for multiplicative leakage, this time demonstrated by shifting.
To keepML×G (π,C) bounded we can restrict to the classG
+X of non-negative gain functions.
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There are important classes of gain functions, however, which effectively limit the
range of Vg , causing the additive leakage to remain bounded. Even whenML+G (π,C)
is finite, computing it efficiently is non-trivial. A solution can be obtained by exploiting
the fact thatML+G (π,C) is connected to the well-known Kantorovich distance between
[π] and [πŻC].
This section proceeds as follows. In §3.1 we recall the Kantorovich distance and then
use it in §3.2 to obtain a generic technique for computingML+G (π,C), in time linear on
the size of C, using properties of G. We apply these bounds to obtain efficient solutions
for the classG1X of 1-spanning gain functions in §3.3, as well as the classGlX of gain
functions giving 1-spanning vulnerability in §3.4. Finally, §3.5 discusses the scenario
of maximizing over both π and g.
3.1 The Kantorovich and Wasserstein distances
We begin by recalling the Kantorovich distance between probability distributions. Given
α:DA and random variable F :A→R we write EαF for the expected value of F over
α, or Ex∼αF (x) to make precise the variable we are averaging over. Observe that for a
point distribution centered at a ∈ A we have E[a]F = F (a).
A function d : A2 → R is called a quasimetric iff it satisfies the triangle inequality
and d(a, a′) = 0 ∧ d(a′, a) = 0 iff a = a′. If d is also symmetric it is called a metric.
The set of all quasimetrics on A is denoted byMA. Although less frequently used than
metrics, quasimetrics will play an important role in computing additive capacity in §3.4.
A natural quasimetric on R is given by
d<R(x, y) := max{y − x, 0} .
Intuitively, d<R(x, y) measures “how much smaller” than y is x; 0 means that x is
no smaller than y. This quasimetric can be extended to x, y ∈ Rn as d<Rn(x, y) =∑
i d
<
R(xi, yi), giving an “asymmetric Manhattan” distance.
A function F :A→R is called d, dT -Lipschitz iff
dT (F (a), F (a
′)) ≤ d(a, a′) for all a, a′ ∈ A . (1)
The set of all such functions (also called contractions) is denoted by Cd,dTA. For the
source metric, a scaled distance k ·d (for some k ≥ 0) is often used. For the target metric
dT the Euclidean distance dR is commonly employed (in which case we might simply
write d-Lipschitz for brevity). In this section, however, we consider functions that are
d, d<R-Lipschitz, which holds iff
F (a′)− F (a) ≤ d(a, a′) for all a, a′ ∈ A . (2)
Note that themax from the definition of d<R is not needed, since d(a, a′) is non-negative.
The Kantorovich construction allows us to lift a metric d on A to a metric on
probability distributions over A. The standard construction is done by maximizing
|EαF−EαF ′| over all functions that are d, dR-Lipschitz. Note that the Euclidean distance
is implicitly used twice in this construction: first, in the Lipschitz condition and second,
for comparing EαF and EαF ′. We can, however, define variants of the Kantorovich by
using any other distance on R. Our purpose is to work with quasimetrics, hence we
employ d<R, leading to the following definition.
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Definition 2. The Kantorovich quasimetric is the mapping K< : MA →MDA:








Eα′F − EαF .
Note that that max was again dropped from d<R, since the sup is anyway non-negative
(Eα′F − Eα′F = 0 for F constant).
An important property of the Kantorovich distance is that it has a dual formulation as
the Wasserstein (or “earth-moving”) metric, for which efficient algorithms exist. Earth
movingmeasures measuring the cost of transforming one distribution into another, using
the underlying distance d as the cost function. Given two distributions α, α′:DA (the
“source” and “target”), an earth-moving strategy is a joint distribution S ∈ DA2 whose
twomarginals areα andα′.WewriteSα,α′ for the set of such strategies. TheWasserstein
distance is then defined as the minimum transportation cost; similarly to Kantorovich,
it provides a lifting fromMA to MDA.
Definition 3. The Wasserstein distance is the mapping W : MA →MDA given by:
W(d)(α, α′) := infS:Sα,α′ESd .
The well-known Kantorovich-Rubinstein theorem [26] states that, if (d,A) is a
separable metric space then K(d) = W(d). For our purposes, we will use this result
in the restricted case where one of the two distributions is a point distribution [a]. This
restriction is useful for two reasons: first, it allows us to give a simplified proof, adjusted
to our K< variant, drop the assumption of separability and allow d to be a quasimetric.
Second, we show that that W(d)([a], α) can be easily obtained as the expected (wrt α)
distance between a and the elements in the support of α.
We first fix some notation: given d ∈ MA and a ∈ A, we denote by da : A → R
the function “currying” a, defined by da(x) = d(a, x). Note that da is d, d<R-Lipschitz
since da(y)− da(x) = d(a, y)− d(a, x) ≤ d(x, y) follows from the triangle inequality.
We are now ready to state the result relating the two distances.
Theorem 1. Let d ∈MA be any quasimetric. For all [a], α ∈ DA it holds that
K<(d)([a], α) = W(d)([a], α) = Eαda .
Proof. We start with the Wasserstein distance. The crucial observation is that for point
[a], there is informally a single source “pile of earth”: all the probability has to come
from a. As a consequence, S[a],α contains a unique strategy Sx,y = [a]x · αy with
independent marginals [a] and α. We can then calculate
W(d)([a], α)
= infS:S[a],α ESd “definition ofW”
= E(x,y)∼S d(x, y) “take unique S with independent marginals [a], α”
= Ey∼αEx∈[a] d(x, y) “independence of marginals”
= Ey∼α d(a, y) “expectation over point distribution”
= Eαda




























RA EαF − E[a]F “definition of K
<”
≥ Eαda − E[a]da “da ∈ Cd,d
<
RA”
= Eαda “E[a]da = da(a) = 0” 2
3.2 Computing additive (G, π)-capacity
We now discuss a generic technique for computing the additive (G, π)-capacity, for a
given family of gain functions G ⊆ GX , using the Kantorovich distance. Recall that
ML+G (π,C) (Def. 1) is defined as the maximum difference between the posterior and
prior vulnerabilities Vg[πŻC], Vg[π]. The latter are simply the expected value of Vg over
the distributions [π], [πŻC], which are hyper distributions, having sample space DX .
We start by takingA = DX as the underlying space of the Kantorovich construction.
A quasimetric d ∈ MDX measures the distance between two distributions on secrets.
The key for boundingML+G (π,C) from above is to find such a quasimetric d wrt which
Vg is Lipschitz for all g ∈ G. Since the Kantorovich distance maximizes Eα′F − EαF
over all Lipschitz functions F , it will provide an upper bound to the additive capacity.
Bounding the capacity from below is also possible if there exists some g ∈ G such
that dπ = Vg . This is due to the fact that the g-leakage for this g is exactly E[πŻC]dπ .
In the following, given a class of gain function G ⊆ GX , we denote by VG =
{Vg | g ∈ G} the set of g-vulnerabilities induced by G. The bounding technique is
formalized in the following result.
Theorem 2. Let d ∈MDX , let G ⊆ GX and fix a channel C and prior π. Then
dπ ∈ VG implies ML+G (π,C) ≥ k , and (3)
Cd,d
<
RDX ⊇ VG implies ML+G (π,C) ≤ k , (4)
where k = K<(d)([π], [πŻC]) = W(d)([π], [πŻC]) = E[πŻC]dπ .
Proof. The fact that K<(d)([π], [πŻC]) = W(d)([π], [πŻC]) = E[πŻC]dπ comes from
Thm. 1, for A = DX , a = π, α = [πŻC]. We start with (3): for Vg = dπ we have that
Vg(π) = 0 and Vg[πŻC] = E[πŻC]dπ henceML+G (π,C) ≥ L+g (π,C) = E[πŻC]dπ . For
(4) we have that
ML+G (π,C)




RDX E[πŻC]F − E[π]F “sup over larger class”
= K<(d)([π], [πŻC]) “definition” 2
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So far we have considered an unknown quasimetric d on probability distributions,
and identified in Thm. 2 two properties of d that provide bounds for additive leakage. It
is not clear, however, whether such a quasimetric exists and what is its relationship with
the class G. We now show that the choice of d is in fact canonical for each class. More
precisely, for any G we can construct a quasimetric d<G satisfying the second condition
of Thm. 2. Furthermore, if a quasimetric d satisfying both conditions (for any π) does
exist, then it is unique and equal to d<G .
Theorem 3. Let G ⊆ GX and define a quasimetric d<G :MDX as
d<G(π, σ) := sup
g∈G
d<R(Vg(π), Vg(σ)) .




RDX . Moreover, if {dπ | π:DX} ⊆ VG ⊆ Cd,d
<
RDX holds for some
quasimetric d, then d = d<G .
Proof. Let g ∈ G. We trivially have that
d<R(Vg(π), Vg(σ)) ≤ sup
g∈G
d<R(Vg(π), Vg(σ)) = d
<
G(π, σ) ,
hence Vg is d<G , d<R-Lipschitz. Now let d:MDX such that {dπ | π:DX} ⊆ VG ⊆
Cd,d<RDX and let π, σ:DX . From dπ ∈ VG , we get that
d(π, σ) = d<R(dπ(π), dπ(σ)) ≤ sup
g∈G
d<R(Vg(π), Vg(σ)) = d
<
G(π, σ) .
Then, since Vg is d, d<R-Lipschitz for all g ∈ G, we get that
d<G(π, σ) = sup
g∈G
d<R(Vg(π), Vg(σ)) ≤ sup
g∈G
d(π, σ) = d(π, σ) ,
hence d and d<G coincide. 2
Finally, an important corollary of this technique is that, assuming that d can be
computed in time O(|X |),ML+G (π,C) can be computed in time O(|X ||Y|). Indeed,
calculating E[πŻC]dπ involves computing the output and posterior distributions of [πŻC].
The former can be computed in O(|X ||Y|) time via the joint matrix J ; then for each
posterior δy , we need to construct δy (O(|X |)) and compute d(π, δy) (O(|X |)).
3.3 Additive capacity for 1-spanning gain functions
We are now ready to provide a complete method for computing additive capacity for an
important family of gain functions. The span of a function f :A→R is defined as
‖f‖ := supa,a′∈A |f(a)− f(a′)| ,
while for gain functions (having two arguments) we define ‖g‖:= supw∈W ‖g(w, ·)‖.
Since scaling g causes unbounded leakage, a natural solution is to limit the range of g.
This can be done in an elegant way, without completely fixing g’s range, by requiring
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that ‖g‖ ≤ 1, which brings us to the class G1X of 1-spanning gain functions, the topic
of study in this section. In the following we see that this restriction in fact limits the
steepness of Vg .
Note that any result for G1X can be straightforwardly extended to k-spanning
gain functions, since L+g×k(π,C) = k · L
+
g (π,C) implies that the k-spanning additive
capacity is simply k · ML+G1(π,C). Note also that this class is quite large: any g with
a finite number of actions has finite span. For an infinite number of actions, however, it
is possible that ‖g‖ = +∞, i.e. that g is not k-spanning for any k; important functions
such as Shannon vulnerability fall in this category. In §3.4 we enlarge our class of gain
functions to include such cases.
Total variation, steepness and g’s span To apply the bounding technique of §3.2 to
G1X we need a (quasi)metric d ∈ MDX with respect to which Vg is Lipschitz when g
is 1-spanning. Conveniently, this is the case of the well-known total variation distance:
tv(π, π′) := supX⊆X |π(X)− π′(X)| .
For discrete distributions, expressed as vectors, the total variation is equal to d<Rn(π, π′),
which is in fact symmetric when restricted to probability distributions (because the
elements sum up to 1), and equal to 1/2 theManhattan distance ‖π−π′‖1. Total variation
is a natural choice forDX whenX is an “unstructured” space with no underlying metric.
Indeed, such spaces can be naturally equipped with the discretemetric dm:MX , defined
as dm(x, x′) = 0 iff x = x′ and 1 otherwise. It is well known that the Kantorovich
lifting of this metric gives total variation, namely tv = K(dm). Note, however, that the
fact that tv is the result of Kantorovich is not important for our goals; our technique
involves applying K< to tv itself, lifting it to hyper-distributions.
The Lipschitz property wrt tv and the standard Euclidean dR naturally expresses
the steepness of Vg . If Vg is k·tv-Lipschitz then the vulnerability can be modified by at
most k·ε while changing the probability of any subset of secrets by ε. The larger k is,
the steeper Vg can be, i.e. the faster it is allowed to change. It turns out that this property
is tightly connected to the span of g, as the following result from [1] states.
Proposition 1. For all g:GX it holds that Vg is ‖g‖·tv-Lipschitz.
As a consequence of the above result we get that ‖Vg‖ ≤ ‖g‖, since |Vg(π) − Vg(π′)|
can be no greater than ‖g‖·tv(π, π′) ≤ ‖g‖.
Putting the pieces together We can finally recover (in a more structured way) the
result of [1] for computing the additive (G1,π)-capacity. Denote by 1S(x) the indicator
function, equal to 1 if x ∈ S and 0 otherwise.
Theorem 4. Given a channel C and prior π, it holds that
ML+G1(π,C) = E[πŻC]tvπ .
The capacity is realized by the gain function g:G1X defined by
W := 2X , g(W,x) := 1W (x)− π(W ) ,
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for which it holds that Vg = tvπ .4
Proof. The result comes from Thm. 2 for d = tv and G = G1X ; we show here that the
two conditions of this theorem hold.
For the upper boundwe need to show that g:G1X implies that Vg is tv, d<R-Lipschitz.
But from Prop. 1 we know that Vg is tv, dR-Lipschitz, which is a stronger property since
d<R is no greater than dR for all reals.
For the lower bound, we need to show that the claimed gain function g is 1-spanning
and Vg(τ) = tvπ(τ). Note that g clearly depends on the fixed π. For the 1-spanning part
we have that |g(W,x)− g(W,x′)| = |1W (x)− 1W (x′)| ≤ 1. Moreover, it holds that
Vg(τ)
= maxW Ex∼τg(w, x) “definition of Vg”
= maxW
(










R(πx, τx) “takeW = {x | τx ≥ πx}”
= tv(π, τ) . “tv(π, π′) = d<Rn(π, π′)” 2
In the above proof we showed that tv satisfies the two conditions of Thm. 2. From
Thm. 3 we known that there is a unique quasimetric satisfying these conditions which
can be constructed explicitly from the class G = G1X , that is: tv(π, π′) = d<G1(π, σ) =
supg:G1X Vg(σ) − Vg(π). Note also that tv can be computed in |X | time, hence, as
discussed in §3.2,ML+G1(π,C) can be computed in time O(|X ||Y|).
3.4 Additive capacity for 1-spanning vulnerability functions
As discussed in the introduction it is often desirable to measure vulnerability within a
predefined range, for instance [0, 1] or [0, log2 n] (n = |X |). A natural way to achieve
this is to consider k-spanning gain functions, implicitly limiting the range of Vg to an
interval of size at most k. This choice, however, excludes important vulnerabilities that
cannot be expressed as Vg for any k-spanning g.
For instance, for the Shannon vulnerability functionVH (see §2) the additive capacity
is equal to the well known Shannon mutual information. Although VH lies within
[0, log2 n] and it can be expressed as VgH for a suitable gH , this gain function is
not log2 n-spanning, in fact ‖gH‖ = +∞. As a consequence, the additive capacity
ML+G1(π,C), discussed in the previous section, does not provide a bound for gH -
leakage. Indeed, the mutual-information of the fully transparent identity channel Cid
on a uniform prior is L+gH (π
u, Cid) = log2 n, which exceeds its additive capacity wrt




Aiming at robustness wrt a larger class of vulnerabilities, we can allow functions
Vg that have a bounded range, even though g itself is unbounded. Similarly to G1X , we
choose to limit the range of Vg without completely fixing it, by restricting to the class
GlX = {g:GX | ‖Vg‖ ≤ 1} of 1-spanning vulnerability functions.





is also capacity-realizing [1].
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π σ




Fig. 2. Line connecting π and σ, extended to the boundary of the simplex.
Since ‖Vg‖ ≤ ‖g‖, but not vice-versa (as VH demonstrates), it holds that G1X ⊂
GlX . Since any convex (and continuous) function can be expressed as Vg for some
properly constructed g [2], VGlX is the class of all 1-spanning convex functions. Note
also that, since any Vg , g:GX is bounded, it is k-spanning for some k.
To compute the additive capacity via the technique of §3.2, we need a quasimetric
satisfying both conditions of Thm. 2. From Theorem 3 we know that such a quasimetric
(if it exists) is unique and equal to the d<G construction. In the previous section, this
turned out to be the well-known total variation distance. In this section, on the other
hand, we start directly with d<G for our class G = GlX . The resulting quasimetric d<Gl
is called the “convex-separation” quasimetric, and is given by
d<Gl(π, σ) := sup
g∈GlX
d<R(Vg(π), Vg(σ)) = sup
g∈GlX
Vg(σ)− Vg(π) .
Note that, once again, we removed the max from the definition of d<R since the sup is
anyway non-negative.
An important property of d<Gl is that it admits a simple closed-form solution.
Theorem 5. The convex-separation quasimetric d<Gl is equal to





Proof. Let π, σ ∈ DX . Assume π 6=σ (the case π = σ is trivial) and consider the line
in Rn joining the two priors, as shown in Fig. 2. The points on that line, starting from π
and moving towards σ can be written as πc = π + c(σ − π) for c ≥ 0. Continuing on
that line, at some point we are going to hit the boundary of the probability simplex DX .
Let πc be the point on that boundary, i.e.
c := max{c | πc ∈ DX} . (5)
Note that c ≥ 1 since π1 = σ ∈ DX . Now let F :DX → R be convex and 1-
spanning. Since σ lies in the line segment between π and πc, we can write it as a convex
combination
σ = c−1πc + (1− c−1)π (6)
with c−1 ∈ (0, 1]. From convexity we get that
F (σ) ≤ c−1F (πc) + (1− c−1)F (π) ,
from which, together with F (πc)− F (π) ≤ 1 (F is 1-spanning), we get
F (σ)− F (π) ≤ c−1(F (πc)− F (π)) ≤ c−1 . (7)
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We now compute c, which is given by the maximization problem (5). The problem









x = 1 is always satisfied by
construction of πc. Hence we only need to ensure that πcx = πx + c(σx − πx) ≥ 0 for
all x:X . If πx = σx this is always satisfied, and if πx < σx then this imposes a lower
bound on c. The only interesting case is when πx > σx which gives us an upper bound






Replacing c in (7) we get















Fπ is convex as themax of convex (in fact linear) functions of τ , so it can be expressed
as Vg (see Thm. 6 for the exact g). Moreover, Fπ(π) = 0, hence Fπ(σ) − Fπ(π) =
maxx:dπe 1− σxπx , which concludes the proof. 2
We can now use d<Gl to compute the additive (G
l,π)-capacity.









The capacity is realized by the complement of the “π-reciprocal” gain function
W = dπe , gcπ–1 =
{
1− 1πx , if w = x
1, if w 6= x ,
for which it holds that Vgc
π–1




Proof. The result comes from Thm. 2 for d = d<Gl and G = G
lX ; we show here that
its two conditions of the theorem hold. The second is satisfied automatically by the
construction of d<Gl (Thm. 3). For the first condition, after simple calculations we find




Thm. 5 we have that Vgc
π–1
= d<Glπ . Finally, simple calculations show that Vgcπ–1 [πŻC] =
1−
∑
yminx∈dπe Cx,y , which concludes the proof since Vgcπ–1 (π) = d
<
Glπ(π) = 0. 2
Note that the capacity-realizing gain function gcπ–1 essentially “cancels out” the
effect of the prior, making ML+Gl(π,C) independent from π, and equal to 1 minus
the sum of the column minima of C (ignoring the rows when πx = 0). Remarkably,
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the “π-reciprocal” gain function gπ–1 (the complement of gcπ–1 ) produces the same
“cancellation” effect for multiplicative (G+,π)-capacity, making it independent from π.
An observation that can be made from Thm. 6 is that the capacity realizing g is
k-spanning for k = maxx: dπe 1πx . From this we can conclude thatML
+
Gl(π,C) ≤ k ·
ML+G1(π,C) for k = maxx: dπe 1/πx. In particularML
+
Gl(π
u, C) ≤ |X |·ML+G1(π
u, C)
for the uniform πu.
A final note about our use of quasimetrics. Although the total variation tv, used in
§3.3 for G1X , is a proper metric, d<Gl used in this section for G
lX is not, since it is
not symmetric. This is why we had to work with quasimetrics; it is certainly possible




Gl(σ, π)}), however this
metric would not satisfy both conditions of Thm. 2. Recall that for each class G there
can be at most one quasimetric satisfying both properties, and for GlX this is d<Gl .
3.5 Maximize over both g and π
This scenario was left open in [1] (which uses the class G1X ), since ML+G1(π,C)
depends on the prior, and maximizing it over π is challenging. Our results on the larger
class GlX , however, lead to a complete solution since ML+Gl(π,C) is independent
from π. By Thm. 6, any full-support π with gcπ–1 are capacity-realizing, giving
ML+Gl(D, C) = 1−
∑
yminx Cx,y .
4 The additive miracle theorem
The multiplicative Bayes-capacity ML×gid(D, C) is well known to be realized on a
uniform prior, and is equal to the sum of the column maxima of C [9, 24]. A result from
[3], which was surprising enough to be named “Miracle”, states thatML×gid(D, C) is in
fact a universal upper bound for multiplicative leakage (wrt non-negative g’s).
Theorem 7 (“Miracle”, [3]). For any C, π:DX , and non-negative g:G+X , we have
L×g (π,C) ≤
∑
ymaxx Cx,y = ML
×
gid(D, C) .
In [1], this theorem was used to easily conclude that the capacityML×G+(π,C) is equal
toML×gid(D, C) for any full-support π. In the additive case, having already a solution
forML+Gl(π,C), we can go in the opposite direction and obtain an additive variant of
the miracle theorem. Denote by gcid = 1− gid the complement of gid.
Theorem 8 (“Additive Miracle”). For any C, π:DX , and g:GlX , we have
L+g (π,C) ≤ 1−
∑




Proof. The inequality is a direct consequence of Thm. 6; note that it holds for any prior
since 1−
∑
y:Y minx:X Cx,y ≥ 1−
∑
y:Y minx: dπe Cx,y . Now let g∗ = gcid × |X |, for
which it holds thatML+g∗(D, C) = |X | · ML
+
gcid
(D, C). We have that Vg∗ = |X |(1 −
minx:X πx). For uniform πu we compute L+g∗(πu, C) = 1−
∑
yminx Cx,y , and since
g∗:GlX , this is an upper bound for all π:DX , and hence equal toML+g∗(D, C). 2
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The multiplicative and additive miracle theorems are similar in nature, although they
do have several differences. They both provide a universal bound for leakage,which holds
for all priors and all gain functions within a certain class. In the multiplicative case, this
is the class G+X of non-negative gain functions, while in the additive case, the class
GlX of gain functions producing a 1-spanning Vg . In the multiplicative case the bound
is given by the sum of column maxima of C, while in the additive case by 1 minus the
sum of column minima. In the multiplicative case the bound coincides with the (gid,D)-
capacity for the identity gain function (i.e. the Bayes-capacity), which is realized on a
uniform prior. In the additive case the bound is (|X | times) the (gcid,D)-capacity for the




Example Consider the caseX = {x1, x2}with a gain function penalizing
wrong guesses, defined asW = X , and g(w, x) = 1 iff w = x and −1
otherwise. Note that Vg is always non-negative since the probability of a
correct guess is at least 0.5 (for |X | = 2). For a uniform prior πu, both
guesses are equivalent, giving expected gain 0.5 · 1 + 0.5 · −1 = 0, so Vg(πu) = 0.
Nowconsider the illustrated channelC which gives rather good information about the
secret. Computing the two posteriors we get δy1 = (0.8, 0.2) and δy2 = (0.2, 0.8), which
both give g-vulnerabilityVg(δy1) = Vg(δy2) = 0.8−0.2 = 0.6. HenceVg[πuŻC] = 0.6
and as a consequence L×g (πu, C) = +∞, clearly larger than the multiplicative Bayes
capacityML×gid(D, C) = 0.8 + 0.8 = 1.6. The miracle theorem does not apply here
since g takes negative values.
On the other hand, Vg is 1-spanning (although g itself is 2-spanning), since its value
is at least 0 (for a uniform prior) and at most 1 (for a point prior). As a consequence the
additive miracle theorem applies, guaranteeing thatL+g (πu, C) ≤ 1−
∑
yminx Cx,y =
1− 0.2− 0.2 = 0.6. Indeed L+g (πu, C) = 0.6− 0, exactly matching the bound. 2
5 Conclusion and future work
We studied the problem of computing additive g-capacities. Extending the Kantorovich
technique of [1] with quasimetrics, we provided a solution for the class GlX of 1-
spanning vulnerabilities, which, in contrast toG1X , can include any vulnerability func-
tion (by scaling). The results also provided a solution to the problem of maximizing
leakage over both π and g, and lead to an additive variant of the miracle theorem of [3].
In futureworkwe plan to study approximation algorithms for all scenarios, especially
ML+g (D, C)which is NP-complete in general. Moreover, we aim at developing a theory
that unifies the two main approaches to robustness, namely capacity and refinement.
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