Current algorithmic approaches for piecewise affine motion estimation are based on alternating motion segmentation and estimation. We propose a new method to estimate piecewise affine motion fields directly without intermediate segmentation.
I. INTRODUCTION
T WO important prior models have been explored for motion estimation. The first one works with a dense representation of motion and imposes at each pixel a smoothness constraint [19] such as total variation (TV) [5] , [56] or total generalized variation (TGV) [4] , [44] . These regularization terms are most often convex and well suited to a large collection of optimization techniques. However, they create undesirable artefacts like staircasing or smoothing of motion discontinuities. The second type of prior model works with parametric representations of motion, which may be chosen to provide a satisfying match of 3D translations on the camera plane. In particular, the piecewise-affine model overcomes the limitations of TV and TGV and has yielded very accurate results in several previous works [37] , [42] , [55] . Yet, in spite of these achievements, local smoothness priors are still preferred to piecewise-parametric ones in most motion estimation methods. The main difficulty that restrain the spreading of the piecewise-parametric model is the challenging optimization problem it involves. In this work, we address this optimization issue.
The problem is usually formulated as the joint segmentation of the motion field and estimation of the parameters inside each region, following the seminal work of Mumford and Shah [25] for the image segmentation part. The interdependency of these two tasks translates into highly nonconvex optimization. The existing solutions proceed iteratively by alternating an optimization step with respect to the image partition and an optimization step with respect to the motion parameters. This alternating scheme causes two main issues. Firstly, the resulting scheme is very sensitive to initialization and can only be used for refinement. Secondly, the computational cost is often prohibitive for practical applications. In particular, it depends on the number of regions, which should typically be very large to achieve high accuracy.
In this paper, we propose a new method to estimate piecewise-affine motion fields. It eschews the explicit segmentation of motion and the aforementionned limitations of existing methods. Our main contributions can be summarized as follows:
• We revisit the standard formulation and impose a piecewise-constant regularization of the field of affine parameters. It leads to the direct estimation of a piecewise-affine motion field without intermediate segmentation. • We propose an optimization method based on a specific proximal-splitting approach that yields a series of 1D piecewise-affine vectorial estimation problems. We design an efficient solver that is based on dynamic programming and inspired by the works on segmentation described in [33] , [35] , and [48] . • We present experimental evidence on the reference benchmarks MPI Sintel [7] and Kitti [16] showing that our approach outperforms the standard TV and TGV regularizations, and that it is competitive with the best performing piecewise-parametric methods [40] , [55] .
• Our optimization scheme does not require any initialization of the motion field, and it is faster than other piecewise-parametric approaches. In particular, the computational time does not depend on the complexity of the motion field. Thus, our method combines the advantages of the piecewise-affine model with robustness and a low computational cost. It can be integrated as a regularizer in various motion estimation frameworks.
The outline of the paper is as follows: In Section II, we review related works and identify their limitations. In Section III, we describe the model and optimization method that we propose. In Section IV, we evaluate the performance of our method on standard benchmarks. In Section V, we give concluding remarks.
II. RELATED WORKS
Motion estimation aims at recovering the deformation field between to consecutive frames of an image sequence. Piecewise-parametric approaches based on joint motion segmentation and parameter estimation have been formulated as an optimization problem of the form
where L is the number of regions, R = {R 1 , . . . , R L } is a partition of the image, w is a piecewise-parametric motion field on R (i.e. w is parametric on each R n for n = 1, . . . , L.), ρ is a function that imposes data fidelity, L is a segmentation prior usually defined as the total boundary length delineating the segmented regions R n , and λ is a balance parameter between ρ and L. Problems of this type are typically minimized alternately with respect to R, which amounts to an imagepartitioning problem, and with respect to w, which amounts to a parametric motion fitting. A similar formulation has also been used recently for image segmentation [57] . The differences between existing methods concern mainly the solver for the image-partitioning problem. In a continuous setting, following the approach of Mumford and Shah [25] , the problem has been addressed with an implicit level-set representation of the partitioning curve in [13] , [28] , and [43] . A primal-dual optimization strategy was used in [42] . In a discrete setting, iterated conditional modes and high confidence first approaches were exploited in [3] , [24] , and [27] . Graphcuts methods have also been used in [31] , and more recently in [55] . Layered models, introduced in [46] , involve a similar optimization problem but add a depth information between the different regions, from which occlusions can be derived. This model has been revitalized in [32] and [37] - [39] .
The first limitation of these approaches is their sensitivity to initialization when optimizing (1) with an alternating scheme. This is illustrated in [39] and [42] , where the optimization is initialized through advanced motion estimation methods [36] , [50] . In [8] , an alternating direction method of multipliers (ADMM) approach is used to solve (1) without intermediate segmentation steps. However, the underlying model is piecewise-constant and not rich enough in most practical scenarios; it is initialized by a block matching algorithm.
The second limitation is the computational time, which is mostly spent on the image-partitioning problem. The earliest works retain at most five regions to make the problem tractable [3] , [13] , [24] , [28] . More recently, the layered approach [39] handles a larger number of regions but requires several hours of computation, and the primal dual approach [42] can take up to one hour despite a GPU implementation. The method proposed in [55] achieves around fifteen minutes for (1240 × 370) image, with a graph cut minimization approach.
In contrast, our method is initializaton-free and has a significantly lower computational cost.
Beyond solving (1), other techniques can be involved to improve the results. They include the handling of occlusions [2] , [27] , [42] , label cost terms to limit the number of regions [42] , [55] , edge-driven models to fit image boundaries [28] , deviations from the parametric models to estimate more complex deformations [37] , smoothness of the parameters of neighboring regions [55] , or post-processing refinements with a variational optimization of TV-based models [55] . Yet other methods rely on similar principles but incorporate additional information obtained from their applicative context, like epipolar constraints [21] , [45] , temporal consistency [21] , or semantic information about the type of moving objects in the scene [32] .
Extensions of TV to second order derivatives result in approximately piecewise-affine solutions [29] , [41] . However, the 1 norm does not delineate moving objects as sharply as the Mumford-Shah model (1) . In this line, the overparametrized approach [20] , [26] , which models a spatially varying parameter field with TV regularization, also shows this undesirable effect.
III. PROPOSED PIECEWISE-AFFINE ESTIMATION
In this section, we detail our method to estimate piecewiseaffine motion fields. After the model and minimization problem, we present our optimization strategy based on directional splitting. The splitting leads to vector-valued denoising problems in 1D with piecewise-affine regularization. We provide an efficient solver for these problems (Section III-D).
A. Piecewise-Affine Model
Let two successive frames of an image sequence be I 1 , I 2 : → R, where ⊂ N 2 is the image grid. Our goal is to estimate the piecewise-affine motion field w : → R 2 that transports I 1 to I 2 according to (1) . It is common to discretize the length L(R n ) of the boundary of a segment R n by
where d k is an element of the set D ⊂ (Z 2 ) K of directions, α k > 0 is its corresponding weight [1] , [9] , and |A| denotes the number of elements of a set A ⊂ .. The choice of D and α determines how well the regularizer approximates rotational invariance. Considering only horizontal and vertical directions, with D = {(0, 1), (1, 0)}, creates block artifacts similar to those of anisotropic TV regularization. To attenuate them, we use the four-directional neighborhood system D = {(0, 1), (1, 0), (1, 1), (−1, 1)} that includes diagonal directions. The weights are chosen such that the norm built from the basis vectors of D best approximates the isotropic Euclidean norm [9] , [35] . Henceforth, we assume that the motion field w can be written in terms of the parameter field P : → R 2×3 as
for all x ∈ , wherex = (x 1 , x 2 , 1) denotes the homogeneous coordinates of x. When P is piecewise constant, it defines a partition R of the domain . This allows us to conveniently express the piecewise-affine model (1) as
for all x ∈ , where ∇ d k P 0 counts the number of parameter changes with respect to the direction d k , as given by
Note that the factor 1 2 that was compensating for the double counting of the boundary lengths in (1) is not needed in (4) . Although our final goal is to estimate the flow field w, the introduction of P in (4) is important for the derivation of our proposed algorithm. Differently from the overparametrized approach [17] , [26] , we do not estimate the parameters but directly the motion field.
The data term in (1) reflects the assumption of the conservation of an image feature along the motion trajectory. Here, we rely on the usual assumption of constant brightness and penalize deviations with an 1 norm to gain robustness to local violations such as occlusions or illumination changes. The linearized form of this criterion is
and I t is the discrete temporal image gradient given by I t = (I 2 − I 1 ). Note that this data term (6) does not depend on the parameter field P but only on the associated flow field w.
B. Splitting Approach and Augmented Lagrangian Resolution
The problem (4) is non-convex and NP-hard. Thus, the convergence to a global minimum cannot be guaranteed. To find a practical solution, we devise a splitting strategy. We divide (4) into easier subproblems in an ADMM-like augmented-Lagrangian framework, which has turned out to often work well for non-convex problems [11] , [18] , [34] , [47] , [54] .
The starting point for our method is the formulation in terms of the parameter field (4). We introduce splitting variables P k to decouple the data term and the terms associated to the directions d k of the regularization. This leads to the optimization problem
Then, the augmented Lagrangian (in scaled form) of (7) writes
where {μ k } k=1,...,K are Lagrange multipliers and η > 0 is a parameter that controls the fulfillment of the constraints, and influences the speed of convergence. Further, · 2 2 denotes the squared Euclidean norm in R 2 . Note that we include the equality constraints into the target functional only with respect to the motion field variables. The couplings of the parameter fields P k and the flow fields z k remain as explicit constraints. This will become important when solving the subproblems.
Next, we follow the ADMM strategy and iteratively minimize the augmented Lagrangian with respect to w and z k , and perform gradient ascents on the Lagrange multipliers as
Observe that we only need the minimizing arguments with respect to the z k variables, but not with respect to the parameter field. This is the reason why we omit the minimizer with respect to P k on the left hand side of (8) .
The accuracy and efficiency of our approach is based on our ability to solve exactly and at low computational cost each subproblem in (8) . In Sections III-C and III-D, we detail our solvers for the update of w and z k , respectively.
C. Update of w
The minimization with respect to w in (8) writeŝ
With simple manipulations, we rewrite (9) aŝ
where
Problem (10) is pointwise and admits a closed-form solution with the thresholding schemê
where ∇I = ∇ I 2 (x) and ρ 0 (r(x)) = |∇I r(x)+I t |. A similar step appears in the context of a primal-dual optimization framework [10] , [56] . Note that while we give here the solution for a data term derived from brightness constancy, the pointwise nature of the problem makes it tractable for other assumptions. For example, solutions for more sophisticated data fidelity terms based on normalized cross correlation or census transform are studied in [44] .
D. Fast Update of z k
We address the minimization of the augmented Lagrangian with respect to z k in the ADMM steps (8) . It is instructive to first consider the case z 1 which corresponds to the minimization in the vertical direction d 1 = (0, 1).
Our first step is to reduce the problem to a one-dimensional parameter estimation. To this end, we write the corresponding line in (8) as
with
Recall that x ∈ = {1, . . . , m} × {1, . . . , n} and that z ∈ R 2 and P ∈ R 2×3 . A crucial observation is that ∇ d 1 P 0 only takes into account neighborhood differences within the vertical scan lines. Therefore, the two-dimensional optimization problem (13) boils down to independent one-dimensional subproblems. Let us fix a vertical scan line by choosing a fixed index x 1 ; the corresponding 1D minimizerẑ 1 is then given by
for all m, where v (m) = v(x 1 , m), and where z and P are the flow field and parameter field on a one-dimensional line, respectively. As x 1 is fixed, the search space in P can be reduced to parameter fields which are constant in the P 11 and P 21 component, say P 11 = P 21 = 0, without increasing the functional value. Let us denote such a reduced parameter field by P ; i.e. P (i ) = (0, P 12 (i ), P 13 (i ); 0, P 22 (i ), P 23 (i )). The remaining four entries of the reduced parameter field are estimated viâ
The crucial point is that the problem (15) can be solved exactly and efficiently and thatẑ(x 1 , ·) in (14) is recovered directly from the reduced parameter fieldP bŷ
without computing an optimal full parameter fieldP in (14) . We propose to solve problem (15) by dynamic programming. To that end, we cast it to a partitioning problem. We denote by I a partition of N = {1, 2, . . . , n}, so that I consists of subsets of N such that ∪ I ∈I = N and I ∩ J = ∅ whenever I = J. Here, we additionally require that each I ∈ I is a "discrete interval"; that is, I is of the form {l, l + 1, . . . , r }. The minimum functional value in (14) is equal to the minimum value of the functional
taken over all partitions I of N . (Note that the sum over t = 1, 2 comes from expanding the Euclidean norm in R 2 .) From an optimal partitionÎ which minimizes B, the minimizerP of (15) can be obtained by lettingP on I ∈Î the (vectorial) affine linear parameters determined by
It now remains to compute an optimal partitionÎ for problem (17) . Our solver is based on the scheme presented in [15] , [23] , and [51] which we explain next. We denote the optimal functional value for data given on the domain {1, . . . , r } by
It satisfies the Bellman equation
where we let B * 0 = −κ and lrt = min a,b∈R
This reveals that B * r can be computed from B * l−1 and lrt for l = 1, . . . , r and for t = 1, 2. By the dynamic programming principle, we successively compute B * 1 , B * 2 , until we reach B * n . As our primary interest is the partition I rather than the functional value, we keep track of a corresponding optimal partition. An economic way is to store at step r the minimizing argument l * of (20); see [15] for a detailed description of that data structure. We further note that the lrt in (21) can be computed in O(1) by precomputation of the moments of the data in (14); see Appendix A for a detailed description. The worst case complexity of this algorithm is O(n 2 ), where n is the number of elements in one line of the motion field. Thus, we get the complexity O(N 3/2 ), where N denotes the number of pixels in the image. Since n lines can be processed simultaneously, the complexity is O(N) if n processors are available. To further accelerate the computations, we adopt the pruning strategy of [33] .
So far, we have discussed the direction d 1 . For the directions d 2 , . . . , d K , we get intrinsically one-dimensional problems along the paths determined by the finite-difference vectors in a similar way. More precisely, we solve the one-dimensional problems of the form (14) linewise along vertical paths for k = 2 and along diagonal and antidiagonal paths for k = 3, 4, respectively. The 1D subproblems in vertical direction have length m. Meanwhile, those in the vertical direction have varying lengths, because the number of pixels in a diagonal direction depends on its offset.
IV. EXPERIMENTAL RESULTS

A. Large Displacements Model
Modern evaluation benchmarks often include large displacements. To cope with them, we extend the model described in Section III by adopting the approach described in [6] , [30] , and [49] . It has become standard for variational motion estimation. This amounts to adding a term φ(w, m) to the model (4), to promote similarity of the motion field w to the motion of a precomputed set of matched pixels m : ⊂ → R 2 , defined on a sparse subset of the image grid. This leads to
for all x ∈ , where γ > 0 is a balance parameter and φ(w, m) is defined by where c is the indicator function of defined by
We compute the matches with the method described in [49] , using the public code of the authors. 1 This new term has almost no impact on the computational cost in the optimization framework described in Section III. We introduce an additional splitting variable associated to φ, which generates a new subproblem that is solved directly, like in Section III-C. We give the detailed minimization steps in Appendix B. Finally, to overcome the restriction of small displacements of the linearized data term (6), the estimation is integrated in a standard coarse-to-fine scheme [5] .
B. Evaluation Datasets
We validate our method on two reference benchmarks for motion estimation. The MPI Sintel benchmark is composed of sequences extracted from a realistic animated movie. It contains 1 064 training sequences with available ground truth and 564 test sequences Fig. 2 . Comparison with the TV motion fields (left column) and their associated error maps (right column). We provide a zoomed cutout of the motion field in each case. The error map shows the euclidean distance between the estimated motion vector and the ground truth at each pixel, represented with the colorbar displayed on the second row.
used for blind evaluation [7] . Each sequence has a final and a clean version. The final version introduces perturbations such as motion blur, defocus, or atmospheric fog, which are not present in the clean version. These effects are handled by the data term or by specific estimation strategies. To focus on the evaluation of the regularization, we used the clean dataset in our experiments. The Kitti benchmark [16] is composed of 193 training sequences and 193 test sequences, acquired in real outdoor conditions on a platform installed on a moving car. A ground truth is provided only for half of the pixels. This benchmark is characterized by large illumination changes. We compute the estimation accuracy with the endpoint error, defined at each pixel as the Euclidean distance between the estimated motion vector and the ground truth. We report the averaged endpoint error (AEP) on the whole image. Estimating motion in occluded regions is an important problem that is beyond the scope of this paper [14] , [22] , [52] , [53] . Therefore, we compute the errors only in non-occluded regions. The results on the two benchmarks are presented in Table I , on the training and test sets. We consider methods with public codes for the training set, and the ones with published results for the test set. Therefore, some methods are not present in both categories. We did not report the result of DataFlow for the test set of MPI Sintel since the published results have been obtained without the large displacement extension of Section IV-A, which is decisive to obtain comparable results. 
C. Visualization of Motion Fields
We display motion fields with the standard color code defined in Fig. 1 . The hue indicates the direction of the displacement, and the saturation indicates the amplitude of the displacement.
D. Implementation Details
The parameters are optimized on a subset of 30% of the training data set, both on MPI Sintel and Kitti. The results of Table I are obtained on the rest of the sequences. To accelerate convergence, we increase the value of η at each iteration in (8) .
We start with the initial value η (0) = 0.01 and we define the sequence (η (i) ) i∈N by a geometric evolution η (i+1) = τ η (i) with τ = 1.1. As pre-processing, we apply Gaussian filtering with a variance of 0.9 to the input images to reduce the influence of noise. We apply a weighted median filter as a post-processing at each scale of the coarse-to-fine scheme to remove outliers. The scale factor of the coarse-to-fine pyramid is set to 0.75.
The algorithm has been implemented in MATLAB, with a C++ implementation for the dynamic programming solver. The 1D piecewise-affine denoising subproblem (Section III-D), which consumes most of the computational time, is naturally parallelizable. The reported runtime results have been obtained with a parallelization on 4 cores, on an Intel Xeon CPU 2.6GHz.
E. Comparison Methods
We want to focus on regularization while validating our piecewise-affine model. We consider competing methods that are as close as possible to ours and compare our method with 1) the usual TV and TGV regularizations, and 2) other piecewise-parametric approaches.
1) TV-Based Methods: The method named Classic++ is described in [38] . It uses the same data term as ours, with an anisotropic TV regularization but without the features described in Section IV-A.
The DeepFlow method [49] differs from our formulation of Section IV-A by an isotropic TV regularization instead of our piecewise-affine constraint and by a gradient conservation in addition to the intensity conservation (6) .
Finally, we also consider the nonlocal extension of TV described in [38] and named Classic+NL.
To demonstrate the importance of the piecewise-affine model compared to TV regularization, we create a method that we term Ours-TV by replacing the one-dimensional piecewise-affine constraint in (22) by a one-dimensional TV regularization. This leads to the optimization problem (25) where T V k applies TV regularization in the kth direction. The minimization framework remains unchanged, except for the subproblems with respect to z k in (8) . They become TV-2 denoising problems, efficiently solvable with the taut-string algorithm [12] .
2) TGV-Based Methods: The second-order TGV regularization generalizes the TV approach and imposes a piecewiseaffine form by introducing penalization of second derivatives with an 1 norm [4] . We consider the method Data Flow described in [44] . It uses TGV regularization with several advanced data terms. In our experiments, we used the sum of absolute differences, which is a patch-based version of brightness constancy. We integrated φ from (22) in DataFlow, taking advantage of the public code provided by the authors.
We also performed comparisons with the nonlocal version of TGV proposed in [29] , termed NL-TGV. However, the data term in NL-TGV is different from ours. It is based on the Fig. 5 . Comparisons between the results of our method, PH-Flow [55] , and FC-2Layers-FF [40] on images from the test sequence of the MPI Sintel benchmark.
census transform, which provides invariance to illumination changes.
3) Piecewise-Parametric Methods: The method termed PH-Flow estimates a piecewise homography model and is based on the formulation (1) with inter-piece regularization and graph cut optimization [55] .
We also perform comparisons with the method FC-2Layers-FF [40] , which is based on a layered representation and is not purely piecewise-parametric but allows deviations from an affine model in each of the segmented region.
We used the publicly available codes for Classic++ and Classic+NL, 2 DeepFlow, 3 and Data Flow. 4 
F. TV and TGV Regularization
In Figure 2 , we compare our result with methods based on TV regularization, namely, Ours-TV, Classic++, and its nonlocal variant Classic+NL, in the case of smooth variations of the motion field and small displacements. We display the estimated motion field and the endpoint error maps. The TV regularization produces typical staircasing artifacts due to the piecewise constancy of the solution. This effect is emphasized in the cutouts of Figure 2 . Our piecewise-affine approach does not produce staircasing and is much closer to the ground truth, both visually and in terms of AEP. We also observe that the motion discontinuities are more accurately recovered with our approach.
In Figure 3 , we compare our method with the methods TGV-Census, NLTGV-Census and DataFlow, which are based on TGV regularization. The absence of staircasing of TGV comes at the price of some blurring artifacts in the result. Even the nonlocal approach NLTGV-Census, which is specifically designed to reduce blurring, cannot solve completely the problem. In contrast, our method combines a good restitution of affine displacements with a satisfactory recovery of sharp motion discontinuities.
In Figure 4 , we compare the results of our method, Ours-TV, DeepFlow and Data Flow. We recall that the essential difference between these methods is only the regularization strategy. We observe that the sharpness of discontinuities is always better preserved in our results compared to DeepFlow and Data Flow. Generally, the global shapes of moving objects are more accurately delineated by our method. We also observe staircasing artifacts in the results of Ours-TV. Altogether, the best AEP is achieved by our method. Note that large errors at image borders are due to occlusions and are not taken into account in the computation of the AEP.
These qualitative observations are confirmed by the better results of our approach in Table I compared to the methods with a similar framework but different regularization: Ours-TV, DeepFlow, DataFlow, Classic+NL, and NLTGV-Census.
G. Piecewise-Parametric Methods 1) Accuracy: In Figure 5 , we show visual comparisons between our method, PH-Flow, and FC-2Layers-FF. On these examples, our method is able to retrieve more details and to delineate motion discontinuities more accurately. The numerical results of Table I show a clear advantage on MPI Sintel. On the Kitti benchmark, our method is close to the best performing method PH-Flow.
2) Initialization and Post-Processing: Our method is initialization-free, contrarily to all other piecewise-parametric motion estimation methods, as described in Section II. It is also refinement-free, while the results of PH-Flow are obtained after refinement with the method Classic+NL dedicated to small displacements.
3) Runtime: Our method needs 135s to compute a motion field on a pair of 1241 × 376 images of the Kitti benchmark, while the runtime of PH-FLow reported on the Kitti website is 800s for the same image pair. FC-2Layers-FF is not present in the Kitti benchmark but reports a rutime of 40 minutes for a pair of 600 × 400 images of the Middlebury benchmark. Another major advantage of our method is that the runtime is completely independent of the complexity of the motion field. On the contrary, the computational cost of the segmentation performed by PH-Flow and FC-2Layers-FF depends highly on the number of regions, which can be very high for complex motion fields. Also note that we estimate motion on nondownsampled images, while PH-Flow computes piecewise parametric motion on images downsampled by a factor of 2 before refinement. 
H. Reconstitution of Piecewise-Affine Edges
To illustrate the piecewise-affine form of the estimated motion fields, we show in Figure 6 a reconstruction of motion edges obtained by thresholding the magnitude of spatial derivatives of the motion field. When the scene is composed of a few moving parts undergoing simple deformations, the image domain is divided in a few meaningful regions. When the motion is more complex, our method decomposes the motion field in smaller pieces. A crucial aspect of our method is that this increasing complexity has no effect on the computational cost.
I. Tradeoff Between Computation Time and Accuracy
For specific applications, a compromise may be required between accuracy and computation time. To analyze the impact of image downsampling on this issue, we report in Fig. 7 the AEP and the computation time obtained on the first frame of the KITTI dataset, for different downsampling factors applied to the input images. The computed motion fields are upsampled with bicubic interpolation to the original image size and are post-processed with a weighted median filter. We also show the effect of the number of directions K in the discretization of the gradient (4). We compare the results with K = 4 (which is our choice in all previous experiments) and K = 2. We observe that the error increases almost linearly, while the decrease of the computation time is very fast for small downsampling factors. Similarly, the error is slightly higher when K = 2 compared to K = 4, but the computation time is significantly lower for small downsampling factors. These elements could be taken into account for the choice of a tradeoff between accuracy and computation time.
V. CONCLUSION
We have proposed a new method to estimate piecewiseaffine motion fields. In contrast to related methods, our approach does not rely on explicit segmentation but directly estimates a piecewise-affine motion field. Key steps in the derivation are the specific formulation of the energy functional as a constrained optimization problem and the decomposition into tractable subproblems by an alternatig direction method of multipliers strategy. Then, these subproblems are cast to (non-convex) univariate piecewise-affine problems. A crucial ingredient of our method is that we are able to solve them exactly and efficiently. Our method overcomes the two main limitations of previous piecewise-parametric approaches, namely, sensitivity to initialization and computational cost. Yet, our experiments show that it is competitive in terms of quality. Further, they suggest that the piecewise affine model improves upon total variation and total generalized variation regularizations when using similar data terms. The versatility of our proximal splitting strategy lets extensions of the method to new data terms be easily implemented. Thus, the proposed approach can serve as a general regularization framework for motion estimation. (32) where K lrt = r p=l w p g 2 pt . Note that the involved sums can be computed efficiently by utilizing precomputations of moments. For example, E lr can be computed via E lr = E r − E l−1 where E t = t p=1 w p p 2 . So E lr can be computed in O(1) if the vector E is precomputed. E in turn can be computed in O(n). For the other summations, analogous schemes are applied.
APPENDIX B OPTIMIZATION FOR THE LARGE DISPLACEMENT MODEL
To solve the minimization problem (22) for the extended model, we follow the splitting scheme used for (7) . We introduce an additional splitting variable associated to the term φ. 
The augmented Lagrangian associated to (33) is then Similarly to the update scheme (8) , the ADMM steps involve minimizing A η 1 ,η 2 (w, u, {P k } k , {z k } k , {μ k } k , ξ) with respect to w, z k , and u. The minimization problem with respect to z k is the same as in Section III-D. We detail now the updates of w and u, which are very similar to the description of Section III-C.
