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ABSTRACT 
 
In this Thesis several state-of-the-art and innovative techniques for Digital Elevation Model (DEM) 
generation from Synthetic Aperture Radar (SAR) images are deeply analyzed, with a special focus on 
the methods which allow the improvement of the accuracy of the DEM product, which is directly 
related to the geolocation accuracy of geocoded images and is considered as an enabling factor for a 
large series of civilian and Defence applications. Furthermore, some of the proposed techniques, 
which are based both on phase and amplitude information, are experimented on real data, i.e. 
COSMO-SkyMed (CSK) data, assessing the achievable performances compared with the state-of-
the-art, and pointing out and quantitatively highlighting the acquisition and processing strategies 
which would allow to maximize the quality of the results. Moreover, a critical analysis is performed 
about the main errors affecting the applied techniques, as well as the limitations of the orbital 
configurations, identifying several complementary techniques which would allow to overcome or 
mitigate the observed drawbacks. An innovative procedure for on-demand DEM production from 
CSK SAR data is elaborated and proposed, as well as an auto-validation technique which would 
enable the validation of the produced DEM also where vertical ground truths are not available. Based 
on the obtained results and on the consequent critical analysis, several interferometric specifications 
for new generation SAR satellites are identified. Finally, a literature review is proposed about the 
main state-of-the-art ship monitoring techniques, considered as one of the main fields of application 
which takes benefit from SAR data, based on single/multi-platform multi-channel SAR data, with a 
focus on TanDEM-X (TDX). 
In particular, in Chapter 1 the main concepts concerning SAR operating principles are introduced and 
the main characteristics and performances of CSK and TDX satellite systems are described; in 
Chapter 2 a review is proposed about the state-of-the-art SAR interferometric techniques for DEM 
generation, analyzing all the relevant processing steps and deepening the study of the main solutions 
recently proposed in the literature to increase the accuracy of the interferometric processing; in 
Chapter 3 complementary and innovative techniques respect to the interferometric processing are 
analyzed to mitigate disadvantages and to improve performances; in Chapter 4 experimental results 
are presented, obtained in the generation of high accuracy DEM by applying to a dataset of CSK 
images properly selected state-of-the-art interferometric techniques and innovative methods to 
improve DEM accuracy, exploring relevant limitations, and pointing out innovative acquisition and 
processing strategies. In Chapter 5, the basic principles of Ground Moving Target Indication (GMTI) 
are described, focusing on Displaced Phase Center Antenna (DPCA) and Along-Track Interferometry 
(ATI) techniques. 
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CHAPTER 1 
INTRODUCTION 
 
In this Chapter the main concepts concerning Synthetic Aperture Radar operating principles are 
introduced and the main characteristics and performances of COSMO-SkyMed and TanDEM-X 
satellite systems are described. This introduction is useful for a full understanding of the following 
Chapters of this Thesis. 
1.1. Synthetic Aperture Radars basics 
Considering a basic radar system which transmits a sinusoidal signal ݏ௦௜௡ሺݑሻ of length ܶ and carrier 
frequency ଴݂ ൌ ߱଴ 2ߨ⁄ , equation 1.1. 
ݏ௦௜௡ሺݑሻ ൌ cosሺ߱଴ݑሻ   for  െ ܶ 2⁄ ൏ ݑ ൏ ܶ 2⁄  (1.1)
the bandwidth ܤ௣ of the sinusoidal pulse is defined in equation 1.2. 
ܤ௣ ൌ
1
ܶ (1.2)
Therefore, long sinusoidal pulses have a narrow bandwidth and short pulses have a wide bandwidth. 
Since the pulse bandwidth is related to the resolution in the range direction of the radar system, it is 
of great importance in the following considerations. 
Considering two point targets separated in range by a distance ∆݀, the two echoes at the radar 
receiver will be separated by a time ∆ݑ ൌ 2∆݀/ܿ, therefore the pulse duration should be ܶ ൏
2∆݀/ܿ in order to not overlap the two echoes at the receiver. 
The range resolution ∆௥ can be defined as the shortest separation ∆݀ which can be measured by the 
radar, equation 1.3. 
∆௥ൌ ∆݀ ൌ
ܿܶ
2 ൌ
ܿ
2ܤ (1.3)
From equation 1.3 it is possible to understand how to have a high range resolution (i.e. a small ∆௥) 
it is necessary to have a wide bandwidth or a short pulse duration. 
Since the pulse duration is directly related to the pulse energy, through the instantaneous peak 
power ௣ܲ, i.e. ܧ ൌ ௣ܲܶ, and since the maximum power is limited by the radar hardware, a trade-off 
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should be done in radar systems between the energy which implies a large pulse duration and the 
resolution which implies a large bandwidth. This trade-off can be done by phase modulation. 
In particular a chirp modulation is used, which is a linear frequency modulation. The frequency ଴݂ 
changes linearly from ଴݂ to ଴݂ ൅ ∆݂ during the pulse duration. In this case the bandwidth ܤ௖ is 
independent on the pulse length ܶ, equation 1.4. 
ܤ௖ ൌ ሺ ଴݂ ൅ ∆݂ ሻ െ ଴݂ ൌ ∆݂ (1.4)
Therefore, through chirp modulation, it is possible to obtain a pulse with a large duration and a 
large bandwidth at the same time, which means high range resolution and high pulse energy. 
The benefit of the chirp is the possibility to compress it at the receiver: it is possible to obtain with a 
chirp of long duration the same range resolution achievable with a short duration pulse, then at the 
reception through a matched filter it is possible to compress the total energy into a shorter pulse. 
The spectrum of a linear frequency modulated signal has a quadratic phase, in the frequency domain 
this spectrum is multiplied by a filter having the conjugate quadratic phase of the input signal, 
returning a flat phase. Finally, the inverse Fourier transform gives a time compressed signal, 
(Rizzato, 2012). 
The length of the output pulse ܶԢ is limited by the bandwidth ܤ௖ through equation 1.5. 
ܶᇱ ൌ 1ܤ௖ ൌ
1
∆݂ (1.5)
Concerning the azimuth resolution, which is the shortest distance between two point targets which 
can be discriminated along the azimuth direction, for a real aperture radar it is related to the width 
in azimuth of the antenna footprint, since all the pulses from different azimuth positions and with 
the same range reach the receiver at the same time, equation 1.6. 
∆௔ᇱ ൌ
ܴ଴ߠ௔ᇱ
cosሺߠ௟ሻ (1.6)
where ܴ଴ is the slant range, ߠ௟ is the look angle and ߠ௔ᇱ ൌ ߣ ܮ⁄  is the azimuth beamwidth of the 
antenna, where ߣ is the wavelength and ܮ is the length of the antenna beamwidth. From equation 
1.6 it is possible to understand that the azimuth resolution of a real aperture radar decreases (i.e. ∆௔ᇱ  
increases) with the slant range distance, which can be balanced only by increasing the antenna 
length ܮ. Therefore, with a real aperture radar it would not be possible to obtain high azimuth 
resolution from satellites, because of the high slant range distance and the difficulty to have large 
antennas onboard the satellite. 
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The only solution to increase the azimuth resolution is the synthetic aperture radar. The idea at the 
basis of the synthetic aperture radar is to coherently add successive echoes received through the 
satellite flight, to synthesize a linear antenna array. The synthetic aperture ܮ௦ is defined as the 
azimuth length of the real antenna main beam footprint, Fig. 1.1, equation 1.7. 
ܮ௦ ൌ ܴ଴ߠ௔ᇱ ൌ ܴ଴
ߣ
ܮ (1.7)
  
Fig. 1.1 – Synthetic Aperture Radar. 
Therefore, also the beam width ߠ௦ of the synthetic aperture can be written as in equation 1.8. 
ߠ௦ ൌ
ߣ
2ܮ௦ ൌ
ܮ
2ܴ଴ (1.8)
where the factor of two takes into account the two-way path of the radar signal. Finally, the azimuth 
resolution of the synthetic aperture radar, ∆௔, is given by equation 1.9. 
∆௔ൌ ܴ଴ߠ௦ ൌ
ܮ
2 (1.9)
LS
LS
vS
’a
R0
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From equation 1.9 it is possible to understand that the azimuth resolution of a synthetic aperture 
radar does not depend on the distance between the radar and the target, and there is not the need to 
have large real antennas because through the explained technique it is possible to synthesize a larger 
antenna. Obviously, the distance between the antenna and the target is limited by considerations 
related to the signal-to-noise ratio, which is constrained by the satellite power budget. 
1.2. COSMO-SkyMed 
COSMO-SkyMed system, funded by the Italian Space Agency and the Italian Ministry of Defence, 
is a constellation of four satellites, in low Earth orbit, each equipped with a multi-mode high-
resolution SAR operating in X-band, Fig. 1.2. 
 
Fig. 1.2 – COSMO-SkyMed system characteristics. 
In order to fulfil the requirements of different categories of users, the SAR is a multimode sensor 
which, in the civilian domain, can operate in, Fig. 1.3: 
- Spotlight mode, for metric resolutions over small images (10km x 10km): in order to illuminate 
the scene for a time period longer than the one of the standard strip, during the acquisition time, 
the antenna is steered both in the azimuth and the elevation plane, increasing the length of the 
synthetic antenna and therefore the azimuth resolution. The acquisition is performed in frame 
mode and is limited in the azimuth direction, because of the antenna pointing. 
- Stripmap mode, for metric resolutions (3m - 15m) over tenth of km images (40km x 40km): it 
represents the most common imaging mode, obtained by pointing the antenna along a fixed 
Parameter Value
Number Of Sat. 4
Orbit type Dawn Dusk SSO
Inclination 97.86°
Apogee Height 619.6 Km
Orbit Period 97.2’
Eccentricity 0.00118
LTAN 06:00 A.M.
Orbits/day 14 + 13/16
Repetition cycle 16 days
(237 orbits total)
CHAPTER 1  INTRODUCTION 
11 
direction with respect to the flight platform path. The antenna footprint covers a strip on the 
illuminated surfaces as the platform moves and the system operates. Two CSK Stripmap modes 
exist: the Himage and the PingPong. The latter implements a strip acquisition by alternating a 
pair of Tx/Rx polarization across bursts (cross-polarization). 
- ScanSAR mode for medium to coarse (30m - 100m) resolution over large swath (100km2 - 
200km2): two different implementations for CSK ScanSAR mode exist: WideRegion and 
HugeRegion. 
 
Fig. 1.3 – COSMO-SkyMed acquisition modes. 
The CSK products can be divided in two classes: standard products and higher level products (for 
high level remote sensing applications). The standard products can have several processing levels, 
such as: 
- Level 0 raw data: this data consist of time ordered echo data, obtained after decryption and 
decompression and after applying internal calibration and error compensation, it include all the 
auxiliary data required to produce the other basic and intermediate products; 
- Level 1A, Single-look Complex Slant range (SCS) product: raw data focused in slant range-
azimuth projection, that is the sensor natural acquisition projection; 
- Level 1B, Detected Ground Multi-look (DGM) product: obtained by detecting, multi-looking 
and projecting the Single-look Complex Slant data onto a grid regular in ground. Spotlight 
products are not multi-looked; 
- Level 1C/1D, Geocoded product, GEC (level 1C product) and GTC (level 1D product): 
obtained projecting the level 1A product onto a regular grid in a chosen cartographic reference 
200 X 200100 X 100 
100 x 100 30 x 30 
ScanSAR
Huge
ScanSAR
Wide
Swath
km x km
Resolution
m x m
30 X 3040 X 40
15 x 15 3 x 3 
Ping-
Pong
Stripmap
HImage
10 x 10
1 x 1
Spotlight
Enhanced
-
-
Spotlight
Smart
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system. For level 1C product, the surface is the Earth ellipsoid, while for the level 1D product it 
is a Digital Elevation Model, which is used to approximate the real Earth surface. Level 1D 
products are constituted by the backscattering coefficient of the observed scene, multi-looked 
(except for Spotlight Mode), including the annexed the Incidence Angles Mask. 
For standard use, the format adopted for products distribution is HDF5, which allows to store image 
layers as well as the ancillary information. 
1.3. TanDEM-X 
TanDEM-X (TDX) is an innovative formation flying radar mission whose primary aim is the 
acquisition of a global Digital Elevation Model with high accuracy (12 m horizontal and 2 m 
vertical), (Krieger, et al., 2012). This goal is obtained by extending the TerraSAR-X (TSX) mission 
by a second TSX-like satellite, i.e. TDX, flying in close formation with TSX. Both satellites form 
together a large single-pass SAR interferometer with a baseline which can be flexibly selected, 
allowing both the acquisition of single-pass cross-track interferograms and the exploitation for 
innovative applications of the along-track interferometry as well as bistatic techniques. TDX was 
developed in the frame of a public-private partnership between the German Aerospace Center 
(DLR) and EADS Astrium GmbH. The TanDEM-X mission was launched in June 2010 and started 
the operational activity in December 2010. The TSX satellite, as basis for TDX, was launched into a 
dusk-dawn sun-synchronous orbit (SSO) with 97.44° inclination in June 2007. 
 
Fig. 1.4 – Helix formation for TSX-TDX satellites, (Krieger, et al., 2012). 
radial
baseline
cross-track
baseline
NH
(ascending) SH
(descending)
effective
baselines
(=45°)
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The nominal orbit height is 514.8 km and the orbit repeat cycle is 11 days. TDX is very similar to 
TSX satellite, equipped with X-band SAR based on active phased array technology, which can be 
operated in Spotlight, Stripmap and ScanSAR mode with full polarization capability. TSX and TDX 
satellites fly in close Helix formation, Fig. 1.4, which combines an out-of-plane (horizontal) orbital 
displacement by different ascending nodes with a radial (vertical) separation by different 
eccentricity vectors resulting in a helix like relative movement of the satellites along the orbit, 
(Krieger, et al., 2012). Since there exists no crossing of the satellite orbits, arbitrary shifts of the 
satellites along their orbits are allowed, enabling safe operations without the need of autonomous 
control. Furthermore, at different latitudes it is possible to set the cross-track and along-track 
baseline components according to the application which has to be performed: cross-track 
interferometry aims at short along-track baselines to ensure an optimum overlap of the Doppler 
spectra and to avoid temporal decorrelation in vegetated areas; along-track interferometry or super 
resolution applications require along-track baselines in the range from hundred meters to several 
kilometers. 
CHAPTER 2  SAR INTERFEROMETRY FOR DEM GENERATION 
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CHAPTER 2 
SAR INTERFEROMETRY FOR DEM GENERATION 
 
This Chapter focuses on a review of the state-of-the-art SAR interferometric techniques for DEM 
generation, analyzing all the relevant processing steps and deepening the study of the main options 
recently proposed in the literature to increase the accuracy of the interferometric processing. For a 
self-consistency of the overall work, all the elements required for a full understanding of the 
following part of the thesis, and in particular of the results of the experimental analysis conducted, 
will be presented in this Chapter. 
2.1. SAR Interferometry 
SAR interferometry (InSAR) usually refers to a SAR system or configuration which allows 
coherent correlation between multiple SAR acquisitions over the same target. The term InSAR is 
normally used for the across-track interferometric configuration, different from the along-track 
interferometric (ATI) configuration, which is commonly used for moving target detection (see 
Chapter 5). InSAR can be performed either through single-pass or repeat-pass acquisitions. A 
single-pass interferometer allows to overcome temporal decorrelation issues, while repeat-pass 
configuration, such as the one constituted by two CSK satellites, allows also to monitor changes 
occurring between the two acquisitions. Since in this case the temporal decorrelation is equal to one 
day, very good results can be achieved for DEM generation also through CSK repeat-pass 
interferometry, as proved in Chapter 4. 
Considering two SAR acquisitions on the same target, ݑଵ and ݑଶ, the complex correlation 
coefficient ߛ is defined as in equation 2.1. 
ߛ ൌ ܧሾݑଵݑଶ
כሿ
ඥܧሾݑଵݑଵכሿܧሾݑଶݑଶכሿ
 (2.1)
where ܧሾ… ሿ is the mathematical expectation and * represents the complex conjugate. 
The interferometric phase is defined as the phase of the complex correlation coefficient, as in 
equation 2.2. 
߮ ൌ ܽݎ݃ሼߛሽ ൌ ܽݎ݃ሼܧሾݑଵݑଶכሿሽ (2.2)
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The two-dimensional map of the interferometric phase is called interferogram, which contains the 
interferometric phase fringes deriving either from SAR geometry, topography and surface 
displacement, each fringe corresponding to a 2ߨ interferometric phase cycle. 
The coherence is defined as the amplitude value of the complex correlation coefficient, as in 
equation 2.3, giving a measure of the quality of the interferogram. 
ߩ ൌ |ߛ| (2.2)
 
Fig. 2.1 – SAR interferometric configuration. 
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One of the possible interferometric formulations is proposed in the following part of this paragraph. 
Considering the interferometric configuration shown in Fig. 2.1, the target ܲ is observed from two 
slightly different radar positions ଵܵ and ܵଶ. The distance between ଵܵ and ܵଶ is called baseline, ܤ. 
The look angle is ߠ௟. If the slant ranges difference is given by ∆ܴ ൌ ܴଶ െ ܴଵ, then the measured 
interferometric phase is given by equation 2.3, which represents 2ߨ times the round-trip distance 
difference in wavelengths. 
߮ ൌ െ 4ߨߣ Δܴ (2.3)
By applying the law of cosines to the triangle ଵܵܲܵଶ, ∆ܴ can be written as in equation 2.4. 
Δܴ ൌ ටܴଵଶ ൅ ܤଶ െ 2ܴଵܤݏ݅݊ሺߠ௟ െ ߚሻ െ ܴଵ (2.4)
Then, from the measurement of the interferometric phase ߮, knowing the baseline and the other 
geometric parameters in equation 2.4, equation 2.4 can be solved to obtain the look angle ߠ௟. Since 
different targets at the same distance from the SAR, i.e. the same slant range, but with different look 
angles are imaged at the same point because of the intrinsic SAR geometry, by knowing the slant 
range of the target with respect to ଵܵ and through equation 2.4 it is possible to solve the look angle 
ambiguity. With this information, it is possible to obtain the exact location of the target, in terms of 
topographic elevation z and ground range ܴ௚, considering the triangle ଵܱܵܲ, through equation 2.5. 
z ൌ ටሺݎ௘ ൅ ܪሻଶ ൅ ܴଵଶ െ 2ܴଵሺݎ௘ ൅ ܪሻܿ݋ݏߠ௟ െ ݎ௘ 
ܴ௚ ൌ ݎ௘ݏ݅݊ିଵ ൬
ܴଵ
ݎ௘ ൅ ݖ ݏ݅݊ߠ௟൰ 
(2.5)
From equation 2.3 and the first equation 2.5 it is possible to assess the height sensitivity of InSAR, 
meaning how much the interferometric phase changes for a certain variation of the surface 
elevation, equation 2.6. 
∂φ
∂z ൌ
4ߨ
ߣ
ܤܿ݋ݏሺߠ௟ െ ߚሻ
ܴଵݏ݅݊ߠ௟ · ൭
ܴଵ
ݎ௘ ൅ ܪ ·
ඥሺݎ௘ ൅ ܪሻଶ ൅ ܴଵଶ െ 2ܴଵሺݎ௘ ൅ ܪሻܿ݋ݏߠ௟
ඥܴଵଶ ൅ ܤଶ െ 2ܴଵܤݏ݅݊ሺߠ௟ െ ߚሻ
൱ (2.6)
According to (Zebker, et al., 1986), the minor term in brackets can be neglected and using the 
parallel ray approximation, the height sensitivity can be given as in equation 2.7. 
CHAPTER 2  SAR INTERFEROMETRY FOR DEM GENERATION 
17 
∂φ
∂z ൎ
4ߨ
ߣ
ܤୄ
ܴଵݏ݅݊ߠ௟ (2.7)
Where ܤୄ is the normal baseline, which represents the baseline component perpendicular to the 
SAR looking direction. 
According to (Bamler, et al., 1998), the height of ambiguity ܪ௔, defined as the height resulting in a 
phase variation of one fringe (2ߨ), is given by equation 2.8. 
ܪ௔ ൌ 2ߨ
∂z
∂φ ൎ
ߣ
2
ܴଵݏ݅݊ߠ௟
ܤୄ  (2.8)
The height of ambiguity is inversely proportional to the perpendicular baseline, and in the 
interferogram it represents a fringe. Larger the perpendicular baseline, smaller the height of 
ambiguity, more difficult the phase unwrapping process. 
From previous equations, it is possible to understand that a sufficiently large normal baseline ܤୄ is 
necessary to achieve a high sensitivity to topographic variations and for accurate topographic 
reconstruction. However, the upper value of ܤୄ is limited by the spatial decorrelation that reduces 
the coherence level and the quality of the interferogram, which becomes more difficult to unwrap 
because of the dense fringes, (Li, et al., 1990). 
The interferometric phase fringes number in slant range is given by equation 2.9, (Bamler, et al., 
1998). 
݇ఝ ൌ
1
2ߨ
∂φ
∂ܴଵ ൎ
2ܤୄ
ߣܴଵݐܽ݊൫ߠ௜଴ െ ߙ൯
 (2.9)
where ߙ is the surface slope as in Fig. 2.1, positive towards the SAR looking direction, and ߠ௜଴ is 
the nominal incidence angle when  ߙ ൌ 0°. Equivalently, the interferometric phase fringes 
frequency in the fast time domain (range time) is given by equation 2.10, (Gatelli, et al., 1994). 
ఝ݂ ൌ
1
2ߨ
∂φ
∂t ൎ
ܿܤୄ
ߣܴݐܽ݊൫ߠ௜଴ െ ߙ൯
 (2.10)
obtained from equation 2.9 and from the two-way travel time relation 2ܴ ൌ ܿݐ. 
The main processing steps which allow to generate a DEM from a SAR interferometric pair are 
listed hereinafter and will be analyzed in the following paragraphs: 
- Dataset selection; 
- Coregistration; 
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- Coherence map and interferogram generation; 
- Phase unwrapping; 
- Phase-to-Height conversion; 
- DEM geocoding. 
2.2. Dataset Selection 
To perform SAR interferometry for DEM generation, the dataset selection is an important step, and 
some significant principles, such as: 
- The temporal baseline between the two interferometric acquisitions shall be as low as possible, 
to reduce decorrelation and loss of coherence. 
- If the perpendicular baseline is too small, the generated interferogram will be easy to unwrap, 
but the topographic sensitivity can be too poor or the height of ambiguity can be even higher 
than the topographic variation over the scene, there will be a high sensitivity to phase noise and 
atmospheric effects. 
- If the perpendicular baseline is too high, the topographic sensitivity will increase, but the 
generated interferogram will be difficult or almost impossible to unwrap for not smooth 
topographies and the coherence will be very small because of the high geometrical and volume 
scattering decorrelation. The coherence is totally lost for a critical baseline value, ܤ௖, defined as 
in equation 2.11. 
ܤ௖௥ ൌ
ߣܴݐܽ݊ሺߠሻ
2ܴ௥  (2.11)
where ߣ is the acquisition wavelength, R is the slant range distance, ܴ௥ is the pixel spacing in 
slant range and ߠ is the acquisition incidence angle. For the critical baseline, the correlation 
between the received signals is zero. 
- If possible, a combined use of small baseline and large baseline interferograms gives the best 
results, taking advantage of the small baseline interferogram to help unwrapping larger baseline 
interferograms, and combining them in order to reduce the atmospheric artifacts. 
- Since coherence value is affected by local weather, it shall be avoided to acquire the 
interferometric pair during rain, snow or strong wind, which cause a loss of phase coherence. 
Images acquired during night are usually less affected by atmospheric effects, (Hanssen, 1998). 
Equally, acquisitions shall not be made during hot days or during a wet season, because of the 
higher quantity of water vapor, (Hanssen, 1998). 
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- The scenes selected to perform interferometry shall be preferably not vegetated areas, because 
of their very low decorrelation time. 
2.3. SAR Coregistration 
The SAR interferometric processing takes as input data two Single-look Complex Slant-range 
(SCS) images, referred to as a “master” and a “slave”, and a low resolution DEM, which is used to 
estimate and compensate for topography in the final interferogram, together with the satellite orbits, 
and to provide an optimal removal of the “baseline decorrelation”. If a low resolution input DEM is 
not available, the final interferogram will be compensated for an ellipsoidal Earth, or “flattened”. 
From the input DEM and from the knowledge of timing information and precise sensor orbits a 
synthetic interferogram can be generated. The interferogram phase is estimated by computing, for 
each target ܲ in the (azimuth, slant range) plane, the difference in the sensor-target travel path 
distance for the two satellites, equation 2.12. 
߮ሺܲሻ ൌ 4ߨߣ ሾܴଵሺܲሻ െ ܴଶሺܲሻሿ ൎ
4ߨܤୄ
ߣܴ଴ ∆ܴሺܲሻ (2.12)
The synthetic interferogram provides a field of unwrapped phase which can be used for images 
coregistration and for spectral shift filtering. 
The coregistration aim is to guarantee that each ground target contributes to the same (range, 
azimuth) pixel in both master and slave image. If, ideally, the orbits were perfectly parallel and the 
acquisitions were aligned, coregistration step would only need to compensate for the different 
geometry by a proper cross-track stretching of one image. Actually, also several other contribution 
shall be taken into account, and the required transformation is mainly composed of a small rotation 
of the two images, a range and an azimuth stretch, with a change in sampling rate, and further 
second-order actions. 
An appropriate alignment between the two images should be performed on a pixel by pixel basis, 
with an accuracy in the order of at least 1/10 of the resolution to avoid a significant loss of phase 
coherence. A map of pixel-to-pixel correspondence can be provided by the synthetic fringes, scaled 
by the wavelength. Since coregistration depend also on the local topography, in the next paragraph 
also a DEM will be taken into account for coregistration. In this paragraph, the assumption of  
ellipsoidal Earth surface is made, and the coregistration map can be provided as a smooth 
polynomial that approximate the pixel-to-pixel shift. If sensor velocity and attitude are sufficiently 
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stable, the master-slave deformation can be approximated, in general, by the second terms in 
equation 2.13. 
൜ ݎ௦ ൌ ܽ · ݎ௠
ଶ ൅ ܾ · ݎ௠ ൅ ܿ · ܽ௠ ൅ ݀
ܽ௦ ൌ ݁ · ݎ௠ଶ ൅ ݂ · ݎ௠ ൅ ݃ · ܽ௠ ൅ ݄ (2.13)
where ሺݎ௠, ܽ௠ሻ are the range and azimuth coordinates of the master image and ሺݎ௦, ܽ௦ሻ are the range 
and azimuth coordinates where the slave image should be evaluated. Conventionally, the slave 
image is the image which is re-sampled, then the interferogram is in the same (slant range, azimuth) 
reference of the master image. 
According to (Ferretti, et al., 2007), the coefficients in equation 2.13 represent the following 
transformation: 
- A fixed azimuth shift, coefficient ݀, due for instance to different timing along orbit, and a fixed 
range shift, coefficient ݄, due to the perpendicular baseline component; 
- A stretch in range, coefficient ܾ, due to the normal baseline variation with range, and an 
azimuth stretch, coefficient ݃, due to the possible variation in PRF (i.e. pulse repetition 
frequency) or in satellite velocity; 
- A range and azimuth skew, coefficients ܿ, ݂ which approximate an image rotation for small 
rotation angles; 
- Two second order terms, coefficients ܽ, ݁, applicable for instance to large range swaths. 
A way to obtain the values of these coefficients consists in exploiting the known acquisition 
geometry, ∆ܴሺܲሻ already computed in equation 2.12 for synthetic interferogram generation, to 
perform a Least Mean Square regression based on a regular grid of points distributed all over the 
image. 
Another more accurate way to estimate the coregistration coefficients consists in dividing each 
image into small patches and finding the range and azimuth offset for each patch by maximizing 
some statistical measure, such as amplitude cross-correlation or fringe contrast, (Bamler, et al., 
1998), (Moreira, et al., 2000). Finally, a smooth polynomial is fitted all over the measures, for 
instance through Least Mean Square regression, weighted according to the local SNR estimates, 
such as the amplitude normalized correlation coefficient or the absolute value of coherence. 
Referring to the statistical measure to maximize, fringe-based and amplitude-based techniques have 
different advantages and drawbacks, the first ones perform better for flat topography or small 
baselines because the fringes vary slowly, while the latter ones work better for larger baselines and 
are less computationally demanding at the cost of a coarser accuracy. 
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After coregistration coefficients have been estimated, the slave image can be re-sampled according 
to the polynomial mapping in equation 2.13, which can be split in two one-dimensional re-sampling 
steps, along range and then along azimuth, which can be efficiently performed in the space domain. 
2.3.1. DEM-assisted SAR Coregistration 
According to the previous paragraph, in conventional interferometric coregistration techniques for 
SAR data, a bi-dimensional low degree polynomial is chosen as warp function, and the 
coregistration parameters are estimated through least squares fit from the shifts measured on image 
windows. However, in case of steep topography or large baselines, the polynomial approximation 
may lead to errors which increase with the spatial resolution. In (Nitti, et al., 2011), a DEM-assisted 
SAR coregistration procedure is proposed to provide a better prediction of the offset vectors even in 
the previously mentioned cases. While in the classical approach the shifts are estimated on a limited 
number of patches and then a polynomial approximation is used for the transformation, according to 
this approach the correspondence between master and slave image is computed pixel by pixel by 
using the orbital data and a reference DEM. In particular, a geometric model is introduced to 
compute the range shifts between master and slave as a function of the 3D position of any point on 
the Earth surface, which is locally well approximated by spherical models to simplify the equations, 
in the assumption of zero-Doppler side-looking geometry. 
Referring to Fig. 2.2 and according to the model proposed in (Nitti, et al., 2011), having in input 
precise orbits, assumed to be parallel, and a reference DEM radar coded in the master geometry, it 
is possible to retrieve analytically the pixel offset between master and slave along the slant-range 
direction at every master slow-time instant. In particular, for each master pixel ݌ଵ, the position of 
the corresponding slave pixel ݌ଶ shall be estimated. The slave height ܪଶ is related to the master 
height ܪଵ through the equation 2.14. 
ݎ௘ ൅ ܪଶ ൌ ඥሺݎ௘ ൅ ܪଵሻଶ ൅ ܤଶ െ 2ܤሺݎ௘ ൅ ܪଵሻܿ݋ݏߙ (2.14)
For a given pixel ݌ఙ belonging to the master or to the slave, ߪ א ሼ1,2ሽ, the master and slave slant-
range distances ܴఙ are related to the corresponding two-way zero-Doppler range fast times ߬௣ఙ 
through equation 2.15. 
߬௣ఙ ൌ ߬ఙ଴ ൅
݌ఙ
௦݂
 
ܴఙ ൌ
ܿ
2 ߬௣ఙ ൌ
ܿ
2 ൬߬ఙ଴ ൅
݌ఙ
௦݂
൰ 
(2.15)
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where ܿ is the speed of light, ௦݂ the range sampling rate and ߬ఙ଴ are the two-way zero-Doppler 
range times for the first range pixels in the master and slave images. 
 
Fig. 2.2 – SAR interferometric geometry, according to the model proposed in (Nitti, et al., 2011). The dotted 
brown line is the reference ellipsoid (WGS84) while the solid brown line is its circular approximation. 
Therefore, the pixel offsets between the master and slave along the range direction are given by 
equation 2.16. 
Δ݌ ൌ ݌ଶ െ ݌ଵ ൌ ௦݂ ൬2
ܴଶ
ܿ െ ߬ଶ଴൰ െ ݌ଵ ൌ ௦݂ ൤
2
ܿ ሺܴଶ െ ܴଵሻ ൅ ሺ߬ଵ଴ െ ߬ଶ଴ሻ൨ (2.16)
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According to Fig. 2.2, for each master pixel ݌ଵ, ܴଵ is expressed by equation 2.15, and the problem 
is reduced to the estimation of the slant range distance ܴଶ, which can be estimated numerically by 
combining equations 2.17 into equation 2.18 and solving for ܴଶ. 
sin ߜଵ,ଶ
ܤ ൌ
sin ߙ
ݎ௘ ൅ ܪଶ 
sin ߜଵ,௉
ܴଵ ൌ
sin ߠଵ
ݎ௘ ൅ ܪ 
sin൫ߜଵ,௉ െ ߜଵ,ଶ൯
ܴଶ ൌ
sin ߠଶ
ݎ௘ ൅ ܪ 
cosଶߠఙ ൌ
ሺݎ௘ ൅ ܪఙሻଶ ൅ ܴఙଶ െ ሺݎ௘ ൅ ܪሻଶ
2ܴఙሺݎ௘ ൅ ܪఙሻ  
(2.17)
arcsin ቎ ܴଵݎ௘ ൅ ܪ
ඨ1 െ ሺݎ௘ ൅ ܪଵሻ
ଶ ൅ ܴଵଶ െ ሺݎ௘ ൅ ܪሻଶ
2ܴଵሺݎ௘ ൅ ܪଵሻ ቏ ൅ 
െ arcsin ቎ ܴଶݎ௘ ൅ ܪ
ඨ1 െ ሺݎ௘ ൅ ܪଶሻ
ଶ ൅ ܴଶଶ െ ሺݎ௘ ൅ ܪሻଶ
2ܴଶሺݎ௘ ൅ ܪଶሻ ቏ ൌ arcsin
ܤ sin ߙ
ݎ௘ ൅ ܪଶ 
(2.18)
By using equations 2.16, 2.17 and 2.18, the pixel offset between master and slave images can be 
expressed as the product of the range sampling rate ௦݂ and a function of the normal and parallel 
baseline components and of the topographic height ܪ above the adopted spherical model, which is 
close to the height ݄ above the reference ellipsoid. 
2.4. Coherence Map and Interferogram Generation 
An interferogram can be generated through a pixel-to-pixel computation of the Hermitian product 
of two co-registered SCS SAR images ݑଵ and ݑଶ, equation 2.19, previously filtered in order to 
remove the uncorrelated spectral contributions in range due the frequency shift in the reflectivity 
caused by a change in the look angle, (Gatelli, et al., 1994), and in azimuth due to the frequency 
shift caused by a change in the squint angle (variation of the antenna pointing, Doppler Centroids 
between the two acquisitions), (Fornaro, et al., 2001), as further analyzed in Chapter 4. 
ݑଵݑଶכ ൌ |ݑଵݑଶכ|݁௝ሺఝభିఝమሻ ൌ ܷ݁௝ఝ (2.19)
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where ߮ଵ and ߮ଶ represent the phase of ݑଵ and ݑଶ, * represents the complex conjugate, ܷ is the 
Hermitian product amplitude and ߮ is the interferometric phase, or the phase difference. 
The interferogram is registered in the same reference of the master image, and it is usually referred 
to as a “raw interferogram” because of the noisy phase, which contains phase fringes mainly from 
the system geometry and the topography. The phase fringes originated by the system geometry 
should be removed through an Earth flattening procedure. In particular, the interferometric phase 
fringes number due to system geometry, in slant range, from equation 2.9 when ߙ ൌ 0°, is given by 
equation 2.20. 
݇ఝబ ൌ
2ܤୄ
ߣܴݐܽ݊ߠ௜଴
 (2.20)
where ߮଴ is the phase difference originated by the system geometry. The fringe number from 
InSAR geometry is strongly dependent on the normal baseline, and should be removed before 
estimating the coherence. The interferometric phase due to system geometry can be compensated by 
considering the elliptical Earth surface, such as WGS84, where the surface elevation ݖ is zero, 
through equation 2.21, referring to Fig. 2.1. 
ߠ௜଴ ൌ ܿ݋ݏିଵ ቆ
ܴଵଶ ൅ ሺݎ௘ ൅ ܪሻଶ െ ݎ௘ଶ
ܴଵሺݎ௘ ൅ ܪሻ ቇ 
߮଴  ൌ
4ߨ
ߣ Δܴ|௭ୀ଴ 
Δܴ|௭ୀ଴ ൌ ටܴଵଶ ൅ ܤଶ ൅ 2ܴଵܤݏ݅݊൫ߠ௜଴ െ ߚ൯ െ ܴଵ 
(2.21)
Finally, the interferometric phase due to system geometry, ߮଴, can be removed by the interferogram 
through equation 2.22, to obtain the Earth flattened interferogram. 
߮௙௟௔௧ ൌ ߮ െ ߮଴ (2.22)
Furthermore, a common practice to reduce the noise in the interferogram is represented by the 
averaging of adjacent pixels in the complex interferogram, process which is defined complex multi-
looking. The trade-off to make during multi-looking is between the geometric resolution and the 
phase accuracy, which in turn affects the DEM vertical accuracy. The multi-looking is able to 
mitigate the uncorrelated noise due to temporal, spatial, volume decorrelation, but it is not able to 
remove space-correlated artifacts such as atmospheric noise, flattening errors, etc. 
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The coherence is the absolute value of the complex correlation coefficient in equation 2.1, which 
provides a measure of the interferogram quality, of the SNR. It is obtained from the complex Earth-
flattened interferogram through equation 2.23. 
|ߛ| ൌ ห∑ |ݑଵሺ݈ሻ||ݑଶ
כሺ݈ሻ|݁௝ఝ೑೗ೌ೟௅௟ୀଵ ห
ඥ∑ ݑଵሺ݈ሻݑଵכሺ݈ሻ௅௟ୀଵ ඥ∑ ݑଶሺ݈ሻݑଶכሺ݈ሻ௅௟ୀଵ
 (2.22)
where ܮ is the size of the averaging window, which is determined by a trade-off between spatial 
resolution and unbiased coherence estimation. For unbiased coherence estimation, the scene shall be 
locally stationary and ergodic within the averaging window. Therefore, a small averaging window 
guarantees high spatial resolution at the cost of a biased coherence estimation towards higher values 
in low coherence areas, (Touzi, et al., 1999), while a large averaging window can lead to a 
coherence underestimation for inhomogeneous scenes especially on steep slopes. 
Two SAR acquisitions at a baseline equal or greater than the critical baseline ܤ௖௥ by definition 
entail a complete loss of coherence. Therefore, unless the “non-cooperating” wave number 
components (i.e. the useless parts of the spectrum of the signal) are filtered out, on flat terrain the 
coherence of the two acquisitions will decrease linearly if the normal baseline increases, becoming 
zero when the critical baseline is reached, equation 2.23. 
ߛ௕ ൌ 1 െ
ܤ௡
ܤ௖௥ (2.23)
When the terrain slope significantly changes in range or azimuth, the situation is more complex 
because the filter necessary to remove the useless components of the spectrum become space 
varying. If the terrain slope changes so quickly to become significant within a resolution cell, it is 
not possible to avoid a coherence loss due to the volume effect, (Fornaro, et al., 2001). Other causes 
affecting coherence value will be analyzed in the following Chapters of the Thesis. 
2.5. Phase Unwrapping 
The interferometric phase is known only modulo-2ߨ, it is ambiguous, because the height variation 
in the area of interest can entail hundreds of cycles. Therefore, in order to estimate the topography 
from the interferometric phase, it is necessary to unwrap the phase. The aim of phase unwrapping is 
to recover the integer number of cycles ݊ to be added to the wrapped phase ߮ in order to obtain the 
unambiguous phase value ߰ for each pixel, equation 2.24. 
߰ ൌ ߮ ൅ 2ߨ · ݊ (2.24)
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If no a priori information concerning ߮ is available, there is not any given constraint to the solution 
and the phase unwrapping problem is an ill-posed inverse problem with an infinite number of 
different possible solutions. 
The simpler phase unwrapping technique would be an integration of the phase differences starting 
from a reference point, however the existing phase discontinuities actually would make the results 
inaccurate. 
Phase unwrapping algorithms usually assume that the true unwrapped phase field is smooth and 
slowly changing, therefore adjacent phase values are assumed to be within a one-half cycle (i.e. ߨ). 
If some phase discontinuities arise, they cause inconsistencies because the integration yields 
different results depending on the followed path, which can be verified if the sum of the wrapped 
phase differences around a closed path differs from zero. 
To be consistent, a gradient field must be irrotational, meaning that the curl of the phase gradient 
should be zero everywhere, (Goldstein, et al., 1988), equation 2.25. 
સ ר સ߮ ൌ ૙ (2.25)
It is quite rare that this condition is verified over the whole interferogram. If the sum of the wrapped 
phase differences around the closed paths formed by each mutually neighboring set of four pixels is 
not zero, the rotational component of the gradient field is not zero, and a residue exists, (Goldstein, 
et al., 1988), whose value is usually normalized to one cycle and can be positive or negative. The 
sum of the wrapped phase variations along an arbitrary closed path is equal to the algebraic sum of 
the residues enclosed in that path, (Ferretti, et al., 2007). The main issue is the complete 
identification of the phase residues, which are related to the discontinuities, and can be mainly 
caused by phase noise, particularly in repeat-pass interferometry, or steep terrain slopes. In general, 
the number of discontinuities is a function of the local topography, the off-nadir angle, the normal 
baseline and the decorrelation noise, (Ferretti, et al., 2007). 
Several algorithms exist to cope with phase discontinuities, and almost all are aimed at minimizing 
the cost function in equation 2.26, (Ghiglia, et al., 1996), (Chen, et al., 2000). 
C ൌ ቐ෍ ݓ௜,௝ሺ௥ሻቚ∆ሺ௥ሻ߰௜,௝ െ ∆௪ሺ௥ሻ߮௜,௝ቚ
௣
௜,௝
൅ ෍ ݓ௜,௝ሺ௔ሻቚ∆ሺ௔ሻ߰௜,௝ െ ∆௪ሺ௔ሻ߮௜,௝ቚ
௣
௜,௝
ቑ (2.26)
where 0 ൑ ݌ ൑ 2, ∆ indicates a discrete differentiation respectively along range ሺݎሻ and azimuth 
ሺܽሻ, ݓ represent the weights defined by the user, the summations are over appropriate rows ݅ and 
columns ݆, and ∆௪ means that the phase differences are wrapped in the interval ൣ– ߨ; ൅ߨ൧. Equation 
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2.26 is a mathematical representation of the basic assumption that ∆߰ ൌ ∆௪߮ almost everywhere. 
The minimum ܮ௣-norm gives efficient algorithms for ݌ ൌ 2 and ݌ ൌ 1. 
2.5.1. Un-weighted Least Mean Squares Method 
Assuming ݌ ൌ 2 and no weights, ݓ௜௝ ൌ 1 ׊௜௝, equation 2.26 leads to the linear system of equations 
2.27, which can be solved with some boundary conditions. 
߰௜ାଵ,௝ െ ߰௜,௝ ൌ ∆௪ሺ௔ሻ߮௜,௝ 
߰௜,௝ାଵ െ ߰௜,௝ ൌ ∆௪ሺ௥ሻ߮௜,௝ 
(2.27)
The system of equation 2.27 is over-constrained, there are two gradient estimates for each phase, 
and it can be formulated in a normal equation form ࡳ்ࡳ࣒ ൌ ࡳ்ࢊ, where the data vector ࢊ is the 
vector form of the wrapped phase differences estimated from the interferogram, while the model 
matrix ࡳ is an incidence matrix whose non-zero elements assume the value +1 or -1, (Ferretti, et al., 
2007). Many efficient numerical solutions exist for this matrix, (Strang, et al., 1997), considering at 
least one pixel of known elevation. 
The main drawback of this method is that the number and the position of phase discontinuities are 
not taken into account and can cause severe errors which are propagated by the equations, (Ferretti, 
et al., 2007). The solution is congruent with the data only if no discontinuities exist, ߰ ൌ ߮ ൅ 2ߨ݊. 
2.5.2. Weighted Least Mean Squares Method 
If weights are used in the equations, the results improve. The coherence map can be used to identify 
areas where phase discontinuities can occur with a higher probability, (Ghiglia, et al., 1996), losing 
on the other hand the regular structure of the matrix to be inverted. Therefore, it is necessary to 
apply iterative numerical techniques, increasing the computational effort. For a correct phase 
reconstruction, zero weights should be applied where phase discontinuities arise, and unitary 
weights where the phase gradient is correct, but this would imply the identification of the cycle 
skips, which is the issue that this method should avoid, (Ferretti, et al., 2007). According with 
(Spagnolini, 1995), the phase artifacts in the estimated unwrapped phase field due to noise can be 
reduced if local phase gradient are estimated on large windows using FFT analysis. The problem is 
a variational surface reconstruction problem from indirect measurements, well known in the field of 
computer vision, (Ferretti, et al., 2007). Also this method, like the previous one, gives solutions 
which are not congruent with the original interferogram, except if no discontinuities exist. The 
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solution can be forced to be congruent with the data, by rounding the difference between the 
wrapped and unwrapped phase to the nearest integer number of cycles, but it is not equivalent to 
minimizing the cost function in equation 2.26 with the integer constraint, (Ferretti, et al., 2007). 
2.5.3. Minimum Cost Flow Method 
According to (Costantini, 1998), the Minimum Cost Flow phase unwrapping approach, based on 
network programming, efficiently allows to globally minimize the cost function in equation 2.26 
under the weighted ܮଵ-norm (minimum absolute deviation). The phase unwrapping is formulated as 
a constrained optimization problem, where the integer number of cycles to be added to the phase 
variations is minimized to make them consistent, meaning that the gradient field must be 
irrotational. Therefore, the constraint to be satisfied is the equation 2.25, and the Minimum Cost 
Flow method adds an integer number of cycles to every wrapped phase value. As for the Weighted 
Least Mean Squares method, it is possible to define proper weights to distinguish the areas where 
the probability of phase discontinuities is higher. The unwrapped phase field is congruent with the 
original interferogram. 
2.5.4. Branch-Cut Method 
Assuming ݌ ൌ 0, the gradients of the estimated unwrapped phase field exactly equal the data in as 
many places as possible, (Ferretti, et al., 2007). The branch-cut method, (Goldstein, et al., 1988), 
aims at unwrapping the interferogram selecting only the integration paths which lead to self-
consistent solutions. The rotational part of the estimated phase gradient, which is the residue field, 
is used to lead the integration along a consistent path, limiting the error propagation, (Ferretti, et al., 
2007). Since the sum of the wrapped phase variations along a closed path is equal to the algebraic 
sum of the residues enclosed in that path, and since integration paths associated to a net “charge” 
should be avoided, oppositely-charged residues are connected with branch cuts, like straight lines, 
which cannot be crossed by the integration paths. The main issue of this method is that in low 
coherence areas, the cuts can close on themselves, entailing holes in the unwrapped phase field in 
correspondence to low SNR areas. 
2.5.5. Other Methods  
Other phase unwrapping algorithms exist and can be efficiently used for InSAR processing, such as 
Region Growing techniques, (Xu, et al., 1999), which was designed to handle noisy interferograms, 
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according to whom the unwrapping is performed on the perimeter of “growth regions”, which can 
grow with consistency checking, and phase information from adjacent pixels is used to predict the 
correct phase of each new pixel to be unwrapped. Furthermore, a reliability check is applied to each 
unwrapping attempt. Another phase unwrapping approach is based on Kalman Filters, (Kramer, et 
al., 1996), or if more interferograms are available on the same scene, a Multi-Baseline Phase 
Unwrapping algorithm can be applied, (Ferretti, et al., 1997). In fact, phase unwrapping from a 
single interferogram is an ill-posed inverse problem, and even in high coherence areas the phase 
aliasing can generate significant artifacts on the estimated topography. On the contrary, of several 
interferograms on the same area are available, with different baseline values, it is possible to 
combine the data to suppress phase ambiguities, limiting the impact of the noise. 
Finally, different techniques which allow to by-pass the phase unwrapping step will be analyzed in 
Chapter 3. 
2.6. Phase-to-Height Conversion and DEM Geocoding 
After having performed phase unwrapping, every pixel can be localized with respect to a Cartesian 
reference system. Therefore, the aim of the phase-to-height conversion step is to pass from radar 
coordinates in range and azimuth and from unwrapped phase variation on the scene, to a description 
of the local topography, knowing the acquisition geometry and the satellite orbit positions of master 
and slave images. Phase-to-height conversion techniques can be divided in two groups, (Small, et 
al., 1996), depending if they work on the flattened phase or on the un-flattened interferogram. The 
most accurate methods operate on the un-flattened interferogram, the flattening phase terms are 
deterministic and known, and they can be added back to the data after unwrapping, even if 
commonly the unwrapping algorithms work on flattened data. Through one of the different possible 
methods reviewed in  (Small, et al., 1996), this processing step allows to determine the relationship 
between the heights and the unwrapped phase differences. 
Finally, DEM geocoding is important to generate a product in a standard format. It is assumed that 
for CSK the accuracy of the satellites state vectors allows precise data geocoding without any 
GCPs. Initially the data geocoding problem is described when the target height in known a priori, 
and then the procedure is extended to interferometric data, (Ferretti, et al., 2007). 
An Earth-Centered Earth-Fixed (ECEF) reference frame is assumed, and the target is considered 
motionless. If the local topography is known, the target coordinates are determined by the solution 
of three equations, (Curlander, 1982), such as: 
- Range equation; 
- Doppler equation; 
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- Earth model equation. 
Each pixel ܲ ൌ ܲሼݎ, ݐሽ of the image is identified by its azimuth time ݐ and its slant range coordinate 
ݎ. Considering a zero-Doppler focusing, (Curlander, et al., 1991), the Cartesian coordinates 
ܲ ൌ ܲሼܺ, ܻ, ܼሽ of the target have to satisfy the equations 2.28, the first one is the range equation 
representing a sphere of radius ݎ centered in ܵሺݐሻ, the second one is the Doppler equation, 
describing a plane orthogonal to ௉ܸௌ. 
|ࡼ െ ࡿሺݐሻ| ൌ ݎ ൌ ݎ௖௔ ൅ ݎ௦ · ݊௥ 
൫ࡼ െ ࡿሺݐሻ൯ · ࢂࡼࡿሺݐሻ ൌ 0 
(2.28)
where: 
- ݎ௖௔ is the distance between the sensor and the first sample of the range line; 
- ݎ௦ is the range step; 
- ݊௥ is the sample of the range line under consideration; 
- ௉ܸௌ is the sensor-target relative velocity; 
- ܵሺݐሻ is the satellite Cartesian coordinates at the azimuth time ݐ. 
In order to localize ܲ, a third equation is needed, and can be represented by the Earth model 
equation 2.29 if the height of the target with respect to a reference ellipsoid, ݖ, is known. 
ܺଶ ൅ ܻଶ
ሺݎ௘ ൅ ݖሻଶ ൅
ܼଶ
ݎ௣ଶ ൌ 1 (2.29)
where: 
- ݎ௘ is the Earth equatorial radius; 
- ݎ௣ ൌ ሺ1 െ ݂ሻሺݎ௘ ൅ ݖሻ, with ݂ which is the flattening factor of the reference ellipsoid. 
The non-linear system of these three equations can be solved for ܲ ൌ ሼܺ, ܻ, ܼሽ through an iterative 
numerical technique, (Schreier, 1993). 
According to (Curlander, et al., 1991), as opposed to optical sensor, for SAR sensors the attitude 
information is not required, if sensor position and velocity vectors are sufficiently accurate, in order 
to achieve accurate location information through this procedure. 
If the geocoding concerns interferometric data and ݖ is unknown, the equation 2.29 cannot be used. 
However, the target coordinates can be estimated using the unwrapped interferometric phase ߰ and 
the state vectors relative to the second radar acquisition. In particular, for the slave sensor it is 
possible to write the equations 2.30. 
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|ࡼ െ ࡿ࢙࢒ࢇ࢜ࢋሺݐ௦௟௔௩௘ሻ| ൌ ݎ ൅
ߣ
4ߨ ߰ 
൫ࡼ െ ࡿ࢙࢒ࢇ࢜ࢋሺݐ௦௟௔௩௘ሻ൯ · ࢂࡼࡿ࢙࢒ࢇ࢜ࢋሺݐ௦௟௔௩௘ሻ ൌ 0 
(2.30)
where, in general, ݐ ൌ ݐ௠௔௦௧௘௥ ് ݐ௦௟௔௩௘. Therefore, the system of four equations 2.28 and 2.30 in 
four unknowns ሺܺ, ܻ, ܼ, ݐ௦௟௔௩௘ሻ can be solved. 
Finally, in order to obtain a standard product which can be compared with other similar products, it 
is necessary to perform a data re-sampling, since the uniform image grid in slant range and azimuth 
coordinates generate a non-uniform sampling in the geographical coordinates in terms of latitude 
and longitude, depending on the local topography. Therefore, it is necessary to perform an 
interpolation to obtain a constant sampling step in the final product. Several interpolator exist, such 
as the nearest neighbor, the Delaunay triangulation and linear interpolation, the inverse distance 
weighting, the Kriging interpolation, (Wackernagel, 1998). 
2.7. Digital Elevation Models: Application Domains and Standards 
The availability of high accuracy DEM products is an enabling factor for several applications which 
need a deep knowledge of the Earth surface. A list of different potential fields of applications is 
proposed, they are very diversified and continuously increasing in number: 
- Topography; 
- Air and surface based weapon system navigation; 
- 3D visualization; 
- Airport landing approach mapping; 
- Helicopter landing zones; 
- Go/No-Go route planning based on slope assessment; 
- Mobility analysis/slope; 
- Cross-country movement / trafficability analysis; 
- Ingress/Egress route planning; 
- Intelligence preparation of the battle-space; 
- Force protection; 
- Ambush assessment models; 
- Auto-Ground collision avoidance system for military aircrafts; 
- Surface analysis; 
- Improved crisis intervention planning; 
- Situational awareness; 
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- Base mapping; 
- Target analysis; 
- Modeling and simulation; 
- 3D Flight mission planning (aircrafts, missiles, etc); 
- 3D Flight simulation; 
- Aerial and satellite images orthorectification and geometric correction; 
- Line-of-sight analysis; 
- Electromagnetic propagation analysis for telecommunication applications; 
- Communication tower placement; 
- Road and hydro-infrastructure design; 
- Land cover/soils analysis; 
- Prediction of impact of emergency situations; 
- Hydro basins study and modeling of floods and landslips. 
Furthermore, a higher DEM absolute vertical accuracy is fundamental to achieve a higher 
geolocation accuracy of the images geo-coded using that DEM, as further analyzed in Chapter 4. In 
particular, the contribution of the DEM absolute vertical accuracy to the geolocation accuracy is 
given by equation 2.31. 
݈݋ܿ௘௥௥ ൌ
݄௘௥௥
ݐܽ݊ሺߙ௜௡௖ሻ 
(2.31)
where ݄௘௥௥ is the DEM absolute vertical accuracy, ݈݋ܿ௘௥௥ represents the range geolocation accuracy 
and ߙ௜௡௖ is the incidence angle. It is important to observe that the contribution given by the DEM 
absolute vertical accuracy to the geolocation accuracy can be reduced or amplified depending on the 
incidence angle. 
Several quality parameters exist to characterize the DEM quality, which are listed hereinafter, 
((NIMA), 2000), (National Geospatial-Intelligence Agency, 2009): 
- Absolute Horizontal Accuracy: accuracy of the horizontal location of the DEM points caused by 
random and uncorrected systematic errors, expressed as the maximum absolute difference 
between the true and measured values with a 90% confidence level; 
- Relative Horizontal Accuracy: accuracy of the horizontal location of the DEM points caused by 
random errors, expressed as the maximum absolute value of the unbiased difference between the 
true and measured values with a 90% confidence level. The unbiased difference can be 
evaluated by subtracting to the difference a local average of the differences; 
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- Absolute Vertical Accuracy: accuracy of the height of the DEM points caused by random and 
uncorrected systematic errors, expressed as the maximum absolute difference between the true 
and measured values with a 90% confidence level. 
- Relative Vertical Accuracy: accuracy of the height of the DEM points caused by random errors, 
expressed as the maximum absolute value of the unbiased difference between the true and 
measured values with a 90% confidence level. The unbiased difference can be evaluated by 
subtracting to the difference a local average of the differences. 
- Posting: grid spacing. 
Several DEM products classification standards exist, among them, the National Geospatial-
Intelligence Agency (NGA) standards are commonly used, ((NIMA), 2000), (National Geospatial-
Intelligence Agency, 2009): 
- Digital Terrain Elevation Data (DTED) standards, level 0, 1, 2; 
- High Resolution Terrain Information (HRTI) standards; 
- High Resolution Elevation (HRE) standards, composed of the standard HRE Geographic 
Projection (HRE-GP), with data in geographical projection, and of the standards HRE80-
HRE01, with data in UTM projection. 
In Tab. 2.1 and in Tab. 2.2 DTED/HRTI standards and HRE standards are summarized. 
Specification Spatial Resolution 
Vertical Accuracy 
(LE90) 
Absolute 
Horizontal 
Accuracy (CE90) Absolute Relative 
DTED-1 90 m x 90 m < 30 m ≤ 20 m ≤ 50 m 
DTED-2 
30 m x 30 m 
(1 arcsec at the equator) 
< 18 m 
≤ 12 m 
≤ 15 m (terrain 
slopes >20%) 
≤ 23 m 
HRTI-3 
(or DTED-3) 
12 m x 12 m 
(0.4 arcsec at the 
equator) 
≤ 10 m 
≤ 2 m 
≤ 4 m (terrain 
slopes >20%) 
≤ 10 m 
HRTI-4 
(or DTED-4) 
6 m x 6 m 
(0.2 arcsec at the 
equator) 
< 5 m 
≤ 0.8 m 
≤ 1 m (terrain 
slopes >20%) 
≤ 10 m 
Tab. 2.1 – NGA (NIMA) standards for Digital Elevation Models, ((NIMA), 2000). 
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Product 
Name 
Grid spatial 
resolution 
Random 
Vertical Error 
per point 
(meters) 
Relative Vertical 
Accuracy 
between points 
(meters) 
Absolute 
Vertical 
Accuracy LE90 
(meters) 
HRE-GP 0.4 arcsec 2.2 6.2 12.4 
HRE-80 8 m 1.41 4.00 8.00 
HRE-40 4 m 0.71 2.00 4.00 
HRE-20 2 m 0.35 1.00 2.00 
HRE-10 1 m 0.18 0.50 1.00 
HRE-05 0.50 m 0.09 0.25 0.50 
HRE-02 0.25 m 0.04 0.12 0.25 
HRE-01 0.125 m 0.02 0.06 0.12 
Tab. 2.2 – NGA standards for HRE DEM products, (National Geospatial-Intelligence Agency, 2009). 
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CHAPTER 3 
INNOVATIVE TECHNIQUES FOR IMPROVING DEM ACCURACY 
 
This Chapter focuses on complementary and innovative techniques respect to the interferometric 
processing to generate Digital Elevation Models (DEM) from COSMO-SkyMed (CSK) data. The 
state-of-the-art interferometric processing was deeply analyzed in Chapter 2. The mentioned 
innovative techniques can be applied in place of specific InSAR processing steps in order to 
increase the DEM accuracy or can concern the combination of complementary techniques to 
mitigate mutual disadvantages and improve the overall performances. 
3.1. Multi-Chromatic Approach to SAR Interferometry 
The Multi-Chromatic Approach (MCA) to SAR interferometry, (Veneziani, et al., 2006), is a 
differential analysis in the frequency domain which allows the computation of the absolute phase of 
the targets without the need to unwrap the phase. 
Through MCA it is possible to generate a DEM from interferometric pairs relying on an alternative 
technique to phase unwrapping algorithms in the spatial domain, and avoiding all the error 
contributions and the limitations related with this core processing step (e.g. in order to assign to 
each pixel of a fringe in the wrapped interferogram the right value of integer 2-multiples, it is 
necessary a correct segmentation of the fringe pattern). 
In particular, in (Veneziani, et al., 2000) and in (Veneziani, et al., 2006) it is shown how, by 
exploiting a focusing into several range sub-bands, a set of equal resolution interferograms of the 
same area at adjacent carrier frequencies fi can be combined in order to improve the edge detection 
among fringes and to enlarge the extension of segmented areas, also where different kind of phase 
ambiguities exist. From the set of interferograms, through a differential analysis of sampled 
interferometric phase history along the frequency axis, it is possible to obtain a point-wise estimator 
of the terrain height. 
In order to reduce the error of the point-wise estimates, by improving the constraints in the linear 
regression, a combination strategy was introduced between the differential analysis in the frequency 
domain and a statistical investigation in the spatial domain, which refers to the distribution of the 
integer 2-multiples of targets absolute phases, derived by the ratio between the zero order 
coefficient of the linear fit and 2, rounded to the nearest integer. These numbers are referred to as 
k-values. A preliminary segmentation of a fringe pattern is required in order to perform a correct 
classification of the same pattern in terms of k-values. 
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The difference between the common phase unwrapping algorithms and the MCA technique is that 
while the first approach is monochromatic and needs a spatial integration of phase gradients through 
phase unwrapping techniques which introduce significant contributions to the error budget, the 
second one is multi-chromatic and allows to perform absolute and spatially independent 
measurements of targets heights, without the need of phase unwrapping. The MCA technique is 
reliable when a set of coherent targets is selected, whose interferometric phase history is known in 
the frequency domain. 
A preliminary quality parameter of the measurements achieved through MCA technique, 
(Veneziani, et al., 2003), is given by equation 3.1. 
ߪథᇱ ൌ ඩ
1
௙ܰ
෍ሾΦ௜ሺݔ, ݎሻ െ ܥ଴ሺݔ, ݎሻ െ ܥଵሺݔ, ݎሻ · ௜݂ሿଶ
ே೑
௜ୀଵ
 (3.1)
which represents an a-posteriori estimation of the inherent phase standard deviation. In fact, the 
second term of the equation 3.1 is the mean squared deviation between the interferometric phase 
samples Φ௜ measured at different carrier frequencies ௜݂ and the corresponding values computed 
through their linear regression. The smaller ߪథᇱ , the better is the achievable accuracy for terrain 
heights. 
The first step of the MCA technique consists in the selection from the scene of a set of pixels (i.e. 
targets) with an inter-band phase standard deviation ߪథᇱ  below a certain reliability threshold. In 
(Veneziani, et al., 2003) a threshold of 0.02 rad was computed as the value granting height 
measurements within a height of ambiguity. 
Therefore, the scene is divided into patches, and the distribution of the k-values can be extracted 
independently for each fringe segment in the patch. The value of maximum occurrence in this 
distribution allows to identify the right k-value of the fringe analyzed. 
These distributions normally have a low percentage of targets matching the right integer term of the 
absolute phase related to the local morphology. It can also happen that targets have very low phase 
standard deviation but at the same time an wrong topographic k-value. These considerations mean 
that there is not a strict correlation between the accuracy of the measurements and the target 
capability to point at the right morphological k-value of its local fringe. 
However, considering that all the targets which lie on the same fringe should aim at the same k-
value, also those whose standard deviation is higher than the threshold, the topographic retrieval can 
be extended to all the fringe targets. 
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Φ௜ௐሺݔ, ݎሻ ൌ െ2ߨ · ݇ሺݔ, ݎሻ െ
4ߨ
ܿ · ∆ܴሺݔ, ݎሻ · ௜݂ ൌ ܥ଴ሺݔ, ݎሻ ൅ ܥଵሺݔ, ݎሻ · ௜݂ (3.2)
Where: 
- ∆ܴ ൌ ܴெሺݔ, ݎሻ െ ܴௌሺݔ, ݎሻ, with R which is the optical path between the sensor and the target on 
the ground; 
- ሺݔ, ݎሻ are the pixel coordinates in azimuth and range respectively; 
- ݇ሺݔ, ݎሻ is the integer number of wavelength between the sensor and the target. 
As previously stated, and according with equation 3.2, the wrapped interferometric phase has a 
linear trend with the central carrier frequency, since the linear term ܥଵሺݔ, ݎሻ is proportional to the 
absolute optical phase difference ∆ܴ, equation 3.3. 
∆ܴሺݔ, ݎሻ ൌ െ ܿ4ߨ ܥଵሺݔ, ݎሻ (3.3)
The coefficient ܥ଴ሺݔ, ݎሻ is proportional to the integer number of 2ߨ, i.e. ݇ሺݔ, ݎሻ, to be added to the 
wrapped interferometric phase of each pixel to obtain the absolute unwrapped phase in the pixel 
ሺݔ, ݎሻ. 
The consideration at the origin of MCA technique is that phase unwrapping can be performed on a 
pixel basis, without the need to estimate spatial phase gradients, which may introduce significant 
errors in conventional phase unwrapping algorithms, at the cost of a worse range resolution related 
to the sub-bands ܤ௉. 
According with this approach, taking in input the generated set of wrapped interferograms, the 
coefficients ܥ଴ሺݔ, ݎሻ and ܥଵሺݔ, ݎሻ are point-wise estimated through a linear regression. The phase of 
a pixel can be wrapped along the frequencies, analogously to what happens in the spatial domain, 
therefore before the linear regression it is necessary to perform a one-dimensional phase 
unwrapping. In addition, among MCA parameters, the frequency spacing ݂݀ has to be set narrow 
enough to avoid aliasing condition for any elevation in the observed scene. 
According with equation 3.3, the absolute path can be derived from the coefficient ܥଵሺݔ, ݎሻ by 
multiplying it with a large scale factor ܿ 4ߨ⁄ . Therefore, the method is highly sensitive to noise and 
interferometric coherence, such as in classical interferometry. 
This consideration suggests to use MCA on highly coherent pixels in order to achieve very high 
accuracy local absolute measurements which can be integrated and improve the performances of 
classical phase unwrapping algorithms and also of coregistration techniques. In general, MCA 
technique looks at frequency-stable targets and it is able to provide absolute phase unwrapping on 
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highly coherent points to support standard phase unwrapping as well as coregistration algorithms 
and to perform topographic measurement. 
If in input to the MCA technique are provided SAR raw data, the chromatic views are generated 
immediately after the focusing process, performing range sub-looks in the range frequency space 
before the last Fourier transform bringing the signal back to the image domain. If SAR raw data are 
not available for data policy constraints, the input to MCA technique has to be represented by SAR 
images processed up to SCS (i.e. Single-look Complex Slant-range) level. The SCS processors are 
linear and phase preserving, with the exception of the Hamming filter at the end of the focusing 
process, necessary to reduce side-lobe ratio of the point scatterers response, to the detriment of a 
small loss in resolution. Therefore, in order to avoid asymmetry in the spectrum, the application of a 
de-Hamming filter in range, consisting in an inverse apodization filter, is required before splitting 
into sub-bands, Fig. 3.1. 
Moreover, referring to Fig. 3.1, in order to save processing time, the coregistration between master 
and slave SAR images is performed only on the full-band images, before the sub-looks generation. 
However, performing the sub-band filtering after the re-sampling step, which is part of the 
coregistration, causes the loss of a phase term related to the range shift applied to the slave image. 
This term has to be considered in order to obtain the correct path difference between the two 
images, and it can be inferred from the range shift matrix, which is usually available as a side-
product of the coregistration step. The needed phase compensation is computationally inexpensive 
respect to the coregistration process applied to every sub-look. Furthermore, by following this 
approach also processing constraints are relaxed: since ∆ܴ is decreased by a factor proportional to 
the coregistration shift, the minimum value of ݂݀ needed to avoid aliasing along the frequency 
domain is increased of the same amount. 
With the aim of giving an quantitative idea of the benefit of the MCA technique, an error analysis 
of phase unwrapping algorithms is presented, which would be avoided with the proposed technique. 
It is worth noting that phase unwrapping errors influence directly the accuracy on DEM generated 
through InSAR processing. Three main error sources are related to phase unwrapping, such as: 
- phase confusion caused by sharp change of terrain: in terrain regions with sharp changes, the 
fringes assume acute irregularities in the interferogram, making true phase restoring difficult for 
phase unwrapping under fixed Nyquist sampling frequency; 
- phase distortion caused by poor SNR, yielding distortions also in the unwrapped phase; 
- improper selection of phase unwrapping algorithms (in terms of norm and weight) respect to the 
interferogram, which can cause residual errors affecting the overall accuracy. 
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3.2. Delta-k Technique 
Delta-k technique allows the estimation of the absolute unwrapped phase also for scenes where the 
topography changes rapidly or with phase noise or difficult geometries to be unwrapped. Where 
classical phase unwrapping algorithms do not perform correctly leaving gaps and errors in the 
generated DEM, the delta-k technique allows to artificially increase the height of ambiguity up to a 
value such that phase unwrapping is not necessary anymore, by exploiting the frequency diversity 
in range to simulate an interferogram with a longer carrier wavelength than that of the SAR system. 
Through this approach, phase unwrapping is not necessary anymore because absolute phase is 
directly given over small patches of the image. Delta-k technique was initially thought as a 
technique able to determine the remaining phase ambiguity in an interferogram after phase 
unwrapping, (Brcic, et al., 2008). 
In repeat-pass interferometry, the interferometric phase ߮ and the differential range ∆ݎ are related 
as in equation 3.4. 
߮ ൌ 4ߨ ௖݂ܿ ∆ݎ (3.4)
where ௖݂ is the radar carrier frequency and ܿ is the speed of light. 
Therefore, the differential phase ∆߮ between two sub-band interferograms with range bandwidths ܾ 
and range center frequencies ௖݂ ൅ ଴݂ and ௖݂ െ ଴݂ respectively, Fig. 3.2, is given by equation 3.5 and 
is defined as delta-k phase. 
∆߮ ൌ ߮ଶ െ ߮ଵ ൌ 4ߨ
2 ଴݂
ܿ ∆ݎ (3.5)
Basing on equations 3.4 and 3.5, the delta-k phase can be considered as the interferometric phase at 
a carrier frequency of 2 ଴݂ ا ௖݂, or equivalently at a much longer wavelength than the carrier. 
Therefore, the height of ambiguity of the delta-k phase is increased by the delta-k factor ௖݂/2 ଴݂ 
relative to the full-band interferometric phase. The delta-k factor can be at least equal to ௖݂/ܤ, 
resulting in very high heights of ambiguity, making phase unwrapping unnecessary. The integer 
phase cycle number at the carrier frequency can then be obtained by scaling the delta-k phase by the 
same factor. 
According to the above explained principle, the delta-k absolute phase can be estimated following 
the flow-chart in Fig. 3.3. 
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interferometric phase, increasing the probability of phase wraps. Therefore, it is necessary to apply 
a low-pass filter to smooth the complex delta-k phase, in order to reduce its variance. 
The fourth step of the algorithm is phase unwrapping, since even delta-k phase can cross a 2 
interval, depending on the topography, on the delta-k height of ambiguity and on the overall phase 
offset in the interferogram. However, delta-k phase unwrapping is usually unambiguous and 
without residuals. 
The fifth and last step of the algorithm consists in scaling-up the delta-k phase by the delta-k factor 
to the height of ambiguity at the carrier frequency. 
In (Bamler, et al., 2005), it is shown that for a number N of non-overlapping sub-bands with the 
same range bandwidth, the optimal sub-band range bandwidth  ܾ is given by equation 3.6. 
ܾ ൌ ܤܰ ൅ 1 (3.6)
with range center frequencies given by equation 3.7. 
௖݂ േ ܤ
ܰ െ 2ሺ݊ െ 1ሻ
2ሺܰ ൅ 1ሻ , ݊ ൌ 1, … ,
ܰ
2  (3.7)
which allows to achieve a Fisher efficiency ߟி, defined as the ratio between the Cramer-Rao lower 
bound and the variance of the estimator, given by equation 3.8. 
ߟி ൌ
ܰሺܰ ൅ 2ሻ
ሺܰ ൅ 1ሻଶ  (3.8)
Since the use of multiple sub-bands does not improve significantly the performances, increasing at 
the same time the implementation complexity, only two sub-bands are usually considered. 
3.3. Geolocation Improvements through Atmospheric Modeling 
A geolocation improvement of CSK images obtained through a fine atmospheric delay model 
would allow to achieve a strong improvement of DEM accuracies achievable through 
interferometric processing. 
The delay introduced by the atmosphere on the two-way X-band signal is significant, and strongly 
affects the SAR image geolocation performance if not taken into account. Some improvements are 
possible thanks to nowadays’ high resolution SAR systems and to Galileo studies aimed at 
achieving 1 mm delay path accuracy, (Solheim, et al., 1999). 
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Atmosphere can be viewed as a stack of layers, each one locally homogeneous in terms of density 
and optical/microwave refractivity. 
According to an exponential density assumption, given a target point on the Earth surface, the up-
standing layer boundaries can be recursively defined as in equation 3.9, (Jehle, et al., 2008). 
݄௜ାଵ ൌ െ݄௦ ln ቆ݁
௛೔௛ೞ െ ݀ݐ௧௢௧ܰ ቇ 
݀ݐ௧௢௧ ൌ න ݁ି
௛೔௛ೞ
௛೙
௛బ
݄݀ 
(3.9)
Basing on equation 3.9, in (Jehle, et al., 2008) and in (Schubert, et al., 2010) an upgraded model of 
the atmospheric path delay Ψ was computed, whose components are respectively the troposphere 
and the ionosphere terms, equation 3.10. 
Ψ ൌ Ψ௜௢௡௢ ൅ Ψ௧௥௢௣௢ 
Ψ௜௢௡௢ ൌ ݇ସ
ܶܧܥ
௖݂ଶ
           Ψ௧௥௢௣௢ ൌ Ψ௪௘௧ ൅ Ψ௛௬ௗ ൅ Ψ௟௜௤ 
Ψ௪௘௧ ൌ 10ି଺ ቈ
ሺ݇ଶᇱ ௠ܶ ൅ ݇ଷሻܴௗ݁଴
଴ܶሾ݃௠ሺߣ ൅ 1ሻ െ ߚܴௗሿ቉ ߢ௪௘௧          ߢ௪௘௧ ൌ ൬1 െ
ߚ݄
଴ܶ
൰
௚೘ሺఒାଵሻఉோ೏ ିଵ
 
Ψ௛௬ௗ ൌ 10ି଺݇ଵ
ܴௗ
݃௠ ଴ܲ Ψ௟௜௤ ݈ܾ݈݊݁݃݅݃݅݁ 
(3.10)
where ଴ܶ is the local atmosphere temperature in °K, ௠ܶ is the mean water vapor temperature in °K, 
݄ is the target height in meters, ߣ is the average water vapor decrease, ݁଴ is the water vapor pressure 
over the sea level in hPa, ݃௠ is the local gravity acceleration. Further symbols as well as the 
refractive constants, the ideal gas constant and the atmosphere temperature gradient are discussed in 
(Jehle, et al., 2008). 
According to equation 3.10, the path delay depends on four variables, such as latitude and altitude, 
which affects respectively ݃௠ and (݄, ݃௠), together with local air-column temperature and pressure. 
According to a static atmosphere model, atmosphere temperature and pressure are assumed to be 
constant and equal to their respective average values on a year basis, therefore the relations in 
equations 3.10 can be computed directly in 2-ways time delays and applied to radiation incidence 
boundaries. In such a way, the only remaining variable is the target (or column) height. If equation 
3.10 are adapted to CSK case, equation 3.11 can be obtained, which show a parabolic behavior of 
the atmospheric path delay Φ, expressed in ns, with the target height ݄, where a, b and c are proper 
positive constants which depend on the nominal incidence angle, calculated using the local height 
above the ellipsoid, (Jehle, et al., 2008). 
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Φ ൌ ܽ െ ܾ · ݄ ൅ ܿ · ݄ଶ (3.11)
CSK standard processors for the generation of Geocoded Terrain Corrected (GTC) products can be 
further improved by implementing a dependence of the atmospheric path delay from the target 
height. The processing level suitable for such an implementation is figured in GTC products 
because a DEM is already used for the geocoding process and can be also used to take into account 
the target height in large areas where strong topographic changes occur. 
3.4. Wavelet Fusion 
The DEM accuracy mainly depend, as further analyzed in Chapter 4, on: 
- phase unwrapping errors; 
- baseline errors (or orbit indetermination), if applicable; 
- phase noise, including thermal noise, coregistration errors, processing artifacts, temporal 
decorrelation, etc; 
- atmospheric effects, due to the refractive index variations in the propagation medium, both in 
space and in time. 
Even if two interferometric images show high coherence values, the generated DEM can be affected 
by strong distortions due to the atmospheric effect, since the correlation length of atmospheric 
phenomena (usually more than 1 km) is much larger than the estimation window used the coherence 
computation. 
Both phase noise and atmospheric artifacts can be mitigated in the final DEM if large baseline 
interferograms are used, since the height dispersion is related to the phase dispersion by the inverse 
of the normal baseline. 
A properly weighted combination of several uncorrelated DEMs strongly decreases the effect of 
phase artifacts on the final DEM. According to (Ferretti, et al., 1999), through a wavelet domain 
approach it is possible to take advantage of the specific frequency trend of the atmospheric 
distortions, and to estimate from the data the noise and the atmospheric distortion power associated 
to each interferogram. Therefore, by combining DEMs through a weighted average performed in 
the wavelet domain, it is possible to improve the accuracy of the final DEM since the phase error is 
estimated for each interferogram. 
In Chapter 4, an experimental analysis is performed on a test site to quantitatively understand the 
achievable improvement in DEM quality after a wavelet-based fusion between a high accuracy 
DEM generated from CSK interferometric pairs, and a low accuracy DEM deriving from SRTM 
mission, where the atmospheric disturbances at low frequencies are mitigated. 
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In this paragraph, the theory applied for a wavelet-based DEM combination is explained, referring 
to (Ferretti, et al., 1999) for the atmospheric term characterization and further details. 
Taking in input for the combination several DEMs, derived from several unwrapped interferograms, 
each one, if there were not atmospheric artifacts in any of the input data, would be considered as 
affected by a Gaussian noise. Then, the combined DEM would be derived through a maximum-
likelihood Gaussian estimator, equation 3.12. 
zො ൌ
∑ ݖ௜ߪ௭௜ଶ
ே௜ୀଵ
∑ 1ߪ௭௜ଶ
ே௜ୀଵ
 (3.12)
where ݖ௜ is the elevation estimated from the ݅௧௛ interferogram and ߪ௭௜ଶ  is the relative noise variance. 
However, the previous approach has several approximations, mainly because actually each DEM 
sample is correlated with neighbor samples, there are atmospheric in-homogeneities which are 
neglected in noise variances, and the noise spectrum is not white. 
Since the atmosphere is not a homogenous medium, the interferometric phase value include both a 
white noise term, ݓ, and an additive term due to the time and space variations of atmospheric water 
vapor, ܽ, which exhibits a 1/݂-type spectral behavior, (Wornell, 1993). These terms are statistically 
independent since associated to different physical phenomena. 
The previous two terms have very different spectra, since the noise term ݓ dominates at high 
frequencies while the atmospheric contribution ܽ dominates at low frequencies. 
From these consideration, the problem statement is to find a way to isolate the error power due to 
the atmosphere from the noise power due to decorrelation, taking in input several interferograms on 
the same area. A useful technique to this aim is the wavelet transform. 
Turbulence phenomena and in general 1/݂ processes, such as the atmospheric term ܽ, are scale-
invariant and have statistical self-similarity, (Wornell, 1993), meaning that their statistics are 
invariant to the scaling of time or space axis, equation 3.13.  
ܵ௔ሺ݂ሻ ן ܵ௔ሺ݂݇ሻ (3.13)
The wavelet transform plays a central role in the analysis of scale-invariant signals. The Discrete 
Wavelet Transform (DWT) can be implemented as a filter bank and allows to estimate the noise and 
atmospheric distortion mean powers. 
According to (Ferretti, et al., 1999), if  ܰ independent DEMs are available, it is possible to generate 
ாܰ ൌ ቀܰ2ቁ error maps computing the difference between each pair. The error mean power is given 
by four independent contributions, equation 3.14. 
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௜ܲ௝ ൌ ߪ௔௜ଶ ൅ ߪ௔௝ଶ ൅ ߪ௪௜ଶ ൅ ߪ௪௝ଶ  (3.14)
where ݓ and ܽ represent respectively the noise and atmospheric contributions and ݅ and ݆ the DEMs 
used for the error map generation. 
If the noise power ߪ௪௜ଶ  was exactly known for each DEM, and ܰ ൐ 2, it would be easy to obtain the 
unknown atmospheric distortion powers. However, usually the interferograms are filtered before 
being unwrapped, so the noise power estimated from the coherence cannot be taken as the truth. 
Furthermore, possible phase unwrapping errors can corrupt the error power. For these reasons it is 
necessary to estimate both atmospheric distortion power and noise power from the error maps, 
while the coherence maps are used to understand the spatial distribution of the noise power. 
Supposing, only for a first approach to the problem, a constant coherence value in each 
interferogram, and considering the one-dimensional case for simplicity, it is assumed that ܽሺݐሻ is a 
zero-mean Gaussian 1/݂ process, with the spectrum in equation 3.15. 
ܵ௔ሺ݂ሻ ן ݂ି
଼
ଷ (3.15)
Given the equation 3.16, 
ݎሺݐሻ ൌ ܽሺݐሻ ൅ ݓሺݐሻ (3.16)
where ݓሺݐሻ is a zero-mean Gaussian white noise, it is possible to extract a collection of wavelet 
coefficients, equation 3.17. 
࢘ ൌ ሼݎ௡௠, ݉ א ࣧ, ݊ א ࣨሺ݉ሻሽ (3.17)
where ݉ and ݊ are the scaling and translation indexes, ࣧሼ1, … , ܯሽ is the set of available scales 
(sub-bands), limited by the total number of available data samples and the filter length, and ࣨሺ݉ሻ 
is the set of available samples in each sub-band. 
These variables are uncorrelated and can be modeled as mutually independent zero-mean Gaussian 
random variables, equation 3.18. 
ݒܽݎ ݎ௡௠ ൌ ߪ௠ଶ ൌ ߪ௔ଶ · 2ି
଼
ଷ௠ ൅ ߪ௪ଶ  (3.18)
Therefore, the maximum-likelihood solution has to be found through an iterative algorithm from 
equation 3.19. 
పܲఫ௠෢ ൌ ൫ߪ௔௜ଶ ൅ ߪ௔௝ଶ ൯ · 2ି
଼
ଷ௠ ൅ ൫ߪ௪௜ଶ ൅ ߪ௪௝ଶ ൯ (3.19)
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where: 
పܲఫ௠෢ ൌ
1
ࣨሺ݉ሻ ෍ ሺݎ௡
௠ሻଶ
௡אࣨሺ௠ሻ
 (3.20)
where ݉ א ࣧ and ࣨሺ݉ሻ is the number of samples at scale ݉. If the number of interferograms 
ܰ ൐ 2, ாܰ ൐ ܰ, there are a sufficient number of equations to solve for ൛ߪ௔పଶ෢ , ߪ௪పଶ෢ ൟ, ݅ ൌ 1, … , ܰ. 
Since the previous considerations were based on the first approximation assumption of a coherence 
value constant over the image, and since through the explained process it was possible to obtain an 
estimation of just the mean power ߪ௪పଶ෢ , it is possible to simply scale the estimated noise powers 
ߪ௪௜௡ଶ , which are function of the point ݊ in the image, by a factor ܭ௜ which is function of the 
effective number of looks in the data, equation 3.21. 
1
݌ ෍ ܭ௜
௣
௡ୀଵ
ߪ௪௜௡ଶ ൌ ߪ௪పଶ෢  (3.21)
where ݌ is the number of points in the region of interest. 
The previously explained process allows to estimate the noise power and the atmospheric distortion 
power for each DEM, ൛ߪ௔పଶ෢ , ߪ௪పଶ෢ ൟ, ݅ ൌ 1, … , ܰ. 
After that, the combined DEM can be obtained through a proper weighted average, again in the 
wavelet domain. The wavelet coefficients ሺ݀௡௠ሻ௜ relative to the ݅௧௛ DEM include three contributions 
such as topography ݐ௡௠, atmospheric distortion ሺܽ௡௠ሻ and noise ሺݓ௡௠ሻ, as in equation 3.22. 
ሺ݀௡௠ሻ௜ ൌ ݐ௡௠ ൅ ሺܽ௡௠ሻ௜ ൅ ሺݓ௡௠ሻ௜ (3.22)
From equation 3.18 it is possible to compute the variances of the Gaussian variables ܽ௡௠ and ݓ௡௠, 
while the topographic contribution can be obtained through a maximum likelihood Gaussian 
estimator, equation 3.23. 
ݐ௡௠෢ ൌ
∑ ሺ݀௡௠ሻ௜ߪ௠௜௡ଶ
ே௜ୀଵ
∑ 1ߪ௠௜௡ଶ
ே௜ୀଵ
 
ߪ௠௜௡ଶ ൌ ߪ௔పଶ෢ · 2ିఈ௠ ൅ ߪ௪ప௡ଶ෣ 
(3.23)
Also the topography can be modeled as a 1/݂ process, the coefficients ݐ௡௠ are uncorrelated and it is 
possible to work independently on each sample. 
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Through the explained technique, it is possible to understand how by combining in the wavelet 
domain many uncorrelated phase artifacts, mainly due to atmospheric variations, their effect on 
DEM accuracy is in general very reduced. 
3.5. Permanent Scatterers Interferometry and SqueeSAR 
Since classical SAR interferometric processing is affected and limited by constraints such as 
atmospheric effects, thermal and other sources noise, a recent technique which was developed and 
explained in literature to overcame these limitations, namely Permanent Scatterers Interferometry 
(PS-InSAR), (Ferretti, et al., 2001). 
PS-InSAR is a very effective technique to measure ground displacements or subsidence, or to 
determine with very high accuracy the height of those pixels which remain coherent over a large 
sequence of interferograms, i.e. permanent scatterers. If used to generate a DEM, the major 
drawback of this technique would be the voids filling, especially where the density of the points 
which exhibit a phase stability over time is poor, such as in non-urban areas. However, the great 
advantage of this technique is the very high accuracy achievable in measuring the permanent 
scatterers’ height, since by using a large amount of interferograms it is possible to remove errors 
such as system and thermal noise, atmospheric phase contribution errors, temporal decorrelation 
effects, input DEM errors, which usually affect the final DEM accuracy. 
Examples of permanent scatterers correspond to metallic structures, buildings, antennae, bridges, 
man-made structures, dams, water-pipelines, prominent natural features such as exposed rocks, and 
any other elements showing phase stability over a long period of time. 
Many integration strategies of this technique with standard interferometric techniques can be 
thought, according to the specific aim. In particular, the very high accuracy measured 3D 
coordinates through PS-InSAR can be very useful to refine and to increase the accuracy of an 
already generated interferometric DEM in correspondence to the permanent scatterers, or to create a 
3D model to be superimposed to a DEM in order to increase the specific scene awareness. This kind 
of integration strategies is the reason to deepen this technique in this Chapter. 
Other general applications of PS-InSAR technique are for instance surface deformation 
measurements, slope instability, flood protection, oil field monitoring, CO2 sequestration, seismic 
faults, surface deformation measurement, urban subsidence, buildings stability and health 
monitoring. 
PS-InSAR has as the major constraint the need of a huge amount of data to give significant results. 
Higher the number of input images is, better the precision of the measurement. For instance, the 
theoretical precision of the estimate of the target height is related to the number of input images, to 
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the dispersion of their normal baselines and to the phase noise according to equation 4.30 of 
Chapter 4. 
PS-InSAR is an effective technique mainly in urban areas, where the density of permanent 
scatterers is much higher, but faces some limitation in rural areas. This issue has a very serious 
impact for instance if the technique is used to generate a DEM, since voids are a binding limitation 
for industrial DEM production, and voids filling methods are not reliable for wide voids. 
With the aim of facing and solving this major issue, a new technique called SqueeSAR was recently 
introduced, (Ferretti, et al., 2011), according to whom in addition to permanent scatterers also 
distributed scatterers can be taken in input for this new algorithm, expanding the application of the 
technique also to rural areas with a low density of scatterers. Distributed scatterers consist of a wide 
area where the backscattered energy in statistically homogeneous within the area. Distributed 
scatterers typically correspond to debris areas, non-cultivated lands and desert areas. The processing 
chain required is the same of PS-InSAR, and distributed scatterers, properly handled, are finally 
managed as permanent scatterers, having as the resulting effect an increasing number and density of 
useful scatterers. 
In the following part of the paragraph, the main processing steps of the two techniques will be 
analyzed in detail. 
3.5.1. PS-InSAR Technique 
The accuracies achievable through PS-InSAR in DEM generation and terrain displacement 
measurement on the permanent scatterers are respectively in the order of sub-meter accuracy and 
millimetric accuracy, and mainly depend on the number of input images used for the process, 
(Ferretti, et al., 2001). 
The first task of PS-InSAR technique is to identify single pixels which are coherent over long time 
intervals and for a wide range of look-angles, namely permanent scatterers. When the dimension of 
the permanent scatterer is smaller than the resolution cell, the coherence is good even if the normal 
baseline of the interferometric pair is higher than the critical baseline, therefore it is possible to 
exploit this assumption selecting a spatial dimension of the scatterers such that all the available 
pairs of the dataset can be used with their baselines. Even if the coherence on neighbor pixel is low, 
on these targets it is possible to obtain the previously estimated accuracies. 
The process is explained consecutively, (Ferretti, et al., 2007): supposing that ሺܰ ൅ 1ሻ SAR images 
are available on the area of interest, these images have to be co-registered to a unique master image, 
and a DEM of that area has to be generated through classical interferometric processing from low 
temporal baseline interferometric pairs. Then, ܰ differential interferograms between all available 
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SAR images have to be computed. After DEM compensation, the residual phase of the 
interferogram ݅ is given by equation 3.24. 
߶௜ ൌ
4ߨ
ߣ ்ݎ ௜ ൅ ߙ௜ ൅ ߟ௜ ൅ ߝ௧௢௣௢_௜ (3.24)
where: 
- ߣ is the system wavelength; 
- ߙ௜ is the atmospheric phase contribution; 
- ߟ௜ is the decorrelation noise; 
- ߝ௧௢௣௢_௜ represents the phase contribution due to possible errors in the input DEM, which is 
proportional to the normal baseline of each image, ܤ௡_௜; 
- ்ݎ ௜ is the possible target motion in the direction of the satellite line-of-sight. 
The first term at the second member of equation 3.24 can be written as in equation 3.25. 
4ߨ
ߣ ்ݎ ௜ ൌ
4ߨ
ߣ ݒ௥ ௜ܶ ൅ ߤே௅௜ ൌ ܥ௩௜ݒ ൅ ߤே௅௜ (3.25)
where: 
- ݒ is the unknown component of the mean target velocity in the direction of the line of sight; 
- ߤே௅௜ is the phase term due to a possible non-linear target motion; 
- ௜ܶ is the temporal baseline between master acquisition and the generic ݅௧௛ slave acquisition. 
Therefore, since there are ܰ independent differential interferograms, it is possible to write for each 
pixel a linear system of ܰ equations and two unknowns, equation 3.26. 
߶௜ ൌ ܥ௭௜ߝ௭ ൅ ܥ௩௜ݒ,   for ݅ ൌ 1, … , ܰ (3.26)
where: 
- ߝ௭ is the DEM error; 
- ܥ௭௜ is proportional to ܤ௡_௜. 
Actually, since the phase values are not unwrapped, the problem is not linear. However, using a 
simple periodogram, if the SNR is high enough it is possible to estimate both the residual elevation 
and the mean line-of-sight velocity. 
The Linear Phase Residues (LPR) ݓ௜, representing the phase data after linear detrending in 
temporal and spatial baseline, are the sum of three contributions, such as Atmospheric Phase Screen 
(APS) of the master and slave images, noise, and non-linear motion, equation 3.27. 
ݓ௜ ൌ ߶௜ െ ܥ௭௜ߝ௭ െ ܥ௩௜ݒ௥ ൌ ߤே௅௜ ൅ ߙ௜ ൅ ݊௜ (3.27)
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Since ߤே௅௜, ߙ and ݊ are independent random variables, also the residual phase variance ߪ௪ଶ  is the 
sum of the three variances: ߪఓಿಽଶ , ߪఈଶ and ߪ௡ଶ. 
An accurate estimation of the target elevation and motion can be performed only if ߪ௪ଶ  is low. 
For this reason, as a first step a subset of image pixels is selected, retaining only highly coherent 
targets, with low ߪ௪ଶ . 
Among them, considering a pair of targets within a short distance, it is possible to estimate the 
relative mean velocity Δݒ and the relative elevation error Δߝ௭ with a good accuracy, since a short 
distance yields a low variance of the atmospheric component ߪఈଶ. 
Moreover, if the hypothesis of correlated adjacent pixels is verified, also ߪఓಿಽଶ  is low. 
Therefore, it is possible to obtain an estimation of ݒ and ߝ௭ by integrating the values of Δݒ and Δߝ௭ 
previously estimated from pairs of adjacent pixels. 
Following this process, if |ݓ௜| ൏ ߨ, it is possible to unwrap the differential interferograms, 
obtaining the unwrapped phase differences Δ߮௜ between pairs of adjacent pixels and then 
integrating them over the sparse grid of permanent scatterers candidates. 
To summarize, even if PS-InSAR works easier if a constant velocity model can be applied, even if 
non-uniform target motion is present the technique is able to model it and to provide results, at the 
condition that the permanent scatterers density and coherence is high enough, i.e. low ߪ௪ଶ . Phase 
differences are unwrapped using the estimated values of relative velocity Δݒ and relative elevation 
Δߝ௭ of each pair of scatterers, and phase values are then integrated over the grid of permanent 
scatterers using a technique used for unwrapping regularly sampled data. 
Once phase data are unwrapped, it is possible to obtain estimates at unmeasured points and instants 
(e.g. subsidence), through interpolation or prediction for instance. 
3.5.2. SqueeSAR Technique 
While PS-InSAR works only with permanent scatterers, which usually correspond to point-wise, 
man-made objects that are very densely distributed in urban areas and very sparsely present in non-
urban areas, SqueeSAR technique aims at extracting geophysical parameters not only from 
permanent scatterers, but also from distributed scatterers, in order to overcome previously analyzed 
limitations of PS-InSAR. Through SqueeSAR technique, permanent and distributed scatterers can 
be jointly processed, taking into account their different statistical behavior and without the need to 
unwrap hundreds of interferograms. To this aim, the coherence matrix associated with each 
distributed scatterer is properly squeezed to provide a vector of optimum wrapped phase values, 
which allow to manage it as a permanent scatterer. Compared to permanent scatterers case, the 
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signals retrieved for distributed scatterers, i.e. for natural targets where no dominant scatterer can be 
identified within a specific resolution cell, are noisier and with a lower spatial density, which in any 
case depends on the selected coherence threshold. 
A distributed scatterer is different from a point-wise permanent scatterer, since it often corresponds 
to neighboring pixels belonging to areas of moderate coherence in some interferometric pairs of the 
available dataset, which have similar reflectivity values. 
Although the average coherence in time of these targets is typically low because of temporal and 
geometrical decorrelation, the number of pixels which exhibit a similar statistical behavior can be 
high enough to make possible for some pixels to exceed the coherence threshold and become a 
permanent scatterer. 
While combining permanent scatterers with distributed scatterers in order to increase the density of 
measurement points, it is important to preserve the higher quality information obtained through PS-
InSAR over deterministic targets, by using space-adaptive spatial filters able to average only 
statistically-homogeneous-pixels, without averaging permanent scatterers with low-SNR 
neighboring pixels. 
The process is explained consecutively, (Ferretti, et al., 2011). 
First of all a space-adaptive filtering is performed, with an algorithm able to discriminate if two 
image pixels belonging to an interferometric data-stack can be considered statistically-
homogeneous or not. Once the proper estimation window is defined for each image pixel and the 
families of statistical-homogeneous-pixels are created, amplitude data can be de-speckled, 
interferometric phase values can be filtered and coherence values can be estimated. 
In particular, given ܰ SAR images re-sampled on the same master grid, ࢊ is a complex data vector, 
deterministic for point scatterers and random for distributed scatterers, defined in equation 3.28. 
ࢊሺܲሻ ൌ ሾ݀ଵሺܲሻ, ݀ଶሺܲሻ, … , ݀ேሺܲሻሿ் (3.28)
where ݀௜ሺܲሻ is the complex reflectivity value of the image ݅௧௛ in the pixel P, and T indicates 
transposition. 
Two pixels ଵܲ and ଶܲ are defined statistically homogeneous if the null hypothesis that the two 
vectors ࢊሺ ଵܲሻ and ࢊሺ ଶܲሻ have the same probability distribution function cannot be disproved, given 
a certain level of significance. It means that the probability distribution function of the complex 
reflectivity values of the two pixel is the same for all the images of the dataset. These statistical 
tests are applied to all pixels within a certain estimation window. An easy to implement option to 
this aim is the two-sample Kolmogorov-Smirnov test, (Stephens, 1970), which can be applied to 
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vectors of amplitude values of reflectivity rather than to complex values, according to the approach 
followed for permanent scatterers. 
The space-adaptive algorithm developed by TRE, (Ferretti, et al., 2011), able to identify statistically 
homogeneous areas is composed of the following steps: 
- For each image pixel ܲ, an estimation window is defined centered on ܲ; 
- A two-sample Kolmogorov-Smirnov test is applied to amplitude vectors to select all the pixels 
within the estimation window which can be considered statistically-homogeneous with ܲ; 
- The selected pixels which are not connected to ܲ directly or through other statistically-
homogeneous pixels are discarded; 
- Pixel ܲ and all statistical-homogeneous pixels within the estimation window connected to ܲ, 
namely set Ω, are considered for further processing. 
In order to estimate the statistical parameters of each distributed scatterer, under the Gaussian 
scattering assumption based on the central limit theorem, SAR data vector can be described by a 
zero-mean, multi-dimensional, complex Gaussian probability distribution function. Therefore, for a 
complete statistical description of a distributed scatterer it is sufficient to know the covariance 
matrix. The sample covariance matrix can be estimated through equation 3.29. 
࡯ሺܲሻ ൌ ܧሾࢊࢊுሿ ൎ 1|Ω| ෍ ࢊሺܲሻ௉אΩ
ࢊሺܲሻு ൌ ࡯෡ (3.29)
where H stands for Hermitian conjugation and Ω is the set of statistically-homogeneous pixels used 
in the sample estimate of the covariance matrix. 
The principal diagonal of the covariance matrix of any distributed scatterer represents a data vector 
of ܰ despeckled intensity values of the ܰ available scenes, while the phase values of the off-
diagonal complex elements of ࡯෡ are spatially filtered interferograms. 
The coherence matrix ડ is obtained by normalizing amplitude data such that ܧሾ|݀௜|ଶሿ ൌ 1 for all ݅, 
and respect to the covariance matrix it allows to compensate for possible backscattered power 
unbalances among all the images. 
The absolute values of the off-diagonal elements of ડ෠  represent an estimate of the coherence values 
for all possible interferograms of the data-stack, ߛ௞௝, while the phase values correspond to spatially 
filtered interferometric phases, ߶௞௝, equation 3.30. 
ડ෠ ൌ ൛ߛ௞௝ · ݁௜థೖೕൟ (3.30)
While for a deterministic target such as a permanent scatterer the phase values of all off-diagonal 
elements of the coherence matrix are redundant, since the ܰሺܰ െ 1ሻ/2 phase values are simply the 
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difference in phase values of the ܰ available scenes, equation 3.31, this property of phase 
triangularity or phase consistency is no longer true for a distributed scatterer. 
߶௡௝ ൌ ߶௡௠ െ ߶௠௝ (3.31)
For distributed scatterers, the coherence matrix is not redundant, it is not rank 1, and equation 3.31 
is not valid anymore. 
Therefore, for distributed scatterers it is not possible to consider only ܰ interferometric phase 
values as for permanent scatterers, but it is necessary to deal with ܰሺܰ െ 1ሻ/2 values. 
In order to make joint processing of permanent and distributed scatterers possible, it is necessary for 
distributed scatterers, through a phase triangulation algorithm (PTA) described consequently, to 
estimate a vector of ܰ phase values, ࣖ ൌ ሾߴଵ, ߴଶ, … , ߴேሿ, matching those of the off-diagonal 
elements of ડ෠ , properly taking into account the associated coherence values. 
To this optimization aim, the coherence matrix of a generic pixel ܲ is supposed to be expressed as 
in equation 3.32. 
ડሺܲሻ ൌ દળદH (3.32)
where: 
- ળ is a ܰx ܰ symmetric real matrix whose elements are the coherence values of all the 
interferograms; 
- દ is a ܰx ܰ diagonal matrix whose elements are the true phase values of pixel ܲ, related to the 
optical path of the radar beam in each acquisition, દ ൌ diag൛݁௝ఏൟ, where assuming that all 
pixels belonging to Ω are described by the same set of phase values ߠ, the maximum likelihood 
estimate of ߠ is obtained by maximizing the probability distribution function of the statistically-
homogeneous pixels. 
Setting the interferometric phase of the first image to zero (possible since phase values can be 
estimated up to an arbitrary additive constant because only phase differences appear in ડ෠), the 
optimal estimate of the remaining ܰ െ 1 phase values, ࣅ ൌ ሾ0, ߴଶ, … , ߴேሿT, is given by equation 
3.33. 
ࣅ෠ ൌ arg max஛൛expൣെtrace൫઴ળିଵ઴Hડ෠൯൧ൟ ൌ 
ൌ arg max஛൛expൣെ઩H൫ળିଵ ל ડ෠൯઩൧ൟ ൌ 
ൌ arg max஛൛઩H൫ળିଵ ל ડ෠൯઩ൟ 
(3.33)
where: 
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- ઴ is a ܰx ܰ diagonal matrix, ઴ ൌ diag൛݁௜ࣅൟ; 
- ઩ is a ܰ-dimensional vector, ઩ ൌ ݁௜ࣅ; 
- ל represents the Hadamard product. 
Since the true coherence matrix ળ is unknown, the absolute value of ડ෠  can be used as an estimate of 
ળ. Therefore, from equation 3.33, the equation 3.34 is obtained. 
ࣅ෠ ൌ arg max஛ ቄ઩H ቀหડ෠หିଵ ל ડ෠ቁ ઩ቅ (3.34)
By using iterative methods for the minimization of a non-linear function, it is possible to obtain the 
optimal solution consisting in ܰ optimum phase values, which can be used as an input for 
SqueeSAR technique. 
After having identified statistically-homogeneous pixels preserving the information of point-wise 
permanent scatterers and after having characterized by means of PTA the distributed scatterers 
through ܰ phase values, like for permanent scatterers, rather than ܰሺܰ െ 1ሻ/2, both permanent and 
distributed scatterers can be exploited in SqueeSAR technique, as follows: 
- ௌܰ statistically-homogeneous pixels families are identified; 
- Distributed scatterers are defined all those pixels for which ௌܰ is larger than a certain threshold; 
- The sample coherence matrix is estimated for every distributed scatterer; 
- The PTA algorithm is applied to each coherence matrix, the optimum ܰ phase values are 
retrieved and properly combined before phase unwrapping algorithm; 
- For the distributed scatterers with a phase estimates quality higher than a certain threshold, the 
phase values of the original SAR images are substituted with their optimized values; 
- Distributed scatterers are processed jointly with permanent scatterers through the classical PS-
InSAR algorithm for the estimation of scatterers displacement or height, see paragraph 3.5.1. 
3.6. Radargrammetric Processing 
Radargrammetry can be considered as a complementary technique with respect to interferometric 
processing, useful to improve DEM accuracy since it works on amplitude data and it allows to do 
not suffer atmospheric artifacts and all the drawbacks introduced by the phase. The integration of 
the radargrammetric technique in the processing, aimed at increasing the final DEM accuracy, can 
be a fusion at product level, exploiting the complementary advantages of the radargrammetric and 
interferometric techniques, or the integration can be at a techniques level, by exploiting 
radargrammetry to solve the phase ambiguity during phase unwrapping, improving the accuracy of 
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this crucial step, useful especially in the regions at latitudes over 60°, where SRTM DEM are not 
available as a reference.  
The main drawbacks of radargrammetry lie in: 
- difficult matching of corresponding points, especially in high density urban areas where 
multipath and complex scattering effects can degrade the results; 
- feature-less areas are not suitable for height information extraction; 
- geometric distortions such as layover and shadowing make matching difficult because of the 
strong difference in the look angle between the acquisitions. 
For further discussion on this subject, refer to paragraph 4.6. 
The definition of radargrammetry was stated by (Leberl, 1990): “radargrammetry is the technology 
of extracting geometric information from radar images”. The first works on radargrammetry began 
after the Second World War, but they were fully developed, improved and tested only at the end of 
last century, with radar imaging missions experiences. The operational benefit of this technique was 
really appreciated only with new generation satellite SAR systems, since the very high spatial 
resolution and the various incidence angles significantly improved the radargrammetric 
performances. 
In this paragraph the main radargrammetric processing steps are analyzed. 
3.6.1. Acquisition of SAR Stereo Images 
Two main acquisition configurations can be considered for radargrammetric processing: same-side, 
in which the scene is positioned at the same side respect to the position of the two radars, Fig. 3.4; 
or opposite-side, in which the scene is viewed from opposite sides from the two radars, Fig. 3.5. 
While the higher baseline of the opposite-side configuration enables a higher accuracy in the target 
height reconstruction because of the higher parallax value, the drawback of this acquisition 
configuration lies in the matching difficulties due to the stronger radiometric differences, which can 
prejudice the overall results without a proper images pre-processing such as radiometric inversion. 
Moreover, in Figg. 3.4 and 3.5 it is possible to notice the consequence of a range estimation error: 
the real point M migrates to the point Me during the processing. This effect, considering an equal 
range estimation error in the two configurations, is less significant in the opposite-side case than in 
the same-side configuration. In literature, an optimum ratio between the baseline and the height of 
the platform to obtain a good height reconstruction accuracy can vary from 0.25 to 2, which in CSK 
for a same-side acquisition configuration can be achieved by choosing different beams giving a look 
angle difference of about 15°-20°. 
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Fig. 3.4 – Same-side radargrammetric acquisition configuration. 
 
Fig. 3.5 – Opposite-side radargrammetric acquisition configuration. 
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3.6.2. Matching Methods 
The most common image matching method is the area correlation. For a given area in the master 
image, the matching operation has to detect the closest one in the slave image. To find matching 
areas an analytical metric comparison can be used and the zero-mean normalized cross-correlation 
(ZNCC) can be applied, whose advantage lies in the robustness respect to the radiometric variations 
of the radar image. The cross-correlation coefficient ߩ is defined as in equation 3.35. 
ߩ ൌ ܧሾܫଵܫଶሿ െ ܧሾܫଵሿܧሾܫଶሿඥܸሺܫଵሻܸሺܫଶሻ
 (3.35)
Where ܫଵ and ܫଶ represent the amplitude images in the searching windows, ܧሾ… ሿ represents the 
mean calculated on the ܰ pixels inside the window and ܸሺ… ሻ is the variance. 
The value of ߩ is bounded in the interval ሾെ1; 1ሿ, and the windows are considered matched for the 
maximum value of ߩ. The coefficient ߩ is calculated for each position (ܽݖ௦, ݎ݃௦) of the searching 
window in the searching area, obtaining a correlation surface composed of the values of the 
coefficient ߩ. The maximum of this correlation surface fives the disparity along the azimuth axis 
and the range axis, respectively ݀݅ݏ݌௔௭ and ݀݅ݏ݌௥௚, equation 3.36. 
݀݅ݏ݌௔௭ ൌ |ܽݖ௦ሺmaxሻ െ ܽݖ௥| 
݀݅ݏ݌௥௚ ൌ |ݎ݃௦ሺmaxሻ െ ݎ݃௥| 
(3.36)
Carrying out this process for each point of the master image, the disparity map is achieved. 
It is important to observe that for difficult geometries, or strong radiometric distortions in the SAR 
images, the cross-correlation computation does not work very well, and a well-trained imagery 
analyst eye can be necessary to manually improve the matching accuracy for particularly difficult 
scenes. Several techniques can be applied to improve the matching operation accuracy. For 
instance, the use of smaller correlation windows is useful to limit false matching results of the 
cross-correlation method. Assuming parallel orbital paths at a constant altitude and using the 
epipolar geometry, (Zhang, et al., 1995), it is possible to reduce the searching area assuming that for 
a given point in an image, the corresponding point is located on the same azimuth line. Through the 
epipolar geometry it is possible to reduce the search area to a thin strip on the epipolar line, and 
consequently the computing time. Moreover, knowing the minimum and maximum elevation of the 
area it is possible to compute the minimum and maximum disparities along the range axis, limiting 
the research also along the range axis. 
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Another way to reduce the processing time is based on the application of a pyramidal procedure, 
(Denos, 1992), according to whom from the original image a pyramid of images is built. At each 
level, the image size is reduced by a factor of 2௞, with ݇ representing the iteration step. For each 
iteration, the matching process allows to establish an approximate disparity map. Therefore, it is 
possible to predict the disparity offsets at the following level of the hierarchical process, reducing 
computation time. By increasing the iteration, a better accuracy is obtained for each level. The last 
disparity map is used to generate the DEM, (Leberl, 1990). 
In (Meric, et al., 2010) a way to improve the matching operation results, and thus the DEM 
accuracy, is presented, based on a multi-window approach that allows to get correlation windows 
adapted to the compression areas. 
Further details on the cross-correlation coefficient matching criterion, and a comparison with other 
two criteria derived from the Mean Square Error analysis, such as a ratio-based criterion and a new 
normalization-based criterion, is proposed in (Tupin, et al., 2002). 
3.6.3. Height Reconstruction 
After having performed the matching of homologous pixels between radargrammetric acquisitions, 
the three-dimensional geometric data have to be extracted from the stereo pair. In the radar image 
each pixel is referenced by its slant range and azimuth indexes. 
The slant range distance ݎ locates the pixel ܯ on a range sphere centered on the radar position ܵ 
with radius ݎ, equation 3.37. 
หܵܯሬሬሬሬሬሬԦห ൌ ݎ (3.37)
The azimuth position of a fixed pixel gives the Doppler cone, which is the cone of equal Doppler 
frequency having its apex located at the center of the range sphere, equation 3.38. 
஽݂ ൌ
2
ߣ ·
ሶܵԦ · ܵܯሬሬሬሬሬሬԦ
หܵܯሬሬሬሬሬሬԦห  
(3.38)
In case of side-looking radar, the Doppler centroid frequency ஽݂ is equal to zero, and the cone 
becomes a plane perpendicular to the velocity vector. 
Equations 3.37 and 3.38 form a system of 2 equations and 3 unknowns ሺݔ, ݕ, ݖሻ, whose solutions 
describe a circle called Doppler circle (Fig. 3.6, also in Figg. 3.4-3.5). The Earth’s model allows to 
get two rough solutions of the given system, and one of these can be removed according to the 
direction of the radar beam, with some possible approximations. 
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ߣݎଵ · ଵܵܯ
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2
ߣݎଶ · ܵଶܯ
ሬሬሬሬሬሬሬሬԦ · ሶܵଶሬሬሬԦ ൌ ߭ସ
 (3.40)
෍ ݒ௜ଶ
ସ
௜ୀଵ
՜ ݉݅݊ (3.41)
The previous approach can be extended to ݊ stereo-images in order to reduce the uncertainty of the 
final result. It would be necessary to solve a 2݊ equations system, with the sum of the squares of the 
residuals to be minimized, through a Gauss-Newton approach for instance. 
3.7. Post-processing Techniques for Voids Filling 
After having generated a DEM through an interferometric processing, even if the applied techniques 
guarantee very high accuracies, further post-processing is necessary to improve the quality of the 
DEM product, which needs to be handled in particular for voids filling in order to be considered a 
finished and usable DEM product. 
Voids occur for different reasons, (Reuter, et al., 2007) and (Luedeling, et al., 2007): 
- Water surfaces produce radar signal scattering, which prevent the interferometer from detecting 
meaningful reflections; 
- For surface inclinations above 20°, the frequency of data voids increases because of radar 
shadowing; 
- In desert areas, a void is more probable due to the complex dielectric constant. 
Small voids can be successfully filled through interpolation of values around the edges, while large 
voids need to be filled with topographic information from other sources. 
Many approaches have been developed for voids filling, such as: 
- Fill and feather (FF); 
- Inverse distance weighted interpolation-based delta surface fill (DSF); 
- Triangulated irregular network-based delta surface (TDS); 
- Kriging interpolation method; 
- Spline interpolation method; 
- Advanced spline interpolation method. 
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The FF method replaces a void with the most accurate elevation source available and then smoothes 
the transition. FF does not take into account varying vertical biases within the void, (Luedeling, et 
al., 2007). 
The DSF process replaces the void with fill source posts that are adjusted to the DEM values found 
at the void interface, in which inverse distance weighted interpolation is used, (Grohman, et al., 
2006). 
The TDS method is similar to DSF, but voids are filled by triangulated irregular networks that 
connect the points bordering the voids, (Luedeling, et al., 2007). 
A new method for voids filling was introduced in (Yue, et al., 2012) by improving the approach to 
high-accuracy surface modeling, which is based on the first and the second fundamental coefficients 
of surfaces, reflecting respectively lengths/angles/areas and the local warping of the surface. 
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CHAPTER 4 
EXPERIMENTAL RESULTS ON COSMO-SKYMED DATA 
 
This Chapter focuses on the experimental results obtained in the generation of high accuracy Digital 
Elevation Models (DEMs) by applying state-of-the-art interferometric techniques to a dataset of 
COSMO-SkyMed (CSK) images properly selected1. Furthermore, innovative techniques were 
applied in order to increase and maximize DEM accuracy, considering that DEM absolute vertical 
accuracy is directly related to the geolocation accuracy of DEM-geocoded products, and it strongly 
affects the main applications based on SAR images such as 3D modeling accuracies, intelligence 
preparation of battle-space, flight planning and all Line Of Sight (LOS) applications. The aim of the 
experimental activity was to assess the quality of the DEM which can be obtained from CSK data in 
the current Tandem-like orbital configuration (at the time of this Thesis), exploring relevant 
limitations, and to detect innovative processing strategies to increase DEM vertical accuracy. 
4.1. Dataset 
For the purposes of this study, nine civilian Enhanced Spotlight (ES) COSMO-SkyMed images 
were used, properly selected, on Pomezia (Rome), with processing level Single-look Complex 
Slant-range (SCS_B), containing focused data in complex format, in slant range and zero Doppler 
projection, as summarized in Tab. 4.1. 
Tasking parameters such as off-nadir angle, interferometric baseline and orbit direction were 
selected in order to perform a sensitivity analysis and evaluate how DEM vertical accuracy is 
affected by each parameter or by proper processing techniques based on the specific dataset. 
Furthermore, also Detected Ground Multilook (DGM_B) processing level, containing focused data, 
detected, radiometrically equalized and in ground range/azimuth projection, was exploited in order 
to properly apply also a radargrammetric processing to improve the interferometric DEM accuracy. 
Satellite Acquisition Time 
Acquisition 
Mode 
Orbit 
Direction Beam Polarization
Processing 
Level 
Off-nadir 
Angle Code 
CSK2 2011-12-20 Spotlitgh-2 (ES) 
Right 
Descending 31 HH SCS_B 49.64° 1 
CSK3 2011-12-21 Spotlitgh-2 (ES) 
Right 
Descending 31 HH SCS_B 49.64° 2 
                                                            
1  Courtesy of Italian Space Agency 
CHAPTER 4  EXPERIMENTAL RESULTS ON COSMO-SKYMED DATA 
64 
CSK2 2011-12-21 Spotlitgh-2 (ES) 
Right 
Descending 11 HH SCS_B 33.93° 3 
CSK3 2011-12-22 Spotlitgh-2 (ES) 
Right 
Descending 11 HH SCS_B 33.93° 4 
CSK2 2011-12-25 Spotlitgh-2 (ES) 
Right 
Ascending 15 HH SCS_B 37.52° 5 
CSK3 2011-12-26 Spotlitgh-2 (ES) 
Right 
Ascending 15 HH SCS_B 37.52° 6 
CSK2 2011-12-30 Spotlitgh-2 (ES) 
Right 
Ascending 08 HH SCS_B 30.85° 7 
CSK3 2011-12-31 Spotlitgh-2 (ES) 
Right 
Ascending 08 HH SCS_B 30.85° 8 
CSK3 2012-01-01 Spotlitgh-2 (ES) 
Right 
Ascending 28 HH SCS_B 48.04° 9 
Tab. 4.1 – Dataset: civilian Enhanced Spotlight COSMO-SkyMed, courtesy of Italian Space Agency. 
Moreover, sixty-six Ground Control Points (GCPs) equally distributed through the overall 
acquisition scene, were considered: 
- a proper subset for calibration purposes during the interferometric processing; 
- the remaining subset to validate the generated DEM. 
It is important to stress that the GCPs used to validate the generated DEM are different from the 
GCPs used during the interferometric processing, which would have wrongly biased the quality 
measures. 
Methodologically, a certification of CSK capability to generate DEM through tandem-like 
interferometry would need a huge dataset over several scenarios characterized by different 
topographic and coherence-affecting features such as vegetation, in different seasonal and 
atmospheric conditions, and with the availability of a DEM for validation purposes with accuracies 
at least one order of magnitude better than the expected accuracies of CSK DEM. However, the aim 
of this study is not to perform a capability certification, which cannot be conducted because of the 
unavailability for the purposes of this study of a large dataset and a high accuracy DEM for 
validation. On the contrary, this study wants to explore CSK potentialities in DEM generation and 
to analyze innovative techniques to maximize DEM accuracy in specific conditions. 
In Tab. 4.2, a synthesis of the matching between dataset and relevant application is offered, where 
Bn, Bcr and Ha are respectively the Normal Baseline, Critical Baseline and Height of Ambiguity. 
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Application Orbit Direction Off-nadir Angle Dataset 
B
n
 B
cr
 H
a
 
1-day interferometry Descending High 1-2 23 m - 601 m 
1-day interferometry Descending Low 3-4 220 m 14859 m 33 m 
1-day interferometry Ascending High 5-6 872 m 16646 m 9.8 m 
1-day interferometry Ascending Low 7-8 1412 m 13755 m 4.6 m 
1-day interferometry Combination D + A High or Low 3-4 with 7-8 - 
Radargrammetry Same-side D - 2-3 - Adequate B/H (about 0.3). 
- Difficult matching for 
“opposite-side” pairs. Radargrammetry Same-side A - 8-9 
Tab. 4.2 – Matching between available dataset and relevant application. 
In particular, the dataset allows to perform interferometry with a decorrelation time of 1 day, both in 
ascending and descending orbit directions, both with a low and high off-nadir angle, and in several 
Normal Baseline conditions. These conditions are very useful to perform a sensitivity analysis. 
Theoretically, DEM generated from CSK interferometric data at low incidence angles will be more 
accurate because the wider chirp bandwidth, used to guarantee a constant ground-range resolution, 
gives higher coherence values. 
Among all the possible interferometric dataset, the pair 1-2 was discarded because its Height of 
Ambiguity, which is the height corresponding to a 2 phase variation (one interferometric cycle), is 
higher than the topographic variation of the scene. By increasing the Normal Baseline value, the 
sensitivity to topographic variations will increase, but the very dense interferogram fringes will 
make the phase unwrapping processing very difficult. At the Critical Baseline ܤ௖௥, the 
interferometric coherence is zero and there is not correlation any more between the two 
acquisitions. 
ܤ௖௥ ൌ
ߣܴݐܽ݊ሺߠሻ
2ܴ௥  (4.1)
where ߣ is the acquisition wavelength, R is the slant range distance, ܴ௥ is the pixel spacing in slant 
range, ߠ is the acquisition incidence angle. However, it is better to avoid normal baseline values 
higher than half the critical value, which is an optimal baseline value because it minimizes phase 
errors. The selected dataset allows also a combination between a DEM generated from an ascending 
pair and from a descending pair, in order to smooth layover and shadow effects. Furthermore, the 
dataset allows to perform same-side radargrammetry both in ascending and descending orbit 
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directions, with a B/H ratio approximately equal to 0.3 with a difference of about 15-20° in the off-
nadir angles. On the contrary, opposite-side radargrammetry was not considered because several 
experimental tests highlighted that even if the geometric acquisition parameters would allow very 
good results, the difficulties in the matching phase bring the overall accuracy down. 
4.2. Interferometric Processing 
Several DEM were generated from the dataset through interferometric techniques and then 
validated, exploiting the specific different acquisition parameters of each interferometric pair in 
terms of normal baseline, incidence angle and orbit direction. 
The interferometric processing applied was explained in the previous Chapters, while in the 
following part of this paragraph the main processing choices are pointed out. 
During processing for DEM generation, both reference SRTM2 coarse DTED-1 DEM, (National 
Geospatial-Intelligence Agency, 2009), and calibration GCP were referred to the ellipsoid WGS84, 
because geocoding and flattening operations are mathematically corrected if an ellipsoidal height is 
considered. Finally, EGM96 geoid was added to obtain orthometric heights. 
A DEM-assisted coregistration, if applied, would allow to compensate for local distortions, (D.O. 
Nitti, 2008): an input DEM is useful to refine the offset vectors estimation when polynomial 
corrections are not able to locally interpolate the topography. A simulated topographic phase, if 
removed after the coherent cross-correlation in order to compensate the phase cycles due to the 
topography, would allow to obtain the position of the maximum with sub-pixel accuracy. 
In order to increase the phase Signal-to-Noise-Ratio (SNR) and to have a better coherence 
estimation, to the detriment of spatial resolution, both in range and in azimuth a multi-look factor 
was chosen equal to 2. 
During the interferogram generation step, optionally Common Band Filtering was applied, in order 
to compensate for the effects on the coherence of the non-common portions of the Doppler band 
between the two interferometric acquisitions, to the detriment of azimuth spatial resolution, Fig. 4.1. 
The contribution to the interferometric phase proportional to the slant range displacement s of the 
point targets was estimated and removed (interferogram flattening), which is related to the slight 
difference in the antenna positions (second term in equation 4.2). 
∆߶ ൌ െ 4ߨߣ
ܤ௡ݍ
ܴݏ݅݊ߠ െ
4ߨ
ߣ
ܤ௡ݏ
ܴݐܽ݊ߠ (4.2)
                                                            
2 SRTM: Shuttle Radar Topography Mission 
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4.3. Sensitivity Analysis 
From a theoretical point of view, (Caltagirone, et al., 2011), through equations 4.3 it is possible to 
perform a sensitivity analysis of the absolute and relative height measurement accuracy, the 
ambiguity separation height and the maximum resolvable slope respect to 
ߜݖ஻ ൌ െݎ ݐܽ݊ሺߠ െ ߦሻ൫ݏ݅݊ߠ ൅ ܿ݋ݏߠݐܽ݊߬௬൯
ߜܤ
ܤ  
ߜݖక ൌ ݎ൫ݏ݅݊ߠ ൅ ܿ݋ݏߠݐܽ݊߬௬൯ߜߦ 
ߜݖథ ൌ
ݎߣ൫ݏ݅݊ߠ ൅ ܿ݋ݏߠݐܽ݊߬௬൯
4ߨܤܿ݋ݏሺߠ െ ߦሻ ߪ߶ 
ݖ௨௡௔௠௕ ൌ
ݎݏ݅݊ߠߣ
4ܤܿ݋ݏሺߠ െ ߦሻ 
߬௬,௠௔௫ ൌ ߠ െ ݐܽ݊ିଵ ൬
ܿܤ
ݎܤܹߣ൰ 
(4.3)
describing respectively: 
- ߜݖ஻: the sensitivity of the absolute height evaluation to the uncertainty in the knowledge of the 
baseline length ߜܤ, which depends on the slant range ݎ of the target and so the observation 
angle ߠ, on the baseline tilt ߦ and on the terrain range slope ߬௬; 
- ߜݖక: the sensitivity of the absolute height evaluation to the uncertainty in the knowledge 
baseline tilt ߜߦ, which depends on the slant range ݎ of the target and so the observation angle ߠ 
and on the range slope ߬௬; 
- ߜݖథ: the precision in determining the height related mainly with the standard deviation of the 
phase measurement, which depends on the slant range ݎ of the target and so the observation 
angle  ߠ, on the wavelength ߣ, on the terrain range slope ߬௬, on the baseline tilt angle ߦ, on the 
baseline length ܤ and on the phase standard deviation ߪ߶; 
- ݖ௨௡௔௠௕: the ambiguity separation height, which depends on the slant range ݎ of the target and so 
the observation angle ߠ, on the baseline tilt ߦ and length ܤ and on the wavelength ߣ; 
- ߬௬,௠௔௫: the maximum resolvable terrain slope, which depends on the observation angle ߠ and 
slant range ݎ, on the baseline length ܤ, on the wavelength ߣ, on the transmission bandwidth ܤܹ 
and on the light speed ܿ. 
In the following paragraphs, the results of an experimental analysis are discussed, which was 
performed to assess the sensitivity of the DEM accuracy and the interferometric coherence both 
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respect to the acquisition parameters of the interferometric pairs (i.e. normal baseline, incidence 
angle and orbit direction), and respect to processing options such as: 
- the application of a classical or a “coarse DEM-assisted” co-registration of the interferometric 
images; 
- the application or not during the interferogram generation step of a Common Band Filtering in 
order to filter out the non-common parts of the shifted azimuth spectra of the interferometric 
images and to fully capture the scene potential coherence even if at a lower azimuth spatial 
resolution; 
- the usage or not of calibration GCP during the interferometric processing. 
4.3.1. Processing Options 
In this paragraph, the obtained experimental results are proposed. In Fig. 4.2, it is shown the 
interferometric pair of CSK images with a temporal decorrelation of one-day used as a first input to 
the interferometric processing for DEM generation and the subsequent sensitivity analysis. In this 
first case, a DEM-assisted coregistration and Common Band Filtering were applied, and a SRTM 
DTED-1 with a grid spacing equal to 90 m together with 10 GCP for calibration purposes were used 
during processing. 
 
CSK 2 – ES (courtesy of ASI) 
Single Look Complex  
December 21st 2011 
Right Descending  
Off-nadir angle = 33.93° 
 
CSK 3 – ES (courtesy of ASI) 
Single Look Complex  
December 22nd 2011 
Right Descending  
Off-nadir angle = 33.93° 
Fig. 4.2 – CSK one-day interferometric pair, Bn = 220 m, Ha = 33 m, Tab. 4.1 – code: 3-4. 
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According to (N. Yague-Martinez, 2010), the coregistration accuracy can be computed through the 
equation 4.4, which is given by the Cramer-Rao bound in case coherent cross-correlation is used for 
coregistration (i.e. using complex image samples): 
ߪ஼ோ ൌ ඨ
3
2ܰ
ඥ1 െ ߛଶ
ߨߛ ݋ݏ݂
ଷ
ଶ (4.4)
where N is the number of pixels of the correlation window, osf is the oversampling factor and ߛ is 
the coherence value. Coherent cross-correlation is the optimum (maximum likelihood) estimator for 
differential shift of partially correlated signals, but it is very sensitive to phase differences between 
corresponding windows because of topographic fringes, for instance. 
The coregistration accuracy, computed as the mean of the shift values over all the coregistration 
windows, is equal to: 
Range: 0.24 pixel Azimuth: 0.04 pixel 
In Fig. 4.3 the coherence map is shown. 
 
Fig. 4.3 – Coherence Map (DEM-assisted coregistration). 
The coherence values were computed to be equal to: 
Mean coherence: 0.54 Standard deviation: 0.19 Modal value: 0.65 
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The coherence map has local peaks up to 0.99, but its mean value is pull-down by vegetated areas, 
which have a very low decorrelation time and thus a very low coherence value being the 
decorrelation time between the two CSK acquisitions equal to one day. 
In Fig. 4.4 the interferogram is shown, from left to right, respectively after flattening and after 
filtering. 
Fig. 4.4 – Interferogram (left: after flattening; right: after filtering). 
Finally, a DEM was generated and geocoded, Fig. 4.5, after phase unwrapping and phase-to-height 
conversion, with a posting (i.e. grid size) of 2 m according to the considerations of paragraph 4.2. 
 
Fig. 4.5 – DEM generated from CSK interferometric data (DEM-assisted coregistration and CBF). 
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Through a comparison of the DEM generated from CSK interferometric data with all the GCP 
available for validation purposes and homogeneously distributed on the scene, it was possible to 
obtain the DEM quality parameters synthesized in Tab. 4.3, which allow to place CSK-generated 
DEM between NGA quality standards High Resolution Elevation-Geographic Projection (HRE-
GP) and High Resolution Elevation-80 (HRE-80), (National Geospatial-Intelligence Agency, 2009). 
Comparison between DEM and validation GCP height values 
Mean of differences 2.95 m  
RMS 5.07 m  
Min differences -7.33 m  
Max differences 14.84 m  
Absolute Vertical Accuracy LE90 3 8.57 m 
Relative Vertical Accuracy LE90 5.72 m 
Tab. 4.3 – CSK-generated DEM quality parameters (with DEM-assisted coregistration and CBF). 
The relative accuracy derives from the comparison between the differences in GCP height values 
and the corresponding differences in DEM points heights. 
Even if this is only a test case, and even if to achieve certifiable results it is necessary to perform an 
extensive experimental campaign in several scenarios and different conditions, it is significant to 
explore the capabilities of COSMO-SkyMed satellites in tandem-like orbital configuration, and to 
perform a sensitivity analysis to know how to set acquisition and processing parameters in order to 
maximize the DEM accuracy which can be obtained in the current orbital configuration, also by 
applying innovative post-processing techniques. 
A first sensitivity analysis is performed respect to the application during the interferometric 
processing of a Common Band Filtering, specifically after the coregistration step of the same 
Single-look Complex Slant-range interferometric pair, in Fig. 4.2. A different azimuth pointing of 
antennas during acquisitions, which can be addressed through Doppler inter-calibration, causes a 
shift of Doppler Centroids and azimuth spectra between interferometric images, which results in a 
phase noise contribution and coherence reduction. In particular, the azimuth spectral correlation is 
given by equation 4.5. 
ߛ ൌ 1 െ Δ ஽݂௖ܤ௔௭  (4.5)
                                                            
3 LE90: Linear Error at 90% means that the error of the 90% of the points does not exceed the accuracy threshold. 
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where Δ ஽݂௖ represents the Doppler Centroids shift and ܤ௔௭ the azimuth band. It is easy to 
understand how non-common spectral contributions introduce decorrelation. To improve coherence, 
Common Band Filtering can be applied, to the detriment of azimuth spatial resolution which gets 
worse of a quantity directly related to the percentage of Baz which is not used, Fig. 4.6. 
 
Fig. 4.6 – Common Band Filtering. 
If Common Band Filtering is not applied, the generated DEM, Fig. 4.7, returns the accuracies 
summarized in Tab. 4.4, which can be compared with the previous results. In this specific case, the 
Doppler Centroids shift is equal to 674.8 Hz. 
 
Fig. 4.7 – DEM generated from CSK interferometric data (DEM-assisted coregistration, no CBF). 
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The coherence values were computed to be equal to: 
Mean coherence: 0.50 Standard deviation: 0.19 Modal value: 0.60 
with a deterioration percentage of the mean coherence equal to 7.4% respect to the CBF case. 
The DEM vertical accuracies reported in Tab 4.4 represent a deterioration percentage respect to the 
CBF case of 1.9% and 19.6% respectively in the absolute and relative vertical accuracy. 
Comparison between DEM and validation GCP height values 
Absolute Vertical Accuracy LE90 8.73 m  
Relative Vertical Accuracy LE90 6.84 m  
Tab. 4.4 – CSK-generated DEM quality parameters (DEM-assisted coregistration, no CBF). 
The slight deterioration of the absolute vertical accuracy compared to the deterioration of the 
relative vertical accuracy is mainly due to the GCP-assisted calibration. 
A sensitivity analysis was performed also respect to the DEM-assisted coregistration. If the 
coregistration of the same interferometric pair in Fig. 4.2 is not DEM-assisted, a worsening of the 
coregistration accuracy and coherence is experimented. 
 
Fig. 4.8 – Coherence Map (no DEM-assisted coregistration). 
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The worsening percentages in coregistration accuracy and mean coherence were equal respectively 
to 0.2% and 0.02%. The low effect is due mainly to the slight topographic variation of the scene. 
A further sensitivity analysis was performed respect to the usage of calibration GCPs during 
processing. If no calibration GCP are used during processing of the same interferometric pair in Fig. 
4.2, a worsening of the absolute vertical accuracy is experimented. 
In particular, if a SRTM DTED-1 was used for flattening and geocoding purposes instead of precise 
calibration GCP, an absolute vertical accuracy of the generated DEM equal to 9.08 m (LE90) is 
obtained, corresponding to a worsening percentage of 5.9%. 
 
Fig. 4.9 – DEM generated from CSK interferometric data (no DEM-assisted coregistration, CBF). 
4.3.2. Acquisition Parameters 
A second interferometric pair, Fig. 4.10, was used for DEM generation, in order to perform a 
sensitivity analysis respect to different acquisition parameters. 
Both DEM-assisted coregistration and Common Band Filtering were applied during processing, and 
calibration GCPs were used. 
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CSK 2 – ES (courtesy of ASI) 
Single Look Complex  
December 25th 2011 
Right Ascending  
Off-nadir angle = 37.52° 
 
CSK 3 – ES (courtesy of ASI) 
Single Look Complex  
December 26th 2011 
Right Ascending  
Off-nadir angle = 37.52° 
Fig. 4.10 – CSK one-day interferometric pair, Bn = 872 m, Ha = 9.8 m, Tab. 4.1 – code: 5-6. 
In Fig. 4.11 coherence map and flattened, filtered interferogram are represented. 
Fig. 4.11 – Left: coherence map; Right: flattened, filtered interferogram. 
The coregistration accuracy, computed as the mean of the shift values over all the coregistration 
windows, is equal to: 
Range: 0.06 pixel Azimuth: 0.07 pixel 
The coherence values were computed to be equal to: 
Mean coherence: 0.45 Standard deviation: 0.18 Modal value: 0.55 
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In the interferogram, it is possible to see how increasing the normal baseline Bn, fringes density 
increases, improving the sensitivity to topographic changes but making phase unwrapping more 
difficult. 
After phase unwrapping and phase-to-height conversion, a DEM was generated and geocoded, Fig. 
4.12, with a posting of 2 m. 
In tandem-like orbital configuration, with one-day temporal decorrelation between interferometric 
acquisitions, beyond the decorrelation of the acquired scene (e.g. vegetation has a very low 
decorrelation time and pulls down the mean coherence value), also different atmospheric conditions 
which may arise during acquisitions and cannot be controlled yield lower coherence values. This 
consideration suggests that if an interferometric campaign is conducted for production purposes, 
CSK orbital configuration should be changed in order to reduce temporal decorrelation, maximize 
the probability of unchanged atmospheric conditions between acquisitions and control the 
coherence values. Moreover, in this case the higher normal baseline causes a lower correlation 
between acquisitions. 
As reported in Tab. 4.5, it is possible to observe how a lower mean coherence value has a direct 
impact on the DEM quality, because coherence affects phase dispersion, which in turn affects 
height dispersion. 
 
Fig. 4.12 – DEM generated from CSK interferometric data (DEM-assisted coregistration and CBF). 
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Comparison between DEM and validation GCP height values 
Min differences -17.2 m 
Max differences 28.01 m 
Absolute Vertical Accuracy LE90 23.31 m
Relative Vertical Accuracy LE90 20.48 m
Tab. 4.5 – CSK-generated DEM quality parameters (with DEM-assisted coregistration and CBF). 
A third interferometric pair, Fig. 4.13, was used for DEM generation, in order to further improve 
the sensitivity analysis respect to different acquisition parameters. 
Both DEM-assisted coregistration and Common Band Filtering were applied during processing, and 
calibration GCPs were used. 
CSK 2 – ES (courtesy of ASI) 
Single Look Complex  
December 30th 2011 
Right Ascending  
Off-nadir angle = 30.85° 
 
CSK 3 – ES (courtesy of ASI) 
Single Look Complex  
December 31th 2011 
Right Ascending  
Off-nadir angle = 30.85° 
Fig. 4.13 – CSK one-day interferometric pair, Bn = 1412 m, Ha = 4.6 m, Tab. 4.1 – code: 7-8. 
In Fig. 4.14 coherence map and flattened, filtered interferogram are represented. 
The coregistration accuracy, computed as the mean of the shift values over all the coregistration 
windows, is equal to: 
Range: 0.06 pixel Azimuth: 0.04 pixel 
The coherence values were computed to be equal to: 
Mean coherence: 0.49 Standard deviation: 0.18 Modal value: 0.55 
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Fig. 4.14 – Left: coherence map; Right: flattened, filtered interferogram. 
 
Fig. 4.15 – Zoom of the flattened, filtered interferogram. 
In the interferogram, the higher normal baseline Bn produced a higher fringes density, as shown in 
Fig. 4.15, while the low coherence areas are mainly due to the vegetation low decorrelation time. 
After phase unwrapping and phase-to-height conversion, a DEM was generated and geocoded, Fig. 
4.16, with a posting of 2 m, whose accuracies are summarized in Tab. 4.6. 
Comparison between DEM and validation GCP height values 
Min differences -20.8 m 
Max differences 6.75 m 
Absolute Vertical Accuracy LE90 11.1 m 
Relative Vertical Accuracy LE90 8.45 m 
Tab. 4.6 – CSK-generated DEM quality parameters (with DEM-assisted coregistration and CBF). 
The worsening in the coherence values, compared to the interferometric pair in Fig. 4.2, was 
partially compensated by the higher normal baseline, for the purposes of the DEM quality, in 
accordance to equation 4.6: 
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ߪ௛ ൌ ߪథ
RλsinԂ
4ߨܤ௡  (4.6)
where ߪథ and ߪ௛ are respectively the phase and height dispersions, and ߪథ increases for lower 
coherences ߛ. 
  
Fig. 4.16 – DEM generated from CSK interferometric data (DEM-assisted coregistration and CBF). 
4.4. DEM Merging Strategies 
In the previous paragraphs, a sensitivity analysis was performed to assess how the quality of a DEM 
generated through interferometric techniques from CSK interferometric pairs can be improved by a 
proper choice of several acquisition parameters such as normal baseline and incidence angle, and by 
a proper processing options selection, such as a DEM-assisted coregistration, the application of 
Common Band Filtering and the usage of calibration GCP during processing. 
In the following, different DEM merging strategies will be pointed out and analyzed, in order to 
improve DEM quality and accuracies. In particular, a first merging technique will be applied to 
interferometric DEMs generated respectively from ascending and descending pairs in order to 
mitigate layover and shadow effects. A second merging technique will consist in the fusion, based 
on a wavelet approach, of a high accuracy DEM generated from CSK interferometric pairs and a 
low accuracy DEM deriving from SRTM mission (e.g. DTED-1), in order to mitigate the 
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atmospheric disturbances due to the repeat-pass interferometry, which reside in the low frequencies, 
by injecting the low spatial frequencies of the low accuracy SRTM DEM, which was corrected for 
the atmospheric effects, preserving at the same time the high spatial frequencies and details 
information of the high accuracy CSK DEM. 
In both cases, a quantitative assessment of the achieved improvements will be performed. 
4.4.1. Ascending-Descending Merging 
Interferometric DEMs generated from CSK ascending and descending pairs were combined to 
mitigate the effects of geometric distortions such as layover and shadow. Then, a quantitative 
assessment of the accuracies improvement was performed. 
The merging principle which was used is based on a weighted mean of the height values of the 
merged DEMs, where the weights are the height precisions which are computed from the phase 
standard deviations in accordance to equation 4.6, and depend on normal baseline and coherence, 
(P. Rosen, 2000). 
ߪ௛ ൌ ߪథ
RλsinԂ
4ߨܤ௡  (4.6)
where ߪథ is given by equation 4.7: 
ߪథ ൌ
1
√2ܰܮ
ඥ1 െ γଶ
ߛ  (4.7)
The previous equations mean that dividing by 2 the height of ambiguity, it is achieved the height 
which is possible to discriminate with the normal baseline ܤ௡ for every degree of interferometric 
phase. So, multiplying this value for the phase dispersion an estimate of the DEM local vertical 
accuracy is achieved. 
Fig. 4.17 shows, from left to right, respectively the DEM generated from the CSK interferometric 
pair coded 3-4 (ref. Tab. 4.1), right descending, and the DEM generated from the CSK 
interferometric pair coded 7-8 (ref. Tab. 4.1), right ascending, along with the main features of each 
DEM. 
In particular, the right descending DEM was generated with a posting of 2.5 m, an absolute vertical 
error of 11.88 m and a relative vertical error of 8.17 m, from a CSK pair with an off-nadir angle of 
33.93°, a normal baseline Bn of 220 m and a height of ambiguity Ha of 33 m. The right ascending 
DEM was generated with a posting of 2.5 m, an absolute vertical error of 10.85 m and a relative 
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vertical error of 8.65 m, from a CSK pair with an off-nadir angle of 30.85°, a normal baseline Bn of 
1412 m and a height of ambiguity Ha of 4.6 m. 
Right Descending DEM 
Off-nadir = 33.93°; Bn = 220 m; Ha = 33 m 
Posting = 2.5 m; Abs Err = 11.88 m; Rel Err = 8.17 m 
 
Right Ascending DEM 
Off-nadir = 30.85°; Bn = 1412 m; Ha = 4.6 m 
Posting = 2.5 m; Abs Err = 10.85 m; Rel Err = 8.65 m 
Fig. 4.17 – DEM generated from CSK pair 3-4 (left) and CSK pair 7-8 (right). 
In Fig. 4.18 the height precision maps are shown, computed according to equations 4.6 and 4.7. 
Fig. 4.18 – Height precision maps for DEM generated from CSK pair 3-4 (left) and CSK pair 7-8 (right). 
In Fig. 4.19 the combined DEM is proposed, deriving from the merging of the ascending and 
descending DEMs. The merged DEM quality was assessed and compared with input DEMs. The 
absolute vertical error is equal to 10.3 m and the relative vertical error equal to 7.81 m. 
It means that the ascending and descending merging strategy based on the height precision principle 
allowed an improvement in the vertical accuracy of the merged DEM approximately equal to the 
5% respect to the higher quality input DEM, even if the topographic variability was very slight. 
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Fig. 4.19 – Ascending/Descending combined DEM. 
4.4.2. Wavelet Fusion 
If the refraction index profiles along the atmosphere are different for the generation of the two CSK 
images used as interferometric pair, the result is an alteration of the interferometric phase 
(atmospheric mask). 
If the variation of the refraction index profiles between the two CSK acquisitions represents a bias 
which is constant for every pixel, it is easy to be removed. If different variations for different pixels 
arise, the result will consist in changed phase information and then changed relative heights among 
pixels. 
The results presented in this paragraph derive from a quantitative evaluation of the advantages 
which can be achieved through a wavelet-based fusion between a high accuracy DEM generated 
from CSK interferometric pairs, and a low accuracy DEM deriving from SRTM mission, in order to 
mitigate the atmospheric disturbances at low frequencies due to the repeat-pass interferometry. The 
technique is based on the injection of the low spatial frequencies of the low accuracy DEM, 
preserving the high spatial frequencies and details information of the DEM generated from CSK. 
This technique is very useful to remove the bias introduced from the atmosphere in those cases 
when GCP for calibration purposes are not available during processing. 
In Fig. 4.20 the low accuracy SRTM DEM and the high accuracy CSK DEM are represented, 
respectively on the left and right side. In particular, the low accuracy SRTM DEM is a DTED-1 re-
sampled with a posting of 2 m, with an absolute vertical accuracy equal to 30 m, while the high 
accuracy CSK DEM was generated without using calibration GCP during processing, with a 
posting of 2 m and an absolute vertical accuracy equal to 9.1 m. 
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SRTM DTED-1 re-sampled with posting of 2 m 
Absolute vertical accuracy of 30 m. 
 
CSK DEM 
Posting of 2 m; absolute vertical accuracy of 9.1 m. 
 
Fig. 4.20 – Low accuracy SRTM DEM (left) and high accuracy CSK DEM (right). 
Four decomposition levels were chosen during the wavelet-based fusion. In Fig. 4.21 the DEM 
obtained from the wavelet-based fusion process of the low and the high accuracy DEM in Fig. 4.20 
is shown. 
 
Fig. 4.21 – DEM generated through a wavelet fusion of a low and a high accuracy DEM. 
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The absolute vertical accuracy which was estimated for the fused DEM is equal to 7.08 m, 
corresponding to an improvement of the 20% respect to the input DEM generated from CSK. The 
improvement in the absolute accuracy is a consequence of a bias introduced by the atmosphere. 
4.5. Critical Analysis 
SAR interferometry allows to obtain high-resolution topographic measurements, but the achievable 
performances mainly depend on the acquisition parameters (e.g. incidence angle, spatial and 
temporal baselines), ancillary data accuracies (e.g. orbital data, external DEM/GCPs for 
calibration), the observed scene (e.g. sea/ice, vegetated terrain, urban areas) and the error induced 
by data processing (e.g. co-registration, phase unwrapping). In general, interferometric DEMs are 
affected by two kinds of errors: systematic and random. Systematic errors can be reduced after a 
calibration process, whose results strongly depend on the quality of the reference data. In this 
paragraph all the critical issues will be deepened and analyzed. 
4.5.1. Orbital Considerations 
The previously presented results, based on an interferometric processing, were achieved from CSK 
one-day temporally decorrelated interferometric acquisitions, with CSK in Tandem-like orbital 
configuration (i.e. two satellites on the same orbital plane with a relative phasing of 67.5°). Due to 
one-day temporal decorrelation, coherence values may be low in local regions, mainly in vegetated 
areas where quickly changing backscattering conditions give a low intrinsic decorrelation time, or 
because of different atmospheric conditions (i.e. refraction index) at the times of the interferometric 
acquisitions, which imply a different path followed by the two signals. This first issue can be 
addressed, with a consequent improvement of the coherence and the interferometric quality, by an 
orbital configuration change aimed at reducing the temporal decorrelation between the 
interferometric acquisitions, even if at the expenses of CSK revisit time performances. 
Several interferometric Tandem configurations are possible: two satellites can orbit on the same 
orbital plane with a separation only in anomaly or they can orbit separated in phase and on two 
different orbital planes slightly different in the longitude of the ascending node (i.e. LTAN), such to 
obtain a distance between ground tracks adjusted to the interferometric baseline. The second 
configuration is preferable because it allows a higher along-track separation between the satellites, 
the temporal decorrelation being equal, with lower impact risks and less demanding satellites 
control strategy. In general, the relative position between the two satellites in Tandem configuration 
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depends on the required interferometric baseline, the time decorrelation between interferometric 
acquisitions and the safe distance to avoid collision risks. 
Considering CSK Sun-Synchronous orbit (SSO) at 619.6 km and SAR access capabilities only 
through electronic beam steering between on-ground incidence angle from 25° to 50°, the 
interferometric baseline is in the range from 100 m to 3.500 m with an accuracy around 20%. 
Furthermore, it implies an accuracy requirement in controlling the relative distance between the two 
satellites ground tracks (i.e. the projection of the interferometric baseline on the ground), which 
shall be maintained during an interferometric mission within the same order of magnitude and 
accuracy of the interferometric baseline. 
For the first solution, i.e. in-plane Tandem configuration, Tab. 4.7 shows the results of a trade-off 
analysis among decorrelation time, along-track separation and interferometric baseline. 
Temporal Decorrelation (sec) 60 50 40 30 20 15 10 3 
Along-track separation (km) 450 377 302 226 151 113 75 23 
Ground tracks shift / 
interferometric baseline, 
@equator (km) 
27.8 23.2 18.6 13.9 9.3 7.0 4.6 1.4 
Tab. 4.7 – Trade-off Analysis for CSK in-plane Tandem Configuration. 
From Tab. 4.7 it is possible to understand that in order to do not exceed the convenient 
interferometric baseline values, a maximum in-plane phasing of 3 seconds shall be chosen, which 
on the other hand sets the two satellites very close each other, at an along-track distance of only 23 
km, increasing the collision risk. Safer configurations do not allow to achieve baseline values useful 
for interferometric applications. 
These considerations represent the reason why different orbital plane have to be chosen for Tandem 
configuration, by changing the ascending node according to equation 4.8. 
∆Ω௧௔௡ௗ௘௠ ൌ Ω஼ௌ௄#௡ െ Ω஼ௌ௄#௠ ൌ ൬
2ߨ
86164 െ Ωሶ ஼ௌ௄#௠൰ ∆ݐ௧௔௡ௗ௘௠ (4.8)
Where Ω represents the right ascension of the orbital plane and ∆ݐ represents the decorrelation time 
due to the phasing of the two satellites. 
In Tab. 4.8 the results of a trade-off analysis are summarized among temporal decorrelation, along-
track separation, node difference and the Delta-V cost required to perform a cross-track maneuver 
to “instantaneously” change the node of an angle equal to the node difference starting from a 
nominal configuration (i.e. four satellites orbiting on the same orbital plane and equally separated in 
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anomaly), in order to choose the best Tandem orbital configuration in terms of fuel budget saving, 
interferometric products quality and system safety. 
Temporal Decorrelation (sec) 60 50 40 30 20 15 10 3 
Along-track separation (km) 450 377 302 226 151 113 75 23 
Node difference (deg) 0.25 0.21 0.17 0.13 0.08 0.06 0.04 0.01 
Delta-V cost (m/s) 32.9 27.4 22.0 16.5 11.0 8.2 5.5 1.6 
Tab. 4.8 – Trade-off Analysis for CSK Tandem Orbital Configuration. 
In Tab. 4.8, the highlighted column shows the best trade-off choice among parameters, representing 
a Tandem orbital configuration with two satellites separated of 1.22° in true anomalies, 
corresponding to an along-track separation equal to 151 km, and in different orbital planes with a 
separation of 0.08° in RAANs. This orbital condition guarantees a temporal decorrelation between 
interferometric acquisitions equal to 20 seconds, allowing a sensitive improvement in coherence 
value. It is worth to be noted that increasing the along-track separation among satellites, on one 
hand this implies a relaxation of the constellation control requirements, on the other hand it entails 
an increased decorrelation time between interferometric acquisitions, with consequent implications 
on DEM quality and Delta-V (and propellant) required to perform all the necessary orbital 
maneuvers starting from the nominal orbital configuration. 
In order to reduce the costs related to a change of orbital plane it is possible to act on the node rate 
Ωሶ . For instance, accepting a transition time of 30 days, it is possible to achieve a decorrelation time 
of 60 seconds with a Delta-V cost reduced to 18 m/s. 
 
 
Fig. 4.22 – CSK Orbital Configurations, left: Tandem-like, right: Tandem. 
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Therefore, the strategy to achieve a Tandem orbital configuration envisages first the satellite in-
plane replacement, and then the out-of-plane maneuver consisting in consequent phases such as 
“braking” phase, “coasting” phase and “boosting” phase, with a series of maneuvers in 
approximately four days, during which imaging is not possible. 
During the interferometric mission, the along-track separation has to be dynamically tuned in order 
to achieve the desired baseline value for each specific application. The baseline value has to be 
strictly controlled, because it is very sensitive to along-track adjustments: a variation of only 2 
seconds in along-track separation entails a change of 1 km in the interferometric baseline. 
4.5.2. Baseline Calibration 
A baseline error can be introduced by the inaccuracy in orbit estimation. The error in the baseline 
estimation can be decomposed in an orthonormal reference system ሺݒො, ො݊, ܿ̂ሻ, where ݒො is the along-
track direction, ܿ̂ is the cross-track direction and ො݊ the versor along the radial direction. The induced 
error on the DEM due to inaccurate baseline estimation depends on the particular interferometric 
configuration in terms of baseline length, angle between baseline and look direction, angle between 
baseline and master along track direction (π/2 for parallel orbits). The baseline inaccuracies impact 
on the across-track position and target elevation. It is possible to show that a small error on the 
baseline components ܤ௡ and ܤצ with respect to line of sight causes a large error on the target 
position and elevation due to the high sensitivity. 
The baseline error is a systematic error, differently from phase errors, thus it can be minimized 
through a geometric calibration based on the availability of a low resolution DEM or GCPs over the 
image. The calibration processing aims at minimizing the difference between the measured 
interferometric phase and the phase calculated as in equation 4.9, where r is the slant range 
distance, ߴ is the look angle, B is the baseline length, ܤ௡௔ௗ the baseline component along nadir, 
ܤ௖௥௢௦௦ the baseline component in the direction perpendicular to the nadir and the SAR velocity. 
߶ ൌ 4ߨߣ ቂඥݎ
ଶ ൅ ܤଶ െ 2ݎሺܤ௡௔ௗܿ݋ݏߴ ൅ ܤ௖௥௢௦௦ݏ݅݊ߴሻ െ ݎቃ (4.9)
The result mainly depends on the quality of the reference DEM and the interferometric phase 
coherence. In particular, a bias on the reference DEM causes a bias on the estimated parameters, 
while phase noise and relative errors in the reference DEM cause uncertainty on the estimated 
parameters. 
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It is possible to demonstrate that only the phase constants of the interferometric phase, namely ܤ௡ 
and ܤצ, are mutually independent parameters having a significant effect on the target determination, 
and they can be used to determine the residual error after the calibration processing. 
An error on the baseline components and the phase constant cause a systematic error on the 
measured elevation and on the horizontal location. 
Assuming ܤ௡ and ܤצ mutually independent phase constants, the covariance matrix C gives the 
power of each residual error after the calibration process, due to phase noise and relative reference 
DEM accuracy, equation 4.10 where h is the target height. 
ܥ ൌ ൦
ߪథଶ െ െ
െ ߪ஻೙ଶ െ
െ െ ߪ஻צଶ
൪ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ ෍ 1ߪ௛ଶ
ฬ߲݄߲߶ฬ
ଶ
෍ 1ߪ௛ଶ
߲݄
߲߶
߲݄
߲ܤ௡ ෍
1
ߪ௛ଶ
߲݄
߲߶
߲݄
߲ܤצ
෍ 1ߪ௛ଶ
߲݄
߲߶
߲݄
߲ܤצ ෍
1
ߪ௛ଶ
ฬ ߲݄߲ܤ௡ฬ
ଶ
෍ 1ߪ௛ଶ
߲݄
߲߶
߲݄
߲ܤצ
෍ 1ߪ௛ଶ
߲݄
߲߶
߲݄
߲ܤצ ෍
1
ߪ௛ଶ
߲݄
߲߶
߲݄
߲ܤ௡ ෍
1
ߪ௛ଶ
ቤ ߲݄߲ܤצቤ
ଶ
ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ିଵ
 (4.10)
The error on the reconstructed DEM does not depend on the baseline length. In particular, an 
horizontal or vertical offset on the reference DEM distorts the range distance, and this distortion 
causes a mismatch between the true and the estimated position of the control point on the SAR 
image. The critical misplacement depends on the rate of variation of the observed topography, but it 
shall be smaller than the reference DEM resolution. 
The quality of InSAR products are significantly affected by the accuracy of the baseline estimation. 
Further methods for baseline calibration and estimation techniques are proposed in (Costantini, et 
al., 2003) and in (Zhang, et al., 2009). 
4.5.3. Phase Errors 
The phase error can be decomposed in a contribution due to the atmospheric phase delay, one due to 
phase noise, one due to phase unwrapping errors and one to layover and shadow effects. 
Larger baselines allow a more precise reconstruction of the three-dimensional target position, but 
this increases the signal decorrelation and makes phase unwrapping not feasible. 
Each contribution to phase errors will be analyzed in the following paragraphs, from which some 
open issues to repeat-pass interferometry will arise, such as atmospheric disturbances, scene 
decorrelation and the calibration of the interferometer. 
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4.5.3.1. Atmospheric Phase Delay 
The atmospheric phase delay error source is dominant respect to the others. As the refraction index 
changes according to the atmospheric conditions, the length of the radiation path travelled during 
the two interferometric acquisitions at different times, which depends on the integral of the 
refraction index over the path, can vary by some centimeters, inducing phase delay up to 4 cycles. 
In particular, the relation between the radiation length delay due to atmosphere, ߜ௔௧௠௢, and the 
induced phase delay, ߶, can be quantified through the equation 4.11. 
ߜ௔௧௠௢ ൌ
ߣ߶
4ߨ (4.11)
The different phase delays are erroneously interpreted as due to the topography. One phase cycle, 
corresponding to a delay in the order of 3 cm, causes an error in the measured height in the order of 
the height of ambiguity. 
Atmospheric phase delay is not a systematic error and cannot be removed with a calibration 
procedure. In fact, since the length of the radiation path is proportional to the real part of the 
refraction index, then the propagation delay for each pixel can be considered as the sum of a 
medium delay due to refraction profile averaged on the scene and a variable delay which depends 
on the spatial fluctuations of the refraction profile on a scale larger than a pixel and lower then the 
swath. Different phase variations for different pixels, due to different refraction index profiles, do 
not produce a bias but do modify the phase information and then the relative heights among pixels, 
strongly affecting DEM accuracy. It is possible to reduce the impact of the atmospheric artifact by 
using large baselines, with other drawbacks. The only way to address the atmospheric issue is to 
reduce the temporal baseline between the two interferometric acquisitions to few seconds (e.g. CSK 
Tandem configuration, SRTM and TanDEM-X missions), because in this case the atmospheric 
phase delay is negligible. 
In (M. Albani, 1998) a numerical simulation was carried out to assess the errors induced by changes 
of the tropospheric refractive structure in the heights derived through repeat-pass InSAR with ERS 
data, using about 7000 radio-surveys. The statistics highlighted higher atmospheric delays during 
hotter months, and a maximum standard deviation during autumn, while wintry period seems to 
represent the more stable situation, with minimum values of both atmospheric delays and standard 
deviation, because of the minimum quantity of vapor for low temperatures. According to the 
simulation performed, when the variation of the refraction index between the interferometric 
acquisitions is uniform, there are effects on the DEM accuracy only if the surface is not flat: in fact, 
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in correspondence to reliefs, the thickness of the troposphere varies causing variations of the phase 
differences related to pixels located at different heights. 
To summarize, the atmospheric error can be decomposed in a ionospheric path delay and a 
tropospheric path delay.  
The ionosphere, located at a height of approximately 50 km – 1500 km, is characterized by the 
existence of free electrons and ions that define the refractive index in that area. The Total Electron 
Content (TEC) specify the number of free electrons in a column of 1 m2 along the signal path. TEC 
Units (TECU) are 1016 electrons/m2. The number of free electrons interacting with the signal 
causes a path delay depending by the signal frequency f. In accordance with (Jehle, et al., 2004), the 
path delay through the ionosphere can be evaluated by equation 4.12: 
∆Φ௜௢௡௢ ൌ 2ܭ
ܶܧܥ
݂ଶܿ݋ݏߴ (4.12)
where K is a refractive constant and ߴ the off-nadir angle. 
The tropospheric path delay is composed by an hydrostatic, a wet and a liquid component. The 
hydrostatic component is the standard atmosphere, the wet component takes into account the water 
vapor, the liquid component considers the liquid water content and can be neglected for SAR 
applications. The hydrostatic and the wet components can be modeled as in equation 4.13: 
Ψ௛௬ௗ ൌ 10ି଺݇ଵ
ܴௗ
݃௠ ଴ܲ 
Ψ௪௘௧ ൌ 10ି଺ ቆ
ሺ݇ଶᇱ ௠ܶ ൅ ݇ଷሻܴௗ݁଴
଴ܶሺ݃௠ሺߝ ൅ 1ሻ െ ߚܴௗሻቇ · ൬1 െ
ߚ݄
଴ܶ
൰
ሺఌାଵሻ௚೘ோ೏ఉ ିଵ
 
(4.13)
where ݃௠ is the acceleration due to local gravity, ݇ଵ ൌ 77.6 ቂ ௄௠௕௔௥ቃ, ݇ଶᇱ ൌ 23.3 ቂ
௄
௠௕௔௥ቃ and ݇ଷ ൌ
3.75 · 10ହ ቂ ௄మ௠௕௔௥ቃ are refractive constants, ܴௗ ൌ 287 ቂ
௃
௄·௄௚ቃ is the ideal gas constant, ߚ ൌ 6.5 ቂ
௄
௄௠ቃ 
is the temperature lapse rate, ଴ܶ [K] is the temperature, ݁଴ [hPa] is the water vapor pressure above 
sea level, ௠ܶ [K] is the mean temperature of water vapor, ݄ is the target height and ߝ is the average 
water vapor decrease. 
The a ionospheric path delay consists both in variations of the total electron content along the path, 
which depends on the time of day and influences the whole scene homogeneously, and in traveling 
ionospheric disturbances, which cause localized artifacts. The tropospheric path delay is the 
dominant dry part, it is small but it has highly variable wet part which is caused by the strong 
temporal and spatial variability of the water vapor concentration. The tropospheric water vapor is a 
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very localized, heterogeneous effect, which represents the most limiting factor for SAR 
interferometry. 
4.5.3.2. Phase Noise 
The phase noise is due to several contributions, such as focusing, SNR, coregistration errors, 
baseline decorrelation, azimuth spectral decorrelation, time decorrelation, and so on. 
Increasing the coherence value  and the number of look NL, the phase noise will decrease. 
However, a lower bound of the phase noise is defined by the Cramér-Rao bound in equation 4.14, 
as stated by Rodriguez and Martin, (E. Rodriguez, 1992). 
ߪథଶ ൌ
1
2 ௅ܰ
1 െ ߛଶ
ߛଶ  (4.14)
The theoretical probability density function of the interferometric phase, under the assumption of 
circular Gaussian signals, is given by equation 4.15, (Lee, et al., 1994). 
݌థሺ߶, ܰܮ, ߛሻ ൌ
Γ൫ܰܮ ൅ 1 2ൗ ൯ሺ1 െ γଶሻNLβ
2√ߨΓሺܰܮሻሺ1 െ ߚଶሻே௅ାଵ ଶൗ
൅ ሺ1 െ γ
ଶሻNL
2ߨ ܨ൫ܰܮ; 1;
1 2ൗ ; ߚଶ൯ 
ߚ ൌ ߛܿ݋ݏሺ߶ െ ߶തሻ 
(4.15)
Where ܨ൫ܰܮ; 1; 1 2ൗ ; ߚଶ൯ is a Gaussian hypergeometric function. 
From above equations, it is possible to observe that the phase standard deviation decreases by 
increasing the coherence value and by increasing the number of looks. In particular, for lower 
numbers of looks, the phase standard deviation decreases with coherence faster for higher 
coherence values; while for higher numbers of looks, the phase standard deviation decreases with 
coherence faster for lower coherence values. 
Assuming that the contributions to the phase noise error listed above are independent, the total 
coherence  ߛ is the product of the terms relative to the different kinds of decorrelation, as in 
equation 4.16. 
ߛ ൌ ෑ ߛ௜
௡
௜ୀଵ
 (4.16)
Then, from equation 4.14 it is possible to have an estimation of the phase noise. 
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The first contribution to the phase noise error can be added by SAR data focusing: the focusing 
processor should be phase preserving. 
An additional contribution is given by SNR: the thermal noise decorrelation is defined as in 
equation 4.17, (P. Rosen, 2000). 
ߛௌேோ ൌ
1
ඥ1 ൅ ܴܵܰଵି ଵ
1
ඥ1 ൅ ܴܵܰଶି ଵ
 (4.17)
Where ܴܵܰଵ and ܴܵܰଶ are the signal-to-noise ratios of the master and slave images. 
Considering coregistration errors in azimuth and range directions, respectively dx and dy, and the 
ideal radar impulse response (point target) in equation 4.18: 
ܫଵ ൌ
sin ሺ2ߨݔሻ
2ߨݔ
sin ሺ2ߨݕሻ
2ߨݕ  (4.18)
in order to take into account coherence reduction caused by errors in images coregistration, it is 
possible to substitute I2 (x, y) = I1 (x + dx, y + dy) in the equation for coherence estimation (4.19): 
ߛ ൌ ܧ൛ܫଵܫଶ
כ݁ି௝థൟ
ඥܧሼ|ܫଵ|ଶሽܧሼ|ܫଶ|ଶሽ
 (4.19)
achieving the contribution to the coherence, equation 4.16, given by errors in the coregistration, 
equation 4.20 and Fig. 4.23. 
ߛ஼ைோ ൌ ݏ݅݊ܿሺ2ߨ ݀ݔሻ · ݏ݅݊ܿሺ2ߨ ݀ݕሻ (4.20)
A further contribution to the phase noise is given by the baseline decorrelation, (Gatelli, et al., 
1994). The spectrum received from the two antennas during the interferometric acquisitions with a 
certain baseline are shifted due to the different look angles. The consequent decorrelation depends 
on the normal baseline length, the range distance r, the range resolution dr , the incidence angle , 
as in equation 4.21. 
ߛ஻ ൌ 1 െ
2ܤୄ݀ݎ
ߣݎ ݐܽ݊ߠ (4.21)
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Fig. 4.23 – Contribution of the coregistration errors to the coherence value for a point target. 
Fig. 4.24 shows the coherence as a function of the incidence angle θ for different values of the 
normal baseline ܤୄ, with a range resolution of 1m and a wavelength of 3.125 cm. 
 
Fig. 4.24 – Contribution of the baseline decorrelation to the coherence value. 
Another significant contribution to the phase noise is represented by the azimuth spectral 
decorrelation, which occurs when the spectral components coming from the interferometric 
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acquisitions along the azimuth direction are different. For Stripmap acquisition mode this is due to a 
difference of squint angles ∆߫, which causes a Doppler centroid shift in focusing process, given by 
equation 4.22. 
Δ ஽݂௖ ؆
2ݒ
ߣ Δ߫ (4.22)
A Doppler centroid shift, in turns, yields a a spectral decorrelation quantified in equation 4.23. 
γA ൌ 1 െ
Δ ஽݂௖
ܤ௔௭  (4.23)
Referring to Fig. 4.25, the Doppler spectral width is determined by the azimuth beam width of the 
SAR. Furthermore, the Doppler center frequency (i.e. Doppler centroid) is determined by attitude, 
antenna and Earth rotation. In particular, an azimuth pointing bias would affect the Doppler centroid 
shift between interferometric acquisitions and consequently the azimuth spectral decorrelation. 
 
Fig. 4.25 – Non-overlapping Doppler spectral energy. 
To maximize the coherence between interferometric acquisitions, it is convenient to filter out non-
overlapping energy (i.e. Common Band Filtering). 
In the specific case, (Porfilio, et al., 2012), interferometric pairs CSK2-CSK3 show coherence 
histograms affected by a bias in azimuth pointing, Fig. 4.26. In fact, the consequence of the pointing 
bias is that the azimuth beam irradiates targets with different angles between the interferometric 
acquisitions. Different angles yield radar echoes received with different Doppler frequencies. In 
particular, the Doppler centroids difference is in the order of 600-700 Hz for Stripmap acquisitions, 
compared with a focused Doppler band of 2.5 kHz, and in the order of 3 kHz for Spotlight-2 
acquisitions, compared with a Doppler band acquired with a power higher than -3dB equal to 7.8 
kHz (because of the azimuth steering which shall be performed, which implies a larger variation of 
the Doppler centroid during the acquisition), Fig. 4.27. Even with this Doppler centroids shift 
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amount, in actual acquisition scenarios, with PRF values in the order of 3 KHz, ambiguity is zero 
being the Doppler centroid at center scene in the range [-PRF/2, PRF/2]. Due to a partial spectral 
overlap, the phase of distributed targets can be different in the two images (speckle phase variance), 
while the phase of point targets is unchanged (processing at zero-Doppler). 
 
Fig. 4.26 – CSK2-CSK3 ES interferometric pair, from left: pointing bias; coherence. 
 
Fig. 4.27 – Azimuth spectrum from CSK2-CSK3 coregistered data. 
The effect of a partial overlap of the Doppler spectra and a Doppler centroids shift between 
interferometric acquisitions is a drop in the coherence value. In fact, coherence is maximized when 
the complex versors originated by the interferogram are aligned among them and the vector sum is 
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constructive. Complex versors are aligned when their content conveys equal Doppler frequencies. If 
different spectral components are present, non-homogeneity elements are introduced in the phase 
evolution of master and slave signals, which make vector sum more and more destructive, 
decreasing coherence value. 
In general, the main causes of an azimuth pointing bias have both a mechanical and electrical 
origin, such as: 
- Assembling angles of the radar panel on the satellite; 
- Deflections generated by residual mechanical bias (e.g. star-trackers assembling, gyros, etc); 
- T/R modules status; 
- General parameters of the electronics relevant to beam forming; 
- SAR electronic fine pointing features (temperature and static residual tolerances). 
Furthermore, the satellite is continuously interested by the application of the yaw-steering law, to 
keep the satellite attitude orthogonal to its relative velocity respect to the Earth surface. The satellite 
moves in a plane inclined of 97.86° over the equatorial plane, which is quite stable in an inertial 
reference system and experiences only an annual precession motion aimed at guaranteeing the 
LTAN parameter. If the satellite orbited with a yaw angle = 0°, the radar would transmit pulses 
orthogonally to the satellite inertial velocity. But the Earth in the meanwhile rotates around its axes, 
so the points of the observed scene have a velocity which is maximum at the equator and null at the 
poles, therefore the radar pulses would not be transmitted orthogonally to the relative velocity, 
causing squinted images, with a Doppler different from zero. At the equator scenes with a Doppler 
centroid in the order of 18kHz (Doppler ambiguity equal to 6) would be acquired. It means that if 
the satellite orbited with a yaw angle equal to zero, the image would not be ortoghonal to the 
satellite-target relative velocity and the Doppler conditions would be far from the ideal scenario of 
zero Doppler. So, the satellite continuously performs a yaw maneuver in order to guarantee 
acquisitions at zero Doppler, according to equation 4.24. 
ݕ௔௪ ൌ െ3.92 ܿ݋ݏሺ߱ݐሻ (4.24)
Where  is the mean orbital angular rate and t is the time, which is equal to 0 at the ascending node. 
Considering the access region of about 600 km both in right and in left acquisition direction, the 
zero Doppler condition cannot be fulfilled in every point. If the yaw angle has a value such as to 
guarantee a Doppler centroid null at the equator for a right acquisition with the central beam, the 
residual Doppler excursion in the overall right access region is about 200 Hz. 
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Each satellite is independent and able to guarantee a repetitivity of the pointing conditions at 
different latitudes from an orbit to another one. Different satellites can show different azimuth 
pointing conditions. 
In presence of partial spectral overlap, a work-around which can be implemented at processing level 
is represented by Common Band Filtering (CBF), whose purpose is to remove the part of the 
Doppler spectra of the two images which is not common, thus enhancing the coherence at the 
expenses of the azimuth resolution which worsens as much as the Doppler bandwidth is reduced, 
equation 4.25. 
ߩ௔௭ ൌ ܭ஻௥ · 0,886 · ݒ௦௧ ܤ஽ൗ  (4.25)
Where ܭ஻௥ is the broadening factor due to Hamming weighting, ݒ௦௧ is the satellite-target relative 
velocity, and ܤ஽ is the processed Doppler bandwidth. The results of the application of CBF to a 
CSK2-CSK3 Spotlight interferometric pair, (Porfilio, et al., 2012), show that by reducing the 
available bandwidth of both images from about 8 kHz to about 5 kHz, the azimuth resolution passed 
from 1 m to 1.6 m, the average coherence increased from 0.36 to 0.60 and the number of points 
with a coherence greater than 0.7 grew from 0.02% to 38%, Fig. 4.28. It was also verified that a 
further cut of the bandwidth, to better match the overlap band, yields a very small improvement of 
the coherence, basically resulting only in a further loss of azimuth resolution, Figg. 4.29-4.30. 
Furthermore, the reduction of the spectral band has as a consequence also the loss of details in the 
interferometric fringes. In fact, a loss of azimuth resolution entails that the phase value of each pixel 
of the interferometric pair is representative of a wider area, so the phase information is more 
heterogeneous and noisy. The consequence is a degradation of the DEM absolute and relative 
vertical accuracies, which shall be compared with the improvement due to the increased coherence. 
Moreover, an inter-satellite Doppler calibration can be performed in order to maximize the spectral 
overlap of the interferometric signals, by increasing the azimuth pointing similarity among 
satellites. The activity which shall be performed for an inter-satellite Doppler calibration consists in: 
- Characterize the pointing behavior of each satellite along the entire orbit and in every acquisition 
condition; 
- Identify a residual Doppler model; 
- Translate the residual Doppler model in corrective attitude maneuvers (mainly pitch maneuvers); 
- Verify that these maneuvers allow the mitigation of the phenomenon. 
The previous tasks need a significant amount of images (i.e. several hundreds) to be performed, 
both for a full characterization of the current pointing behavior of each satellite, and for a complete 
verification after having implemented the corrective actions. Since each acquisition configuration 
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(e.g. Sensor Modes, Beam, Polarization, Look Side, Orbit Direction, etc) can show different 
pointing characteristics, it would be necessary at least one image for each one of the following 
combinations, even if this scenario can be conveniently simplified: four satellites, two look sides 
(i.e. left and right), about 140 different beams, four polarizations, several acquisitions during the 
orbital period. 
Furthermore, even after a calibration activity, considering the margins of 0.01° on the beam-
forming accuracy, a residual Doppler misalignment of about 150 Hz for Stripmap acquisitions and 
about 500 Hz for Spotlight-2 acquisitions may remain among satellites. 
Fig. 4.28 – Top: coherence map (left) and histogram (right) for a Spotlight-2 interferometric pair with a 
Doppler centroids shift of 3 kHz over 7.8 kHz of Doppler band . Down: coherence map (left) and histogram 
(right) after having applied CBF, preserving 4.8 kHz of common Doppler band. 
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Temporal decorrelation, which is dependent on time between the first and the second acquisition, is 
due to a change of scattering within a resolution cell or electrical properties, and can be caused by 
vegetation, soil moisture, wind effects, snow fall, farming activities, etc. 
4.5.3.3. Phase Unwrapping Errors 
Phase unwrapping can induce errors of integer multiples of 2π on the phase. However, this error 
should be concentrated on a small number of pixels. The probability of such a kind of error 
increases with the density of the interferogram fringes and with the decorrelation phase noise, 
which in turns are related to pixel spacing and baseline length. 
Considering the slant range resolution dr, the number of looks in range NLr, the slant range r, the 
incidence angle  and the local slope a, the relation between fringe frequency Nf and the baseline 
length is given by equation 4.27. 
ܤୄ ൑
ߣݎ
2 ݀ݎ ܰܮ௥ ௙ܰݏ݅݊ߠ
ݏ݅݊ ሺߠ െ ߙሻ
ݏ݅݊ߙ  (4.27)
In any case, as already analyzed, the baseline value should be lower than the critic value at which 
the radar signals completely decorrelate, equation 4.28. 
ܤୄ ൑
ߣݎ
݀ݎ ܰܮ௥ tan ሺߠ െ ߙሻ 
(4.28)
Case by case, it is necessary to perform a simulation to select a suitable baseline in order to make 
phase unwrapping feasible for all the terrain slopes involved in the area of interest. 
At a certain fringe frequency and coherence value, if the effective number of looks is increased, the 
phase unwrapping error and thus the phase noise decrease. Increasing the fringe frequency, the 
phase noise has to be reduced in order to make phase unwrapping feasible, so it is necessary to 
increase the effective number of looks. For each value of coherence and fringe frequency, there is a 
minimum value of effective number of looks necessary to maintain the phase unwrapping error 
below a certain threshold able to make phase unwrapping feasible (e.g. 1%). In any case, for fringe 
frequencies too high, the phase unwrapping process can fail even for high values of the effective 
number of looks. 
4.5.3.4. Layover and Shadow 
The phase noise is strongly affected also by shadow and layover effects, which are intrinsically 
related to SAR acquisition geometry. Actually shadow regions, where the signal is almost absent, 
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are characterized by low SNR, while layover is characterized by very strong return, but the phase 
information is completely loss because of the collapse of multiple scatterers at different positions. 
Therefore, data on these regions are not reliable and shall be masked out, by applying some 
restriction to the maximum resolvable slope and the look angle for instance, or shall be completed 
by other complementary data acquired through different looking geometries, as shown in paragraph 
4.4.1. 
4.5.4. Timing Accuracy 
Two kind of timing errors have to be considered and can affect the horizontal target location and 
height determination accuracies: a datation error, which causes an along-track timing error and can 
be stated in terms of the effective azimuth location error, and an electronic phase delay, which 
affects the slant range distance of the observed target. 
In particular, a bias or a drift of the onboard clock causes an erroneous association between image 
lines and acquisition time. Considering a datation error Δݐ௔௭ and a velocity module v, the along-
track position error is given by equation 4.29. 
ߪ௬ଶ ൌ ሺΔݐ௔௭ ڄ ݒሻଶ (4.29)
On the other hand, an electronic phase delay ߪ୼௧బ has an impact on the across-track position and on 
the height determination. For CSK these errors are negligible. Moreover, CSK civilian geolocation 
performances can be further improved by developing a new processor which can use both DEM, 
allowing accurate knowledge of the atmospheric path of the radar electro-magnetic wave, both 
ionospheric/tropospheric wave propagation model giving electro-magnetic time delays as function 
of the some basic variables, such as epoch of the year (to take into account seasonal effects), scene 
latitude and thickness of atmospheric stratus. 
4.6. Complementary Techniques 
Some of the previously analyzed limitations and constraints of the tandem-like interferometric 
technique can be overcome or mitigated through the combined exploitation of complementary 
techniques such as radargrammetry, which works on amplitude data and allows to do not suffer 
atmospheric artifacts and all the drawbacks introduced by the phase. Possible techniques can be 
implemented to make a fusion between interferometric and radargrammetric DEM. The fusion may 
be both at product level, by reducing systematic error effects and improving DEM accuracy, both at 
techniques level, by exploiting radargrammetry to solve the phase ambiguity during phase 
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unwrapping, useful especially in the regions at latitudes over 60°, where SRTM DEM are not 
available as a reference. 
Preliminary analysis performed on specific areas with two CSK Spotlight-2 stereo-pairs (one 
ascending and one descending), validated with an high resolution LIDAR DEM, show that 
radargrammetric DEMs can be produced with an horizontal posting of 5 x 5 m2, and a vertical error 
(RMS) of 4 m for slopes lower than 20% and 6 m for slopes lower than 100%. 
Obviously, also radargrammetry has some drawbacks, for instance in the matching of corresponding 
points, especially in high density urban areas where multipath and complex scattering effects can 
degrade the results. Moreover, feature-less areas do not allow radargrammetry to extract height 
information. Finally, geometric distortions such as layover and shadow make matching phase 
difficult because of the high difference in the look angle between the acquisitions, and it is possible 
to mitigate this issue by using different acquisition geometries (e.g. ascending and descending, left 
and right). 
In order to cope with the effects of terrain topography, seasonal effect and land use on the 
radargrammetric DEM, it is important, during the stereo-pair selection, to set the incidence angle 
difference larger for flat terrain and smaller for strong-slope terrain. High relieves, with steep 
slopes, are affected by strong geometric distortions, causing a decreased DEM quality. A snow 
coverage can reduce the matching accuracy because of missing features, in addition snow and ice 
decrease the radar backscatter. Moreover, on cultivated, forested and sandy areas, the temporal 
decorrelation must be as short as possible, not for phase considerations like for interferometry, but 
to reduce possible change in the scene. 
To summarize, with radargrammetry it is not necessary the orbital control required by 
interferometry to achieve the desired baseline values; atmospheric artifacts and other phase effect 
are not critical as for interferometry; a reference DEM is not strictly required; the areas where 
radargrammetry does not perform well are very densely forested or featureless areas, very steep 
slopes and probably high-density urban areas in certain critical conditions. 
Other complementary techniques exist to refine the produced DEM, such as Permanent Scatterers 
Interferometry (PS-InSAR), (Ferretti, et al., 2001), which is an effective technique for monitoring 
surface deformation with millimetric accuracy and land subsidence velocity, but which can be very 
useful also for determining Permanent Scatterers (PSs) height with accuracy in the order of meters. 
The technique takes as an input a large amount of SAR data, only time-coherent pixels which 
exhibit phase stability over a long period of time (i.e. PSs) are considered (e.g. man-made structures 
such as buildings, bridges, antennae). PS-InSAR estimates and remove atmospheric phase 
contribution, temporal decorrelation, DEM error and system/thermal noise. The interferometric 
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phase is used to estimate displacement and 3-D coordinates of SAR targets (PSs). In particular, PSs 
are coherently observed during a long period of time and from different looking angles, the 
interferometric phase is considered only in correspondence of PSs and then unwrapped and 
interpolated all over the image. By applying spatial filtering and re-sampling the height data on a 
regular grid, a digital terrain map is retrieved. The theoretical precision of the estimate of the target 
height h can be expressed as a function of the number N of images of the data set, of the dispersion 
of their normal baselines ߪ஻௡, and of the phase noise ߪ୼థ, as in equation 4.30: 
ߪ௛ଶ ൌ ൬
ߣܴ଴ݏ݅݊ߠ
4ߨ ൰
ଶ ߪ୼థଶ
ܰߪB୬ଶ
 (4.30)
where ߣ is the wavelength, ߠ the incidence angle, and ܴ଴ the sensor-target distance. 
The main issue to be tackled for creating DEMs by means of the PS technique is the spatial density 
of measure points, and thus voids filling, as well as the huge number of images required to achieve 
high accuracies. 
An addition complementary technique is SAR tomography, (Zhu, et al., 2010), which allow to 
improve the performance of SAR interferometry especially for layover effect. Tomography-based 
SAR imaging is a recent technique that extends the concept of SAR interferometry to increase the 
density of measurements points by handling situations where multiple stable scatterers interfere in 
the same resolution cell. SAR Tomography can be used as complementary technique especially in 
the monitoring of areas where layover phenomena of SAR image are visible, when several 
scatterers are within the same resolution cell (urban areas, forest, complex structures, etc.). The 
drawback of the technique is still the high number of images required, about 30 images, to achieve 
an accuracy in the order of meters. 
4.7. Comparison with the State-Of-The-Art 
The first homogenous and highly reliable DEM with DTED-2 specifications was provided by 
SRTM mission (i.e. Shuttle Radar Topography Mission), performed for ten days in 2000. SRTM 
represents the first spaceborne single-pass interferometer, obtained by adding to the Shuttle a C-
band and a X-band second receive antenna, mounted at the tip of a 60 m deployable mast structure. 
Within a ten day mission, SRTM collected interferometric data for a near global DTED-2 Earth 
surface coverage. DTED-2 is commonly said to be the current basic high resolution elevation data 
source for all military activities and civil systems that require landform, slope and elevation in a 
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digital format. SRTM mapped the Earth between 60° N and 56° S, for a total of 80% of the lands. In 
particular, two typologies of products have been processed: 
- DTED-1 products, with a resolution in longitude of 3 arc-sec between 0° and 50° of latitude, 
and of 6 arc-sec between 50° and 60° of latitude, a resolution in latitude always equal to 3 arc-
sec, an absolute vertical accuracy better than 30 m with a confidence level of 90%; 
-  DTED-2 products, with a resolution in longitude of 1 arc-sec between 0° and 50° of latitude, 
and of 2 arc-sec between 50° and 60° of latitude, a resolution in latitude always equal to 1 arc-
sec, an absolute vertical accuracy better than 16 m with a confidence level of 90%. 
However, even if SRTM products were properly edited over oceans, lakes and layover/shadow 
areas, there are still wide voids, in particular at the lower latitudes. For instance, the coverage over 
Italy is complete at 55%. 
 
 Fig. 4.31 – SRTM data coverage. 
Even if electro-optical satellites, also French SPOT satellites are used for DEM production. 
Available data, known as DEM SPOT 3D, were generated from stereoscopic acquisitions of HRS 
sensor (i.e. High Resolution Stereoscopic) of SPOT-5 satellite. DEM SPOT 3D products include: 
- The Reference3D database, Fig. 4.32, which is a geocoded database with three informative 
layers (i.e. HRS SPOT-5 derived DEM, images HRS SPOT-2 and quality maps with final DEM 
accuracies). In 2009, the Reference3D coverage amounted to 50 millions of km2; 
- SPOT DEM, with a final accuracy related to the required area extension and to the availability 
of Reference3D data, Tab. 4.9; 
- SPOT DEM Precision, with an accuracy consistent with DTED-2 standard. 
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Fig. 4.32 – HRS SPOT-5 Reference3D coverage, updated at February 2010 (117.867.141 km², 4.211 tiles), 
courtesy of Spot Image. 
Absolute Accuracy Area covered by 
Reference 3D 
Area of 100.000 to 
150.000 km2 
Area < 7.200 km2 
Horizontal < 15 m < 15 m < 30 m 
Vertical (slope < 20%) < 10 m < 10 m < 20 m 
Tab. 4.9 – SPOT DEM features, without GCPs, confidence level of 90%, courtesy of Spot Image. 
An additional global DEM was generated by the ASTER sensor (i.e. Advanced Spaceborne 
Thermal Emission and Reflection Radiometer), which was taken on-board the satellite TERRA, 
developed as a cooperative effort by NASA, Japanese Ministry of Economy, Trade and Industry 
(METI) and Japan Space Systems. ASTER GDEM (i.e. Global Digital Elevation Model) is the most 
accurate global DEM. Data acquired by ASTER sensor are in the near-infrared region of the 
electro-magnetic spectrum, and the sensor has both nadiral and backward acquisition capabilities, in 
order to be able to acquire stereoscopic scenes. Since 1999, when the satellite was launched, one 
million and a half scenes have been acquired, which have been automatically treated for 
photogrammetric restitution based on auto-correlation principle. The final DEM was released on a 
grid 1° of latitude x 1° of longitude for a total number of 22.600 tiles, with a grid spacing of 1 arc-
sec, after having implemented several filtering treatments for clouds removal and anomalies 
correction. The estimated absolute vertical accuracy after post-processing is 20 m with a confidence 
level of 95%, while the absolute horizontal accuracy is 30 m with a confidence level of 95%. The 
coverage of the ASTER GDEM is larger than SRTM coverage, going up to 83° N and 83° S. 
Finally, TerraSAR-X/TanDEM-X mission (i.e. TerraSAR-X Add-On for Digital Elevation 
Measurement) has the potential to close the above listed gaps, fulfilling the requirement of a global 
homogeneous high-resolution coverage DEM, providing vital information for several applications. 
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Fig. 4.33 – Existing DEM: state-of-the-art, coverage versus accuracies, courtesy of DLR. 
TerraSAR-X/TanDEM-X mission, based on the German SAR remote sensing satellites TerraSAR-
X and TanDEM-X, is aimed at the acquisition of the dataset required for the generation of: 
- a global homogeneous DEM of a quality level consistent with NGA (i.e. National Geospatial-
Intelligence Agency) standard HRE-GP (i.e. High Resolution Elevation - Geographic Projection, 
Fig. 4.34), (National Geospatial-Intelligence Agency, 2009); 
- a very high accuracy DEM on specific local areas of a quality level consistent with NGA 
standard HRE-40, Fig. 4.34, (National Geospatial-Intelligence Agency, 2009). 
In particular, the DEM generated from TerraSAR-X/TanDEM-X mission on a global scale will 
have: 
- a spatial resolution (i.e. posting) equal to 12 x 12 m2; 
- an absolute vertical accuracy better than 10 m (90% confidence interval); 
- a relative vertical accuracy (point-to-point errors in geo-cells of 1° latitude x 1° longitude, 90% 
confidence interval) better than 2 m for terrain slopes below 20% and better than 4 m for terrain 
slopes above 20%. 
Instead, the very high accuracy DEM which will be generated on specific local areas will have: 
- a spatial resolution equal to 6 x 6 m2; 
- an absolute vertical accuracy better than 5 m (90% confidence interval); 
- a relative vertical accuracy better than 0.8 m (90% confidence interval). 
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Fig. 4.34 – NGA standards for elevation data, courtesy of NGA . 
Currently, the global DEM generated from TerraSAR-X/TanDEM-X has the highest accuracies 
respect to any other global DEM generated from satellite SAR data. To achieve these accuracies, 
the two radar satellite orbit in an innovative “Helix” formation, with relative distances variable 
along the orbit both in the along-track direction and in the across-track direction, achieving some 
hundreds of meters. 
TerraSAR-X satellite was launched into orbit in June 2007, TanDEM-X satellite in June 2010. They 
were developed through a Public and Private Partnership (PPP) consortium between the German 
Aerospace Center DLR and the EADS ASTRIUM Society, and the Infoterra GmbH Society, 
German part of Astruim GEO-Information Services, detains the commercial rights, while DLR is 
responsible of the exploitation for scientific purposes. The acquisition of the dataset started in 
December 2010, after the completion of the Commissioning phase of TanDEM-X, and at the 
beginning 2012 the first global acquisition campaign was completed. The second global acquisition 
campaign, with higher baseline values, is currently ongoing and the end is foreseen for the middle 
2013. It will be useful to refine the DEM generated at the end of the first global acquisition 
campaign, thanks to a “dual-baseline” phase unwrapping processor which allows to increase the 
robustness of the DEM product. At the interferometric acquisitions also ad-hoc radargrammetric 
acquisitions are added in order to solve the phase ambiguity during phase unwrapping step, mainly 
useful for the regions at latitudes over 60°, where also SRTM reference DEMs are not available, 
which are required to increase the robustness of phase unwrapping algorithm. A third and a fourth 
ad-hoc acquisition campaign are required for areas with higher complexity (e.g. Antarctica, sandy 
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areas with low backscattering levels, etc), with residual phase unwrapping errors or characterized 
by strong layover/shadow effects, for missed acquisitions, which allow to guarantee an 
homogeneous quality of the final DEM product. Further six months will be dedicated to the local 
DEM production at very high resolution (i.e. HRE-40). 
To summarize, many DEMs exist, with different accuracies and different coverage, and among 
them the DEM which offers the best quality features is the TerraSAR-X/TanDEM-X global DEM, 
which at present is being acquired and processed. 
In this framework, the DEM generated from CSK interferometric data is absolutely competitive 
with the state-of-the-art (i.e. DEM from SAR satellites) in terms of accuracies, but the operational 
concept behind the CSK employment is completely different from the operational concept of 
TanDEM-X. In fact, TanDEM-X is a satellite exclusively dedicated to the mission of generating a 
global DEM, while CSK constellation has several purposes and has to fulfill different user classes 
needs, therefore only a part of the satellites resources can be addressed to the generation of a DEM, 
and this is one of the reasons why the operational concept in DEM generation from CSK data is 
centered on the capability to quickly generate on-demand a very high accuracy DEM on a specific 
selected area. 
In order to be consistent with this operational concept, it is necessary to characterize the quality of a 
DEM which can be generated from CSK data (previous paragraphs as an articulated case study) and 
it is necessary to develop a procedure to apply on-demand and which allows to easily make all the 
passages up to the production of the final DEM, consistent with all the relevant standards. This 
second issue will be analyzed in the following paragraph. 
4.8. Innovative Procedure for On-Demand DEM Production from CSK 
As clearly shown in Fig. 4.35, and quantified in equation 4.31, the DEM vertical accuracy strongly 
affects the geolocation accuracy of a SAR image which is geocoded using that DEM, (Koppe, et al., 
2010). The geolocation accuracy is one of the most important image parameter for an operational 
user. 
݈݋ܿ௘௥௥ ൌ
݄௘௥௥
ݐܽ݊ሺߙ௜௡௖ሻ 
(4.31)
In equation 4.31, ݄௘௥௥ is the DEM absolute vertical error, ݈݋ܿ௘௥௥ represents the range geolocation 
error and ߙ௜௡௖ is the incidence angle. 
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Fig. 4.35 – Influence of DEM vertical accuracy on the range geolocation accuracy. 
In particular, at higher incidence angles, the same DEM vertical error yields a lower geolocation 
error, as shown in the parametric graphic in Fig. 4.36, from which it is possible to observe how it is 
necessary to have a very high accuracy DEM for processing SAR images in order to do not 
introduce high geolocation errors during the geocoding process only caused by a DEM absolute 
vertical error. 
 
Fig. 4.36 – Behavior of geolocation error with incidence angle, for different DEM absolute vertical errors. 
The aim of this paragraph is to create a procedure which can be applied in accordance with the CSK 
operational concept for DEM production, fulfilling on-demand the need of quickly generation of 
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very high accuracy DEM on a specific selected area. This procedure will allow the user to easily 
make all the passages up to the production of the final DEM, consistent with all the relevant 
standards. 
In Fig. 4.37 all the passages of an end-to-end DEM production procedure from CSK interferometric 
data are synthesized, and analyzed in the following part of this paragraph. 
 
Fig. 4.37 – CSK DEM production procedure. 
As a first step of the process, in accordance with a tasking order in input to the procedure, which 
describes the area where a DEM has to be produced and in what time the user requires the DEM 
with a defined accuracy, the acquisition phase of the CSK dataset starts, exploiting the high revisit 
time of the constellation on the same site to obtain both interferometric and radargrammetric 
images. 
In particular, as described in the previous paragraphs, the acquisition strategy mainly depends on: 
- the time and the accuracy constraints, which affect the opportunity to acquire ascending and 
descending images in order to increase the DEM accuracy through a data fusion; 
- the site orography, which affects the selection of a proper interferometric baseline or the 
opportunity to acquire several interferometric pairs with different baseline in order to perform a 
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“dual-baseline” phase unwrapping to increase the robustness of the DEM product, (M. Lachaise, 
2010). 
Furthermore, depending on the site orography, radargrammetric pairs or triplets can be acquired in 
order to: 
- solve the phase ambiguities during the phase unwrapping step for orography difficult to be 
reconstructed, useful especially in the regions at latitudes over 60°, where SRTM DEM are not 
available as a reference, (Sowter, et al., 2003); 
- increase the interferometric DEM accuracy in low coherence areas through an InSAR and 
radargrammetry data fusion, (Crosetto, et al., 1999); 
- extract 3D coordinates (i.e. measured coordinates) through space intersection for DEM 
calibration purposes; 
- if required by the user, generate detailed local 3D models (e.g. building in urban scenarios) to 
superimpose to the DEM, Fig. 4.38. 
 
Fig. 4.38 – Concept example: 3D model superimposed to a DEM. Courtesy of Mosaic 3D ©. 
A reference dataset required for the previously detailed purposes is composed by: 
- two CSK radargrammetric pairs, one in ascending orbit and one in descending orbit, both  pairs 
with a difference in look angle of about 15-20°. This dataset allows all the possible 
combinations of same-side and opposite-side radargrammetry. 
- two CSK one-day interferometric pairs, one in ascending orbit and one in descending orbit. This 
dataset allows, among other advantages, the mitigation of layover-foreshortening through 
different viewing geometries. 
CSK constellation is able to perform at least four acquisitions per day at the equator, one left 
looking and one right looking at 6 A.M. local time (ascending orbit), one left looking and one right 
looking at 6 P.M. local time (descending orbit). In Fig. 4.39 it is represented an example of data 
CHAPTER 4  EXPERIMENTAL RESULTS ON COSMO-SKYMED DATA 
113 
take opportunities (DTO) analysis on a timeframe of one week on a selected site at the equator 
(worst case), showing how many acquisition opportunities exist if all the satellites of the 
constellation are used and both right and left looking geometries are enabled. 
 
 
 
Fig. 4.39 – CSK constellation unconstrained revisit on a selected site. 
The revisit shown in Fig. 4.39 does not take into account any constraint. If interferometric pairs 
have to be acquired, some constraints arise, such as fixed beam, looking side, orbit direction, 
affecting the results of the DTO analysis. In particular, during a repetitivity period of 16 days there 
are four interferometric acquisitions with defined parameters, and two of them are one-day 
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interferometric acquisitions (CSK-2/3), Fig. 4.40. It means that since every day there are at least 
four DTOs on a site, every day it is possible to start four series of interferometric acquisitions, and 
each series has four interferometric DTOs in a 16 days repetitivity cycle. 
 
 
Fig. 4.40 – CSK interferometric DTOs. 
The above analysis show that it does not take so long to acquire the required dataset for the DEM 
generation purposes. According to the time constraints in input to the procedure, it is possible to 
acquire a partial dataset which nevertheless allows to obtain DEM product of lower quality. 
After the dataset acquisition phase, the raw DEM generation phase is performed, through 
interferometric and radargrammetric processing, following all the processing steps extensively 
described in the previous part of the Thesis. 
After the generation of the raw DEM, it is necessary to apply the post-processing techniques 
proposed in the previous paragraphs to increase the accuracy of the DEM, and to perform 
mosaicking if necessary, calibration and data formatting. Auxiliary data, such as globally 
distributed reference height values given by ICESAT data, can be used for calibration purposes. 
As a further step, an editing phase is convenient before the delivery of the DEM product to the user. 
The editing level of effort is very demanding, but according to the proposed operational concept of 
DEM generation with CSK, it is probable that the area where an updated DEM is required by the 
user is quite narrow, thus the editing effort can be limited and can be supported only if allowed by 
the time constraints. The editing concerns terrain editing and voids filling, as well as hydrological 
editing, related to wrong height values along water bodies. A void can be considered as a 
geolocation value that was not well sensed, thus the processor knows that the corresponding height 
value is inaccurate and the relevant pixels do not contain valid height information. The editing 
includes paved areas, pylons, vegetated-wooded areas and snow-ice, water bodies, urban areas 
special processing to suppress building-trees with ortho-photos, etc. 
The main terrain editing and voids filling steps include: 
- the removal of spikes and wells; 
- the interpolation for voids with a maximum diameter of 9 pixels or less; 
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- the infilling for voids with a larger diameter through external dataset. 
The main hydrological editing steps include: 
- delimitation of water bodies; 
- derivation of related heights values; 
- oceans, seas and lakes flattening to constant heights; 
- rivers local height setting to the same height gradient of the terrain. 
As the last step of the procedure, a quality check is necessary in order to validate the DEM product 
that was generated and to fulfill the quality specifications required by the user in accordance to 
NGA standards, (National Geospatial-Intelligence Agency, 2009). Classical DEM quality check and 
validation techniques are based on an analytical, visual and statistical quality control. If a reference 
ground truths are available with a guaranteed accuracy at least one order of magnitude higher than 
the expected accuracy of the DEM product, it is possible to perform a comparison and to compute 
the classical statistical errors such as Linear Error 90% (LE90) and Circular Error 90% (CE90) 
respectively for vertical and horizontal accuracy, Root-Mean-Square Error (RMSE) and so on. 
Unfortunately, quite often suitable ground truths are not available for validation purposes, however 
it is necessary to perform a validation of the DEM product. For these reasons, an innovative DEM 
auto-validation technique was conceived and it is under consolidation, in order to exploit available 
data with high horizontal accuracy to assess also the DEM vertical accuracy. The motivation why 
this technique was conceived is given by the consideration that data with very high vertical 
accuracy, at least one order of magnitude better than the expected accuracy of the produced data, 
are very difficult to obtain and usually require very expensive instruments and procedures to be 
collected (e.g. LIDAR, differential GPS, etc), while data with very high horizontal accuracy are 
more easily achievable. 
The proposed model gets the vertical accuracy of the produced DEM from the planimetric error 
obtained from the comparison between the SAR image Geocoded Terrain Corrected (GTC) on the 
same DEM and an image with very high geolocation accuracy, such as Google Earth optical 
images, open source even if with a poor information age. 
The flow which describes the DEM auto-validation technique is represented in Fig. 4.41. 
After having generated a DEM from the Single Look Complex Slant Range (SCS) interferometric 
pair, the SCS SAR image is geocoded on the produced DEM, obtaining a Geocoded Terrain 
Corrected (GTC) SAR image. A quantitative assessment is then performed of the planimetric shift 
between targets in the GTC image and in the Google Earth image. Therefore, the DEM absolute 
vertical error can be estimated from equation 4.31, taking into account a model of the geocoding 
error which can be introduced in the process. 
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In fact, the geocoding algorithm with respect to a DEM, to generate a GTC product, is essentially 
based on a re-sampling of the input image onto a uniform spaced Earth fixed map grid. The re-
sampling positions on the input image are calculated based on a rigorous map-to-image resection 
algorithm. Starting from the generic output position, expressed in (East, North, h) coordinates, the 
corresponding geodetic coordinates (lat, lon, h) are computed, and then the cartesian coordinates (x, 
y, z). At this point, an iterative process is started, searching for the slant range and the azimuth 
position of the target which satisfy the SAR Doppler equation assuming data at Zero Doppler 
( ஽݂௖ ൌ 0) and the SAR slant range equation, equation 4.32: 
஽݂௖ ൌ
2
ߣ௥ܴ ൫ܺ௦
ሬሬሬሬԦ െ ்ܺሬሬሬሬԦ൯ · ൫ ௦ܸሬሬሬԦ െ ்ܸሬሬሬሬԦ൯ ൌ 0 
ݏݎ௝ ൌ ݏݎ଴ ൅ ݉௥ · ݆ ൌ ܴ 
(4.32)
Where ஽݂௖ is the Doppler centroid frequency (Hz), ߣ௥ the radar wavelength (m), ܺ௦ሬሬሬሬԦ the sensor 
position vector, ்ܺሬሬሬሬԦ the target position vector, ௦ܸሬሬሬԦ the sensor velocity vector, ்ܸሬሬሬሬԦ the target velocity 
vector, ܴ the distance between the sensor and the target, ݆ the slant range index of the pixel, ݏݎ଴ the 
slant range distance of the first pixel, ݏݎ௝ the slant range distance of pixel with index ݆ and ݉௥ the 
slant range pixel spacing. 
The computed slant range and the azimuth position values are used to interpolate the radiometric 
value of the input image to be inserted at the corresponding output position. The re-sampling 
procedure gives a localization performance depending on the accuracy of the following input data: 
- Orbital data used to locate the sensor during the acquisition process; 
- Doppler centroid estimated during the SAR focusing process; 
- The slant range distance; 
- The Earth model used as reference Earth surface. 
This means that among the previously mentioned contributions that affect the geolocation error, 
there are also orbital data accuracy, Doppler centroid estimation accuracy, the effect of on-board 
electronics delay errors on the slant range distance, coregistration accuracy of the DEM used for the 
geocoding with the SCS image, and finally DEM vertical accuracy. 
In order to isolate the DEM vertical accuracy among all the contributions previously described, a 
technique was conceived which consists in geocoding with the same technique the same SCS SAR 
image both on the produced DEM and on another DEM with a known absolute vertical accuracy, 
(W.Koppe, 2010), as in the flow in Fig. 4.41. In this latter case, the comparison of the geocoded 
image with the Google Earth image allows to quantify the geocoding errors that are not related to 
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the known DEM vertical error, which is known and can be removed. The estimated geocoding 
errors can be taken into account in the first case in order to isolate the generated DEM vertical error 
contribution to the geolocation error.  
4.9. Interferometric Specifications for New Generation SAR Satellites 
Based on the lesson learnt from CSK, in order to improve the coherence among interferometric 
acquisitions from different satellites, and thus the accuracy of the generated DEM, it is necessary: 
- to foreseen as a requirement that an inter-satellite pointing calibration shall be performed to 
guarantee a certain overlap of the Doppler bandwidth between interferometric acquisitions, with 
a maximum value of the Doppler centroid shift; 
- to provide the User Ground Segment (UGS) with a Common Band Filtering algorithm inside the 
coregistration processor, which can be optionally run according to the final application, giving 
the User the possibility to set the size of the common bandwidth to be filtered. 
Furthermore, in order to increase DEM accuracy, further specifications at UGS-level for next 
generation SAR satellites are related to the development of a DEM processor able to: 
- to recover areas affected by layover/shadow and reduce both systematic and noise errors in the 
DEM thanks to the multiple information available in overlapping areas, providing the UGS with 
a multi-pass data-fusion processor to take advantage of multiple acquisitions on the same site to 
drastically reduce the random noise; 
- to apply a multi-baseline phase unwrapping and geocoding processor, in order to obtain a higher 
robustness and sensitivity to the topography, making phase unwrapping feasible also in difficult 
areas; 
- to exploit an orbital processor which can take advantage of differential GPS measurements in 
order to obtain accurate interferometric baseline measurements (in the order of 1 mm). 
Previous statements can be summarized in the following requirements: 
- Interferometric DEM multiple geometry data fusion: the DEM processor shall be able to merge 
interferometric pairs obtained with different acquisition geometries in order to reduce data voids 
due to layover/shadow regions; 
- Interferometric DEM multi-baseline phase unwrapping: the DEM processor shall be able to 
merge interferometric pairs obtained with different baselines in order to make phase unwrapping 
feasible also in difficult topography areas; 
- Interferometric DEM cross-calibration: the DEM processor shall be able to merge 
interferometric pairs obtained with different acquisition geometries in order to correct the 
acquisition geometry parameters. 
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- Radargrammetric DEM: the DEM processor shall be able to perform radargrammetric 
processing. 
4.10. Conclusions 
The analysis performed in this Chapter allowed to explore the interferometric capabilities of CSK 
constellation for DEM generation, and several test cases were studied on a single scenario where 
ground truths were available for quality check and validation purposes. The obtained results 
permitted to appreciate the DEM accuracies that CSK satellites allow to achieve in favorable cases. 
Even if a more extensive experimental campaign would be necessary if DEM quality certification 
aims wanted to be pursued, the results of the analysis performed are sufficient to understand the 
potentialities of CSK constellation for DEM generation according to the proposed operational 
concept described in the previous paragraphs. These results allow to state that the DEM which is 
possible to generate from CSK data can be compliant with HREGP NGA standard, with accuracies 
between HREGP and HRE-80 quality levels, (National Geospatial-Intelligence Agency, 2009). 
Referring to Fig. 4.36, the contribution of this DEM vertical error on the geolocation accuracy of 
GTC products using the generated DEM is lower than 10 m for high incidence angles. 
The study conducted in this Chapter can be further extended in order to take into account also 
scenarios more challenging according to a topographic point of view. Obviously, the driver in the 
selection of the challenging area should be the availability of ground truths for quality check and 
validation purposes, even if the auto-validation method proposed in the previous paragraphs may be 
applied once certified as a validation technique. A challenging scenario which would allow the 
assessment of CSK potentialities in DEM generation also in difficult areas is represented by Uluru 
Ayers Rock, where a very steep heights gradient would be a serious test case also for phase 
unwrapping processors. 
Furthermore, a theoretical error study and an experimental sensitivity analysis was performed based 
on CSK data in order to understand the dependencies of DEM accuracy on several relevant 
parameters such as normal baseline length, coregistration accuracy (DEM-assisted or not), usage of 
calibration GCP during processing and application of CBF. 
In addition, a trade-off analysis was performed to understand if and how much it is possible to 
achieve improvements in the DEM final accuracy through a proper interferometric processing or 
other ad-hoc techniques. In particular, an analysis of the improvement of the DEM accuracy 
through a combination of acquisitions on the same site from ascending and descending passages 
was performed, in order to solve part of the errors introduced by shadowing and layover effects. 
Also a wavelet-based fusion between the generated DEM and a low resolution SRTM DEM was 
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performed in order to mitigate the atmospheric disturbances at low frequencies due to the repeat-
pass interferometry, through the injection of the low spatial frequencies of the low accuracy SRTM 
DEM, preserving the high spatial frequencies and details information of the DEM generated from 
CSK. 
A critical analysis was performed to discuss all the factors and parameters which limit the 
achievable performances, as well as a combined analysis of complementary techniques was 
performed in order to mitigate drawbacks of interferometry through techniques and data fusion, 
with the aim of maximizing the final DEM accuracy. Furthermore, the critical analysis outputs 
allowed to point out possible interferometric specifications for next generation SAR satellites. 
Finally, an innovative procedure for on-demand DEM production from CSK data was elaborated, 
which fulfill a proposed operational concept focused on the capability to quickly generate on-
demand a very high accuracy DEM on a specific selected area. An innovative DEM auto-validation 
method was also introduced and it is under review, to perform a quality analysis of a generated 
DEM even without vertical ground truths. 
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CHAPTER 5 
SHIP MONITORING TECHNIQUES: STATE-OF-THE-ART 
 
This Chapter focuses on ship monitoring techniques based on single/multi-platform multi-channel 
SAR data. The basic principles of Ground Moving Target Indication (GMTI) are described, in 
particular two GMTI techniques are analyzed, such as Displaced Phase Center Antenna (DPCA) 
and Along-Track Interferometry (ATI), (Rizzato, 2012). 
5.1. Ground Moving Target Indication 
Historically, the purpose of Moving Target Indication (MTI) radars was to suppress from signals 
every static or slow-moving scatterers, in order to keep the only moving targets information. MTI 
systems based on fixed ground radars exploited the Doppler shift in the received echoes to separate 
moving targets from clutter, considered that the spectral displacement is related to the target 
velocity in range direction (Skolnik, 1989). For spaceborne systems, MTI is significantly more 
complex, since the moving platform carrying the radar also induces a Doppler spectrum on a fixed 
scene, allowing to form a synthetic aperture. However, it is not possible to separate the Doppler 
shift contribution due to a moving target from the contribution due to the clutter. In order to isolate 
the moving target, it is necessary to suppress the clutter. In single channel SAR systems moving 
targets can be detected only if their velocity is high enough to come out from the clutter spectrum, 
while two channels SAR systems allow to suppress the clutter or to estimate the target velocity 
(Ender, 1996). 
5.2. Dual Receive Antenna 
In single-channel SAR data, there is an intrinsic ambiguity in the Doppler signature of a target 
because Doppler shift can be related to the azimuth position of the scatterer in the antenna beam or 
to its radial velocity. This ambiguity can be solved through multichannel SAR systems, (Ender, 
1996). Several operational and next generation spaceborne SAR systems are limited to two 
receiving chains and have programmable antenna arrays, like a Dual Receive Antenna mode of 
operations used in TerraSAR-X (J. Mittermayer, 2003) and RADARSAT-2 (Chiu, et al., 2008). 
In a Dual Receive Antenna mode, the transmission of the signal exploits the full aperture of the 
antenna, while the reception is performed, at the same time, by two half partitions in the along-track 
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direction of the antenna array. The signals of both receiving antennas are demodulated, sampled and 
recorded separately. 
5.3. Moving Target and Sea Clutter Signal Models 
A mathematical formulation of a moving target signal model is provided in this paragraph to 
introduce GMTI techniques. Considering a flat-Earth model and the geometry shown in Fig. 5.1, the 
range history r(t) between the satellite and the moving target on the Earth’s surface can be modeled 
through equation 5.1. 
ݎሺݐሻ ൌ ඨቈݔଵ ൅ ሺݒ௫ଵ െ ݒ௦ሻݐ ൅ ܽ௫ଵ
ݐଶ
2 ቉
ଶ
൅ ቈݕଵ ൅ ݒ௬ଵݐ ൅ ܽ௬ଵ
ݐଶ
2 ቉
ଶ
൅ ݄ଶ (5.1)
where v and a respectively represent target velocity and acceleration, x and y the target along-track 
and across-track position, h the satellite altitude, vs and t the satellite velocity and the azimuth slow 
time. 
 
Fig. 5.1 – Range history r(t) of a target moving with constant velocity in a flat-Earth geometry. 
The target velocity (vxT, vyT) and position (xT, yT), at time T when the azimuth positions of the 
satellite and the moving target coincide, are given by equation 5.2: 
ݒ௫் ൌ ݒ௫ଵ ൅ ܽ௫ଵܶ 
ݒ௬் ൌ ݒ௬ଵ ൅ ܽ௬ଵܶ 
ݔ் ൌ ݔଵ ൅ ݒ௫ଵܶ ൅ ܽ௫ଵ
ܶଶ
2  
(5.2)
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ݕ் ൌ ݕଵ ൅ ݒ௬ଵܶ ൅ ܽ௬ଵ
ܶଶ
2  
By neglecting the acceleration components in the hypothesis of constant target velocity (thus vxT = 
vx1 = vx and vyT = vy1 = vy), and approximating the range history equation (5.1) by its second-order 
Taylor expansion around T, (Gierull, 2006), equation (5.3) is obtained: 
ݎሺݐሻ ؆ ݎሺܶሻ ൅ ݎᇱሺܶሻሺݐ െ ܶሻ ൅ ݎᇱᇱሺܶሻ ሺݐ െ ܶሻ
ଶ
2 ൌ 
ൌ ்ݎ ൅ ݒ௬ߛሺݐ െ ܶሻ ൅
ݒ௥௘௟ଶ
2்ݎ ሺݐ െ ܶሻ
ଶ 
(5.3)
with: 
்ݎ ൌ ටݕଶ் ൅ ݄ଶ ߛ ൌ ݕ்்ݎ  
ݒ௥௘௟ଶ ൌ ሺݒ௫ െ ݒ௦ሻଶ ൅ ݒ௬ଶሺ1 െ ߛଶሻ 
(5.4)
Replacing equation (5.3) in the expression of the demodulated two-dimensional baseband signal 
received from the target, and considering a range compression via matched filtering, the received 
signal from a moving target is given by equation (5.5): 
ݏሺݐሻ ൌ ܤ ݁ݔ݌ ൤െ݆ 4ߨߣ ݎሺݐሻ൨ (5.5)
valid in the interval ሾെ ௘ܶ/2; ൅ ௘ܶ/2ሿ, where B is a complex amplitude taking into account the 
antenna pattern and the reflectivity of the scatterer, r(t) is the range history given by (5.3) and Te is 
the target exposure time defining how long the target stays in the antenna beam (in the -3 dB limit). 
Specializing equation (5.5) for a Dual Receive Antenna, the received signals from the two parts of 
the antenna are expressed in equation (5.6), valid in the interval ሾെ ௘ܶ/2; ൅ ௘ܶ/2ሿ:  
ݏଵሺݐሻ ൌ ܤ ݁ݔ݌ ൤െ݆
4ߨ
ߣ ݎሺݐሻ൨ 
ݏଶሺݐሻ ൌ ܤ ݁ݔ݌ ൤െ݆
4ߨ
ߣ ݎሺݐሻ൨ ݁ݔ݌ ൤െ݆
2ߨ
ߣ ݑሺݐሻ݀൨ 
(5.6)
where d is the distance between the two receive sub-apertures and u(t) is the directional cosine 
approximated by, (Gierull, 2006): 
ݑሺݐሻ ൌ cos ሺߙሺݐሻሻ ؆ ݒ௫ െ ݒ௦்ݎ ሺݐ െ ܶሻ (5.7)
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where α(t) is the angle between the antenna-target line of sight and the azimuth direction (Fig. 5.2), 
and the distance target-satellite is large enough to consider the echo signal wavefronts arriving 
parallel to the two sub-apertures. 
 
Fig. 5.2 – Two antenna sub-apertures in a dual receive antenna. 
Considering the sea surface for ship monitoring purposes, the sea clutter can be characterized 
through a K-distribution, as suggested in (Antipov, 1998), or through several point-like scatterers 
per resolution cell whose reflectivity follows a circular complex Gaussian distribution. Following 
the second approach, the mean reflectivity coefficient ߪ଴ for the Gaussian distribution is 
extrapolated for the X-band from (F. Nathanson, 1999), while the decorrelation time ߬௖ of the sea 
surface is given by equation 5.8 (S.J. Frasier, 2001):  
 ߬௖ ؆ 3 ఒ௨ ݁ݎ݂ି
ଵ ଶൗ ቀ2, 7 ௫௨మቁ (5.8)
where u is the wind speed, x is the spatial resolution in ground range and erf (x) is the Gauss error 
function. 
5.4. Displaced Phase Center Antenna 
The Displaced Phase Center Antenna (DPCA) is a technique for clutter suppression and moving 
target indication in SAR data, (Ender, 1996). To apply DPCA technique, two along-track displaced 
antennas (or sub-apertures) are needed, whose phase centers have to coincide in successive time 
instants t1 and t2. 
 
Fig. 5.3 – Classical DPCA. 
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DPCA technique consists in making a difference between complex SAR data from two channels, in 
order to remove stationary objects (clutter) which appear in the same position, and to preserve 
echoes from moving targets. Theoretically, the value of the Pulse Repetition Frequency (PRF) has 
to be fixed according to satellite velocity and the distance between the antennas. This constraint can 
be overcome, as shown in (R.G. White, 1997), it is only required to perform “channels 
coregistration” (i.e. time shifting one signal by re-sampling it). With an ideal radar, without noise 
and with a perfectly stationary clutter, sea clutter and static targets are completely removed after 
DPCA processing. However, for real system, clutter suppression is mainly limited by radar intrinsic 
noise, coregistration errors and amplitude or phase imbalance of the receive channels, (Sharma, 
2004). 
Considering equations (5.6) for signals s1(t) and s2(t) received by the two antenna sub-apertures, the 
DPCA output, equal to the difference between the two co-registered channels by a time shift of 
݀ 2ݒ௦ൗ , where d is the physical separation of the antenna centers, is given by equation (5.9): 
ܦܲܥܣሺݐሻ ൌ ݏଵሺݐሻ െ ݏଶ ൬ݐ ൅
݀
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ି௝ସగఒ ௥ሺ௧ሻ ൬1 െ ݁ି௝ଶగఒ ாሺ௧ሻ൰ ൌ 
ൌ ܤ݁ି௝ସగఒ ௥ሺ௧ሻ݁ି௝
ଶగ
ఒ ாሺ௧ሻଶ ቌ݁௝
ଶగ
ఒ ாሺ௧ሻଶ െ ݁ି௝
ଶగ
ఒ ாሺ௧ሻଶ ቍ ൌ ܤ݁ି௝ସగఒ ௥ሺ௧ሻ݁ି௝
ଶగ
ఒ ாሺ௧ሻଶ 2݆ݏ݅݊ ൬ߨܧሺݐሻߣ ൰ 
(5.9)
valid in the interval ሾെ ௘ܶ/2; ൅ ௘ܶ/2 െ ݀ 2ݒ௦⁄ ሿ, where B takes into account target reflectivity, 
transmitted power, antenna pattern and propagation loss, while E(t) can be approximated by 
equation (5.10), (Gierull, 2006): 
ܧሺݐሻ ൌ 2ݎ ൬ݐ ൅ ݀2ݒ௦൰ ൅ ݑ ൬ݐ ൅
݀
2ݒ௦൰ ݀ െ 2ݎሺݐሻ ؆
ݒ௬ݕ்݀
்ݎ ݒ௦  (5.10)
The detection of moving targets is based on the magnitude of DCPA output, given by equation 
(5.11), obtained by substituting (5.10) in (5.9): 
|ܦܲܥܣሺݐሻ| ؆ 2|ܤ| ቤݏ݅݊ ቆߨߣ
ݒ௬ݕ்݀
்ݎ ݒ௦ ቇቤ (5.11)
It is important to observe that the argument of the sine depends only on the across-track velocity vy 
of the target and does not depend on time t. By plotting the DPCA output amplitude as a function of 
the across-track velocity vy, it is possible to note a notch-like filtering DPCA pattern around zero 
velocity. Additional ambiguous notches appear also at non-zero velocities, called blind velocities, 
because of array spatial sampling. Therefore, a moving target with zero across-track velocity and 
only an along-track velocity component is very attenuated by DPCA. 
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5.5. Along-Track Interferometry 
Along-Track Interferometry (ATI) is a multi-aperture technique used for SAR moving target 
indication. As for DPCA, also ATI requires multiple antennas displaced in the along-track direction, 
which observe the same scene at different times. Considering a two-channel SAR system, the ATI 
signal is computed by multiplying the signal from one channel by the complex conjugate of the 
other channel, as in equation (5.12): 
ܣܶܫሺݐሻ ൌ ݏଵሺݐሻݏଶכሺݐሻ ൌ |ݏଵሺݐሻ||ݏଶሺݐሻ|݁௝ሾథభሺ௧ሻିథమሺ௧ሻሿ (5.12)
where s1(t) and s2(t) are the co-registered received signals, the symbol * means complex 
conjugation, and ߶ଵሺݐሻ and ߶ଶሺݐሻ are the phases of the two signals. 
While a stationary target has zero ATI phase since the two signal phases ߶ଵሺݐሻ and ߶ଶሺݐሻ are 
identical, a moving target has a non-zero ATI phase, which is dependent on its motion. Therefore, it 
is possible to exploit ATI phase of the detected targets to estimate the across-track velocity. 
ATI phase experiences several ambiguities, (Sharma, 2004), affecting target detection and velocity 
estimation (blind velocities), such as when the slant range variation of the moving target within the 
two channels is several times the operational wavelength, in a way that the ATI phase is out of the 
range േߨ (a similar occurrence implied the necessity of phase unwrapping in the interferometric 
processing for the generation of Digital Elevation Models). In addition, Doppler ambiguities are 
induced due to finite azimuth bandwidth of the system. 
Furthermore, ATI does not suppress clutter like DPCA, therefore the estimation of target velocity 
suffers of clutter contamination. A way to overcome this drawback is to perform ATI processing 
after clutter suppression through DPCA, but at least three channels are required (Fig. 5.4). 
 
Fig. 5.4 – ATI performed in two clutter-suppressed images obtained through DPCA. 
In current and next generation satellites, cost and technological constraints often limit the number of 
physical receiving chains up to two. Additional virtual channels can be achieved by a clever 
programming of the phased array antennas (the operational modes which use virtual channels are 
RX 1 RX 2 RX 3
clutter-suppression 
via DPCA
clutter-suppression 
via DPCA
ATI
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called toggle modes). In toggle modes, (Chiu, 2006), pulses are transmitted exploiting the full 
antenna aperture and echoes are received varying the excitations of the antenna from pulse to pulse. 
Thus, in order to avoid ambiguities the operational PRF should be doubled, implying that the 
energy-per-pulse has to be reduced by the same amount in order to keep the same power 
consumption, and SNR decreases. 
5.6. Target Detection and Velocity Estimation through DPCA and ATI 
The moving target detection probability shall be maximized in accordance with a defined false 
alarm probability threshold, statistically characterized by the Probability Density Function (PDF) of 
the signal in the domain where the detection is performed, e.g. the magnitude of the DPCA output 
signal. Detectors with a fixed false alarm probability are called Constant False Alarm Rate (CFAR) 
detectors, (Golikov, et al., 2008). 
DPCA and ATI techniques can be respectively implemented in a DPCA Constant False Alarm Rate 
(CFAR) detector and in an across-track velocity estimator, as in the following paragraphs, while to 
estimate the moving target along-track velocity a Fractional Fourier Transform (FrFT) can be 
applied. 
5.6.1. CFAR DPCA Detector 
After DPCA processing, in an ideal case of perfectly stationary clutter and no noise, the DPCA 
output is modeled as a complex Gaussian distribution, equation (5.13). 
஽݂௉஼஺ሺܦܲܥܣሻ ൌ
1
2ߨߪ஽ଶ ݁
ି ଵଶఙವమ
ሾԸሺ஽௉஼஺ሻሿమାሾԱሺ஽௉஼஺ሻሿమ
 (5.13)
where DPCA is the DPCA output, ߪ஽ଶ is the variance of the real and imaginary parts, supposed 
uncorrelated, and Ըሺܦܲܥܣሻ and Աሺܦܲܥܣሻ are respectively the real and imaginary parts. 
The input of the CFAR DPCA detector is the magnitude of the DPCA signal, A = |DPCA|, modeled 
as a Rayleigh distribution because it is the absolute value of a complex Gaussian distributed signal. 
஺݂ሺܣሻ ൌ
ܣ
ߪ஽ଶ ݁
ି ଵଶఙವమ
஺మ, ܣ ൒ 0 (5.14)
The DPCA magnitude has to be compared with a threshold ߟ௧௛, which is set according to a defined 
false alarm probability ிܲ஺. 
ிܲ஺ ൌ න ஺݂ሺܣሻ݀ܣ
ஶ
ఎ೟೓
 (5.15)
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Fig. 5.5 – DPCA output signal magnitude, Rayleigh distribution 
(ideal case of perfectly stationary clutter and no noise). 
Other possible approaches of CFAR detection exist, based only on ATI phase, or both on ATI phase 
and magnitude (two-dimensional ATI detector if phase and magnitude are coupled, with a threshold 
described by a joint probability density), (Dong, 2010), (Chiu, 2005). 
5.6.2. Velocity Estimation 
A moving target across-track velocity induces an azimuth Doppler shift in the signal, while an 
along-track velocity affects the Doppler slope (i.e. azimuth frequency modulation rate). Generally, 
SAR processors consider a stationary scene and the targets are focused at their zero-Doppler 
position, through a Stationary World Matched Filter (SWMF) to perform azimuth compression. As 
a consequence of the Doppler shift, moving targets with non-zero across-track velocity are focused 
in a shifted azimuth position, while moving targets with non-zero along-track velocity are 
defocused and smeared due to the mismatch compared to the SWMF in terms of Doppler rate or 
slope. The estimation of target velocity vector also allows to adjust displacement and defocusing. 
The estimation of the moving target across-track velocity ݒ௬ is based on the ATI phase. Assuming a 
SWMF, a zero-acceleration moving target and applying ATI equation (5.12), the ATI phase is given 
by (5.16). 
߶஺்ூ ൌ
2ߨ
ߣ
1
2ݎଵ ݀ݕଵݒ௬
ۉ
ۈ
ۇ 1
ݒ௦ െ
ݒ௫ െ ݒ௦
ሺݒ௫ െ ݒ௦ሻଶ ൅ ݒ௬ଶ ൬1 െ ݕଵ
ଶ
ݎଵଶ൰ی
ۋ
ۊ
 (5.16)
where ߣ is the wavelength, ݀ the distance between antenna phase centers, ݎଵ and ݕଵ respectively the 
range of closest approach and the distance target-nadir as in Fig. 5.1, and ݒ௦ the satellite velocity. 
The ATI phase can be approximated by equation (5.17), (C.E. Livingstone, 2002). 
߶஺்ூ ؆
2ߨ
ߣ2ݎଵݒ௦ ݀ݕଵݒ௬ (5.17)
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In this way, the across-track velocity ݒ௬ is directly proportional to the ATI phase, equation (5.18). 
ݒ௬ ൌ
ݎଵݒ௦ߣ
ߨ݀ݕଵ ߶஺்ூ (5.18)
The estimation of the along-track velocity ݒ௫ can be achieved through several approaches. A first 
approach consists in compressing the signal with a bank of filters matched to different along-track 
velocities, (Sharma, 2004), and maximizing the target response in the final image. This technique 
gives poor results because the along-track velocity is very small compared to the satellite velocity, 
and the output of the bank of filters is almost the same for the different velocities. A second 
approach is proposed in (Chiu, 2005), based on a Fractional Fourier Transform (FrFT) technique 
and on the transformation of the signal in a hybrid time-frequency domain, (Almeida, 1994). The 
FrFT, depending on a parameter , can be considered as a rotation by an angle  in the time-
frequency domain. The SAR signal is a linear chirp in the azimuth slow time domain. Exploiting 
this property, each target, fixed or moving, is characterized by a given rotation angle, and can be 
accordingly focused in an optimum Fractional domain. The FrFT is performed in range compressed 
but azimuth uncompressed SAR data, and also DPCA and ATI techniques can be applied to 
azimuth uncompressed data. The limited SNR of an uncompressed azimuth data is compensated by 
the FrFT capability to concentrate the moving target energy in few samples in the optimum 
Fractional domain, improving the SNR. With FrFT a good along-track velocity estimation is 
achieved. The optimum rotation angle   for a specific target is directly related to its Doppler slope 
ka, and it is given by equation (5.19). 
ߙ ൌ ܽݐܽ݊ ቆെ ܴܲܨ
ଶ
݇௔ܰ ቇ (5.19)
where PRF is the pulse repetition frequency and N the analyzed number of samples of the signal. 
Finally, the along-track velocity ݒ௫ is estimated from the rotation angle  by equation (5.20). 
ݒ௫ ൌ ݒ௦ െ ඨ
ݎଵߣܴܲܨଶܿ݋ݐߙ
2ܰ െ ݒ௬
ଶ ቆ1 െ ݕଵ
ଶ
ݎଵ ቇ 
(5.20)
where the ݒ௫ depends also on the across-track velocity ݒ௬, which shall be estimated first.  
5.6.3. Algorithm for Dual Receive Antenna 
An algorithm for moving target detection and velocity estimation for a Dual Receive Antenna is 
proposed in this paragraph, (Rizzato, 2012), and summarized in Fig. 5.6. 
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The two received signals have to be co-registered before DPCA. 
The first two steps of the Range-Doppler focusing algorithm, range compression and range cell 
migration correction, are applied to the co-registered signals. 
From these co-registered and range-compressed channels a single DPCA image is generated. 
In order to preserve all the energy of the moving targets, the detection is performed over the 
azimuth uncompressed signals, because a SWMF can defocus the targets. 
Each azimuth line, i.e. vector of all azimuth samples, of the DPCA output image is transformed into 
a specific Fractional domain, which is given, for each azimuth line, by a peak of maximum 
magnitude obtained by varying the rotation angle . This specific Fractional domain is associated 
with an optimum rotation angle opt,i, where i refers to the different range lines. It is assumed that 
only a single moving target exists for each azimuth line, therefore the optimum rotation angle opt,i 
is achieved by looking for only one maximum peak. 
The peak magnitude value is compared with a threshold ߟ௧௛ for a CFAR detection. If the peak 
magnitude exceeds the threshold, a moving target is detected. The value of the azimuth line rgi 
where the moving target is detected, the optimum rotation angle opt,i and the peak position up,i in 
the Fractional domain are used also to perform velocity estimation. 
In order to estimate the moving target velocity vector, first it is computed the across-track velocity 
component and after the along-track one. 
The signal before the DPCA, which is range compressed, azimuth uncompressed and co-registered, 
for every azimuth line rgi and for both channels, is transformed into the Fractional domain using the 
optimal rotation angle opt,i obtained during the previous detection phase. 
The peaks for both channels will be exactly in the up,i position. Since the original signals have still 
clutter and noise, the peaks extraction is performed through bandpass filtering using as a filter an 
ideal rectangular single-sample window centered at up,i position and zero elsewhere. 
By applying an inverse FrFT, two clutter suppressed moving targets filtered signals are 
reconstructed. From these signals an interferogram can be generated, and from the ATI phase, 
through the equation (5.18), it is possible to estimate the across-track velocity ݒ௬. 
Finally, the along-track velocity ݒ௫ is estimated through the equation (5.20), using ݒ௬ value and the 
optimum rotation angle opt found during the detection phase. 
As previously described, the detection is performed in the Fractional Fourier time-frequency hybrid 
domain after DPCA processing. An important step is the selection of the detection threshold ߟ௧௛. 
Assuming that, as in the time domain, also in the Fractional domain the signal magnitude A after 
DPCA is characterized by a Rayleigh distribution, equation (5.21), the parameter ߪଶ can be 
estimated from samples ai in the Fractional domain by equation (5.22), (J. Sijbers, 1999). 
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5.7. Ship Monitoring from TanDEM-X and TerraSAR-X satellites 
The above considerations are applicable for instance to TerraSAR-X Dual Receive Antenna mode 
(S. Suchandt, 2010), which splits the antenna in two halves and records the signals of both with 
separate electronics. Some additional consideration has to be done for TanDEM-X and TerraSAR-X 
satellites, which fly with an across-track and along-track separation which varies along each orbit in 
a Helix configuration, with two separate antenna channels on each platform, providing a total of 
four receiving channels. 
By choosing the along-track baseline between the satellites in the order of several kilometers (time 
delay of few seconds), the moving targets are observed from the two satellites at different times, 
and the displacements of the moving targets in the two SAR images will be different due to time 
delay and target motion. In (S. Baumgartner, 2007), an optimal time delay giving the best 
performance is estimated to be approximately 2.5 seconds, corresponding to an along-track baseline 
in the order of 20 km. Each satellite is operated in a Dual Receive Antenna mode in order to enable 
the application of DPCA technique for clutter suppression. By estimating the relative target 
displacements between both clutter suppressed DPCA images, it is possible to derive the moving 
targets motion parameters. 
5.7.1. Mathematical Approach 
According to Fig. 5.7, where the Cartesian acquisition geometry should be extended to a spherical 
one to take into account also the approximately circular flight orbits of the satellites, the SAR 
platform moves with constant velocity vs in the along-track direction, (S. Baumgartner, 2007). 
 
Fig. 5.7 – Two-channel SAR geometry. 
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At time t = 0, the moving target is located at x = x1 = 0, y = y1 and z = 0, having an instantaneous 
along-track velocity vx1 and acceleration ax, an instantaneous across-track velocity vy1 and 
acceleration ay. It is assumed that target does not move in z-direction and the acceleration 
components remain constant in time. 
The along-track displacement ∆ݔଵ of the moving target after SAR processing, for non-squinted and 
Nyquist sampled case is given by, (V.C. Chen, 2002): 
∆ݔଵ ؆ െݒ௦ ஽݂஼,ଵ݇௔,ଵ  (5.24)
where ஽݂஼,ଵ is the Doppler shift and ݇௔,ଵ is the Doppler slope of the received moving target signal. 
Considering that ݒ௦ >> ݒ௫ଵ, ݒ௬ଵ and the observation time is in the order of only one second, 
Doppler shift and Doppler slope can be approximated by equation (5.25). 
஽݂஼,ଵ ؆ െ
2
ߣ
ݕଵ
ݎଵ ݒ௬ଵ ൌ െ
2
ߣ ݒ௬ଵݏ݅݊ߠ௜,ଵ 
݇௔,ଵ ؆ െ
2
ߣݎଵ ൣሺݒ௦ െ ݒ௫ଵሻ
ଶ ൅ ݕଵܽ௬൧ 
(5.25)
where ݎଵ is the slant range distance at t = 0, ݕଵthe across-track distance at t = 0, ߠ௜,ଵ the incidence 
angle and ߣ the radar wavelength, as in Fig. 5.7. 
The across-track displacement ∆ݕଵ of the moving target, due to the same chirp scaling processing of 
the stationary case, is given by equation (5.26): 
∆ݕଵ ؆
∆ݔଵ
2ݒ௦ ݒ௬ଵ ൌ
1
ߣ݇௔,ଵ
ݕଵ
ݎଵ ݒ௬ଵ
ଶ ൌ ݏ݅݊ߠ௜,ଵߣ݇௔,ଵ ݒ௬ଵ
ଶ  (5.26)
Considering a second radar platform, it is assumed to be displaced of da from the first one only in 
the along-track direction, Fig. 5.8. This strong assumption will be removed in Par. 5.7.3. 
 
Fig. 5.8 – Along-track configuration. 
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Assuming that the along-track baseline between the two antennas corresponds to a time delay of 
only few seconds, the incidence angle ߠ௜ and the Doppler slope ݇௔ of the moving target signal does 
not change significantly between the two acquisitions, and the approximations in equation (5.29) 
are valid: 
݇௔,ଵ ؆ ݇௔,ଶ ൌ ݇௔ ܽ݊݀ ߠ௜,ଵ ؆ ߠ௜,ଶ ൌ ߠ௜ (5.29)
Thus, moving target relative along-track and across-track displacements are given by eq. (5.30). 
∆ݔ௜௠௚ ؆ ݒ௦
2ݏ݅݊ߠ௜,ଵ
ߣ݇௔,ଵ ܽ௬Δݐ௕ ൅ ∆ݔ௕ ൌ ∆ݔ௜௠௚,௔௬ ൅ ∆ݔ௕ 
∆ݕ௜௠௚ ൌ ∆ݕଶ െ ∆ݕଵ ؆
ݏ݅݊ߠ௜,ଵ
ߣ݇௔,ଵ Δݐ௕ሺ2ݒ௬ଵܽ௬ ൅ ܽ௬
ଶΔݐ௕ሻ ൅ ∆ݕ௕ 
(5.30)
The displacement ∆ݔ௜௠௚,௔௬ caused by the moving target across-track acceleration ܽ௬ may be quite 
larger than the distance ∆ݔ௕ traveled by the target during the interval Δݐ௕. 
The first term of the relative across-track displacement ∆ݕ௜௠௚ in the second equation (5.30) is in the 
order of one across-track resolution cell in most practical cases for TerraSAR-X and TanDEM-X, 
(S. Baumgartner, 2006), thus: 
∆ݕ௜௠௚ ؆ ∆ݕ௕ (5.31)
5.7.2. Velocity Estimation Technique 
By applying DPCA technique both for TerraSAR-X and TanDEM-X, two independent clutter 
suppressed DPCA images are achieved. If the moving target is detected at least in one DPCA 
image, it is possible to estimate its Doppler slope ݇௔,ଵ through a matched filter bank or the FrFT 
(see par. 5.6.2) in order to refocus and increase the signal-to-clutter plus noise ratio (SCNR) of both 
DPCA images, based on the assumption ݇௔,ଵ ؆ ݇௔,ଶ in (5.29). Consequently, through a two-
dimensional correlation process, it is possible to obtain the moving target relative displacements 
∆ݔ௜௠௚ and ∆ݕ௜௠௚, Fig. 5.9, which will allow to estimate the moving target velocity. 
Since the moving target relative along-track displacement ∆ݔ௜௠௚, equation (5.30), is mainly 
affected by the product ܽ௬Δݐ௕, a change in the Doppler slope ݇௔,ଵ of several Hz caused by a moving 
target does not change its value significantly. Therefore, by using with a good approximation the 
Doppler slope of a stationary target, from the first equation (5.30) an estimate of the moving target 
along-track displacement ∆ݔො௜௠௚ is given by equation (5.32): 
∆ݔො௜௠௚ ؆ െ
ݎଵݏ݅݊ߠ௜,ଵ
ݒ௦ ොܽ௬Δݐ௕ ൅ ݒҧ
෠௫∆ݐ௕ (5.32)
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From equation (5.32), an estimate of the average along-track velocity ݒҧ෠௫ can be obtained, where 
∆ݔ௜௠௚ was previously computed: 
ݒҧ෠௫ ൌ
∆ݔො௜௠௚
∆ݐ௕ ൅
ݎଵݏ݅݊ߠ௜,ଵ
ݒ௦ ොܽ௬ (5.33)
To obtain an estimate of the across-track acceleration ොܽ௬, equation (5.33) can be replaced in the 
Doppler slope equation (5.25), neglecting the small difference between ݒҧ௫ and ݒ௫ଵ compared to the 
product ݕଵܽ௬, giving: 
ොܽ௬ଶ ൅ ොܽ௬݌ ൅ ݍ ൌ 0 (5.34)
where: 
݌ ൌ ሺ2ܣܤ െ 2ܤݒ௦ ൅ ݕଵሻ
1
ܤଶ 
ݍ ൌ ൤ሺܣ െ ݒ௦ሻଶ ൅
ߣݎଵ݇௔,ଵ
2 ൨
1
ܤଶ 
(5.35)
with: 
ܣ ൌ Δݔො௜௠௚Δݐ௕ , ܤ ൌ
ݎଵݏ݅݊ߠ௜,ଵ
ݒ௦  (5.36)
The only solution of physical relevance of equation (5.34) is given by (5.37). 
ොܽ௬ ൌ െ
݌
2 െ ඨቀ
݌
2ቁ
ଶ
െ ݍ (5.37)
To estimate the moving target across-track velocity, the following relation can be obtained from the 
second equation (5.27) and (5.31), where ∆ݕ௜௠௚ was previously computed: 
ݒො௬ଵ ൌ
Δݕො௜௠௚
Δݐ௕ െ
1
2 ොܽ௬Δݐ௕ (5.38)
The along-track velocity estimate can be obtained from the second equation (5.25): 
ݒො௫ଵ ൌ ݒ௦ െ ඨെ෠݇௔,ଵ
ߣݎଵ
2 െ ݕଵ ොܽ௬ 
(5.39)
The along-track acceleration estimate can be obtained from the first equation (5.27): 
ොܽ௫ ൌ
2
Δݐ௕ଶ
ሺΔݔො௕ െ ݒො௫ଵΔݐ௕ሻ (5.40)
Where the along-track distance traveled by the target Δݔො௕ is computed from equation (5.30): 
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Δݔො௕ ൌ Δݔො௜௠௚ െ ݒ௦
2ݏ݅݊ߠ௜,ଵ
ߣ ෠݇௔,ଵ
ොܽ௬Δݐ௕ (5.41)
Finally, the moving target repositioning values in along-track and across-track directions for image 
1 can be computed from equation (5.24) and (5.25): 
Δݔොଵ,௥௘ௗ௜௦௣ ൌ െΔݔොଵ ؆ െ
2ݒ௦ݏ݅݊ߠ௜,ଵ
ߣ ෠݇௔,ଵ
ݒො௬ଵ 
Δݕොଵ,௥௘ௗ௜௦௣ ൌ െΔݕොଵ ؆ െ
ݏ݅݊ߠ௜,ଵ
ߣ ෠݇௔,ଵ
ݒො௬ଵଶ 
(5.42)
5.7.3. Discussion 
Moving targets in conventional SAR images appear displaced from their true positions, with large 
and small displacements respectively in the azimuth and range direction, because of the Doppler 
shift due to moving target across-track velocity, and blurred in azimuth direction because of the 
moving target along-track velocity and across-track acceleration. 
For a single platform with two phase centers, it is possible to achieve a small along-track baseline 
due to the short extension of the SAR antenna in flight direction, with time delays in the order of the 
millisecond, and very low target motion sensitivity: 
߶஺்ூ ൌ
4ߨ݀ݏ݅݊ߠ
ߣݒ௦ ݒ௬ 
(5.43)
where ݀ is the along-track baseline between the two antenna sub-apertures and ߠ is the local 
incidence angle, as in (5.17). In this way, it is possible to estimate only very fast movements. 
With longer baselines, allowed by two SAR platforms like TanDEM-X and TerraSAR-X flying in 
close proximity, time delays are in the order of the second, and it is possible to reduce the minimum 
detectable velocity and achieve higher sensitivities to measure target motions, while on the other 
hand very long along-track baselines increase the variety of blind velocities due to phase wrapping, 
(C. Schaefer, 2008). This last issue can be overcome by additional splitting of the SAR antenna for 
each satellite, allowing multiple ATI baselines and consequently reducing blind velocities and 
enabling clutter suppression through DPCA. 
The processing steps can be summarized as: 
1. Clutter suppression and detection through DPCA technique (ݒ௬ ് 0); 
2. 2D cross-correlation to estimate the relative displacements in along and across-track direction; 
3. Once the target is detected, its Doppler slope can be estimated and the moving target images can 
be refocused for increasing the SCNR; 
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4. Estimation of the true geographical position and velocity vector for each detected moving target. 
The above approach is based two platforms displaced of da only in the along-track direction, 
without any across-track baseline component. In the general case, it is necessary to take into 
account an hybrid baseline composed by an along-track and also an across-track component, and 
the extraction of target motion information is also challenging because of the need to compensate 
the across-track baseline component, (S. Suchandt, 2012). In the literature, two main approaches are 
suggested to remove the across-track effect from the hybrid interferogram. The first one consists in 
deriving from a very high accuracy Digital Elevation Model (DEM) on the area of interest an 
across-track phase according to the satellite acquisition geometry, which shall be subtracted from 
the interferogram. In this case, the results is highly dependent on the DEM accuracy, which shall 
reproduce even small features, otherwise the phase contribution due for instance to buildings can be 
mistakenly interpreted as motion. A second approach suggests to estimate along-track phase from 
the hybrid wrapped interferogram after removal of the flat earth phase, (L. Yang, 2008). According 
to this technique, based on the consideration that small moving targets cause point-like phase 
alterations of the interferogram while, for flat terrain, across-track phase varies locally only slowly, 
it is possible to estimate the along-track phase ߶෠஺்ூ in a certain position by subtracting an estimate 
of the local across-track (topographic) phase ߶෠௑்ூ computed as an average of the interferogram 
phase in the neighboring points. 
߶஺்ூ ൌ ܽݎ݃൛ܫ · ݁ି௝థ෡ ೉೅಺ · ݁ି௝థ೑೗ೌ೟ൟ 
߶௑்ூሺ݉, ݊ሻ ൌ
1
ݓଶ ෍ ෍ ܽݎ݃൛ܫሺ݇, ݈ሻ · ݁
ି௝థ೑೗ೌ೟ሺ௞,௟ሻൟ
௡ା௪/ଶ
௟ୀ௡ି௪/ଶ
௠ା௪/ଶ
௞ୀ௠ି௪/ଶ
 
(5.44)
where ܫ, ߶௙௟௔௧, ሺ݉, ݊ሻ and ݓ represent respectively the hybrid interferogram, the flat earth phase, 
the pixel position and the size of the analysis window, which shall be large enough compared to the 
moving target size in order to do not compensate also its along-track phase. Also the application of 
a filter is suggested in order to exclude the moving target position and the outliers among all the 
values in the window. Furthermore, in order to avoid technique failure due to low coherence over 
sea or to sea surface motion seen as a distributed moving target, the sea surface at a first 
approximation and after removal of the flat Earth phase can be considered flat compared with 
across-track phase, so across-track phase component over the sea can be compensated considering 
the phase estimate taken at the coastlines. The effectiveness of this approach should be 
experimented on real data especially over the sea, which represents a very challenging scenario for 
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across-track baseline component compensation, also because even if the flat approximation over the 
sea can be assumed, the effects of the sea motion should be properly investigated. 
The estimated across-track phase, together with the flat earth contribution, shall be used also to 
compensate the phase in the master single-look complex (SLC) image in input to DPCA for clutter 
suppression, ܵ · ݁ି௝థ෡ ೉೅಺ · ݁ି௝థ೑೗ೌ೟, before subtracting the slave SLC image. 
After the hybrid interferogram compensation for the across-track phase component, it is possible to 
correlate target motion to the interferogram phase. A constant ship translational motion causes a 
constant phase offset. Fringes may be induced by a ship rotation, in particular a roll rotation (around 
azimuth) causes range fringes, a yaw rotation (around zenith) and a pitch rotation (around ground 
range) cause azimuth fringes. 
Classical Commercial-On-The-Shelf (COTS) software packages such as ENVI 4.8, SARscape 4.4, 
ERDAS IMAGINE 2011, SOCET GXP 3.2.0 and Next ESA SAR Toolbox (NEST) 4C-1.1 
currently do not implement DPCA or ATI, but may help in some basic processing step such as 
coregistration, filtering, FFT. In particular, NEST implements a Two-Parameter CFAR Detector for 
ship detection and also allows to estimate and subtract the topographic phase from an interferogram, 
given an high accuracy input DEM, which may be useful for across-track baseline component 
compensation. 
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CONCLUSIONS 
 
 
In this Thesis, several state-of-the-art and innovative techniques for Digital Elevation Model (DEM) 
generation from Synthetic Aperture Radar (SAR) images, both based on phase and amplitude 
information, were deeply analyzed, focusing on the methods which allow the improvement of the 
accuracy of the DEM product. 
The availability of high accuracy DEM products is directly related to the geolocation accuracy of 
geocoded images and it is considered as an enabling factor for a large series of civilian and Defence 
applications, such as topography, air and surface based weapon system navigation, 3D visualization; 
go/no-go route planning based on slope assessment, cross-country movement and trafficability 
analysis, intelligence preparation of the battle-space, improved crisis intervention planning, modeling 
and simulation, 3D flight mission planning and simulation (aircrafts, missiles, etc), line-of-sight 
analysis, electromagnetic propagation analysis for telecommunication applications, etc. 
Some of the proposed techniques were experimented on real data, i.e. COSMO-SkyMed (CSK) data, 
assessing the achievable performances compared with the state-of-the-art, pointing out and 
quantitatively highlighting the acquisition and processing strategies which would allow to maximize 
the quality of the results, and performing a critical analysis about the main errors affecting the 
applied techniques, as well as the limitations of the orbital configurations, identifying several 
complementary techniques which would allow to overcome or mitigate the observed drawbacks. 
In particular, in Chapter 1 the main concepts concerning SAR operating principles were introduced 
and the main characteristics and performances of CSK and TDX satellite systems were described. 
In Chapter 2 a review was proposed about the state-of-the-art SAR interferometric techniques for 
DEM generation, analyzing all the relevant processing steps and deepening the study of the main 
solutions recently proposed in the literature to increase the accuracy of the interferometric 
processing. 
In Chapter 3 several complementary and innovative techniques respect to the interferometric 
processing were analyzed, such as the multi-chromatic approach to SAR interferometry and the delta-
k technique, which allow to skip the error-prone phase unwrapping processing step; or the wavelet-
based DEM fusion, which allows to take advantage of the specific frequency trend of the atmospheric 
distortions to estimate and properly weight the noise and atmospheric distortion power from each 
interferogram and improve the DEM accuracy; or permanent scatterers interferometry and SqueeSAR 
techniques, which allow to overcome several limitations of SAR interferometry and to obtain high 
accuracies over very stable scatterers through a huge number of SAR images, but voids filling has to 
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be properly taken into account; or radargrammetry, which is based on amplitude data and it is not 
affected by the main error sources related to the phase. These techniques can be applied in place of 
specific interferometric processing steps in order to increase the DEM accuracy or can concern the 
combination of complementary techniques to mitigate mutual disadvantages and to improve the 
overall performances. 
In Chapter 4 experimental results were presented, obtained in the generation of high accuracy DEM 
by applying to a dataset of CSK images properly selected state-of-the-art interferometric techniques 
and innovative methods to improve DEM accuracy, exploring relevant limitations, and pointing out 
innovative acquisition and processing strategies. 
The performed analysis allowed to explore the interferometric capabilities of CSK constellation for 
DEM generation, and several test cases were studied on a single scenario where ground truths were 
available for quality check and validation purposes. Even if a more extensive experimental campaign 
would be necessary if DEM quality certification aims wanted to be pursued, the results of the 
performed analysis are sufficient to understand the potentialities of CSK constellation for DEM 
generation according to the proposed operational concept, focused on the capability to quickly 
generate on-demand a very high accuracy DEM on a specific selected area. These results allowed to 
state that the DEM which is possible to generate from CSK data can be compliant with HREGP NGA 
standard, with accuracies between HREGP and HRE-80 quality levels, which entail a contribution to 
the geolocation accuracy of geocoded images using the generated DEM lower than 10 m for high 
incidence angles. If ground truths for quality check and validation purposes were available, the study 
can be further extended to more challenging topographies. 
Furthermore, a theoretical error study and an experimental sensitivity analysis was performed based 
on CSK data in order to understand the dependencies of DEM accuracy on several relevant 
parameters such as normal baseline length, coregistration accuracy (DEM-assisted or not), usage of 
calibration GCP during processing and application of CBF. 
In addition, a trade-off analysis was performed to quantitatively understand if it is possible to achieve 
improvements in the DEM final accuracy through a proper interferometric processing or other ad-hoc 
techniques. In particular, an analysis of the improvement of the DEM accuracy through a 
combination of acquisitions on the same site from ascending and descending passages was 
performed, in order to solve part of the errors introduced by shadowing and layover effects. Also a 
wavelet-based fusion between the generated DEM and a low resolution SRTM DEM was performed 
in order to mitigate the atmospheric disturbances at low frequencies due to the repeat-pass 
interferometry, through the injection of the low spatial frequencies of the low accuracy SRTM DEM, 
preserving the high spatial frequencies and details information of the DEM generated from CSK. 
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A critical analysis was performed also in relation to all the factors and parameters which limit the 
achievable performances in DEM generation. 
Based on the obtained results and on the consequent critical analysis, several interferometric 
specifications for new generation SAR satellites were identified. 
Moreover, an innovative procedure for on-demand DEM production from CSK SAR data was 
elaborated and proposed, fulfilling the proposed operational concept. An innovative DEM auto-
validation method was also introduced and it is under review, to perform a quality analysis of a 
generated DEM even without vertical ground truths. 
In Chapter 5, a literature review was proposed about the main state-of-the-art ship monitoring 
techniques, considered as one of the main fields of application, together with DEM generation, which 
takes benefit from SAR data, based on single/multi-platform multi-channel SAR data. In particular, 
the basic principles of Ground Moving Target Indication (GMTI) were described, focusing on 
Displaced Phase Center Antenna (DPCA) and Along-Track Interferometry (ATI) techniques, and 
analyzing how target detection and velocity estimation can be performed, with a focus on TanDEM-
X (TDX) data. 
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