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Abstract 
Character recognition system has received considerable attention in recent years due to the tremendous need for 
digitization of printed documents. The textual representations of images convey information relating to what is 
actually depicted in the image as well as what the image is about. Manual assignment of text data from images is time 
consuming and costly. Hence automation of text extraction from images is a challenging area in image processing 
due to its potential applications. Since text contained in images might be of different fonts, different languages, 
having surface deformation, poor quality, or even blurred, the proper text extraction becomes very difficult. If all 
these difficulties are overcome, the text extraction can be beneficial for different applications. Some of these 
applications include character recognitions in surveillance, object identification, banking sector, market survey and 
all.. The recognition rate drops drastically in some methods, when the font style or size of the character changes. This 
survey addresses a comparative study of different techniques available for extraction of characters from complex 
images 
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1. Introduction 
The task of character recognition in complex images is related to problems considered in camera based 
document analysis. Text processing from complex images is a difficult task. To make the machine-man 
interaction easier in some situations, it is desirable to have a software that handles the text inputs from 
images. This software should automatically extracts, analyze and store information from complex images. 
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The general character recognition system often consists of different stages viz. preprocessing, feature 
extraction and classification. Fig 1 shows flow of the steps involved in a general recognition system. 
 
           
 
 
                                                  Fig 1: Block diagram of general character recognition system        
 
           First stage is a pre-processing step in which removing of noise and blur, skew/slant correction etc 
are performed on the images. Once pre-processing has been done, next step will be the feature extraction. 
This will minimize the within class variances and maximizes the between class variance. The extracted 
features are then fed into the classifier for classification. The classifier searches for a match between the 
features extracted from the given character's image and the library of image models and then extracts the 
correct model from the library.  
 
       There are some challenges in the area of character recognition and some of these challenges are 
briefly described in Section 2. Many previous works done in the area of character recognition. Some of 
these recent works are described and compared in section 3. Section 4 describes the advantages and 
disadvantages of different techniques and last section gives the conclusion. 
2. Challenges in character extraction 
     The main challenge is to design a system as versatile as possible to handle the unknown text layout in 
the image, character fonts and sizes and variability in imaging conditions with uneven lighting, reflection, 
shadowing and aliasing. Variation in Font style, size, Orientation, alignment & complexity of background 
even makes the character segmentation as a challenging task in extraction. All these challenges have been 
considered before developing a good character recognition system. 
3. Literature Survey 
3.1 Using K Mean Clustering 
 
       The method suggested by Karthik Sheshadri, Pavan Kumar T Ambekar, Deeksha Padma Prasad and 
Dr. Ramakanth P Kumar [1], utilizes centroids obtained from k-means clustering as features for character 
recognition by the nearest neighbour mechanism. Traditional recognition features require prohibitively 
large training databases to achieve font independence for languages with similar characters and large 
character sets. The use of the k-means algorithm reduces the size of the training database and achieves 
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comparable accuracy for well segmented texts. Since the number of comparisons required to arrive at the 
nearest match is correspondingly lower, enormous time saving can be achieved in using k mean. This 
method discusses probabilistic and geometric seeding methods for centroid calculation. The advantage of 
this approach is that it can correctly recognize characters from a font which is not incorporated in the 
training database. The method is described below: 
• Converting RGB image to grayscale and then convert to binary. Residue removal is carried to remove 
the dark lines and the patches in the image. Filter the image to remove stray pixels (noise) and image is 
skeletonised to avoid character overlap. 
• To extract the word from images, the fact that considers is characters bordering words are more greatly 
spaced than character within a word. Thus the boundary of a word can be demarked. Watershed the 
newly obtained “word image" to obtain the regions bounding each character and flow of pixels within 
each region is then traced to extract the character. 
• Use K mean clustering algorithm for character recognition and use probabilistic or geometric seeding 
methods for centroid calculation. The objective is to minimize the net intracluster variance. This may 
be represented by the equation.                                                 
                                                                                                     (I) 
               where k represents clusters and,  Si and  μi represent the centroid of each cluster. The data set is 
said to have converged when ¨V=0. 
3.2 Using Back Propagation Algorithm. 
       Sang Sung Park, Won Gyo Jung, Young Geun Shin and Dong-Sik Jang[2] proposed an OCR system 
that uses Back Propagation algorithm which is an efficient learning of Multi-Layer Perceptron (MLP). 
Back Propagation algorithm saves abstracted characters automatically to DB after extracting only 
equivalent and necessary characters from a large amount of documents. BP is a three layer feed-forward 
network that contains hidden layer between input layer and output layer. The forward step presents input 
pattern of neural network and it produces output by using input function and activation function. 
Components of optical character recognition system that was proposed, is divided into different part and 
one among them is character learning part. This part creates resetting connection weight that inputs 
character image and extracts information of pixel value about relevant image by using BP algorithm. The 
step for character extraction is as follows. 
• Input the character image to learn and then binarize. Set all pixels as non visited points. Start from a 
pixel and then search for a non visited pixel. If the pixel value is 1 which means it is a character and 
then begins grouping the pixel and repeat the process till getting a 0 value. If the pixel value is 0, then 
search again the pixel value of non visited point except visited pixels before. If all the pixels are 
visited, end grouping. 
• After grouping the learning image, normalize it to a preset size After grouping of many learning 
image which is specified to learning , reducing the errors between desire value and output value by 
using BP algorithm and pass through the process that update connection weight value. 
3.3 Using Template Matching 
 
      A Novel Morphological Method for Detection and Recognition of Vehicle License Plates [3] is 
suggested by S.H. Mohades Kasaei, S.M. Mohades Kasaei and S.A. Monadjemi. In this method, template 
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matching scheme will be used to recognize the digits and characters within the vehicle plate. This 
extraction method follows the following steps: 
• Image is filtered first for enhancing and removing the noises and unwanted spots. Then dilation 
operator is applied to the image for separating the characters from each other if they are close. After 
that partition scanning is proposed to extract characters. Then normalize the image to refine the 
characters into a block containing no extra white spaces (pixels) in all the borders of the characters. 
Fit each character to 38x20 blocks. 
•  The next step is template matching. This method measures the correlation coefficient between a 
number of known images with the same size unknown images or parts of an image with the highest 
correlation coefficient between the images producing the best match. 
       This method has to maintain a huge database for similarity matching and may cause error due to 
character similarities. 
 
3.4  Using Two-stage Multi-network classification approach employing Wavelet features 
     R Sanjeev Kunte and R D Sudhaker Samuel [4] developed an OCR system for Kannada character 
recognition. The proposed system architecture is as follows: 
 
 
                             Fig 2: Block diagram of character recognition system 
     The words are segmented using the horizontal and vertical projection profiles of the printed image. 
Then, by using a two-stage method, the characters are extracted, in which, each segmented word is 
examined for the presence of subscript characters. If subscript characters are present in the word, then 
they are extracted using the connected component method in the first-stage. If subscripts are not present 
(or when all the subscripts are extracted) then the main characters from the word are segmented using 
vertical projection profile in the second-stage. 
     The character contour is extracted from the segmented character by classifying the pixels of character 
into interior, noise and contour points [5], and is then normalized to make the character representation 
invariant to different transformations such as size, shift and numbers of contour points [6]. For a given 
character contour, its wavelet features are extracted by applying Discrete Wavelet Transform to the 
contour points to get wavelet descriptors which serves as features for the character .Then this is trained 
using neural classifiers to recognize the character and generate the class information. The character class 
is mapped to Kannada font and stored in a document file. The recognized character is then displayed on 
the system screen as a read-out of the document. 
3.5 Using Wavelet Packet Based Features and K-NN classifier 
           This novel texture-based approach presented by M.C. Padma and P. A. Vijaya [7] is to identify the 
script type of the collection of documents printed in different scripts. The document images are 
decomposed through the Wavelet Packet Decomposition using the Haar basis function up to level two. 
The Haar wavelet transformation is chosen because the resulting wavelet bands are strongly correlated 
with the orientation elements in the GLCM (Gray Level Co-occurrence Matrix) computation. The second 
reason is that the total pixel entries for Haar wavelet transform are always minimum.  
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     In the proposed method, input images are decomposed through the Wavelet Packet Decomposition 
using the Haar (Daubechies 1) basis function to get the four sub band images namely Approximation (A) 
and three detail coefficients - Horizontal (H), Vertical (V) and the Diagonal (D). Then nonlinear 
transform function is applied on the wavelet packet coefficients for obtaining a better representation of 
natural textured images and hence the wavelet packet coefficients become quantized. Gray level co-
occurrence matrices can be constructed for the quantized wavelet sub bands. Gray-level co-occurrence 
matrices (GLCMs) are used to represent the pair wise joint statistics of the pixels of an image. Haralick 
texture features such as inertia, total energy, entropy, contrast, local homogeneity, cluster shade, cluster 
prominence, and information measure of correlation are extracted from these gray level co-occurrence 
matrices. These features are known as the wavelet packet co-occurrence features. An optimal feature 
points are determined from all the extracted features inorder to reduce the dimension of the features. 
These features are stored in a feature library and used as texture features later in the testing stage. Then 
K-nearest neighbour classifier is then used to classify the test samples. The features are extracted from the 
test image using the above feature extraction algorithm and then compared with corresponding feature 
values stored in the feature library using the Euclidean distance formula.  
                                                                              (II) 
where N is the number of features in the feature vector  fj(x) represents the feature of the text sample X 
and fj (M) represents the jth  feature of the Mth class in the feature library. 
      So, in this method, the K -nearest neighbours are determined and the test image is classified as the 
language type of the majority of these K-nearest neighbours. 
3.6. Using Eigen values for feature Extraction 
      This proposed method suggested by Xudong Jiang, Bappaditya Mandal, and Alex Kot [8], extracts  
eigen features from the training data (training data will be the individual segmented characters and that 
have been put in different classes for training) and then saves this features for recognition stages. The 
proposed approach is summarized below:  
• Given a training set of character image column vectors {Xi} where Xij ɽ IRn . Let the training set 
contain p characters and qi sample images for character i. For character recognition, each character is a 
class with prior probability Ci. Then the within scatter matrix is calculated based on the equation 
                                            (III) 
• Find the eigen features from the generated scatter matrix. Then plot eigenvalues Ȝgk against the index k 
which is called eigenspectrum of the training data. 
• Decompose the eigenspace into face, noise, and null spaces based on the eigen spectrum generated. 
Eigenfeatures are regularized differently in these three subspaces based on an eigenspectrum model to 
alleviate problems of instability,  overfitting,  or poor generalization. 
• Transforming the training data by projecting it to regularized eigen space. 
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• Calculate new total scatter matrix formed on regularized training data and calculate the eigen features 
again. 
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At the recognition stage: 
• Transform character image vector X into feature vector F using the feature regularization and 
extraction matrix U obtained in the training stage. 
                                                                                                                                                                 (VI) 
• A nearest neighbourhood classifier (NNK) is applied to test the proposed Eigen Feature Extraction 
approach. The features are extracted from the input image using the feature extraction algorithm. 
Cosine distance measure between input feature vector s FP and trained feature vectors FG are used. 
                                                                                                                                                                (VII) 
 
 
• The K - nearest neighbouring distance are determined and the input image is classified to the 
majority of these K-nearest neighbours. 
3.9   Using Gabor Filters for feature extraction  
         The proposed method by Dr. K.P.Soman, R. Ramanathan, Arun.S.Nair, L.Thaneshwaran, 
S.Ponmathavan, and N.Valliappan [9] is a robust technique for feature extraction using Gabor Filters, to 
be employed in the OCR. The technique generally extracts fifty features based on global texture analysis 
and can be further extended to increase the number of features if necessary. The characters are segmented 
from the printed text using any suitable segmentation algorithm. The steps for the feature extraction are as 
follows: 
•  The segmented images are resized in to 64X64 sized images and converted to binary images. A bank 
of 24 Gabor filters are used for this purpose. The values of (2.7, 4.1, and 5.4) are fixed for Ȝ. The value 
for parameter ș is taken as kʌ/8, where k is varied as 1, 2…8. Thus 24 Gabor channels are obtained. 
     A 2D Gabor is a Gaussian modulated sinusoid in the spatial domain and a shifted as a shifted Gaussian 
in the frequency domain. It is represented by equations given below: 
                                                                                                                                                                (VIII) 
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     The Gabor filters can be better used by varying the parameters like Ȝ, Ȗ, ĳ and ș. In the above 
equations, x and y represent image coordinates; Ȝ is the wave length of cosine equation; Ȗ characterizes 
the shape of Gaussian, and ș represents the channel orientation and takes values in interval (0, 360). Since 
it is symmetric, ș varies from zero to 180. The response of this filter is nothing but the convolution. The 
value of ș and ı must be taken under some considerations to make the choice of filter to be optimum. 
• The images are passed through the filters to get 24 filtered images. These images are then resized to 
64X64. For each of these images the mean and standard deviations are computed. These account for 
48 features. Another image is created whose each pixel value is the maximum of all the pixel values 
of the 24 filtered images at that position. The mean and standard deviation are calculated for the Max 
image. Thus, there are 50 features in total. 
           The extracted features are independent of each other and the proposed method can be used in 
printed character recognition. 
Advantages and Disadvantages of different  methods 
Table  1.  Table showing the advantages and disadvantages. 
Method Advantage Disadvantage Accuracy 
 
 
Using k-means 
clustering [1] 
I. font independence  
II. Recognize characters 
from a font which is not 
incorporated in the 
training database 
I. Initial centroid 
calculation  may causes 
error  in recognition 
II. Limited to small no 
of characters 
 
Achieve recognition 
rate around 95.01 % 
 
Using BP Algorithm [2] 
I. Efficient for mass no 
of data   
II. More  accuracy and 
efficient 
 
I. Fails to recognize  
similar characters         
Achieve recognition 
rate around 96 % 
 
Using Template 
Matching [3] 
 
I. High accuracy and 
Robustness 
I. Has to maintain a 
huge database.                   
II. May cause error due 
to character similarities 
Accuracy is 92% 
percentage  
Using Two-stage 
Multi-network 
classification approach 
employing Wavelet 
features [4] 
 
I. Easy to classify large 
data set.   
I. Fails to distinguish 
similar characters              
independence.                
II. Recognition fails for 
untrained font 
 
Recognition rate is  
about 91%  
 
Using Wavelet Packet 
Based Features and K-
NN classifier [7] 
I. Fast and accurate     
II. Feature extraction 
and segmentation 
method are simple 
 
 
I. Works for specific 
type of Input only 
 
 
The average success 
rate is 99.68%. 
 
 
Using Gabor Filters for 
feature extraction [8] 
I. Cost reasonable   and    
average running time. 
II. Posses optimal 
localization properties 
in spatial and frequency 
domain 
 
I. Features should be 
independent to each 
other 
 
The accuracy of English 
recognition was around 
97% and for Tamil, 
nearly 84%. 
 
Using Eigen values for 
feature extraction [9] 
 
I. High recognition rate 
and achieves more 
accuracy gains. 
II. Gives best 
performance. 
 
 
 
The accuracy rate is  
around 97%  
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5. Conclusion 
 
In this survey, an overview of different character extraction methods for text processing is presented 
which can be utilized for number plate identification, surveillance, library automation, mail sorting, 
market survey etc. This comprehensive study of different methods gives a good understanding about the 
available techniques for character recognition. 
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