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Title in English
Determination of the relationship between mobility and urban form based on multivariate
analysis and expert knowledge.
Resumen: En este trabajo se propone una metodolog´ıa para encontrar las respectivas
relaciones entre movilidad e indicadores calculados para la morfolog´ıa urbana en la
Comunidad Urbana de Estrasburgo (CUS), visto desde el disen˜o de la misma, respecto
a las edificaciones y a la red vial. Teniendo en cuenta diversos estudios de los cuales se
ha obtenido la confirmacio´n emp´ırica de esta relacio´n y la afirmacio´n de los urbanistas,
la cual se refiere a que una creacio´n de los centros urbanos, ma´s compacta, diversa y
orientada a los peatones, puede influir significativamente en co´mo viajan los mismos. En
este caso se trabajara´ con las variables pertinentes de la base de datos de la encuesta de
movilidad a hogares (EMD) por parte del Instituto Nacional de Estad´ıstica y Estudios
Econo´micos (INSEE) de Francia y los indicadores de morfolog´ıa de la ciudad calculados
por Instituto Geogra´fico Nacional de Francia. De modo que en conjunto, esta metodolog´ıa
evidencia que la combinacio´n en la morfolog´ıa de los ı´ndices que miden caracter´ısticas de
las edificaciones y de los ı´ndices medidos sobre la red vial, pueden llegar a determinar el
comportamiento de la movilidad. Dicho de otra manera, en localidades ubicadas en zonas
centrales, los modos de transporte suaves (caminar, uso de bicicleta),esta´n fuertemente
relacionados con la densidad de la red vial, la complejidad de la forma y la agregacio´n.
Adicionalmente, en cuanto a la frecuencia de viajes realizados, es mayor en la medida
que el espacio urbano contenga formas complejas (´ındice de dimensio´n fractal alto). En
cambio, el uso del automo´vil se ve afectado por la alta fragmentacio´n y longitudes de v´ıas
altas pero con un gran nu´mero de intersecciones, principalmente localidades ubicadas en
zonas periurbanas.
Abstract: In this paper is proposed a methodology in order to find the relationship
between mobility and different indicators computed for the urban morphology in the
Urban Community of Strasbourg (CUS ), seen from its design, with respect to buildings
and road network. Taking into account several studies from which was obtained empirical
confirmation of this relationship as well as the affirmation of planners, which refers
to the creation of more compact, diverse and pedestrian-oriented urban centers, can
significantly influence how they travel. In this case we work with the relevant variables
in the database of the mobility survey households (EMD ) carried out by the National
Institute of Statistics and Economic Studies ( INSEE ) of France, as well as morphology
indicators of the city calculated by National Institute of Geography in France. In overall,
this methodology shows that the combination of the morphology indices which measure
characteristics of the buildings and road’s measured indices can be able to determine
mobility behaviors. Seen from another point of view, in localities found in central areas,
the soft transportation modes (as walking or bicycle), are strongly related to the road
network density, shape complexity and aggregation. Additionally, referring to the trips
frequency made, it is higher when the urban space contains complex shapes (fractal
dimension index high). On the other hand, the car usage is affected by high fragmentation
and upper tract lengths but with a large number of intersections, mainly in peri-urban
localities.
Palabras clave: Morfolog´ıa Urbana, Movilidad, fragmentacio´n, conectividad, compleji-
dad, Ana´lisis de coinercia.
Keywords: Urban Morphology, Mobility, fragmentation, connectivity y complexity,
Coinertia Analysis.
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Introduccio´n
Debido al gran caos de movilidad que sufren hoy d´ıa las ciudades ma´s importantes del
mundo, se hace necesario plantear diferentes modelos de desarrollo urbano que estudien
las relaciones existentes entre las propiedades de la forma f´ısica de las ciudades (entendida
como el entorno construido), el respectivo sistema de transporte y la movilidad de todos
los ciudadanos. Las decisiones que los urbanistas toman en cuanto a la planeacio´n de la
ciudad dependen del conocimiento de la relacio´n entre forma urbana y movilidad medida
a trave´s de diversas variables. Estas decisiones deben realizarse de manera informada y
objetiva, ya que afectan directamente la movilidad y por lo tanto la calidad de vida en
las ciudades, la cual se desea aumentar disminuyendo los viajes en transporte motorizado
y las distancias de viaje primordialmente [4].
Estudios anteriores han identificado relacio´n entre la movilidad y la forma urbana de
la ciudad. Se ha observado, por ejemplo, la existencia de una conexio´n entre densidad,
diversidad y disen˜o del ambiente construido con la demanda de viajes [4]. Se ha detectado
igualmente, que una ciudad densa y una ciudad con usos del suelo mixtos y ambientes
agradables, favorece los viajes “suaves” (transporte pu´blico, uso de bicicleta, caminar) [22]
[13]. Adema´s, se ha identificado interaccio´n con un tercer componente medido por factores
socio-econo´micos [20]. Estas relaciones han sido identificadas modelando una u´nica variable
respuesta o estudiando relaciones dos a dos, lo que permite afirmar que existe una relacio´n
entre ciudad, sistema de transporte y movilidad, rec´ıproca y circular en el tiempo, en la
que se subrayan sus caracter´ısticas temporales, espaciales y tambie´n sociales[2].
Sin embargo, no se ha visto el problema desde un punto de vista multivariado estudian-
do la co-estructura de conjuntos de variables de forma urbana y de movilidad simulta´nea-
mente. Se hace por lo tanto necesario abordar este problema desde la caracterizacio´n
multivariada de dicha co-estructura con el fin de entender mejor las relaciones y de ex-
traer un modelo que permita la toma de decisiones futuras. Teniendo en cuenta esto, el
presente trabajo pretende disen˜ar y aplicar una metodolog´ıa basada en el ana´lisis multi-
variado, para caracterizar y encontrar las relaciones entre morfolog´ıa urbana y movilidad.
Este trabajo se realizara´ en dos fases: una primera que busca estudiar la co-estructura
para detectar relaciones entre variables y una segunda en la que se construye y ajusta un
modelo a las relaciones encontradas.
Para poder realizar este ana´lisis se trabajara´ con los datos de la Encuesta de Movilidad
a Hogares de 2009 (EMH) por parte del Instituto Nacional de Estad´ıstica y estudios
Econo´micos (INSEE) de Francia y los datos de morfolog´ıa de la ciudad del Instituto
Geogra´fico Nacional (IGN) de Francia, para las localidades de la Comunidad Urbana
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de Estrasburgo. Estos datos fueron proporcionados por el profesor Diego Moreno de la
Universidad de Niza.
El ana´lisis multivariado permitio´ evidenciar redundancia entre algunas variables, as´ı co-
mo una co-estructura entre el conjunto de variables de movilidad y de forma urbana. Adi-
cionalmente permitio´ confirmar relaciones entre variables de forma urbana y su influencia
positiva o negativa sobre variables de movilidad. Estas relaciones, sumadas a las relaciones
planteadas previamente en la literatura, permitieron la construccio´n de un modelo emp´ıri-
co, el cual, por contener variables latentes, se modelo´ a trave´s de ecuaciones estructurales
en la segunda fase. El ana´lisis de co-estructura resulta ser una herramienta muy u´til pa-
ra la caracterizacio´n de las variables observadas, al igual que apoya en gran medida la
construccio´n del modelo emp´ırico. Sin embargo, la identificacio´n y el ajuste del modelo se
dificultan por problemas de supuestos, los cuales podr´ıan ser solucionados si la informacio´n
se tuviera a un nivel ma´s desagregado (por ejemplo barrio en lugar de localidades).
Los resultados satisfactorios de la aplicacio´n de la metodolog´ıa propuesta, indican que
e´sta puede ser aplicada a cualquier ciudad para la cual este´n disponibles los datos para
localidades de distintos tipos (forma urbana, movilidad, variables socioecono´micas). Para
el caso de Bogota´, por ejemplo, la limitante actual ser´ıa la informacio´n completa sobre
forma urbana. Lo anterior es debido a que no se tiene aun una imagen multiespectral de
la ciudad, la cual es el insumo para construir los indicadores respectivos.
CAPI´TULO 1
Marco teo´rico
1.1. Antecedentes de estudios que buscan establecer relacio-
nes entre forma urbana y movilidad
Recientemente se han realizado varios estudios emp´ıricos sobre las relaciones de mo-
vilidad y entorno construido. De los trabajos referenciados en este estudio, vale la pena
mencionar los ma´s influyentes, con el fin de mostrar el estado del arte de este tema. En
primer lugar, se tiene uno de los art´ıculos que entran en el meta-ana´lisis de 2010, escri-
to por Robert Cervero y colaboradores de 1997 [4], en el que se prueba que el ambiente
construido influye en la demanda de los viajes a lo largo de las tres dimensiones, para el
caso de la bah´ıa de San Francisco. En este caso los modelos realizados estiman la relacio´n
entre las variaciones de millas recorridas por veh´ıculo por hogar y la eleccio´n del modo.
El me´todo estad´ıstico que aplica es la regresio´n lineal mu´ltiple, para predecir las millas
de los viajes de los veh´ıculos realizados por cada persona. Luego un modelo log´ıstico (bi-
nomial) para predecir la probabilidad de que una persona escoja viajar en veh´ıculo no
personal (transporte pu´blico) o en veh´ıculos de varios ocupantes. Finalmente un ana´lisis
factorial para ver las relaciones entre varios conjuntos de variables intercorrelacionados.
Los resultados de este estudio son ma´s asociativos que causales [4].
Un enfoque metodolo´gico diferente a modelacio´n se tiene en el art´ıculo de Giovanni
Fusco de 2004, en el que se analizan las probabilidades de las relaciones causa efecto entre
21 variables correspondientes a forma urbana, oferta de transporte, demanda de movilidad,
flujo de tra´fico, costos de movilidad, externalidades de transporte urbano y caracter´ısticas
econo´micas y demogra´ficas; medidas para 102 ciudades en los cinco continentes. Estas
probabilidades se deducen a partir de la generacio´n de redes bayesianas [11]. Partiendo
de un subconjunto de relaciones que plantea el experto, se selecciona la red bayesiana
ma´s probable aposteriori y se empiezan a analizar las respectivas log-verosimilitudes de
los modelos, teniendo en cuenta una jerarqu´ıa causal expuesta por el invertigador [11]. En
este caso se proponen dos hipo´tesis representadas en dos redes, la primera es que la ciudad
causa su movilidad y la segunda es lo contrario, dando como resultado que la segunda
red es ma´s probable. Adema´s de lo anterior, en la primera red bayesiana se tiene que
una participacio´n alta del uso de la bicicleta y caminar en los viajes totales y una poca
oferta de v´ıas ra´pidas, causan una participacio´n baja del uso del automo´vil; adicional a
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esto que la densidad urbana alta influye en que la velocidad media en las v´ıas sea baja.
Ahora bien, para la segunda red bayesiana, se tiene que la velocidad media baja causa una
densidad urbana menor. Por u´ltimo se debe tener en cuenta que se trabajo´ con ciudades
de caracter´ısticas geogra´ficas, socioecono´micas y de infraestructura totalmente diferentes.
Por otro lado, se tiene el art´ıculo de Lin J. y Yang A. de 2009, en el que se examinan
emp´ıricamente las conexiones entre la forma urbana y la demanda de viajes a nivel agrega-
do, usando un ana´lisis en las zonas de tra´fico en Taipei, Taiwan. Nueve variables latentes
y 25 observadas fueron analizadas usando modelos de ecuaciones estructurales. Mediante
la aclaracio´n de efectos directos e indirectos la evidencia emp´ırica indica que la densidad
esta´ positivamente relacionada a la generacio´n de viajes y negativamente asociada con el
modo privado de transporte. El uso mixto del suelo reduce la generacio´n de viajes e indi-
rectamente incrementa el uso del modo privado; y un ambiente construido amigable para
los peatones reduce significativamente el uso del modo privado. Existe evidencia emp´ırica
que indica que la densidad, la diversidad y el disen˜o afectan le demanda de viajes en a´reas
urbanas tanto directa como indirectamente [13].
Adema´s de los que se nombran anteriormente, se tiene que en el art´ıculo de Florent
Le Ne´chet de 2011 [18], en el que se comparan dos bases de datos, una de movilidad para
34 ciudades europeas, y otra de densidad de poblacio´n, en el que la idea es evaluar el
poder explicativo de los indicadores socio-econo´micos y morfolo´gicos, con respecto a los
siete indicadores de movilidad, incluyendo el consumo de energ´ıa por habitante debido al
transporte (an˜o base 2001). Se concluye que los indicadores socioecono´micos cla´sicos (el
PIB por habitante, la densidad de poblacio´n) y los indicadores morfolo´gicos (la entrop´ıa,
el rango de taman˜o de pendiente) son complementarios a tales objetivos y para tal fin
utiliza como me´todo estad´ıstico la regresio´n lineal mu´ltiple [18].
Por u´ltimo, se tiene el meta-ana´lisis de Reid Ewing y Robert Cervero de 2010, [10], con
el objetivo de aportar a la planeacio´n de las ciudades en cuanto al uso que se le debe dar al
suelo y el respectivo disen˜o urbano, con el fin de reducir tanto el uso del veh´ıculo como de
los costos generados a nivel ambiental y social. Al mismo tiempo se busca en este trabajo
los efectos que esto tiene sobre la demanda de viajes, los cuales no han sido generalizados
au´n. En el art´ıculo se revisa la literatura disponible hasta finales de 2009, sus respectivos
me´todos estad´ısticos, dentro de los cuales esta´n los modelos de regresio´n lineal, no lineal,
log´ıstico, binomial negativo, probit, probit ordenado, poisson, tobit, adema´s de ecuaciones
lineales simulta´neas, puntajes segu´n la estratificacio´n, modelos discretos y continuos de
valores extremos, modelos lineales jera´rquicos, ecuaciones generalizadas de estimacio´n,
modelos de co´pula basados en la conmutacio´n, con los cuales se llega a los siguientes
resultados y/o conclusiones:
• Las variables de viaje son generalmente inela´sticas (insensibles) respecto a los cam-
bios en las medidas referentes al ambiente construido.
• De las variables del entorno consideradas, ninguna tiene un promedio ponderado de
elasticidad de viaje, en valor absoluto, mayor a 0,39. Sin embargo, el efecto combi-
nado de las variables de viaje puede ser grande.
• Las millas recorridas por veh´ıculo esta´n ma´s fuertemente relacionadas con las medi-
das de accesibilidad al destino y con las variables de disen˜o de la red vial.
• Caminar esta´ fuermente relacionado con la diversidad del uso de suelo y el nu´mero
de destinos de corta distancia.
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• El uso del transporte pu´blico esta´ relacionado con la proximidad de las estaciones y
con las variables de disen˜o de la red vial, adema´s con la diversidad del uso del suelo.
Con estos resultados en mente, se tiene una referencia de variables con las que se
puede trabajar en la metodolog´ıa planteada en este trabajo, que hasta el momento no se
ha realizado.
1.2. Ana´lisis de Co-Inercia
En esta seccio´n se presentan los fundamentos del ana´lisis de co-inercia, propuesto por
Dole´dec y Chessel en 1985. El me´todo se puede utilizar, en general, para el estudio de las
relaciones o co-estructura entre dos conjuntos de datos espec´ıficos. La idea es concatenar
las dos tablas con las mismas filas (34 localidades definidas por la EMH) y los dos grupos
de variables que pueden ser de taman˜os diferentes y/o de diferente tipo entre tablas. El
me´todo consiste en realizar ana´lisis de componentes principales (ACP) sobre las coorde-
nadas factoriales de ana´lisis previos hechos a cada tabla de acuerdo a la naturaleza de sus
variables [6].
El ana´lisis de Co-inercia puede ser visto como un ana´lisis de componentes principales
generalizado de los resultados de los me´todos factoriales aplicados a cada conjunto de datos
por separado. Entre estos me´todos puede estar el ana´lisis de componentes principales ACP
o el ana´lisis de correspondencias (AC) [14]. Para esto, se definen las matrices de me´trica
y de pesos en los espacios de individuos y de variables, tanto para el conjunto X como
para el Y (Dn, Dp y Dq respectivamente) [19].
La Co-inercia tambie´n se puede ver como un ACP(T,M,D) donde la matriz T, la
me´trica M y los pesos D son especificados en la seccio´n 1.2.2.
1.2.1. Ana´lisis de componentes principales
El ACP es una te´cnica estad´ıstica [9] que tiene como objetivo principal la representacio´n
de las medidas de varias variables en un espacio de cierta dimensio´n, representacio´n tal,
que nuestros sentidos puedan percibir algu´n tipo de relacio´n. Sin embargo, esto implica una
reduccio´n en la dimensio´n, lo cual conlleva a la pe´rdida de informacio´n, haciendo necesario
un equilibrio entre la informacio´n perdida y la ganancia en te´rminos de significancia.
Para cumplir con este objetivo se construye un nuevo sistema de coordenadas ortogo-
nales que tienen origen en el centro de gravedad de la nube de puntos. Los puntos deben
ser representados de manera que sus proyecciones sobre el nuevo primer eje recoja la ma-
yor cantidad de variacio´n, las proyecciones sobre el segundo nuevo eje recoja la mayor
variacio´n de la restante y continuando de esta manera para los siguientes nuevos ejes.
Este nuevo sistema surge de la traslacio´n y rotacio´n de las coordenadas iniciales, lo-
grando la estandarizacio´n de los datos (centrado y reduccio´n). Las traslaciones no son
transformaciones lineales, sin embargo, tienen la propiedad de no modificar la variabilidad
de la nube de puntos, logrando mantener las mismas varianzas y covarianzas de la nube,
antes y despue´s de los movimientos.
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Las rotaciones son transformaciones lineales de un espacio vectorial sobre s´ı mismo,
las cuales esta´n asociadas con matrices cuadradas, unitarias y ortogonales. Dicha matriz
para el conjunto de datos X y Y, se denota ΣX o ΣY segu´n sea el caso.
Se tiene que las matrices son sime´tricas y por lo tanto tienen p y q valores propios
reales y diferentes respectivamente, garantizando as´ı la diagonalizacio´n de estas matrices.
Ordenando los valores propios, por ejemplo de la matriz X, de mayor a menor
(λ(1), ..., λ(p)) podemos lograr que una matriz Q tenga como primera columna el vec-
tor propio asociado a λ(1), como segunda columna el vector propio asociado a λ(2) y
as´ı hasta que la u´ltima columna sea el vector propio asociado a λ(p). Es decir, se tiene
Q = (U1,U2, ...,Up) donde Ui = (ui1, ui2, ..., uin)′ es el i-e´simo vector propio que apunta en
la direccio´n de la i− esima ma´xima variabilidad de la nube centrada con i = 1, ..., p y ΛX
el vector que contiene los p-valores propios.
Finalmente, se multiplica cada variable centrada por Q obteniendo con esto las p
componentes principales reunidas en F = (F1, ..., Fp), tal que :
Fj = uj1X
c
1 + uj2X
c
2 + ...+ ujpX
c
p,
con Xci la variable i-e´sima centrada. Logrando con esto, componentes principales no
correlacionadas y como combinaciones lineales de las variables originales centradas.
La varianza de cada componente principal es el valor propio correspondiente, luego, la
varianza total se descompone en un nu´mero finito de partes disjuntas de taman˜os cada vez
menores que sumados dan la varianza total de las variables. La reduccio´n de dimensio´n se
da en el momento en el que se descartan algunas de las u´ltimas componentes principales,
debido a que tiene una tasa de representatividad insignificante respecto a la varianza total
de las variables.
Frecuentemente, la variabilidad recogida por las dos primeras componentes principales
es bastante alta, logrando as´ı un espacio (plano) de alta representatividad en el cual se
proyectan los datos con una pequen˜a pe´rdida de informacio´n. De no ser as´ı, la te´cnica
aplicada no estar´ıa cumpliendo el objetivo y no resulta efectiva. Es as´ı como se visualizan
las relaciones de correlacio´n entre las variables originales y de e´stas con los ejes facto-
riales. Ra´pidamente se da una idea de co´mo y en cua´nto contribuye cada variable a la
conformacio´n de las componentes principales.
Para el caso de un ACP no normado, cada variable aporta una proporcio´n diferente
a la inercia total inicial, distorsionando los resultados reales y necesarios, ya que no todas
las variables esta´n interviniendo de igual forma en la definicio´n de la proximidad entre los
individuos [3] (ponderacio´n diferente para cada una). Es necesario entonces reescalar las
variables, mediante una operacio´n matema´tica en cada una, la cual consiste en restar a cada
valor de la variable su promedio, y este resultado dividirlo entre su desviacio´n esta´ndar (σ),
de esta forma se tiene una nueva variable normalizada. Haciendo esta operacio´n para cada
variable, se tiene una base de datos con variables comparables, donde cada una aporta
uno a la inercia total inicial.
1.2.2. Me´todo de Co-inercia
El ana´lisis de Co-inercia es un me´todo factorial para analizar la co-estructura entre
dos conjuntos de datos espec´ıficos. Este me´todo permite realizar, en primera instancia,
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ana´lisis de componentes principales, de correspondencias (simple o mu´ltiples) o cualquier
otro que sea apropiado a cada conjunto de datos por separado [16]. Luego, teniendo claro
los ana´lisis previos, el paso a seguir y el cual nos sumerge en el ana´lisis de intere´s, es
calcular la co-inercia asociada a los vectores propios resultantes del ana´lisis para cada
conjunto de datos, que es:
H(U, V ) = ξ′Dnψ
con ξ el conjunto de componentes principales de X, ψ el conjunto de las componentes
principales de Y y Dn matriz diagonal que contiene los pesos de los individuos.
La Co-inercia tambie´n se puede notar como[16]:
Cov(ξ, ψ) = (Iner1(U))
1/2(Iner2(V ))
1/2Corr(ξ, ψ),
• Iner1(U) = Inercia proyectada sobre U, es decir, varianza de los nuevos resultados
en U.
• Iner2(V ) = Inercia proyectada sobre V, es decir, varianza de los nuevos resultados
en V.
• Corr(ξ, ψ) = Correlacio´n entre dos sistemas de coordenadas, que es maximizada por
la Co-inercia en los ejes asociados con el par de vectores propios.
Ana´logamente, siguiendo con el procedimiento de un ACP y relacionando los dos con-
juntos de datos, la matriz a diagonalizar es:
W = D1/2p X
′DnY DqY ′DnXD1/2p ,
de esta manera, y al igual que en el ana´lisis anterior, en el que se ten´ıan las matrices Q y
ΛX , aqu´ı obtenemos la matriz Uz, matriz de los primeros z vectores propios normalizados
de W y la matriz Λ, matriz de los primeros z valores propios correspondientes.
Se tienen entonces los primeros z ejes de co-inercia asociados con la norma Dp ∈ Rp,
notados como Az y los z primeros ejes de co-inercia asociados con la norma Dq ∈ Rq
notados como Bz.
As´ı pues a Az, Bz se les conoce como la Co-inercia o´ptima de los pesos de las
variables para el conjunto de datos X y Y respectivamente.
Los resultados de Co-inercia de las filas del conjunto X se obtiene con:
X∗z = XDpAz
Y los resultados de Co-inercia de las filas del conjunto Y se calculan a trave´s de:
Y ∗z = Y DqBz
CAPI´TULO 1. MARCO TEO´RICO 6
Con los resultados anteriores, se puede comparar la variabilidad proyectada resultante
de los ana´lisis por separado junto con el ana´lisis de Co-inercia, esto cuando se calculan
los resultados de los ejes de inercia inicial proyectados en los ejes de co-inercia.
Los elementos de la diagonal de las matrices (X∗z )tDnX∗z y (Y ∗z )tDnY ∗z se denominan
los seudo-valores propios [16], los cuales tienen a ν∗k y µ
∗
k como los seudo-vectores propios
para los conjuntos X y Y, respectivamente. Estos seudo-valores propios son usados cuando
se evalu´an los valores resultantes de los ejes de co-inercia y los resultantes de los ejes de
inercia. El uso ma´s importante de estos seudo-valores propios esta´ dado cuando se quiere
calcular la correlacio´n entre los dos nuevos conjuntos de coordenadas. Expresio´n dada por
[16]:
ρ∗2k =
λk
v∗kµ
∗
k
Finalmente, el ana´lisis de Co-inercia se puede ver como un ACP(T,M,D) donde T
es:
T = Y′DnX
Dn es la matriz pesos de los individuos.
1.2.2.1. Coeficiente RV
Para probar la valide´z estad´ıstica de la co-estructura resultante de este ana´lisis de
Co-inercia, se compara con las co-estructuras que se obtienen a partir de permutaciones
aleatorias de las filas en las dos matrices involucradas. Esto se hace por medio de una
prueba de aleatorizacio´n, tambie´n llamada prueba de Monte Carlo.
Sea S = XX ′ y T = Y Y ′, matrices semidefinidas positivas, siendo X y Y las matrices
centradas nombradas anteriormente. Ahora bien, para realizar la prueba de permutaciones
hay dos v´ıas, realizando las respectivas permutaciones sobre las filas y las columnas de
estas dos matrices: la primera es para el caso en el que la distribucio´n es normal, as´ı que
la media y la varianza pueden ser aproximadas de la siguiente manera [1]:
Sean λSl los valores propios de la matriz S, entonces el rango de las matrices es
βS =
(
∑L
l λSl)
2∑L
l λ
2
Sl
=
tr(S)2
tr(SS)
As´ı, la media es:
E(RV ) =
√
βSβT
I − 1
Para el caso de la varianza se debe calcular inicialmente los siguientes valores:
δS =
∑I
i s
2
i,j∑L
l λ
2
Sl
αS = I − 1− βS
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CS =
(I − 1)[I(I + 1)δS − (I − 1)(βS + 2)]
αS(I − 3)
De modo que se obtiene la varianza as´ı:
V (RV ) = αSαT
2I(I − 1) + (I − 3)CSCT
I(I + 1)(I − 2)(I − 1)3
Por lo anterior y para el caso de matrices muy grandes en las que la distribucio´n
muestral se puede aproximar a una distribucio´n normal, se calcula el estad´ıstico de prueba
ZRV =
RV−E(RV )√
V (RV )
. Donde el estad´ıstico RV se calcula de la siguiente manera:
RV =
tr(S′T )√
tr(S′S)tr(T ′T )
=
∑I
i
∑J
j si,jti,j√
(
∑I
i
∑J
j s
2
i,j)(
∑I
i
∑J
j t
2
i,j)
Para el caso particular trabajado en este ejercicio, se realiza la prueba de permutaciones
como alternativa para probar si el RV es significativamente diferente de cero.
1.2.3. Me´todo de Clasificacio´n
Con el objetivo de segmentar la informacio´n resultante del ana´lisis de componentes
principales, se realiza la formacio´n y caracterizacio´n de los grupos con base en la meto-
dolog´ıa de clasificacio´n jera´rquica ascendente, y como criterio de agregacio´n se trabaja
con el me´todo de ward, el cual tiene en cuenta que los individuos dentro de cada grupo
sean lo ma´s parecidos posibles, es decir la idea es hacer variar lo menos posible la inercia
intra-grupos en cada etapa de clasificacio´n, en otras palabras es encontrar el mı´nimo de
pe´rdida de inercia inter-grupos que resulta de la clasificacio´n de dos individuos tal que
estos sean lo ma´s diferentes posibles. [14]
Para esto se trabaja con la clasificasio´n jera´rquica ascendente, a partir de un den-
drograma en el cual el nu´mero de clases decrece a medida que se aumenta la altura de
e´ste. As´ı, si se desea lograr una clasificacio´n, en particular se establece “un corte” en el
dendrograma [3].
Se parte de los n individuos a clasificar, luego se realiza una matriz con las respectivas
distancias de Ward entre los individuos, que para este caso son las coordenadas del ACP
previo. Luego de calcular estas distancias, se calculan las distancias de Ward entre grupos,
tal que la inercia dentro de cada grupo es mı´nima y entre grupos es ma´xima. Precediendo
al dendograma se tiene el histograma de ı´ndices de nivel, en el que se muestran los saltos
vinculados con la inercia de cada grupo, con el fin de tener un criterio para determinar el
nu´mero de clases adecuadas [14].
Luego de este proceso, se realiza la descripcio´n de las clases en las que se revisan las
variables ma´s, y menos, caracter´ısticas de cada grupo formado. Esto se obtiene realizando
pruebas de hipo´tesis para comparar la estad´ıstica de la clase con la estad´ıstica en la
poblacio´n. Para el caso continuo se tiene el valor test, el cual resulta de la aproximacio´n de
la estad´ıstica de prueba a una distribucio´n normal esta´ndar. Valores mayores a 2 (menores
a -2) implican que la variable caracteriza a la clase, es decir que la media de e´sta dentro
de la clase es mayor (menor) a la media global [3].
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1.3. Modelos de ecuaciones estructurales
Posteriormente, se desea estudiar las relaciones “causales” entre los datos directamente
observados, encontradas en los ana´lisis descriptivos especificados previamente. As´ı que el
objetivo aca´ es determinar si un modelo teo´rico es coherente con la hipo´tesis de los datos
observados para reflejar esta teor´ıa estructural. En esencia esto consiste en comparar la
matriz de varianzas-covarianzas producida por las restricciones del modelo propuesto Σˆ,
con la muestral S producida de manera simple a partir de los datos originales y determinar
si la diferencia entre estas matrices es mayor a lo que podr´ıa ser explicado por casualidad
[17]. Sumado a lo anterior una de las ventajas de los modelos de ecuaciones estructurales
(MEE), es que se estudian las relaciones entre variables latentes medidas a trave´s de varia-
bles observadas, lo cual es uno de los puntos a analizar en este estudio. La idea es proponer
mediante un diagrama path y/o ecuaciones, las posibles relaciones de interdependencia de
las variables y luego reafirmarlo mediante el ana´lisis factorial confirmatorio. E´ste u´ltimo
proporciona la correlacio´n entre variables latentes y la asociacio´n entre cada latente y sus
respectivas variables observadas.
1.3.0.1. Diagramas Path
Con el objetivo de estudiar los efectos de ciertas variables consideradas como causas
(Morfolog´ıa) sobre variables tomadas como efectos (Movilidad), se realiza un esquema
como el de la Figura 1.1. En estos diagramas las etiquetas de las variables observadas
se encuentran dentro de recta´ngulos y las de variables latentes dentro de elipses. Las
flechas simples causales, tienen como origen la variable causal y como destino la variable
efecto. Para determinar las covarianzas entre dos variables se tienen flechas curvas con
dos puntas. Se tienen variables exo´genas (independientes) y endo´genas (dependientes) y
a cada flecha causal directa le corresponde un coeficiente estructural, que representa el
efecto causal directo de la variable causa en la variable efecto. Este efecto indica el cambio
en la variable efecto por cada unidad de cambio en la variable causa [17] o la proporcio´n
de varianza que tiene en comu´n la variable observada con la respectiva latente.
De modo que un modelo de ecuaciones estructurales se conforma primero por un es-
quema que contiene la manera en que cada variable latente se relaciona con las variables
observables, teniendo en cuenta los errores inherentes a cada medicio´n y las relaciones que
se espera encontrar. Y segundo, por el esquema de relaciones estructurales en el que se
estiman los efectos y relaciones entre las variables. A continuacio´n se muestra en la Figura
1.1 un ejemplo de un diagrama con su respectiva notacio´n en la Tabla 1.1
Tabla 1.1. Notacio´n de Diagrama Path
Para´metro Matriz Descripcio´n
λx Λx Cargas factoriales de variables observadas X (Exo´genas)
λy Λy Cargas factoriales de variables observadas Y (Endo´genas)
φ Φ Varianzas / Covarianzas variables exo´genas
ψ Ψ Covarianzas entre perturbaciones endo´genas
γ Γ Coeficientes estructurales (exo´gena − > endo´gena)
β B Coeficientes estructurales (endo´gena − > exo´gena)
θδ Θδ Errores de medida asociadas a X
θ Θ Errores de medida asociadas a Y
ξ Variables Latentes exo´genas
η Variables Latentes endo´genas
ζ Error asociado a variables endo´genas
Entonces de manera general y matricial, se tiene que el modelo se puede expresar as´ı:
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Figura 1.1. Ejemplo de Diagrama Path, tomado de [21].
[
η
y
]
= B
[
η
y
]
+ Γ
[
ξ
x
]
+
[
Λ 0
0 ψ
] [
ζ
Θ
]
Lo que es equivalente a
η∗ = Bη∗ + Γ∗ξ∗ + Λ∗Θ∗
donde η∗ =
[
η
y
]
, es un vector particionado aleatorio de variables endo´genas de (m+p)×1,
m variables latentes endo´genas y p variables endo´genas observadas, B de (m+p)×(m+p),
Γ∗ es una matriz de (m + p) × (n + q), con n variables exo´genas latentes y q variables
exo´genas observadas, ξ∗ =
[
ξ
x
]
, es un vector aleatorio de variables exo´genas de (n+q)×1,
ψ es una matriz diagonal de p × p , λ un vector de p × 1, Λ es una matriz diagonal de
m × m de coeficientes estructurales relacionando m variables latentes endo´genas η con
m perturbaciones ζ, entonces δ∗ =
[
ζ
δ
]
, as´ı que Λ∗ =
[
Λ 0
0 ψ
]
. De manera alternativa
para tratar las variables exo´genas de forma expl´ıcita y las perturbaciones como variables
exo´genas se tiene la siguiente ecuacio´n [17]:
[
η
y
]
= B
[
η
y
]
+
[
Γψ Γx Γδ
] ξx
δ

o lo que es lo mismo
η∗ = Bη∗ + Γ∗ξ∗
as´ı
η∗ −Bη∗ = Γ∗ξ∗
factorizando,
(I−B)η∗ = Γ∗ξ∗
con A = (I−B), se tiene que
Aη∗ = Γ∗ξ∗
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multiplicando por A−1, se tiene
η∗ = A−1Γ∗ξ∗.
Ahora bien, para el caso de las covarianzas entre las variables exo´genas, se tiene
Φ = var(ξ∗).
Luego para seleccionar variables de los vectores, se utiliza el me´todo de seleccio´n de
(Bentler and Weeks, 1982) [17], entonces
Gy = [0, I]
donde la matriz nula se utiliza para ignorar las variables endo´genas latentes, la cual es de
dimensio´n p ×m y la matriz Identidad es de p × p, la cual es utilizada para la seleccio´n
de las variables endo´genas, adema´s se tiene la matriz Gy de dimensio´n p × (m + p) [17].
Entonces se deduce que
y = Gyη
∗ =
[
0 I
] [η
y
]
Ana´logamente se tiene para x, Gx = [0, I,0] es una matriz de q × (n + q + m + p),
donde la primera matriz, es una matriz nula de (q × n) lo que hace que se ignoren las
variables latentes exo´genas. As´ı que,
x = Gxξ
∗ =
[
0 I 0
] ξx
δ

Tomando
Z =
[
y
x
]
y
v =
[
A−1Γ∗ξ∗
ξ∗
]
=
[
A−1 0
0 I
] [
Γ
I
]
ξ∗
Con v escrito as´ı: v = A∗−1Γ∗ξ∗ y
G =
[
Gy 0
0 Gx
]
Entonces el vector de variables aleatorias observadas derivada a trave´s de la matriz de
seleccio´n G desde el vector v de variables endo´genas y exo´genas (incluyendo alteraciones),
es [17] Z = Gv = GA∗−1Γ∗ξ∗, y esto quiere decir que
Z =
[
Gy 0
0 Gx
]
=
[
A−1 0
0 I
] [
Γ
I
]
ξ∗
Finalmente la matriz de varianza-covarianza del modelo es [17]:
Σ = GA∗−1Γ∗ΦΓ∗′A∗
′−1G′
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1.3.0.2. Especificacio´n del modelo
En esta seccio´n se debe tener en cuenta los siguientes puntos:
1. Identificar la clase de variables con las que se trabajara´, debido a que es diferente el
tratamiento que se lleva a cabo.
2. Disponer de la matriz de varianzas covarianzas.
3. No se tiene un taman˜o de muestra especificado, pero s´ı es claro que entre ma´s
complejo sea el modelo, mayor sera´ el taman˜o de muestra a utilizar. Adema´s el
me´todo de estimacio´n dependera´ en gran medida del taman˜o de muestra.
4. El me´todo de estimacio´n tambie´n depende de si se cumple o no el supuesto de
Normalidad multivariada.
5. Tener en cuenta los valores at´ıpicos y ausentes para prodecer a realizar un proceso
especial con estos.
6. Luego de analizar los puntos anteriores, se plantea un modelo base que contenga
todas las interdependencias entre las variables que se desea probar.
1.3.0.3. Identificacio´n del modelo
Esta seccio´n de identificacio´n, tiene como objetivo verificar si es posible encontrar solu-
ciones nume´ricas para todos los para´metros estructurales. Se tienen tres tipos de para´me-
tros: fijos, libres y de carga. Los para´metros fijos, tienen un valor sujeto a las hipo´tesis
previas y no cambia su valor en el proceso de estimacio´n. Los para´metros libres, toman
valores diferentes en cada iteracio´n del proceso de estimacio´n optimizando la funcio´n de
ajuste. Por u´ltimo esta´n los para´metros de carga, los cuales son libres pero dependen de
los valores o valor de otros para´metros.
A partir de lo anterior, el nu´mero de para´metros desconocidos libres deben ser menores
o iguales al nu´mero de elementos independientes de la matriz de covarianza de las variables
observadas, S , esto es: k ≤ p(p+ 1)/2 una condicio´n necesaria pero no suficiente en este
proceso de identificacio´n de para´metros ,[17].
De modo que θ es el vector que contiene todos los para´metros del modelo, que genera
la matriz de covarianza Σ(θ), tal que la matriz de covarianza esta´ en funcio´n de los
para´metros, as´ı que Σ = Σ(θ) es semejante a un sistema que tiene p(p+ 1)/2 ecuaciones
no lineales diferentes, que toman la siguiente forma: σij = σij(θ) [17]. Esto conlleva a que
los para´metros en θ son identificados si se puede demostrar que los elementos de θ esta´n
determinados de manera u´nica, por funciones de los elementos de Σ, es decir:
Σ(θ1) = Σ(θ2)→ θ1 = θ2
De esto se deriva la regla de los grados de libertad tomados como la diferencia entre
el nu´mero de varianzas y covarianzas y el nu´mero de para´metros a estimar. As´ı que un
modelo subidentificado ocurre cuando los grados de libertad son menores que cero. Los
modelos son posiblemente identificados cuando tienen cero grados de libertad y los modelos
completamente identificados tienen un nu´mero mayor que cero en sus grados de libertad.
Este u´ltimo es el caso ideal.
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Algunas condiciones suficientes pero no necesarias para identificar un modelo, son por
ejemplo el caso en el que cada variable latente este´ asociada con ma´s de tres variables
observadas, que cada variable observada tenga una y so´lo una carga (para´metro) distinta
de cero, que se iguale la me´trica de cada variable latente con alguna de sus variables
observadas, es decir que se fije el peso a 1 a una de las variables observadas. Existen otras
restricciones, adema´s de las expuestas, cuando las variables latentes tienen menos de tres
variables observadas.
1.3.0.4. Estimacio´n y ajuste del modelo
Partiendo de un modelo especificado e identificado, se desea comparar la matriz de
varianzas-covarianzas producida por las restricciones del modelo propuesto Σˆ con la mues-
tral S, minimizando la funcio´n de discrepancia: F[Σˆ0(θ),S]. La idea es estimar los valores
de θ de acuerdo a esta funcio´n de discrepancia. Este proceso de estimacio´n se realiza a
trave´s de procesos iterativos y los me´todos de estimacio´n que se aplican dependen de la
distribucio´n de las variables observadas y del taman˜o de muestra. De manera que si se
cumple la hipo´tesis de normalidad multivariada se estima la matriz de varianzas covarian-
zas por medio de Ma´xima verosimilitud (ML) o Mı´nimos cuadrados generalizados (GLS).
Si esta no se cumple, se tienen dos opciones segu´n el taman˜o de muestra, as´ı que si es lo
suficientemente grande se trabaja con Mı´nimos cuadrados ponderados (WLS) o Ma´xima
verosimilitud robusta. Finalmente si el taman˜o de muestra no es suficientemente gran-
de se estima con Mı´nimos cuadrados no ponderados (ULS). A continuacio´n se tienen las
funciones de discrepancia:
• Ma´xima verosimilitud (ML) : FML = log|Σ(θ)|+ tr(SΣ−1(θ))− log|S| − (p+ q)
• Mı´nimos cuadrados generalizados (GLS): FGLS = (1/2)tr({[S−Σ(θ)]W−1}2)
• Mı´nimos cuadrados ponderados (WLS): FWLS = (1/2)tr{[S−Σ(θ)]V−1}2
• Mı´nimos cuadrados no ponderados (ULS): FULS = (1/2)tr[(S−Σ(θ))2]
Puede ocurrir que la estimacio´n del modelo no converja o que las estimaciones de
los para´metros sean inva´lidos y no puedan ser interpretables. Esto es por ejemplo, que
la correlacio´n resulte ser mayor que 1 o que la varianza sea negativa. En efecto, estos
problemas se deben a que el modelo no se identifico´, el taman˜o de la muestra es demasiado
pequen˜a, las variables esta´n muy correlacionadas, etc.
Luego de estimar los para´metros del modelo se analiza inicialmente el ajuste, y se
decide si se rechaza o no el modelo. Si es rechazado el modelo de debe volver a corregir
el modelo adicionando supuestos teo´ricos. Seguido de esto, si el modelo no se rechaza, se
debe analizar si los para´metros estimados son o no significativamente diferentes de cero a
un nivel de significancia de 0.05 preferiblemente.
Para empezar se tiene la prueba ji-cuadrado (χ2) en la que H0 : S = Σ(θ), el estad´ıstico
de prueba T = (N − 1)Fmin, que se distribuye ji-cuadrado con (t(t+ 1)/2)− p grados de
libertad (t = numero de para´metros, p = nu´mero de variables observadas, N es el taman˜o
de muestra y Fmin es la funcio´n de discrepancia resultante de la estimacio´n). Debido a
que esta prueba es sensible al taman˜o de muestra se puede llegar a rechazar la hipo´tesis
nula cuando e´sta es verdadera. Por lo anterior es necesario el uso de otros indicadores de
ajuste.
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Existen dos tipos de indicadores de ajuste, los de ajuste absoluto que evalu´an direc-
tamente el ajuste del modelo y los de incremento que comparan el modelo propuesto con
el modelo de independencia. Para el primer conjunto de indicadores se tienen: bondad
de ajuste (GFI), bondad de ajuste ajustado (AGFI), aproximacio´n de la ra´ız del error
cuadra´tico medio (RMSEA) y el de la ra´ız del cuadrado medio del residuo (RMR). GFI
y AGFI deben tomar valores cercanos a uno para determinar el buen ajuste. En el caso
del RMSEA, debe tomar valores menores a 0.05 para decidir que hay un buen ajuste,
e´ste indicador es sensible al taman˜o de muestra y para muestras pequen˜as sobreestima el
ajuste del modelo. De igual manera ocurre para RMR.
Los indicadores de incremento son: ajuste normado (NFI), ajuste no normado (NNFI),
ajuste comparativo (CFI), incremental de ajuste (IFI), relativo de ajuste (RFI), validacio´n
cruzada esperado (ECVI) y criterio de informacio´n de Akaike (aic = Akaike Information
Criterion). El primer indicador NFI, es la diferencia entre valores ji-cuadrado del modelo
de independencia con el del modelo propuesto. El NNFI, resulta del NFI pero teniendo en
cuenta los grados de libertad y el taman˜o de muestra. Los otros tres indicadores se derivan
del NFI. E´stos indicadores toman valores entre cero y uno, y valores cercanos a uno indican
un buen ajuste del modelo. Ahora, respecto a ECVI, proporciona el cambio que se origina
al comparar el modelo propuesto con el modelo de independencia y el saturado, este debe
ser menor que el de los otros dos. El AIC mide la complejidad del modelo y el grado de
ajuste y se comporta igual que el ECVI.
CAPI´TULO 2
Metodolog´ıa
2.1. Descripcio´n de los datos
Como se ha sen˜alado, se trabajara´ con los datos de la Encuesta de Movilidad a Hogares
de 2009 (EMH) por parte del Instituto Nacional de Estad´ıstica y estudios Econo´micos
(INSEE) de Francia y los datos de morfolog´ıa de la ciudad del Instituto Geogra´fico Nacional
(IGN) de Francia, para 34 a´reas definidas (localidades) de acuerdo con la EMH, en la
Comunidad Urbana de Estrasburgo. Vale la pena decir que estos datos fueron escogidos
por la disponibilidad y calidad de los mismos, adema´s de la rigurosidad con que fueron
medidos. Para esto se tienen en cuenta so´lo los dos elementos ba´sicos de la forma de la
ciudad: edificios y red vial, es decir que en el estudio so´lo se considerara´ la densidad y el
disen˜o de la forma urbana. Se tiene un total de diez tipos de variables, incluyendo cuatro en
la forma urbana (fragmentacio´n, conectividad, complejidad y accesibilidad) y dos respecto
a movilidad (Intensidad y frecuencia de los viajes y la eleccio´n del modo), medidos en 18
variables observadas.
Ahora bien, se tiene una primera fase en la que se propone reducir la dimensio´n del
problema, encontrando variables informativas con un ana´lisis de componentes principales,
luego un ana´lisis de co-inercia seguido de una clasificacio´n, para analizar la co-estructura
entre los dos conjuntos de variables, tanto de la forma urbana como de movilidad. Una
segunda fase en la que se plantea un modelo emp´ırico de las relaciones encontradas en el
ana´lisis multivariado previo, adema´s de ser comparadas y complementadas con aquellas
esperadas por los expertos y por u´ltimo, se desarrolla una modelacio´n de las relaciones
ma´s destacadas.
2.2. Notacio´n
En este caso los sitios son 34 localidades, X es el conjunto de variables morfolo´gicas
medidas por el IGN, y Y el de las variables de la encuesta de movilidad a hogares (EMH).
Estos dos conjuntos de datos, (X y Y), esta´n dispuestos de la siguiente forma en la Tabla
2.1:
14
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Tabla 2.1. Descripcio´n de la forma de los datos
Sitios X1 X2 · · · Xp Y1 Y2 · · · Yq
1 x11 x12 · · · x1p y11 y12 · · · y1q
2 x21 x22 · · · x2p y21 y22 · · · y2q
...
...
...
...
...
...
...
...
...
n xn1 xn2 · · · xnp yn1 yn2 · · · ynq
Donde n es el nu´mero de muestras, sitios (localidades en este caso), a las que se les mide
p variables que se notan Xk con k=1,2,...,p y q variables notadas como Yt con t=1,2,...,q.
El valor de xlk es la medicio´n de la variable k-e´sima del conjunto X para el individuo
l con l = 1, 2, ..., n y ylt es la medicio´n al individuo l-e`simo (l = 1, ..., n) de la t-e´sima
variable del conjunto Y.
2.3. Variables de forma urbana
La estructura urbana se puede observar desde diferentes a´ngulos, por ejemplo la forma
de la ciudad vista desde el cielo (sate´lites) [12], o desde la organizacio´n del a´rea al interior
urbano [18]. De manera que para tratar la distribucio´n de edificios y calles, se utilizan
indicadores morfolo´gicos (los cuales son descritos por la fragmentacio´n de los edificios y
calles en el espacio, la conectividad y complejidad de anidamiento entre estos dos elemen-
tos) esto se puede observar en la Tabla 2.2, construida por Tran D.B et al. en su art´ıculo
publicado en 2011. Sumado a lo anterior se tiene la siguiente descripcio´n de estos tres
grupos de indicadores:
• La fragmentacio´n de los elementos que constituyen la forma urbana: considera la red
vial (calles) y todos los edificios independientemente de su funcionalidad. Se mide
a partir de las “manchas”, que se refieren a un conjunto de pixeles contiguos que
tienen el mismo valor, es decir el mismo uso del suelo. En este caso, cada manzana
deber´ıa estar representada como una “mancha” de construcciones. Si las edificaciones
no esta´n separadas entre s´ı, esta´n representadas en una sola “mancha” grande, ello
quiere decir que el nu´mero de “manchas” es uno. Si las edificaciones esta´n todas
separadas entre s´ı, hay tantas “manchas” como manzanas construidas haya. Los
indicadores en este caso son: “densidad de manchas” (PD) y “nu´mero de manchas”
(NP).
• La complejidad de la forma se refiere a la composicio´n de los edificios o los conjuntos
de edificios con las calles en las zonas de ana´lisis de tra´fico de los barrios. El ana´lisis
de complejidad de la forma de los edificios permite entender, por un lado, la accesibi-
lidad general a las zonas y por el otro, la compacidad que indica una homogeneidad
en la forma de los edificios, y el impacto en la accesibilidad peatonal. En este ca-
so los indicadores usados son: “taman˜o medio de las manchas” (MPS), “manchas
principales” (LPI) y “dimensio´n fractal de per´ımetro y del a´rea de la construccio´n”
(PAFRAC), como medida de objetos de forma irregular.
• La conectividad proporciona la informacio´n sobre la proximidad espacial, el arreglo
de edificios y las calles en una zona predefinida. Esto aporta ma´s informacio´n acerca
de la accesibilidad de un espacio urbano determinado. El indicador usado en este
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caso es “agregacio´n” (AI), medido a partir del ı´ndice de disimilitud, que se refiere
a la proporcio´n de elementos que constituye la diferencia entre los dos sitios que se
contrastan.
Respecto a las mediciones sobre las v´ıas, se tienen los siguientes indicadores de accesi-
bilidad: “Longitud total” (LT) que se refiere a la longitud de todas las v´ıas existentes en
el mapa por localidad, “Densidad de v´ıas” (DR) la cual mide la distribucio´n espacial de
la red vial en una superficie dada del mapa, es decir, la proporcio´n del taman˜o de las v´ıas
por localidad, “Nu´mero de intersecciones” (NI) que mide la interconexio´n de la red vial
y por u´ltimo “Densidad de intersecciones” (DI) que se refiere al nu´mero de intersecciones
sobre la longitud total de la localidad.
La notacio´n usada para estas variables de forma urbana es:
• mi: Nu´mero de las manchas construidas.
• A: A´rea total de las manchas construidas (m2).
• aij : A´rea (m2) de la mancha j de la clase i. Solo hay una clase y es clase construida.
• ρij : Per´ımetro en metros de la mancha ij.
• gii: Nu´mero de adyacencias entre los p´ıxeles de las manchas construidas (pertence a
la misma clase i), basado en el me´todo de recuento simple.[22]
• max gii: Ma´ximo nu´mero de adyacencias entre p´ıxeles de las manchas construidas
(de la clase i), basado en el me´todo de recuento.[22]
• E : longitud total en metros de las v´ıas en la zona.
2.4. Variables de movilidad
Las variables de movilidad de la EMH se presentan en dos niveles diferentes [22]:
los relacionados con los trayectos (que se asocian a un modo de transporte y un deter-
minado patro´n de movimiento) y aquellos relacionados con los viajes (unidad ba´sica de
movilidad cotidiana que tiene en cuenta diversos motivos y por esto el uso de diferentes
modos de transporte). Las variables de intensidad y frecuencia de desplazamientos basa-
dos en: “distancia” (Dist-dp), “tiempo” (Dure´e-dp), “velocidad” (Vitesse) y “generacio´n
de movilidad” (que se expresa por el nu´mero de viajes - Np-dp). La eleccio´n del modo, es
considerada como uno de los elementos ma´s importantes en el contexto de la movilidad
urbana sostenible que tiene en cuenta los modos suaves. Los modos o medios de transporte
analizados son: bicicleta - Ve´lo, caminar - Marche, carro - Voiture y transporte pu´blico -
TC. Estas variables se pueden observar en la Tabla 2.3 construida por [22].
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Tabla 2.2. Descripcio´n de indicadores morfolo´gicos
Variable Etiqueta Fo´rmula Descripcio´n
Fragmentacio´n
Densidad de man-
chas (de edifica-
ciones)
PD miA ∗ 10000 ∗ 100 Nu´mero de manchas de
construcciones, por cada
100 hecta´reas.
Nu´mero de man-
chas
NP
∑
mi Nu´mero de manchas de
construcciones.
Complejidad de la forma
Manchas princi-
pales
LPI
maxj=1aij
A ∗ 100 Medicio´n en porcentaje de
la mancha construida ma´s
grande.
Taman˜o medio de
las manchas
MPS Ami ∗ 100 Taman˜o promedio de to-
das las manchas de cons-
trucciones por cada 100
hecta´reas.
Dimensio´n fractal
del Per´ımetro -
Superficie
PAFRAC
2
[ni
∑n
i=1
(lnρij lnaij)]−[(
∑n
j=1
lnρij)(
∑n
j=1
lnaij)]
(ni
∑n
j=1 lnρ
2
ij)−(
∑n
j=1 lnρij)
2 Medida de la complejidad
de la forma de edificios
segu´n: Per´ımetros y Su-
perficies.
Conectividad
I´ndice de disimili-
tud
AI [ giimax−gii ] ∗ 100 Medida del nivel de agre-
gacio´n (proximidad) de las
construcciones.
Accesibilidad
Longitud total LT E Suma de las longitudes
(m) de todos los segmen-
tos de la localidad.
Densidad de v´ıas DR EA ∗ 10000 Longitud de las v´ıas pon-
derada por la superficie de
la localidad.
Nu´mero de inter-
secciones
NI Indicador de intercone-
xio´n de la red de v´ıas.
Densidad de in-
tersecciones
DI NILT ∗ 10000 Nu´mero de interconexio-
nes de la red de v´ıas, pon-
derada por la superficie de
la zona.
Fuente: [22]
A continuacio´n se tiene el mapa 2.1 de la Comunidad Urbana de Estrasburgo (CUS) ,
en la que podemos diferenciar las Localidades trabajadas en este estudio. La CUS consta
de 474500 habitantes (censo 2006) y corresponde a la unio´n integrada de varios municipios
junto con la ciudad de Estrasburgo. Para este estudio se tiene la divisio´n de 34 localidades,
de las cuales 18 corresponden a la ciudad de Estrasburgo (sombreadas en el mapa), e´stas
fueron clasificadas segu´n la Encuesta de Movilidad en Hogares (EMD) en la densidad del
tra´fico, el principal modo de transporte y la homogeneidad en la estructura urbana.
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Tabla 2.3. Descripcio´n de indicadores de movilidad utilizados en las zonas de estudio
Variable Descripcio´n
Intensidad y frecuencia de los viajes
Dist depl La distancia media de los viajes realizados en todos los medios de transporte
de todos los entrevistados que residen en la zona de estudio.
Dure´e depl La duracio´n media de los viajes realizados en todos los medios de transporte de
los encuestados que residen en el a´rea de estudio.
Vitesse Velocidad media realizada en todos los modos de transporte de los entrevistados
que residen en el a´rea de estudio.
Nb depl Promedio de viajes realizados en todos los modos de transporte de todos los
entrevistados que residen en el a´rea de circulacio´n.
Porcentaje de desplazamientos en el modo de transporte
Voiture Porcentaje de residentes en el a´rea de estudio que se desplazan en automo´vil.
TC Porcentaje de residentes en el a´rea de estudio que se desplazan en transporte
pu´blico.
Ve´lo Porcentaje de residentes en el a´rea de estudio que se desplazan en bicicleta .
Marche Porcentaje de residentes en el a´rea de estudio que se desplazan caminando.
Fuente: [22]
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Figura 2.1. Mapa de la CUS.
CAPI´TULO 3
Resultados y Discusio´n
3.1. Descripcio´n de datos univariada
En la base de datos se tienen variables en escalas diferentes como se observa en las
siguientes tablas y gra´ficos boxplot, con unidades no comparables; Para el caso de Mor-
folog´ıa urbana, se tienen 34 localidades como individuos, las cuales esta´n descritas por
la fragmentacio´n de los edificios y calles en el espacio, la conectividad y la complejidad de
anidamiento entre estos dos elementos y por u´ltimo la accesibilidad medida en la red vial.
Inicialmente se tiene una descripcio´n ba´sica de las variables y su respectiva distribucio´n
lo cual se observa en las siguientes Tablas 3.1 y 3.2, y en la Figura 3.1 que a propo´sito
muestra localidades at´ıpicas en ciertas variables, por ejemplo para el caso de la variable
NP (Nu´mero de manchas), las localidades CUS N-E, CUS sud y CUS nord son las que
tienen un nu´mero muy alto de construcciones. La localidad ma´s densa con respecto a las
contrucciones (PD) es Schiltigheim-C y el taman˜o medio ma´s grande (MPS) corresponde
a la localidad Port autonome. Ahora, las localidades con una longitud total de las v´ıas
ma´s alta son CUS-ouest, CUS-nord, CUS-N-E, CUS-sud y Illkirch-centre, estas mismas
localidades tambie´n son las que tienen un mayor nu´mero de intersecciones. Finalmente la
localidad con mayor densidad de intersecciones (DI) es Ile.
Tabla 3.1. Morfolog´ıa - Estad´ısticas ba´sicas
NP PD AI LPI PAFRAC MPS
Min. 97.0 20.94 91.85 0.03 1.21 24.68
P25 492.2 101.11 92.91 0.08 1.31 47.45
Mediana 1122.5 122.41 93.90 0.31 1.33 81.73
Media 1564.6 160.43 94.00 0.43 1.34 92.40
P75 2096.8 210.75 95.22 0.61 1.37 98.90
Max. 4998.0 405.23 96.88 1.44 1.50 477.55
DesvEst 1373.6 93.382 1.472 0.43 0.06 80.579
As´ı mismo se tiene la matriz de correlaciones en la Tabla 3.3, en la que se observa
inicialmente que hay una fuerte correlacio´n entre el nu´mero de manchas de construcciones
(NP) con las variables de accesibilidad (LT, DR, NI, DI) y entre estas u´ltimas variables
tambie´n se encuentra una alta correlacio´n. Adema´s existe una relacio´n inversa entre el
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Tabla 3.2. Accesibilidad - Estad´ısticas ba´sicas
LT DR NI DI
Min. 12546 70.55 111.0 0.270
P25 36940 106.60 326.2 0.745
Mediana 52373 143.19 439.5 1.095
Media 96953 150.20 584.2 1.293
P75 86933 186.03 623.2 1.730
Max. 414742 259.80 1679.0 3.820
DesvEst 102872.60 49.87 406.09 0.80
Figura 3.1. Boxplot de las variables de Morfolog´ıa.
taman˜o medio de las manchas por cada 100 hecta´reas (MPS) con la densidad de manchas
(-0.66). Por u´ltimo las manchas principales (LPI), tienen cierta relacio´n con las variables
de accesibilidad. De manera que el Nu´mero de manchas de edificios (NP) y Longitud total
de v´ıas (LT) tienen una correlacio´n de 88.1 %. Esto es, a mayor nu´mero de construcciones
dentro de cada localidad, mayor sera´ la longitud total de las v´ıas construidas. La Longitud
total de v´ıas (LT) y Nu´mero de intersecciones (NI) tambie´n tiene una alta correlacio´n
(0.97), es decir que a partir de la complejidad de las construcciones de cada localidad
el nu´mero de intersecciones entre v´ıas aumenta a medida que la red vial total aumenta.
Por u´ltimo, una correlacio´n fuerte y directa (0.95) entre el nu´mero de segmentos (DR) y
Densidad de v´ıas (DI) implica que el nu´mero de segmentos o bloques dentro cada localidad
es directamente proporcional al total de v´ıas construidas.
Seguido de esto se tiene el caso de Movilidad, en primer lugar se presenta una des-
cripcio´n ba´sica de las variables con respecto a la intensidad y la frecuencia de los viajes y
el porcentaje de desplazamientos en el modo de transporte para las 34 localidades (indivi-
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Tabla 3.3. Morfolog´ıa y Accesibilidad - matriz de correlaciones
NP PD AI LPI PAFRAC MPS LT DR NI DI
NP 1.00 -0.19 -0.59 -0.61 -0.08 0.15 0.88 -0.73 0.86 -0.68
PD -0.19 1.00 -0.25 0.22 0.48 -0.66 -0.47 0.31 -0.43 0.25
AI -0.59 -0.25 1.00 0.68 -0.22 0.32 -0.30 0.45 -0.31 0.48
LPI -0.61 0.22 0.68 1.00 0.27 -0.22 -0.53 0.67 -0.54 0.68
PAFRAC -0.08 0.48 -0.22 0.27 1.00 -0.42 -0.20 0.36 -0.19 0.43
MPS 0.15 -0.66 0.32 -0.22 -0.42 1.00 0.47 -0.43 0.43 -0.35
LT 0.88 -0.47 -0.30 -0.53 -0.20 0.47 1.00 -0.67 0.97 -0.62
DR -0.73 0.31 0.45 0.67 0.36 -0.43 -0.67 1.00 -0.62 0.95
NI 0.86 -0.43 -0.31 -0.54 -0.19 0.43 0.97 -0.62 1.00 -0.56
DI -0.68 0.25 0.48 0.68 0.43 -0.35 -0.62 0.95 -0.56 1.00
duos) y su correspondiente distribucio´n lo cual se observa en la Tabla 3.4, y en la Figura 3.2
se observan localidades at´ıpicas en ciertas variables, como el caso de CUS N-E, la localidad
de mayor distancia media de los viajes realizados, las localidades CUS N-E y CUS-sud en
las que la velocidad media realizada es la ma´s alta y Etoile Bourse localidad en la que el
porcentaje de personas que se desplazan en bicicleta es el ma´s alto. Este comportamiento
permite identificar con base en la descripcio´n univariada que algunas variables, las cuales
presentan alta varianza, son de alta importancia para la caracterizacio´n de la estructura
de los datos. Esto se ilustra au´n mejor con el ACP.
Tabla 3.4. Movilidad - Estad´ısticas ba´sicas
Dist dp Duree dp Vitesse Nb dp Voiture TC Velo Marche
Min. 9090 47.00 168.3 3.02 0.07 0.04 0.01 0.10
P25 13794 54.50 233.3 3.57 0.33 0.09 0.05 0.26
Mediana 16123 59.00 272.1 3.80 0.46 0.11 0.06 0.32
Media 16890 58.76 288.3 3.83 0.45 0.12 0.07 0.33
P75 19350 63.50 322.5 4.15 0.54 0.16 0.09 0.41
Max. 28615 74.00 502.0 4.65 0.77 0.26 0.16 0.63
DesvEst 4785.32 6.69 81.71 0.44 0.16 0.06 0.04 0.13
Por otra parte, se construyo´ la matriz de correlaciones (Tabla 3.5), en la que se observa
que hay una correlacio´n fuerte y directa entre la distancia media de los viajes realizados
(Dist-dp) con la velocidad media (Vitesse) de 0.92 y con el porcentaje de residentes que
se desplazan en automo´vil (Voiture) de 0.84, al mismo tiempo una correlacio´n fuerte e
indirecta (-0.80) con el porcentaje de residentes que se desplazan caminando (Marche).
Esto da un primer indicio de la relacio´n entre variables y de la posible influencia de las
mismas. Aparentemente el uso del automo´vil es contrario al hecho de caminar. Es decir,
que algunas localidades inducen un tipo de transporte y otras otro. El ACP y el ana´lisis
de Co-inercia permitira´n ver cua´les variables de morfolog´ıa influyen en estos tipos de
desplazamientos.
Tabla 3.5. Movilidad - matrix de correlaciones
Dist dp Duree dp Vitesse Nb dp Voiture TC Velo Marche
Dist dp 1.00 0.28 0.92 0.11 0.84 -0.53 -0.19 -0.80
Duree dp 0.28 1.00 -0.10 0.59 0.09 -0.13 0.07 -0.08
Vitesse 0.92 -0.10 1.00 -0.13 0.85 -0.51 -0.21 -0.81
Nb dp 0.11 0.59 -0.13 1.00 -0.16 -0.33 0.39 0.24
Voiture 0.84 0.09 0.85 -0.16 1.00 -0.57 -0.41 -0.91
TC -0.53 -0.13 -0.51 -0.33 -0.57 1.00 -0.06 0.28
Velo -0.19 0.07 -0.21 0.39 -0.41 -0.06 1.00 0.26
Marche -0.80 -0.08 -0.81 0.24 -0.91 0.28 0.26 1.00
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Figura 3.2. Boxplot de las variables de Movilidad.
3.2. Descripcio´n de datos multivariada
Teniendo en cuenta lo anterior, se realiza inicialmente un ACP tal que dos localidades
se parecen porque obtienen ma´s o menos las mismas medidas en los diferentes indicadores.
3.2.1. ACP de Morfolog´ıa Urbana
Calculando los valores y vectores propios de V = (1/n)X ′X (Matriz de varianzas y
covarianzas de las diez variables), se encuentran las direcciones de mayor inercia.
Tabla 3.6. Valores propios de Morfolog´ıa
Inercia Acumulada Razo´n
1 5.2753 5.2753 0.52753
2 2.1749 7.4502 0.74502
3 1.0584 8.5087 0.85087
4 0.5128 9.0215 0.90215
5 0.4853 9.5068 0.95068
6 0.2881 9.795 0.9795
7 0.0952 9.8902 0.98902
8 0.0595 9.9498 0.99498
9 0.035 9.9849 0.99849
10 0.015 10 1
En la Tabla 3.6 se presentan los valores propios ordenados de mayor a menor. El vector
propio asociado al valor 5.2753, es el eje de mayor inercia proyectada para los datos (inercia
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aportada = 52.75 %), por tanto es el primer eje que se retiene para el ana´lisis. El segundo
vector propio de mayor inercia es aquel asociado al valor 2.1749, por tanto dicho vector
es la direccio´n del segundo eje que entra en el ana´lisis. Reteniendo los dos ejes asociados
a los vectores propios anteriores, se tiene una inercia total del 74.5 %, considerada como
una buena explicacio´n de la varianza total. Se proyecta toda la informacio´n sobre el plano
generado por dichos vectores propios (porcentaje de pe´rdida de la informacio´n = 25.5 %).
Las variables que ma´s contribuyen a la formacio´n del primer eje son: a) Longitud total
de v´ıas (LT) con una contribucio´n del 15.11 % b) Nu´mero de segmentos (DR) con una
contribucio´n del 15.11 %. En contraste, la variable que menos contribuye a su formacio´n es
la Dimensio´n fractal del per´ımetro - superficie (PAFRAC) con una contribucio´n del 2.77 %.
La variable que ma´s contribuye a la formacio´n del segundo eje es: I´ndice de agregacio´n
(AI) con una contribucio´n del 29.41 %, seguido del Taman˜o medio de las manchas (MPS),
Densidad de manchas (PD) y Dimensio´n frantal del Per´ımetro o superficie (PAFRAC). El
nu´mero de intersecciones de v´ıas (NI) es la variable que menos contribuye a la construccio´n
de este eje (0.04 %).
Figura 3.3. C´ırculo de correlaciones de las variables de Morfolog´ıa.
Lo anterior se observa gra´ficamente en el c´ırculo de correlaciones, Figura 3.3, para
el cual se tiene, que en general todas las variables se encuentran bien proyectadas, pero
principalmente las variables Longitud total de v´ıas (LT) y Densidad de v´ıas (DR) son las
mejor representadas seguidas de las variables relacionadas con las intersecciones, adema´s
del nu´mero de manchas (NP), esto significa que su varianza es la que se encuentra mejor
representada en los nuevos ejes; visualmente, es el vector que se observa ma´s cerca del
c´ırculo de radio uno. As´ı que el primer factor tiene un efecto de “ Grandes Longitudes,
Gran nu´mero de intersecciones y Gran nu´mero de manchas pero menos denso ” pues las
variables que describen este factor corresponden a los valores ma´s altos de las coordenadas
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en este eje. As´ı mismo, “Agregacio´n, taman˜o medio de manchas, complejidad de la forma
y densidad de manchas” es el nombre asignado al segundo eje factorial.
Ahora con respecto al primer plano factorial de las localidades, Figura 3.4, se tiene lo
siguiente:
Figura 3.4. Primer plano factorial de las variables de Morfolog´ıa.
Las Localidades que contribuyen a la inercia del primer eje factorial son: CUS-Ouest,
Ile, CUS-N-E, CUS-nord y CUS-sud. Ana´logamente, para el segundo eje se tiene las locali-
dades: Port autonome, Neuhof y Neudorf. Las localidades mejor representadas en el primer
plano factorial son: CUS-sud, CUS-ouest, CUS-N-O, CUS-nord, CUS-N-E, Lingolsheim,
Hautepiere, Robersau, Neuhof, Gare, Neudorf, Etoile Bourse y Eckbolsheimparc. Las peor
representadas son: Konigshoffen, Schiltigheim-O, Hoenheim y Meinau.
Segu´n los nombres asignados a los dos ejes factoriales, las localidades pueden ser ca-
racterizadas de la siguiente forma:
• Aquellas localidades grandes (en el sentido de longitud de v´ıas) con gran nu´mero de
intersecciones y de manchas, menos densas en la red vial, pero ma´s densas en las
construcciones y con formas de edificios ma´s complejas, son las que se encuentran en
el primer cuadrante del plano: Lingolsheim, Ostwarld, CUS-M, CUS-sud, CUS-nord,
CUS-N-O, Robersau. Entonces son localidades muy fragmentadas.
• Las localidades tambie´n grandes, pero con un menor taman˜o medio de las manchas,
adema´s de un bajo ı´ndice de agregacio´n, es decir usos del suelo parecidos y menos
densas en las construcciones son: CUS-N-E, CUS-ouest, Ilikirch-C, Schiltigheim-N y
Port autonome.
• Las localidades menos grandes, ma´s densas tanto en v´ıas como en construcciones
e ı´ndices de agregacio´n altos, es decir varios usos del suelo, con un alto porcentaje
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del suelo con la mancha mas grande, son: Neudorf, Neuhof, Schiltigheim-C, y Etoile
Bourse.
• Las localidades menos grandes pero densas en su red vial y un menor taman˜o medio
de las manchas, un porcentaje bajo del suelo con la mancha ma´s grande, adema´s de
un bajo ı´ndice de agregacio´n y menos densas en las construcciones, son: Ile, Gare,
Krutenau, Eckbolsheimparc, Waken, Esplanade, Hautepiere y Orangerie.
Para concluir este ana´lisis descriptivo, las localidades ma´s grandes, en te´rminos de la
longitud vial y del a´rea total de terreno adema´s de tener un gran nu´mero de manchas son
las localidades que, en su mayor´ıa, son la unio´n de varios barrios en zonas periurbanas. Y
por otro lado se tienen las localidades ma´s pequen˜as, que corresponden a zonas centrales
y densas tanto en su red vial como en sus construcciones.
3.2.2. Ana´lisis de clasificacio´n en Morfolog´ıa Urbana
Una vez realizado el ana´lisis de componentes principales, se lleva a cabo una seleccio´n
y aplicacio´n del criterio de afectacio´n (Me´todo de Ward) a partir de la matriz de distancias
euclidianas entre los individuos.
A partir del histograma de ı´ndices de nivel, Figura 3.5 y Dendrograma Figura 3.6,
se propone hacer una particio´n del grupo en tres categor´ıas. Se inicia con los centros de
gravedad de los grupos generados anteriormente y se lleva a cabo la consolidacio´n de la
clasificacio´n en tres grupos mediante un proceso de K-medias. A partir de esta particio´n,
se procede a realizar la caracterizacio´n de las clases, para lo cual se debe tener en cuenta
los valores test que resultan de la comparacio´n del promedio de la variable dentro de la
clase con respecto al promedio global de esa misma variable. Lo anterior se puede observar
gra´ficamente en el primer plano factorial con la proyeccio´n de las tres clases , Figura 3.7,
seguido de esto se tienen las tablas que argumentan esta clasificacio´n.
• Clase 1: Las ocho localidades que hacen parte de este grupo (CUS-sud, CUS-
Tabla 3.7. Grupo 1 - Morfolog´ıa
Valor test Media de Clase Frecuencia Media Global
LT 5.10 260052.00 8.00 96952.50
NI 5.00 1213.40 8.00 584.20
NP 4.30 3404.90 8.00 1564.60
MPS 3.30 174.30 8.00 92.40
LPI -2.60 0.10 8.00 0.40
PD -2.90 75.40 8.00 160.40
DI -3.30 0.50 8.00 1.30
DR -3.70 93.20 8.00 150.20
ouest, CUS-Nord-Ouest, CUS-nord, CUS-Nord-Est, Illki-Centre, Robertsau, Port-
autonome), Tabla 3.7, correspondientes al 23.5 % del total de localidades, se carac-
terizan por tener una Longitud total de v´ıas promedio (LT) de 260.05 kilo´metros,
el nu´mero de intersecciones oscila alrededor de 1213, el nu´mero promedio de man-
chas de edificios corresponde a 3404. Estas son las localidades con valores extremos
de accesibilidad (LT y NI) y de nu´mero de manchas (NP), todos por encima de
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Figura 3.5. I´ndices de nivel de las variables de Morfolog´ıa.
Figura 3.6. Dendrograma de las variables de Morfolog´ıa.
la media global. Ahora, se caracteriza adema´s, por tener manchas por debajo del
promedio y menos densas tanto en construcciones como en v´ıas. Este grupo de lo-
calidades corresponde a localidades grandes es decir con zonas tanto centrales como
periurbanas.
• Clase 2:
Este grupo, Tabla 3.8, lo conforman 18 localidades de la comunidad urbana de Es-
trasburgo, correspondientes al 53 % de la poblacio´n, y se caracterizan por tener una
Densidad promedio de manchas de edificios de 213.5 manchas cada 100 hecta´reas.
Adema´s de un ı´ndice de agregacio´n un poco menor de la media global, al igual que
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Figura 3.7. Primer plano factorial con la proyeccio´n de las tres clases.
Tabla 3.8. Grupo 2 - Morfolog´ıa
Valor test Media de Clase Frecuencia Media Global
PD 3.50 213.50 18.00 160.40
AI -2.20 93.50 18.00 94.00
MPS -2.50 60.10 18.00 92.40
NI -2.50 417.30 18.00 584.20
LT -2.60 53837.10 18.00 96952.50
el nu´mero de intersecciones y la longitud vial. Entonces estas son localidades que
tienen caracter´ısticas de zonas intermedias.
• Clase 3:
Tabla 3.9. Grupo 3 - Morfolog´ıa
Valor test Media de Clase Frecuencia Media Global
LPI 4.10 1.00 8.00 0.40
DI 4.00 2.30 8.00 1.30
AI 3.80 95.70 8.00 94.00
DR 3.70 207.90 8.00 150.20
NI -2.00 330.80 8.00 584.20
LT -2.10 30862.80 8.00 96952.50
NP -2.90 327.60 8.00 1564.60
Al u´ltimo segmento identificado pertenecen 8 localidades (Hautepierre, Gare, Waken,
Orangerie, Esplanade, Krutenau, Ile, Eckbolsheim-parc), Tabla 3.9, correspondientes
al 23.5 % del total de las localidades. El promedio del porcentaje de la superficie total
de paisaje conformado por la mancha ma´s grande de cada localidad es de 1 %, la
densidad de v´ıas promedio es de 2.3 v´ıas por hecta´rea. El ı´ndice de agregacio´n oscila
alrededor de 95.7 % de bordes compartidos o adyacencias, esto nos muestra una
buena conectividad y una densidad promedio de segmentos de cada localidad de
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207.9 metros por hecta´rea, todos estos indicadores esta´n por encima de la media
global. Adema´s se tienen los siguientes indicadores que se encuentran por debajo
de la media global: el nu´mero de intersecciones (NI), la longitud total de las v´ıas
(LT) y el nu´mero de manchas (NP). Lo anterior nos indica que son localidades con
caracter´ısticas de zonas centrales.
3.2.3. ACP de Movilidad
Como se observa en la tabla de valores propios, Tabla 3.10, el vector propio asociado
al valor 3.9822, es el eje de mayor inercia proyectada para los datos es decir, el primer eje
que se retiene para el ana´lisis (inercia aportada = 49.77 %). Junto con el segundo vector
propio asociado al valor 1.9362, se tiene una inercia total del 73.9 %, considerada como
una buena explicacio´n de la varianza total, con un porcentaje de pe´rdida de la informacio´n
26.02 %.
Tabla 3.10. Valores propios de Movilidad
Inercia Acumulada Razo´n
1 3.9822 3.9822 0.4978
2 1.9363 5.9185 0.7398
3 0.9529 6.8714 0.8589
4 0.6507 7.5222 0.9403
5 0.3047 7.8268 0.9784
6 0.1663 7.9931 0.9991
7 0.0044 7.9976 0.9997
8 0.0024 8.0000 1.0000
Las variables que ma´s contribuyen a la formacio´n del primer eje son la Distancia media
(Dist-dp), velocidad media de los viajes realizados (Vitesse), y porcentaje de personas que
se desplazan en carro (Voiture) y que caminan (Marche), en contraste, la variable que
menos contribuye a su formacio´n es el promedio de viajes realizados (Nb-dp), pero es la
que practicamente define el segundo eje junto con la variable de duracio´n media de los
viajes realizados (Duree-dp).
En complemento a las contribuciones, se presenta el c´ırculo de correlaciones, Figura
3.8, en el que se observa efectivamente, que las variables correspondientes al porcentaje de
personas que caminan (Marche) y en contraparte la Distancia media (Dist-dp), la velocidad
media de los viajes realizados (Vitesse) y el porcentaje de personas que se desplazan en
carro, son las mejor representadas. En este caso, el primer factor tiene un efecto de “
Intensidad y velocidad de desplazamiento en carro” pues las variables que describen este
factor corresponden a los valores ma´s altos de las coordenadas en este eje. El segundo eje
factorial, representa claramente la “ Frecuencia de viajes”.
Utilizando este c´ırculo como clave en la lectura del primer plano factorial de las locali-
dades, Figura 3.9, se encuentra que las localidades que contribuyen a la inercia del primer
eje factorial son: CUS-sud, CUS-N-E y Ile. De igual manera para la inercia del segun-
do eje: Schiltigheim-N, Elsau y Waken. Las localidades mejor representadas en el primer
plano factorial son: CUS-sud, CUS-ouest, CUS-Nord-Ouest, CUS-nord, CUS-Nord-Est,
Schiltigheim-N, Hautepierre, Hoenheim, Neudorf ae´ro, Elsau, Gare, Waken, Krutenau,
Orangerie, Esplan, Neudorf, Ile y CUS-Mittel.
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Figura 3.8. C´ırculo de correlaciones de las variables de Movilidad.
Figura 3.9. Primer plano factorial de las variables de Movilidad.
Ana´logo a la caracterizacio´n hecha en el caso de Morfolog´ıa urbana, se tiene a conti-
nuacio´n para el caso de Movilidad que:
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• Aquellas con menor intensidad de desplazamiento en carro, distancias cortas y menor
velocidad pero que tienen un porcentaje alto de caminata y por lo tanto una menor
frecuencia de viajes son las que se encuentran en el primer cuadrante del plano:
Schiltigheim-N, Elsau, Hautepiere y Gare.
• Las localidades con mayor intensidad de desplazamiento en carro, distancias largas,
mayor velocidad y con menos caminatas y un nu´mero de viajes bajo (esta u´ltima
caracter´ıstica no se cumple para el caso CUS-N-E), es decir en el segundo cuadrante,
son: CUS-sud, CUS-Mittel, CUS-ouest y CUS N-E. Es decir, un conjunto de zonas
periurbanas.
• Las localidades con mayor intensidad de desplazamiento en carro, distancias largas,
mayor velocidad y con menos caminatas, un nu´mero de viajes muy alto y duraciones
medias de viajes ma´s altos, ubicadas en el tercer cuadrante, son: CUS-N-O, CUS-
nord, Hoenheim, Neudorf y Orangerie.
• Las localidades con menor intensidad de desplazamiento en automo´vil, distancias
cortas, menor velocidad y con ma´s caminatas, un nu´mero de viajes alto, duraciones
medias de viajes ma´s altos, es decir las localidades ubicadas en el cuarto cuadrante,
son: Waken, Esplanade, Etoile Bourse, Krutenau, Ile y Neudorf ae´ro. E´stas zonas
son algunas de las zonas centrales.
3.2.4. Ana´lisis de clasificacio´n en Movilidad
Como se puede observar en el histograma de ı´ndices de nivel, Figura 3.10 y Dendrogra-
ma Figura 3.11, se realiza una particio´n en cuatro categor´ıas. Para este caso de movilidad
tambie´n se lleva a cabo la consolidacio´n de la clasificacio´n en cuatro grupos mediante el
proceso de K-medias. Luego de esta particio´n se realiza la caracterizacio´n de las clases,
teniendo en cuenta los valores test, esto arroja como resultado lo siguiente en conjunto
con el gra´fico del primer plano factorial con la proyeccio´n de las cuatro clases, Figura 3.12:
• Clase 1:
Tabla 3.11. Grupo 1 - Movilidad
Valor test Media de Clase Frecuencia Media Gobal
Vitesse 4.70 447.90 5.00 288.30
Dist dp 4.20 25237.40 5.00 16890.00
Voiture 3.60 0.70 5.00 0.50
TC -2.50 0.10 5.00 0.10
Marche -3.40 0.20 5.00 0.30
Este grupo esta´ conformado por el 14.7 % del total de las localidades, que corresponde
a cinco localidades (CUS-Sud, CUS-Ouest, CUS-Nord, CUS-Nord-Est, CUS-Mittel),
Localidades ubicadas en la zona periurbana, Tabla 3.11, caracterizadas por tener una
velocidad media realizada en todos los viajes en promedio (Vitesse) de 447.85 me-
tros/minuto, una distancia media de los viajes realizados en promedio de 25237.4
metros, un porcentaje de personas que se desplazan en carro en promedio del 69 % y
tambie´n es caracterizada negativamente por el porcentaje de personas que se despla-
zan caminado, que para esta clase hay 15.4 % en promedio. En resumen, esta clase
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Figura 3.10. I´ndices de nivel de las variables de Movilidad.
Figura 3.11. Dendrograma de las variables de Movilidad.
contiene las localidades con valores extremos en las variables anteriores, es decir que
esta clase es de localidades bastante grandes, en las que es necesario desplazarse en
automo´vil y a una velocidad alta, lo que implica que muy pocos caminan (el 20 %)
y so´lo un 10 % hace uso del transporte pu´blico de una manera frecuente.
• Clase 2:
Esta clase esta´ conformada por 13 localidades, correspondiente al 38.2 % del total,
caracterizadas por tener en promedio una duracio´n media de todos los viajes rea-
lizados diariamente de 61.76 minutos (por encima de la media global), Tabla3.12.
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Figura 3.12. Primer plano factorial con las proyeccio´n de las cuatro clases.
Tabla 3.12. Grupo 2 - Movilidad
Valor test Media de Clase Frecuencia Media Gobal
Duree dp 2.1 61.76 13 58.8
Estas localidades ubicadas entre la zona periurbana y zona intermedia, tienen un
comportamiento esta´ndar con respecto a las dema´s variables.
• Clase 3:
Tabla 3.13. Grupo 3 - Movilidad
Valor test Media de Clase Frecuencia Media Gobal
TC 3.20 0.20 10.00 0.10
Duree dp -2.20 54.90 10.00 58.80
Dist dp -2.50 13687.60 10.00 16890.00
Nb dp -3.70 3.40 10.00 3.80
El 34 % de las localidades conforman esta clase (Montagne, Konigshoffen, Hautepie-
rre, Cronenbourg, Schiltigheim-Ouest, Schiltigheim-Nord, Port-autonome, Neuhof,
Elsau y Gare), Tabla 3.13, caracterizada principalmente por tener en promedio un
20 % de personas que usan transporte pu´blico (por encima de la media global), pero
caracterizada negativamente por el nu´mero de viajes, que en promedio es de 3.4; y
por la distancia media, que es en promedio de 13687.6 metros y un promedio de du-
racio´n media de todos los viajes realizados diariamente de 54.9 minutos. Es decir que
son localidades, que pertenecen a zonas intermedias y centrales, en las que hay dis-
tancias cortas, y no tienen necesidad de realizar tantos viajes, lo que probablemente
causar´ıa la utilizacio´n del transporte pu´blico. Adema´s que todas estas localidades, a
diferencia de Schiltigheim-Nord, Port-autonome y Neuhof, esta´n ubicadas cerca a la
localidad Gare, en la que se encuentra la estacio´n central del tren.
• Clase 4:
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Tabla 3.14. Grupo 4 - Movilidad
Valor test Media de Clase Frecuencia Media Global
Marche 3.50 0.50 6.00 0.30
Velo 3.00 0.10 6.00 0.10
Nb dp 2.70 4.30 6.00 3.80
Dist dp -2.50 12485.50 6.00 16890.00
Vitesse -2.80 204.20 6.00 288.30
Voiture -3.60 0.20 6.00 0.50
A este u´ltimo grupo identificado pertenecen el 17.6 % del total de localidades
(Neudorf-ae´rodrome, Waken, Esplanade, Etoile-Bo, Krutenau y Ile), Tabla 3.14. Se
caracteriza por tener en promedio 50 % de personas que se desplazan caminando y
10 % de personas que se desplazan en bicicleta, adema´s en promedio realizan 4.3
viajes (por encima de la media global), contrario a esto, esta´ caracterizada nega-
tivamente por el porcentaje de personas que se desplazan en automo´vil que es el
20 % y por la velocidad media de los viajes realizados que es en promedio de 204.2
metros/minuto. As´ı que esta clase corresponde a localidades pequen˜as y en la zona
central, en las que no es necesario el uso del carro.
El ACP y la clasificacio´n que se realizo´ sobre ambos conjuntos de datos permitio´ ca-
racterizar las localidades con relacio´n a forma urbana y movilidad, dejando entrever que
hay diferencias evidentes con respecto a estas variables y que ambos conjuntos de datos
tienen estructuras claras y coherentes con el hecho de ser localidades perife´ricas o centrales
[22]. La co-estructura entre ambos tipos de datos se estudia con el ana´lisis de Co-inercia,
el cual se presenta en la siguiente seccio´n.
3.2.5. Ana´lisis de Co-inercia
Luego de analizar los dos conjuntos de datos por separado, se tiene inicialmente que
las localidades especiales (correspondientes a CUS), con una longitud total de v´ıas (LT)
y nu´mero de intersecciones (NI) alta, presentan mayor intensidad de desplazamiento en
carro, distancias recorridas largas, ma´s velocidad y menos caminatas, pero realizan poca
cantidad de viajes. Por otro lado, las localidades en zona central, caracterizadas por tener
una longitud total de v´ıas corta, una densidad de v´ıas y de intersecciones alta y un ı´ndice
de disimilitud promedio, adema´s de realizar ma´s viajes y de trasladarse caminando, lo
que indica que son localidades en las que hay distancias de desplazamiento cortas y baja
velocidad.
Para empezar, se presentan los c´ırculos de correlaciones, Figura 3.13, de cada
conjunto de datos X y Y , que muestran las proyecciones de los ejes del ana´lisis
previos (ACP ), sobre los ejes del ana´lisis de co-inercia y representan una vista de la
rotacio´n necesaria para asociar los dos conjuntos de datos, es decir que los valores
de las varianzas proyectadas sobre los ejes del ana´lisis de co-inercia esta´n cercanos a
los proyectados en cada ana´lisis por separado, esto tambie´n se observa en la Tabla
3.15, en la que se compara la inercia resultante del ana´lisis de co-inercia con la inercia
resultante de los ana´lisis por separado de cada conjunto de datos; VarMorf es la inercia
de los datos de morfolog´ıa proyectada sobre los ejes de co-inercia y ana´logamente se
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tiene para varMov. La ma´xima inercia proyectada del conjunto de datos de morfolog´ıa
(primer y segundo valor propio del ana´lisis por separado) se denota por InerMorf,
ana´logo a InerMov. Covar es la covarianza de los dos conjuntos de coordenadas pro-
yectadas sobre cada uno de los ejes de co-inercia y Corr es la correlacio´n entre los dos
nuevos conjuntos de coordenadas resultantes del ana´lisis de co-inercia, que para este
caso es de 0.815 y 0.597 para el primer y segundo eje de co-inercia respectivamente.
As´ı que se confirma la co-estructura entre los dos conjuntos de datos, determinada por la
maximizacio´n de la covarianza entre los dos nuevos conjuntos de coordenadas proyectadas.
Figura 3.13. Relacio´n entre ana´lisis por separado y ana´lisis de coinercia.
Tabla 3.15. Resumen de las estad´ısticas del ana´lisis de co-inercia: F1 y F2 son los dos ejes de
co-inercia seleccionados, VarMorf es la inercia de los datos de morfolog´ıa proyectada
sobre los ejes de co-inercia y ana´logamente se tiene para varMov. La ma´xima inercia
proyectada del conjunto de datos de morfolog´ıa (primer y segundo valor propio del
ana´lisis por separado) se denota por InerMorf, ana´logo a InerMov. Covar es la cova-
rianza de los dos conjuntos de coordenadas proyectadas sobre cada uno de los ejes
de co-inercia y Corr es la correlacio´n entre los dos nuevos conjuntos de coordenadas
resultantes del ana´lisis de co-inercia
Covar VarMorf VarMov Corr InerMorf InerMov
F1 3.6326 5.00375 3.9697 0.81506 5.2753 3.9822
F2 0.7336 1.02656 1.4684 0.59754 2.1749 1.9363
Adema´s de esto, para probar la significancia de la correlacio´n resultante entre los dos
conjuntos de coordenadas que surgen del ana´lisis de co-inercia, se realizo´ la prueba de
Monte-Carlo (1000 permutaciones), [5], [7], [8], sobre la suma de los valores propios del
ana´lisis de coinercia, para el coeficiente RV. En esta prueba, todo el conjunto de filas y
columnas de S y T fueron permutadas aletoriamente y el coeficiente RV se calculo´ para
cada una de estas 1000 permutaciones. De modo que, con el fin de aproximar el p-valor
y teniendo un RV observado de 0.51906 mayor al conjunto de permutaciones aleatorias
CAPI´TULO 3. RESULTADOS Y DISCUSIO´N 36
(como se observa en la Figura 3.14), se obtiene un p-valor a partir de las permutaciones,
de 0.009, el cual es lo suficientemente pequen˜o como para rechazar la hipo´tesis nula a un
nivel de significancia de 0,05. Es decir, que se logra inferir que las relaciones encontradas
son debidas al azar y que efectivamente cumplen con cierta estructura de relacio´n entre
las variables de la co-estructura.
Esto nos lleva a mantener una sola co-estructura entre el conjunto de datos de mor-
folog´ıa y de movilidad. En otras palabras, con un coeficiente RV de 0.51906, se confirma
que existe similitud entre los patrones de los dos conjuntos de datos, luego es necesario de
estos dos para la completa caracterizacio´n de las localidades.
Figura 3.14. Prueba de significancia del coeficiente RV.
Figura 3.15. Histograma de valores propios del ana´lisis de co-inercia.
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Por otra parte en el histograma de valores propios (Figura 3.15) del ana´lisis de coiner-
cia, se destaca la importancia del primer eje. Sin embargo, se retienen dos ejes para hacer
una representacio´n gra´fica para comparaciones separadas con la estructura de cada con-
junto de datos.
Figura 3.16. C´ırculo de correlaciones: posiciones de las variables de morfolog´ıa en el plano de
co-inercia.
Figura 3.17. C´ırculo de correlaciones: posiciones de las variables de movilidad en el plano de
co-inercia.
Ahora bien, considerando el primer eje de co-inercia en los gra´ficos: Figura 3.16 y
Figura 3.17, es claro que la distancia (Dist-dp), velocidad media (Vitesse), el porcentaje
de personas que se desplazan en carro (Voiture), el nu´mero de manchas (NP), la longitud
total de las v´ıas (LT) y en contraparte, el porcentaje de personas que caminan (Marche),
el ı´ndice de agregacio´n (AI) y la densidad de las v´ıas (DR) son las variables que ma´s
aportan a la construccio´n de este eje. Paralelo a esto, se tiene que para el segundo eje de
coinercia, las variables que ma´s contribuyen a su formacio´n en la parte negativa son: la
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dimensio´n fractal del pe´rimetro-superficie (PAFRAC), densidad y nu´mero de intersecciones
(DI, NI), promedio de viajes realizados (Nb-dp) y porcentaje de personas que se desplazan
en bicicleta (Velo). Estas variables tambie´n son tenidas en cuenta en estudios realizados
por Cervero [4] y Fusco [11].
Seguido de esto, se tiene la distribucio´n de las localidades en la CUS, para lo cual se
parte del plano factorial, Figura 3.18, utilizando los pesos de co-inercia del conjunto de
variables de morfolog´ıa, las localidades CUS-sud, CUS-nord, CUS-N-E, CUS-ouest son las
localidades ma´s grandes (en zonas periurbanas), en las que la distancia media (Dist-dp)
y la velocidad media de desplazamiento (Vitesse) es mayor; respecto a la morfolog´ıa, son
localidades con un gran nu´mero de manchas (NP) y una longitud de v´ıas (LT) bastante
grande. Contrario a esto se tiene que las localidades con menor nu´mero de manchas, pero
con una densidad de v´ıas (DR), un ı´ndice de agregacio´n (AI), densidad de intersecciones
(DI) y dimensio´n fractal (PAFRAC) mayor, adema´s, menos velocidad (Vitesse), menos
distancia recorrida (Dist-dp), con un porcentaje alto de personas que caminan (Marche),
que viajan en bicicleta (Velo) y un gran nu´mero de vajes realizados (Nb-dp), e´stas son: Ile,
Krutenau, Esplanade, Hautepierre, Schiltigheim-Centre, Waken, Neudorf, Etoile-Bourse y
Gare.
Por otro lado se tienen las localidades Eckbolsheim-Parc, Schiltigheim-O, que se carac-
terizan por el uso del transporte pu´blico (TC). Y las localidades Schiltigheim-N, Neudorf-
ae´rodrome, Port-Autonome, CUS-Nord-Ouest, Hoenheim y Robertsau se caraterizan por
tener un mayor porcentaje de personas que usan el carro (Voiture). El resto de localidades
se comportan con un puntaje promedio en las variables de morfolog´ıa y movilidad.
Figura 3.18. Posicio´n de las localidades sobre el plano factorial de co-inercia, usando pesos de
las variables de morfolog´ıa.
Otra forma de comparar las dos ordenaciones (observando las posiciones de la Figura
3.18 y de la Figura 3.19) del ana´lisis de co-inercia, es analizando la Figura 3.20, la cual nos
describe la posicio´n de las localidades en el plano factorial F1xF2 usando las coordenadas
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Figura 3.19. Posicio´n de las localidades sobre el plano factorial de co-inercia, usando pesos de
las variables de movilidad.
estandarizadas, es decir, el ajuste entre las dos nuevas ordenaciones. El inicio de la flecha
indica la posicio´n de las localidades resultantes de la nueva ordenacio´n morfolo´gica y el
final de la flecha o punta, indica la u´ltima posicio´n resultante de la nueva ordenacio´n de
movilidad. As´ı que cuanto ma´s larga es la flecha, menor es la relacio´n entre las variables
de morfolog´ıa y movilidad en cada localidad. Con base en lo anterior, las localidades en las
que no hay relacio´n entre los dos conjuntos de variables son: Elsau, Hautepierre, Eckbols-
heim Parc, Neudorf-ae´rodrome, Cronenbourg, Port-Autonome, Illkirch-Ouest, Orangerie,
Bischheim, Robertsau y Schil-C. El resto, pertenecen al conjunto de localidades en las que
s´ı hay relacio´n entre las variables de morfolog´ıa y movilidad.
3.2.6. Ana´lisis de clasificacio´n en Co-inercia
Con el fin de lograr un agrupamiento de las localidades en ciertos grupos segu´n el
comportamiento de e´stos en las variables de estudio en conjunto, se realizo´ un ana´lisis de
clasificacio´n. El histograma de ı´ndices de nivel (Figura 3.21) y el Dendrograma (Figura
3.22), indican que una particio´n apropiada de la poblacio´n puede ser de tres grupos. La
consolidacio´n de la clasificacio´n de estos tres grupos o clases se realiza mediante el proceso
de K-medias. Luego de esta particio´n, se realiza la caracterizacio´n de las clases, teniendo
en cuenta los valores test, lo que arroja como resultado el siguiente gra´fico del primer
plano factorial con la proyeccio´n de las tres clases (Figura 3.23):
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Figura 3.20. Posicio´n de las localidades sobre el plano factorial de co-inercia, usando coordenadas
estandarizadas.
• Clase 1:
Tabla 3.16. Grupo 1 - Coinercia
Valor test Media de Clase Frecuencia Media Global
LT 5.10 315230.80 5.00 96952.50
NI 5.00 1423.60 5.00 584.20
NP 4.60 4150.00 5.00 1564.60
Vitesse 4.10 428.00 5.00 288.30
Dist dp 3.80 24483.60 5.00 16890.00
Voiture 3.10 0.70 5.00 0.50
LPI -2.10 0.10 5.00 0.40
TC -2.10 0.10 5.00 0.10
PD -2.30 72.80 5.00 160.40
DI -2.50 0.40 5.00 1.30
DR -2.70 93.90 5.00 150.20
Marche -2.80 0.20 5.00 0.30
Este grupo esta´ conformado por el 14.7 % de la poblacio´n que corresponde a cinco
localidades, (CUS-Sud, CUS-Ouest, CUS-Nord, CUS-Nord-Est, Illkirch-Centre), Ta-
bla 3.16, caracterizadas por tener una longitud total (LT) media de v´ıas de 315230.8
metros, un nu´mero de intersecciones (NI) medio de 1423.6, un nu´mero de man-
chas medio de 4150, una velocidad media realizada en todos los viajes (Vitesse) en
promedio de 428 metros/minuto, una distancia media de los viajes realizados en
promedio de 24483.6 metros, un porcentaje de personas que se desplazan en carro
en promedio del 70 %, todas estas variables mayores que la media Global. Por otro
lado, tambie´n es caracterizada negativamente por el porcentaje de personas que se
desplazan caminando (Marche), 20 % en promedio, por debajo de la media global
que es el 30 %, adema´s de esto, se caracteriza negativamente por la densidad de las
v´ıas (DR) de 93.9 metros/hecta´rea y por un indicador de la distribucio´n espacial
de las intersecciones (DI) de 0.4 intersecciones por hecta´rea, un nu´mero de manchas
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Figura 3.21. I´ndices de nivel de las variables de Coinercia.
Figura 3.22. Dendrograma de las variables de Coinercia.
de construcciones por cada 100 hecta´reas (PD) de 72.8. Un porcentaje del 10 % que
toman transporte pu´blico (TC) y un porcentaje medio del suelo conformado por la
mancha ma´s grande (LPI) de 0.1 %.
Para caracterizar de manera resumida esta clase, que contiene las localidades es-
peciales correspondientes a la zona periurbana, con indicadores tanto de longitud
total, como nu´mero de manchas y de intersecciones, por encima de la media global,
sen˜alando que esta clase es de localidades bastante grandes en las que es necesario
y tambie´n se caracteriza por eso, desplazarse en automo´vil, a una velocidad alta y
para distancias grandes; lo que quiza´s implica que no caminan ni toman transpor-
te pu´blico. Adema´s estas distancias tan grandes, reflejan que la densidad tanto de
intersecciones como de v´ıas y de manchas sea ma´s baja.
• Clase 2:
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Figura 3.23. Primer plano factorial con las proyeccio´n de las tres clases.
Tabla 3.17. Grupo 2 - Coinercia
Valor test Media de Clase Frecuencia Media Global
LPI -2.10 0.30 20.00 0.40
DI -2.20 1.00 20.00 1.30
Velo -2.30 0.10 20.00 0.10
PAFRAC -2.30 1.30 20.00 1.30
Esta clase esta´ conformada por 20 localidades, correspondiente al 58.8 % del total,
caracterizadas negativamente por tener en promedio un porcentaje del suelo confor-
mado por la mancha ma´s grande de 0.3 %, una interseccio´n por cada hecta´rea, so´lo el
10 % de las personas viajan en bicicleta y finalmente con una medida de complejidad
de la forma de 1.3 igual al de la media global, Tabla 3.17. Estas localidades tienen un
comportamiento no muy claro para describir, adema´s porque es un conjunto hete-
roge´neo compuesto por localidades tanto de zonas periurbanas, como de intermedias
y centrales. A esta clase pertenecen las localidades: CUS-Nord-Ouest, Illkirch-Ouest,
Lingolsheim, Ostwald, Montagne, Konigshoffen, Cronenbourg, Schiltigheim-Ouest,
Bischheim, Schiltigheim-Nord, Hoenheim, Robertsau, Port-autonome, Neudorf-ae´ro-
drome, Neuhof, Meinau, Elsau, Orangerie, CUS-Mittel y Eckbolsheim-parc.
• Clase 3:
Tabla 3.18. Grupo 3 - Coinercia
Valor test Media de Clase Frecuencia Media Global
DI 4.50 2.30 9.00 1.30
LPI 4.00 0.90 9.00 0.40
DR 4.00 206.70 9.00 150.20
Marche 3.30 0.40 9.00 0.30
Velo 3.20 0.10 9.00 0.10
PAFRAC 3.10 1.40 9.00 1.30
AI 2.70 95.10 9.00 94.00
NI -2.10 343.30 9.00 584.20
Dist dp -2.10 13972.70 9.00 16890.00
LT -2.20 31029.80 9.00 96952.50
Vitesse -2.30 234.40 9.00 288.30
NP -2.90 436.60 9.00 1564.60
Voiture -3.80 0.30 9.00 0.50
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El 26.4 % de las localidades conforman esta tercera clase, Tabla 3.18, caracterizada
principalmente por tener en promedio una densidad de intersecciones de 2.3 por
hecta´rea, un porcentaje medio del suelo conformado por la mancha ma´s grande de
0.9 %, una densidad media de v´ıas promedio de 206.7 metros por hecta´rea, que es
superior a la media global. En promedio el 40 % de personas caminan y el 10 %
usan bicileta. Adema´s como medida de la complejidad media de la forma se tiene
un indicador de 1.4 y un ı´ndice de disimilitud de 95.7, todas estas variables esta´n
por encima de la media global. Por otro lado, esta´ caracterizada negativamente por
el porcentaje medio de personas que usan automo´vil, 30 %. El nu´mero medio de las
manchas que es 436.6 por debajo de la media global. La velocidad de desplazamiento
media de 234.4 metros por minuto, una longitud total de v´ıas de 31029.8 metros, que
tambie´n se encuentra por debajo de la media global y finalmente por la distancia
media que es en promedio de 13972.7 metros. Todo lo anterior nos indica que son
localidades en las que hay distancias cortas, y bastantes v´ıas interconectadas por
lo que se presta para utilizar la bicicleta y caminar, como medio de transporte.
A este grupo pertenecen las localidades ubicadas en la zona central: Hautepierre,
Schiltigheim-Centre, Gare, Waken, Esplanade, Neudorf, Etoile-Bo, Krutenau e Ile.
Todo lo anterior nos muestra que efectivamente hay caracter´ısticas morfolo´gicas que
son ma´s eficaces que otras, desde el punto de vista de la disminucio´n de distancias de viaje
y de la eleccio´n del medio de transporte diferente al carro. Para el caso de las localidades
pertenecientes a las zonas centrales: hay mayor densidad de intersecciones y de v´ıas, un
alto valor en el indicador de las manchas principales, un alto nivel de agregacio´n y una
alta complejidad de la forma, lo que influye en el modo de transporte suave (caminar y
uso de la bicicleta), adema´s de un alto nu´mero de viajes realizados.
Contrario a lo que sucede en las zonas periurbanas, que se caracterizan por tener un alto
nu´mero de manchas (mayor fragmentacio´n), una gran longitud de v´ıas y un gran nu´mero
de intersecciones, lo que implica distancias de desplazamiento largas, altas velocidades
y el uso del carro. En ambos casos (zonas periurbanas y centrales) se observa, a partir
de una superposicio´n de los dos c´ırculos de correlaciones, que las variables de morfolog´ıa
esta´n ma´s correlacionadas con la movilidad que las variables de la red vial, pero con
diferencias muy pequen˜as. Por u´ltimo, para el caso de las zonas intermedias, no se tiene
una clara caracterizacio´n, esto nos lleva a pensar que hay una falencia en la escogencia de
las variables, o que efectivamente tienen un comportamiento promedio, como lo muestra
el ana´lisis.
Lo anterior concuerda con los resultados obtenidos en el art´ıculo de Cervero de 2010, en
el que se afirma que las millas recorridas por veh´ıculo, esta´n ma´s fuertemente relacionadas
con las medidas de accesibilidad y en segundo lugar a las variables de disen˜o de la red vial.
As´ı mismo el autor reporta que, caminar esta´ ma´s fuertemente relacionado con las medidas
de uso del suelo, la diversidad, la densidad de intersecciones, y el nu´mero de destinos a
poca distancia [10]. Adema´s esto tambie´n lo refuerza el art´ıculo de Lin J. y Yang A., en el
que se confirma que la densidad esta´ positivamente relacionada a la generacio´n de viajes
y negativamente asociada con el uso del veh´ıculo.
3.2.7. Modelos de ecuaciones estructurales
Luego de haber estudiado las relaciones de interdependencia por medio de los ana´lisis
multivariados, se procede a realizar el estudio de las relaciones de dependencia con el
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objetivo de indagar cua´ntas variables esta´n prediciendo o explicando; es por esto que se
decide hacer un ana´lisis de las mu´ltiples relaciones entre variables dependientes (Movilidad)
e independientes (Morfolog´ıa), a trave´s de modelos de ecuaciones estructurales. Adema´s
de lo anterior, se utiliza este tipo de modelos porque se tienen variables latentes, que
no son directamente observables (Modo de transporte, Intensidad y frecuencia de viajes,
Fragmentacio´n, Complejidad de la forma, Conectividad y Accesibilidad), como se realizo´ en
el estudio de Lin J. y Yang A, [13].
Dado que los modelos de ecuaciones estructurales se basan en un taman˜o de muestra
grande y que este depende en cierta proporcio´n de la complejidad del modelo, el me´todo
de estimacio´n utilizada, y las caracter´ısticas de distribucio´n de las variables observadas
[15], se plantea inicialmente un modelo ideal, pero por la limitacio´n del taman˜o de muestra
no es posible ejecutarlo como un modelo de ecuaciones estructurales. Sin embargo, en este
estudio no se esta´ trabajando con una muestra sino con datos poblacionales (Morfolog´ıa)
y expandidos (Movilidad), la verdadera limitacio´n es ma´s bien que estos datos esta´n agre-
gados y no fue posible obtenerlos desagregados. No obstante se procede a especificar ocho
modelos de un menor nu´mero de variables con el fin de que pudieran ser por lo menos
identificados, pero de estos so´lo se logran estimar dos modelos. Por otra parte, para el
proceso de estimacio´n, surgio´ el problema de la no normalidad tanto univariada como
multivariada, as´ı que se estimo´ por medio de mı´nimos cuadrados no ponderados (ULS).
3.2.7.1. Especificacio´n del modelo
En este proceso de especificacio´n, que tiene como objetivo establecer formalmente el
modelo que se va a confirmar (prueba de hipo´tesis) y teniendo en cuenta que no todos
los modelos especificados se pueden identificar y estimar, en esta seccio´n tenemos dos
alternativas: una es el esquema de un modelo emp´ırico que resulta del ana´lisis previo y la
otra, es la especificacio´n de varios modelos, que tambie´n resultan de los ana´lisis previos,
pero con pocas variables. Existen estas dos alternativas por las diferencias en los aspectos a
tener en cuenta en esta parte, como el nu´mero de variables latentes, el nu´mero de variables
observadas y las relaciones entre estas.
A continuacio´n se tiene inicialmente el modelo ideal (Figura 3.24) que se plantea para
lograr explicar la Movilidad a partir de la Morfolog´ıa, a modo de establecer a priori el
patro´n causal de las relaciones entre las variables observadas gracias a los ana´lisis multi-
variados realizados previamente.
Para este caso, el planteamiento de las ecuaciones que se trabajar´ıa en el software ser´ıa
el siguiente, para el cual las variables a la izquierda de “=∼ ” corresponden a las variables
latentes medidas por las variables observadas que se encuentran en la parte derecha, por
u´ltimo en las variables a la izquierda de “=∼ ” indica que son las variables dependientes
que sera´n explicadas por las variables de la derecha. En este caso las variables exo´genas
corresponden a las de Morfolog´ıa y las variables endo´genas a las de Movilidad.
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Figura 3.24. Diagrama del modelo emp´ırico a partir del ana´lisis multivariado previo.
Fragmentacion =∼ NP
Complejidaddelaforma =∼ LPI + PAFRAC
Agregacion =∼ AI
Accesibilidad =∼ DI +DR+ LT +NI
ModoSuave =∼Marche+ V elo
ModoMotorizado =∼ V oiture
Intensidad =∼ Dist− dp+ V itesse+Nb− dp
ModoSuave+ModoMotorizado+ Intensidad ∼ Fragmentacion+ Complejidad+Agregacion+Accesibilidad
Este posible modelo se complementa con la teor´ıa de los urbanistas en el sentido que
la densidad de v´ıas y un nu´mero de intersecciones alta, es decir una buena accesibilidad
o ma´s bien una eficiencia en la red vial en terminos de interconexio´n [22], influye de ma-
nera favorable en los modos de transporte suaves (Caminar-Marche y Bicicleta-Velo), en
contraparte una gran longitud de las v´ıas y un gran nu´mero de manchas, es decir espacios
urbanos con buena accesilibidad y muy fragmentados, influyen positivamente el uso de
modos de transporte motorizados, en este caso el automo´vil, adema´s en la intensidad y
frecuencia de viajes, esto es mayores distancias recorridas, mayores velocidades y ma´s can-
tidad de desplazamientos [4], [10], [11]. Tambie´n se tiene que el ı´ndice de agregacio´n (AI),
el indicador de manchas principales (LPI) y la dimensio´n fractal (PAFRAC), con valores
altos y en zonas densas, es decir espacios urbanos con un alto nivel de conectividad, de
formas complejas y poco fragmentadas, intervienen positivamente en el uso de la bicicleta
(Velo) y en caminar. Cabe destacar que esto confirma posiciones de los urbanistas acerca
de que un valor bajo en el indicador PAFRAC, corresponde a formas simples que implican
efectos significativos de posibles fallas que influyen negativamente al uso de modos suaves
porque generan desv´ıos que dificultan un desplazamiento eficiente [22].
Teniendo en cuenta la coincidencia del modelo encontrado con los autores menciona-
dos, se puede afirmar que la metodolog´ıa a trave´s del ana´lisis multivariado de co-estructura
permite la construccio´n de un modelo viable, adema´s de cumplirse el objetivo de explicar
comportamientos de movilidad a partir de la morfolog´ıa. La clara caracterizacio´n y agrupa-
cio´n de localidades por su ubicacio´n espacial, parece indicar una relacio´n con variables que
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no se tuvieron en cuenta (variables socioecono´micas y demogra´ficas), las cuales describen
el tipo de gente que vive en ellas, teniendo en cuenta que el tipo de poblacio´n esta´ muy
relacionado con su localizacio´n. En Francia las personas jo´venes viven generalmente en
el centro de la ciudad para limitar sus desplazamientos y aprovechar el ambiente urbano
que favorece la interaccio´n. Cuando se constituyen parejas estables y vienen los hijos, es
necesario tener una vivienda ma´s espaciosa a menor precio y se busca ma´s tranquilidad,
por lo que las parejas intentan alojarse en las zonas perife´ricas. Luego cuando los hijos se
van y la movilidad se vuelve ma´s dif´ıcil en la tercera edad, las personas vuelven al centro
de la ciudad. Este comportamiento es conocido como el “ciclo de vida” (Moreno 2014,
com. personal)
Siguiendo con la idea anterior, si se adiciona el tema de la segregacio´n urbana creada
por la diferencia de precios de los predios (los barrios cercanos al Parlamento Europeo son
excesivamente costosos en el caso de Estrasburgo), indica que existe una correlacio´n entre
las variables socio-econo´micas y la localizacio´n. La cuestio´n es que existe una correlacio´n
entre la localizacio´n y la morfolog´ıa : el centro fue construido en la edad media, la parte
centro-oriental fue construida en el siglo XIX por los alemanes y el resto fue construido en
el siglo XX, lo que corresponde a paradigmas urban´ısticos muy diferentes. Por consiguiente,
va a existir una correlacio´n muy fuerte entre morfolog´ıa y movilidad, no por una relacio´n
directa, sino a causa del tipo de poblacio´n. (Moreno 2014, com. personal).
Ahora bien, por todo lo dicho anteriormente y teniendo en cuenta los ana´lisis previos y
las respectivas limitaciones, se decide especificar los siguientes modelos de pocas variables,
con el fin de poder identificarlos:
1. Modelo 1: Explicacio´n de la Intensidad por parte de la Fragmentacio´n y Accesibili-
dad.
Fragmentacion =∼ NP
Accesibilidad =∼ LT +NI
Intensidad =∼ Dist− dp+ V itesse
Intensidad ∼ Fragmentacion+Accesibilidad
2. Modelo 2: Explicacio´n del uso del Modo suave (caminar) por parte de la Complejidad
de la forma y la Accesibilidad.
Complejidad =∼ LPI + PAFRAC
Accesibilidad =∼ DR+DI
ModoSuave =∼Marche
ModoSuave ∼ Complejidad+Accesibilidad
3. Modelo 3: Explicacio´n del uso del Modo suave (bicicleta) y la Intensidad por parte
de la Complejidad de la forma.
Complejidad =∼ LPI + PAFRAC
Intensidad =∼ Nb− dp
ModoSuave =∼ V elo
ModoSuave+ Intensidad ∼ Complejidad
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4. Modelo 4: Explicacio´n del uso del Modo suave (caminar) por parte de la Conectividad
de la forma y la Accesibilidad
Conectividad =∼ AI
Accesibilidad =∼ DR+DI
ModoSuave =∼Marche
ModoSuave ∼ Conectividad+Accesibilidad
5. Modelo 5: Explicacio´n del uso del Modo suave (bicicleta) por parte de la Complejidad
de la forma y la Accesibilidad
Complejidad =∼ PAFRAC
Accesibilidad =∼ DI
ModoSuave =∼ V elo
ModoSuave ∼ Complejidad+Accesibilidad
6. Modelo 6: Explicacio´n del uso del Modo suave (caminar) por parte de la Complejidad
de la forma y la Accesibilidad
Complejidad =∼ LPI
Accesibilidad =∼ DR+DI
ModoSuave =∼Marche
ModoSuave ∼ Complejidad+Accesibilidad
7. Modelo 7: Explicacio´n del uso del Modo suave (caminar) y la Intensidad y frecuencia
de viajes por parte de la Complejidad de la forma y la Accesibilidad
Complejidad =∼ PAFRAC
Accesibilidad =∼ DI
ModoSuave =∼ V elo
Intensidad =∼ Nb− dp
ModoSuave+ Intensidad ∼ Complejidad+Accesibilidad
8. Modelo 8: Explicacio´n del uso del Modo motorizado (automo´vil) y la intensidad y
frecuencia de viajes por parte de la Fragmentacio´n y la Accesibilidad
Fragmentacion =∼ NP
Accesibilidad =∼ LT +NI
ModoMotorizado =∼ V oiture
Intensidad =∼ Dist− dp+ V itesse
ModoMotorizado+ Intensidad ∼ Fragmentacion+Accesibilidad
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3.2.7.2. Identificacio´n de los modelos
No todos los modelos especificados pueden ser identificados y estimados por razones
como que hay ma´s para´metros a estimar que el nu´mero de varianzas/covarianzas posibles,
medido a partir de los grados de libertad y que todas las variables deben estar estandariza-
das para que puedan ser interpretadas. Tambie´n cuando se obtienen valores de para´metros
no permitidos como varianzas negativas. Teniendo en cuenta lo anterior, quedan descar-
tados inicialmente los modelos 2, 4, 5 y 7 debido a que sus grados de libertad son iguales
a cero y tienen varianzas negativas.
3.2.7.3. Estimacio´n y ajuste de los modelos
Para empezar el proceso de estimacio´n, en primera instancia se rechaza la hipo´tesis de
normalidad multivariada, y segundo, se tiene el inconveniente de tener los datos agregados,
que en otras palabras quiere decir que no se trabajar´ıa con un taman˜o de datos suficien-
temente grande. Estos precedentes llevan a realizar el proceso de estimacio´n a trave´s de
mı´nimos cuadrados no ponderados (ULS). Para esto se mostrara´ so´lo los modelos 1 y 6,
debido a que los modelos 3 y 8, no poseen para´metros estimados significativos. De acuerdo
a lo anterior, a continuacio´n se muestra en la Tabla 3.19 las salidas del modelo 1.
En esta tabla se observa inicialmente que la prueba ji-cuadrado χ2, se ve afectada por el
taman˜o de muestra, como se esperaba, razo´n por la cual no se tiene en cuenta. Lo anterior
nos indica que se deben mirar otros criterios de bondad de ajuste como el RMSEA, que
toma un valor de 0, y un p-valor de 1, es decir que no se rechaza H0 : RMSEA ≤ 0.05, y
el valor de SRMR de 0.006 menor a 0.08, en otras palabras el ajuste del modelo es bueno.
Cabe aclarar que este ı´ndice de ajuste absoluto tiene la limitacio´n del taman˜o de muestra,
entonces para muestras pequen˜as tiende a sobreestimar el ajuste del modelo [17]. Adema´s
de estos, se tienen los ı´ndices de incremento en la Tabla 3.20, los cuales comparan el modelo
propuesto con el modelo de independencia (modelo que asume que no hay asociaciones
entre las variables), estos son : CFI, TLI, NFI, IFI, los cuales se encuentran cercanos a
1, lo que indica un buen ajuste del modelo. Seguido de esto se tienen las estimaciones
de los para´metros, por medio de te´cnicas iterativas con el objeto de minimizar la funcio´n
de diferencia entre la matriz de covarianza observado (datos) y la matriz de covarianza
impl´ıcita (modelo). La funcio´n utilizada es la correspondiente al me´todo de estimacio´n
ULS, como se hab´ıa nombrado anteriormente.
Con el objetivo de comprender gra´ficamente la informacio´n anterior, se tiene el si-
guiente diagrama del modelo 1, (Figura 3.25), el cual contiene los respectivos para´metros
estimados estandarizados. Este modelo corresponde al siguiente esquema de ecuaciones
estructurales:
η1=γ11ξ1 + γ12ξ2 + ζ1
Modelo de medida de indicadores endo´genos
y1 =λ
y
11η1 + 1
y2 =λ
y
21η1 + 2
Modelo de medida de indicadores exo´genos
x1 =λ
x
11ξ1 + δ1
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Tabla 3.19. Resumen Modelo 1
Converge luego de 39 iteraciones
Nu´mero de observaciones 34
Estimador ULS
Mı´nimo de la funcio´n de ajuste 216.501
Grados de libertad 10
Prueba del modelo base:
Mı´nimo de la funcio´n de ajuste 216.501
Grados de libertad 10
Modelo planteado versus modelo base:
I´ndice de ajuste comparativo (CFI) 1.000
I´ndice de Tucker-Lewis (TLI) 1.048
I´ndice de aproximacio´n de la ra´ız de cuadrados medios del error:
RMSEA 0.000
Intervalo de confianza del 90 % 0.000 0.000
P-valor RMSEA <= 0.05 1.000
Ra´ız de cuadrados medios de residuales estandarizada:
SRMR 0.006
Para´metros estimados:
Para´m Estim Error Est P-valor P (> |z|) Para´m Estim estand
Variables latentes:
Fragm =∼
NP 1 0.087 11.489 0 1
Acce =∼
LT 0.997 0.129 7.737 0 0.997
NI 0.972 0.126 7.737 0 0.972
Inte =∼
Dist dp 0.523 0.25 2.092 0.036 0.934
Vitesse 0.552 0.266 2.073 0.038 0.985
Regresiones:
Inte ∼
Fragm 1.39 2.183 0.637 0.524 0.778
Acce 0.102 1.708 0.059 0.953 0.057
Covarianzas:
Fragm ∼∼
Acce 0.885 0.167 5.301 0 0.885
Varianzas:
NP 0 0 0
LT 0.006 0.31 0.006 0.006
NI 0.055 0.3 0.055 0.055
Dist dp 0.127 0.293 0.127 0.127
Vitesse 0.029 0.315 0.029 0.029
Fragm 1 1 1
Acce 1 1 1
Inte 1 0.313 0.313
R-Cuadrado:
NP 1
LT 0.994
NI 0.945
Dist dp 0.873
Vitesse 0.971
Inte 0.687
Tabla 3.20. Indicadores de ajuste, Modelo 1
Valor
χ2 0.016
Grados de Libertad 3.000
P-valor NA
cfi 1.000
nfi 1.000
ifi 1.014
rmsea 0.000
rmsea.IC.inf 0.000
rmsea.IC.sup 0.000
rmsea.p-valor 1.000
srmr 0.006
x2 =λ
x
22ξ2 + δ2
x3 =λ
x
32ξ2 + δ3
Efectivamente se muestra que las variables latentes esta´n explicadas por las variables
observadas, es decir por el nu´mero de manchas (x1) (Fragmentacio´n: ξ1), longitud total
de las v´ıas (x2) y nu´mero de intersecciones (x3) (Accesibilidad: ξ2), Distancia de despla-
zamientos (y1) y Velocidad promedio de desplazamientos (y2) (Intensidad y frecuencia
de viajes: η1), sin embargo uno de nuestros intereses era comprobar la influencia de la
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Morfolog´ıa sobre la Movilidad, y que por limitaciones anteriormente nombradas, para es-
te modelo inicial se quer´ıa ratificar la influencia de la Fragmentacio´n y la accesibilidad
sobre la intensidad y frecuencia de viajes, pero precisamente estos para´metros estimados
estandarizados no resultan ser significativos.
Figura 3.25. Diagrama del modelo 1.
De modo ide´ntico se comporta el modelo planteado nu´mero 6, en la Tabla 3.21 se tiene
el resumen de algunos indicadores de ajuste y las estimaciones de los para´metros, adema´s
en la Tabla 3.22 se complementa la informacio´n de todos lo indicadores de ajuste y por
u´ltimo se tiene el esquema del modelo (Figura 3.26). De nuevo se cumple que las variables
latentes esta´n explicadas por las variables observadas, las manchas principales (x1) (Com-
plejidad: ξ1), densidad de las v´ıas (x2) y densidad de intersecciones (x3) (Accesibilidad:
ξ2), Caminar (y1) (Modo suave: η1). No obstante los para´metros estimados estandarizados
entre las variables latentes (Complejidad y accesibilidad hacia el Modo suave) no resul-
tan ser significativos. Todo lo anterior se debe principalmente al problema del taman˜o
de muestra utilizado para el estudio y al no cumplimiento del supuesto de normalidad
multivariada. Este modelo corresponde al siguiente esquema de ecuaciones estructurales:
η1 =γ11ξ1 + γ12ξ2 + ζ1
Modelo de medida de indicadores endo´genos
y1 =λ
y
11η1 + 1
Modelo de medida de indicadores exo´genos
x1 =λ
x
11ξ1 + δ1
x2 =λ
x
22ξ2 + δ2
x3 =λ
x
32ξ2 + δ3
Finalmente se tiene que la mayor´ıa de trabajos previos que estudian morfolog´ıa urbana
y movilidad lo hicieron a trave´s de modelacio´n, en los que se ten´ıa una variable respuesta
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Tabla 3.21. Resumen Modelo 6
Converge luego de 30 iteraciones
Nu´mero de observaciones 34
Estimador ULS
Mı´nimo de la funcio´n de ajuste 0.004
Grados de libertad 1
Prueba del modelo base:
Mı´nimo de la funcio´n de ajuste 102.606
Grados de libertad 6
Modelo planteado versus modelo base:
I´ndice de ajuste comparativo (CFI) 1.000
I´ndice de Tucker-Lewis (TLI) 1.062
I´ndice de aproximacio´n de la ra´ız de cuadrados medios del error:
RMSEA 0.000
Intervalo de confianza del 90 % 0.000 0.044
P-valor RMSEA <= 0.05 0.950
Ra´ız de cuadrados medios de residuales estandarizada:
SRMR 0.004
Para´metros estimados:
Para´m Estim Error Est P-valor P (> |z|) Para´m Estim estand
Variables latentes:
Comp =∼
LPI 1.000 0.087 11.489 0.000 1.000
Acce =∼
DR 0.954 0.151 6.333 0.000 0.954
DI 0.994 0.157 6.333 0.000 0.994
Modo =∼
Marche 0.695 0.175 3.969 0.000 1.000
Regresiones:
Modo ∼
Comp 0.349 0.600 0.582 0.561 0.242
Acce 0.763 0.601 1.269 0.205 0.530
Covarianzas:
Comp ∼∼
Acce 0.693 0.154 4.507 0.000 0.693
Varianzas:
LPI 0.000 0.000
DR 0.089 0.336 0.089
DI 0.011 0.357 0.011
Marche 0.000 0.000
Comp 1.000 1.000
Acce 1.000 1.000
Modo 1.000 0.483
R-Cuadrado:
LPI 1.000
DR 0.911
DI 0.989
Marche 1.000
Modo 0.517
Tabla 3.22. Indicadores de ajuste, Modelo 6
Valor
χ2 0.004
Grados de libertad 1.000
p-valor NA
cfi 1.000
nfi 1.000
ifi 1.010
rmsea 0.000
rmsea.IC.inf 0.000
rmsea.IC.sup 0.044
rmsea.p-valor 0.950
srmr 0.004
y varias variables explicativas [10], [4], [13], [18], [20], pero no se hab´ıa explorado el uso
de ana´lisis multivariado y de co-estructura seguido de modelos de ecuaciones estructurales
para estos estudios. Adicionalmente, no se conocen trabajos en donde se haya intentado
modelar las relaciones entre grupos de variables respuesta y observadas. Una metodolog´ıa
que se acerca a este tipo de ana´lisis es la del uso de redes bayesianas, en las que se busca
encontrar relaciones causales entre variables. Estas redes bayesianas permiten deducir la
probabilidad de las relaciones de causa efecto entre las variables [11], pero tiene ciertas
limitaciones: en primera instancia se tiene que el experto plantea un subconjunto de rela-
ciones, que para este estudio se realiza a partir del ana´lisis multivariado con el objetivo de
tener una mayor consistencia estad´ıstica en los resultados. Seguido de esto se tiene que la
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Figura 3.26. Diagrama del modelo 6.
red bayesiana calcula las probabilidades de las relaciones de todas las variables sin tener en
cuenta que e´stas pertenecen a un grupo o que son variables observadas para explicar cierta
variable latente; as´ı que por estas razones se prefirio´ la modelacio´n a trave´s de modelos de
ecuaciones estructurales, que permite diferenciar variables latentes y observadas. A pesar
de estas diferencias, se tienen resultados comunes como los citados anteriormente, adema´s
de los resultados que se obtienen de la primera red bayesiana propuesta en [11], en la que se
concluye que la ciudad causa su movilidad, la cual es menos probable que la red que afirma
que la movilidad causa su ciudad. Claramente hay que tener en cuenta que este estudio se
realizo´ para 102 ciudades del mundo con caracter´ısticas geogra´ficas, socioecono´micas y de
infraestructura, totalmente diferentes, lo que hace que aun sea complicado encontrar un
modelo u´nico para estas relaciones.
Conclusiones y Trabajo futuro
• Para el caso del conjunto de informacio´n de morfolog´ıa de la CUS, se encontro´ que
las localidades ma´s grandes, en te´rminos de la longitud vial, del a´rea total de terreno
y con un gran nu´mero de manchas son las localidades que, en su mayor´ıa, son la
unio´n de varios barrios en zonas periurbanas. Adicional a esto, las localidades ma´s
pequen˜as y que pertenecen a zonas centrales se caracterizan por ser densas tanto en
su red vial como en sus construcciones.
• Respecto al ana´lisis relacionado con la movilidad, resulto´ que las localidades ma´s
grandes, ubicadas en las zonas periurbanas, prefieren como medio de transporte el
automo´vil, recorriendo grandes distancias a velocidades altas. Localidades cercanas a
la estacio´n central del tren, hacen uso del transporte pu´blico pero sorprendentemente
es baja la frecuencia de viajes realizados. Por u´ltimo se tiene que las localidades ma´s
pequen˜as y ubicadas en zonas centrales son ideales para caminar.
• Efectivamente existe una co-estructura entre la forma urbana y red vial con la movi-
lidad de las personas en la CUS, el 67.6 % de las localidades tienen una relacio´n alta
entre estos dos conjuntos de datos. Esto confirma que la combinacio´n en la morfolog´ıa
de los ı´ndices que miden caracter´ısticas de las edificaciones y de los ı´ndices medidos
sobre la red vial, pueden llegar a determinar el comportamiento de la movilidad.
• Luego del ana´lisis anteriormente descrito, se evidencia que las variables: densidad de
manchas (PD) y taman˜o medio de las manchas (MPS) son redundantes. Adema´s las
variables de transporte pu´blico y duracio´n de los viajes no resultan ser informativas,
por lo que se requiere una revisio´n de estas variables.
• A partir del modelo que resulta de los ana´lisis multivariados, se evidencia que efec-
tivamente hay caracter´ısticas morfolo´gicas que son ma´s eficaces que otras, desde el
punto de vista de la disminucio´n de distancias de viaje y de la eleccio´n del medio
de transporte diferente al carro. As´ı que los modos de transporte suaves (caminar,
uso de bicicleta), primordialmente en zonas centrales, esta´n fuertemente relacionados
con la densidad de la red vial, la complejidad de la forma y la agregacio´n.
• Basados en los resultados consistentes que arrojan los ana´lisis multivariados, es po-
sible ajustarlos mediante modelos de ecuaciones estructurales para confirmar la co-
estructura de los datos, pero con la informacio´n desagregada.
• En este orden de ideas, el me´todo ser´ıa: realizar un ana´lisis descriptivo de cada con-
junto de datos por separado, seguido de un ana´lisis de la co-estructura de estos (en
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te´rminos de covarianzas) por medio de un ana´lisis de co-inercia, agrupar estos resul-
tados a trave´s de un ana´lisis de clasificacio´n y finalmente modelar este mecanismo
por medio de los modelos de ecuaciones estructurales y as´ı estudiar las relaciones
“causales” entre los conjuntos de datos.
• Luego de revisar los respectivos estudios con esta informacio´n, este es el primer
trabajo que usa la metodolog´ıa de realizar un ana´lisis multivariado, analizando pri-
mero la co-estructura de los conjuntos de datos, seguido del modelamiento de estas
relaciones.
• El trabajo permitio´ conocer una metodolog´ıa multivariada, la cual saca provecho del
ana´lisis de co-estructura de los datos y permite construir un modelo emp´ırico. Sin
embargo resulta d´ıficil la identificacio´n y estimacio´n del modelo debido al taman˜o
de muestra y a la cantidad de variables latentes y observadas.
• El modelo emp´ırico coincide con el conocimiento experto previamente identificado
usando otras metodolog´ıas estad´ısticas como modelos logit en el estudio de Cervero
2010, [10]. Adema´s del uso de los modelos de ecuaciones estructurales en el caso del
art´ıculo de Lin J. y Yang A 2009, [13] y algunos apartes de redes bayesianas de Fusco
[11]
• Lo ideal ser´ıa trabajar con datos desagregados a nivel menor de Localidad, de Barrio,
por ejemplo. Adema´s de un mejor ana´lisis previo de todas las variables involucradas
en este estudio.
• Se propone para trabajos futuros, realizar este estudio inicialmente para la parte
urbana de un espacio metropolitano y trabajar con zonas o localidades en las que
se tenga un sistema integrado de transporte pu´blico, debido que al aplicarse esto a
zonas que contienen a´reas rurales, que no posean transporte pu´blico integrado de
una manera eficiente, afecta directamente a los resultados de los ana´lisis.
• Adema´s de esto, se propone tener en cuenta variables socioecono´micas, e´stas podr´ıan
estar influenciando directamente el uso del medio de transporte para desplazarse en
una ciudad. As´ı mismo, variables que identifiquen el uso o los usos predominantes
asociados a las manchas de construcciones, unido a esto, variables que caractericen las
zonas, es decir si las manchas pertenecen a zonas residenciales, de comercio, actividad
bancaria, educacio´n, oficinas de trabajo, industria, servicios, etc. Con estas variables
incluidas se podr´ıa adema´s, analizar otras co-estructuras a partir de la metodolog´ıa
propuesta. El uso de este tipo de variables es de especial importancia cuando se
estudien ciudades en donde la localizacio´n no esta´ tan directamente relacionada con
el estatus socio-econo´mico.
• Se aconseja empezar creando un modelo gu´ıa con todas las relaciones que se quiera
verificar y con base en esto, se procede a recolectar todos los datos que se ajusten a los
objetivos planteados. De esta manera para el caso de Bogota´, se recomienda realizar
por un lado, un ana´lisis exhaustivo de la encuesta de movilidad de 2011 por parte
de la Secretar´ıa Distrital de Movilidad y por otro lado recolectar la informacio´n
de la forma urbana de la ciudad que dispone la Unidad Administrativa Especial
de Catastro Distrital (UAECD) y La Infraestructura de Datos Espaciales para el
Distrito Capital (IDECA), entidad encargada de obtener para este an˜o 2014, la
primera imagen multiespectral actualizada de Bogota´, a la que se le calcular´ıan todos
los indicadores de Forma urbana (Fragmentacio´n, Conectividad y Complejidad),
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porque para el caso de las variables de accesibilidad, se podr´ıa trabajar con el objeto
Malla Vial Integral, disponible en esta misma entidad.
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