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CHEBYSHEV’S BIAS FOR PRODUCTS OF IRREDUCIBLE POLYNOMIALS
LUCILE DEVIN AND XIANCHANG MENG
Abstract. For any k ≥ 1, we compare the number of polynomials that have exactly k irreducible
factors in Fq[t] among different arithmetic progressions. We prove asymptotic formulas for the
difference of counting functions uniformly for k in a certain range. We unconditionally derive the
existence of the limiting distribution of this difference. In contrast to the case of products of k prime
numbers, we show the existence of complete biases in the function field setting, that is the difference
function may have constant sign. We give several examples to exhibit this new phenomenon.
1. Introduction
1.1. Background. The notion of Chebyshev’s bias originally refers to the observation in [Che99]
that there seems to be more primes congruent to 3 mod 4 than to 1 mod 4 in initial intervals of the
integers. More generally it is interesting to study the function π(x; q, a)− π(x; q, b) where π(x; q, a)
is the number of primes ≤ x that are congruent to a mod q. Under the Generalized Riemann Hy-
pothesis (GRH) and the Linear Independence (LI) conjecture for zeros of the Dirichlet L-functions,
Rubinstein and Sarnak [RS94] gave a framework to study Chebyshev’s bias quantitatively. Precisely
they showed that the logarithmic density δ(q; a, b) of the set of x ≥ 2 for which π(x; q, a) > π(x; q, b)
exists and in particular δ(4; 3, 1) ≈ 0.9959. For more details on prime number races in arithmetic
progressions, we refer to the expository articles of Ford and Konyagin [FK02] and of Granville and
Martin [GM06].
In this article we are interested in studying the bias in the distribution of products of irreducible
polynomials in congruence classes. This idea is motivated by two different generalizations of Cheby-
shev’s bias.
On one hand, it is natural to ask if similar behavior would happen for other sequences than
that of prime numbers. In [FS10], Ford and Sneed adapted the observation of Chebyshev’s bias
to quasi-prime numbers, i.e. numbers with two prime factors p1p2 (p1 = p2 included). They
showed under GRH and LI that the direction of the bias for products of two primes is opposite
to the bias among primes, and that the bias decreases. Later, Dummit, Granville and Kisilevsky
[DGK16] unconditionally obtained large bias among products of two distinct primes p1p2 with
each prime factor from the residue classes p1 ≡ p2 ≡ 1 mod 4 or p1 ≡ p2 ≡ 3 mod 4. Moree
[Mor04] also obtained unconditional biases in the count of integers whose prime factors are all
from the same congruence class. Very recently, under GRH and LI, the second author [Men18a]
generalized the results of [RS94] and [FS10] to products of any k primes among different arithmetic
progressions. He used a new idea to study the unweighted form of the counting function to detect
products of any k primes that overcomes the difficulty of generalizing the weighted forms used
in [RS94] and [FS10]. In a later paper [Men18b], he also generalized the results of [DGK16] to
products of k primes p1 · · · pk with each prime factor from some arithmetic progression pj ≡ aj mod q
(1 ≤ j ≤ k). He showed unconditionally that there are large biases for some k-tuple of residue classes
(a1 mod q, . . . , ak mod q).
On the other hand, the analogy between the ring of integers and polynomial rings over finite
fields provides a natural translation of these ideas to irreducible polynomials over finite fields. This
2010 Mathematics Subject Classification. 11T55, 11N45, 11K38.
Key words and phrases. Chebyshev’s bias, function fields, product of primes.
1
2 LUCILE DEVIN AND XIANCHANG MENG
translation was first studied by Cha in [Cha08] where he adapted the results of [RS94]. His results
are unconditional since the Generalized Riemann Hypothesis for Dirichlet L-functions over function
fields was already proved by Weil [Wei48]. As Cha observed in [Cha08, Section 5], the case of
polynomial rings is particularly interesting because LI is not always satisfied and there might be
biases in unexpected directions.
In this paper, we consider products of k irreducible polynomials among different congruence
classes and our results are uniform for k in some range. The method we use here is not a straight-
forward generalization of the method used in [Cha08] since the analogue of the weighted form of
counting function is not ready to detect products of irreducible elements (see [Men18a]). Different
from the results in [RS94], [FS10] and [Men18a], we obtain asymptotic formulas for the corre-
sponding difference functions unconditionally, and the density we derive in this paper is the natural
density rather than the logarithmic density. Our starting point is motivated by a combinatorial idea
in [Men18a], but the main proof is not a parallel translation since the desired counting function is
not derived as Meng did in [Men18a] using Perron’s formula.
Recently Wanlin Li [Li18] disproved an analogue of Chowla’s conjecture about central zeros of
L-functions in function fields. She constructed infinitely many quadratic characters χ such that
L
(
1
2 , χ
)
= 0. As k increases, we observe a new phenomenon: such characters can induce complete
biases in races between quadratic and non-quadratic residues (see Section 3.2).
1.2. Existence of limiting distributions. In the following we fix a finite field Fq and a polynomial
M ∈ Fq[T ] of degree d ≥ 1. We study the distribution in congruence classes modulo M of monic
polynomials with k irreducible factors. More precisely let us fix A ⊂ (Fq[t]/(M))∗ a subset of
invertible classes modulo M . For any k and n natural numbers, we study the function
πk(n;M,A) = |{N ∈ Fq[t] : N monic, degN = n,Ω(N) = k,N modM ∈ A}|
where Ω(N) denotes the number of irreducible factors (counted with multiplicities) of N . We prove
the following result concerning the distribution of polynomials with fixed degree in congruence
classes.
Theorem 1.1. Let M ∈ Fq[t] be a non-constant polynomial and A,B ⊂ (Fq[t]/(M))∗ be two sets
of invertible residue classes modulo M . Then the function
n
qn/2(log n)k−1
(
1
|A|πk(n;M,A) −
1
|B|πk(n;M,B)
)
admits a limiting distribution with compact support as n→∞.
Theorem 1.1 is a consequence of the asymptotic formula in Theorem 1.3 together with Proposi-
tion 2.1. In particular, we can compute explicitly the mean value of the limiting distribution, and,
under supplementary conditions on the zeros of the involved L-functions, we obtain more regularity
of the limiting distribution.
We also study the set of polynomials of bounded degree. For any k ≥ 1, and any X ≥ 1 we define
∆k(X;M,A,B)
:=
1
|A| |{N ∈ Fq[t] : degN ≤ X,N ∈ A mod M}| −
1
|B| |{N ∈ Fq[t] : degN ≤ X,N ∈ B modM}|
=
∑
n≤X
1
|A|πk(n,A)−
1
|B|πk(n,B).
We have the corresponding result for polynomials of bounded degree.
Theorem 1.2. The function
X
qX/2(logX)k−1
∆k(X;M,A,B)
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admits a limiting distribution with compact support as X →∞.
Theorem 1.2 is a consequence of the asymptotic formula in Theorem 1.4 together with Proposi-
tion 2.1.
1.3. Asymptotic formulas. Before stating the asymptotic formulas, let us set some notations.
For M ∈ Fq[t] we denote φ(M) = |(Fq[t]/(M))∗| the number of invertible polynomials modulo M .
Recall that we define the Dirichlet L-function associated to a Dirichlet character χ by
L(s, χ) =
∑
a monic
χ(a)
|a|s
where |a| = qdeg a. It can also be written as an Euler product over the irreducible polynomials:
L(s, χ) =
∏
P
(
1− χ(P )|P |s
)−1
.
One very useful property that is worth recalling is that the Dirichlet L-function of a non-trivial
character over Fq[t] is a polynomial (e.g. [Ros02, Prop. 4.3]). Let χ be a Dirichlet character modulo
M , if χ 6= χ0, then L(χ, s) is a polynomial in q−s = u of degree at most degM − 1. Thanks to the
deep work of Weil [Wei48], we know that the analogue of the Riemann Hypothesis is satisfied. One
can write
L(u, χ) = L(q−s, χ) = L(s, χ) =
degM−1∏
j=1
(1− αju)
with αj ∈ C, |αj | ∈ {√q, 1, 0}.
In the following we denote αj(χ) =
√
qeiγj(χ) the non-real inverse zeros of L(u, χ) of norm √q,
with multiplicity mj(χ). The real inverse zeros will play an important role; we denote m±(χ) the
multiplicity of ±√q as an inverse zero of L(u, χ), and dχ the number of distinct non-real inverse
zeros or norm
√
q. We summarize the notations in the following formula:
(1) L(u, χ) = (1− u√q)m+(χ)(1 + u√q)m−(χ)
dχ∏
j=1
(1− uαj(χ))mj (χ)
d′χ∏
j′=1
(1− uβj′(χ))
where |βj′(χ)| = 1. Recently Li proved [Li18, Th. 1.2] that m+(χ) > 0 for some primitive quadratic
character χ over Fq[t] for any q. This result disproves the analogue of a conjecture of Chowla about
the existence of central zeros. We present some of such examples in Section 3 to exhibit large biases.
Let us now state our key result. We obtain the following asymptotic formula.
Theorem 1.3. Let M ∈ Fq[t] be a non-constant polynomial of degree d, and A,B ⊂ (Fq[t]/(M))∗
two sets of invertible classes modulo M . For any integer 1 ≤ k = o(log n), one has
(2)
n
qn/2(log n)k−1
(
1
|A|πk(n;M,A)−
1
|B|πk(n;M,B)
)
=
(−1)k
(k − 1)!
{∑
χ
c(χ,A,B)
((
m+(χ) +
δ(χ2)
2
)k
+ (−1)n
(
m−(χ) +
δ(χ2)
2
)k
+
∑
γj(χ)6=0,π
mj(χ)
keinγj(χ)
)
+OM
(
dkk
log n
)}
,
where δ(χ2) = 1 if χ is real and 0 otherwise, and
c(χ,A,B) =
1
φ(M)
(
1
|A|
∑
a∈A
χ(a)−1 − 1|B|
∑
b∈B
χ(b)−1
)
.
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This result follows from Theorem 4.1 whose proof is the object of Section 4.
Remark 1. i) This formula is an analogue of the result in [Men18a] and we include the mul-
tiplicities of the zeros here. Moreover, what we prove here is a precise asymptotic formula
without any conditions and the asymptotic formula is uniform for k in some reasonable
range.
ii) We observe from the formula that the inverse zeros with largest multiplicity will determine
the behavior of the function as k grows. Moreover the real zeros play an important role in
determining the bias.
iii) If the L-function L(u, χ) has only one zero, then our asymptotic formula has correct main
term for any k = o(log n). In general, for any k ≤ 0.99 log lognlog d the error term is strictly less
than the main term.
iv) For degree n polynomials, the typical number of irreducible factors is log n. Hence, one
may expect an asymptotic formula which holds for k ≪ log n, or at least for k = o(log n).
However, we are not able to reach this range in general (except the case mentioned in iii)),
and the factor dk in the error term is inevitable in our proof.
v) In the case of the race of quadratic residues against non quadratic residues modulo M , the
expression in (2) can be simplified. This is studied in more detail in Section 3. We expect a
bias in the direction of quadratic residues or non-quadratic residues according to the parity
of k. We show that the existence of the real zero
√
q sometimes leads to extreme biases.
We obtain the following result by summing the asymptotic formula obtained in Theorem 1.3 over
the degree of the polynomials.
Theorem 1.4. Let M ∈ Fq[t] be a non-constant polynomial of degree d, and A,B ⊂ (Fq[t]/(M))∗
be two sets of invertible classes modulo M . For 1 ≤ k = o(logX) one has
X
qX/2(logX)k−1
∆k(X;M,A,B)
=
(−1)k
(k − 1)!
{∑
χ
c(χ,A,B)
( (
m+(χ) +
δ(χ2)
2
)k √q√
q − 1 +
(
m−(χ) +
δ(χ2)
2
)k √q√
q + 1
(−1)X
+
∑
γj(χ)6=0,π
mj(χ)
k αj(χ)
αj(χ)− 1e
iXγj(χ)
)
+OM
(
dkk
logX
)}
,
where
c(χ,A,B) =
1
φ(M)
(
1
|A|
∑
a∈A
χ(a)−1 − 1|B|
∑
b∈B
χ(b)−1
)
.
This theorem follows from the asymptotic formula obtained in Section 5.
Remark 2. i) Note that in the case k = 1 this result is [Cha08, Th. 2.50].
ii) Remark 1 also applies here.
In some special cases, the asymptotic formula in Theorem 1.4 can be given as a connection
between ∆k(X;M,A,B) and ∆1(X;M,A,B).
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Corollary 1.5. If for all χ modM , one has m+(χ) = m−(χ) = 0 and for all 1 ≤ j ≤ dχ, one has
mj(χ) = 1, then we have the following relation,
X
qX/2(logX)k−1
∆k(X;M,A,B)
=
(−1)k+1
(k − 1)!
{
X
qX/2
∆1(X;M,A,B) −
(
1
2
− 1
2k
) ∑
χ real
c(χ,A,B)
[ √
q√
q − 1 + (−1)
X
√
q√
q + 1
]
+OM
(
dkk
logX
)}
.
2. Limiting distribution and bias
Our main results ensure the existence of a limiting distribution for a function defined over the
integers, let us briefly recall the definitions and ideas to obtain such results.
Definition 1. Let F : N → R be a real function, we say that F admits a limiting distribution
if there exists a probability measure µ on Borel sets in R such that for any bounded Lipschitz
continuous function g, we have
lim
Y→∞
1
Y
∑
n≤Y
g(F (n)) =
∫
R
g(t) dµ(t).
We call µ the limiting distribution of the function F .
Definition 2 (Bias). Let F : N → R be a real function, we define the bias of F as the natural
density (if it exists) of the set of integers having positive image by F :
dens(F > 0) = lim
Y→∞
|{n ≤ X : F (n) > 0}|
Y
.
If the limit does not exist, we say that the bias is not well defined.
Remark 3. Note that if the function F admits a limiting distribution µ, and that µ({0}) = 0, then
the bias of F is well defined and we have dens(F > 0) = µ((0,∞)).
We focus on the limiting distribution to study the bias of the difference function. As soon as the
asymptotic formula is obtained in Theorem 1.3 (resp. Theorem 1.4), the existence of the limiting
distribution in Theorem 1.1 (resp. Theorem 1.2) is the consequence of the following result.
Proposition 2.1. Let γ2, . . . , γN ∈ (0, π) be real numbers, For any c1 ∈ R, c2, . . . , cN ∈ C, let
F : N→ R be a function satisfying
F (n) = C0 + c1e
inπ +
N∑
j=2
(
cje
inγj + cje
−inγj)+ o(1)
as n→∞. Then the function F admits a limiting distribution µ with mean value C0 and variance
c21 + 2
N∑
j=1
|cj |2. Moreover
i) the measure µ has support in
[
C0 − |c1| −
∑N
j=2 2|cj |, C0 + |c1|+
∑N
j=2 2|cj |
]
,
in particular, if |C0| > |c1|+
∑N
j=1 2|cj | then dens(C0F > 0) = 1;
ii) if there exists j ∈ {1, . . . , N} such that γj /∈ Qπ, then µ is continuous,
in particular dens(F > 0) = µ((0,∞));
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iii) if for every (kj)j∈{1,...,N} ∈ ZN one has
k1π +
N∑
j=2
kjγj = 0⇒
N∑
j=1
kj ≡ 0 [mod 2],
then the distribution µ is symmetric with respect to C0.
This result is a consequence of a general version of the Kronecker–Weyl Equidistribution Theorem
(see [Hum] or [Dev18, Th. 4.2]).
Lemma 2.2. Let γ1, . . . , γN ∈ R be real numbers. Denote A(γ) the topological closure of the 1-
parameter group {y(γ1, . . . , γN ) : y ∈ Z}/2πZN in the N -dimensional torus TN := (R/2πZ)N .
Then A(γ) is a sub-torus of TN and we have for any continuous function h : TN → C,
lim
Y→∞
1
Y
Y∑
n=0
h(nγ1, . . . , nγN ) =
∫
A(γ)
h(a) dωA(γ)(a)
where ωA(γ) is the normalized Haar measure on A(γ).
Proof of Proposition 2.1. As in the proof of [Cha08, Th. 3.2], we associate Lemma 2.2 with the
asymptotic formula of Proposition 2.1 and Helly’s selection theorem [Bil95, Th. 25.8 and Th. 25.10].
From this, one can show that the corresponding limiting distribution exists and is a push-forward
of the Haar measure on the sub-torus generated by the the γj ’s.
Then i) is straightforward, and since the measure has compact support its moments can be
computed using compactly supported approximations of polynomials, this gives the result on the
mean value and variance. The point ii) follows from the same lines as [Dev18, Th. 2.2] being more
careful about the rational multiples of π. Finally, the point iii) follows from the proof of [Dev18,
Th. 2.3]. 
Remark 4. Note that in the case all the zeros are rational multiples of π, the limiting distribution
obtained is a linear combination of Dirac deltas supported on the image of the periodic function
which is the main term in our asymptotic expansion. If the image of this periodic function does
not contain 0, the limiting distribution has no weight at the point 0 hence the bias is well defined.
Otherwise the determination of the bias requires to study lower order terms in the asymptotic
expansion, which are for now out of reach.
3. Quadratic characters and examples
When the degree of M is small, it is possible to compute the Dirichlet L-functions associated to
the quadratic characters modulo M explicitly. In particular, we can illustrate our results in the case
of races between quadratic residues (R) and non-quadratic residues (NR) modulo M . In this case
the asymptotic formula of Theorem 1.4 can be simplified as a sum only over quadratic characters.
For 1 ≤ k = o(logX), one has
(3)
X
qX/2(logX)k−1
∆k(X;M,R,NR)
=
(−1)k
|NR|(k − 1)!
{ ∑
χ mod M
χ2=χ0
χ 6=χ0
( (
m+(χ) +
1
2
)k √q√
q − 1 +
(
m−(χ) +
1
2
)k √q√
q + 1
(−1)X
+
∑
γj 6=0,π
mj(χ)
k αj(χ)
αj(χ)− 1e
iXγj(χ)
)
+OM
(
dkk
logX
)}
.
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By Proposition 2.1, we know that for all k the function in (3) admits a limiting distribution µM,k
with mean value
(4) EµM,k =
(−1)k
|NR|(k − 1)!
∑
χ mod M
χ2=χ0
χ 6=χ0
(
m+(χ) +
1
2
)k √q√
q − 1 ,
and variance
Var(µM,k)
=
1
|NR|2(k − 1)!2
(( ∑
χ mod M
χ2=χ0
χ 6=χ0
(
m−(χ) +
1
2
)k)2 q
(
√
q + 1)2
+
∑
αj 6=±√q
( ∑
χ mod M
χ2=χ0
χ 6=χ0
mkj (χ)
|αj |
|αj − 1|
)2)
.
In the following section we study various square-free polynomials M and we denote by χM the
primitive quadratic character modulo M . In the case of prime numbers, it has been observed that
the bias tends to 12 by oscillating as k →∞, we present here various examples where this does not
happen in the context of irreducible polynomials.
3.1. Case with no real inverse zero. In the generic case, we expect that m±(χ) = 0. Thus the
mean value of µM,k becomes negligible as k grows. More precisely, we can simplify the expression
of the mean value in (4). One has
EµM,k =
(−1)k
|NR|(k − 1)!
∑
χ mod M
χ2=χ0
χ 6=χ0
(
1
2
)k √q√
q − 1 =
(−1)k
|R|(k − 1)!
(
1
2
)k √q√
q − 1 .
We deduce that if the sum over the non-real inverse zeros is not empty, then one has
EµM,k ≪M
√
Var(µM,k)
2k
.
Example 1. In [Cha08, Sec. 5], Cha present examples of races between quadratic residues and non-
quadratic residues modulo M for several irreducible polynomials M over small fields. Each of his
examples satisfies the hypotheses of Corollary 1.5, that is, there are no real zeros and the zeros are
simple. Thus we can generalize [Cha08, Ex. 5.1 to 5.4] for any k ≥ 1 using the formula
X
qX/2(logX)k−1
∆k(X;M,R,NR)
=
(−1)k+1
(k − 1)!
{
X
qX/2
∆1(X;M,R,NR)−
1− 1
2k−1
φ(M)
[ √
q√
q − 1 + (−1)
X
√
q√
q + 1
]
+OM
(
dkk
logX
)}
.
Note that the term 1φ(M)
√
q√
q−1 above is the mean value EµM,1 of the limiting distribution associated
to the function X
qX/2
∆1(X;M,R,NR).
Thus the normalized function (−1)k+1 X(k−1)!
qX/2(logX)k−1
∆k(X;M,R,NR) satisfies properties similar
to those of the function X
qX/2
∆1(X;M,R,NR) regarding the behavior at infinity and the limiting
distribution, with the mean value of the limiting distribution going to 0 as k grows.
As observed in [Li18], when M is not irreducible, more interesting behaviors happen, for exam-
ple the L-functions can have non-simple zeros and real zeros. We now focus on square-free non
irreducible polynomials.
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Example 2. Take q = 5, and M = t6 + 2t4 + 3t+ 1 in F5[t]. One has
L(u, χM ) = (1 + u+ 5u2)2(1− u) = (1− 2
√
5 cos(θ1)u+ 5u
2)2(1− u),
where θ1 = π+arctan
√
19. The polynomial M has two irreducible factors of degree 3 in F5[t]. We
denote M = M1M2, and for i = 1, 2 let χi be the character modulo M induced by the character
χMi . Then for i = 1, 2, one has (see e.g. [Cha08, Prop. 6.4])
L(u, χ1) = (1− u+ 5u2)(1− u3) = (1− 2
√
5 cos(θ1 − π)u+ 5u2)(1− u3)
and
L(u, χ2) = (1 + 3u+ 5u2)(1− u3) = (1− 2
√
5 cos(θ2)u+ 5u
2)(1− u3),
where θ2 = π + arctan(
√
11/3). Inserting this information in (3), we obtain
X
qX/2(logX)k−1
∆k(X;M,R,NR) =
(−1)k
|NR|(k − 1)!
{(
3
2k+2
(
5 +
√
5 + (−1)X
(
5−
√
5
))
+2k+1Re
(
10
11 + i
√
19
eiXθ1
)
+2Re
(
10
9 + i
√
19
eiX(θ1−π)
)
+2Re
(
10
13 + i
√
11
eiXθ2
))
+OM
(
6kk
logX
)}
.
We observe that θ1 is not a rational multiple of π. This follows from the fact that for any n ∈ N
the 5-adic valuation of cos(nθ1) is −n/2, thus we cannot have cos(nθ1) = ±1 except for n = 0.
Hence by Proposition 2.1.ii), for each k ≥ 1, the corresponding limiting distribution is continuous.
Moreover it has mean value E ≍ 1
2k(k−1)! and variance Var ≍ 2
2k
(k−1)!2 .
Note that LI is not satisfied in this example. However, Damien Roy and Luca Ghidelli observed
that the set {π, θ1, θ2} is linearly independent over Q. For any (a, b, c) ∈ Z3, we see using the Cheby-
shev polynomials of the second kind that sin(aπ + bθ1) ∈
√
19Q(
√
5) and sin(cθ2) ∈
√
11Q(
√
5),
hence the only chance for them to be equal is to be 0.
We observe that the term 2k+1Re
(
10
11+i
√
19
eiXθ1
)
will become the leading term as k grows. This
term corresponds to a symmetric distribution with mean value equal to zero. Thus we expect that
the bias tends to 12 as k grows. We observe this tendency in the data; in Table 1 we present an
approximation of the bias for the normalized approximation of the function ∆k,
∆˜k(X;M,R,NR) :=
(−1)k
|NR|(k − 1)!
{
3
2k+2
(
5 +
√
5 + (−1)X
(
5−
√
5
))
+ 2k+1Re
(
10
11 + i
√
19
eiXθ1
)
+ 2Re
(
10
9 + i
√
19
eiX(θ1−π)
)
+ 2Re
(
10
13 + i
√
11
eiXθ2
)}
=
X
qX/2(logX)k−1
∆k(X;M,R,NR) +OM
(
6kk
(k − 1)! logX
)
computed for 1 ≤ X ≤ 109and 1 ≤ k ≤ 10.
3.2. Case where
√
q or −√q is an inverse zero. In [Li18], Li showed the existence of a family
of polynomials M satisfying m+(χM ) > 0. We now use some of the examples she provided to us to
obtain completely biased races between quadratic residues and non-quadratic residues.
Example 3. Taking q = 9, we study polynomials with coefficients in F9 = F3[a] (i.e. a is a generator
of F9 over F3). Let M = t
4+2t3+2t+a7. This polynomial is square-free and has the particularity
that m+(χM ) = 2 where χM is the primitive quadratic character modulo M (see [Li18]). More
precisely,
L(u, χM ) = (1− 3u)2.
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k #{X ≤ 109 : ∆˜k(X;M,R,NR) > 0}
1 194 355 543
2 563 506 459
3 484 542 923
4 503 903 947
5 499 014 553
6 500 247 844
7 499 937 823
8 500 015 580
9 499 996 073
10 500 000 986
Table 1. Approximation of the bias of ∆k(X;M,R,NR) for k ∈ {1, . . . , 10}
The polynomial M has two irreducible factors of degree 2 in F9[t]. We denote M = M1M2, and
for i = 1, 2, let χi be the character modulo M induced by the character χMi . Then for i = 1, 2,
one has
L(u, χi) = (1− u)(1 − u2).
In particular, the only inverse zero of a quadratic character modulo M with norm
√
9 = 3 is the
real zero α = 3 with multiplicity 2. Inserting this information in (3), we obtain
X
qX/2(logX)k−1
∆k(X;M,R,NR) =
(−1)k
|NR|(k − 1)!
{
2 + 5k
2k
3
2
+
3
2k
3
4
(−1)X +OM
(
4kk
logX
)}
.
For each k ≥ 1, the limiting distribution is a sum of two Dirac deltas, symmetric with respect to
the mean value. One can observe that the periodic part does not change sign when k is fixed. We
deduce that dens(∆k(X;M,R,NR) > 0) =
1+(−1)k
2 (i.e. 0 or 1 according to the parity of k).
Remark 5. We note that the complete bias obtained in Example 3 might be one of the simplest
way to observe such phenomenon. Previously, in the setting of prime number races, Fiorilli [Fio14]
observed that arbitrary large bias could be obtained in the race of quadratic residues against non-
quadratic residues modulo an integer with many prime factors. Fiorilli’s large bias is due to the
squares of prime numbers. Note that over number fields, the infinity of zeros of the L-functions is
an obstruction to the existence of complete biases. The first observation of a complete bias is in
[CFJ16, Th. 1.5] in the context of Mazur’s question on Chebyshev’s bias for elliptic curves over
function fields. As in [CFJ16], our complete bias is due to a “large rank" i.e. a vanishing of the
L-function at the central point.
Example 4. Taking q = 9, we study polynomials with coefficients in F9 = F3[a] (as in Example 3).
Let M = t3 − t. This polynomial is square-free and has the particularity that m−(χM ) = 2. More
precisely,
L(u, χM ) = (1 + 3u)2.
The polynomial M has three irreducible factors of degree 1 in F9[t]. We denote M = M1M2M3,
and for i = 1, 2, 3 let χi be the character modulo M induced by the character χMi . For i 6= j ∈
{1, 2, 3} one has
L(u, χi) = (1− u)2, and L(u, χiχj) = (1− u)2.
In particular, the only inverse zero of a quadratic character modulo M with norm
√
9 = 3 is the
real zero α = −3 with multiplicity 2. Inserting this information into (3), we obtain
X
qX/2(logX)k−1
∆k(X;M,R,NR) =
(−1)k
|NR|(k − 1)!
{
7
2k
3
2
+
6 + 5k
2k
3
4
(−1)X +OM
(
3kk
logX
)}
.
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The limiting distribution associated to this function for each fixed k is again a sum of two Dirac
deltas, symmetric with respect to the mean value. We observe that for k = 1 the constant term
dominates the sign of the function so dens(∆1(X;M,R,NR) > 0) = 0, this is again a complete bias.
For k ≥ 2, the two Dirac deltas are each on one side of zero, hence dens(∆k(X;M,R,NR) > 0) = 12 ,
the race is unbiased.
Example 5. Take q = 7, and M = t6 + 3t5 + 2t4 − 2t3 − t2 − t− 1 ∈ F7[t]. Since 7 is not a square,
and since L(u, χM ) is a polynomial with integer coefficients, one has m+(χM ) = m−(χM ). More
precisely,
L(u, χM ) = (1− u)(1 − 7u2)2.
The polynomial M has three irreducible factors of degree 2 in F7[t]. We denote M = M1M2M3,
and for i = 1, 2, 3 let χi be the character modulo M induced by the character χMi . For i 6= j ∈
{1, 2, 3} one has
L(u, χi) = (1− u2)2(1− u), and L(u, χiχj) = (1− u2)(1 − u)(1 + 7u2)
In particular, there are four inverse zeros of L-functions of a quadratic character modulo M with
norm
√
7, which are ±√7 with multiplicity 2 for one character, and ±i√7 with multiplicity 1 for
three characters. Inserting this information into (3), we obtain
X
qX/2(logX)k−1
∆k(X;M,R,NR) =
(−1)k
|NR|(k − 1)!
{
6 + 5k
2k
7 +
√
7
6
+
6 + 5k
2k
7−√7
6
(−1)X
+ 3
(
7− i√7
8
eiXπ/2 +
7 + i
√
7
8
e−iXπ/2
)
+OM
(
6kk
logX
)}
.
Since the periodic part has period 4, the limiting distribution associated to this function for each
fixed k is a sum of at most four Dirac deltas. As π−2× π2 = 0 the distribution is not symmetric with
respect to its mean value (see Proposition 2.1.iii) ). We observe that the constant term dominates
for any k ≥ 1 so one has again an extreme bias: dens(∆k(X;M,R,NR) > 0) = 1+(−1)
k
2 .
Note that in the case we study the bias for polynomial of fixed degree as in Theorem 1.3, the first
oscillating term actually compensate exactly the constant term half of the time. We obtain that
dens(πk (X;M,R) = πk(X;M,NR)) =
1
2
.
This is a case where the bias is not well defined.
4. Polynomials of degree n
For k ≥ 1 and χ, a Dirichlet character modulo M , we define
πk(n, χ) =
∑
N,deg(N)=n
Ω(N)=k
(N,M)=1
χ(N).
In this section, we prove the following result about the asymptotic expansion of πk(n, χ) by induction
over the number of irreducible factors k.
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Theorem 4.1. Let M ∈ Fq[t] of degree d. Let k be a positive integer satisfying k = o(log n). Let χ
be a non-trivial Dirichlet character modulo M . With notations as in (1), one has
πk(n, χ) =
1
(k − 1)!
{
(−1)k
∑
αj 6=±√q
mj(χ)
k
αnj (χ)(log n)
k−1
n
+ (−1)k
((
m+(χ) +
δ(χ2)
2
)k
+ (−1)n
(
m−(χ) +
δ(χ2)
2
)k)
qn/2(log n)k−1
n
+Oχ
(
dkk
qn/2(log n)k−2
n
)}
,
where δ(χ2) = 1 if χ2 = χ0 and 0 otherwise.
The asymptotic formula in Theorem 1.3 is obtained as a corollary of Theorem 4.1 by summing
over non-trivial characters modulo M .
4.1. Case k = 1. We start by recalling the usual case of the race between irreducible polynomials
which is the base case in our induction. In this case we obtain a better error term.
Proposition 4.2. Let χ be a non-trivial Dirichlet character modulo M . Its Dirichlet L-function
L(u, χ) is a polynomial, let α1(χ), . . . , αdχ(χ) denote the distinct non-real zeros of norm
√
q of
L(u, χ), and m1, . . . ,mdχ ∈ Z>0 be their multiplicities. One has
π1(n, χ) = −
dχ∑
j=1
mj(χ)
αj(χ)
n
n
−
(
δ
(n
2
, χ2
)
+m+(χ) + (−1)nm−(χ)
) qn/2
n
+O(qn/3),
where
δ
(n
2
, χ2
)
=
{
1, if n is even and χ2 = χ0;
0, otherwise.
Proof. We write the Dirichlet L-function in two different ways. First it is defined as an Euler
product:
L(u, χ) =
∞∏
n=1
∏
P,deg(P )=n
P ∤M
(1− χ(P )un)−1.
As χ 6= χ0, the function L(u, χ) is a polynomial in u, using the notations of (1),
L(u, χ) = (1−√qu)m+(1 +√qu)m−
dχ∏
j=1
(1− αj(χ)u)mj
d′χ∏
j′=1
(1 − βj′(χ)u)
where |βj(χ)| = 1. By comparing the coefficients of degree n in the two expressions of the logarithm
we obtain
π1(n, χ) = −q
n/2
n
(m+ + (−1)nm−)−
dχ∑
j=1
mj
αj(χ)
n
n
−
d′χ∑
j′=1
βj′(χ)
n
n
−
∑
d|n
d6=n
d
n
∑
P,deg(P )=d
P ∤M
χ(P )n/d
= −q
n/2
n
(m+ + (−1)nm−)−
dχ∑
j=1
mj
αj(χ)
n
n
− 1
2
π1
(n
2
, χ2
)
+O(qn/3)
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where π1
(
n
2 , χ
2
)
= 0 if n is odd, and it can be included in the error term if χ2 6= χ0. If n is even
and χ2 = χ0, one has ([Ros02, Th. 2.2])
π1
(n
2
, χ2
)
= 2
qn/2
n
+O(qn/4).
This concludes the proof. 
4.2. Newton’s formula. To prove the general case of Theorem 4.1, we use a combinatorial argu-
ment.
Let x1, x2, · · · be an infinite collection of indeterminates. If a formal power series P (x1, x2, · · · )
with bounded degree is is invariant under all finite permutations of the variables x1, x2, · · · , we call
it a symmetric function. We define the n-th homogeneous symmetric function hn = hn(x1, x2, · · · )
by the following generating function
∞∑
n=0
hnz
n =
∞∏
i=1
1
1− xiz .
Thus, hn is the sum of all possible monomials of degree n. And the n-th power symmetric function
pn = pn(x1, x2, · · · ) is defined to be
pn = x
n
1 + x
n
2 + · · · .
The following result is due to Newton or Girard (see [Mac95, Chap. 1, (2.11)], or [MR15, Th.
2.8]).
Lemma 4.3. For any integer k ≥ 1,
khk =
k∑
ℓ=1
hk−ℓpℓ,
4.3. Products of k irreducible polynomials — Induction step. In this section, we use induc-
tion to prove Theorem 4.1 for any 2 ≤ k = o(log n).
In order to avoid some confusions with complete sum over all zeros, in the following we use
∑′ to
represent the sum over non-real zeros of the L-function. We also assume all the multiplicities and
zeros depend on χ in this section.
For ℓ ≥ 1 and χ mod M (with the convention 0! = 1), we denote
Zℓ(n, χ) =
(−1)ℓ
(ℓ− 1)!
∑′
1≤j≤dχ
mℓj
αnj (χ)(log n)
ℓ−1
n
,
Bℓ(n, χ) =
(−1)ℓ
(ℓ− 1)!
((
m+ +
δ(χ2)
2
)ℓ
+ (−1)n
(
m− +
δ(χ2)
2
)ℓ)
qn/2(log n)ℓ−1
n
,
and
Eℓ(n, χ) = Oχ
(
dℓ
ℓ
(ℓ− 1)!
qn/2(log n)ℓ−2
n
)
, for ℓ > 1, and E1(n, χ) = Oχ
(
qn/3
)
.
With these notations, we rewrite the formula in Theorem 4.1 in the following form,
πk(n, χ) = Zk(n, χ) +Bk(n, χ) + Ek(n, χ).
Proof of Theorem 4.1. By induction, suppose for any 1 ≤ ℓ ≤ k − 1, we have
πℓ(n, χ) = Zℓ(n, χ) +Bℓ(n, χ) +Eℓ(n, χ).
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We study the function
Fk(u, χ) =
∞∑
n=1
∑
N monic
deg(N)=n
Ω(N)=k
χ(N)un =
∞∑
n=1
πk(n, χ)u
n.
Adapting the idea of [Men18a], we choose xP = χ(P )u
deg P for each irreducible polynomial P .
Using Lemma 4.3, we obtain
(5) Fk(u, χ) =
1
k
k∑
ℓ=1
Fk−ℓ(u, χ)F1(uℓ, χℓ).
Comparing the coefficients of degree n, we see that the first term will give the main term and the
other terms contribute to the error term. For ℓ ≥ 2, the coefficient of degree n of Fk−ℓ(u, χ)F1(uℓ, χℓ)
is indeed by induction hypothesis:∑
n1+ℓn2=n
πk−ℓ(n1, χ)π1
(
n2, χ
ℓ
)
(6)
= Oχ
 dk−ℓ
(k − ℓ− 1)!
∑
n1+ℓn2=n
qn1/2(log n1)
k−ℓ−1qn2
n1n2

= Oχ
 dk−ℓ
(k − ℓ− 1)!
∑
n1+ℓn2=n
qn/2−(ℓ/2−1)n2(log n1)k−ℓ−1
n1n2

= Oχ
 dk−ℓ
(k − 1)!q
n/2−ℓ/2+1(log n)k−2
(k − 1)(k − 2) · · · (k − ℓ)
(log n)ℓ−1
∑
n1+ℓn2=n
1
n1n2

= Oχ
(
dk−ℓk2
(k − 1)!
qn/2−ℓ/2+1(log n)k−2
n
)
,
in the last step we used the assumption k = o(log n). Then, by (5) and (6), we deduce that
πk(n, χ) =
1
k
∑
n1+n2=n
πk−1(n1, χ)π1(n2, χ) +Oχ
(
dk
k
(k − 1)!
qn/2(log n)k−2
n
)
.
Using the induction hypothesis and Proposition 4.2, we write the coefficient of un in Fk−1(u, χ)F1(u, χ)
as∑
n1+n2=n
πk−1(n1, χ)π1(n2, χ)
=
∑
n1+n2=n
{
Zk−1(n1, χ) +Bk−1(n1, χ) + Ek−1(n1, χ)
}{
Z1(n2, χ) +B1(n2, χ) + E1(n2, χ)
}
=
∑
n1+n2=n
Zk−1(n1, χ)Z1(n2, χ) +
∑
n1+n2=n
Bk−1(n1, χ)B1(n2, χ)
+
∑
n1+n2=n
{
Zk−1(n1, χ)B1(n2, χ) +Bk−1(n1, χ)Z1(n2, χ)
}
(7)
+
∑
n1+n2=n
{
(Zk−1(n1, χ) +Bk−1(n1, χ))E1(n2, χ) + Ek−1(n1, χ) (Z1(n2, χ) +B1(n2, χ))
}
+
∑
n1+n2=n
Ek−1(n1, χ)E1(n2, χ),
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where Using Lemmas 4.5-4.8 with formula (7), we obtain Theorem 4.1. 
We give the proof of Lemmas 4.5-4.8 in the following subsections.
4.4. Bounds for certain exponential sums. We first give a bound for certain exponential sums
that appear several times in the proof of Lemmas 4.5-4.8. The following result follows from partial
summation.
Lemma 4.4. Let f be a differentiable function on [1,+∞) such that f ′(x) ∈ L1[1,∞). Then for
every θ ∈ (−π2 , π2 ], θ 6= 0, one has
N∑
n=1
eiθnf(n) = O
(‖f ′‖L1 + ‖f‖∞
θ
)
as N → +∞, with an absolute implicit constant.
4.5. Sum over non-real zeros.
Lemma 4.5. For any k ≥ 2, one has
∑
n1+n2=n
Zk−1(n1, χ)Z1(n2, χ) =
(−1)kk
(k − 1)!

dχ∑′
j=1
mkj
αj(χ)
n(log n)k−1
n
+Oχ
(
dkk
qn/2(log n)k−2
n
) .
Proof. We separate the sum in a diagonal term and off-diagonal term:
dχ∑′
j1=1
dχ∑′
j2=1
∑
n1+n2=n
(−1)k
(k − 2)!m
k−1
j1
mj2
αj1(χ)
n1αj2(χ)
n2(log n1)
k−2
n1n2
= Σ1 +Σ2,
where
Σ1 =
(−1)k
(k − 2)!
dχ∑′
j=1
∑
n1+n2=n
mkj
αj(χ)
n1+n2(log n1)
k−2
n1n2
,
and
Σ2 =
(−1)k
(k − 2)!
∑′
j1 6=j2
∑
n1+n2=n
mk−1j1 mj2
αj1(χ)
n1αj2(χ)
n2(log n1)
k−2
n1n2
.
The diagonal term gives the main term, for 1 ≤ j ≤ d one has∑
n1+n2=n
mkj
αj(χ)
n1+n2(log n1)
k−2
n1n2
= mkj
αj(χ)
n
n
∑
n1+n2=n
(
(log n1)
k−2
n1
+
(log n1)
k−2
n2
)
.(8)
By partial summation, we have
(9)
∑
n1+n2=n
(log n1)
k−2
n1
=
n−1∑
n1=1
(log n1)
k−2
n1
=
1
k − 1
(
(log n)k−1 +O
(
k(log n)k−2
))
.
For the second sum in (8), we have∑
n1+n2=n
(log n1)
k−2
n2
=
∑
1≤n2≤n/2
(log(n− n2))k−2
n2
+
∑
n/2<n2<n
(log(n− n2))k−2
n2
=
∑
1≤n2≤n/2
(log n+ log(1− n2/n))k−2
n2
+O
(
n
2
· (log n)
k−2
n
)
,(10)
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for 1 ≤ n2 ≤ n/2, | log(1− n2/n)| < 1, thus∑
n1+n2=n
(log n1)
k−2
n2
=
∑
1≤n2≤n/2
(
(log n)k−2
n2
+
O(k(log n)k−3)
n2
)
+O
(
(log n)k−2
)
= (log n)k−1 +O
(
k(log n)k−2
)
.(11)
Inserting (9) and (11) into (8), we get
(12)
∑
n1+n2=n
mkj
αj(χ)
n1+n2(log n1)
k−2
n1n2
=
kmkj
k − 1
(
αj(χ)
n(log n)k−1
n
+Oχ
(
k
qn/2(log n)k−2
n
))
.
Thus,
Σ1 =
(−1)kk
(k − 1)!

dχ∑′
j=1
mkj
αj(χ)
n(log n)k−1
n
+Oχ
(
dkk
qn/2(log n)k−2
n
)
For αj1 6= αj2 , one has
∑
n1+n2=n
αj1(χ)
n1αj2(χ)
n2(log n1)
k−2
n1n2
=
αj2(χ)
n
n
n−1∑
n1=1
(αj1(χ)/αj2(χ))
n1 (log n1)
k−2
n1
+
αj1(χ)
n
n
n−1∑
n2=1
(αj2(χ)/αj1(χ))
n2 (log(n− n2))k−2
n2
,(13)
where |αj1(χ)/αj2(χ)| = 1, and αj1(χ)/αj2(χ) 6= 1. We apply Lemma 4.4 with f(x) = (log x)
k−2
x to
the first sum to deduce that this sum is Oχ
(
(log n)k−2
)
. The second term can be separated at n2
as in (10), it yields
∑
1≤n2≤n/2
(
(αj2(χ)/αj1(χ))
n2 (log n)k−2
n2
+
O(k(log n)k−3)
n2
)
+O
(
(log n)k−2
)
.
Then we apply Lemma 4.4 with f(x) = 1x to the first term above. In the end we obtain
Σ2 = Oχ
(
dk
k2
(k − 1)!
qn/2(log n)k−2
n
)
.
Now we have finished the proof of this lemma. 
4.6. Bias term.
Lemma 4.6. For any k ≥ 2, we have∑
n1+n2=n
Bk−1(n1, χ)B1(n2, χ)
=
(−1)kk
(k − 1)!
{((
m+ +
δ(χ2)
2
)k
+ (−1)n
(
m− +
δ(χ2)
2
)k)
qn/2(log n)k−1
n
+Oχ
(
dkk
qn/2(log n)k−2
n
)}
.
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Proof. We write the sum as sum of four parts,∑
n1+n2=n
Bk−1(n1, χ)B1(n2, χ)
=
(−1)k
(k − 2)!
∑
n1+n2=n
{(
m+ +
δ
(
χ2
)
2
)k−1(
m+ +
δ
(
χ2
)
2
)
+
(
m+ +
δ
(
χ2
)
2
)k−1
(−1)n2
(
m− +
δ
(
χ2
)
2
)
+ (−1)n1
(
m− +
δ
(
χ2
)
2
)k−1(
m+ +
δ
(
χ2
)
2
)
+ (−1)n1
(
m− +
δ
(
χ2
)
2
)k−1
(−1)n2
(
m− +
δ
(
χ2
)
2
)}
qn1/2qn2/2(log n1)
k−2
n1n2
= :
(−1)k
(k − 2)! {S1 + S2 + S3 + S4} .
First, we see that S1 and S4 should give the main term, we expect S2 and S3 to be in the error
term. We have
qn/2
n
∑
n1+n2=n
(log n1)
k−2
(
1
n1
+
1
n2
)
=
k
k − 1
qn/2(log n)k−1
n
+Oχ
(
k
qn/2(log n)k−2
n
)
.
Following the ideas used in the proof of Lemma 4.5, see (12). We obtain
S1 =
k
k − 1
(
m+ +
δ
(
χ2
)
2
)k
qn/2(log n)k−1
n
+Oχ
(
k
(
m+ +
1
2
)k qn/2(log n)k−2
n
)
,
S4 = (−1)n k
k − 1
(
m− +
δ
(
χ2
)
2
)k
qn/2(log n)k−1
n
+Oχ
(
k
(
m− +
1
2
)k qn/2(log n)k−2
n
)
.
Similar to (13), we have
qn/2
n
∑
n1+n2=n
(−1)n1(log n1)k−2
(
1
n1
+
1
n2
)
= Oχ
(
k
qn/2(log n)k−2
n
)
.
Combining S1, S2, S3 and S4 we obtain Lemma 4.6. 
4.7. Other error terms.
Lemma 4.7. For any k ≥ 2, one has∑
n1+n2=n
{
Zk−1(n1, χ)B1(n2, χ) +Bk−1(n1, χ)Z1(n2, χ)
}
= Oχ
(
dk
k2
(k − 1)!
qn/2(log n)k−2
n
)
.
Proof. Let αj be a non-real inverse zero of the L-function, one has
(14)
∑
n1+n2=n
mk−1j
((
m+ +
δ(χ2)
2
)
+ (−1)n2
(
m− +
δ(χ2)
2
))
αn1j (log n1)
k−2
n1
qn2/2
n2
= Oχ
(
mk−1j
(
max (m+,m−) +
1
2
)
k
qn/2(log n)k−2
n
)
,
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this follows from the same idea as for (13). We sum (14) over the zeros to obtain
∑
n1+n2=n
Zk−1(n1, χ)B1(n2, χ) = Oχ
(
dk
k2
(k − 1)!
qn/2(log n)k−2
n
)
.
The proof is similar for the other term, for αj a non-real inverse zero of the L-function, one has
(15)
∑
n1+n2=n
mj
((
m+ +
δ(χ2)
2
)k−1
+ (−1)n1
(
m− +
δ(χ2)
2
)k−1) αn2j qn1/2(log n1)k−2
n1n2
= Oχ
(
mj
(
max (m+,m−) +
1
2
)k−1
k
qn/2(log n)k−2
n
)
.
Summing (15) over the zeros we obtain
∑
n1+n2=n
Bk−1(n1, χ)Z1(n2, χ) = Oχ
(
dk
k2
(k − 1)!
qn/2(log n)k−2
n
)
,
which concludes the proof. 
Lemma 4.8. For any k ≥ 2, one has∑
n1+n2=n
{
(Zk−1(n1, χ) +Bk−1(n1, χ))E1(n2, χ) + Ek−1(n1, χ) (Z1(n2, χ) +B1(n2, χ))
+ Ek−1(n1, χ)E1(n2, χ)
}
= Oχ
(
dk
k2
(k − 1)!
qn/2(log n)k−2
n
)
.
Proof. We use
Zℓ(n, χ) = O
(
dℓ
1
(ℓ− 1)!
qn/2(log n)ℓ−1
n
)
,
Bℓ(n, χ) = O
(
dℓ
1
(ℓ− 1)!
qn/2(log n)ℓ−1
n
)
.
In particular the first term satisfies
∑
n1+n2=n
(Zk−1(n1, χ) +Bk−1(n1, χ))E1(n2, χ) =
∑
n1+n2=n
Oχ
(
dk
1
(k − 2)!
qn1/2qn2/3(log n1)
k−2
n1
)
= Oχ
(
dk
1
(k − 2)!q
3n−1
6 (log n)k−1
)
.
For the second term one has∑
n1+n2=n
Ek−1(n1, χ) (Z1(n2, χ) +B1(n2, χ)) =
∑
n1+n2=n
Oχ
(
dk−1d
k − 1
(k − 2)!
qn1/2qn2/2(log n1)
k−3
n1n2
)
= Oχ
(
dk
k
(k − 2)!
qn/2(log n)k−2
n
)
.
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Finally we have
∑
n1+n2=n
Ek−1(n1, χ)E1(n2, χ) =
∑
n1+n2=n
Oχ
(
dk−1
k − 1
(k − 2)!
qn1/2qn2/3(log n1)
k−3
n1
)
= Oχ
(
dk−1
k
(k − 2)!
q
3n−1
6 (log n)k−2
n
)
.
This concludes the proof. 
5. Polynomials of degree ≤ n
We also study the set of polynomials of bounded degree. Recall the notation
∆k(X;M,A,B) :=
1
|A| |{N ∈ Fq[t] : degN ≤ X,N ∈ A mod M}|
− 1|B| |{N ∈ Fq[t] : degN ≤ X,N ∈ B mod M}|
=
∑
n≤X
1
|A|πk(n,A)−
1
|B|πk(n,B).
By summing over the degree in Theorem 1.3 we obtain Theorem 1.4. Before we give the proof of
Theorem 1.4, let us prove the following preliminary lemma.
Lemma 5.1. For any complex number α with |α| > 1, as X →∞ we have that
X
(logX)kαX
X∑
n=1
αn(log n)k
n
=
α
α− 1 +Oα
(
1
αX
+
k
X logX
)
.
Proof. The proof is adapted from [Cha08, Lem. 2.2]. Applying Abel identity yields
X∑
n=1
αn(log n)k
n
=
αX+1 − 1
α− 1
(logX)k
X
+
∫ X
1
α[t]+1 − 1
α− 1
(k − 1)(log t)k−2 − (log t)k−1
t2
dt
=
α
α− 1(α
X +Oα(1))
(logX)k
X
+O
(
k(logX)k−1
∫ X
1
|α|t
t2
dt
)
.
Cha proved that
∫ X
1
|α|t
t2
dt = Oα
( |α|X
X2
)
by integration by parts. This concludes the proof. 
Proof of Theorem 1.4. We divide the range n ≤ X into the two parts n ≤ X3 and X3 < n ≤ X. For
n ≤ X3 , we use the trivial bound πk(n,A) ≤ qn. For the second range, since k = o(logX) = o(log n),
we use the asymptotic formula in Theorem 1.3. Thus, we have
∆k(X;A,B) =

∑
n≤X
3
+
∑
X
3
<n≤X

(
1
|A|πk(n,A)−
1
|B|πk(n,B)
)
=
∑
X
3
<n≤X
(
1
|A|πk(n,A)−
1
|B|πk(n,B)
)
+O
(
q
X
3
+1
)
.
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Summing over the degree X3 < n ≤ X the asymptotic formula in Theorem 1.3 yields∑
X
3
<n≤X
(
1
|A|πk(n,A)−
1
|B|πk(n,B)
)
=
(−1)k
(k − 1)!
∑
X
3
<n≤X
qn/2(log n)k−1
n
{∑
χ
c(χ,A,B)
( (
m+(χ) +
δ(χ2)
2
)k
+ (−1)n
(
m−(χ) +
δ(χ2)
2
)k
+
dχ∑′
j=1
mkj e
inγj(χ)
)}
+
1
(k − 1)!O
(
dkk
qX/2(logX)k−2
X
)
=
(−1)k
(k − 1)!
{∑
n≤X
qn/2(log n)k−1
n
{∑
χ
c(χ,A,B)
( (
m+(χ) +
δ(χ2)
2
)k
+ (−1)n
(
m−(χ) +
δ(χ2)
2
)k
+
dχ∑′
j=1
mkj e
inγj(χ)
)}
+
1
(k − 1)!O
(
dk
q
X
6 (logX)k−1
X
)
+
1
(k − 1)!O
(
dkk
qX/2(logX)k−2
X
)}
.
Now, applying Lemma 5.1 for each αj =
√
qeiγj (χ) (real or not), one has
X
(logX)k−1qX/2
X∑
n=1
αnj (log n)
k−1
n
=
αj
αj − 1
(
αj√
q
)X
+O
(
k
X logX
)
.
Then we derive that
X
qX/2(logX)k−1
∆k(X;M,A,B)
=
(−1)k
(k − 1)!
∑
χ
c(χ,A,B)
( (
m+(χ) +
δ(χ2)
2
)k √q√
q − 1 + (−1)
X
(
m−(χ) +
δ(χ2)
2
)k √q√
q + 1
+
dχ∑′
j=1
mkj e
iXγj(χ)
αj(χ)
αj(χ)− 1
)
+
1
(k − 1)!O
(
dkk
logX
)
.
This concludes our proof.

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