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Abstract — In this paper, we present a physics-based 
analytical model for CIGS solar cells that describes the 
illumination- and temperature-dependent current-voltage (I-V) 
characteristics and accounts for the statistical shunt variation of 
each cell.  The model is derived by solving the drift-diffusion 
transport equation so that its parameters are physical, and, 
therefore, can be obtained from independent characterization 
experiments. The model is validated against CIGS I-V 
characteristics as a function of temperature and illumination 
intensity. This physics-based model can be integrated into a 
large-scale simulation framework to optimize the performance 
of solar modules as well as predict the long-term output yields 
of photovoltaic farms under different environmental conditions.  
Keywords — compact model; analytical model; CIGS; 
heterojunction; illumination dependent; temperature dependent 
 
I.  INTRODUCTION 
 Among the commercially available photovoltaic (PV) 
technologies (e.g., c-Si, CdTe, CIGS), CIGS solar cells are 
attractive because of their moderately high efficiency with 
low-cost production (e.g., less material usage and low-
temperature processes). Device performance has improved 
steadily, and power conversion efficiency exceeding 22.3% 
has been reported at the cell level [1].  The performance gain 
has not been fully reflected at the module level (current 
highest module efficiency ~17% [2]). Therefore, there are 
opportunities for manufacturing and design improvements to 
reduce the cell-to-module efficiency gap [3]–[5].  
 Toward this goal, a SPICE-based large-scale simulation 
framework can help analyze and optimize the performance 
and reliability of large-area solar modules [6]–[8]. The 
framework consists of a network of thousands of cell-level 
equivalent circuits connected in parallel and series to represent 
a solar module [9]. In this context, an analytical (compact) 
model that can describe the current-voltage (I-V) 
characteristics and the statistical variation of small-area cells, 
is indispensable. Such a module-level simulation framework 
can be leveraged for system-level studies to predict long-term 
energy yields for solar farms. Because the outside 
environment (e.g., temperature, solar irradiance, shadow) is 
specific to geographical locations and changes spatially and 
temporally, the analytical model must therefore reflect 
illumination- and temperature- dependencies of cell 
performance. 
Solar cells can be categorized into three groups depending 
on their device configurations: p-n homojunction (e.g., c-Si, 
GaAs), p-i-n junction (e.g., a-Si, perovskites), or p-n 
heterojunction (e.g., CIGS, CdTe). Because ideal p-n 
homojunction solar cells obey the superposition principle (i.e., 
its light current can be represented as the uncorrelated sum of 
its diode dark current and a constant photocurrent), the 
conventional 5-parameter circuit model (consisting of a diode, 
constant current source, linear shunt resistor, and external 
series resistor) describes its performance well [10]. In 
contrast, p-i-n junction and p-n heterojunction solar cells do 
not follow the superposition principle; therefore, the 5-
parameter model cannot accurately describe their I-V 
characteristics [11]. Recently, we have reported on a physics-
based model for p-i-n cells [12], [13]. In this paper, we 
complete the set by reporting on a physics-based model for p-
n heterojunction cells, and specifically, CIGS solar cells.  
Given the commercial importance of CIGS cells, 
researchers have long recognized the failure of superposition 
[14] and the importance of voltage-dependent carrier 
collection [15]–[17] in these p-n heterojunction cells. 
Unfortunately, existing analytical models do not explicitly 
capture illumination or temperature dependencies of CIGS 
cells, because the models account for only one of the several 
factors responsible for voltage-dependent collection (e.g., [18] 
interprets the voltage-dependent depletion, whereas [19] 
focuses on interface recombination). Moreover, the model in 
[18] was originally derived for a reverse-biased p-n junction 
[20], which may not accurately predict forward-biased 
characteristics of a solar cell. Also, the nonlinear voltage-
dependence and the statistical distribution of shunt currents 
contribute to efficiency losses in monolithic CIGS modules, 
and their effects have not been modeled quantitatively.  
 In this paper, we present a physics-based analytical model 
for CIGS solar cells that explicitly accounts for non-uniform 
photo-generation, conduction and valence band offsets, 
generation-dependent carrier recombination, bias-dependent 
depletion, and log-normal distributed shunt leakage current. 
This physics-based model anticipates the irradiance- and 
temperature-dependent I-V characteristics observed in 
experiments. The model equations have been applied in [6] to 
specifically address the problem of shadow degradation in 
CIGS modules. This paper provides a full derivation of the 
model equations, explains assumptions explicitly, and 
provides additional details needed to tailor this model to 
specific applications. 
II. FORWARD I-V OF A HETEROSTRUCTURE CELL 
In general, the light I-V curve of a solar cell can be 
written as: 
𝐽𝐿𝑖𝑔ℎ𝑡(𝐼𝐿, 𝑉) = 𝐽𝑃ℎ𝑜𝑡𝑜(𝐼𝐿, 𝑉) − 𝐽𝐷𝑖𝑜𝑑𝑒(𝐼𝐿, 𝑉), (1) 
where 𝐽𝐷𝑖𝑜𝑑𝑒  is the diode current (also referred to as the 
injection current 𝐽𝐼𝑛𝑗 in [21]) due to the carriers injected from 
the contacts, and 𝐽𝑃ℎ𝑜𝑡𝑜 is the photocurrent due to the photo-
generated carriers. These two current components can depend 
on illumination intensity (𝐼𝐿 ) and applied voltage (𝑉 ); in 
other words, Eq. (1) does not presume superposition. To 
obtain the analytical solution of the full I-V characteristics for 
heterojunction structures, we solve for photocurrent and 
diode current separately. The final equations are summarized 
in Table A1 and are derived below. The analytical results are 
validated against experimental data as well as detailed self-
consistent optoelectronic simulations using the commercial 
device simulator Sentaurus [22]. The physical parameters are 
taken from [23]; see Table A2. Appendix B summarizes the 
simulation results and discusses the validity of various 
assumptions.   
 
A. Photocurrent (𝐽𝑃ℎ𝑜𝑡𝑜) 
A typical CIGS cell consists of a ZnO window layer 
(~200 nm), an ultrathin (~50 nm) but large-bandgap CdS 
buffer layer, stacked on top of a thick ( 1~3 μm ) CIGS 
absorber layer [23]; see Fig. 1(b). 𝐽𝑃ℎ𝑜𝑡𝑜  can be obtained 
analytically by solving the position-dependent continuity 
equations only for the photo-generated carriers [24], [25], 
namely,   
𝐷
𝜕2𝑛𝐺𝑒𝑛(𝑝𝑔𝑒𝑛)
𝜕𝑥2
+ 𝜇𝐸(𝑥)
𝜕𝑛𝐺𝑒𝑛(𝑝𝐺𝑒𝑛)
𝜕𝑥
+ 𝐺(𝑥)
− 𝑅𝐺𝑒𝑛(𝑥) = 0, 
(2) 
𝐽𝑃ℎ𝑜𝑡𝑜,𝑛(𝑝) = 𝑞𝜇𝐸(𝑥)𝑛𝐺𝑒𝑛(𝑝𝐺𝑒𝑛) ± 𝑞𝐷
𝜕𝑛𝐺𝑒𝑛(𝑝𝐺𝑒𝑛)
𝜕𝑥
. (3) 
Here, 𝑛𝐺𝑒𝑛(𝑝𝐺𝑒𝑛)  is the generated electron (hole) 
concentration; 𝐷  and 𝜇  are the diffusion coefficient and 
mobility, respectively; 𝐺(𝑥) represents the position-resolved 
generation, as in Fig. 1(a); and 𝑅𝐺𝑒𝑛(𝑥) is the bulk (radiative, 
Auger, Shockley-Read-Hall) recombination of the photo-
generated carriers before they are collected by the contacts. 
Note that 𝑅𝐺𝑒𝑛(𝑥)  is the difference of bulk recombination 
rates under light and dark conditions ( 𝑅𝐺𝑒𝑛(𝑥) =
𝑅𝐿𝑖𝑔ℎ𝑡(𝑥) − 𝑅𝐷𝑎𝑟𝑘(𝑥) ). Finally, 𝐸(𝑥)  is the position-
dependent electric field within the absorber layer.   
Equations (2) and (3) are coupled nonlinear equations, 
amenable only to numerical solutions, as with ADEPT [26] 
or Sentaurus [22]. However, with two simplifications related 
to  𝐺(𝑥)/𝑅𝑔𝑒𝑛(𝑥) and the field-dependent carrier collection, 
we can solve the equation analytically, as follows. 
 
Approximation 1: Recombination-Corrected Generation 
Neglecting parasitic generation in the window and buffer 
layers and reflectance from the back metal contact, Beer’s 
law allows us to approximate the generated profile in the 
absorber layer as 𝐺(𝑥) = 𝐺𝐸𝑓𝑓𝑒
−𝑥/𝜆𝐴𝑣𝑒 , where 𝐺𝐸𝑓𝑓  and 
𝜆𝐴𝑣𝑒  are the material specific constants, averaged over the 
solar spectrum. Therefore, the total photocurrent in the 
absence of bulk recombination is 𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜 =
𝑞 ∫ 𝐺𝐸𝑓𝑓𝑒
−𝑥/𝜆𝐴𝑣𝑒
∞
0
𝑑𝑥 = 𝑞𝐺𝐸𝑓𝑓𝜆𝐴𝑣𝑒 . The recombination 
term, 𝑅𝐺𝑒𝑛(𝑥), is determined by 𝑛𝐺𝑒𝑛(𝑥) and 𝑝𝐺𝑒𝑛(x) as well 
as the carrier lifetime. Using self-consistent optoelectronic 
numerical simulation, we find that the generation-induced 
bulk recombination current ( 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐 = ∫ 𝑅𝐺𝑒𝑛(𝑥)𝑑𝑥
𝑡
𝑜
) is 
voltage-independent and remains a small fraction of the total 
photocurrent up to open-circuit voltage ( 𝑉𝑂𝐶 ),  see Fig. 
A4(a). This is because, for 𝑉 < 𝑉𝑂𝐶 , 𝑅𝐺𝑒𝑛 occurs primarily in 
the quasi-neutral bulk region, where the bulk recombination 
is voltage-independent; see Fig. A3. In addition, 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐  
scales linearly with 𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜  under different illumination 
intensities (𝐽𝐺𝑒𝑛−𝑅𝑒𝑐 = 𝑎 × 𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜, 𝑎 ≈ 5%) as shown in 
Fig. A4(b). Therefore, we can account for 𝑅𝐺𝑒𝑛(𝑥) in Eq. (2) 
by normalizing the generation profile to 𝐺′(𝑥) =
𝐺𝐸𝑓𝑓′𝑒
−𝑥/𝜆𝐴𝑣𝑒  so that the short-circuit current, 𝐽𝑆𝐶 =
𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜 − 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐 = 𝑞𝐺𝐸𝑓𝑓′𝜆𝐴𝑣𝑒 . Consequently, Eq. (2) 
can be rewritten as 
 
Fig. 1 (a) The exponential generation profile in the CIGS 
absorber layer. (b) The energy band diagram of a typical 
CIGS cell. The boundary conditions labeled here are only for 
the generated carriers. (c) The equivalent circuit diagram for 
CIGS solar cells. The parameters and analytical equations 
for each element are summarized in Tables A1 to A2. 
(a)
(c)
+
-
(b)
Intrinsic Extrinsic
𝐷
𝜕2𝑛𝐺𝑒𝑛(𝑝𝐺𝑒𝑛)
𝜕𝑥2
+ 𝜇𝐸(𝑥)
𝜕𝑛𝐺𝑒𝑛(𝑝𝐺𝑒𝑛)
𝜕𝑥
+ 𝐺′(𝑥) = 0. (4) 
Approximation 2: Linearity of the Depletion Field   
We can further simplify Eq. (4) by carefully analyzing 
the electric field, 𝐸(𝑥),  from numerical simulation. 
Specifically, numerical simulation shows that within the p-
type absorber, 𝐸(𝑥) is linear inside the depletion region (x ≤
𝑊 ), i.e., 𝐸(𝑥) = [1 − 𝑥 𝑊(𝑉)⁄ ] 𝐸𝑀𝑎𝑥(𝑉),  but vanishes 
beyond it (x > 𝑊(𝑉)). Here, 𝑊 is the depletion width and 
|𝐸𝑀𝑎𝑥(𝑉)| = 2𝛽(𝑉𝐵𝑖 − 𝑉)/𝑊(𝑉) ; 𝑉𝐵𝑖  and 𝑉  are 
respectively the total built-in potential and the bias voltage 
across both n and p sides of the junction. Since we only 
consider 𝐸(𝑥) within the p-type absorber, a parameter 𝛽 is 
introduced to account for the voltage partition between 
absorber and window layers, exactly analogous to voltage 
partition between channel and the oxide in a metal oxide 
semiconductor (MOS) capacitor [27]. Specifically, with 
applied voltage 𝑉 for the entire device, a 𝛽 × 𝑉 drops across 
the absorber layer, while (1 − 𝛽) × 𝑉  drops across the 
window and buffer layers. Our detailed numerical simulation 
shows that photo-generation up to one-sun illumination does 
not significantly perturb the electric field; therefore,  𝐸(𝑥) in  
Eq. (4) is assumed to be independent of illumination 
intensity. 
 
Flux Boundary Conditions 
Finally, one needs to set the boundary conditions to solve 
Eqs. (3) and (4). For electrons, the photocurrent at the 
interface between the buffer and absorber layers (see Fig. 1(b)) 
is given by 𝐽𝑃ℎ𝑜𝑡𝑜,𝑛 = −𝑞 × s𝑛 × 𝑛𝐺𝑒𝑛 , where s𝑛 =
𝑣𝑅𝑒
−Δ𝐸𝐶/𝑘𝑇  defines the interface thermionic-emission 
velocity and Δ𝐸𝐶  is the conduction band offset and 𝑣𝑅 is the 
Richardson velocity [25]; large Δ𝐸𝐶  reduces the thermionic 
velocity; the reduced  carrier-collection efficiency distorts the 
I-V characteristics [28]. For holes, the valence band offset  
Δ𝐸𝑉 at the buffer/absorber interface is presumed to be large 
enough so that 𝐽𝑝 = 0; see Fig. 1(b). The back contact at 𝑥 =
𝑡 is treated as an ideal ohmic contact (negligible Schottky 
barrier) for both electrons and holes, so that 𝑛𝐺𝑒𝑛 = 𝑝𝐺𝑒𝑛 =
0 , as shown in Fig. 1(b). The assumption of a Schottky-
barrier-free back contact is supported by experimental 
observations [29]–[31]. If needed, a back-to-back diode 
circuit can be added to this model to account for the Schottky 
barrier [32]. 
 
Analytical Solution of Eqs. (3) and (4).  
Integrating 𝐺′(𝑥) , 𝐸(𝑥) , two aforementioned 
assumptions, and the flux boundary conditions into Eqs. (3) 
and (4), we obtain the solution of the photocurrent as 
𝐽𝑃ℎ𝑜𝑡𝑜 = 𝐽𝑆𝐶 × 𝑓𝑂𝑝𝑡 × 𝑓𝐶𝑜𝑙𝑙 . (5) 
𝑓𝑂𝑝𝑡 ≡ 1 −
𝜆𝐴𝑣𝑒
𝑊(𝑉)
(exp (−
𝑡−𝑊(𝑉)
𝜆𝐴𝑣𝑒
) − exp (−
𝑡
𝜆𝐴𝑣𝑒
)), (6) 
𝑓𝐶𝑜𝑙𝑙 ≡ (1 +
𝑣𝐷𝑖𝑓𝑓
s𝑛×exp (
𝑞𝛽(𝑉𝐵𝑖−𝑉)
𝑘𝑇
)
) −1.  (7) 
The parameters in Eqs. (5)–(7) are physical and can be 
calibrated using independent measurements. For example, 𝑡 
is the thickness of the CIGS layer, and 𝑊(𝑉) and 𝑉𝐵𝑖  can be 
estimated from the Mott-Schottky analysis of capacitance-
voltage (C-V) measurements. 
Despite their apparent complexity, Eqs. (5)–(7) can be 
explained in simple terms. For example, Eq. (6) determines 
the total optical absorption in the solar cell. So if the cell 
thickness t is on the order of 𝜆𝐴𝑣𝑒  (𝑡 ≈ 𝜆𝐴𝑣𝑒), then 𝑓𝑂𝑝𝑡 < 1, 
indicating incomplete absorption of photons. The formulation 
of Eq. (6) also ensures that the optical efficiency, 𝑓𝑂𝑝𝑡 , is 
bounded between 0 and 1  for any combination of  𝜆𝐴𝑣𝑒 , 
𝑊(𝑉) , and 𝑡 (> 𝑊(𝑉)) . Similarly, Eq. 7 governs the 
efficiency of carrier collection 𝑓𝐶𝑜𝑙𝑙 . In Eq. (7), 𝑣𝐷𝑖𝑓𝑓 ≡
𝐷
𝑡−𝑊𝐷𝑒𝑙𝑝(𝑉)
 is the diffusion velocity in the quasi-neutral region 
and s𝑛 ≡ 𝑣𝑅𝑒
−Δ𝐸𝐶/𝑘𝑇  is the interface thermionic-emission 
velocity for electrons at the heterojunction. Hence, Eq. (7) 
balances two competing transport processes of the 
photogenerated electrons: 1) field-assisted drift toward the 
heterojunction interface followed by thermionic emission to 
the front contact, and 2) back-diffusion through the quasi-
neutral region followed by recombination at the “wrong” 
(back) contact. Increasing forward-bias 𝑉  reduces the 
depletion field, resulting in the increasing fraction of 
electrons diffusing to the back contact and recombining there 
instead of contributing to photocurrent; correspondingly, the 
collection efficiency, 𝑓𝐶𝑜𝑙𝑙 , decreases. Recall that the carrier 
loss due to bulk recombination is explicitly accounted for in 
the normalized generation profile in Eq. (4), which assumes 
𝑡 ≫ 𝑊(𝑉). 
For practical CIGS cells [23], 𝑡 ≫ 𝜆𝐴𝑣𝑒 , 𝑡 ≫ 𝑊(𝑉), and 
𝜂𝑂𝑝𝑡 → 1 . With these approximations, the photocurrent 
simplifies to 
𝐽𝑃ℎ𝑜𝑡𝑜 ≃ 𝐽𝑆𝐶
1
1+𝛼𝐶×exp (
𝑞𝛽(𝑉𝐵𝑖−𝑉)
𝑘𝑇
)
.  (8) 
Here, 𝛼𝐶 ≈  
𝐷
𝑡×s𝑛
≡
𝑣𝐷𝑖𝑓𝑓
s𝑛
, which is the ratio between diffusion 
velocity and thermionic-emission velocity. Equation (8) 
implies that, for high-quality CIGS cells, the heterojunction 
(accounted in 𝛼𝐶 ) is the main cause for voltage-dependent 
carrier collection, which is in agreement with [16], [33]. 
Equation (8) is a simplified version of Eqs. (5)–(7) preferred 
for use in large-scale module simulation for numerical speed 
and robustness.  
 It is interesting to compare Eq. (8) to previously published 
equations (Eq. (2) in [18] and Eq. (3) in [34]), i.e., 𝐽𝑃ℎ𝑜𝑡𝑜 ≃
𝐽𝑆𝐶(1 −
exp (−𝑊𝐷𝑒𝑙𝑝(𝑉)/𝜆𝐴𝑣𝑒)
𝐿𝐷𝑖𝑓𝑓/𝜆𝐴𝑣𝑒+1
) , where 𝐿𝐷𝑖𝑓𝑓  is the carrier 
diffusion length. The equation implies that if 𝐿𝐷𝑖𝑓𝑓 → ∞ (no 
bulk recombination), then 𝐽𝑃ℎ𝑜𝑡𝑜  equals 𝐽𝑆𝐶 , independent of 
bias voltage. The detailed simulation in [16], however, shows 
that even in the absence of bulk recombination, 𝐽𝑃ℎ𝑜𝑡𝑜  in 
heterojunction devices should be zero at 𝑉 = 𝑉𝐵𝑖  due to 
carrier partition, consistent with Eq. (8) (𝐽𝑃ℎ𝑜𝑡𝑜 ≃ 0 at 𝑉 =
𝑉𝐵𝑖  given 𝛼𝐶 ≫ 1). Hence, Eq. (8) is an improvement on the 
equation in [18], [34], because the physics of carrier partition 
between drift and diffusion in the forward bias was captured. 
Let us consider the temperature and intensity 
dependencies of 𝐽𝑃ℎ𝑜𝑡𝑜(𝐼𝐿, 𝑇). Among the four parameters of 
the photocurrent in Eq. (8), first, 𝐽𝑠𝑐 is proportional to 𝐼𝐿, but 
is essentially independent of T because the bandgap of CIGS 
is not temperature sensitive  [35]. Our measurements support 
this assertion (see Sec. III):  𝐽𝑠𝑐 of our CIGS solar samples is 
measured to be temperature independent within the 
temperature range of interest (260 K to 360 K), which agrees 
with [36], [37].  Second, the 𝑇 dependency of 𝑉𝐵𝑖  of a 
heterojunction can be analytically described in terms of the 
bandgap, 𝐸𝐺 , and the conduction band offset, Δ𝐸𝐶; see A(9) 
[38]. Third, the 𝑇 dependency of 𝛼𝑐  in Eq. (8) can be 
approximated as 𝛼𝑐~𝑒
Δ𝐸𝐶/𝑘𝑇 , because 𝛼𝑐  is proportional to 
1/𝑠𝑛 and 𝑠𝑛~𝑒
−Δ𝐸𝐶/𝑘𝑇. Fourth, the voltage partition factor 
𝛽 is assumed to be temperature independent, because doping 
density does not change significantly in the temperature range 
of interest. Note that the temperature and irradiance 
dependences of photocurrent in Eq. (8) are handled implicitly 
through the dependence of its underlying variables. 
B. Diode Current (𝐽𝐷𝑖𝑜𝑑𝑒) 
One also has to obtain the analytical description of 𝐽𝐷𝑖𝑜𝑑𝑒  
in Eq. (1) to complete the model.  The complexity of the diode 
current depends on the solar cell type. For example, the 5-
parameter model shows that diode current in a p-n junction 
cell can be described by two exponential terms with ideality 
factors 1 and 2, respectively [10]. The dark currents in p-i-n 
cells (e.g., perovskite, a-Si) are more complex, but can 
nonetheless be derived analytically [8], [12], [13]. Although a 
similar approach can be used to derive the diode current for 
heterojunction cells (e.g., HIT [33]), two considerations 
simplify the problem significantly. First, numerical 
simulation shows that the diode current is independent of 
illumination (up to 1 sun; see Fig. A1), which has been 
supported by our experimental results (see Fig. A2). Second, 
numerical simulation and experimental data for a variety of 
cells also show that the voltage dependence of the diode 
current can be expressed as 
𝐽𝐷𝑖𝑜𝑑𝑒  = 𝐽0(𝑇)(exp (
𝑞𝑉
𝑁(𝑇)𝑘𝑇
) − 1).  (10) 
 Here, 𝐽0(𝑇)  is the temperature-dependent reverse 
saturation current, which is directly related to the bandgap and 
carrier diffusion length of the absorber; 𝑁 is the ideality factor 
ranging from 1–2, depending on the distribution of defects. 
Regarding the two parameters (𝐽0  and 𝑁)  of the diode 
current in Eq. (10), there have been extensive studies 
regarding their temperature dependencies [39], [40]. It has 
been argued that 𝐽0 is linear with 𝑒
−𝐸𝐺/𝑁(𝑇)𝑘𝑇  and 1/𝑁(𝑇) =
1/2 × (1 + 𝑇/𝑇∗) (assuming no tunneling), where 𝐸𝐺  is the 
absorber bandgap, and 𝑘𝑇∗  (ranging from 30 meV to 150 
meV) is the characteristic slope of the exponentially 
distributed defects in the absorber. Large 𝑘𝑇∗ indicates that 
most of the recombination in the depletion region is through 
the mid-bandgap defects, giving an ideality factor 𝑁  = 2. 
Small  𝑘𝑇∗ corresponds to significant density of states of the 
shallow-level defects close to the valence band; carrier 
recombination due to such shallow defects gives 𝑁 = 1.  
C. Series and Shunt Resistances 
 Series Resistance. Finally, as shown in Fig. 1(c), one must 
specify shunt and series resistances to complete the model, 
because they contribute parasitic power loss and increase the 
cell-to-module efficiency gap. The series resistance depends 
on the resistivity and thickness of the transparent conductive 
oxide (TCO) as well as the geometry of the cell [41] and the 
bulk resistivity of the absorber. It has been shown in [42] that 
the resistive loss due to 3-D current flow through the TCO 
layer and the bulk absorber in a solar cell can be modelled by 
a single resistor, 𝑅𝑠𝑒𝑟𝑖𝑒𝑠 . Hence, 𝑅𝑠𝑒𝑟𝑖𝑒𝑠  in Fig. 1(c) can be 
easily specified from measurements [43]. 
 Nonlinearity of Shunt Conduction. Next, let us consider 
the shunt current. In Si cells, 𝑅𝑠ℎ𝑢𝑛𝑡  is modeled as a 
symmetric linear resistor. For thin-film solar cells, shunt 
current is also symmetric, but conduction is typically non-
ohmic due to space-charge-limited (SCL) transport across the 
absorber layer [44], [45]. A careful examination of the 
experimental data [45] of CIGS cells shows that transport 
transitions from linear to nonlinear shunt current with 
increasing voltage, namely,  
𝐽𝑆ℎ𝑢𝑛𝑡 = 𝐺𝑆ℎ𝑢𝑛𝑡 × 𝑉 + 𝐼𝑂𝑆ℎ𝑢𝑛𝑡 × 𝑉
𝛾,  (11) 
where 𝐺𝑆ℎ𝑢𝑛𝑡  and 𝐼𝑂𝑆ℎ𝑢𝑛𝑡  are the prefactor of the linear and 
nonlinear shunt current, respectively, and 𝛾  is the power 
index of SCL transport determined by the defect distribution 
in the absorber. It has been shown experimentally that 𝐽𝑠ℎ𝑢𝑛𝑡 
depends weakly on temperature and illumination [45], so we 
do not consider it explicitly. Note that Eq. (11) has been 
applied widely to analyze the performance limit of CIGS solar 
cells [46]–[48]. 
 Statistical Distribution of Shunt Conduction. Shunt 
current is of particular importance for module-level simulation 
because it is a key source of variability in individual cells. A 
recent study has shown that log-normal shunt distribution is 
universal in thin-film technologies (e.g., CIGS, CdTe, a-Si) 
[45]. Based on careful analysis of 34 commercial CIGS cells, 
we find that the log-normal distribution is justified here as well 
(Table A1 summarizes the key equations). The log-normal 
distribution exhibits a long “tail” in its probability density 
function. In a module, the highly shunted cells at the “tail” 
dissipate power generated by their neighboring good cells, 
degrading overall module efficiency [46].  
 The model in Fig. 1(c) is now fully specified, and the 
temperature/illumination dependencies are summarized in 
Table A1. We will now validate the model against 
experimental data. 
III. EXPERIMENTAL SETUP AND VALIDATION OF THE MODEL 
The experiments were based on the standard high-
efficiency (~18%) CIGS samples fabricated at the National 
Renewable Energy Laboratory (NREL). The CIGS absorbers 
were prepared by a co-evaporation method based on the 
three-stage process, followed by the deposition of CdS and 
ZnO layers and Ni/Al grid lines on top of the absorbers [49]. 
The detailed fabrication process and characterization results 
of similar devices from NREL have been described in [50], 
[51].  
 
The model validation involves four steps: 
1. Measurement: The I-V characteristics of the samples were 
measured as a function of temperature (282 K to 362 K) 
and illumination intensities (0 sun to 1 sun).  
2. Calibration: We first fit the dark and light I-V 
characteristics under 1-sun illumination at a single  
temperature (294 K) to Eqs. (8) and (10) using a 
nonlinear least-squares fitting algorithm (“lsqcurvefit” 
function in Matlab® [52]). The typical numerical range 
for the initial guess of each parameter is specified in 
Table A2, and the specific fitting procedure is discussed 
in Table A3. The series and shunt resistance were 
extracted from the dark I-V curve using PVanalyzer [43]. 
3. Prediction: We extrapolated the parameters obtained in 
step 2 (from I-V at 294 K and 1-sun illumination) to all 
other temperatures and illumination intensities by 
applying (A.5) to (A.10) in Table A1. 
4. Validation: The extrapolated parameters from step 3 were 
used as input to the model to predict the I-V curve as a 
function of temperature and illumination, and the 
outcome was compared to the measurements.  
 As shown in Fig. 2, the model predicts the salient features 
of the experimental I-V characteristics at various 𝑇  and 𝐼𝐿 
remarkably well. The validation suggests a noteworthy fact 
that a single I-V measurement at room temperature and 1-sun 
intensity may be sufficient to predict cell response at arbitrary 
combinations of 𝑇 and 𝐼𝐿, which is necessary to model cell-
to-module gap, modules under partial shade, and lifetime 
energy output. Additionally, final fitting parameters in Eqs. 
(8) and (10) are physically relevant, and they provide insight 
 
Fig. 2 The measured I-V (solid lines) vs. the analytical model (symbols) at different temperatures (282 K – 364 K) and illumination 
intensities (0 sun, 0.25 sun, 0.5 sun, and 1 sun). The square symbols denote the fitted data, whereas the circle symbols are all 
extrapolated results. 
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into the construction or pathology of the cells under 
measurement. 
IV. DISCUSSION AND CONCLUSIONS 
 Advantages of a Physics-Based CIGS Model. A physics-
based model is powerful because it makes the following 
important contributions: First, the model can be used as a 
characterization technique. For example, among the 
parameters obtained by fitting the room-temperature data in 
Fig. 2, we found 𝑉𝑏𝑖 ≈ 0.8 V (in good agreement with the C-
V measurement). In additional, 𝐸𝐺 = 1.1 eV, consistent with 
external quantum efficiency (EQE) measurement, and the 
heterojunction discontinuity for electrons Δ𝐸𝐶 = 0.1 eV were 
used to extrapolate the I-V data at one sun and 298 K to 
arbitrary temperatures and illumination intensities. Hence, the 
model provides a means to calibrate physical parameters 
without performing C-V or EQE measurements. Indeed, 
parameters such as Δ𝐸𝐶  are critical, but are difficult to 
measure in any other way. 
 Second, the model allows us to predict efficiency at 
different temperatures and the temperature coefficient of the 
maximum output power without performing temperature-
dependent light I-V measurement. Excellent agreement is 
obtained between two sets of experimental data and the 
analytical model; see Fig. 3 and Table 1. Note that, unlike 
[53],  there are no empirical fitting parameters to account for 
the 𝑇 and 𝐼𝐿 dependencies in this work and the model does 
not necessarily need to be calibrated against 𝑇 - 𝐼𝐿  data. 
Therefore, this model can be directly incorporated into a 
system-level simulation framework to physically predict the 
performance of CIGS-based solar modules under different 
ambient temperature and solar irradiance. Together with the 
model of module lifetime from [54], the simulation 
framework can also estimate the long-term energy gain of 
CIGS solar modules for various geographic locations and 
weather conditions, which provides useful projection and 
guidance for large-scale PV installations. 
 
 
 Third and finally, the model supports the development of 
an electro-thermal coupled simulation framework for solar 
modules. Equivalent circuits based on this model, which can 
accurately describe the temperature-dependent I-V 
characteristics at the cell level, can be integrated into a large-
scale circuit network to self-consistently simulate the internal 
electrical and thermal distribution of a module. Such an 
application has been demonstrated to model shadow-induced 
self-heating in CIGS modules [6], and the simulation 
framework is also transferrable to interpret thermographic 
imaging for characterizing solar modules [55]. This paper 
focuses exclusively on the forward-bias response of CIGS 
cells; however, to properly simulate shadow-induced 
degradation at the module level, it is also necessary to 
analytically model the light-enhanced reverse-breakdown 
characteristics in CIGS [56]. We have also derived a semi-
empirical model of the reverse-breakdown I-V, which can be 
found in [6]. 
 Model Limitations. The model, nevertheless, has its 
limitations. For highly defective CIGS cells, several 
assumptions in the derivation, e.g., illumination-independent 
diode (injection) current, may not be valid [14] and the 
assumption of voltage-independent generation-induced bulk 
recombination current is not accurate for low-doped absorbers 
with 𝑊(𝑉) ≈ 𝑡 . In addition, the bias- and light-induced 
metastability of defect response is not considered in the 
process of assessing the temperature and illumination 
dependencies [57], [58]. Therefore, the model must be used 
very carefully for very low-efficiency cells, because it is 
developed based on CIGS cells with moderately high 
efficiency.  
 To summarize, in this paper, we have presented a physics-
based analytical model for p-n heterojunction solar cells, 
specifically, CIGS. The model has been validated against 
experimental data and has demonstrated the capability of 
describing I-V characteristics as a function of temperature and 
illumination with a few physical parameters. The log-normal 
distribution of the non-ohmic shunt leakage current is also 
included in the model to account for cell-level variability 
within solar modules. The main contributions of the model are 
as follows:  
1. The model provides a simple recipe to characterize the 
physical parameters (e.g., 𝑉𝑏𝑖 ) of CIGS solar cell only 
from I-V data and to estimate the 
temperature/illumination coefficients of efficiency 
without performing temperature-and illumination-
dependent measurements. 
2. The model can be integrated into an electro-thermal 
coupled module simulation framework to further 
investigate and reduce the cell-to-module efficiency gap 
[3], improve module reliability [6], as well as interpret 
thermal imaging measurements of solar modules [55]. 
3. At the system level, given the climatic and geographic 
information, the model can be used to accurately predict 
the long-term electricity yields for large-scale PV farms, 
which can provide guidance on solar installation for a 
given location. 
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APPENDIX A (ANALYTICAL EQUATIONS AND 
FITTING/EXTRAPOLATION PROCEDURE) 
 First, we present the analytical descriptions of the model, 
the definition of each parameter as well as their illumination 
and temperature dependencies, and the statistical equation of 
the shunt distribution in Tables A1 and A2. The fitting and 
extrapolation procedures of measured I-V data are also 
specified in Table A3. 
 
TABLE A1. The equations of the analytical model 
 
TABLE A2. Definition and typical values—at room 
temperature (300 K) and one sun—for the parameters. 
Fitting parameters for dark I-V 
𝐽0 Diode saturation Current  ~ 10
-6 mA/cm2 
𝑁 Ideality factor 1–2 
𝐺𝑆ℎ𝑢𝑛𝑡 Prefactor of linear shunt current 0–1  mS/cm
2 
𝛾 Power index of log shunt current 2–3 
𝐼𝑂𝑆ℎ𝑢𝑛𝑡 Prefactor of nonlinear shunt current 0–1 mS/(V
γ-1 
cm2) 
Fitting parameters for 𝐽𝑃ℎ𝑜𝑡𝑜 = 𝐽𝐿𝑖𝑔ℎ𝑡 − 𝐽𝐷𝑖𝑜𝑑𝑒   
𝐽𝑠𝑐 Short-circuit current 35 mA/cm
2 
𝑉𝐵𝑖 Total built-in voltage of the p-n 
junction 
0.6–0.9 V 
𝛼𝑐 Ratio between diffusion velocity and 
thermionic-emission velocity 
50–200 
Parameters used for extrapolation to arbitrary temperatures 
𝑘𝑇∗ Characteristic slope of the bulk  
defects  
60 ~ 200 meV 
𝐸𝐺  Bandgap of CIGS  1.0 ~ 1.4 eV 
Δ𝐸𝐶 Conduction band offset between 
CdS and CIGS layers  
0.1 eV 
 
TABLE A3. Fitting and extrapolation procedures of the 
model 
Fitting Procedure 
Step 1 (𝐽𝑆ℎ𝑢𝑛𝑡) Under reverse biases, the dark current is 
dominated by the shunt current. Hence, by 
fitting the model (Eq. (A.3)) to the reverse-
bias region (-1 V to 0 V) of dark I-V, one can 
extract the parameters for shunt current 
(𝐺𝑆ℎ𝑢𝑛𝑡, 𝛾, and 𝐼𝑂𝑠ℎ𝑢𝑛𝑡). 
Step 2 (𝐽𝐷𝑖𝑜𝑑𝑒) The next thing to do is to “clean” the dark IV. 
Due to the symmetric characteristics of shunt 
current (𝐽𝑆ℎ𝑢𝑛𝑡(𝑉) = 𝐽𝑆ℎ𝑢𝑛𝑡(−𝑉)), one can 
separate the diode current and shunt current 
by subtracting 𝐽𝐷𝑎𝑟𝑘(𝑉) in the forward bias 
by its counterpart 𝐽𝐷𝑎𝑟𝑘(−𝑉)  in the reverse 
bias (i.e.,  𝐽𝐷𝑖𝑜𝑑𝑒(𝑉)  = 𝐽𝐷𝑎𝑟𝑘(𝑉) −
𝐽𝐷𝑎𝑟𝑘(−𝑉) ). By applying Eq. (A.2) to the 
“cleaned” dark I-V, one can extract the 
parameters for diode current ( 𝐽0 and 𝑁 ). 
Steps 1–2 can be performed using the online 
tool PVanalyzer [43]. 
Step 3 (𝐽𝑃ℎ𝑜𝑡𝑜) The photocurrent, 𝐽𝑃ℎ𝑜𝑡𝑜 , is the difference 
between 𝐽𝐿𝑖𝑔ℎ𝑡 and 𝐽𝐷𝑎𝑟𝑘 given that the diode 
current is illumination-independent. 
Therefore, one can extract 𝐽𝑃ℎ𝑜𝑡𝑜 = 𝐽𝐿𝑖𝑔ℎ𝑡 −
𝐽𝐷𝑎𝑟𝑘  and fit it with (A.1) to obtain 
𝐽𝑠𝑐 ,  𝑉𝐵𝑖 , and 𝛼𝑐. 
Extrapolation Procedure 
After extracting the parameters for a single temperature and 
illumination intensity, one can apply (A.5) to (A.11) to 
extrapolate I-V to arbitrary temperatures and illuminations. Note 
that those extrapolation parameters (𝑘𝑇∗, 𝐸𝐺  and Δ𝐸𝐶) may have 
a small variation between different cells. One can either calibrate 
these parameters if temperature-dependent I-V measurement is 
given, or use the typical values in Table A2 to predict the 
temperature coefficient of efficiency without performing the I-V 
measurement at different temperatures. 
 
Analytical equations for I-V characteristics 
𝐽𝑃ℎ𝑜𝑡𝑜 = 𝐽𝑆𝐶
1
1 + 𝛼𝑐𝑒
𝑞𝛽(𝑉−𝑉𝑏𝑖)
𝑘𝑇
 
(A.1) 
𝐽𝐷𝑖𝑜𝑑𝑒 = 𝐽0(𝑒
𝑞𝑉
𝑁𝑘𝑇 − 1) 
(A.2) 
𝐽𝑆ℎ𝑢𝑛𝑡 = 𝐺𝑆ℎ𝑢𝑛𝑡 × 𝑉 + 𝐼𝑂𝑆ℎ𝑢𝑛𝑡 × 𝑉
𝛾 (A.3) 
𝐽𝐿𝑖𝑔ℎ𝑡 = 𝐽𝑃ℎ𝑜𝑡𝑜 + 𝐽𝐷𝑖𝑜𝑑𝑒 + 𝐽𝑆ℎ𝑢𝑛𝑡 (A.4) 
Illumination and temperature dependencies of the parameters 
𝐽𝑆𝐶 𝐽𝑆𝐶,𝐼𝐿 = 𝐼𝐿 × 𝐽𝑆𝐶,𝑜𝑛𝑒 𝑠𝑢𝑛 (A.5) 
𝛼𝑐 𝛼𝑐,𝑇 = 𝛼𝑐,300K × exp (
Δ𝐸𝐶
𝑘
(
1
300K
−
1
𝑇
)) 
(A.6) 
𝛽 𝛽𝑇 = 𝛽300K (A.7) 
𝑉𝐵𝑖 𝑉𝐵𝑖,𝑇 =
Δ𝐸𝐶
𝑞
+
𝐸𝐺
𝑞
+
𝑇
300K
(𝑉𝐵𝑖,300K −
Δ𝐸𝐶
𝑞
−
𝐸𝐺
𝑞
)
−
𝑘𝑇
𝑞
𝑙𝑜𝑔((
𝑇
300K
)3) 
(A.8) 
𝑁 
𝑁𝑇 = 2/(1 +
𝑇
𝑇∗
) 
(A.9) 
𝐽0 𝐽0,𝑇 = 𝐽0,300 𝐾 × exp (
𝐸𝐺
𝑘
(
1
𝑁300 K300 K
−
1
𝑁𝑇𝑇
)) 
(A.10) 
Statistical equation for log-normal shunt distribution 
𝑃𝐷𝐹(𝐼𝑂𝑆ℎ𝑢𝑛𝑡|𝜇, 𝜎)  1
𝐼𝑂𝑆ℎ𝑢𝑛𝑡𝜎√2𝜋
× exp (
−(log(𝐼𝑂𝑆ℎ𝑢𝑛𝑡) − 𝜇)
2
2𝜎2
) 
(A.11) 
* 𝐼𝐿 in (A.5) is the illumination intensity normalized to one sun, 
e.g., 𝐼𝐿 = 0.2 under 0.2-sun illumination. 
** In (A.11), 𝜇 and 𝜎 are the log mean and standard deviation, 
respectively. The actual mean and standard deviation of 𝐺𝑠ℎ𝑢𝑛𝑡 
are exp (𝜇 +
𝜎2
2
) and 𝑠𝑞𝑟𝑡(exp (2𝜇 + 𝜎2)/(exp(𝜎2) − 1)) , 
respectively. 
*** Note that using different 𝐸𝐺  in (A.8) and (A.10) may provide 
a better benchmark against experimental data depending on 
samples. 
APPENDIX B (ASSUMPTION VERIFICATION) 
 Here, we validate the assumptions used to derive the 
analytical equations based on simulation and experiment data. 
The simulation was performed using the commercial device 
simulator, Sentaurus [22]. The discussion is divided into two 
parts: 1) illumination-independent diode current, and 2) 
voltage-independent generation-induced bulk recombination 
current. 
 
A. Illumination-Independent Diode Current 
 We simulate a CIGS solar cell with 18.2% efficiency; see 
Fig. A1. The device parameters are summarized in Appendix 
C. We take the approach discussed in [21] to separate the 
diode current and photocurrent under illumination, where the 
illuminated diode (injection) current was obtained by freezing 
the solution of the potential profile obtained under 
illumination and solving the frozen potential drift-diffusion 
equations after setting the photo-generation to zero. As shown 
in Fig. A1, 𝐽𝐷𝑖𝑜𝑑𝑒(𝑜𝑛𝑒 𝑠𝑢𝑛) = 𝐽𝐷𝑎𝑟𝑘  is found for 𝑉 < 𝑉𝑂𝐶 . 
We have also experimentally proved that the diode current is 
illumination-independent by calculating the carrier-collection 
efficiencies ( 𝜂(𝑉) = (𝐽𝐿𝑖𝑔ℎ𝑡(𝑉) − 𝐽𝐷𝑎𝑟𝑘(𝑉))/𝐽𝑆𝐶 ) for 
different illumination intensities; see Fig. A2 (note that it is 
the same CIGS sample as shown in Fig. 2). The argument is 
that if 𝐽𝐷𝑖𝑜𝑑𝑒 = 𝐽𝐷𝑎𝑟𝑘  under different sun intensities, the 
collection efficiency should not vary with illumination [17]. 
The results in Fig. A2 show that the collection efficiencies 
overlap each other for different illumination intensities (1 sun, 
0.8 sun, 0.6 sun, 0.5 sun, 0.4 sun) at various temperatures 
except for T = 364 K, possibly due to high-level injection at 
high temperature. Therefore, based on the experimental 
analysis along with the simulation results, it is convincing that 
the diode current is illumination-independent for high-quality 
CIGS solar cells. 
B. Voltage-Independent Generation-Induced Bulk 
Recombination Current 
 Here, we try to validate the assumption that the generation-
induced bulk recombination current ( 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐 =
∫ (𝑅𝐿𝑖𝑔ℎ𝑡(𝑥) − 𝑅𝐷𝑎𝑟𝑘(𝑥))𝑑𝑥
𝑡
𝑜
= ∫ 𝑅𝐺𝑒𝑛(𝑥)𝑑𝑥
𝑡
𝑜
) is voltage-
independent up to 𝑉𝑂𝐶  through simulation. The significance of 
the voltage-independent generation-induced bulk 
recombination current is that it allows us to simplify the term 
“𝐺(𝑥) − 𝑅𝐺𝑒𝑛(𝑥)” in Eq. (2) to a normalize generation profile, 
“𝐺′(𝑥)”, as discussed in Sec. II.  
 The bulk recombination rates under dark (𝑅𝐷𝑎𝑟𝑘(𝑥)) and 
light ( 𝑅𝐿𝑖𝑔ℎ𝑡(𝑥) ) and the generation-induced bulk 
recombination (𝑅𝐺𝑒𝑛(𝑥)) are plotted in Fig. A3. At 𝑉 = 0.5 V, 
although there are considerable 𝑅𝐷𝑎𝑟𝑘(𝑥)  and 𝑅𝐿𝑖𝑔ℎ𝑡(𝑥) 
occurring in the depletion region ( 𝑥 < 0.4 μm ), 𝑅𝐺𝑒𝑛(𝑥) 
occurs mostly in the quasi-neutral bulk region. Hence, 
𝑅𝐺𝑒𝑛(𝑥) is voltage-independent. Consequently, as shown in 
Fig. A4(a), the generation-induced bulk recombination current, 
𝐽𝐺𝑒𝑛−𝑅𝑒𝑐 , is a small portion of the total generation current and 
exhibits voltage-independent characteristics up to 𝑉𝑂𝐶 . 
Beyond 𝑉𝑂𝐶 , 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐   increases with voltage due to high-
level injection. In addition, 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐  remains at 5% of the total 
generation current, 𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜, for different illumination; see 
Fig. A4(b). So the short-circuit current (the maximum 
photocurrent), 𝐽𝑆𝐶 , can be written as 𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜 − 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐 =
0.95 × 𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜 and is linear with illumination intensity. 
 
Fig. A1 The simulated I-V characteristics with 18.2% 
efficiency, showing that the frozen potential diode 
(injection) current is the same as dark current. 
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Fig. A2 The extracted collection efficiency, 𝜂(𝑉) , under 
varying illumination intensity (1 sun, 0.8 sun, 0.6 sun, 0.5 
sun, 0.4 sun) at different temperatures. The plots confirm the 
assumption of illumination-independent diode current 
except for 364 K. 
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Fig. A3 The bulk recombination rate as a function of position 
inside the CIGS layer at 0.5 V. The generation-induced bulk 
recombination (dots) occurs mostly in the quasi-neutral 
region. 
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 So far, it has been confirmed that the diode current is 
voltage-independent, and the generation-induced bulk 
recombination current is voltage-independent under normal 
operating conditions. With these two assumptions, we can 
derive Eqs. (5)–(7) for photocurrent. 
 
APPENDIX C (DEVICE SIMULATION PARAMETERS) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. A4 (a) Total photocurrent (𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜) and generation-
induced bulk recombination current (𝐽𝐺𝑒𝑛−𝑅𝑒𝑐) as a function 
of bias under one-sun conditions. 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐  is a small portion 
of 𝐽𝐺𝑒𝑛−𝑅𝑒𝑐  and remains almost voltage-independent up to 
open-circuit voltage. (b) The linear relation between 
𝐽𝐺𝑒𝑛−𝑅𝑒𝑐  and 𝐽𝑇𝑜𝑡−𝑃ℎ𝑜𝑡𝑜  for different illumination 
intensities.   
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