Abstract-To respond to variations in solar energy, harvestedenergy prediction is essential to harvested-energy management approaches. The effectiveness of such approaches is dependent on both the achievable accuracy and computation overhead of prediction algorithm implementation. This paper presents detailed evaluation of a recently reported solar energy prediction algorithm to determine empirical bounds on achievable accuracy and implementation overhead using an effective error evaluation technique. We evaluate the algorithm performance over varying prediction horizons and propose guidelines for algorithm parameter selection across different real solar energy profiles to simplify implementation. The prediction algorithm computation overhead is measured on actual hardware to demonstrate prediction accuracy-cost trade-off. Finally, we motivate the basis for dynamic prediction algorithm and show that more than 10% increase in prediction accuracy can be achieved compared to static algorithm.
I. INTRODUCTION
Use of ambient energy harvesting to design perpetually powered embedded systems ( Fig. 1) has received much attention in recent years [1] . Realizing such systems that meet application's performance and availability requirements may be non-trivial depending upon many factors. This includes efficiency of energy harvester in converting ambient energy to electrical energy, non-ideal behaviour of power extraction circuits and energy storage, constraints on sizes of harvester and energy storage capacity, and variability of ambient energy source. Solar energy harvesting has been increasingly deployed to design energy harvesting embedded systems due to its relatively high harvested energy density and falling costs of [6] showing variation in energy received during different times in a day and across days. Each point represents energy received during a 5 minutes interval photovoltaic panels [1] . The amount of solar energy received at different times in a day and across days can vary significantly (Fig. 2) . Under these conditions, considering the constraints on system components, the performance requirements can be met by constantly adapting the application's energy consumption to match energy harvested from the environment. To this end, approaches for harvested-energy management have been proposed that adapt the system to uncertainty in energy availability by predicting the expected incoming energy [2, 3, 4, 5] . In case of solar energy, this is possible by capitalizing on its 24-hour cycles to predict energy availability.
Kansal et al. [2] were the first to propose a simple solar energy prediction algorithm to support their harvested-energy management approach. The predictor was based on the observation that energy generation during a given time slot of day was similar to that generated at the same instant on previous days and it can be estimated using an exponentially weighted moving average of historical data. Moser et al. [3] used similar prediction in their proposed adaptive power management framework. Recently, Recas et al. [5] proposed an improved solar energy predictor by using past and current day's power measurements in the prediction algorithm. Noh et al. [4] have used a similar principle for prediction in their minimum variance energy allocation. Recently, Bergonzini et al. [7] compare the prediction error and computation requirements of different prediction algorithms.
The effectiveness of harvested-energy management [2, 3, 4, 5 ] is sensitive to accuracy of prediction algorithm. This has been acknowledged in previous works, nevertheless, there is a lack of clear justification how the prediction accuracy should be best quantified. The accuracy of prediction algorithm is dependent upon parameters such as number of samples of energy source taken per day or the length of prediction horizon and window sizes of historical source data samples used. At the same time, these parameters also determine the overhead of performing prediction algorithm operations and memory requirement for storing historical power samples. Since harvested power is often limited, it is important to minimize the energy consumption overhead of harvested-energy management activity, including prediction. In previous works [2, 3, 4, 5, 7] the choice of prediction parameters have been based largely on specific cases, and no comprehensive evaluation has been presented using different parameter choices and across multiple data sets that clearly identifies the extent of trade-off between prediction accuracy and its cost.
In this paper we consider how prediction accuracy of solar harvested-energy can be evaluated and applied to evaluate achievable accuracy of a recently reported improved solar energy prediction algorithm [5] using multiple real solar energy data sets. The algorithm performance is measured by varying energy harvesting source sampling rates (or prediction horizons) and trade-off in prediction accuracy and cost is obtained based on implementing prediction algorithm on actual hardware. We analyze results across different working conditions to give guidelines to simplify prediction algorithm's parameters tuning, which ensures that high accuracies can be achieved without the need to optimize for different working conditions. Finally, we motivate the case for dynamic parameters prediction and show that on average greater than 10% higher accuracies can be achieved compared to the static algorithm. The paper is organized as follows. The prediction algorithm is explained in Section II. Section III discusses the prediction error measurement method. Section IV presents a detailed evaluation of prediction algorithm followed by a discussion of dynamic prediction. Section V concludes the paper.
II. PREDICTION ALGORITHM
To present detailed analysis on prediction accuracy and overhead, we first describe the prediction algorithm in [5] and introduce the algorithm's parameters. For energy management and prediction, a day is discretized into N equal duration time slots. Incoming power sampling and prediction are performed once per slot and the slot's length is the prediction horizon. To predict the future slot power, the algorithm [5] uses measured power values e(i, j) ∈ E D×N of the last D ∈ Z + days' slots. It also uses measured power values e(j) ∈ E N of the current day's elapsed slots. The matrix E D×N and the vector E N are shown in Fig. 3 . Assume that at present n ∈ N slots have elapsed on the current day shown shaded in Fig. 3 and e(n) is the measured power value at start of slot n. The powerê n+1 at the beginning of slot n+1 (marked with a '?', Fig. 3 ) needs to be predicted. In Fig. 3 , μ D (n+1) denotes average of power measured at beginning of all n + 1 slots in last D days. The predicted power is a combination of present slot power e(n) and the average μ D (n + 1) of predicted slot (n + 1):
. Graphical depiction of the prediction algorithm [5] e n+1 = α · e(n)
In Equation 1, α is a weighting parameter with value 0 ≤ α ≤ 1. The determination of α and other algorithm parameters is explained shortly. μ D (j) is the average of power measured at beginning of slots j ∈ N in the past D days:
Φ K is a conditioning factor for μ D (n + 1) and its computation depends on parameter K ∈ Z + , which is the number of slots considered before slot (n + 1) of the current day (Fig. 3) . Φ K is a measure of how much brighter or cloudy the current day is compared to previous days [5] . It is evaluated using Equation 3 , which is a weighted average of ratios η(k) ∈ H K (Equation 4), where each ratio η(k) compares the current day's measured power (of a slot) to past days' average. The weights θ(k) ∈ Θ K (Equation 5) decrease from 1 to 1 K starting at slot n since slots earlier than n are assumed to be less correlated to the future slot (n + 1) [5] .
The predicted power given by the algorithm in [5] consists of two terms, Equation 1. In this paper, the first of these terms is labeled as the persistence term and the second one is the conditioned average term. The persistence term determines how much slot n power value contributes to the predicted value, while the conditioned average term is the contribution of averaged past (n + 1)th slots scaled by the conditioning factor Φ K . The parameter α weighs these two contributions. Fig. 3 shows that the parameter D controls how many past days influence the predicted value, while the parameter K determines the influence of previous slots of the current day.
For a given sampling rate of solar power per day (N ), to select values of parameters α, D, and K from their set of possible values, Equation 1 is evaluated using different values of each parameter over a target solar power data set to find the minimum value of an error function. The value of error function depends on input solar power data and the parameters' (α, D, K and N ) selected values. The values of parameters α, D, and K that minimize the error function at a given sampling rate (N ) is the optimized set. The next section presents the details of the proposed error evaluation technique.
III. PREDICTION ERROR MEASUREMENT
In this section we discuss an error evaluation technique that accurately models the prediction error and is intuitive to allow comparison of prediction algorithm across different solar power data sets. We suggest how predicted output should be compared so that the result is representative of the actual error and which error function to use to compute averaged error to model overall losses in prediction. To motivate our error calculation technique, Figure 4 shows a section of measured solar power profile of a day. Slot boundaries are indicated and in each slot M power samples are available. For instance, if slot length is T = 30 minutes (N = 48) and sampling resolution of available data is 5 minutes then M = 6. Power samples at start of each slot are indicated and these are used by prediction algorithm (Section II) to predict future slot power. The energy received during a slot n can be obtained from its mean powerē n byē n × T . Harvested-energy management system estimates the energy of slot n by using the predicted power valueê n+1 asê n+1 × T .
In previous works [2, 5] , the prediction error of a slot n (error n ) is expressed as:
Since predicted power is used to estimate a slot's energy, we argue that it is more realistic to compare the predicted power to mean power of a slot to express prediction error:
The value ofē n will be more accurate if solar power samples data is available at a high resolution (e.g., 1 minute Since determination of prediction accuracy needs to account for prediction error outcomes of a large number of sample points, a suitable average error function is required. Root Mean Squared Error (RMSE) is a commonly used measure of determining estimation accuracy [8] , however, RMSE is sensitive to large outliers and its value is dependent on scale of data. This makes use of RMSE non-intuitive for evaluating harvested-energy prediction since sudden large fluctuations in solar energy profile are difficult to model with simplistic (heuristic) prediction algorithms and may give large error values (outliers) that can bias the average results.
) which is independent of data scale.
In Equation 8 , T is the the total number of predicted values. Similarly, we also define MAP E based on error n instead of error n (see Equation 6 and 7) and it will be used to compare prediction algorithm's parameters optimization results (Section IV-B). Since solar energy arrives in large bursts mainly during mid day, for harvested-energy management it is relevant to measure accuracy of prediction during this time. Therefore, night-time values (zero) where prediction is accurate but not useful, and small values at start/end of a day where prediction errors are not meaningful for evaluating prediction performance, should not be included in average prediction error calculation (Equation 8 ). This prevents the average prediction error to be influenced by points outside region of interest. The specific approach adopted to achieve this is mentioned in the next section.
IV. EVALUATION AND DESIGN EXPLORATION

A. Setup
We evaluated the recently proposed prediction algorithm [5] using publicly available solar irradiance data of ten different sites [6] , out of which six sites ( Table I ) are selected that demonstrate variety in solar energy profile variations. The use of multiple sites with large of number of recorded observations attempts to validate the proposed algorithm over long term deployment conditions (different number and distribution of sunny and cloudy days in each irradiance trace) and independent of the deployment location.
To present the algorithm evaluation results, the range of values used for the algorithm parameters are: N = {288, 96, 72, 48, 24}, 0 ≤ α ≤ 1, 2 ≤ D ≤ 20 and 1 ≤ K ≤ 6. These values are exhaustive to capture the main trends as shown by results in the following sections. For a given N , the objective is to find the optimized set of prediction algorithm parameters α (weighing factor), K (previous slots) and D (number of past days) for each solar power data set, which minimizes the average prediction error, MAP E. The sample values considered in the average error calculation are at least 10% of the peak value for reasons discussed in Section III. The evaluation is performed for days 21 to 365 as this allows matrix of past days samples E D×N used in the prediction algorithm to be filled for D = 20, and it also ensures that an equal number and same sample values are used for average error calculation irrespective of number of past days (D).
To evaluate the prediction algorithm on actual hardware, the following set-up has been used [9] :
• Test board: MSP-TS430PM64.
• Microcontroller: TI MSP430F1611 (3V@5MHz).
• Compiler: Code Composer Essentials 3.2. 
B. Prediction Algorithm Evaluation
Having proposed the error evaluation function in Section III, we show the difference in results between average prediction error measurement using MAP E (Equation 8), which uses average slot power to calculate error, compared to MAP E , which uses error between estimated and actual sampled power at the beginning of slot. Table II that the values of average prediction errors for MAP E are significantly lower compared to MAP E . Also, the obtained values of prediction algorithm parameters (α, D, and K) differ between the two error evaluations, especially the value of α. These results indicate that prediction algorithm's parameters optimization is affected by choice of error function besides the difference in obtained average error values. As discussed in Section III, the average error values resulting from MAP E optimization capture the differences in predicted and received energy more accurately. Next, we evaluate the prediction algorithm using different values of prediction horizons. The two issues we want to address here are: 1) How much influence does varying prediction horizon or sampling rate per day (N ) have on prediction accuracy and associated overhead? 2) Based on analysis across multiple solar power data sets, can we arrive at some guidelines to simplify tuning of parameters α, K and D independent of specific data set? To address the first issue, Table III shows prediction error for five values of N and the optimized values of parameters K, α and D for each of six data sets. As can be seen for all data sets, prediction accuracy increases with increase in N , with predictions errors less than 9% in all cases at N = 288, a gain of up to 9% compared to N = 48.
Table IV gives the energy consumption of power sampling (A/D conversion) and prediction algorithm execution at some parameters' configurations. The energy consumption during system sleep mode per day is also given. As can be seen, the A/D conversion for sampling the power consumes the bulk of energy and prediction algorithm uses an additional 4μJ to 9μJ depending upon its parameters' values. Taking 5μJ as roughly the typical energy consumption of prediction algorithm, the total energy consumption per day of prediction activity is given in last row of Table IV . If this is compared in context of energy consumption of sleep mode, it is interesting to note that the total energy consumption of the sampling and prediction activity combined for N = 48 (2.880mJ per day) is still small compared to the total energy consumption of sleep mode (356mJ per day), indeed just 0.8%. If we consider the extreme of N = 288 (17.28mJ per day), it is 4.85% of sleep mode energy consumption. Comparing the increase in overhead with increase in accuracy, it can be seen that using N = 288 achieves an average error of less than 9%, or an improvement of 7-10% in average error compared to N=48 in high variability data sets (Table III) . Fig. 6 gives the total energy consumption at different values of N per day as a n/a n/a: not applicable †N=288 is not defined for this data set since the resolution of data set samples is 5 minutes percentage of the sleep mode energy consumption. Table III shows that as value of N approaches 288, the value of α tends to 1. Value of α ≈ 1 implies that prediction algorithm is mainly relying on the currently sampled power value to determine the predicted value, and α = 1 essentially means that current value can be used to predict the energy. These results show that using high values of N , need for using the prediction algorithm is reduced but at the same time energy consumption overhead is dominated by power sampling of ADC and not by prediction activity.
We now address the issue of simplifying tuning of prediction algorithm parameters across different solar power profiles to achieve low average errors in different working conditions:
• D: Fig. 7 shows the values of MAP E versus D at N = 48 using values of α and K obtained in Table III . It can be seen that beyond a certain D value, further gains in accuracy are small. D can be set to value of 10-11 irrespective of the data set used to obtain low MAP E while conserving samples storage memory requirement of prediction algorithm.
• α: Table III Table III show that K = 2 gives an average error that is very close to minimum error value obtained for all data sets. Based on empirical results, we have presented the above guidelines to achieve optimized design. Note that due to the heuristic nature of prediction algorithm and stochastic characteristic of solar energy profiles, values of α and K need to be selected for different solar energy profiles. Consequently, we suggest guidelines instead of an exact method to determine pseudo-optimal values of α and K.
C. Prediction with Dynamic Parameters Selection
In Section IV-B we have shown that increasing the harvested-power sampling rate (N ) always results in higher prediction accuracy at a higher energy consumption overhead. We also showed that as more number of past days (D) are considered, the average prediction error decreases noticeably initially, with the rate of decrease soon becoming insignificant. It can also be noted that across different data sets as well as at different values of N for a given data set, the average prediction error was minimized for combination of parameters α and K that varied for these different cases. From these observations, it can be concluded that although there is a fixed trend in average error values when N or D are varied, the average error value with a given K and/or α depends on variations in solar power profile. In other words, for a given value of N and D, values of K and α may be varied at different points in a profile to minimize error at these points compared to using certain fixed values that minimize the average error across the whole profile (Section IV-B).
To demonstrate the potential gains in prediction accuracy by dynamically varying α and K, Table V gives the values of average errors with dynamically changing both α and K, changing only K at a given α and vice versa. These averaged error (MAP E) values in Table V are calculated using the minimum prediction error at every prediction, which is obtained by evaluating the Equation 1 for values of 0 ≤ α ≤ 1 and/or 1 ≤ K ≤ 6 to obtain the minimum prediction error. This constitutes a clairvoyant approach to select the ideal values of α and/or K that minimizes the prediction error. Table V also gives average error obtained using static parameters setting (from Table III ) for comparison. When K is dynamically changing, a fixed value of α has been chosen for which average error is minimum among other values of α. The same consideration has been made when α is changed. Note that maximum gains in average error compared to static parameters algorithm are achieved when both K and α are adapted, followed by adapting only α at a given K. Furthermore, these gains of dynamic algorithms compared to static algorithm increase as N is decreased. This is a useful outcome since the implementation overhead of dynamic adjustment will be minimized at a smaller N . It is interesting to note that the dynamic algorithm accuracy at N = 48 is higher than the accuracy of static algorithm at N = 288. Observing the best values of α when K is dynamically adjusted and vice versa ('K only' and 'α only' columns), we find that these values of α and K are different from the pseudo-optimum values suggested in Section IV-B. Lower values of α and higher K values give better results when the other parameter (α or K) is dynamically set at every prediction. A low α implies that effect of conditioned average term (Equation 1 dominates while a high K dampens the effect of conditioned average term due to consideration of more previous slots (Section II). It should be noted that the indicated error values with dynamic parameters' selection are minimum achievable since an ideal approach is used to select best parameters at every point. These results show that it is promising to develop dynamic parameters selection algorithms that can achieve less than 10% average error without the need to use higher sampling rates.
V. CONCLUSION
In this paper we have evaluated prediction accuracy of solar harvested-energy prediction based on recently reported prediction algorithm. To ensure that the obtained numbers were indicative of the real performance, we reconsidered the choice of error evaluation function to achieve this objective. Using data from multiple real solar power measurements and implementing prediction algorithm on actual hardware, different prediction horizons were tested and computation overhead was measured. Based on resulting values of algorithm parameters, we suggested guidelines to simplify parameters' tuning for different working conditions. Although this evaluation was 
