To improve the ride quality in connected vehicle platoons, information about the motion of the leader can be transmitted using vehicle-to-vehicle (V2V) communication and such information can be incorporated in the controllers of the following vehicle. However, according to the current V2V standards, dedicated short range communication (DSRC) devices transmit information every 100 ms which introduces time delays into the control loops. In this paper we study the effects of these time delays on the dynamics of vehicle platoons subject to digital control and derive conditions for plant stability and string stability. It is shown that when the time delay exceeds a critical value, no gain combination can stabilize the system. Our results have important implications on connected vehicle design.
INTRODUCTION
Recent decades have witnessed a growing interests in increasing the safety and throughput of vehicular traffic by using different control strategies [1] . One way to achieve this goal is improving the performance of autonomous cruise control (AC-C) [2, 3] devices by incorporating signals received from other vehicles via vehicle-to-vehicle (V2V) communication [4] . This is often referred as cooperative autonomous cruise control (CAC-C) [5] . Indeed these controllers use finite sampling time. For standard (radar-based) ACC the sampling time is in the range of 50 ms but dedicated short range communication devices (DSRC) only broadcast a packet every 100ms and the effective sampling time may be multiples of this when packets are lost [4] . When combining this with the zero-order hold (ZOH) [6] used in digital controllers, a hybrid system is obtained where the continuoustime dynamics is subject to piece-wise constant inputs. This introduces time-dependent time delays into the vehicle dynamics [7] that can significantly influence the limitations of the controllers.
In this paper we investigate a nonlinear physics-based model that is controlled by a nonlinear digital controller [8] . Of particular interest is the stability of the system. Apart from the ability to be able to follow a leader traveling with a constant speed (called plant stability) we also require attenuations of disturbances along platoons (called string stability [9] ) in order to ensure smooth traffic flow. Here, for the first time, we derive such conditions for digitally controlled vehicles by transforming the continuoustime system to a discrete time system with discrete delay. We analyze the dynamics at the linear level in the vicinity of the uniform flow equilibrium and draw stability charts for the plant and string stability of the system which can inform designers how to select feedback gains. Our results indicate that the digital effects have significant impacts on the available control gains and there exists a critical sampling time, beyond which no gain combinations can be found that ensure string stability. We validate our linear design by numerical simulations using the nonlinear model.
NONLINEAR CAR-FOLLOWING MODEL
In this section, we construct a nonlinear vehicle model and propose a nonlinear controller that can maintain a desired distance-dependent equilibrium velocity. To model the longitudinal vehicle dynamics, we consider no slip condition on the wheels and neglect the flexibility of the tires and the suspension which results in where m eff = m + J/R 2 is the effective mass, containing the mass of vehicle m, the moment of inertia J of the rotating elements, and the wheel radius R. Also, g is gravitational constant, φ is the inclination angle, γ is the rolling resistance coefficient, k is the air drag constant, v w is the velocity of the head wind, η is the gear ratio. The engine torque is denoted by T en which is commanded based on the distance between vehicles called headway h, the leader's velocity v L , and the vehicle's own velocity v; see Fig. 1 . Indeed, one may add more vehicles to the platoon but the fundamental dynamics can be concluded from two consecutive vehicles [9] . We propose the nonlinear PID-type controller
where V (h)−v represents the error between the desired distancedependent velocity V (h) and the actual velocity v of the vehicle. The function V (h) is called the range policy which must satify the following general properties:
(i) V (h) is continuous and monotonously increasing (the more sparse traffic is, the faster the driver wants to travel); (ii) V (h) ≡ 0 for h ≤ h st (in dense traffic, drivers intend to stop); (iii) V (h) ≡ v max for h ≥ h go (in very sparse traffic, drivers intend to drive with maximum speed-often called free flow speed).
In this paper we choose the smooth range policy
shown in the left panel of Fig. 2 . Moreover, the saturation function shown in the right panel of Fig. 2 describes the switching between ACC mode v L ≤ v max and normal cruise control mode. In order to simplify the forthcoming analysis, we set φ = 0 and v w = 0 , which means that the car is moving on a flat road with no head wind. In addition, the rotation inertia is neglected, i.e., J = 0 , which implies m eff = m . The other parameters are chosen based on a real vehicle; see Appendix A. Using the vehicle model (1) and controller (2), the closed loop continuous-time nonlinear model can be written as
where the scaled gains arê
Note thatK p andK v are measured in 1/s ,K i is measured in 1/s 2 , andK p /K i represents the characteristic time needed to make the steady state error zero. For v L ≤ v max (ACC mode), system (5) possesses the equilibrium
This is often called the uniform flow equilibrium of vehicular platoons [1] referring to the situation when equidistant vehicles travel with the same velocity. Our goal is to design a controller to ensure that the system can reach this equilibrium (i.e., plant stability is satisfied) and can also attenuate perturbations introduced by the leader (i.e., string stability holds) [9] .
SEMI-DISCRETIZATION AND LINEARIZATION
In this section, we semi-discretize the continuous-time nonlinear model (5) , that is, we create a nonlinear hybrid system: a continuous-time system subject to piece-wise constant control inputs. We also linearize this system to allow further analysis of the dynamics. Let us denote the discretization unit (sampling time) as τ and define the time mesh t k = kτ, k = 0, 1, 2, . . .. As shown in the top panel of Fig. 3 , the controller samples the leader's velocity (as well as its own velocity and the headway) at each t k−1 and then outputs a torque command at t = t k based on the information obtained at t = t k−1 . The torque is kept constant until t = t k+1 , which is known as ZOH in digital control [6] ; see the middle panel of Fig. 3 . This means that the effective delay increases from τ to 2τ during each sampling interval as shown in the bottom panel of Fig. 3 . The average delay is 3τ/2 that may be used to approximate the delay effects; see [10, 11] . Note that the physical part of the model still evolves in continuous time. Thus, the digitally controlled system can be written as Solving the differential equation (8) on the time interval [t k , t k+1 ) one may create a discrete map, that is, fully discretize the dynamics. However, this is a difficult task due to the nonlinearities in the system. Therefore, we linearize the system about the equilibrium (7) and discretize the obtained linear equations. Defining the
cf. (5). Here we introduced the notation h(k)
where
which is equivalent to
PLANT STABILITY AND STRING STABILITY FOR DIGITALLY CONTROLLED PLATOONS
In this section, we fully discretize the linear system (9) by solving it on the time interval interval [t k , t k+1 ) and create a discrete-time map. Then we adopt the concepts of plant stability and string stability that have been used before for continuoustime systems [9] . We also demonstrate the results by numerical simulations using the nonlinear model (8) .
Plant stability means that when the leader is driving at a constant velocity v L (t) ≡ v * , (i.e.,ṽ L (t) ≡ 0), then the follower's velocity approaches the leader's velocity. On the other hand, string stability also requires that fluctuations in the leader's velocity are attenuated as they propagate along the platoon. According to Fourier's theory, periodic signals can be written as the infinite sum of sines and cosines and this can also be extended to non-periodic functions that are quadratic integrable. Thus, for linear systems attenuation of sines and cosines at all frequencies is adequate for string stability. Moreover, as there is just a phase difference in cosine and sine, the string stability condition is simplified to attenuation of the sine input (12) at all frequencies ω > 0.
Solving the linear equation (9) with periodic input (12) on the interval [t k , t k+1 ), one may derive the discrete-time map
where the state and the output are defined as
the input becomes
and the matrices can be written as
and
Note that the continuous sinusoidal signal (12) that is fed into the continuous-time system (9) is split into a sine and a cosine term in the input (15) driving the discrete-time map (13) . Moreover, the state space of the continuous-time system is three dimensional while the discrete-time system has a six dimensional state space (although the rank of the system matrix is only four).
Plant Stability Analysis
In this subsection, the methodology given in [7] is used to study plant stability. In particular, we analyze (9) subject to the inputṽ L (t) ≡ 0 that corresponds to u(k) ≡ 0 in (13) . This results in a linear autonomous map with system matrix A.
To ensure plant stability, all eigenvalues of the system matrix A must be within the unit circle. The characteristic equation of (13) can be written as
where z ∈ C , I ∈ R 6×6 is the identity matrix and
,
The characteristic equation (19) has a zero root with multiplicity two and the plant stability is guaranteed if the four roots of f (z) = 0 lie inside the unit circle in the complex plane. Stability changes when eigenvalues cross the unit circle that may happen in three principally different ways [12] :
(i) a real eigenvalue crosses the unit circle at 1; (ii) a real eigenvalue crosses the unit circle at −1; (iii) a pair of complex conjugate eigenvalues crosses the unit circle at e ±iθ ; which correspond to fold, flip, and Neimark-Sacker bifurcations in the corresponding nonlinear system, respectively. In parameter space the linear stability boundaries are given by
In (23) the real and imaginary parts have been separated. Considering fixedK v , v * and τ, (21), (22) and (23) result in the stability boundaries in the (K i ,K p )-plane: 
respectively, where the coefficients b i j and d i j are defined in Appendix B. Fig. 4 shows the (K i ,K p ) stability charts for different values ofK v and τ. We consider v * = v max /2 = 15 m/s where N * = π/2 s −1 reaches maximum (cf. (11)). Solid red curves represent plant stability boundaries, and the lobe-shaped shaded domains (both light gray and dark gray) are plant stable. For each row, the plant stable domain shrinks as the sampling time τ increases. Still, the plant stability curve and the vertical axis enclose a plant stable domain for any positive τ. This can be proven by calculating
where θ → 0 corresponds to the point where the plant stable curve emanates from the vertical axis. Notice that (27) is a positive function that decreases monotonically with τ and goes to zero as τ goes to infinity, implying the existence of a plant stable domain for any positive τ. The critical angular frequencies at which plant stability changes can be calculated by Ω cr = θ/τ and these are shown in Fig. 5 corresponding to the plant stability curves at the top row of Fig. 4 . Oscillations with angular frequency Ω cr arise when crossing a plant stability boundary (light gray to white in Fig. 4) . The frequency Ω cr increases monotonously along the stability boundary implying that low-frequency oscillations arise when crossing the lower part of the stability curve while crossing the upper part results in high-frequency oscillations.
To illustrate how plant stability can be lost when τ increases, the point (K i ,K p ) = (4 , 10) is marked on the first three panels in Fig. 4 denoted by A, B and C, respectively. While the system with these gains is plant stable for the continuous-time system and for the discrete-time system with small sampling time (τ = 0.05 s), it is plant unstable for larger sampling time (τ = 0.1 s). This can also be observed by looking at the top row of Fig. 6 . The left panel depicts the characteristic roots for the continuous-time system: all three roots being in the left-half complex plane imply stability. The other panels show the characteristic roots of the discrete-time system given by (19). As τ is increased a complex conjugate pair of roots moves outside the unit circle leading to stability loss. One may also notice in Fig. 4 , the plant stable domain increases monotonously withK v for the continuous-time system but this is not the case for the discrete-time system. The plant stable domain might be shifted, expanded or shrunk while increasingK v which warns the designers that the gains must be chosen appropriately to ensure plant stability.
To visualize the plant stability loss in the time domain, the time response of the nonlinear system (8) is shown at the bottom of Fig. 6 when the system is subjected to a constant input v L (t) ≡ v * . The time step used in the simulation is one hundredth of the sampling time τ. Observing the region marked by a cyan circle on the rightmost panel, one may notice that the time responses are not smooth at t k corresponding to the fact the digital controller forces the system with a piece-wise constant signal; see the middle panel of Fig. 3 . The larger the sampling time is, the more obvious the digital effects are, and these are responsible for the instability.
String Stability Analysis
In this subsection, we study the steady state behavior of system (9) with sinusoidal input (12) which is equivalent to investigating (13) using input (15). In particular, we use the transfer function of the discrete-time system to evaluate string stability.
For linear time invariant (LTI) systems (that are plant stable), the steady-state response to a sinusoidal input is a sinusoidal output. This holds for both continuous-time and discrete-time systems and in both cases the amplitude ratio between the output and input signals can be derived using transfer functions (here denoted by Γ). In particular, for continuous-time systems the amplitude ratio is given by |Γ(jω)|, while for discrete-time systems by |Γ(e jω τ )| [6] . String stability is guaranteed if the amplitude ratio stays below 1 for all excitation frequencies ω > 0.
In the discrete-time model (13) , there are two inputs
given by (15) and one output y(k) =ṽ(k). Thus, the (vector-valued) transfer function is defined by
whereṼ L 1 (z),Ṽ L 2 (z) andṼ (z) denote the z-transform of the inputs and the output. The transfer function can be calculated as
and the denominator is indeed equal to f (z) in (19) with coefficients a 3 , a 2 , a 1 , a 0 given by (20). The coefficients of the numerators become
Using the notation θ 1 = ∠Γ 1 (e jω τ ) , θ 2 = ∠Γ 2 (e jω τ ) and some trigonometrical identities, one may obtain the steady state response
gives the square of the amplitude ratio and ψ is the phase lag. Using (30) and (31), one may derive the string stability condition
where the coefficients N m and D m are defined in Appendix B. This can be re-written as In order to guarantee string stability, one needs to ensure that the maximum of
is less than 0. Let us define
where the coefficients P 1m and P 2m are defined in Appendix B. Thus for ω > 0 , the string stability boundary is given by
Similar to the plant stability analysis, we fixK v , v * and τ to obtain string stability boundaries in the (K i ,K p ) parameter plane. It is not possible to get a closed-form solution forK i andK p as a function of ω from the transcendental parametric equation (37). One way to get a numerical solution is to create a mock differential equation
and use numerical continuation [13] to track the equilibria of this system while changing the parameter ω > 0. This requires an initial guess for a chosen ω which can be corrected using the Newton-Raphson method and this can be repeated for nearby ω-s using the corrected point as initial guess. Thus, the parametric representation of the string stability boundary can be obtained numerically.
One may show that g 1 (K i ,K p ,K v , v * , τ ; 0) = 0 and g 2 (K i ,K p ,K v , v * , τ ; 0) = 0, which means that ω = 0 is always a local extremum. Consequently, at ω = 0 string stability is given
(39) The string stability boundaries (37) and (39) are also plotted in Fig. 4 in the (K i ,K p )-plane as solid blue curves for different values ofK v and τ when v * = 15 m/s. Dark gray lobe-shaped domains correspond to string stable behavior and these are embedded in the light gray plant stable domains. We remark that there exist another string stability boundary which is not shown in Fig. 4 as it is located in the white region where plant stability is violated. The string stable domain also shrinks when the sampling time τ is increased and at a critical value the domain disappears. Indeed, this critical delay depends onK v and our initial investigations suggest that it is the largest forK v ≈ N * in which case it takes the value τ cr ≈ 1/(3N * ) = 0.212 s. The critical angular frequency at which string stability changes is denoted by ω cr and depicted in Fig. 5 corresponding to the string stability curves at the top row of Fig. 4 . One may observe that ω cr increases monotonously along the string stability boundary and consequently string stability is lost in the low-and highfrequency ranges when crossing the lower and upper part of the string stability boundary, respectively.
To illustrate that string stability can be lost when increasing the sampling time τ, the point (K i ,K p ) = (4, 4) is marked at the first three panels in Fig. 4 , denoted by D, E and F, respectively. While the controller with these gains is string stable for the continuous-time system and for the discrete-time system with small sampling time (τ = 0.05 s), it is string unstable for larger sampling time (τ = 0.1 s). This can also be observed at the top row of Fig. 7 that the magnitude of the transfer function stays below 1 for zero and small τ but exceeds 1 in the mid-frequency regime for larger sampling time. Fig. 4 shows that the string stable domain increases monotonously withK v for the continuoustime system but for the discrete-time system the string stable domain may be shifted, expanded or shrunk while increasingK v , making control design non-trivial.
The amplification ratio obtained from the transfer function (34) and the time response of the nonlinear discrete-time system (8) are shown in Fig. 7 for points D, E and F when the system is subjected to a sinusoidal input (12) . The frequency is chosen to be ω = 3.6 rad/s where the transfer function reaches its maximum for τ = 0.1 s; see top right panel in Fig. 7 . Indeed, the time steps used for the simulations are much smaller than the sampling time τ. The region highlighted by a cyan circle on the rightmost panel in Fig. 7 emphasizes the non-smoothness caused by digital effects. Again, this shows that (relatively) small sampling times can significantly alter the system dynamics by causing instabilities.
CONCLUSIONS
In this paper we investigated the dynamics of digitally controlled connected vehicles that control their motion based on the signals received from the vehicle in front. By extending the notion of plant and sting stability to the analogous discrete-time system we showed that the arising time-varying time delays introduced by the finite sampling time have a significant effects on the stability of vehicle flows. In particular, above a critical delay no gain combinations exist that can ensure string stability. While more sophisticated controllers may be designed, those will also possess similar limitations. In the future the authors are planning to extend the analysis for more complicated network structures arising in connected vehicle systems and investigate the nonlinear dynamics of these systems. 
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where α i are defined in (17) and a i are defined in (20).
