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Introduction and preliminaries
Impulsive differential equations occur in many applications: population dynamics [1] , physics , Chemistry [2] , engineering [3] , ecology, biological systems, biotechnology, industrial robotics, pharmacokinetics, optimal control, and so on. The quantitive investigation of impulsive differential equations began in 1960 with the work of Mil'man and Myshkis [4] . In recent years, there have been intensive studies on the qualitative behavior of solutions of impulsive differential equations; see for instance [4, 5, 6, 7, 8, 9] and the references cited therein. In 1989, Kulev and Bainov investigated the stability and global stability of systems with impulse by Lyapunov function [10, 11] . In 2000, Randelovic gave the algorithm for solving impulsive differential equations [12] . However, in these works the authors did not investigate the stability of the numerical methods for impulsive differential equations. X. J. Ran et al. introduced some basic knowledge of the system with impulsive effect at fixed instant of time [13] . We shall apply the Adomian Decomposition Method (ADM) for solving the following system , ), ,
is an open subset and
denote the right limit of x at t .
Then, we compare this method with  -method and Runge-kutta method ,where discussed in [13] .
Definition 1.1 (Baniov and Simeonov[2]) The function
is said to be the solution of the system with impulsive effect (1.1) , if the following conditions are satisfied:
is continuous in
is finite and exists and f is locally Lipschitz continuous with respect to
In this paper, we consider the following impulsive differential equation (1.2), evaluate an approximation of
is said to be the solution of (1.2) if it satisfies the following conditions: 
by impulsive effect, we have:
To solve (2.1) and (2.2) by Adomian's method, let 
Relationship (2.3) gives an approximate analytical solution which converges perfectly towards the exact solution in the limit where   n [15] [16] . An error estimation can generally be given.
Numerical Results
In this section, We consider some first order impulsive differential equations. The following examples will be helpful to illustrate the main results of this paper. , the numerical solution of (3.1) is divergent [13] . This example indicates that the  -method keeps the order of convergence but some properties have changed for system (1.2). Applying the numeric method (2.4), we have:
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and so on. Figure 1 , shows the numerical solution and exact solution of (3.1), in which the dashed curve is numerical solution using ADM, the solid curve is obtained by analytical expression (1.3). 
Example 3.2 Consider the following impulsive differential equation:
and then the solution is stable. Figure 2 , shows the numerical solution and exact solution of (3.2), in which the dashed curve is numerical solution using ADM, the solid curve is obtained by analytical expression (1.3).
Example 3.3 Consider the following impulsive differential equation:
with applying the above method, we have: Figure 3 , shows the numerical solution and exact solution of (3.3), in which the dashed curve is numerical solution using ADM, the solid curve is obtained by analytical expression (1.3).
Conclusion
Example (3.1) indicates that the   method with [13] . The coefficient of problem (3.2) is 1.2 =  , which is greater than zero. According to [13] , we must choose   methods, 3-Lobatto IIIB and 2-Radau IA methods to obtain the numerical solution of (3.2) with stepsize m h 1/ = .
In example (3.3), we observed that 0 < 3.9 =   , so the 2-Lobatto IIIB and 3-Gauss methods must applied. But, In this work, we introduced the ADM for all of this problems,whether 0 <  or 0 >  and give very best approximation. In Table 1 [13] . In Tables 2-5 the relative errors (RE) and absolute errors (AE) are listed. In Tables 6 and 7 , we calculated the relative errors (RE) and absolute errors (AE) for (3.2) and (3.3) by Adomian Decomposition Method.
