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En esta investigación se evaluaron los parámetros de comportamiento mecánico, 
mediante retro-análisis, de una excavación situada en la ciudad de Jakarta. Se obtuvieron 
los resultados de cohesión no drenada y módulo de Elasticidad para tres (3) capas de 
suelo cuyas simulaciones numéricas se ajustaban a los desplazamientos del muro 
diafragma de la excavación. Se emplearon dos (2) tipos de algoritmo de inteligencia 
artificial (redes neuronales y algoritmos genéticos). Se describe la construcción del modelo 
numérico a partir de la información antecedente y posteriormente se efectúa la aplicación 
de ambos algoritmos al modelo numérico realizado. Se presenta una discusión de los 
elementos de mayor efecto en los análisis y la dispersión de los resultados obtenidos con 
cada uno de los algoritmos. Los parámetros obtenidos, mediante el retro análisis, fueron 
comparados con los resultados de los ensayos de campo y laboratorio. Las curvas 
obtenidas por simulaciones numéricas con los parámetros conseguidos por inteligencia 
artificial presentan una alta correlación con los desplazamientos monitoreados del muro, 
principalmente con los parámetros obtenidos por algoritmos genéticos, por otra parte, los 
resultados obtenidos con las redes nueronales presentaron una tendencia similar con una 
mayor eficiencia, pero con un grado de exactitud menor. 
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The engineering parameters of mechanical behavior were evaluated for a big excavation, 
located in the city of Jakarta, through a back-analysis process. The results of undrained 
shear strength and modulus of elasticity were obtained for three layers of soil whose 
numerical simulations were adjusted to the displacements of the diaphragm wall of the 
excavation. Two (2) types of artificial intelligence algorithm (neural networks and genetic 
algorithms) were used. The construction of the numerical model based on the antecedent 
information is described. The application of both algorithms to the numerical model was 
implemented. A discussion of the elements with the greatest effect in the analysis and the 
dispersion of the results obtained with each of the algorithms is presented. The parameters 
obtained by means of the back-analysis process were compared with field and laboratory 
tests. The curves obtained by numerical simulations with the obtained parameters by 
artificial intelligence show a high correlation with the measured movements of the wall, 
mainly with the results obtained by genetic algorithm. Additionally, results obtained with 
neural network showed a similar tendency, with less accuracy but greater efficiency. 
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Recientemente, la Inteligencia artificial (IA) se ha convertido en una herramienta 
indispensable para el desarrollo y avance de miles de aplicaciones en diversas áreas de 
la ingeniería. Estos métodos son una aproximación del comportamiento y pensamiento 
humano para la solución de problemáticas de diversa índole (Ponce Cruz, 2010). La 
inteligencia artificial busca una manera alternativa de abordar problemáticas tratando de 
establecer una mayor eficiencia y un pensamiento estructurado en el análisis.  
En el caso específico de este proyecto, dichos algoritmos buscan dar solución a los 
problemas denominados “análisis inversos”, los cuales a grosso modo tratan de buscar los 
parámetros que emulan de una manera realista el comportamiento de un sistema 
establecido, y a partir de dicha solución los diseños pueden ser ajustados a las 
necesidades específicas del proyecto de ingeniería específico. 
Los algoritmos de inteligencia artificial han sido aplicados en diversos campos de análisis 
inverso, por ejemplo para la caracterización de suelos a partir de ensayos de dilatómetro, 
deflexiones de muros de pilotes (Levasseur, Malécot, Boulon, & Flavigny, 2008), análisis 
de presas de tierra (Yuzhen, Bingyin, & Huina, 2007), parámetros de resistencia de 
macizos rocosos (Ling, Zhang, Zhu, & Tang, 2008), análisis en túneles (LI & otros, 2006),  
obtención de parámetros de permeabilidad (Yao & Li, 2005), entre muchas de las diversas 
aplicaciones posibles. 
Para analizar los resultados obtenidos mediante la aplicación de estas metodologías, se 
ha planteado el estudio de una excavación en la ciudad de Jakarta en Indonesia, con el fin 
de establecer la variabilidad de los parámetros obtenidos con los algoritmos de Inteligencia 
artificial, evaluando la tendencia de estos parámetros con las principales variables que 
controlan el comportamiento mecánico de suelo. Así mismo se evaluó la diferencia entre 
los resultados obtenidos mediante algoritmos de I.A, con los resultados de los ensayos de 




A continuación, se presenta el contenido del documento: 
En el Capítulo 1 se describen los objetivos del proyecto estableciendo los antecedentes 
históricos y los diversos desarrollos en el área de los análisis inversos con el fin de 
enmarcar el campo de estudio, partiendo de una visión global hasta una particular. 
En el Capítulo 2 se dilucidan los conceptos básicos fundamentales para el adecuado 
entendimiento y futuras investigaciones. Básicamente se circunscriben bajo tres (3) ejes 
temáticos, el modelo constitutivo, para el cual se desarrollan los temas de 
comportamiento esfuerzo-deformación, el criterio de falla y el caso específico de 
comportamiento bajo condiciones no drenadas. Se introducen los Algoritmos Genéticos 
de los cuales se exponen las nociones generales de su desarrollo y se explican 
detalladamente los conceptos de selección, cruzamiento, mutación y evolución de la 
población. Finalmente se exponen los conceptos relacionados con las Redes Neuronales, 
sobre las cuales se analizan conceptos como estructuración de las redes, funciones no 
lineales de aproximación y metodología de entrenamiento. 
En el Capítulo 3 se expone la información geológica y geotécnica tanto general como 
especifica del área de estudio; revelando las particularidades del proyecto, los resultados 
de los ensayos de laboratorio y de campo, así como los parámetros numéricos utilizados 
en las simulaciones con elementos finitos. 
En el Capítulo 4, se describe la estructuración de los análisis tanto de los algoritmos 
genéticos (AG), como de las redes neuronales (RN) y se realiza un análisis, de los 
resultados obtenidos con cada una de las dos (2) metodologías, basado en la información 
estadística obtenida en las diversas simulaciones. 
En el Capítulo 5, se presentan las conclusiones obtenidas mediante la aplicación de las 
dos (2) metodologías de Inteligencia artificial y se muestran en forma resumida las ventajas 
y desventajas de cada una. Adicionalmente, se realizan recomendaciones para las futuras 







1. Formulación de la Investigación 
1.1 Planteamiento del problema 
En Colombia, el método observacional ha tenido muy poca cabida tanto en la práctica de 
la ingeniería como en la investigación, y el seguimiento de obras sólo se realiza en 
proyectos de gran importancia. Lo anterior, debido en parte al desconocimiento de las 
nuevas herramientas y a la falta de enseñanza de metodologías para obtener parámetros 
representativos de una manera más eficiente (Pacheco & Hidalgo, 2011). Por lo anterior, 
se ha considerado pertinente desarrollar referencias prácticas para la evaluación 
sistemática de parámetros mediante análisis inverso. 
Con el uso constante de software para la modelación numérica en la Ingeniería 
Geotécnica, hay una necesidad incesante de mejorar dichas herramientas para reproducir, 
de una manera más ajustada a la realidad, los datos obtenidos en campo y en el 
laboratorio. Acorde con los principios de diseño expuestos en el método observacional, es 
necesario por lo tanto el ensamble de las herramientas numéricas con los métodos de 
optimización, a partir de los cuales la determinación de los parámetros representativos del 
comportamiento del suelo se puede desarrollar de manera más eficiente permitiendo la 
reevaluación de los diseños durante el proceso constructivo. 
Las herramientas de I.A han sido elegidas debido a que muchos de los métodos 
tradicionales no siempre logran encontrar una respuesta óptima a los problemas de análisis 
inverso, en general los métodos tradicionales están basados en teorías o ecuaciones 
predefinidas de comportamiento. Por otro lado la I.A son herramientas adaptativas y 
pueden predecir a partir de una gran cantidad de información la respuesta que mejor se 
adecúa al problema planteado, estas metodologías no se rigen directamente en teorías 
físicas, pero pueden ajustarse de manera continua a través de nueva información 
suministrada, proporcionando mayor flexibilidad que los métodos convencionales. 
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Con el fin de proveer una metodología estimativa para el análisis inverso de excavaciones 
se ha propuesto el análisis del caso de una excavación realizada en Jakarta (Indonesia) 
para la construcción de redes de trasporte subterránea en la ciudad; la excavación cuenta 
con una longitud de 430m y un ancho variable entre 22m y 30m en diferentes secciones. 
El método de excavación ejecutado fue el top-down, la excavación fue realizada en cinco 
(5) etapas, soportada con cuatro (4) placas de concreto; la profundidad máxima de 
excavación fue de 18.9m.  
El sitio de la excavación cuenta con datos de parámetros de resistencia mecánica y 
propiedades índice obtenidas de ensayos de laboratorio, información de ensayos de 
campo como el “Standard Penetration Test” (SPT) o el “Cone Penetration Test” (CPT), así 
como un monitoreo continuo de los desplazamientos durante el proceso constructivo  
(Hsiung, Yang, Aila, & Ge, 2017). 
La evaluación del comportamiento del proyecto geotécnico seleccionado requiere el 
tratamiento de los siguientes aspectos: modelo constitutivo, modelo geológico-geotécnico 
y parámetros que rigen el comportamiento de los materiales. 
El modelo constitutivo elegido fue el modelo elástico-perfectamente plástico de Mohr 
Coulomb; el modelo geológico-geotécnico ha sido asumido de acuerdo con las 
observaciones realizadas en campo y por tanto no hará parte de las variables de 
investigación de las metodologías de análisis inverso. Los parámetros que gobiernan el 
comportamiento de los materiales se rigen por principios de incertidumbre tanto espacial 
como temporal y por tanto serán los elementos de estudio mediante los programas 
desarrollados en el presente proyecto. Se analizarán específicamente los valores de 
módulo de elasticidad, y resistencia al corte no drenado (Su). 
1.2 Objetivo General 
Estimar los valores de los parámetros de comportamiento mecánico del suelo en una 
excavación mediante análisis inverso, usando algoritmos de inteligencia artificial (Redes 
neuronales y Algoritmos Genéticos). 
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1.3 Objetivos Específicos 
✓ Ejecutar un análisis estadístico de los resultados obtenidos con el desarrollo de las 
dos (2) tipologías de algoritmos de inteligencia artificial. 
✓ Analizar los parámetros mecánicos, en condiciones no drenadas, de mayor 
incidencia para el caso de análisis propuesto. 
✓ Realizar una comparación de los parámetros obtenidos con las metodologías de 
análisis inverso respecto a los parámetros empleados inicialmente en el diseño. 
1.4 Antecedentes 
1.4.1 Principios del método observacional 
A finales de la década de los sesenta, del siglo XX, se publicó el concepto del método 
observacional (M.O) aplicado en la Ingeniería geotécnica (Peck, 1969) procedimiento 
desarrollado inicialmente por Karl Terzagui, durante la década de los cuarenta del siglo 
XX, cuyo  método sistemático se denominó alternativamente “método experimental” o 
“método aprender sobre la marcha” (learn-as-you-go), y en el cual la experiencia constituye 
un instrumento suplementario en la solución de problemas geotécnicos ante la dificultad 
que presentan algunos modelos matemáticos para describir un comportamiento realista. 
Este método busca optimizar los diseños con base en un mejoramiento del conocimiento 
sobre el comportamiento del terreno durante las etapas constructivas (ver Figura 1-1). 
Dicho método es aplicable, en general, a cualquier área donde el conocimiento científico 
es limitado, para lo cual se requiere de evidencia experimental con el fin de ajustar los 
modelos teóricos. El M.O. puede potencialmente ahorrar tiempo y dinero o ajustar diseños, 
en casos desfavorables, para la seguridad de las obras (Patel, 2005). 
Las fuentes de incertidumbre, en general, pueden venir en tres categorías principales: 
aquellas relacionadas con la variabilidad natural, las relacionadas con la incertidumbre 
epistémica y aquellas relacionadas con los modelos de decisión (Baecher & Christian, 
2003). La primera es debida a la heterogeneidad tanto espacial como temporal de las 
características representativas del comportamiento de los materiales. La incertidumbre 
epistémica está relacionada con la carencia de datos o falta de entendimiento de los 
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procesos físicos, y finalmente tenemos la incertidumbre en los modelos de decisión, la cual 
está determinada por la metodología de interpretación de datos. 
 
Figura 1-1 Procedimiento sistemático del método observacional (Hashash, Marulanda, 
Ghaboussi, & Jung, 2006) 
Algunos problemas específicos de la ingeniería geotécnica requieren una evaluación muy 
precisa de los desplazamientos, tratando de minimizar las fuentes de incertidumbre sobre 
el comportamiento de los materiales. Las excavaciones profundas son uno de los ejemplos 
más recurrentes; éstas son necesarias para el desarrollo de gran parte de la infraestructura 
actual, como por ejemplo los sistemas de transporte subterráneo, sitios de almacenamiento 
y plantas de energía, entre muchas otras.  
Cuando el espacio no es una restricción, las deformaciones provocadas por las 
excavaciones no presentan detrimentos considerables en su entorno. Sin embargo, 
muchas de estas excavaciones se ejecutan en espacios urbanos, lo que exige limitar en 
gran medida los efectos de estos procesos; para ello se suelen emplear sistemas de 
contención robustos. Los diseños de dichos sistemas se suelen llevar a cabo mediante una 
caracterización mecánica, del suelo involucrado, realizada a través de ensayos de 
laboratorio. Los resultados de dichos ensayos son usados como insumo para el análisis 
numérico o para el uso de correlaciones empíricas (basados en información histórica).  
A partir de esta información se procede a realizar los diseños que se ajustan a los 
desplazamientos permitidos por diferentes códigos y/o métodos de análisis. Sin embargo, 
estas predicciones iniciales muchas veces no se ajustan a la realidad debido a la 
combinación de los efectos asociados a los tipos de incertidumbre descritos anteriormente. 
En este punto, el progreso de la instrumentación de campo, para el monitoreo, se convierte 
Capítulo 1 7 
 
 
en una herramienta fundamental para la calibración de parámetros de análisis con el fin de 
asegurar un adecuado nivel de seguridad (Padmanabhan, Sasikala, & Ravisankar, 2018) 
(Ver Figura 1-2).  
Una herramienta analítica utilizada regularmente para la predicción de los esfuerzos y las 
deformaciones, anteriormente mencionadas, es el método de los elementos finitos 
(Levasseur, Malecot , Boulon , & Flavigny, 2009). Los programas de computador basados 
en esta metodología logran dar soluciones numéricas a problemas complejos y con ellos 
se pueden predecir, de una manera cuantitativa, los esfuerzos y las deformaciones 
resultantes de un proceso constructivo (Linlong, Finno, Huang, Kim, & Kern, 2015). Sin 
embargo, como se ha mencionado, todo trabajo de diseño puede generar predicciones 
iniciales que no son acertadas y por lo tanto es conveniente un ajuste o calibración de los 
parámetros de análisis durante las etapas constructivas con el fin mejorar las predicciones 
del comportamiento y la seguridad de la estructura geotécnica (Hashash, Song , & Oso, 
2011). En este contexto los algoritmos de análisis inverso pueden ser la respuesta sobre 
el principio del M.O. ¿Qué información, relativa a los parámetros constitutivos, es posible 
obtener a partir de las medidas en campo? (Levasseur, Malécot, Boulon, & Flavigny, 2008). 
1.4.2 Metodologías de análisis inverso 
Los métodos de análisis inverso trabajan utilizando tres tipos de técnicas: los algoritmos 
determinísticos, los algoritmos probabilísticos y los algoritmos de inteligencia moderna. Los 
denominados algoritmos determinísticos (Papon, 2012), son los más antiguos y presentan 
algunos inconvenientes, como por ejemplo que una solución no siempre se puede alcanzar 
y son fuertemente dependientes de los valores de los parámetros iniciales supuestos, lo 
que conlleva a obtener diferentes resultados. Son por lo tanto muy susceptibles a caer en 
mínimos locales. Entre algunas técnicas de optimización desarrolladas se han formulado 
los Métodos de Gradiente (Métodos de Gauss-Newton y Levenberg-Maquardt basados 
en la teoría del cálculo diferencial) (Calvello & Finno, 2004) y las Técnicas directas, estos 
últimos no requieren cálculos del gradiente, entre algunos métodos están: el Método 
Univariado, Patrón de Búsqueda, el Método de Powell y el Método Simplex Ordinario, entre 
otros (Levasseur, Malécot, Boulon, & Flavigny, 2008). 




Figura 1-2 Representación esquemática de análisis inverso (Calvello & Finno, 2004) 
 
Igualmente se han desarrollado metodologías de análisis inverso con base en conceptos 
netamente probabilísticos, entre los más comunes se encuentra el método Bayesiano, de 
mínimos cuadrados y de máxima probabilidad (Zhang, Zhang, Zhang, & Tang, 2010). Estos 
métodos son muy útiles para aproximaciones de diseños por confiabilidad; en particular los 
métodos Bayesianos permiten atribuir distribuciones de probabilidad tanto de parámetros, 
como de observaciones en campo y por consiguiente de las funciones de error. Dichos 
métodos utilizan densidades de probabilidad a priori (basados en el conocimiento inicial), 
los cuales son actualizados durante el proceso constructivo para encontrar una densidad 
probabilística de los parámetros óptimos (Janda , Šejnoha , & Šejnoha, 2018). La principal 
dificultad en métodos como el Bayesiano es establecer el vínculo apropiado entre la 
información objetiva (observation data) y la información subjetiva (prior information) (Honjo, 
Wen-Tsung, & Guha, 1994) 
Finalmente, se encuentran los métodos de inteligencia moderna, esta última se subdivide 
a su vez en tres (3) categorías: la inteligencia biológica (“IB”) también denominada 
inteligencia natural generada por especies con altos niveles de inteligencia; la inteligencia 
artificial (“IA”) originada del aprendizaje de máquinas en los años 50 del siglo XX, cuya 
típica investigación fueron los sistemas expertos; y finalmente la (“IC”) Inteligencia 
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computacional originada de la investigación en los años 90’s del siglo XX (Chua & Goh, 
2005) (Ver Figura 1-3).  
Los métodos de inteligencia artificial en general se consideran como métodos más 
robustos que los métodos determinísticos debido a que la convergencia en los mecanismos 
de desarrollo está asegurada, mientras los métodos determinísticos suelen ser sistemas 
con una mayor inestabilidad numérica (Levasseur, Malécot, Boulon, & Flavigny, 2008). Los 
sistemas de análisis de inteligencia artificial fueron los métodos utilizados en el presente 
estudio. 
 
Figura 1-3 Representación esquemática de tipologías análisis inverso. Elaboración propia 
Otra clasificación, ha sido establecida entre los métodos de optimización determinísticos y 
los estocásticos. Los algoritmos determinísticos generalmente poseen una gran eficiencia 
(valor alto en aprovechamiento de la información) para encontrar resultados óptimos (no 
necesariamente los óptimos globales), disminuyendo dramáticamente el espacio de 
búsqueda de información (minimización de la exploración), mientras en los métodos 
estocásticos ocurre exactamente lo opuesto (Ver Figura 1-4). Entre los métodos 
estocásticos más representativos se encuentran los algoritmos genéticos (“AG”), 
optimización de enjambres de partículas (“Particle swarm optimizations”), algoritmos de 
evolución diferencial (“ED”), colonias de abejas artificiales y de métodos clásicos como el 
de Monte Carlo entre otros (Yin, Jin, Shen, Pierr, & Hicher, 2017).  




Figura 1-4 Técnicas de optimización en función de la exploración del espacio 
(Exploration) y la velocidad de convergencia (Exploitation) (Sambridge & Mosegaard, 
2002). 
Los métodos de optimización convencionales han sido combinados, con lo cual se puede 
aumentar su aplicabilidad desde problemas pequeños a escala hasta llegar a analizar 
inclusive casos de fallas. Para mejorar el rendimiento de estos algoritmos tradicionales se 
usa una estrategia para formar híbridos. Los híbridos pueden ser clasificados en tres (3) 
grupos: (1) grupos de diferentes operadores (p.ej. múltiples cruces de AG), (2) híbridos de 
búsqueda local (ej. ED con métodos caóticos) (3) híbridos de diferentes técnicas de 
optimización (p. ej AG con ED). Estos métodos han empezado a acrecentar su popularidad 
y han sido aplicados a casos como rendimientos de grupos de pilotes, identificación de 
parámetros mecánicos, análisis de confiabilidad de taludes, predicción de levantamientos, 
entre otros (Yin, Jin, Shen, Pierr, & Hicher, 2017). 
1.4.3 Metodologías propuestas en el caso de estudio 
De los métodos de inteligencia artificial se compararán dos (2) de las metodologías más 
ampliamente difundidas: LAS REDES NEURONALES (RN) y la EVOLUCIÓN 
COMPUTACIONAL (EC).  
En relación con las redes neuronales (RN), la tipología más reconocida es la de redes de 
retro propagación (Zhou, Liu, Chen, Hu, & Weia, 2015). Las aplicaciones de esta 
metodología en la ingeniería geotécnica fueron iniciadas por Ghaboussi y sus colegas a 
principios de la década de los noventa del siglo XX (Butkovich & Hashash, 2007)(ver Figura 
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1-5 ). Las redes neuronales se basan en el funcionamiento biológico del cerebro; estos 
métodos son considerados como estimadores multivariables adaptables, capaces de hacer 
mapeo no lineal y de aprender y generalizar a través de ejemplos (Zhou, Liu, Chen, Hu, & 
Weia, 2015). Estos conceptos serán ampliados con mayor detalle en la sección 2.3. 
La otra metodología es la evolución computacional (EC), la cual imita fenómenos de la 
evolución biológica, pregonada por la teoría de la evolución de las especies de Darwin (ver 
Figura 1-6). El método más representativo y aplicado en casos ingenieriles ha sido el de 
los Algoritmos genéticos (AG) cuyos conceptos serán explicados en detalle en la sección  
2.2. A diferencia de las RN, los algoritmos de evolución (EC) fueron mucho más 
recientemente aplicados en la ingeniería geotécnica. En general estos métodos hacen 
parte de las metodologías estocásticas y aunque su robustez y precisión son un poco más 
altas, precisan de una mayor cantidad de simulaciones.  
 
Figura 1-5 Ejemplo de la estructura de Redes Neuronales (Zhou, Liu, Chen, Hu, & Weia, 
2015).   





Figura 1-6 Representación esquemática de algoritmos de estrategia de evolución (Sena-





2. Marco Teórico 
En este capítulo se exponen los conceptos generales sobre las teorías fundamentales 
tanto para el planeamiento del modelo numérico, como de la formulación de las 
herramientas de optimización (I.A). Inicialmente se presentan las nociones generales del 
modelo constitutivo utilizado en el modelo numérico (a partir de este, los parámetros de 
búsqueda pueden ser establecidos). Posteriormente se definen las directrices básicas del 
funcionamiento tanto de los algoritmos genéticos, como de las redes neuronales; ambas 
herramientas serán utilizadas para identificar los parámetros de comportamiento que 
permiten simular de manera más precisa los desplazamientos del muro diafragma. 
2.1 Modelo constitutivo 
La relación entre la deformación y los esfuerzos en los suelos es altamente no lineal, y la 
rigidez del suelo es dependiente del nivel de esfuerzos al que está sometido; estas 
características son capturadas de forma generalizada por modelos de mediana 
complejidad como por ejemplo los modelos hiperbólicos, de Cam Clay Modificado (MCC) 
o el Hardening Soil Model (HSM) entre otros (Brinkgreve, 2018). 
 
Sin embargo, el modelo utilizado para los análisis, fue el modelo elástico perfectamente 
plástico de Mohr-Coulomb (MC), dicho modelo fue elegido debido a que necesita menor 
tiempo de convergencia para lograr resultados concretos, lo cual resulta en un ahorro de 
tiempo considerable para alcanzar una solución mediante análisis inversos, De todas 
maneras, es importante resaltar que el desarrollo actual es aplicable a cualquier modelo 
constitutivo.  
 
Otra razón importante para la selección del modelo constitutivo es la obtención de una 
mayor convergencia numérica. Con algunos modelos constitutivos se suelen presentar 
errores debido a las inestabilidades numéricas causadas principalmente por la cantidad de 
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parámetros a analizar, debido a esto con el modelo de Mohr-Coulomb se pueden obtener 
parámetros más representativos en el espacio de búsqueda. Este usa el concepto de un 
comportamiento lineal perfectamente plástico el cual puede describir un comportamiento 
cercano a la realidad, siempre y cuando se conozcan adecuadamente los niveles de 
esfuerzos y se delimiten convenientemente las condiciones de frontera (Brinkgreve, 2018). 
 
El modelo de Mohr-Coulomb (M.C) es una combinación de la ley de Hooke de elasticidad 
isotrópica y el criterio generalizado de falla de Coulomb (Yamamuro & Kaliakin, 2005). La 
plasticidad involucra el desarrollo de deformaciones irreversibles mientras en la elasticidad 
las deformaciones son totalmente recuperables una vez se retorna a las condiciones de 
carga originales. Con el fin de establecer si ha ocurrido un comportamiento plástico, se 
utiliza una función de cedencia (f) como función del esfuerzo y la deformación. La fluencia 
o cedencia se alcanza cuando los esfuerzos para un nivel de deformaciones establecida 
alcanzan los valores de la función f. En un modelo perfectamente plástico se tiene una 
superficie fija en el espacio, definida por parámetros del modelo, la cual no es afectada por 
las deformaciones plásticas; para estados de esfuerzo dentro de la superficie de cedencia 
(valores inferiores a f) únicamente ocurren deformaciones elásticas, totalmente reversibles. 
(Muir-Wood, 2004) (Ver Figura 2-1). 
 
Figura 2-1 Modelo elástico perfectamente plástico (Muir-Wood, 2004).  
2.1.1 Comportamiento Elástico Perfectamente Plástico 
La elasticidad lineal es una relación constante entre los esfuerzos efectivos y la 
deformación, definida por la Ley de Hooke, la cual es independiente del tiempo y la historia 
de cargas. Adicionalmente se asume que los cambios de deformación, resultantes de un 
cambio de esfuerzos, se producen instantáneamente y el sistema es reversible y toda la 
energía es recuperada una vez se descarga el sistema (Valliappan, 1981). 
Para el caso uniaxial la relación esfuerzo deformación está dada por Ecuación 2-1 
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𝜀𝑥 = 𝜎𝑥/  𝐸     𝑦   𝛾𝑥𝑦 = 𝜏𝑥𝑦/G   
Ecuación 2-1 
Donde E es conocido como el módulo de Elasticidad o de Young y G el módulo de corte. 
Para el caso general tridimensional la relación esfuerzo-deformación puede escribirse 
como se muestra en la Ecuación 2-2.  
{𝜎} = [𝐷]{𝜀} 
Ecuación 2-2 
Donde [𝐷] es la matriz de rigidez, {𝜎} es el vector de  esfuerzos y {𝜀} el vector de 
deformaciones. La ecuación entonces relaciona las seis (6) componentes de esfuerzos y 
las seis (6) deformaciones en cualquier punto del continuo, las cuales deben cumplir las 
condiciones de equilibro en el caso de los esfuerzos y las ecuaciones de compatibilidad en 
el caso de las deformaciones (todas obtenidas del concepto de la mecánica del continuo). 
(Valliappan, 1981). 
La matriz [𝐷]6𝑥6 contiene 36 coeficientes elásticos los cuales son independientes y son 
funciones de los ejes coordenados, para cualquier material anisotrópico. Sin embargo, los 
materiales poseen parámetros que son independientes de un sistema coordenado 
particular. Si se considera que todos los ejes tienen simetría y las propiedades del material 
en cada punto son las mismas en todas las direcciones, se puede asumir un 
comportamiento isotrópico. Para estos materiales las constantes se reducen solamente a 
tres (3) parámetros, siendo dos (2) de ellos independientes (Valliappan, 1981). 
Normalmente los parámetros calculados son el módulo de elasticidad (E) y la relación de 
Poisson (ν). 
La elastoplasticidad está definida a partir de la descomposición de las deformaciones 
elásticas y plásticas (Ver Figura 2-2), como se expresa en la Ecuación 2-3. 
𝜀 = 𝜀𝑒 + 𝜀𝑝              𝜀̇ = 𝜀̇𝑒 +  𝜀̇𝑝 
Ecuación 2-3 




Figura 2-2 Comportamiento de un modelo elástico perfectamente plástico (Brinkgreve, 
2018) 
La ley de Hooke usada para relacionar la tasa de esfuerzos con la tasa de deformaciones 
elásticas, está determinada por la Ecuación 2-4 
 
  ?̇? = 𝐷𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑎𝜀̇𝑒 = 𝐷𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑎(𝜀̇ −  𝜀̇𝑝) 
Ecuación 2-4 
Por otro lado, de acuerdo con la teoría de la plasticidad la tasa de deformación plástica 
es proporcional a las derivadas de la función de fluencia con respecto a los esfuerzos, esto 
quiere decir que la tasa de deformación puede ser representada como vectores 
perpendiculares a la superficie de fluencia (Hill, 1950) (Ver Figura 2-3) . Esta teoría es 
referida como plasticidad asociada, teniendo en cuenta que a la función de fluencia se usa 
una función de potencial plástico g, si f es igual g será considerado como plasticidad 
asociada. El caso de 𝑔 ≠ 𝑓 es denominado como una plasticidad no asociada. En general 
la tasa de deformaciones plásticas se escribe como se muestra en la Ecuación 2-5 
(Brinkgreve, 2018). 





En el cual 𝜆 es un multiplicador plástico. Para comportamiento puramente elástico el 
parámetro es 0 mientras que para el caso de comportamiento plástico 𝜆 es positivo, como 
se observa en la Ecuación 2-6 y la Ecuación 2-7,respectivamente . 




Figura 2-3 Modelo elástico perfectamente plástico de MC (a) criterio de falla, (b) Potencial 
plástico (Muir-Wood, 2004). 




𝐷𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑎𝜀̇𝑒  ≤ 0          (𝐸𝑙𝑎𝑠𝑡𝑖𝑐𝑜) 
Ecuación 2-6 




𝐷𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑎𝜀̇𝑒 > 0          (𝑃𝑙𝑎𝑠𝑡𝑖𝑐𝑜) 
Ecuación 2-7 
2.1.2 Formulación del criterio de Falla de Mohr-Coulomb 
El modelo de Mohr-Coulomb es una extensión de la ley friccional de Coulomb a un estado 
general de esfuerzos, esta condición asegura que la ley de fricción sea obedecida en 
cualquier plano de análisis de un elemento material (Brinkgreve, 2018). 
La superficie de flujo está constituida por 6 funciones de fluencia, las cuales en términos 









 (𝜎′2 + 𝜎
′
3) sin(Ф) − 𝑐 𝑐𝑜𝑠(Ф) ≤ 0 
Ecuación 2-8 
Los dos (2) parámetros plásticos que aparecen en la función de fluencia son la cohesión 
(c) y el ángulo de fricción (Ф). La condición 𝑓𝑖 = 0 se cumple para todas las funciones 
derivadas de la Ecuación 2-8 representando un cono hexagonal fijo en el espacio de 
esfuerzos principales (ver Figura 2-4). 




Figura 2-4 Superficie de falla de Mohr-Coulomb en el espacio de esfuerzos principales 
(c=0) (Yamamuro & Kaliakin, 2005). 
Adicionalmente a las funciones de fluencia, existen seis (6) funciones de potencial plástico 













Las funciones de potencial plástico contienen un tercer parámetro, el ángulo de dilatancia 
𝜓. Este parámetro es requerido para modelar un incremento positivo de la deformación 
volumétrica plástica (dilatancia), la cual es observado en suelos densos (Brinkgreve, 2018). 
La implementación del modelo de Mohr-Coulomb, para un estado general de esfuerzos, 
requiere un tratamiento especial en la intersección de dos superficies de fluencia pues se 
suelen utilizar transiciones suaves en donde se presentan discontinuidades en las 
derivadas.  
Para c>0, el criterio estándar de Mohr Coulomb permite considerar una resistencia a la 
tracción, aunque en realidad los suelos solo pueden resistir una muy pequeña fracción de 
resistencia a la tracción, que es prácticamente nula. Por ello se utiliza una resistencia nula 
a la tracción, añadiendo tres (3) funciones de fluencia adicionales derivadas de la Ecuación 





𝑡 ≤ 0 
Ecuación 2-10 
Cuando esa función es adoptada el esfuerzo de tensión admisible será nulo; para estas 
funciones de fluencia se adopta una regla de flujo asociada. 
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En general para definir el modelo son necesarios cinco (5) parámetros, el módulo de 
Elasticidad, la relación de Poisson, la cohesión, el ángulo de fricción y el ángulo de 
dilatancia. En geotecnia existen diferentes ensayos para determinar estos parámetros 
tanto de forma directa como indirecta. 
2.1.3 Condiciones no drenadas 
El comportamiento no drenado en suelos es causado por el incremento (o disminución) de 
la presión del agua y su lenta disipación ante procesos de carga o descarga, los cuales 
tienen un efecto sobre los esfuerzos totales. De acuerdo con el principio de Terzagui, los 
esfuerzos totales pueden ser divididos en esfuerzos efectivos y presión de poros de agua; 
sin embargo, el agua no añade ningún efecto a los esfuerzos de corte y por tanto los 
esfuerzos efectivos de corte como los esfuerzos totales de corte son equivalentes. 
Para análisis en términos de esfuerzos efectivos, y de acuerdo con el mismo principio de 
Terzagui, los esfuerzos totales 𝜎 pueden ser subdivididos en esfuerzos efectivos 𝜎′ y 
presión de poros de agua activa (𝑝𝑎𝑐𝑡) (Brinkgreve, 2018). Según la Ecuación 2-11: 
𝜎 = 𝜎′ + 𝑚𝑝𝑎𝑐𝑡 
Ecuación 2-11 
• Análisis No drenados 
Para casos de análisis de suelos finos saturados y cambios de carga relativamente rápidos 
(como es el caso del tipo de material presente en la zona de estudio) es recomendable el 
uso de parámetros de resistencia no drenados, usando parámetros de deformación 𝐸𝑈 y 
𝜈𝑢 mientras la resistencia es modelada con 𝑠𝑈 y un ángulo de fricción igual a 0. Para este 
tipo de análisis se suele hacer distinción entre los esfuerzos totales y la presión de poros, 
aunque la presión de poros y la trayectoria de esfuerzos efectiva no es totalmente correcta, 
la resistencia al corte se obtiene de una manera más cercana a la realidad. 
2.1.4 Resumen de puntos principales Modelo constitutivo 
En la sección 2.1 se recalcan los principales elementos del modelo constitutivo utilizado 
durante las simulaciones, realizando una breve discusión sobre los siguientes aspectos. 
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1. Discusión sobre el comportamiento de deformabilidad causada por cambios de 
esfuerzos tanto para estados elásticos como inelásticos (de un modelo elástico 
perfectamente plástico). 
2. Definición de los elementos que controlan la resistencia a la fluencia en el modelo 
constitutivo de Mohr-Coulomb. 
3. Parámetros a utilizar para el análisis del comportamiento no drenado (caso 
específico del comportamiento del suelo para la excavación analizada). 
2.2 Introducción a los algoritmos genéticos 
Los algoritmos genéticos fueron desarrollados en la universidad de Michigan en los años 
70 (Holland, 1992), esta metodología está fundamentada en los principios de la selección 
natural del Darwinismo (Figura 2-5a). En general las estructuras mejor adaptadas a los 
cambios son aquellas que sobreviven y sus genes son conservados en las siguientes 
generaciones. De esta forma la población estará en constante evolución. El objetivo de los 
algoritmos genéticos, es optimizar una función utilizando los principios de selección natural 
(Cruz, 2010). 
En la evolución real, igualmente se pueden presentar cambios aleatorios debidos a errores 
o deformaciones de genes, estos cambios pueden desencadenar características mejor 
adaptadas que no estaban originalmente en ninguno de los cromosomas parentales, pero 





Figura 2-5 (a) Charles Darwin padre de la teoría de la evolución de las especies (b) 
Esquema de cruzamiento de información (Cruz, 2010). 
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2.2.1 Estructura de la información 
En la forma más simplificada los individuos son codificados en sistemas binarios; sin 
embargo, existen diferentes alternativas como sistemas decimales, hexadecimales, etc. 
Para el caso del presente proyecto se realizó una codificación binaria (siendo esta la 
alternativa más ampliamente utilizada en investigaciones). 
Otro aspecto importante es la discretización del espacio, la cual permite simplificar el 
espacio continúo en áreas aferentes finitas de comportamiento similar, dicha discretización 
dependerá de forma directa del sistema de codificación utilizado, como se expone en la 
sección 2.2.2 (Ver Figura 2-6).Únicamente en dichos puntos discretos se podrán ubicar los 
individuos. 
Los algoritmos genéticos trabajan sobre un conjunto de individuos y no de valores aislados, 
por lo tanto, el proceso debe iniciar con una población inicial compuesta de una cantidad 
de individuos Nindividuos. Cada uno de los individuos está representado por una cadena de 
bits, y cada individuo posee la información necesaria para la representación de un punto 
en el espacio de búsqueda, el individuo esta subdividido en un conjunto de vectores 
denominados parámetros constitutivos Nparametros o genes, y cada parámetro (o gen) a su 
vez contiene un conjunto de datos de la cadena de caracteres binarios Nbit (ver Figura 2-7). 
.  
Figura 2-6 Esquematización discretización del espacio ∆𝑃𝑖−𝐽. Elaboración propia 
El tamaño de la cadena de bits (Nbit) y el tamaño del espacio de búsqueda dependen del 
conocimiento previo de los parámetros que podrían llegar a ser la solución del problema 
además de la precisión de la solución buscada. 




Figura 2-7 Estructura de código binario de los parámetros en un individuo (Levasseur, 
Malécot, Boulon, & Flavigny, 2008). 
2.2.2 Espacio de búsqueda, población e individuos 
El espacio de búsqueda estará definido por los limites inferior Pmin j, y superior Pmax j, 
supuestos para cada parámetro Pj. Una vez determinados estos límites se deberá 
establecer la discretización del espacio de cada parámetro con el fin de definir el número 
de bits de cada uno de estos. Cada parámetro P j tendrá un nivel de precisión definido como 
∆𝑃𝐽 la cual esta definido en función del número de bits por el parámetro correspondiente 
de acuerdo con la Ecuación 2-12. En este caso el numerador indica el rango total del 
parámetro de estudio, mientras el denominador indica el número de partes en los cuales 
será dividido el espacio; debido a que la codificación será binaria, la base exponencial será 
dos (2).  
∆𝑃𝐽 =
𝑃max 𝑗 − 𝑃min 𝑗
2𝑁𝑏𝑖𝑡 / 𝑁𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑜 𝑃𝑗    
 
Ecuación 2-12 
Los individuos de la población tendrán un tamaño de bits definido por la sumatoria de los 
bits de cada parámetro que constituye al individuo como se indica en la siguiente expresión 
(Ecuación 2-13): 





Algunos autores proponen disminuir el tamaño del espacio de búsqueda o aumentar el 
número de bits de discretización por parámetro si se desea aumentar la precisión de un 
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resultado final (Wrobel & Militiadou, 2004). Este refinamiento puede ser realizado una vez 
se tenga identificada la región donde se localiza el óptimo global. 
El otro parámetro importante es el tamaño de la población Nindividuos, el cual debe ser fijado 
a priori por el analista, este parámetro es de una gran relevancia para la modelación, pues 
si se elige un tamaño muy pequeño los tiempos de convergencia son menores pero no 
permite una correcta identificación del espacio de búsqueda, por lo tanto hay grandes 
probabilidades de que no se alcance la solución óptima; por otro lado si se toma una 
población muy grande, los tiempos de iteración son mucho mayores y aunque habría una 
gran posibilidad de encontrar los parámetros óptimos de solución, requeriría una cantidad 
de simulaciones excesivamente alta.  
2.2.3 Principio de Optimización 
Una vez se ha definido la discretización del espacio de búsqueda y sus fronteras, se 
generará una población aleatoria inicial, la cual constituirá la primera generación. Cada 
individuo será evaluado numéricamente y su adaptabilidad se describirá a partir del valor 
de su función de error. 
La función de error evalúa la diferencia entre el resultado esperado y los resultados 
numéricos; para el caso actual se evalúa una cantidad significativa de puntos de los 
desplazamientos del muro diafragma (N=24), los datos numéricos correspondientes a los 
resultados de los datos experimentales son referenciados con el símbolo 𝑈𝑒𝑖 mientras los 
datos de las modelaciones numéricas son representados por el símbolo  𝑈𝑛𝑖 (ver Figura 
2-8) (Levasseur S. , 2008).  
 
Figura 2-8 Estimación del error de  múltiples mediciones 𝑈𝑒𝑖 respecto a la curva real 𝑈𝑛𝑖 
(Levasseur, Malécot, Boulon, & Flavigny, 2008). 
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La función elegida para la evaluación del error es de tipo de mínimos cuadrados, dicha 
función de error es una función escalar, adimensional y ponderada, la cual estada dada en 
















En esta expresión N indica los puntos de medición, el ∆𝑈𝑖
2 es el peso atribuido a la 
diferencia entre los datos experimentales y numéricos (𝑈𝑒𝑖  𝑦 𝑈𝑛𝑖 respectivamente). El 
coeficiente de ponderación (∆𝑈𝑖) se descompone en dos (2) factores de acuerdo con la 
Ecuación 2-15. 
∆𝑈𝑖 = 𝜀 + 𝛼𝑈𝑒𝑖 
Ecuación 2-15 
En esta expresión el término 𝜀 caracteriza un valor absoluto de normalización, mientras el 
parámetro 𝛼 caracteriza la función de error haciéndola adimensional. Estos valores 
afectarán de cierta manera la forma de la función de error y por tanto cambiarán en el 
proceso de optimización. En muchos estudios se toman valores iguales para los 
coeficientes, sin embargo, siguiendo los lineamientos otros estudios1 han tomado 
coeficientes de 𝜀 =0.01 y 𝛼 = 1.0  
La expresión definida para la función de error está determinada para la optimización de 
una curva experimental discretizada en una cantidad de puntos importantes. La 
optimización de varias curvas puede utilizar como función de error, una combinación lineal 
del error de cada curva independiente, en dicho caso los coeficientes de la combinación 
lineal desempeñan el papel de reguladores de los parámetros. 
La función de error es la base de los mecanismos de selección y de evolución de los 
individuos, pues cada individuo estará caracterizado por un valor de dicha función, siendo 
 
 
1 Recomendaciones del estudio antecedente (Levasseur S. , 2008). 
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una función escalar de m dimensiones, donde m será el número de parámetros que 
constituyen a cada individuo (Ver Figura 2-9). 
 
Figura 2-9 Ejemplo de función de error bajo el espacio de búsqueda (Gref Φ) (Levasseur, 
Malécot, Boulon, & Flavigny, 2008). 
2.2.4 Evolución de la población 
Luego de la evaluación de cada uno de los individuos que constituye la población de 
referencia, el algoritmo tendrá el objetivo de hacer evolucionar la población, a partir de 
aquellas con mejores características. En este caso dichas características son los individuos 
ubicados en las zonas más favorables del espacio de búsqueda, o en otras palabras 
aquellas que posean un valor mínimo de la función de error. En general cada nueva 
población se denomina una nueva generación, similarmente a la terminología utilizada en 
la biología. Es decir, cada nueva generación corresponde a la iteración del algoritmo. 
La creación de una nueva generación usa la información de los mejores individuos de la 
generación precedente, y ello implica la ocurrencia de los siguientes procesos: 
SELECCIÓN, CRUZAMIENTO y MUTACION. 
2.2.5 Selección 
La selección es el proceso que sirve para eliminar a aquellos individuos cuya función de 
error sea critica para la optimización, en este caso aquellos que posean una función alejada 
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del cero (0) se consideraran los individuos menos preparados y aquellos que reproducen 
con mayor deficiencia los datos experimentales. En la literatura existen dos (2) métodos 
para elegir los individuos mejor adaptados: la lotería sesgada y el método elitista 
(Levasseur S. , 2008). 
En la lotería sesgada cada individuo posee una probabilidad de ser elegido, la probabilidad 
es inversamente proporcional al valor de la función de error (es decir, si un individuo posee 
un error significativamente alto, la probabilidad de ser elegido será muy bajo); una 
representación de dicha probabilidad puede ser observada en la Figura 2-10. 
 
Figura 2-10 Ilustración de la selección por  lotería sesgada (Levasseur, Malécot, Boulon, 
& Flavigny, 2008). 
Cada descendencia resulta de un lanzamiento de la rueda, de esta forma los individuos 
con un valor de función de error más pequeños, tendrán una mayor posibilidad de ser 
elegidos, en este método es posible que algunos individuos sean elegidos varias veces y 
tendrán la oportunidad de que sus características sean más preservadas que las de otros 
individuos. 
Por otro lado, en el método elitista, los individuos son seleccionados directamente por el 
valor correspondiente a la función de error, en este caso solamente los individuos con los 
valores más bajos serán seleccionados para sobrevivir a la siguiente generación. Se ha 
demostrado que el método elitista aumenta significativamente el rendimiento del algoritmo 
(estabilidad, eficacia, y rapidez de convergencia). Sin embargo, para funciones de errores 
multimodales el método elitista deteriora el rendimiento, además de favorecer la 
exploración local en detrimento de una perspectiva global.  
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Se debe hacer la claridad que tanto los modelos numéricos como las mediciones tienen 
un grado de precisión y por lo tanto, en general, no se pueden determinar soluciones 
exactas, sino más bien una cantidad de valores cercanos a los valores esperados, para lo 
cual el método de los Algoritmos Genéticos puede proveer una familia de soluciones. 
Con el fin de identificar el conjunto de soluciones y conservar una cantidad representativa 
de los individuos seleccionados se ha optado por el método elitista como el mecanismo de 
selección, una vez evaluada la población, se ordenarán por orden decreciente y se 
eliminará cierta porción de la población con peores características, mientras los individuos 
que no sean eliminados serán los padres de la siguiente generación.  
2.2.6 Cruzamiento y mutación 
La tasa de cruzamiento Pc determina el número de combinaciones de parámetros a cada 
iteración del algoritmo, una tasa muy pequeña limita el número de intercambios entre 
parámetros y hace que la exploración en el espacio de búsqueda se vuelva limitada. Se 
ha concluido que una tasa Pc =0.6  es una tasa razonable (DeJong, 1975) . 
La metodología de cruzamiento es aplicada a los padres seleccionados, con el fin de 
generar una nueva población que conserve las características más adaptables. Los cruces 
identifican el intercambio de información entre dos (2) individuos, mientras la mutación crea 
errores aleatorios que diversifica la población, estas dos fases crean nuevos individuos 
que tienen la oportunidad de ser mejor que la población antecedente. 
El cruzamiento en este contexto consiste en invertir cadenas de bits entre dos (2) 
individuos, estos individuos son seleccionados aleatoriamente, entonces se seleccionan n 
puntos de corte Ncortes que generaran Ncortes+1 pedazos de cada individuo, los puntos de 
corte son elegidos aleatoriamente y por lo tanto puede haber representaciones de genes 
(es decir parámetros), que no se vean afectados, mientras otros genes pueden ser 
cortados inclusive en varios pedazos; esos pedazos son intercambiados entre los padres, 
generando los individuos hijo, esa operación es repetida hasta completar todas las parejas 
posibles de padres como se observa en la Tabla 2-1. 
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Tabla 2-1 Cruces entre dos individuos padres para formar dos nuevos individuos 
 
Tomado de (Levasseur, Malécot, Boulon, & Flavigny, 2008) 
Los puntos de cruzamiento son otra importante selección, se recomienda utilizar múltiples 
puntos de cruces, una selección normalmente adoptada para el número de cortes Ncortes es 
que sea igual al número de parámetros Nparametros (Pal, Wathugala, & Kundu, 1996), dicha 
elección fue tomada en el presente estudio. 
La selección de los mejores individuos y el cruzamiento entre ellos mantienen las mejores 
características de la generación padre, sin embargo, durante el cruzamiento igualmente 
por azar se puede perder información que es útil, por ello se utiliza la mutación como 
mecanismo para recuperar información útil o para aumentar la diversidad del espacio 
explorado. La mutación en los algoritmos genéticos hace referencia a la elección de un 
valor aleatorio de la cadena de bits y a realizar un reemplazo de su valor, lo cual genera 
errores de traspaso de información. En el caso de una codificación binaria el valor 
seleccionado es reemplazado por su opuesto (Ver Tabla 2-2). 
Tabla 2-2 Esquema de etapa de mutación de individuos 
 
Tomado de (Levasseur, Malécot, Boulon, & Flavigny, 2008) 
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La frecuencia de dicha mutación es controlada por el factor de tasa de mutación Pm. Como 
este fenómeno no es muy común en la naturaleza, la tasa de mutación no debe ser muy 
grande. Diversos autores recomiendan tasas entre 0.001 y 0.01; en el caso del presente 
estudio se ha utilizado un valor de 0.005. 
Para combatir la pérdida prematura de cadena de bits es aconsejable aumentar la tasa de 
mutación y para conservar la diversidad y preservar el mejoramiento. Sin embargo, otros 
autores han demostrado que este método disminuye el rendimiento del algoritmo (DeJong, 
1975). 
La combinación de los dos mecanismos de cruzamiento y mutación permite generar 
nuevas combinaciones de parámetros llevando a una mejor convergencia con la utilización 
simultánea, que, con el uso aislado de cada metodología. La etapa de cruzamiento es una 
característica muy importante de los algoritmos genéticos y lo que lo diferencia en gran 
medida de otros métodos aleatorios de optimización. 
El cruzamiento permite acelerar el proceso de búsqueda mientras que la fase de mutación 
permitirá introducir diversidad a la población de individuos, este mecanismo igualmente 
previene la prematura convergencia hacia mínimos locales (ver Figura 2-11). 
2.2.7 Criterio de detención 
Las etapas de evaluación y evolución de la población son repetidas iterativamente hasta 
completar un criterio de convergencia establecido a priori; los algoritmos genéticos utilizan 
los siguientes procedimientos: 
• No convergencia del algoritmo si el software no alcanza ninguna solución después 
de un número preestablecido de cálculos. 
• La curva experimental está bien representada, en la cual la media del error de la 
población padre está por debajo de un límite x% de la función experimental. La 
solución en este caso no es única, sino que está dada por un conjunto de 
soluciones. 
• La solución puede converger hacia un óptimo en particular. Si los valores de error 
de la población padre son muy similares se dice que el algoritmo ha convergido, 
estas soluciones no son forzosamente las más satisfactorias, pero son las mejores 
desde el punto de vista matemático. 




Figura 2-11 Ilustración del principio de optimización y casos de caídas en mínimos 
locales (Levasseur, Malécot, Boulon, & Flavigny, 2008). 
 
2.2.8 Resumen puntos principales A.G 
En el capítulo 2.2 se da una visión resumida de la estructuración de los A.G, para la 
elaboración del algoritmo resulta fundamental la formulación de los siguientes aspectos:  
1. Determinar el tipo de codificación de la información (binario, decimal, hexadecimal, 
etc). 
2. Establecer el rango de búsqueda de cada uno de los parámetros.  
3. Discretización el espacio de búsqueda, tratando de optimizar de acuerdo a la 
precisión requerida. 
4. Ejecución de los mecanismos de selección de la población de acuerdo al error que 
representa a cada individuo. 
5. Cruzamiento de la información (en diferentes puntos de cortes aleatorios Ncortes) 
entre los padres conformados de manera aleatoria. 
6. Mecanismos de mutación de la información de la nueva generación (basado en la 
tasa de mutación Pm). 
7. Establecimiento de un criterio de detención para el ciclo del algoritmo.  
2.3 Introducción a las redes neuronales 
 
Los seres humanos son organismos capaces de aprender tareas, gradualmente en el 
tiempo; esta propiedad de aprendizaje es el reflejo de la habilidad de un gran conjunto de 
neuronas de relacionarse a través de la exposición externa de estímulos y la generalización 
por medio de la integración de señales (Berthold & Hand, 2007). 
 
En general las redes neuronales funcionan como una aproximación no lineal al 
funcionamiento del cerebro, aclarando que esto es solo desde el punto de vista matemático 
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ya que simulan una parte muy básica de su comportamiento y que las redes biológicas 
establecen relaciones de complejidad muy alta y que cuentan con billones de procesos 
simultáneos que no pueden ser simulados en un programa (Cruz, 2010) 
 
Para muchos de los problemas que se intenta modelar en la actualidad, existe una 
profunda falta de conocimiento o son procesos cuyas interacciones son bastante 
complejas y resulta una tarea sumamente ardua poder predecir los resultados reales; en 
estos casos resulta más práctico aprender del comportamiento del sistema a través de 
observaciones, para ello los investigadores suelen recolectar información que caracteriza 
un sistema y a partir de estos intentar extraer relaciones complejas no lineales establecidas 
entre la información recolectada (Samarasinghe, 2007). Las redes neuronales son 
sistemas flexibles y adaptables de aprendizaje, los cuales analizan la información y a partir 
de ella logran encontrar patrones, inclusive de sistemas altamente no lineales, con el fin 
de lograr predicciones confiables (Samarasinghe, 2007). 
2.3.1 Fundamentos biológicos de las redes neuronales 
La neurona es una célula cuya función es procesar la información, la célula está compuesta 
por el cuerpo (soma) y dos tipos de ramificaciones: el axón y las dendritas (Cruz, 2010). El 
cuerpo de la neurona recibe la información por medio de señales eléctricas a través de las 
dendritas, una vez procesada la información esta es trasmitida a través del axón hacia 
otras neuronas (ver Figura 2-12 a ) (Cruz, 2010). 
El cuerpo celular tiene una forma más o menos esférica de alrededor de 5 a 10 micras de 
diámetro, de esta se desprende una rama principal que corresponde al axón y varias 
pequeñas ramificaciones de entrada que corresponden a las dendritas. En el cerebro 
humano existen alrededor de 1015 conexiones (Cruz, 2010). 
Las señales se transmiten de dos formas diferentes: las eléctricas y las químicas; la señal 
emitida por el cuerpo y transportada a lo largo del axón es de tipo eléctrico, mientras que 
la señal transmitida entre los terminales axónicos de una neurona y las dendritas de otra 
neurona es de origen químico. El análisis numérico sigue básicamente el mismo 
funcionamiento, las señales que llegan a las sinapsis son las entradas a cada neurona, las 
cuales son procesadas en el cuerpo de la neurona, en este caso las entradas son 
ponderadas a través de pesos correspondiente a cada sinapsis, dicho valor es introducido 
32 Análisis de métodos retrogresivo mediante uso de R.N y A.G 
 
 
en una función interna (cuerpo de la neurona) y se generará una señal de salida (Cruz, 
2010). 
 
Figura 2-12 a) Neurona Biológica y b) neurona artificial (Berthold & Hand, 2007).  
2.3.2 Redes neuronales para patrones no lineales 
En la literatura existen múltiples métodos para realizar análisis no lineales, entre los cuales 
se destacan: Las redes perceptrón multicapa (MLP) , funciones de base radial (RDF), 
máquinas de apoyo de vectores (SVMs), modelo de generalización para manejo de datos 
(GMDH), también denominados redes polinomiales, redes neuronales de regresión 
generalizada (GRNN) y redes neuronales generalizadas (Samarasinghe, 2007). 
 
En la investigación realizada para aplicaciones geotécnicas, el método más ampliamente 
utilizado para solucionar problemas prácticos en ciencias aplicadas es el MLP. La 
popularidad de las redes MLP es su flexibilidad y que pueden ser entrenadas para asumir 
la forma del patrón de los datos, sin importar su complejidad (Samarasinghe, 2007). 
 
2.3.3 Perceptron multicapa 
Una red de MLP con una capa oculta se muestra esquematizada en la Figura 2-13. 




Figura 2-13 Configuración de red neuronal multicapa (Samarasinghe, 2007). 
Las variables de entrada (x1, x2, x3…) junto con el bias (1.0) constituyen la capa de entrada; 
(el bias es un parámetro unitario adicional adimensional que permite ajustar de mejor 
manera los resultados de las redes, actuando como un parámetro independiente). De cada 
parámetro ubicado en la capa de entrada se forman vínculos con cada neurona en la capa 
oculta (hidden). Estos vínculos están representados por los pesos de las capas de entrada 
a la capa oculta (w01, wn1…wmn), las neuronas de la capa oculta son denominadas así 
debido a que no están en contacto directo con el medio externo (datos).  
Cada neurona calcula internamente la sumatoria ponderada por los pesos y evalúa dicho 
valor único a través de una función no lineal de transferencia denotada por el símbolo σ. 
La capa de neurona(s) de salida a su vez es alimentada por el segundo conjunto de pesos 
(conexión de neuronas de capa oculta-capa de salida), el cual nuevamente vuelve a 
evaluar la ponderación de las entradas (salidas de la capa oculta) y pasadas a través de 
una función que puede ser lineal o no lineal (Samarasinghe, 2007). En las redes 
neuronales pueden existir múltiples capas ocultas, sin embargo, lo más común es el 
desarrollo con una única capa oculta. 
2.3.4 Neuronas no lineales 
La gran flexibilidad de las redes MLP proviene del procesamiento de las neuronas en capas 
ocultas, las cuales convierten entradas lineales en funciones de activación altamente no 
lineales. Existen diferentes funciones de activación que suelen ser utilizadas en estos tipos 
de red. 




Figura 2-14 Neurona no lineal con función σ  (Samarasinghe, 2007). 
En la Figura 2-14 se ilustra una neurona en una capa oculta que recibe n inputs adicionales 
al bias. Cada uno de los cuales posee un peso característico. Dentro de la neurona se 
pondera la sumatoria de las entradas y este valor es pasado a través de una función de 
activación no lineal como se expresa en la Ecuación 2-16. 





Donde b denota el peso asociado al bias y 𝑤𝑗 representa el peso asociado a la entrada j-
ésima. Las funciones más frecuentemente utilizadas son las familias de la familia sigmoide, 
pero también son usadas las funciones Gaussianas. 
2.3.5 Funciones de activación de neuronas 
En la  Figura 2-15 se presentan las gráficas de funciones no lineales típicas para el 
procesamiento de la información neuronal. 
 
Figura 2-15 Funciones de activación no lineal (a) logística, (b) tangente hiperbólica (c) 
Gaussiana, (d) Complemento de Gaussiana (e) Función seno (Samarasinghe, 2007). 
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Las funciones no lineales permanecen entre límites inferiores y superiores, y como dichas 
funciones son no lineales permiten un mapeo variable entre entradas y salidas. 
Estas funciones son continuas, lo que implica que sus derivadas son continuas y no existe 
ningún tipo de picos o cambios abruptos o vacíos Lo anterior hace posible la aplicación de 
la diferenciación como medio de optimización. La ventaja de este tipo de funciones es que 
su rango está limitado, por lo cual nunca se presentarán valores demasiado grandes o 
pequeños, independientes del valor de la entrada. 
 
• Características de la función logística 
La entrada que caracteriza a una neurona es una combinación lineal del bias y las 
diferentes neuronas en una capa anterior, por ejemplo, para una neurona en una capa 
oculta, cuya red está compuesta por una neurona en la capa oculta y solo una en la de 
salida, la función de entrada de la neurona en la capa oculta estará dada por la Ecuación 
2-17 
𝑢 = 𝑎0 + 𝑎1𝑥 
Ecuación 2-17 
Como se observa en la Figura 2-16, la entrada a0 representa el peso del bias, mientras a1 
representa el peso de la primera entrada, la ponderación de la entrada gráficamente 
representa una recta cuyo intersecto con las ordenadas es el peso del bias y la pendiente 
es el peso de la única variable (ver Figura 2-17). 
 
Figura 2-16 Estructura red neuronal, una entrada, una neurona oculta y una salida 
(Samarasinghe, 2007). 
 
Figura 2-17 Relación entre un parámetro de entrada (x) y la función u (Samarasinghe, 
2007). 
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La tarea de la neurona oculta es pasar la suma ponderada de las entradas a través de la 
función logística o dicho de otra manera mapear x a través de la función u (Figura 2-18. 
Sustituyendo u en la ecuación logística de la neurona oculta se tiene la expresión de la 
Ecuación 2-18. 
 







La(s) neurona(s) de la capa de salida de la red, calculan la sumatoria de los pesos 
ponderados de las entradas (salidas de la capa oculta) según la Ecuación 2-19, para 
posteriormente evaluarlas en una función (ver Figura 2-19); si la función es la identidad 
lineal, la salida será la misma sumatoria ponderada como se representa en la Ecuación 
2-20. 
 
Figura 2-19 Salida de red neuronal compuesta de una neurona oculta (Samarasinghe, 
2007). 
𝑣 = 𝑏0 + 𝑏1𝑦 
Ecuación 2-19 
𝑧 = 𝑣 
Ecuación 2-20 
En este caso la neurona de salida es una función lineal frente a la capa oculta, pero ya no 
será lineal frente a los parámetros de entrada del sistema puesto que estos han sido no 
linealizados a través de la función logística en la capa oculta. 




El caso general de varias neuronas en la capa oculta con una sola neurona en la capa de 
salida se observa en la Figura 2-20 para la cual el procesamiento de la información es 
idéntico. 
 
Figura 2-20 Estructura de red neuronal compuesta de n neuronas para única capa oculta 
(Samarasinghe, 2007). 
La ecuación general para el procesamiento de información en una neurona, en la capa de 
salida, en una estructura como la anterior está dada por la Figura 2-18, de la cual se obtiene 
un mapeo lineal con la función z 




𝑧 = 𝑣 
Ecuación 2-21 
Donde los  𝑏𝑗  son los pesos que unen cada neurona de la capa oculta con la única 
neurona de salida y 𝑏0  corresponde al peso del bias. 
 
Sin embargo, la neurona de salida también puede poseer una función no lineal y este tipo 
de funciones son frecuentemente utilizadas para problemas de clasificación, en este caso 







2.3.6 Aprendizaje de patrones no lineales 
El aprendizaje es el proceso por el cual los pesos de las interconexiones entre las neuronas 
son ajustados, con el fin de minimizar los errores entre las salidas de las redes neuronales 
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y la respuesta deseada, el error disminuye gradualmente hasta encontrar un valor límite 
aceptable. 
2.3.7 Entrenamiento supervisado para redes no lineales con 
patrón de reconocimiento 
El entrenamiento de redes de retroalimentación como el MLP es supervisado, en esta clase 
de entrenamiento, a la red se le entregan datos de entrada y una salida esperada; mediante 
técnicas de minimización se pretende recalcular los nuevos pesos, en las interconexiones, 
con los cuales las salidas de la red se asemejen a las salidas esperadas; los errores 
inicialmente serán muy altos debido a la aleatoriedad de los pesos iniciales. 
El error cuadrático medio es la formulación más común para la evaluación del error para 










En esta expresión 𝑡𝑖  𝑦 𝑧𝑖 son las salidas esperadas y los resultados de la red 
respectivamente para un i-esimo entrenamiento donde N es el número total de patrones 
de entrenamiento. A continuación, se presenta un esquema de una función de error 
bidimensional, la idea del entrenamiento es minimizar la función de error, encontrando los 
pesos óptimos (w1 opt y w0 opt ) (ver Figura 2-21). 
 
Figura 2-21 Superficie de error bidimensional con respecto a los pesos w0 y w1 
(Samarasinghe, 2007). 
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2.3.8 Aprendizaje mediante Retro propagación 
La derivada del error es crucial para el ajuste de los pesos, durante un entrenamiento todos 
los pesos deben ser ajustados simultáneamente, por lo tanto, es necesario encontrar la 
derivada del error con respecto a cada uno de los pesos. 
Por ejemplo, para la red de la Figura 2-22, hay una sola neurona en la capa de salida y m 
neuronas en la capa oculta con n parámetros de entrada; por lo tanto, existirán (𝑛 + 1) ∗ 𝑚 
pesos entre las entradas y las neuronas de la capa oculta y 𝑚 + 1 pesos entre las 
neuronas de la capa oculta y la neurona de salida. La derivada de los pesos de salida con 
respecto al error será 𝜕𝐸/𝜕𝑏 y las derivadas de los pesos entre las entradas y las neuronas 
ocultas será 𝜕𝐸/𝜕𝑎, aunque el error no esté vinculado directamente con los pesos si 
depende claramente de ellos.  
En este caso el error está vinculado con z (la salida de la red) y esta a su vez con v (la 
sumatoria ponderada de las salidas de las neuronas ocultas), el cual a su vez depende de 
los pesos b. Por lo tanto, es posible mediante el uso de la regla de la cadena encontrar la 
diferenciación entre 𝜕𝐸/𝜕𝑏. De igual forma v está vinculado con y (la sumatoria ponderada 
entre las entradas y las neuronas ocultas), el cual estará vinculado con los pesos entre 
entradas y neuronas ocultas “a”. Así, es posible encontrar la asociación en cadena de E, 
z, v, e y las entradas para obtener  𝜕𝐸/𝜕𝑎. 
 
Figura 2-22 Perceptrón multicapa y pesos (parámetros libres) (Samarasinghe, 2007). 




(𝑧 − 𝑡)2 
Ecuación 2-24 
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Donde z es la salida para la red y t es el valor esperado. Para una función logística la 



















Siguiendo la regla de la cadena para la función logística se obtendrán las expresiones de 
la Ecuación 2-27 y Ecuación 2-28 
𝜕𝐸
𝜕𝑏𝑜




= (𝑧 − 𝑡)𝑧(1 − 𝑧)𝑦𝑗 = 𝑝𝑦𝑗 
Ecuación 2-28 
El símbolo p se usa por simplicidad para las derivadas posteriores.Para las derivadas de 





















De la cual reemplazando nuevamente con la función logística se obtendrán las expresiones 


















= 𝑝𝑏𝑗𝑦(1 − 𝑦)𝑥𝑖 = 𝑞𝑖𝑥𝑗 
Ecuación 2-30 




















= 𝑝𝑏𝑖𝑦(1 − 𝑦) = 𝑞𝑖 
Ecuación 2-31 
• Aplicación del gradiente descendente en retro propagación 
Las derivadas del error gradiente son las componentes de la derivada total para un punto 
en la superficie del error. Con esta información el gradiente descendente establece la 
dirección en la que se alcanza la máxima pendiente de la superficie del error con el fin de 
alcanzar el mínimo valor de dicha superficie. El ajuste puede ser realizado de dos (2) 
maneras: por un aprendizaje activo ejemplo, por ejemplo, o por grupos. 
• Aprendizaje por grupos. 
El aprendizaje por grupos hace referencia a que a la red se le presenta un conjunto 
numeroso de entradas y salidas esperadas; la información de cada uno de los gradientes 
es almacenada. Al finalizar el proceso se toma la media de todos los gradientes y la 
actualización de los pesos se realiza únicamente con el valor medio. Este tipo de 
entrenamiento es más eficiente que el entrenamiento ejemplo por ejemplo ya que se puede 
presentar una gran cantidad de oscilaciones durante el proceso de ajuste (Samarasinghe, 
2007). En este trabajo se utilizó este tipo de entrenamiento. 
La derivada de análisis será tomada como la sumatoria de las derivadas de cada ejemplo 
de acuerdo con la Ecuación 2-32. 









Cuando se ha concluido un conjunto de datos de entrenamiento, se denomina como una 
época, es decir que después de cada época hay una nueva actualización de los pesos. La 
ecuación representa la suma de los gradientes de cada uno de los n ejemplos para la 
época número m. 
• Tasa de aprendizaje y actualización de los pesos 
 
La tasa de aprendizaje indica que tan grande es la magnitud del cambio de pesos en la 
dirección de máxima pendiente. En general es un factor multiplicador, si este es igual a 1.0 
entonces la magnitud de cambio es igual a la derivada en cada componente, normalmente 
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la tasa de aprendizaje (ε) adopta valores entre 0 y 1, con este valor se puede determinar 
el cambio de pesos de acuerdo con la Ecuación 2-33 y la Ecuación 2-34. 
𝒘𝒎+𝟏 = 𝒘𝒎 + ∆𝒘𝒎 
Ecuación 2-33 
∆𝒘𝒎 = −𝛆 . 𝐝𝐦 
Ecuación 2-34 
Un valor de tasa de aprendizaje muy pequeño hará que el método requiera una mayor 
cantidad de iteraciones en alcanzar el óptimo, especialmente si la forma de la función de 
error toma formas aplanadas, mientras que un valor muy grande causara oscilaciones y 
podría salir de mínimos globales a mínimos locales. 
• Momento 
El momento es una forma de estabilizar el gradiente descendente y es muy útil en 
entrenamientos ejemplo a ejemplo. Básicamente se trata de una ponderación del cambio 
de los pesos anteriores para determinar el nuevo incremento suavizando las 
actualizaciones de pesos, esta es una forma de ponderación exponencial de los pesos en 
la cual los cambios de los pesos iniciales tienen muy poca inferencia en el cambio actual, 
mientras que los más recientes tienen una influencia mucho mayor. 
La ecuación para actualización por este método está dada por la Ecuación 2-35 
∆𝑤𝑚 = 𝜇∆𝑤𝑚−1 − (1 − 𝜇)𝛆 . 𝐝𝐦
𝐰  
∆𝑤𝑚−1 = 𝜇∆𝑤𝑚−2 − (1 − 𝜇)𝛆 . 𝐝𝐦−𝟏
𝐰  
… 
∆𝑤1 = (1 − 𝜇)𝛆 . 𝐝𝟏
𝐰 
Ecuación 2-35 
El parámetro 𝜇 es el parámetro momento el cual debe estar entre 0 y 1, y el ∆𝑤𝑚−1 es el 
cambio de peso durante la época anterior, el segundo término contiene el incremento usual 
para una época m, pero ahora ponderado por el factor (1 − 𝜇). El parámetro de momento 
indica qué tanta influencia tienen las actualizaciones pasadas en el nuevo factor, un factor 
de 1 indica que el cambio está basado totalmente en la historia de cambios de pesos, 
mientras un factor de 0 indica que el pasado no tiene ninguna influencia y se usa el cambio 
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tradicional de pesos. Recursivamente la ecuación puede ser reescrita de acuerdo con la 
Ecuación 2-36. 
∆𝑤𝑚−1 = 𝜇
𝑚−1(1 − 𝜇)ε . d1
w − 𝜇𝑚−2(1 − 𝜇)ε . d2
w − 𝜇𝑚−3(1 − 𝜇)ε . d3
w
−  … . . −𝜇(1 − 𝜇)ε . d𝑚−1
w  
Ecuación 2-36 
2.3.9 Aprendizaje Delta-Bar-Delta (Tasa de aprendizaje adaptativo) 
En el aprendizaje por retropropagacion definida en la sección 2.3.8 , la tasa de aprendizaje 
es constante y se aplican a todos los pesos simultáneamente, sin embargo, para alcanzar 
el óptimo hay pesos que generan una mayor influencia en el error que otros, lo cual puede 
variar la velocidad de convergencia. El método de la tasa de aprendizaje adaptativo 
conocido como delta-bar-delta o TurboProp propone tasas de aprendizaje diferentes para 
cada etapa, y estas tasas son actualizadas durante cada iteración, teniendo en cuenta que, 
si la dirección en la cual el gradiente decrece es la misma que en las anteriores iteraciones, 
entonces la tasa de aprendizaje aumenta, sin embargo, si ocurre el caso contario entonces 
la tasa de aprendizaje disminuye. 
Básicamente se requiere la comparación de signos de la derivada actual con respecto a 
un ponderado histórico; para entrenamiento por conjuntos el gradiente actual para una 
época m es la resultante de la derivada sobre todo el conjunto de entrenamiento 𝑑𝑚. 
La evaluación acumulada de la tendencia es evaluada mediante la Ecuación 2-37. 
𝑓𝑚 = 𝜃𝑓𝑚−1 + (1 − 𝜃)𝑑𝑚+1 
Ecuación 2-37 
Esta es una ponderación exponencial de las derivadas anteriores, similar al principio de 
momentum. En esta expresión 𝜃 es la ponderación de las derivadas pasadas y (1 − 𝜃) de 
la derivada actual. 
Para ver si la reciente dirección es la misma que el acumulado histórico 𝑓𝑚 es multiplicado 
por 𝑑𝑚; si el producto es positivo las direcciones son las mismas y la tasa de aprendizaje 
es incrementada, mientras que si es negativo las direcciones son opuestas indicando que 
un mínimo se ha sobrepasado y los pesos deberían ser ajustados de una manera más 
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lenta, disminuyendo la tasa de aprendizaje. Siguiendo las siguientes reglas de la Ecuación 
2-38. 
𝜀𝑚 = {
𝜀𝑚−1 + κ      para dm𝑓𝑚 > 0
𝜀𝑚−1 .  Φ       para dm𝑓𝑚 ≤ 0
} 
Ecuación 2-38 
Donde κ y Φ son parámetros entre 0 y 1; una vez la nueva tasa de aprendizaje es decidida 
para la época m, el algoritmo de retopropagacion es usado para determinar el nuevo peso 
de acuerdo con la Ecuación 2-39. 
∆𝑤 = −𝜀𝑚𝑑𝑚 
Ecuación 2-39 
O con el término de momento de acuerdo con la Ecuación 2-40. 
∆𝑤𝑚 = 𝜇∆𝑤𝑚−1 − (1 − 𝜇)𝛆 . 𝐝𝐦
𝐰  
Ecuación 2-40 
Se ha establecido que el momento no es altamente sensible a los valores de 𝜃, κ  y 
Φ (Samarasinghe, 2007). 
2.3.10  Resumen de puntos principales R.N. 
En la sección 2.3 se establecen los criterios principales para el desarrollo de un algoritmo 
de redes neuronales, para lo cual se destaca la siguiente información. 
1 Determinar la estructuración de la red neuronal, teniendo en cuenta las variables de 
análisis (tanto las variables de entrada como las de salida). 
2 Determinar la función no lineal de aproximación que se usará internamente en la red 
neuronal (especialmente en el caso de MLP).  
3 Para ajuste mediante retro propagación es necesario determinar las derivadas de cada 
uno de los pesos respecto a la función de error (determinada por la diferencia entre los 
resultados esperados y los obtenidos durante cada simulación). 
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4. Realizar el proceso de entrenamiento ajustando durante cada proceso el cambio 
necesario en los pesos para alcanzar un valor mínimo en el error (estableciendo un criterio 
de detención). 
Una vez establecidos los conceptos fundamentales de las herramientas numéricas 
utilizadas, se analiza a continuación las generalidades del proyecto, incluyendo la geología 
tanto regional como local, los ensayos de campo y laboratorio realizados, así como la 
instrumentación implementada en la excavación. Dichos elementos permiten establecer un 
punto de referencia tanto para la construcción del modelo numérico como de los 




3. Caso de estudio 
3.1 Excavaciones en Jakarta 
Jakarta, capital de Indonesia, en el año 2015 contaba con una población estimada de 10.15 
millones de habitantes  (Brinkhoff, 2018). Esta ciudad en constante crecimiento requiere la 
proyección de grandes obras de infraestructura que representan un reto ingenieril. En 
grandes urbes, como Jakarta, la ejecución de excavaciones profundas es bastante común, 
tanto para el desarrollo de áreas de parqueaderos, de profundidad considerable (cuyas 
profundidades pueden alcanzar 6 niveles, e incluso más en el caso de proyectos más 
recientes), como para proyectos relacionados con los sistemas de transporte. En el caso 
de Jakarta, los proyectos de transporte están específicamente relacionados con la 
ejecución del MRT (Mass Rapid Transit), el cual ha requerido la realización de importantes 
excavaciones a lo largo de la ciudad (Rahardjo, 2017). 
 
Jakarta cubre un área amplia con diversos tipos de suelo, que originan serios problemas 
por dificultades en los métodos de excavación, la geología, el nivel freático y los efectos 
en estructuras adyacentes (Rahardjo, 2017). 
Algunos procesos de excavación se han efectuado exitosamente, mientras otros han 
fallado debido a falta de entendimiento y conocimiento del suelo, es por ello que la 
investigación del subsuelo es fundamental y el comportamiento de las estructuras 
geotécnicas debe ser cuidadosamente monitoreado para verificar la sustentabilidad del 
proyecto, los diseños adecuados y el procedimiento constructivo más apropiado. Por otro 
lado no existe un estándar fijo en los procesos constructivos en Indonesia (Rahardjo, 
2017). Por ello, es importante realizar una investigación del proceso de cada proyecto en 
particular, con el fin de identificar una modelación lo más cercana al desarrollo real.  
El efecto de las excavaciones profundas es importante ya que se pueden inducir 
movimientos laterales significativos, así como asentamientos causados por las 
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deformaciones volumétricas a lo largo de la excavación. Estos desplazamientos pueden 
afectar construcciones aledañas, las cuales pueden ver comprometida su estabilidad 
debido a los asentamientos diferenciales (Puller, 2003). 
3.2 Condición del subsuelo 
3.2.1 Condición regional 
La condición del subsuelo al sur es más estable frente a excavaciones, debido a que posee 
propiedades mecánicas de mayor resistencia y menor deformabilidad, mientras que en la 
costa norte yacen principalmente depósitos de arcilla de consistencia blanda. 
 
El sector sur de la ciudad está compuesto de suelos provenientes de roca sedimentaria, 
así como de suelos de origen volcánico. Las formaciones de Lahares pueden alcanzar 
profundidades entre 10-20m, los cuales están compuestos de arenas ligeramente a 
fuertemente cementadas (ver Figura 3-1). En este sector se suelen encontrar capas 
superficiales (inferiores a 3.0m) con una baja resistencia con valores de N (número de 
golpes del ensayo del SPT) entre 3 y 5 golpes, y una resistencia al corte no drenado (𝑆𝑢) 
entre 20-30kPa. Bajo esta delgada capa aparecen estratos de arcillas rígidas y arenas 
cementadas (de origen volcánico) con una resistencia al corte media-alta cuyas 
condiciones no son tan desfavorables para las excavaciones. 
 
El nivel freático se localiza entre 6.0-8.0m bajo la superficie por lo cual los requerimientos 
de bombeo son en general mucho menores que en otras zonas de la ciudad  (Rahardjo, 
2017). 
 
Figura 3-1 Excavación de 9m en el sur de Jakarta (Rahardjo, 2017). 
La zona norte de Jakarta es la más complicada debido a la presencia de los suelos poco 
consolidados resultado de depósitos muy blandos de arcilla marina los cuales pueden 
alcanzar espesores entre 15-17m (ver Figura 3-2). Capas aluviales subyacen con 
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espesores entre 2-6m, además existe presencia en algunos sectores de lentes de arenas 
entre 2-15m. Generalmente se encuentran arcillas medias a rígidas bajo los lentes de 
arena a profundidades de 40-50m y arcillas muy rígidas a profundidades mayores de 100m. 
Las problemáticas más comunes se deben a una baja estabilidad debido a que los suelos 
son muy blandos y a la presencia de excesos de presión de poros, los cuales causan 
simultáneamente cargas adicionales a los sistemas de contención, las presiones pueden 
causar mayores deformaciones laterales y asentamientos en las áreas aledañas 
(Rahardjo, 2017).  
 
Finalmente, en Jakarta Central la condición del subsuelo es variable dependiendo de su 
ubicación local, en general se presentan niveles freáticos altos (con profundidades medias 
de 2m-3m), en su mayoría existen arcillas de consistencia media, pero concurren 
igualmente capas de arcillas blandas de profundidad considerable (Ver Figura 3-3). Estas 
se extienden de sur a norte en la ciudad y son propias del proceso de depositación de 
antiguos ríos que transitaban por zonas específicas. Gran parte de estos depósitos blandos 
aún siguen consolidándose. En ciertas áreas locales, existen capas de arena con 
gradación pobre, las cuales provocan dificultades debido al efecto de abatimiento del nivel 




Figura 3-2 Excavación en arcillas marinas blandas al Norte de Jakarta (Rahardjo, 2017). 




Figura 3-3 Condición típica del suelo en Central Jakarta (Rahardjo, 2017). 
Los problemas de abatimiento en ocasiones son pasados por alto, y la atención se enfoca 
en problemas de estabilidad y deformación, pero se pasan desapercibidos los efectos del 
flujo del agua en los estados de esfuerzos y por consiguiente en las deformaciones 
causadas, los cuales pueden tener consecuencias catastróficas dependiendo de la 
confiabilidad de los parámetros de análisis y del modelo numérico. El método de drenaje 
puede causar fallas debido a erosión interna (piping) o un aumento de los esfuerzos 
efectivos debido al descenso del agua a través del suelo causando un aumento de las 
deformaciones. Debido a estas condiciones, un estricto monitoreo del sistema puede evitar 
los efectos nocivos de abatimiento del nivel freático y reproducir con una mayor 
confiabilidad el estado de esfuerzos del suelo. Estudios realizados han reportado daños 
causados por el abatimiento del nivel freático en Jakarta Central causando incrementos de 
esfuerzos en el suelo circundante y provocando asentamientos diferenciales importantes  
(Rahardjo, 2017) (ver Figura 3-4).  Por ello durante las modelaciones del presente estudio 
se realizaron las modelaciones numéricas, teniendo en cuenta las condiciones de flujo 
reportadas para las diferentes etapas de desarrollo de la excavación. 
 




Figura 3-4 Daños, típicos en edificaciones, debidos a asentamientos por abatimiento del nivel 
freático  en Indonesia (Rahardjo, 2017). 
3.2.2 Condiciones Locales 
El proyecto estudiado hace parte de un caso bien documentado de una excavación 
profunda en arcilla en Central Jakarta. La excavación está completamente embebida en 
gruesas capas de arcilla. En el área del proyecto se tiene una detallada descripción de las 
condiciones subsuperficiales, pruebas in situ así como pruebas de laboratorio (Benson 
Hsiung, Yang, Aila, & Ge, 2018). Para el proyecto se determinaron ciertos parámetros, a 
partir de la investigación del subsuelo, que serán contrastados con los parámetros 
obtenidos a partir de las metodologías de inteligencia artificial para el análisis inverso. 
3.2.3 Detalles de la excavación e instrumentación 
A continuación, se describe un resumen del estudio realizado por (Benson Hsiung, Yang, 
Aila, & Ge, 2018). 
La excavación cuenta con una longitud de 430m y un ancho que varía entre los 22 y los 
30m en diferentes secciones (ver Figura 3-5), la excavación fue ejecutada usando la 
metodología top-down con 5 etapas de excavación. 
La excavación está soportada por un muro diafragma de 24.1m de profundidad y 1.0m de 
espesor, con el fin de incrementar la rigidez del sistema se usaron vigas H de acero de 414 
x 405 x 18 x 28 como puntales en la mitad de la excavación a intervalos de 3.0m. 




Figura 3-5 Vista área del lugar de excavación y ubicación de la sección de Análisis D-D  
(Benson Hsiung, Yang, Aila, & Ge, 2018). 
 
El muro diafragma fue construido e instalado inicialmente antes de la ejecución de la 
excavación (ver Figura 3-6). Las cinco etapas anteriormente mencionadas incluyen 
excavaciones a 1.50m, 5.0m, 11.18m, 17.53m y 18.93 m de profundidad; se han instalado 
también 4 losas a diferentes profundidades a lo largo de la excavación. La losa 
denominada losa de cubierta se instaló a una profundidad de 0.40m, la placa superior fue 
instalada a 4.18m, la placa intermedia fue instalada a 10.48m y finalmente la losa de fondo 
que alcanzo una profundidad de 18.13m (ver Figura 3-7). 
 
Figura 3-6 Vista aérea del proceso constructivo en dirección sur-norte (Benson Hsiung, 
Yang, Aila, & Ge, 2018). 
 




Figura 3-7 Perfil de la excavación y etapas del proceso constructivo (Benson Hsiung, 
Yang, Aila, & Ge, 2018). 
Entre los dispositivos de control para el proyecto se encuentran los inclinómetros, puntos 
de inspección de asentamientos superficiales, pozos de observación, transductores de 
esfuerzos y deformímetros. Los inclinómetros fueron instalados en 5 secciones 
transversales (secciones E-E’, D-D’, H-H’, G-G’ y F-F’) (ver Figura 3-8), sin embargo debido 
a resultados no simétricos en diversas secciones y a la posición de mismas dentro de la 
excavación la sección más representativa en condiciones planas de deformación resulta 
ser la sección E-E’ (ver Figura 3-9), la curvatura presentada en dicha sección fue utilizada 
como curva de referencia para los análisis inversos durante la última etapa de excavación. 
 
Figura 3-8 Planta de la excavación y secciones de análisis (Benson Hsiung, Yang, Aila, & 
Ge, 2018). 
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Durante la construcción, igualmente se realizó un monitoreo continuo del cambio del nivel 
freático, en los 3 pozos de observación, afuera de la excavación. Todos los pozos 
mostraron una elevación del nivel freático desde enero hasta mediados de febrero de 2015. 
El pozo denominado OW2 era el más alejado de la excavación y mantuvo un nivel 
aproximadamente constante de 2.0m bajo la superficie. Los pozos OW1 y OW4 cayeron 
entre 1.0 y 2.0m durante la etapa de excavación y se elevaron después de su terminación 
(ver Figura 3-10).  
 
Figura 3-9 Comparación de valores calculados y medidos en la sección E-E' en 
diferentes etapas de excavación (c) 3ra. Etapa (d) 5ta. Etapa (excavación final) (Benson 
Hsiung, Yang, Aila, & Ge, 2018). 
3.2.4 Parámetros de diseño 
La investigación geotécnica incluyó 10 perforaciones con pruebas de SPT a intervalos de 
1.0-2.0m, además de resultados de pruebas de penetración de cono (CPT) pruebas de 
presurómetro (PMT), y pruebas sísmicas “downhole”. En la Figura 3-12, se presenta el 
resumen de los resultados de las pruebas. 




Figura 3-10 Monitoreo del nivel freático afuera de la excavación (Benson Hsiung, Yang, 
Aila, & Ge, 2018). 
 
Figura 3-11 Perfiles de información subsuperficial: (a) contenido de agua, límites de 
Atterberg (b) contenido de arena (c) contenido de finos (d) relación de vacíos (Benson 
Hsiung, Yang, Aila, & Ge, 2018). 





Figura 3-12 Perfiles de pruebas de campo (a)Numero de SPT-N (b) Resistencia en la 
punta del cono (c) resistencia del fuste del cono (d) Velocidad de onda del perfil (Benson 
Hsiung, Yang, Aila, & Ge, 2018). 
El perfil contiene principalmente arcilla, arcilla limosa y limo arcilloso, y aunque el suelo es 
clasificado como arcilla existe una cantidad muy importante de arena (ver Figura 3-11). 
Estratigráficamente el perfil consiste en arcilla aluvial firme (AC), la cual yace sobre una 
arcilla aluvial dura a rígida (DC). Con base en la consistencia, las capas AC y DC fueron 
subdivididas en AC1a-x, AC1b y DC1; los pesos unitarios varían entre 15 y 18 kN/m3   
El contenido de agua varía entre el 28.19% y el 89.26%, el cual generalmente es cercano 
o más alto que el límite plástico, con índice de liquidez variable entre 0.05-0.65. El Índice 
de liquidez (IL) disminuía con la profundidad sugiriendo que la resistencia aumentaba con 
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la profundidad, una alta relación de vacíos fue asociada con altos contenidos de agua 
especialmente en los 10.0 m más cercanos a la superficie (ver Figura 3-11). 
El ensayo de campo del SPT (ver Figura 3-12) realizado en las perforaciones BH12, BH13 
y BH15 fue uno de los criterios para definir la estratigrafía del suelo. Específicamente se 
definieron con esta metodología los perfiles AC1a y AC1b, puesto que el material de los 
primeros 8.0m bajo la superficie presentó valores de N (Numero de golpes para el ensayo 
de SPT) entre 1-8 (capa AC1); en algunas áreas se encontró un material un poco más 
blando, cuyos valores de N estuvieron entre 0-4, dicho material más blando que el anterior 
fue denominado AC1a-x. La capa DC1 encontrada en el medio de la excavación y el fondo 
del mismo presenta valores de SPT-N entre 20-50. 
En la Figura 3-12 se muestran los valores de resistencia por punta (qc) y fuste (fs) de la 
prueba de CPT. El valor de qc mostraba un valor muy bajo para los primeros 7.0m y a partir 
de allí empezó a aumentar gradualmente hasta alcanzar un valor de 30 MPa hacia los 11m 
de profundidad. Los resultados del ensayo CPT muestran una tendencia similar a los 
resultados del ensayo del SPT en los 13.0m sobre los que fue realizado dicho ensayo. 
Debido a que el equipo no contaba con un piezómetro, no se logró determinar la variación 
de la presión de poros en profundidad. 
Las pruebas del ensayo sísmico de downhole se usaron para determinar la velocidad de 
onda de corte en los primeros 45.0m de profundidad. La medición más alta se alcanzó a 
una profundidad entre los 10.0-20.0m con un valor cercano a los 400m/s (ver Figura 3-12). 
Por otro lado, los ensayos de permeabilidad in situ por medio de la prueba de caída del 
nivel de Energía fue realizada en los pozos BH15 y BH17, esta medición permitió 
establecer el rango de permeabilidad entre 3 x 10-8 a 7 x 10-8m/s. 
De igual forma fueron recolectadas muestras, tanto alteradas como inalteradas, para las 
pruebas de laboratorio. Se realizaron pruebas químicas, pruebas de compresión 
inconfinada y ensayos triaxiales consolidados no drenados con medición de presión de 
poros. Estos valores fueron aplicados para la obtención del módulo del suelo y las 
propiedades de resistencia al corte. 
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En el estudio se calculó la resistencia al corte no drenado (Su) con dos (2) metodologías 
diferentes de correlaciones empíricas según la Ecuación 3-12 y la  Ecuación 3-2.3 
𝑆𝑢 = 170 𝑥 𝑒
−4.6 IL         
Ecuación 3-1 
𝑆𝑢 = 6 𝑥 𝑁 
Ecuación 3-2 
En la Figura 3-13 se comparan el perfil de Su calculado a partir de las dos (2) correlaciones, 
se presenta el Índice de Liquidez (área sombreada gris), el número de golpes del ensayo 
de SPT (N) (línea a rayas roja) y los ensayos de compresión inconfinada (puntos blancos). 
 
Figura 3-13 Resistencia al corte no drenado con diferentes metodologías (Benson 
Hsiung, Yang, Aila, & Ge, 2018) 
 
 
2  Relación propuesta por (Wood, 1983) donde se correlaciona la resistencia a la compresión 
inconfinada con el índice de liquidez (IL). 
3  Relación empírica propuesta por  (Kulhawy & Mayne, 1990) donde se relaciona la resistencia con 
el número de golpes del ensayo de SPT. 
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Para profundidades entre 15 y 30m, los valores de Su incrementan aproximadamente de 
forma lineal. Por simplicidad, los valores de compresión inconfinada para el estudio del 
suelo se consideraron con la ecuación de la correlación de SPT, resultados que son 
listados en la Tabla 3-1.  
En relación con los parámetros de resistencia efectiva, se realizaron pocas pruebas 
confiables, obteniéndose ángulos de fricción entre 30° y 34°, sin embargo, el número de 
pruebas fue insuficiente para proveer un perfil completo de parámetros de resistencia 
efectiva. Los ángulos de fricción efectivos fueron únicamente aplicados para obtener el 
valor de la presión de las tierras en reposo para suelos normalmente consolidados4 
Ecuación 3-3 y para suelos sobreconsolidados5 Ecuación 3-4. 
𝐾𝑜 (𝑁𝐶) = 1 − 𝑠𝑒𝑛(𝛷) 
Ecuación 3-3 
𝐾𝑜 (𝑁𝐶) = 1 − 𝑠𝑒𝑛(𝛷)𝑥 𝑂𝐶𝑅
𝑠𝑒𝑛(𝛷) 
Ecuación 3-4 
Los suelos más superficiales sobre los primeros 15.0m son considerados como 
sobreconsolidados con un valor de OCR promedio de 1.5 para las tres (3) primeras capas, 
mientras que para mayores profundidades se consideraron como normalmente 
consolidados. 
Por otro lado el módulo de deformación E se ha calculado mediante tres (3) correlaciones 
empíricas para módulos en arenas6  Ecuación 3-5, correlaciones en arcillas7  Ecuación 3-6 
y para suelos generalizados8 Ecuación 3-7, todas correlacionadas a partir del número de 
golpes corregidos del ensayo de SPT (N). 
𝐸 = 2000  𝑁 (𝑘𝑃𝑎)𝑝𝑎𝑟𝑎 𝑎𝑟𝑒𝑛𝑎𝑠 
Ecuación 3-5 




4 Formula de presión de tierras en reposo para suelo N.C. (Jacky, 1944) 
5 Formula de presión de tierras en reposo para suelo S.C. (Mayne & Kulhawy, 1982) 
6 Formula de módulo de elasticidad para suelo arenoso (Hsiung, 2009) 
7 Formula  de módulo de elasticidad para suelo arcilloso (Yong, 2015) 
8 Formula de módulo de elasticidad para suelos (Japan, 2001) 
60 Análisis de métodos retrogresivo mediante uso de R.N y A.G Título de la tesis o trabajo de investigación 
 
 
𝐸 = 2800 𝑁 (𝑘𝑃𝑎) 𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑜 𝑡𝑖𝑝𝑜 𝑑𝑒 𝑠𝑢𝑒𝑙𝑜𝑠 
Ecuación 3-7 
El módulo del suelo, obtenido por el ensayo de PMT, se esperaba que fuera muy cercano 
al módulo inicial tangente (Ei). Usando una curva hiperbólica esfuerzo deformación se 
podrían obtener los módulos para una 50% del nivel de esfuerzos (E50) con una relación 
de falla (relación existente entre el esfuerzo asintótico del modelo hiperbólico y el esfuerzo 
último) supuesto de 0.9 para arcillas. 
En la Tabla 3-1 se observa la comparación de los módulos de elasticidad (E50) a partir de 
diferentes metodologías. Usando una correlación lineal entre la profundidad y la rigidez del 
suelo se determina la relación entre el módulo de Elasticidad y la profundidad según la  
Ecuación 3-8: 
𝐸50 = 833(𝑧 + 76) (𝑘𝑃𝑎) 
Ecuación 3-8 
De acuerdo con el estudio, 𝐸50(obtenido a partir de las pruebas de compresión 
inconfinada), tiende a estar ubicado en el límite inferior de los resultados obtenidos con los 
ensayos de SPT y PMT. 
A partir de la información anterior se han determinado las propiedades tanto mecánicas 
como las propiedades índice de los materiales presentes en el área de estudio. En la Tabla 
3-1, se hace un resumen de los resultados obtenidos en el estudio antecedente del área 
de estudio (Benson Hsiung, Yang, Aila, & Ge, 2018).En la tabla se observa el número de 
golpes del ensayo de SPT medio para cada capa, el peso unitario, el valor de Su  obtenida 
como resultado de ensayos de campo y laboratorio, el coeficiente de presión de tierras en 
reposo y tres (3) columnas para los módulos de elasticidad: el primero corresponde a la 
correlación obtenida para suelos generalizados, el segundo corresponde a la correlación 
para suelos arcillosos y el tercero obtenido a partir del ensayo de PMT (ver Figura 3-14). 
Las propiedades índice que resultaron de los ensayos de laboratorio serán insumos para 
las propiedades del suelo en el modelo numérico. Por otro lado, los parámetros mecánicos 
de las estructuras fueron obtenidos a partir de la geometría y las propiedades de diseño 
referenciadas en el estudio antecedente. 
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0.0-7.6 Ac1a-x 4 15.5 24 0.58 11200 16000 66822 
7.6-9.9 Ac1b 19 17 114 0.58 53200 76000 70937 
9.9-18.4 DC1 25 18 150 0.58 70000 100000 75452 
18.4-23.4 Ac1b 15 17 90 0.47 42000 60000 81075 
23.4-30.5 Ac1b 16 17 96 0.47 44800 64000 86106 
30.5-38.9 DC1 20 18 120 0.47 56000 80000 92562 
38.9-40.0 DC1 30 18 180 0.47 84000 120000 98310 
 
Fuente: (Benson Hsiung, Yang, Aila, & Ge, 2018) 
 
Figura 3-14 Comparación de los módulos no drenados del suelo, a partir de PMT, 
Pruebas triaxiales y estimaciones empíricas (Benson Hsiung, Yang, Aila, & Ge, 2018). 
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3.3 Parámetros usados durante la modelación 
Los parámetros de entrada para el suelo fueron considerados en el estudio bajo 
condiciones no drenadas debido a la baja permeabilidad de material y las condiciones de 
nivel freático en el área de estudio. 
Dentro de las simulaciones se han utilizado por defecto las siguientes propiedades (Tabla 
3-2): 
Tabla 3-2 Parámetros por defecto en las simulaciones numéricas 
Parámetro Valor Unidades 
Coeficiente de consolidación (𝐶𝑣) 0.914 m
2/día 
Relación de rigidez de fluido de poros 7.056 .  105  
Parámetro B de Skempton 0.987  
Permeabilidad (𝑘) 10 𝑥 10−8 m/seg 
Relación de Poisson no drenada 0.495  
Angulo de dilatancia /ψ 0 Rad 
 
De acuerdo con la teoría, se ha tomado un ángulo de dilatancia de 0, puesto que al tomar 
valores diferentes se podrían generar esfuerzos efectivos poco reales. 
En relación con los parámetros que controlan el comportamiento mecánico y la 
deformabilidad, para el modelo M.C en condición no drenada, únicamente restan por 
estudiar el módulo de Elasticidad y la resistencia al corte no drenado (Su). Dichos 
parámetros son por lo tanto el objeto de estudio de los algoritmos de análisis inversos con 
los cuales se pretenden ajustar los resultados numéricos a los desplazamientos 
referenciados en el estudio antecedente. Los parámetros de estudio serán por lo tanto los 
siguientes: 
• Módulos de elasticidad de las tres (3) capas de suelo (AC1a-x, AC1b y DC1) 
denominadas alternativamente E1, E2 y E3. 
• Cohesión no drenada de las tres (3) capas de suelo (AC1a-x, AC1b y DC1) 
denominadas alternativamente c1, c2 y c3. 
Para ello cabe aclarar que no se ha considerado variabilidad lineal de los parámetros de 
resistencia y tampoco se ha considerado resistencia a la tracción. 
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3.4 Parámetros estructurales 
3.4.1 Consideraciones del modelo numérico estructural 
Para los elementos estructurales se han usado dos (2) tipos de elementos para simular el 
comportamiento estructural. Estos elementos fueron los anchors y 2d beams, el 
comportamiento mecánico de estos elementos es detallados en el Manual de Plaxis 
(Brinkgreve, 2018). 
3.4.2 Valores de referencia tomados 
Para las estructuras, el elemento plate fue utilizado para modelar el muro diafragma. Para 
la modelación de las losas del piso se utilizaron elementos anchor. 
De acuerdo con el American Concrete Institute (ACI) el módulo de elasticidad puede ser 
establecido a partir de la resistencia de compresión del concreto, f’c (MPa) según la 
Ecuación 3-9: 
𝐸 = 4700 √𝑓𝑐
′ 
Ecuación 3-9 
Adicionalmente, a partir de referencias bibliográficas9 se establece que la rigidez “EI” de 
los diafragmas debería ser reducida entre un 20% a un 40% en los análisis, con el fin de 
considerar efectos de daños y roturas en el concreto. En el presente análisis se consideró 
una reducción del 30% de la resistencia para el diafragma y de 20% para las losas. El 
resumen de las entradas para el diafragma se puede detallar en la Tabla 3-3. 
Tabla 3-3 Parámetros de modelación de diafragma 
Parámetro Símbolo Valor Unidades 
Resistencia a la compresión del concreto f'c 21 MPa 
Espesor D 1 MPa 
Módulo de Young E 21700 MPa 
Módulo de Young (70%) 70%E 15200 MPa 
Peso unitario Ω 16 kN/m3 




9 Referencia bibliográfica de reducción de resistencia del concreto (Ou, 2006). 




Los parámetros de modelación para las diferentes placas se resumen en la Tabla 3-4. 
Tabla 3-4 Parámetros de entrada para las placas 
Placa d(m) γ (kN/m3) Ν 80% E 
Placa de cubierta 0.4 24 0.15 17400 
Placa superior 0.8 24 0.15 17400 
Placa intermedia 0.4 24 0.15 17400 
Placa de fondo 1 24 0.15 17400 
 
Se emplearon elementos de interface para los desplazamientos entre los elementos del 
suelo y los elementos estructurales a lo largo del muro diafragma y la losa de fondo. Para 
ello se ha utilizado un factor de reducción 𝑅𝑖𝑛𝑡𝑒𝑟 = 0.5 el cual es un valor típico para la 
interface entre concreto y arcillas. 
3.5 Geometría y enmallado 
Teniendo en cuenta las características de la parte central de la excavación, se ha 
considerado un modelo bidimensional en condición plana de deformación (ver Figura 
3-15). 
 
Figura 3-15 Modelo bidimensional del caso de análisis con elementos triangulares. 
Se elaboró una malla de elementos triangulares de 15 nodos, refinándola en partes más 
críticas como la frontera entre el muro diafragma y el suelo adyacente. 




En relación con la geometría de las capas se consideraron capas horizontales con los 
espesores definidos en la Figura 3-7. Se ha definido igualmente una longitud de aferencia 
horizontalmente de 100.0m (cerca de 4 veces la profundidad de excavación), con el fin de 
disminuir los efectos de frontera, los niveles freáticos se han definido de acuerdo a los 
registros evaluados para cada etapa de excavación. La excavación se definió en 9 etapas, 
tal y como se describe en la Tabla 3-5, una de las etapas de puede visualizar en la Figura 
3-16.  
 
Tabla 3-5 Fases de construcción y secuencias de excavación 
 
Tomado de (Hsiung, Yang, Aila, & Ge, 2017) 
 
Figura 3-16 Visualización de la etapa 4 de la excavación Central Jakarta - Software 
Plaxis 
Una vez establecido el modelo numérico, se procedió a aplicar los algoritmos de 
inteligencia artificial sobre el mismo con el fin de conocer los parámetros mecánicos y la 
deformabilidad del suelo que mejor se ajustan a los desplazamientos reales del muro. 
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4. Análisis de Resultados 
A partir de la descripción del mecanismo de funcionamiento de las herramientas de 
optimización (ítem 2.2 y 2.3) se explica a continuación la estructuración y los factores 
tenidos en cuenta para la aplicación de los algoritmos de I.A sobre el modelo numérico 
desarrollado (ítem 3.3, 3.4 y 3.5). Se realiza al final de cada subcapítulo el análisis de los 
resultados obtenidos con cada una de las metodologías de I.A, analizando 
simultáneamente la estadística descriptiva de las soluciones alcanzadas. 
4.1 Algoritmos genéticos 
4.1.1 Generalidades del espacio de búsqueda y discretización 
De acuerdo con la información preliminar, el rango de búsqueda de parámetros fue definido 
alrededor de la media, obtenida de los ensayos de campo y laboratorio; dicho rango fue 
elaborado de manera empírica debido a la falta de datos estadísticos sobre la variación de 
cada uno de los parámetros en el estudio antecedente. A continuación, en la Tabla 4-1 se 
describen el máximo y mínimo de cada parámetro. 
 















3 (c3) kPa 
Min 5000 5 30000 40 50000 50 
Max 40000 50 180000 180 300000 200 
 
Con esta información, se ha procedido a realizar un conjunto de simulaciones con números 
aleatorios para evaluar la convergencia de los parámetros a lo largo del espacio 
predeterminado, sin embargo, las modelaciones numéricas no lograron la convergencia 
numérica en una considerable cantidad de simulaciones, por lo que se debió reajustar el 
rango de búsqueda. 




En una gráfica de c3 vs c3 (Figura 4-1) se evidencia que gran porcentaje de los análisis 
fallidos se dan para valores de cohesión no drenada (Su) inferior a 120kPa. En las 
siguientes simulaciones, para disminuir de forma importante los casos fallidos, se han 
reajustado las fronteras del espacio de búsqueda de acuerdo con la Tabla 4-2. 
 
Figura 4-1 Análisis de casos sin convergencia numérica (puntos rojos) y casos con 
solución numérica (puntos negros), para el parámetro c3 
 
















Min 5000 5 30000 40 50000 120 
Max 40000 50 180000 180 300000 200 
 
Para la discretizacion de los parámetros se ha tenido en cuenta el orden de magnitud de 
cada uno; por lo que para los valores de cohesión se ha definido 32 intervalos (equivalente 
a 5 bits), mientras que para los parámetros del módulo de elasticidad se han definido 64 
intervalos (equivalentes a 6 bits). Dicha información aparece resumida en la Tabla 4-3. De 
acuerdo con la discretización elaborada se tiene que el número de bits (Nbits) para cada 
individuo es de 33 (el cual incluye los seis parámetros de análisis).  
















Bits 6 5 6 5 6 5 
Intervalos 64 32 64 32 64 32 
Increment 555 1.45 2380.95 4.51 3968.25 2.58 
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4.1.2 Generalidades de las simulaciones efectuadas 
Uno de los factores que puede afectar en mayor medida los resultados de las simulaciones 
con algoritmos genéticos es el tamaño de la población. Se recomienda evaluar tamaños 
de población en función del número de bits del individuo (Levasseur, Malécot, Boulon, & 
Flavigny, 2008). En el presente estudio se han realizado 4 simulaciones para diferentes 
tamaños de población inicial. 
a. 5 veces Nbits (Equivalente a 165 datos aleatorios) 
b. 10 veces Nbits (Equivalente a 330 datos aleatorios) 
c. 20 veces Nbits(Equivalente a 660 datos aleatorios) 
d. 30 veces Nbits (Equivalente a 990 datos aleatorios) 
 
Una vez alcanzado un valor de 10 en la media del error (medida adimensional) para toda 
la población de la generación final se considera la finalización de la simulación y dicha 
población final es la solución al problema propuesto, esta medida equivale a una diferencia 
de 0.5mm entre los resultados numéricos y los resultados experimentales a lo largo del 
muro diafragma (dicha medida fue adoptada debido a la precisión estimada de los equipos 
de medición), esto es equivalente a un margen de error de 3.5% de la deflexión máxima 
del muro diafragma. Cabe resaltar que este criterio puede ser definido de manera diferente 
por el investigador (por ejemplo, teniendo en cuenta la deformación volumétrica variando 
para ello la definición de la función de error y estableciendo un criterio de aceptabilidad 
normativo o de referencia). Se ha establecido para las simulaciones una tasa de mutación 
de 0.005 y una tasa de selección de 0.60 (de acuerdo con las recomendaciones 
establecidas en las referencias descritas en el capítulo 2.2). La evolución del error, los 
cuartiles y la media se pueden observar en la Figura 4-2 hasta la Figura 4-5, los cuales 
muestran la evolución para cada generación de las 4 poblaciones de análisis. 
Por otro lado en la Figura 4-6 Figura 4-8 Figura 4-10 y Figura 4-12 se percibe la evolución 
de la población hacia las áreas donde se encuentran los óptimos globales, igualmente se 
observa el ajuste gradual de las curvas de las simulaciones hacia los desplazamientos 
reales (Figura 4-7 Figura 4-9 Figura 4-11 y Figura 4-13) dichas ilustraciones son los 
resultados de  las simulaciones con una población inicial de 330 individuos. Sin embargo, 
para los otros casos se observa la misma tendencia. 
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Figura 4-3 Evolución de los errores, población de 660 individuos (media, cuartiles, máximo y mínimo). 
 
v 











Figura 4-5  Evolución de los errores, población de 165 individuos (media, cuartiles, máximo y mínimo). 






Evolución de la población y curvas de resultados numéricos para la población inicial de 330 individuos 
 
Figura 4-6 Grafica biplot del espacio de parámetros para 
población inicial de 330 individuos 
 
Figura 4-7 Curvas de deflexión con mayor error y de mejor ajuste 
(curva azul) para la población inicial de 330 individuos 
 
Figura 4-8  Grafica biplot del espacio de parámetros para 
población 330 individuos, iteración 3 
 
 
Figura 4-9 Curvas de deflexión con mayor error y de mejor ajuste 
(curva azul) para la población inicial de 330 individuos Iteración 3 




Figura 4-10  Grafica biplot del espacio de parámetros para 
población 330 individuos en la iteración 5  
 
Figura 4-11  Curvas de deflexión con mayor error y  de 
mejor ajuste (curva azul) población inicial de 330 individuos 
iteración 5 
 
Figura 4-12 Grafica biplot del espacio de parámetros para 
población 330 individuos en la iteración 8 
 
Figura 4-13  Curvas de deflexión con para los resultados 
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Se ha realizado un análisis de componentes principales utilizando una normalización de 
los parámetros con los resultados de la población de 990 individuos (siendo esta la de los 
valores más representativos) como se ilustra en la Figura 4-14. Se observa que en la 
componente principal 1 (de mayor variación) están principalmente alineados los 
parámetros E1 y cohesión 1 (parámetros de mayor variabilidad), mientras que los 
parámetros E2, E3 y cohesión 2 se encuentran entre las componentes principal 1 y 2; 
finalmente la cohesión 3 (de menor variación) no está alineada en absoluto con la 
componente principal 1. 
 
Figura 4-14 Análisis de componentes principales de los resultados de la población de 990 
individuos. 
Con el fin de evaluar el incremento de la calidad de los resultados, entre las primeras 
simulaciones se han comparado los resultados de los individuos mejor adaptados 
durante cada generación. Dicha información aparece resumida en la Tabla 4-5 y la Figura 
4-15 hasta la  Figura 4-18. 
La tendencia de desviación estándar y la tendencia de los errores es decreciente así como 
la media (como se observa en la Figura 4-15 hasta la Figura 4-18), este decrecimiento no 
es tan pronunciado como la disminución del error de toda la población (Figura 4-2 hasta la 
Figura 4-5). 
En la población de 165 individuos se observa una clara oscilación del error, debido a la 
poca cantidad de parámetros iniciales, por lo que no se alcanza a lograr una búsqueda 
amplia en el espacio de análisis y se presentan datos que no están dentro de la zona de 
óptimo global, aumentando levemente la media del error e igualmente su desviación; para 
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330 individuos también presenta una ligera oscilación (Figura 4-16); mientras que para las 
poblaciones con 660 individuos y 990 individuos (Figura 4-17 y Figura 4-18 
respectivamente) la tendencia decreciente del error es mucho más marcada, al igual que 
su desviación. Adicionalmente ha valorado la evolución de los diferentes parámetros de 
análisis para los individuos mejor ajustados de cada generación (información que aparece 
resumida en la Tabla 4-13). Para el parámetro E2 la tendencia es creciente, principalmente 
para las poblaciones de 660 y 990 individuos, mientras para las poblaciones de 330 y 165 
individuos se presentan algunas oscilaciones (debido a la poca disponibilidad de individuos 
en el espacio de búsqueda), esta tendencia también se observa en los parámetros c2 y 
E3. Para el parámetro c3 se observan, en todos los casos, algunas oscilaciones del valor 
medio por lo que se concluye que los resultados óptimos se han encontrado casi 
inicialmente en las primeras generaciones. Se podría concluir que el óptimo para dicho 
parámetro presenta un área fuertemente marcada.  
En general la desviación estándar sigue la misma tendencia que la media de los 
parámetros; su magnitud por otro lado es poco significativa en la mayoría de los casos 
(E2,c2, E3 y c3) la desviación estándar no supera el 11% en entrenamientos con 660 y 
990 individuos (mientras que para 165 y 330 individuos el límite es hasta el 20% de 
variación). Sin embargo, los parámetros E1 y c1 presentan una desviación mucho mayor 
(para los cuales todos los valores de desviación están por encima de 29% hasta el 72%). 
Se concluye, por lo tanto, que dichos parámetros no tienen una influencia importante en la 
calidad del ajuste de los parámetros a la curva seleccionada. Los resultados considerados 
como óptimos para las simulaciones con A.G, son los obtenidos con una población inicial 
de 990 individuos, los cuales se presentan a continuación. 
Tabla 4-4 Resultados de la modelación de algoritmos genéticos para una población de 
990 individuos al finalizar la iteración 8 
 
E1 (kPa) c1 (kPa) E2 (kPa) c2 (kPa) E3 (kPa) c3 (kPa) 
Media 24682.54 32.476959 177448.98 157.74194 288378.68 177.51152 
Desv. Estand. 11018.232 15.004416 3020.9868 16.754617 12102.978 17.948684 
Porcentaje 44.6 46.2 1.7 10.6 4.2 10.1 
 
Por otro lado, se ha demostrado que para obtener resultados de una buena calidad de 
ajuste es necesaria la evaluación de por lo menos 660 individuos (equivalente a 20 Nbis). 
Estos resultados son coherentes con las recomendaciones de la bibliografía consultada, 
en donde se sugieren poblaciones superiores a 15 Nbis. 
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• Variación de los errores en los parametros mejor adaptados en cada iteración  
 
Figura 4-15 Desviación estándar y media del error para 165 ind.  
Figura 4-16 Desviación estándar y media del error para 330 
 
Figura 4-17 Desviación estándar y media del error para 660 ind  






















Desviacion estandar (1) y media del error (2) Poblacion 























Desviacion estandar (1) y media del error (2) Poblacion inicial 
























Desviacion estandar (1) y media del error (2) Poblacion inicial 






















Desviacion estandar (1) y media del error (2) Poblacion 
inicial de 990 individuos, evolucion a lo largo de la 
iteraciones




Tabla 4-5 Evolución de la media y desviación estándar de cada uno de los parámetros a lo largo de las diferentes generaciones y para 
cada una de los cuatro (4) tamaños de población inicial. 
 

























Gen1 11432 25185 16 23 10514 169286 20 151 33547 266931 15 178 
Gen2 13511 22407 19 27 7441 172460 23 155 25799 253704 28 170 
Gen3 10660 26204 12 18 7009 173651 24 137 24127 275529 21 172 
Gen4 9629 18889 12 27 7968 170476 19 142 23644 262302 21 174 
Gen5 8392 26759 14 28 5960 172063 20 146 19669 280820 19 173 
Gen6 8647 29815 14 33 5359 171270 30 148 21060 275529 17 172              
 

























Gen1 13664 24583 3 46 1375 171667 13 157 7599 246429 33 159 
Gen2 12409 24583 16 26 3074 176429 6 173 27373 261310 12 161 
Gen3 13888 23750 12 31 8909 170476 14 163 20620 266270 22 172 
Gen4 13691 25556 9 29 7867 165119 27 151 29161 276190 9 185 
Gen5 13769 29583 14 29 4066 174643 25 135 13506 283135 22 173 
Gen6 9296 32222 14 30 7009 172857 26 160 22301 277183 26 151 

































Gen1 11361 21111 11 20 8912 169762 19 153 29840 267857 22 159 
Gen2 8666 27778 11 26 5435 172619 20 151 28810 266667 18 140 
Gen3 9184 21000 13 31 13525 164286 22 153 31103 263889 26 146 
Gen4 13077 26056 15 35 8339 169048 19 147 25816 276587 25 155 
Gen5 10281 25889 15 25 4635 173571 19 151 10980 288492 23 160 
Gen6 10066 25611 16 24 2620 175476 14 164 9548 289286 22 155 
Gen7 8357 22556 15 27 2245 175238 14 164 9250 288492 19 157 
Gen8 9874 25500 15 26 2620 175476 13 166 13068 287302 23 154              
 

























Gen1 9909 26429 15 30 8493 169456 19 139 22254 275057 20 160 
Gen2 9305 26071 16 30 8782 169796 24 147 22147 268537 21 169 
Gen3 12356 23294 13 37 7456 171667 24 151 24450 270238 28 173 
Gen4 8942 23413 13 27 5238 175408 20 156 22741 268537 21 168 
Gen5 11817 22976 16 29 4619 175408 18 160 19787 281576 22 160 
Gen6 10743 24405 16 27 3702 176259 18 160 9742 288946 27 163 
Gen7 10895 24127 15 34 3292 176939 18 159 13428 286961 21 168 
Gen8 11018 24683 15 32 3021 177449 17 158 12103 288379 18 178 
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En relación con los parámetros de diseño (ver Tabla 4-6)se observa que los parámetros 
obtenidos con los algoritmos genéticos fueron, en la mayoría de los casos, superiores a 
los obtenidos con los ensayos de campo y laboratorio. El parámetro E1 (módulo de 
elasticidad del material AC1a-x) cuyo rango calculado mediante correlaciones del ensayo 
de SPT era entre 16000.0 kPa a 66822.0 kPa, resultó en un valor 24682.5 kPa lo cual 
indica que estaba en el rango previamente establecido, por otro lado, c1 (cohesión no 
drenada material AC1a-x) obtenido mediante ensayos de laboratorio fue de 24 kPa, 
mientras con las simulaciones fue de 32.48kPa en la media, un valor muy cercano a lo 
predicho con los ensayos de laboratorio. Sin embargo, cabe aclarar que la variación de la 
solución final de dichos parámetros fue muy alta, permitiendo deducir su poca influencia 
en las simulaciones numéricas.  
Por otro lado, el parámetro E2 (módulo de elasticidad de la capa Ac1-b) se obtuvo de 
correlaciones de ensayos de campo que variaban entre 42000.0 kPa  y 76000.0 kPa , sin 
embargo con las simulaciones se obtuvo un valor mucho más alto de 177448.98 kPa  con 
una desviación estándar de 3021  kPa, mientras el parámetro c2  (cohesión no drenada de 
la capa Ac1-b) se obtuvo con los ensayos de laboratorio y de campo valores que oscilaban 
entre 90 y 114 kPa, mientras que con las simulaciones se obtuvo un valor final de 157 kPa 
con una desviación estándar de 16kPa. 
Finalmente, para el material denominado DC1, se obtuvo un módulo de elasticidad (E3) 
cuyo rango se ubicaba entre 56000 kPa y 120000 kPa (ensayos de laboratorio), mientras 
con la aplicación de A.G se alcanzó un valor de 288378 kPa con una variación de 
12102.978 kPa, lo cual resulta en un valor mucho más elevado que los predichos 
inicialmente. De manera análoga la cohesión no drenada (c3) cuyos resultados oscilaban 
entre 120kPa y 150 kPa de los ensayos de laboratorio, se obtuvo un valor de 177kPa.  
Tabla 4-6 Resultados de resistencia al corte no drenada y módulo de elasticidad 
calculado mediante tres (3) alternativas de estudios antecedentes. 
Capa Cu (kPa) E50 (2800N) (kPa) E50 (4000N) (kPa) E50 (PMT) (kPa) 
  Valor medio (Mínimo-Máximo Valor medio (Mínimo-Máximo  Valor medio (Mínimo-Máximo) 
1 Ac1a-x 24 11200 16000 66822 
2 Ac1-b 100 (90-114) 46666.67 (42000-53200) 66666.67 (60000-76000) 79372.67(70937-86106) 
3  DC1  150 (120-150) 70000 (56000-84000) 100000 (80000-120000) 88764.67(75452-98310) 
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4.2 Redes Neuronales 
4.2.1 Generalidades de la estructuración 
Para realizar una comparación efectiva entre las dos (2) metodologías (AG y RN) se ha 
usado la misma información inicial generada de manera aleatoria para los algoritmos 
genéticos, en este caso fueron los resultados generados para las poblaciones iniciales de 
990, 660,330 y 165 individuos, los cuales serán usados como el insumo de entrenamiento 
de la red perceptrón multicapa. 
 
En el caso de las redes neuronales los parámetros de entrada pueden ser cualquier tipo 
de información que tenga un vínculo con los parámetros de salida que se desean obtener, 
por ejemplo, se podrían utilizar como parámetros de entrada los desplazamientos del muro 
diafragma y como elementos de salida de la red los parámetros de resistencia mecánica y 
de deformabilidad (objeto de estudio de análisis inversos). 
 
Sin embargo, es evidente que una red con muchos parámetros puede volverse poco 
práctica, en términos de cálculo, por lo que se han evaluado dos (2) tipos de parámetros 
de entrada. Como alternativa 1 se han tomado tres (3) parámetros de entrada adicionales 
al bias, estos parámetros son la deformación volumétrica del muro (por unidad de 
profundidad), la deformación máxima del muro y la profundidad a la cual se encuentra el 
desplazamiento máximo. Como alternativa 2 se ha entrenado la red con cuatro (4) 
parámetros de entrada (adicionales al bias) los cuales son los desplazamientos 
horizontales del muro a las profundidades de 5.0, 10.0, 15.0 y 20.0m. 
 
Por otro lado con el fin de simplificar la red se han omitido los parámetros c1 y E1 ya 
que durante la aplicación de los algoritmos genéticos se ha demostrado que estos 
parámetros tienen poca influencia en los desplazamientos generados en el muro 
diafragma, por lo tanto los parámetros mecánicos y de deformabilidad de salida son 
E2,c2,E3 y c3. A continuación, se muestra un esquema de las estructuras de la red 
neuronal tanto de la alternativa 1 como de la alternativa 2 (ver Figura 4-19 y Figura 4-20 ) 




Figura 4-19 Estructura red neuronal Alternativa 1 
 
Figura 4-20 Estructura red neuronal alternativa 2 
4.2.2 Entrenamiento de las redes neuronales 
La normalización resulta fundamental para un adecuado funcionamiento de la red neuronal 
debido a que parámetros con valores absolutos de órdenes de magnitud mayor dominaran 
a aquellos con valores absolutos inferiores, por lo que tanto los parámetros de entrada 
como los de salida han sido normalizados entre el 0.0 y el 1.0 a partir de la expresión de 






Donde x representa cualquier parámetro (tanto los de entrada como los 4 parámetros de 
salida). 
 
Por ejemplo, para la alternativa 1 y población inicial de 990 individuos se tienen los datos 
de normalización de la  Tabla 4-8 y Tabla 4-8, estos datos deberán ser ajustados para 
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ambas alternativas y para cada una de las cuatro (4) poblaciones iniciales (990, 660,330 y 
165) 
Tabla 4-7 Máximos y mínimos de cada parámetro de entrada para la normalización. 
Alternativa 1, población 990 individuos. 
 Salida 1 (E2) (kPa) Salida 2 (c2) (kPa) Salida 3 (E3) (kPa) Salida 4 (c4) 
Mínimo 30000 40 50000 120 
Máximo  180000 180 300000 200 
 
Tabla 4-8 Máximos y mínimos de cada parámetro de salida para la normalización. 
Alternativa 1, población 990 individuos. 
 Entrada 1 deform. 
máx (m). 
Entrada 2 profund. 
máx.(m) 
Entrada  3 cambio 
volum.(m3/m) 
mín. -0.264 -24.1 -1.852 
máx. -0.0109 -15.306 -0.176 
 
Debido a que el entrenamiento utilizado para calcular los pesos de las conexiones ha sido 
el de aprendizaje delta bar delta con influencia de momento se deben tener en cuenta 
cinco (5) parámetros (𝜃 = 0.6     κ = 0.01    Φ = 0.5  μ = 0.5  y  ε𝑖𝑛𝑖 = 0.03), cuyos valores 
se han tomado a partir de las recomendaciones bibliográficas y a partir de diversas 
simulaciones ejecutadas. A través de dichas simulaciones se ha evidenciado que el 
parámetro de mayor influencia en la velocidad de convergencia es el parámetro épsilon 
inicial (ε𝑖𝑛𝑖), en general para la evaluación de dicho parámetro se buscó que el error se 
acercara hacia el óptimo sin un grado de oscilación importante e igualmente buscando que 
la magnitud absoluta de los pesos de interconexión no fluctuara a diferentes órdenes de 
magnitud. 
Para el caso del estudio se ha evidenciado que los parámetros con los cuales se ha 
trabajado reflejan una tendencia, como se observa en la Figura 4-21. 
En la Figura 4-21 se puede observar la evolución del error durante las calibraciones; en 
este caso se presentan dos (2) curvas, la curva roja representa la evolución del error con 
los parámetros de entrenamiento mientras la curva negra representa la evolución de los 
errores con los parámetros de control, es evidente que hay un punto en el cual los datos 
de entrenamiento  se ajustan cada vez más a un error mínimo a costa de un refinamiento 
demasiado alto que hace perder la generalidad de la solución encontrada (evidente en un 
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aumento del error de los parámetros de control). Para el caso de cada una de las 
poblaciones se han tomado la mitad de los resultados como parámetros de control mientras 
la otra mitad se ha usado como parámetros de entrenamiento de la red. 
 
Figura 4-21 Evolución del error para datos de entrenamiento de la red neuronal (línea 
roja) y datos de control (línea negra). 
Por otro lado, en la Figura 4-22 se puede observar la variación del rango de cada uno de 
los parámetros de salida en los entrenamientos; cómo se puede observar, a mayores 
iteraciones de entrenamientos el rango se acerca progresivamente a la unidad. Lo ideal es 
que en la red se alcance un rango de 1.0 para cada uno de los parámetros (debido a la 
normalización efectuada inicialmente), sin embargo, como se evidencio anteriormente a 
medida que el rango aumenta progresivamente, el error de los datos de control vuelve a 
aumentar, se trata por tanto de encontrar el equilibrio entre un error mínimo de los 
parámetros de control y un rango máximo para los parámetros de salida. 
Para el presente estudio se han definido cuatro puntos de control denominados A,B,C y D 
(Figura 4-22), los cuales representan respectivamente los resultados para los valores 
aleatorios iniciales sin ninguna iteración de entrenamiento (A), los resultados para la 
iteración de entrenamiento en el cual se encuentra el error mínimo en los parámetros de 
control (B), el valor de la iteración para el cual se amplía el rango de manera significativa 
de los parámetros de salida (C) y el valor al cual se amplía al máximo el rango de los 
parámetros (D) a costa de un error creciente en los parámetros de control. 
Es evidente que la solución óptima se encuentra entre los resultados de los puntos B y C 




Figura 4-22 Puntos de control A, B, C y D, y evolución de los rangos de cada intervalo a 
lo largo del entrenamiento. 
A continuación, y de acuerdo con los parámetros elegidos de simulación de la red, se 
muestran los resultados para los datos de la población de 990 individuos para la 
alternativa 1. 
 
Con estos parámetros se han realizado simulaciones para diez (10) conjuntos de pesos de 
interconexión generados de forma aleatoria (entre el 0.0 y el 1.0) y se muestran los 
resultados de las simulaciones para el punto de análisis A (Tabla 4-9), punto de análisis B 
(Tabla 4-10), punto de análisis C (Tabla 4-11) y punto de análisis D (Tabla 4-12) 
Tabla 4-9 Resultados de los parámetros para cada una de las 10 simulaciones para la 
alternativa 1, Población 990, punto de análisis A. 
 Sim.1 Sim.2 Sim.3 Sim.4 Sim.5 Sim.6 Sim.7 Sim.8 Sim.9 Sim.10 
E2(kPa) 
174952 174348 159805 164051 175305 175838 174810 171711 175157 177003 
c2 (kPa) 
170 168 164 169 173 167 171 161 167 169 
E3 (kPa) 
293126 283083 292587 292426 292397 292611 294203 285539 291023 297320 
c3 (kPa) 
191 198 198 194 194 198 198 197 195 194 
 
Tabla 4-10 Resultados de los parámetros para cada una de las 10 simulaciones para la 
alternativa 1, Población 990, punto de análisis B. 
 Sim.1 Sim.2 Sim.3 Sim.4 Sim.5 Sim.6 Sim.7 Sim.8 Sim.9 Sim.10 
E2 (kPa) 
148512 146346 148911 150224 155792 152885 153121 154301 156996 152861 
c2(kPa) 
142 144 143 148 151 145 147 150 148 147 
E3(kPa) 
238091 232415 238159 240311 241477 237094 237039 233158 242400 246939 
c3(kPa) 
183 184 184 184 184 185 184 182 184 184 
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Tabla 4-11 Resultados de los parámetros para cada una de las 10 simulaciones para la 
alternativa 1, Población 990, punto de análisis C. 
 Sim.1 Sim.2 Sim.3 Sim.4 Sim.5 Sim.6 Sim.7 Sim.8 Sim.9 Sim.10 
E2(kPa) 
179920 179292 179568 173788 179978 179982 179967 179181 179951 179753 
c2(kPa) 
174 174 163 173 172 172 169 171 171 172 
E3(kPa) 
175035 185849 175545 175040 198756 177425 182115 175107 177243 175411 
c3(kPa) 
193 190 191 188 193 192 191 191 191 189 
 
Tabla 4-12 Resultados de los parámetros para cada una de las 10 simulaciones para la 
alternativa 1, Población 990, punto de análisis D. 
 Sim.1 Sim.2 Sim.3 Sim.4 Sim.5 Sim.6 Sim.7 Sim.8 Sim.9 Sim.10 
E2(kPa) 
180000 180000 179962 179610 180000 179995 179996 179981 179999 179759 
c2(kPa) 
175 175 175 175 175 175 175 174 175 175 
E3(kPa) 
205355 190211 274514 175006 184585 278300 215671 175016 192630 275520 
c3(kPa) 
200 199 194 192 200 199 199 194 196 195 
 
Tabla 4-13 Valores del número de entrenamientos para alcanzar cada uno de los cuatro 
(4) puntos de análisis (A,B,C,D) para la población de 990 individuos, alternativa 1. 








1 1 33 436 2000 
2 1 25 192 2000 
3 1 26 405 2000 
4 1 31 240 2000 
5 1 41 580 2000 
6 1 37 420 2000 
7 1 36 400 2000 
8 1 42 340 2000 
9 1 39 410 2000 
10 1 32 440 2000 
 
Para cada una de las dos (2) alternativas y para cada una de las poblaciones (990, 660, 
330, y 165), se siguió el mismo procedimiento obteniendo los resultados que se describirán 
en la sección 4.2.3. 
4.2.3 Resultados obtenidos con la metodología de R.N 
A continuación, se muestran los gráficos y los análisis de resultados para las dos 
alternativas (3 y 4 parámetros de entrada), así como para los cuatro (4) tamaños de 
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población (990, 660, 330 y 165 datos) y los respectivos análisis en los puntos de control A, 
B, C y D descritos en el apartado anterior. 
 ALTERNATIVA 1 
 
Como se puede observar la evolución del error para los datos de entrenamiento, en cada 
una de las cuatro poblaciones, disminuye gradualmente a lo largo del reajuste de 
pesos(Figura 4-23); mientras para los datos de control (Figura 4-24), se observa 
claramente que el error llega a un mínimo para el punto de control B y progresivamente 
vuelve a aumentar, en ambos casos la población de 990 individuos presenta una tendencia 
levemente más marcada que las otras poblaciones, sin embargo la diferencia no es 
significativa entre todas las poblaciones. 
 
Variacion del error para los cuatro (4) puntos de análisis, evaluado para las cuatro 
(4) poblaciones, (alternativa 1) 
 
Figura 4-23 Evolución del error para los datos de entrenamiento 
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Variación del rango de  parámetros para los puntos de análisis a,b, c y d, alternativa 1 
 
Figura 4-25 Evolución del rango parámetro E2 alternativa 1 
 
Figura 4-26  Evolución del rango parámetro c2 alternativa 1 
 
Figura 4-27 Evolución del rango parámetro E3 alternativa 1 
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Variación de resultados para los puntos de análisis b y c para las 4 poblaciones (alternativa 1) 
 
Figura 4-29 Resultados media y desv. estándar parámetro E2  
 
Figura 4-30 Resultados media y desv. estándar parámetro c2 
 
Figura 4-31 Resultados media y desv. estándar parámetro E3 
 
Figura 4-32 Resultados media y desv. estándar parámetro c3 
  
165 330 660 990
3403 1888 3970 3051
1903 9729 1456 2340
151995
145699 148733 147634
179138 174035 177761 175219
Parametro E2
Desv. estandar B Desv. estandar C Media punto B Media punto C
165 330 660 990
3 3 5 3
3 4 3 3
147 152 154 150
171 171 176 172
Parametro c2
Desv. estandar B Desv. estandar C
165 330 660 990










Desv. estandar B Desv. estandar C Media punto B Media punto C 165 330 660 990
1 1 2 1
2 8 3 1
184 180 181 180
191 182 178 181
Parametro c3
Desv. estandar B Desv. estandar C
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Por otro lado, la tendencia del rango en general para los parámetros es creciente, 
aproximándose a la unidad (valor óptimo) (Figura 4-25 a Figura 4-28), la tendencia de 
mayor ascenso del rango se encuentra entre los puntos B y C, alcanzado en este último 
un valor que se podría considerar óptimo. Aunque en general la tendencia es creciente 
para todos los parámetros, se observa un crecimiento inferior del rango para las 
poblaciones de 990 y 660 individuos, el cual es especialmente evidente para el parámetro 
c3 (Figura 4-28). Esto se puede deber a que una mayor cantidad de datos de 
entrenamiento pueden volver un poco más rígidos los cambios de los pesos de las 
interconexiones reflejándose en un menor cambio de rango de los parámetros. Se observa 
que para el entrenamiento de las redes neuronales no es necesaria una gran cantidad de 
simulaciones para encontrar los parámetros de análisis como en el caso de los algoritmos 
genéticos. 
Los resultados observados para cada uno de los parámetros (Figura 4-29 a Figura 4-32) 
reflejan que la magnitud de los parámetros es muy similar para las diferentes poblaciones 
(990, 660, 330 y 165 individuos), pero se evidencia un cambio sustancial entre los puntos 
B y C; por ejemplo para el parámetro E3 (Figura 4-31), los valores de la media del punto  
de análisis B son superiores a los resultados obtenidos para el punto C, mientras que para 
los parámetros E2 (Figura 4-29) y c2 (Figura 4-30) la tendencia es contraria. Por otro lado, 
en el parámetro c3 se encuentran valores muy similares en todos los casos.  
Aunque hay una diferencia entre los puntos B y C descritos anteriormente esta variación 
de los resultados se encuentra entre un 0.3% y un 25% de los resultados entre uno y otro 
punto de análisis. La mayor variación se observó para el parámetro E3 (variando desde 
4% hasta 25%), el parámetro E2 tuvo una variación entre el 15% y el 16% mientras las 
menores variaciones se obtuvieron para el parámetro c2 (entre el 11% y el 14% y el 
parámetro c3 (menores de 3.7%). 
Finalmente, a pesar de la generación de diez (10) familias de pesos iniciales, de forma 
aleatoria, se evidencia que la variación de los parámetros es mínima (no supera el 7% de 
la desviación estándar en el 93% de los casos). Por lo que los resultados se consideran lo 
suficientemente consistentes. A continuación, se muestran los resultados de la alternativa 
2  
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• ALTERNATIVA 2 
 
La tendencia de los errores es muy similar para el entrenamiento que para la Alternativa 1. 
Incluso se puede afirmar lo mismo de la magnitud de los errores, puesto que para el punto 
A, los datos de entrenamiento, se encuentran alrededor de 0.12 (Figura 4-33) de 0.04 para 
el punto B, 0.028 para el punto C y de 0.02 para el punto D.  
 
Variacion del error para los cuatro (4) puntos de análisis, evaluado para las cuatro 
(4) poblaciones, (alternativa 2) 
 
Figura 4-33 Evolución del error para los datos de entrenamiento 
 
Figura 4-34 Evolución del error para los parámetros de control. 
En los errores, con la muestra de control (Figura 4-34) se observa la misma tendencia de 
disminución en el punto B y posteriormente un incremento a medida que avanza el 
entrenamiento. En este caso la variación de los parámetros para los cuatro (4) diferentes 
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menor que los valores presentados para la alternativa 1, lo cual puede deberse a que una 
mayor cantidad de pesos puede rigidizar levemente la estructura de la red. 
La tendencia de la evolución del rango para los parámetros (Figura 4-35 a Figura 4-38) es 
bastante similar que los obtenidos con la alternativa 1 (Figura 4-25 a Figura 4-28), e 
igualmente entre el punto B y C se encuentra el incremento más importante. El rango del 
parámetro c3 (Figura 4-38) es notoriamente inferior a los otros tres (3) parámetros 
evaluados (E2, c2, E3), mientras que la forma de evolución de cada uno de los parámetros 
es notoriamente similar a la alternativa 1. 
 
La variación entre los puntos B y C se encuentra entre un 5% y un 25%. La mayor variación 
nuevamente se obtuvo para el parámetro E3 (variando desde 17% hasta 25%), el 
parámetro c2 tuvo una variación entre el 11% y el 17% mientras las menores variaciones 
se obtuvieron para el parámetro E2 (entre el 6% y el 13%) y el parámetro c3 (menores de 
2.5%). Comparada con la alternativa 1 no se observa una mejora sustancial con respecto 
a los resultados, puesto que el parámetro E3 presenta en ambos casos una variación alta 
alcanzando hasta un 25%; el parámetro E2 tuvo una menor variación en la alternativa 2 
(disminuyendo de 16% de la alternativa 1), mientras que el parámetro c2 se mantuvo 
aproximadamente constante (para la alternativa 1 la variación estuvo entre 11% y 15%). 
Finalmente, en ambos casos la variación de c3 es muy baja, en parte causada 
probablemente por el bajo rango que se alcanza con el entrenamiento para este parámetro. 
En general se observa que los resultados para el parámetro E2 (Figura 4-39) son mayores 
que los obtenidos por la alternativa 1 (Figura 4-29). Por otro lado, el parámetro c2 en ambas 
alternativas presenta un valor bastante similar por lo cual se considera independiente del 
tipo de alternativa o del tamaño de la población. El parámetro E3 en promedio, en ambas 
alternativas, resulta bastante similar pero la variación más grande de los resultados se 
obtuvo para la alternativa 1. Finalmente, el parámetro c3 al igual que el parámetro c2 
presentó resultados muy similares para el promedio en ambos casos, sin embargo, en este 
caso el valor de menor variación se presentó en la alternativa 2. 
En general se ha observado que la cantidad de datos analizados para las diferentes 
poblaciones no tiene un efecto considerable en la calidad de las respuestas, debido a que 
la cantidad de datos es lo suficientemente amplia para analizar la generalidad de los casos, 
adicionalmente a pesar de la evaluación de dos (2) tipologías de estructuras, con diferentes 
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parámetros de entrada, tampoco se ha evidenciado una considerable variabilidad de los 
resultados, lo que en parte se debe a la consistencia de la estructura de la red. Finalmente, 
los puntos A y D no son representativos de las respuestas, en el primer caso debido a que 
no se ha realizado ningún entrenamiento de la red y el segundo caso es el extremo de un 
refinamiento excesivo que hace perder la generalidad de las soluciones. Por otro lado, 
entre los puntos B y C se ha decantado por las respuestas de punto de control C, ya que 
el incremento del rango es mucho más significativo (alcanzando un incremento del 1200% 
para parámetros como E3) que el incremento del error en los parámetros de control 
(aumento promedio cercano al 40%). 
La solución elegida se ha decantado por la solución de la alternativa 1 punto de análisis C 
con una población de 330 individuos, debido a que la mayoría de parámetros se 
encuentran en la media de las diferentes simulaciones. Cabe resaltar que como se ha 
descrito anteriormente que la variación de las diferentes alternativas es baja. 
Tabla 4-14 Resultados de la alternativa 1, punto de análisis C, población de 990 
individuos. 
 E2 (kPa) C2 (kPa) E3(kPa) C3 (kPa) 
Media Punto C 174034.8 171.4 220368.5 182.3 
Desv. Estándar 9728.58 3.87 41351.44 7.87 
Porcentaje 5.59 2.26 18.76 4.32 
 
Por otro lado, en la tabla 4-15, se presentan nuevamente los datos revelados por el estudio 
antecedente, obtenidos de los ensayos de campo y laboratorio compilados con el módulo 
de elasticidad calculado por las (3) diferentes metodologías y la resistencia al corte no 
drenado. 
Tabla 4-15 Resultados de resistencia al corte no drenada y módulo de elasticidad 
calculado mediante tres (3) alternativas de estudios antecedentes 
Capa Cu (kPa) E50 (2800N) E50 (4000N) E50 (PMT) 
  Valor medio (Mínimo-Máximo Valor medio (Mínimo-Máximo  Valor medio (Mínimo-Máximo) 
1 Ac1a-x 24 11200 16000 66822 
2 Ac1-b 100 (90-114) 46666.67 (42000-53200) 66666.67 (60000-76000) 79372.67(70937-86106) 
3  DC1  150 (120-150) 70000 (56000-84000) 100000 (80000-120000) 88764.67(75452-98310) 
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Como se puede observar, las simulaciones con redes neuronales no arrojan un conjunto 
de soluciones como los algoritmos genéticos, sino que generan una solución única por 
cada simulación, sin embargo, las tendencias de los resultados obtenidos son similares a 
los obtenidos por los Algoritmos Genéticos, la desviación estándar calculada anteriormente 
solo corresponde a la variación de los resultados obtenidos por las diez simulaciones 
ejecutadas.  
Para la capa Ac1-b se obtuvo un módulo de elasticidad (E2) de 174034.8 kPa mediante 
las simulaciones de redes neuronales mientras que los rangos de los resultados de 
correlaciones de ensayos de campo estuvieron entre 42000.0 kPa y 76000.0 kPa; el 
resultado con A.G fue de 177448.98. kPa por otro lado, la cohesión no drenada para la 
misma capa (c2) obtenida mediante R.N fue de 171.4 kPa comparadas con el rango de 
90kPa a 114 kPa obtenidos con los ensayos de laboratorio y el valor de 157 kPa obtenido 
mediante A.G con una desviación estándar de 16 kPa. 
Por otro lado, para la capa DC1 el módulo de elasticidad (E3) obtenido con las 
simulaciones de R.N fue de 220368.5 kPa, superiores a los resultados de correlaciones de 
los ensayos de campo (rango de 56000.0  kPa y 120000.0  kPa) pero inferiores al resultado 
obtenido con A.G (288378  kPa con una variación de 12102.98  kPa). La cohesión no 
drenada para la capa DC1 (c3) obtenida con las simulaciones de R.N fue de 182.3 kPa, 
igualmente superior al rango de las correlaciones de los ensayos de campo (120kPa a 150 
kPa), y muy cercano a los resultados obtenidos con A.G de 177 kPa. 
 
Capítulo 5 94 
 
 
Variación del rango de  parámetros para los puntos de análisis a,b, c y d, alternativa 2 
  
Figura 4-35 Evolución del rango parámetro E2 alternativa 2 
  
Figura 4-36 Evolución del rango parámetro c2 alternativa 2 
  
Figura 4-37 Evolución del rango parámetro E3 alternativa 2 
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Variación de resultados para los puntos de análisis b y c para las 4 poblaciones (alternativa 2) 
 
Figura 4-39 Resultados media y desv estándar parámetro E2 
 
Figura 4-40 Resultados media y desv estándar parámetro c2 
 
Figura 4-41 Resultados media y desv estándar parámetro E3 
 
Figura 4-42 Resultados media y desv estándar parámetro c3 
 
165 330 660 990
3270 9791 3223 2613
17960 10563 6985 9286




Desv. estandar B Desv. estandar C Media punto B Media punto C
165 330 660 990
2 10 2 2
1 11 10 5
144 151 146 148
175 171 170 171
Parametro c2
Desv. estandar B Desv. estandar C Media punto B Media punto C
165 330 660 990
4937 11796 7407 8975
2465 11106 7111 3719
240171 221667 235046
244624176493 182675 181251 183782
Parametro E3
Desv. estandar B Desv. estandar C Media punto B Media punto C
165 330 660 990
1 1 1 1
3 2 1 1
184 180 181 180
180 184 181 185
Parametro c3
Desv. estandar B Desv. estandar C Media punto B Media punto C
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4.3 Observaciones importantes 
4.3.1 Algoritmos genéticos 
 
El desarrollo de la metodología con algoritmos genéticos ha estimado principalmente el 
efecto de los resultados para diferentes tamaños de población (5,10, 20 y 30 Nbits) y se ha 
calculado la variación del conjunto solución para cada una de dichas variables. Entre los 
puntos a destacar para dicho método se resalta la siguiente información: 
1. Se observa la calidad del ajuste de las curvas obtenidas por simulaciones 
numéricas a los desplazamientos reales mediante dicho método y la evolución del 
conjunto solución durante cada generación. 
2. A mayor cantidad de parámetros la solución de la población mejora y la tendencia 
de la disminución del error para los parámetros más óptimos en cada época 
disminuye de manera consistente (esta tendencia no se observa para poblaciones 
iguales o inferiores a 10 Nbits).  
3. Se considera que, para las poblaciones analizadas, únicamente se obtuvieron 
resultados satisfactorios para poblaciones iniciales iguales o superiores a 20 Nbits. 
(con una población final lo suficientemente amplia para evaluar la variación de los 
parámetros).  
4. Se ha planteado como la respuesta al problema presentado la solución obtenida 
con una población inicial de 990 individuos  
 
4.3.2 Redes neuronales 
Se evaluó la tendencia de los resultados para las diferentes variables del planteamiento 
del método con R.N., entre las variables se encuentran: dos (2) estructuras de redes 
neuronales (alternativa 1 y 2), numero de datos de entrenamiento (165, 330, 660 y 990 
datos), cuatro (4) puntos de análisis (A, B, C, D) o equivalente a cuatro (4) diferentes 
números de iteraciones de entrenamiento. 
1. Para las dos alternativas planteadas no se observa una diferencia considerable en 
los resultados obtenidos (a pesar de que las variables de entrada fueron 
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diferentes). Se insta a la evaluación de estructuras más complejas en la cantidad 
de parámetros. 
2. El tamaño de la población (número de datos para el entrenamiento de la red) no 
tuvo una considerable mejora como en el caso de los A.G., ya que la cantidad de 
datos proporcionados fueron lo suficientemente amplios para aproximar la relación 
entre los parámetros de entrada y salida. 
3. La variación de las diferentes simulaciones para cada uno de los puntos de análisis 
no supera el 7% en el 93% de los casos, por lo que se ha evaluado la consistencia 
de los resultados de las redes neuronales, a pesar de ser un método con una 
considerable cantidad de parámetros provenientes de números aleatorios. 
4. La variación de todos los parámetros entre los puntos de análisis B y C se 
encuentra entre un 4% y un 25%, siendo el parámetro E3 el único en superar el 
17% de variación entre uno y otro punto de análisis. 
5. Entre los puntos de análisis B y C, se ha decantado por las respuestas 
proporcionadas en el punto C debido a que el aumento del rango de los parámetros 
es considerablemente mayor al aumento del error. Por lo tanto, se considera que 
las funciones de aproximación se ajustan mejor a la totalidad de los parámetros. 
6. Los parámetros obtenidos con R.N. se encuentran dentro de la desviación estándar 
del conjunto solución proporcionado por los A.G. a excepción del parámetro E3 
cuyos resultados con R.N. fueron considerablemente inferiores a los obtenidos con 
los A.G (cerca del 25%), sin embargo, en ambos casos los resultados fueron 
superiores a los parámetros determinados en los ensayos de laboratorio y campo. 
 
4.3.3 Resultados 
A continuación, se muestra la gráfica comparativa de las curvas de las simulaciones 
numéricas obtenidas tanto con los parámetros obtenidos de ensayos de campo y 
laboratorio como de los resultados obtenidos con las redes neuronales y los algoritmos 
genéticos. Estas curvas tienen como punto de referencia la deflexión real al final de la 
excavación (curva azul punteada). 




Figura 4-43 Comparación de las curvas obtenidas con cada uno de los parámetros a) 
Roja. parámetros mínimos de laboratorio b) Negra. Parámetros medio de laboratorio c) 
Verde. Parámetro maximo de laboratorio d) Fucsia. Algoritmos genéticos e) Azul celeste. 
Redes Neuronales f) Azul punteado. deflexión real 
Como se puede evidenciar los parámetros obtenidos por ensayos de campo y laboratorio 
sobreestiman hasta un 300% la deformación máxima obtenida en los desplazamientos 
reales, mientras los algoritmos de inteligencia artificial alcanzan ordenes de magnitudes 
similares a los desplazamientos presentados en campo. Los resultados obtenidos por AG 
presentaron un error de 8 mientras las redes neuronales presentaron un error de 25, 
mientras los resultados numéricos obtenidos con los parámetros obtenidos de ensayos de 
campo y laboratorio presentaron errores superiores a 260. En las curvas se ve la 
importante influencia de los parámetros de las capas más profundas (E2,c2,E3,c3) y se 
observa como la subestimación de dichos parámetros generan desplazamientos mucho 
más altos. 
4.3.4 Aplicaciones reales 
Con las alternativas desarrolladas se puede ejecutar un procedimiento sistematizado para 
el análisis inverso en proyectos de ingeniería geotécnica aplicando las metodologías de 
inteligencia artificial desarrolladas en el presente proyecto, dicho procedimiento esta 
esquematizado en la Figura 4-44, Figura 4-45 y Figura 4-46 
 





• Proceso de diseño método observacional 
 
 
Figura 4-44 Procedimiento sistematizado para la ejecución de análisis inverso. 
Elaboración propia. 
 
Caracterizacion inicial de propiedades por 
ensayos de campo y laboratorio
Modelacion numerica
Proyeccion de obras suceptibles a 
modificacion
Monitoreo y control de campo
Las predicciones 
numericas son cercanas 
a la realidad
Los disenos estan en el margen de 
seguridad y economia
Reevaluacionn de parametros mediante 
algoritmos de inteligencia artificial
Ver diagrama de flujo para Redes 
Neuronales o Algoritmos Geneticos
NO 
SI 
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• Estructuración de los algoritmos genéticos 
 
 
Figura 4-45 Diagrama de flujo análisis inverso con Algoritmos Genéticos. Elaboración propia. 
 
 
1.Rango de los 




3.Seleccion del tamano 
de la poblacion inicial
4.Iniciacion de la 
poblacion de manera 
aleatoria
5.Evaluacion de la 
funcion de error para 
cada individuo
6.Seleccion de los 
mejores individuos
7.Cruzamiento de la 
informacion de la 
generacion padre
8.Mutacion de la 
generacion hijo
9.Evaluacion del error 
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• Estructuración de las redes neuronales 
.            
Figura 4-46 Diagrama de flujo análisis inverso con Redes Neuronales. Elaboración propia. 
 
1.Formulacion de la 
estructura de la red 
(incluyendo las funciones 
de aproximacion) 
2.Evaluacion de las 
derivadas de los pesos 
con respecto a la funcion 
de error seleccionada
3. Iniciacion aleatoria de los 
pesos
4. Generacion  de patrones 
de entrenamiento (a partir 
de multiples simulaciones 
con el MEF) 
5. Normalizacion de los 
patrones de entrada y 
salida
6.Ajuste progresivo  de los 
pesos mediante 
retropropagacion
7.Evaluacion del rango y 
error para cada parametro 
con la red reformulada
8. Error y rango 
son aceptables
9. Nueva evaluacion con los 
patrones de entrenamiento para la 
red actualizada (remitirse al paso 6)
10. Insercion de los datos 
de caso de estudio 
analizado
11.Datos de salida y 






5. Conclusiones y recomendaciones 
5.1 Conclusiones 
Se han formulado y analizado los resultados de dos (2) metodologías de inteligencia 
artificial (Redes neuronales y Algoritmos genéticos) para la solución del problema de 
análisis inverso para los parámetros de resistencia (cohesión no drenada) y deformabilidad 
(módulo de Young) de tres (3) capas de suelo en una excavación profunda en la ciudad de 
Jakarta.  
A continuación, se establecen las conclusiones de los resultados obtenidos con A.G. y 
posteriormente se detallan los resultados obtenidos con R.N. Finalmente se hace una 
comparación de los resultados numéricos obtenidos con ambas metodologías frente a los 
resultados de mediciones obtenidas de ensayos de campo y laboratorio.   
De acuerdo con los resultados alcanzados por los algoritmos genéticos, se concluye que 
una población superior a 15 veces el número de bits es lo suficientemente amplia para 
obtener resultados estadísticos aceptables (como se preveía anteriormente en la 
bibliografía consultada). En este caso con poblaciones iniciales de 660 y 990 individuos 
(20 y 30 Nbits) se obtuvo una cantidad final aceptable de individuos con los cuales se puede 
determinar de manera confiable el conjunto solución al problema planteado  
Se debe asegurar una adecuada discretización del medio pues un refinamiento excesivo 
aumentara exponencialmente el número de cálculos y no se obtendrán resultados mucho 
más satisfactorios de los que se pueden lograr con un refinamiento general, dicha 
discretización fue determinada empíricamente en este proyecto.  
Para el caso del presente estudio se considera presentar como satisfactorios los resultados 
para la población de 990 individuos con A.G. Haciendo énfasis en que la desviación 
estándar de los parámetros E1 y c1 (de la capa superficial Ac1a-x) son muy altos, por lo 
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cual se considera que estos últimos no agregan efecto considerable a los desplazamientos 
obtenidos numéricamente. 
Por otro lado, con los análisis de redes neuronales se observó que la cantidad de datos 
manejados por los individuos de los algoritmos genéticos no mejora necesariamente el 
ajuste de los resultados obtenidos, es decir, se observa que mientras haya una exploración 
uniforme del espacio de búsqueda con los suficientes datos, las redes neuronales se 
pueden ajustar adecuadamente a la información presentada.  
Las redes neuronales poseen una mayor eficiencia que los algoritmos genéticos; ya que 
por ejemplo para alcanzar los resultados finales de la población de 990 individuos con 
algoritmos genéticos fueron necesarios 2436 simulaciones lo que para un procedimiento 
sistematizado como el que se ha desarrollado en el presente estudio requiere alrededor 
de tres (3) días completos para un computador estándar10 mientras las 330 simulaciones 
para los datos de entrenamiento de las R.N. necesitaron alrededor de nueve (9) horas.  
Con relación a los parámetros, se observa que es fundamental observar el error tanto de 
los parámetros de control como de los parámetros de entrenamiento, así como el intervalo 
de salida de la información, el cual revelará las iteraciones necesarias para alcanzar una 
solución adecuada (manteniendo un error mínimo aceptable y un adecuado rango en los 
parámetros de salida). En el caso del presente estudio, de acuerdo con los resultados 
observados y los análisis previamente justificados se ha decantado por la solución de la 
alternativa 1 para el punto de análisis C para una población de 330 individuos. 
Tanto los resultados obtenidos con las redes neuronales como con los algoritmos 
genéticos son superiores a los resultados menos conservadores de los ensayos de campo 
y laboratorio ejecutados, sin embargo, los parámetros de mejor ajuste a las modelaciones 
numéricas fueron los obtenidos por los algoritmos genéticos los cuales buscan el menor 
valor en la función de error. Con una eficiencia mucho más alta, las redes neuronales han 




10 Computador de procesador Intel de quinta generación o similar, 4 Gb de RAM, Tarjeta gráfica 





Tabla 5-1 Resumen de los resultados finales de simulaciones A.G y R.N. 
 
E1 (kPa) c1 (kPa) E2 (kPa) c2 (kPa) E3 (kPa) c3 (kPa) 
Mín. (Ensayos) 11200 24 42000 90 56000 120 
Máx. (Ensayos) 16000 24 76000 114 120000 150 
R.N N.C N.C 174034 171.4 220368 182.3 
A.G 24682.5 32.48 177448 157 288378 177 
Diferen. R.N-A.G % 
  
1.9 8.8 26.7 3.0 
 
La diferencia entre los parámetros no es muy importante teniendo en cuenta que los 
resultados de las redes neuronales se encuentran dentro de la varianza de las soluciones 
de los A.G, a excepción del parámetro E3. Probablemente una estructuración más 
compleja de la red permitiría una mejor calidad de ajuste para este último. 
De los resultados obtenidos se resalta la viabilidad de la ejecución de análisis inversos con 
inteligencia artificial, en proyectos de ingeniería geotécnica de diversa índole, incluso por 
encima de métodos convencionales que no siempre alcanzan una respuesta óptima para 
problemas como el propuesto, con este planteamiento se han obtenido respuestas 
satisfactorias (dentro del margen de incertidumbre que se maneja en ingeniería civil), y 
aunque estas herramientas están en constante evolución, se ha verificado una buena 
calidad de ajuste con los avances existentes. Todo ello fue realizado con software de fácil 
acceso para cualquier oficina de ingeniería. Con una inversión de tiempo adicional para 
ajustar ostensiblemente los diseños a las condiciones reales en campo, se pueden tener 
ahorros significativos de dinero en caso del desarrollo de obras con diseños muy 
conservadores, o el rediseño de obras de ajustes para condiciones poco seguras.  
5.2 Recomendaciones 
De acuerdo con las observaciones de las simulaciones de algoritmos genéticos se 
recomienda un estudio sobre el nivel de refinamiento óptimo del espacio de búsqueda con 
el fin de minimizar los tiempos de búsqueda sin afectar en gran medida la precisión. El 
presente estudio ha realizado la discretización de acuerdo con las recomendaciones de 
otros autores, así como de análisis práctico. Esta discretización resulta central pues a partir 
de ella se define el número de individuos a evaluar y por lo tanto resulta fundamental 
encontrar una relación óptima entre la discretización y el tamaño de la población.  
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Se recomienda igualmente realizar análisis mixtos con otras alternativas puesto que se ha 
observado en la literatura que existen análisis que parten de una discretización general y 
a medida que se va aproximando a la solución se hace un refinamiento de la malla con el 
fin de optimizar el número de cálculo y a su vez obtener una menor dispersión de los datos 
al final del procedimiento. En general se puede mejorar el proceso de optimización de los 
algoritmos genéticos puesto que los resultados son muy cercanos a los datos esperados, 
pero resulta aún bastante dispendioso el análisis. 
Por otro lado, aunque la precisión de las redes neuronales no es tan alta como la de los 
algoritmos genéticos, se observa que esta metodología, con pocos parámetros puede 
alcanzar una generalización del comportamiento adecuada. Se recomienda evaluar, en 
este caso, una mayor diversidad de estructuras de la red con el fin de valorar si una mayor 
cantidad de parámetros en las redes puede generar un comportamiento más aproximado 
a los resultados esperados y como esto afecta la estabilidad de los resultados mediante la 
generación de múltiples datos aleatorios. En este estudio se observó en general una alta 
consistencia de los resultados a pesar de la aleatoriedad de los datos iniciales. 
Igualmente, se recomienda evaluar el efecto del tiempo de entrenamiento puesto que una 
red con mayor cantidad de parámetros requerirá un mayor número de iteraciones y por lo 
tanto un mayor tiempo para encontrar las soluciones óptimas. 
 
Por otro lado, se recomienda el uso de estas alternativas de análisis en proyectos de 
diseño de ingeniería geotécnica ya que resultan ser herramientas sumamente prácticas 
para análisis muy recurrentes en la ingeniería geotécnica, con dichos procedimientos se 
puede disminuir de manera considerable la incertidumbre que recae sobre los parámetros 
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6.1 Código algoritmos genéticos 
 
//DATOS INICIALES DE LA GENERACION PADRE Y LOS PARAMETROS DE 
BUSQUEDA 
//Generación padre 
//printf("Ingrese el número de población inicial a analizar") 
Pbini=330  //NUMERO DE POBLACION PADRE 
 
//Nparametros=input(' ') //Numero de variables que se van a tener en cuenta p ej E1,E2, 
E3 ,C1, C2 , C3 , Nu1  Nu2 Nu3, etc 
Nbitp=[6; 5; 6; 5; 6; 5] //Numero de bits por cada parámetro 
Liminf=[5000; 5; 30000; 40; 50000; 50] //Limite inferior del rango por cada parametro 
Limsup=[40000; 50; 180000; 180; 300000; 200] //Limite superior de rango por cada 
parametro 
Nparametros=length(Nbitp) //Longitud del vector Nbitp y Liminf y Limsup 
 
for i=1:Nparametros 
    Rango(i)=Limsup(i)-Liminf(i) 
    Intervalos(i)=2^Nbitp(i) 
    Delta(i)=(Limsup(i)-Liminf(i))/(Intervalos(i)-1)  
end 
 
//Generación de posición de Nbit de cada variable y la longitud de bits 
for  i=1:Nparametros 
    if i==1 
    Nbitpacum(i)=Nbitp(i) 
    else 
    Nbitpacum(i)=Nbitpacum(i-1)+Nbitp(i)  //Va acumulando los valores del vector Nbitp 
para saber la longitud del número de Bits de todos los parámetros en el vector Nbitpacum 
    end 
end 
 
Nbit=Nbitpacum(Nparametros) //El ultimo valor del vector Nbitp corresponde al total de 
Longitud de Bits de todos los parámetros que se cruzan 
 
//GENERACION DATOS INCIALES ALEATORIOS Y CODIFICACION 
 
for i=1:Pbini 
    for j=1:Nparametros 
    aux= round ((Intervalos(j)-1)*rand())  
    Binini(i,j)=dec2bin(aux,Nbitp(j)) 
    end 
end 




//Binini es una matriz de números binarios cuya filas corresponde al número de Padres 
Pbini y las columnas a cada variable  Nparametros y en cada posición se encuentra el 
intervalo que ha quedad seleccionado aleatoriamente dentro de los intervalos definidos 
 
for i=1:Pbini 
    Binjunto(i)='' 
    for j=1:Nparametros 
    Binjunto(i)=Binjunto(i)+Binini(i,j); 
    end 
end 
//Binjunto es un vector de caracteres que une todos los valores de Binini en un solo valor, 
es decir cada padre quedara representado con una cadena continua de caracteres 
 
 
//DECODIFICACION GENERACION INICIAL 
 
//Decodificación del número decimal 
for i=1:Pbini 
    for j=1:Nparametros 
    Decini(i,j)=bin2dec(Binini(i,j)) 
    end 
end 
 
//Decini es la matriz Binini traducida en decimal 
 
//Calculo del parámetro de entrada de acuerdo a los intervalos 
for i=1:Pbini 
    for j=1:Nparametros 
    Parametro(i,j)=Liminf(j)+Delta(j)*(Decini(i,j)) 
    end 
end 
 
// Parámetro= la matriz del valor decimal de cada parámetro cuyas filas corresponden al 
número de padres y las columnas al  número de parámetros 
 
//CALCULO DE ERRORES 
 
cd \Users\usuario\Downloads\Modelacion 
Ue = read("Prueba.csv",-1,1); 
Un = read("Prueba.csv",-1,Pbini); 
//Importar resultados de desplazamientos numéricos 
[Nd,aux4]=size(Un)  //Definición automática de la cantidad de puntos de medición aux4 
es igual a Pbini 
//Nd=6 
alpha=0.01   //Error relativo adimensional 
epsilon=0.01 //Error absoluto 
for i=1:Pbini 
    Ferraux=0     //Para contador inicial del error cuadrático 





//    Ferraux=((Ue(j,1)-Un(j,i))^2)/((epsilon+alpha*Ue(j,1))^2)+Ferraux //Sumatoria 
automática de los errores 
    Ferraux=((Ue(1,j)-Un(i,j))^2)/((epsilon+alpha*Ue(1,j))^2)+Ferraux //Sumatoria 
automática de los errores 
    end  





Tasadecruzamiento=0.333 //Tasa de combinaciones para los hijos 
Pcruzar=ceil(Tasadecruzamiento*Pbini) //Redondeo de población de hijos a número 
entero 
 
if modulo(Pcruzar,2)==0 then  //Redondeo al par siguiente 
    Pcruzar=Pcruzar 
    else 
    Pcruzar=Pcruzar+1 
end 
 
for i=1:Pbini-Pcruzar  //Eliminación de la población inicial menos calificada 
    Q=max(Ferr)  //Nombra a la variable Q como el error maximo del vector Ferr 
//    disp(Q) 
    [x,y]=find(Ferr(:,1)==Q)   //Busca la fila donde está ubicado el error maximo del vector 
Ferr y lo llama x 
//    disp(x) 
    Ferr(x,:) = []; //Elimina la fila x del vector Ferr 
//    disp(Ferr) 
    Binini(x,:)= []; // Elimina la fila x del vector Binini 
    Parametro(x,:)= []; //Elimina la fila x del vector parámetro 
//    disp (Parametro) 
    Binjunto (x)= [];   //Elimina toda la fila del vector Binjunto 
    Decini(x,:)= [];   //Elimina toda la fila del vector Decini 
end 
 
Erradm=0.03 //Error admisible 
Pcruzar=ceil(Tasadecruzamiento*Pbini) //Redondeo de población de hijos a número 
entero 
 
if modulo(Pcruzar,2)==0 then  //Redondeo al par siguiente 
    Pcruzar=Pcruzar 
    else 
    Pcruzar=Pcruzar+1 
end 
 
for i=1:Pbini  //Eliminación de la población inicial menos calificada 
    Q=max(Ferr)  //Nombra a la variable Q como el error maximo del vector Ferr 
    if  Q>Erradm 
        then 




    [x,y]=find(Ferr(:,1)==Q)   //Busca la fila donde está ubicado el error maximo del vector 
Ferr y lo llama x 
    Ferr(x,:) = []; //Elimina la fila x del vector Ferr 
    Binini(x,:)= []; // Elimina la fila x del vector Binini 
    Parametro(x,:)= []; //Elimina la fila x del vector parámetro 
    Binjunto (x)= [];   //Elimina toda la fila del vector Binjunto 




if modulo(length(Ferr),2)==1  then 
    Q1=max(Ferr) 
   [x,y]=find(Ferr(:,1)==Q1) 
   Ferr(x,:) = []; 
   Binini(x,:)= []; 
   Parametro(x,:)= []; 
   Binjunto (x)= []; 










for i=1:(Pcruzar/2)//   El número de cruzamientos será la mitad de la población cruzada 
 
Ncortes=Nparametros //Igual al número de parámetros de acuerdo a la recomendación     
 
    for j=1:Ncortes 
    Puntosdecorte(j)=ceil((Nbit-1)*rand()) //Generación aleatoria de puntos de corte y se 
aproxima al siguiente entero es decir minimo va en la posicion 1 y maximo puede ir hasta 
Nbit-Nparametros para que el maximo no supere la cadena de bits con las siguientes 
aproximaciones  
    end 
 
    for j=1:Ncortes    //Ordenación de menor a mayor los puntos de corte en el vector 
Pcorte y eliminación de los valores de Puntosdecorte 
    Qaux=min(Puntosdecorte) 
    [x,y]=find(Puntosdecorte(:,1)==Qaux)  //Si se repite un valor queda eliminado 
    Pcorte(j)=Qaux 




    for j=1:Ncortes-1    //Evitar que puntos de corte sean los mismos 





    then Pcorte(j+1)= Pcorte(j+1)+1 
    end 
    end 
*/ 
    Ncortes=length(Pcorte) 
     
disp(Ncortes) 
 
    if  modulo(Ncortes,2)==0  //CASO 1 PEDAZOS ES IMPAR Y N CORTES ES PAR 
        printf("Caso 1 Nortes par ") 
       for j=1:Ncortes+1 
            if j==1                               //Primer pedazo 
            Binhijo(2*i,1)=part(Binjunto(2*i),1:Pcorte(1))  
            Binhijo(2*i-1,1)=part(Binjunto(2*i-1),1:Pcorte(1)) 
        elseif modulo(j,2)==0 & j<>Ncortes+1                           //Partes pares 
            Binhijo(2*i-1,j)=part(Binjunto(2*i),Pcorte(j-1)+1:Pcorte(j)) 
            Binhijo(2*i,j)=part(Binjunto(2*i-1),Pcorte(j-1)+1:Pcorte(j)) 
        elseif modulo(j,2)==1 & j<>Ncortes+1 & j<>1                    //Partes impares 
            Binhijo(2*i-1,j)=part(Binjunto(2*i-1),Pcorte(j-1)+1:Pcorte(j)) 
            Binhijo(2*i,j)=part(Binjunto(2*i),Pcorte(j-1)+1:Pcorte(j)) 
        elseif j==Ncortes+1                                            //Ultimo pedazo 
            Binhijo(2*i-1,j)=part(Binjunto(2*i-1),Pcorte(j-1)+1:Nbit) 
            Binhijo(2*i,j)=part(Binjunto(2*i),Pcorte(j-1)+1:Nbit) 
        end   //cierra el ciclo hasta que se terminen los pedazos 
        end  //cierra el ciclo CASO PCORTE IMPAR 
     
else                        //CASO 1 PEDAZOS ES PAR 
    printf("Caso 1 Nortes impar ") 
        for j=1:Ncortes+1 
             
        if j==1             then                                  //Primer pedazo 
            Binhijo(2*i,1)=part(Binjunto(2*i),1:Pcorte(1))  
            Binhijo(2*i-1,1)=part(Binjunto(2*i-1),1:Pcorte(1)) 
        elseif modulo(j,2)==0 & j<>Ncortes+1                                  //Partes pares 
            Binhijo(2*i-1,j)=part(Binjunto(2*i),Pcorte(j-1)+1:Pcorte(j)) 
            Binhijo(2*i,j)=part(Binjunto(2*i-1),Pcorte(j-1)+1:Pcorte(j)) 
        elseif modulo(j,2)==1 & j<>Ncortes+1 & j<>1                           //Partes impares 
            Binhijo(2*i-1,j)=part(Binjunto(2*i-1),Pcorte(j-1)+1:Pcorte(j)) 
            Binhijo(2*i,j)=part(Binjunto(2*i),Pcorte(j-1)+1:Pcorte(j)) 
        elseif j==Ncortes+1                                                    //Ultimo pedazo 
            Binhijo(2*i-1,j)=part(Binjunto(2*i),Pcorte(j-1)+1:Nbit) 
            Binhijo(2*i,j)=part(Binjunto(2*i-1),Pcorte(j-1)+1:Nbit) 
        end   //cierra el ciclo hasta que se terminen los pedazos 
        end  //cierra el ciclo caso pcortepar 
    end //Cierra el ciclo de casos 
     
      
 
end  //Cierra el ciclo por cada par de dato emparentado 





     
    //Juntar el código en una sola columna Binhijojunto 
    for i=1:Pcruzar 
    Binhijojunto(i)='' 
    for j=1:Nparametros+1 
    Binhijojunto(i)=Binhijojunto(i)+Binhijo(i,j); 




    for j=1:Nbit 



















    if j<>Posmutar(i) then 
        Binmutar(Vmutar,j)=Binmutar(Vmutar,j) 
    else 
        if Binmutar(Vmutar,j)=='1' then 
        Binmutar(Vmutar,j)='0' 
        else 
        Binmutar(Vmutar,j)='1' 
        end 




for i=i:Pcruzar  //Union de los datos 
    Binmutarjunto(i)='' 
    for j=1:Nbit 
    Binmutarjunto(i)=Binmutarjunto(i)+Binmutar(i,j) 







for i=1:Pcruzar  //Separación para el valor de cada variable 
    for j=1:Nparametros 
        if j==1 
    Binfin(i,1)=part(Binmutarjunto(i),1:Nbitpacum(j)) 
    else             






    for j=1:Nparametros      





    for j=1:Nparametros 
    Parametrofin(i,j)=Liminf(j)+Delta(j)*(Decfin(i,j)) 










    Aleatorio(i)=rand() 
end 
for i=1:Pcruzar 
    Q3=min(Aleatorio(i)) 
   [x,y]=find(Aleatorio(:,1)==Q3)   //Busca la fila donde está ubicado el error maximo del 
vector Ferr y lo llama x 
    Aleatorio(x) = 2; //Cambia el valor por un valor de -1 
    Posicion(x)=i 
end 
  




6.2 Código de entrenamiento de redes neuronales  
 
 
//Ingreso de datos de entrada 
Nentrenamientos=700; 
Ndeejemplos=986/2; 
Nentradas=4;//Numero de parámetros de entrada sin contar el bias 




    Pesosini1pruebaA=zeros(Nentradas+1,Nhiden1,Ndatosaleatorios) 
    Pesosini1pruebaB=zeros(Nentradas+1,Nhiden1,Ndatosaleatorios) 
    Pesosini1pruebaC=zeros(Nentradas+1,Nhiden1,Ndatosaleatorios) 
    Pesosini1pruebaD=zeros(Nentradas+1,Nhiden1,Ndatosaleatorios) 
 
    Pesosini2pruebaA=zeros(Nhiden1+1,Nsalidas,Ndatosaleatorios) 
    Pesosini2pruebaB=zeros(Nhiden1+1,Nsalidas,Ndatosaleatorios) 
    Pesosini2pruebaC=zeros(Nhiden1+1,Nsalidas,Ndatosaleatorios) 














//Pesosini2=read("Pesosiniciales",-1,1);  // (nihideoutput1+1)*(nihideoutput2) 
Ndatos=Ndeejemplos*2 
 
Entradas=read("Entradas Completas Intento 4 Iteracion 1 (5-10-15-20)  CORREGIDO 
SIN ERRORES GRANDES.csv",Nentradas+1,Ndatos); //En las entradas se debe agregar 
un 1 en la fila superior 
Salidasaux=read("Salidas Completas Intento 4 Iteracion 1 (5-10-15-20) CORREGIDO 
SIN ERROES GRANDES.csv",Ndatos,Nsalidas); 
Salidas=Salidasaux' 
 
Pesosini1(:,:,1)=read("Pesosini1 Intento 4 Iteracion 1 (Max, prof, vol) CORREGIDO SIN 
ERROES GRANDES.csv",Nentradas+1,Nhiden1); //El número de datos aleatorios totales 





Pesosini2(:,:,1)=read("Pesosini2 Intento 4 Iteracion 1 (Max, prof, vol) CORREGIDO SIN 





























































    aux1=Ndatos+1-(2*i) 
    aux2=Ndatos+2-(2*i) 
    Entradas(:,aux1) = []; 
    Entradasprueba(:,aux2) = []; 
    Salidas(:,aux1) = []; 





//Comienza el ciclo por cada ejemplo 
for k=1:Ndeejemplos 
     
     
//Ciclo para crear u y y alcanzando la primera capa 
for i=1:Nhiden1 
    u(i,k,m)=0 
    for j=1:Nentradas+1 
        NeuronasHiden1(j,i)=Pesosini1(j,i,m)*Entradas(j,k) //Se mantiene fijo la llegada en la 
neuronaHiden, variando las variables de entrada 
        u(i,k,m)=u(i,k,m)+NeuronasHiden1(j,i) //Sumatoria acumulada e inversión inmediata 
de la matriz donde las salidas de hiden se convierten en las entradas para la salida 
    end 
        y(1,k,m)=1 //El 1 del bias 
        y(i+1,k,m)=1/(1+(exp(-u(i,k,m))))  
end 
 
//Ciclo para crear v y z alcanzando la capa de salida 
 
for i=1:Nsalidas 
        v(i,k,m)=0 
    for j=1:Nhiden1+1 
        NeuronasSalida(j,i)=Pesosini2(j,i,m)*y(j,k,m) 
        v(i,k,m)=v(i,k,m)+NeuronasSalida(j,i) 
    end 














    for j=1:Nsalidas 
    dEdb(i,j,k,m)=((z(j,k,m)-Salidas(j,k))*(z(j,k,m))*((1-z(j,k,m))))*y(i,k,m) 




    for j=1:Nhiden1 
        pbacum(i,j)=0 
        for f=1:Nsalidas 
        pbacum(i,j)=((z(f,k,m)-Salidas(f,k))*(z(f,k,m))*((1-
z(f,k,m))))*Pesosini2(j+1,f,m)+(pbacum(i,j))  
        end 
 //Se traspone la matriz 
        dEda(i,j,k,m)=(pbacum(i,j)*y(j+1,k,m))*(1-y(j+1,k,m))*Entradas(i,k) //Queda una 
matriz tridimensional con filas Nentradas+1 y columnas Nhiden output y en k la cantidad 
de ejemplos 







//COMIENZA USUARIOS PRUEBA 
 
for i=1:Nhiden1 
    uprueba(i,k,m)=0 
    for j=1:Nentradas+1 
        NeuronasHiden1prueba(j,i)=Pesosini1(j,i,m)*Entradasprueba(j,k) //Se mantiene fijo 
la llegada en la neuronaHiden, variando las variables de entrada 
        uprueba(i,k,m)=u(i,k,m)+NeuronasHiden1prueba(j,i) //Sumatoria acumulada e 
inversión inmediata de la matriz donde las salidas de hiden se convierten en las entradas 
para la salida 
    end 
        yprueba(1,k,m)=1 //El bias input en la primera posición 
        yprueba(i+1,k,m)=1/(1+(exp(-uprueba(i,k,m)))) //La función se corre una debido a 
que la primera posición es para el bias 
end 
 
//Ciclo para crear v y z alcanzando la capa de salida 
 
for i=1:Nsalidas 
        vprueba(i,k,m)=0 
    for j=1:Nhiden1+1 




        NeuronasSalidaprueba(j,i)=Pesosini2(j,i,m)*yprueba(j,k,m) 
        vprueba(i,k,m)=v(i,k,m)+NeuronasSalidaprueba(j,i) 
    end 
        zprueba(i,k,m)=1/(1+(exp(-vprueba(i,k,m))))  //Se puede variar la función de salida 



















    MSEprueba(m)=(Eprueba(m,i)+MSEprueba(m)) 
end 





    MSE(m)=(E(m,i)+MSE(m)) 
end 
    MSE(m)=MSE(m)/(2*Ndeejemplos*Nsalidas) 
     
         
for i=1:(Nentradas+1) 
    for j=1:Nhiden1 
        da(i,j,m)=0 
        for k=1:Ndeejemplos 
        da(i,j,m)=dEda(i,j,k,m)+da(i,j,m)  
        end 




    for j=1:Nsalidas 
        db(i,j,m)=0 
        for k=1:Ndeejemplos 





        end 
    end 
end 
 
//Método delta bar delta con momento 
 
//Funciona para rango 0 a 1 
epsilonini=0.03 // con 0.06 error minimo 0.057  
nu=0.5    //nu de 0.5 
Theta=0.6  //Theta de 0.5 
kappa=0.01   //Kappa de 0.01 
fi=0.5  //fi de 0.5 
 
/* 
// Funciona para rango -1 a 1 
epsilonini=0.03 // con 0.06 error minimo 0.057  
nu=0.5    //nu de 0.5 
Theta=0.6  //Theta de 0.5 
kappa=0.01 //Kappa de 0.01 











    for j=1:Nhiden1 
    deltawa(i,j,1)=(1-nu)*Epsilona(i,j,1)*da(i,j,1) 




    for j=1:Nsalidas 
    deltawb(i,j,1)=(1-nu)*Epsionnb(i,j,1)*db(i,j,1) 




    for j=1:Nhiden1 
    Pesosini1(i,j,2)=Pesosini1(i,j,1)+deltawa(i,j,1) 




    for j=1:Nsalidas 




    Pesosini2(i,j,2)=Pesosini2(i,j,1)+deltawb(i,j,1) 
    end 
end 
 
else  //Si m=2  o mayor 
        printf("Entrenamiento 3 o 4") 
    //Segundo incremento en adelante 
 
//Asumiendo que f1 es 0  
for i=1:Nentradas+1 
    for j=1:Nhiden1 
    f2a(i,j,1)=0 
    f2d2a(i,j,1)=0 




    for j=1:Nsalidas 
    f2b(i,j,1)=0 
    f2d2b(i,j,1)=0 
    end 
end 
 
     
for i=1:Nentradas+1 
    for j=1:Nhiden1 
    f2a(i,j,m)=Theta*f2a(i,j,(m-1))+(1-Theta)*da(i,j,(m-1)) 




    for j=1:Nsalidas 
    f2b(i,j,m)=Theta*f2b(i,j,(m-1))+(1-Theta)*db(i,j,(m-1)) 




    for j=1:Nhiden1 
    f2d2a(i,j,m)=f2a(i,j,m)*da(i,j,m) 




    for j=1:Nsalidas 
    f2d2b(i,j,m)=f2b(i,j,m)*db(i,j,m) 








      for j=1:Nhiden1 
         if f2d2a(i,j,m)>0 
          Epsilona(i,j,m)=Epsilona(i,j,m-1)+kappa 
          else 
          Epsilona(i,j,m)=Epsilona(i,j,m-1)*fi 
          end 




      for j=1:Nsalidas 
         if f2d2b(i,j,m)>0 
          then 
          Epsionnb(i,j,m)=Epsionnb(i,j,m-1)+kappa 
          else 
          Epsionnb(i,j,m)=Epsionnb(i,j,m-1)*fi 
          end 




    for j=1:Nhiden1 
    deltawa(i,j,m)=(nu*deltawa(i,j,(m-1)))-((1-nu)*Epsilona(i,j,m)*da(i,j,m)) 




    for j=1:Nsalidas 
    deltawb(i,j,m)=nu*deltawb(i,j,(m-1))-(1-nu)*Epsionnb(i,j,m)*db(i,j,m) 




    for j=1:Nhiden1 
    Pesosini1(i,j,(m+1))=Pesosini1(i,j,m)+deltawa(i,j,m) 




    for j=1:Nsalidas 
    Pesosini2(i,j,(m+1))=Pesosini2(i,j,m)+deltawb(i,j,m) 



























printf("Error del entrenamiento") 
disp(MSE(m)) 
 













legend("Intervalo parametro 1","Intervalo parametro 2", "Intervalo parametro 3","Intervalo 
parametro 4", "MSE de prueba", "MSE de entrenamiento") 
 
dato2(x,1)=input('Ingrese el valor de la iteracion de error de prueba aumenta: ') 
dato3(x,1)=input('Ingrese el valor de la iteracion donde se presenta amplitud: ') 
dato4(x,1)=input('Ingrese el valor de maxima amplitud: ') 
 
for i=1:Nentradas+1 
    for j=1:Nhiden1 
    Pesosini1pruebaA(i,j,x)=Pesosini1(i,j,1) 
    Pesosini1pruebaB(i,j,x)=Pesosini1(i,j,dato2(x,1)) 
    Pesosini1pruebaC(i,j,x)=Pesosini1(i,j,dato3(x,1)) 
    Pesosini1pruebaD(i,j,x)=Pesosini1(i,j,dato4(x,1)) 









    Pesosini2pruebaA(i,j,x)=Pesosini2(i,j,1) 
    Pesosini2pruebaB(i,j,x)=Pesosini2(i,j,dato2(x,1)) 
    Pesosini2pruebaC(i,j,x)=Pesosini2(i,j,dato3(x,1)) 
    Pesosini2pruebaD(i,j,x)=Pesosini2(i,j,dato4(x,1)) 















    MaxzpruebaA(i,x)=Maxz(i,1) 
    MaxzpruebaB(i,x)=Maxz(i,dato2(x,1)) 
    MaxzpruebaC(i,x)=Maxz(i,dato3(x,1)) 
    MaxzpruebaD(i,x)=Maxz(i,dato4(x,1)) 
 
    MinzpruebaA(i,x)=Minz(i,1) 
    MinzpruebaB(i,x)=Minz(i,dato2(x,1)) 
    MinzpruebaC(i,x)=Minz(i,dato3(x,1)) 
    MinzpruebaD(i,x)=Minz(i,dato4(x,1)) 
 
    IntervalozpruebaA(i,x)=Intervaloz(i,1) 
    IntervalozpruebaB(i,x)=Intervaloz(i,dato2(x,1)) 
    IntervalozpruebaC(i,x)=Intervaloz(i,dato3(x,1)) 

















130 Análisis de métodos retrogresivo mediante uso de R.N y A.G 
 
 
 
clear("Entradas") 
clear("Salidasaux") 
clear("Salidas") 
clear("Entradasprueba") 
clear("Salidasprueba") 
clear("E") 
clear("uprueba") 
clear("vprueba") 
clear("yprueba") 
clear("zprueba") 
clear("Eprueba") 
clear("MSE") 
clear("MSEprueba") 
clear("Epsilona") 
clear("Epsionnb") 
clear("deltawa") 
clear("deltawb") 
clear("f2a") 
clear("f2d2a") 
clear("f2b") 
clear("f2d2b") 
clear("Maxz") 
clear("Intervaloz") 
clear("Minz") 
clear("Minz") 
clear("Minz") 
clear("NeuronaHiden1") 
clear("NeuronaSalida") 
 
end 
 
