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Abstract: We present new formulas for n-particle tree-level scattering amplitudes of six-
dimensional N = (1, 1) super Yang–Mills (SYM) and N = (2, 2) supergravity (SUGRA).
They are written as integrals over the moduli space of certain rational maps localized on
the (n − 3)! solutions of the scattering equations. Due to the properties of spinor-helicity
variables in six dimensions, the even-n and odd-n formulas are quite different and have to be
treated separately. We first propose a manifestly supersymmetric expression for the even-n
amplitudes of N = (1, 1) SYM theory and perform various consistency checks. By considering
soft-gluon limits of the even-n amplitudes, we deduce the form of the rational maps and the
integrand for n odd. The odd-n formulas obtained in this way have a new redundancy that
is intertwined with the usual SL(2,C) invariance on the Riemann sphere. We also propose
an alternative form of the formulas, analogous to the Witten–RSV formulation, and explore
its relationship with the symplectic (or Lagrangian) Grassmannian. Since the amplitudes are
formulated in a way that manifests double-copy properties, formulas for the six-dimensional
N = (2, 2) SUGRA amplitudes follow. These six-dimensional results allow us to deduce new
formulas for five-dimensional SYM and SUGRA amplitudes, as well as massive amplitudes of
four-dimensional N = 4 SYM on the Coulomb branch.
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1 Introduction
Scattering amplitudes have been the subject of great interest especially since the introduction
of Witten’s twistor string theory in 2003 [1]. Witten proposed a formulation of the complete
tree-level S matrix of four-dimensional (4D) N = 4 super Yang–Mills theory (SYM) based on
an integral over the moduli space of maps from n-punctured spheres into twistor space. The
moduli space contains components characterized by the degree of the maps and by the number
of disconnected curves in the target space. Soon after, Roiban, Spradlin, and Volovich (RSV)
conjectured and gave evidence that by integrating over only maps to connected curves the
complete tree-level S matrix could be recovered [2]. The Witten–RSV formula then expresses
n-particle amplitudes as integrals over the moduli space of maps from n-punctured spheres
into connected curves in twistor space. The formula can then be translated into momentum
space. The key ingredients, in modern terminology, are rational maps from CP1 into the null
cone in spinor coordinates:
z → ρα(z)ρ˜α˙(z), (1.1)
with ρα(z) and ρ˜α˙(z) polynomials of degree d and d˜ respectively, such that d+ d˜ = n− 2.
Extending such worldsheet formulations to other theories then became a natural open
problem. For example, formulas based on rational maps into twistor space for 4D N = 8
supergravity (SUGRA) were developed in 2012 by Geyer, Skinner, Mason and one of the
authors in a series of works [3–5]. These developments gave more impetus to the search for
similar phenomena in other theories and perhaps other spacetime dimensions.
One of the main obstacles to extending the formalism to higher dimensions was the heavy
use of spinor-helicity variables in 4D. This obstruction was removed in 2009 when Cheung
and O’Connell introduced the 6D spinor-helicity formalism [6]. However, straightforward
extensions of connected formulas were not found, hinting that new ingredients were needed in
6D. Effective theories in 6D are very interesting for a variety of reasons. On a practical side,
besides the interest in their own right, computing 6D SYM formulas would allow, for instance,
via dimensional reduction, for a unification of 4D helicity sectors for massless amplitudes [7]
as well as for obtaining amplitudes along the Coulomb branch of N = 4 SYM, which contains
massive particles such as W bosons [8].
Unifying different helicity sectors of 4D N = 4 SYM into a generalization of the Witten–
RSV formula in 6D proved to be a difficult problem resisting a solution. This motivated He,
Yuan and one of the authors to look for alternative formulations, leading to what is now
known as the scattering equations and the CHY formulation [9–11]. This formulation opened
up worldsheet-like constructions for a large variety of theories in any number of dimensions at
the expense of giving up on fermions and hence supersymmetry. The search for a conformal
field theory that reproduced the CHY formulas led to the discovery of ambitwistor strings [12–
14] whose development allowed computations beyond tree-level [15–19] (for a recent review
see [20]).
In a recent development, three of the authors found connected formulas for the effective
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theories living on a D5-brane and a M5-brane in 10D and 11D Minkowski spacetime, respec-
tively [21]. These are 6D theories with N = (1, 1) and (2, 0) supersymmetry, respectively.
The former is the supersymmetric version of Born–Infeld theory, and the latter describes
analogous interactions for a supermultiplet containing an Abelian self-dual tensor.
One key feature of theories describing spontaneously broken symmetries, such as the brane
theories, is the vanishing of all odd-multiplicity amplitudes. This allows the introduction of
polynomial maps:
z → ρAa (z)ρBb (z)ab, (1.2)
with deg ρAa (z) = n/2 − 1, such that the total degree of the maps is n − 2. Here A is a 6D
spinor index while a is a “global” little-group index transforming in SL(2,C). “Global” means
that it does not refer to a specific particle. The formulas found in [21] using these maps are
very compact and manifest the symmetries of the theories.
It is well known that scattering amplitudes can make symmetries manifest that the cor-
responding Lagrangian does not. A striking and unexpected example is dual superconformal
invariance of N = 4 SYM, which combines with the standard super-conformal invariance to
generate an infinite-dimensional structure known as the Yangian of PSU(2, 2|4) [22]. In 6D,
the M5-brane theory provides an even more fundamental example. The self-dual condition
on the three-form field strength causes difficulties in writing down a manifestly Lorentz in-
variant action for the two-form gauge field [23, 24]. In contrast, the formulas found in [21] for
the complete tree-level S matrix are manifestly Lorentz invariant. These examples highlight
the importance of finding explicit formulas for the complete tree-level S matrix, as they can
provide new insights into known symmetries of theories or even the discovery of unexpected
ones.
The 6D formulas presented in [21] are built using two half-integrands, usually called left
and right integrands, IL/R, in the sense of the CHY formulation. In the case of the D5-
and M5-brane theories, the right integrand carries the supersymmetric information while the
left one is purely bosonic. Amusingly, the only difference in the choice of right integrands is
N = (1, 1) or N = (2, 0) supersymmetry, and the left half-integrands agree in both theories:
ID5L = IM5L =
(
Pf ′An
)2
. (1.3)
Here An is an antisymmetric n × n matrix whose reduced Pfaffian has made an appearance
in CHY formulas for the non-linear sigma model, special Galileon and Born–Infeld theories
[25, 26]. The entries of An are given by:
[An]ij =

pi · pj
σi − σj if i 6= j,
0 if i = j,
for i, j = 1, 2, . . . , n. (1.4)
Here the puncture associated to the ith particle is located at z = σi. The right integrands
in both theories also contain a single power of the reduced Pfaffian of An in addition to the
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supersymmetry information.
In this paper we continue the exploration of worldsheet formulas in 6D and provide
explicit such formulas for the complete tree-level S matrix of N = (1, 1) SYM with U(N)
gauge group, the effective theory on N coincident D5-branes. The S matrix of this theory
has been studied previously in [8, 27–32].
A proposal for amplitudes with an even number of particles is naturally obtained [33]
by noticing that the CHY formulation for Yang–Mills partial amplitudes of gluons can be
obtained from that of the Born–Infeld theory by the replacement
IBIL =
(
Pf ′An
)2 −→ IYML = PT(12 · · ·n), (1.5)
where PT(12 · · ·n) is the famous Parke–Taylor factor [1, 34, 35]. Applying the same substi-
tution to the D5-brane formula we get a formula for N = (1, 1) SYM amplitudes with even
multiplicity, and we provide strong evidence for its validity.
The formula for odd-point amplitudes proves to be a more difficult task, since the maps
given in (1.2) do not have an obvious generalization to odd multiplicity. In all previously
known formulations of Yang–Mills amplitudes, soft limits have provided a way of generating
(n−1)-particle amplitudes from n-particle ones since the leading singular behavior is con-
trolled by Weinberg’s soft theorem [36]. However, in all such cases the measure over the
moduli space of maps has had the same structure for n−1 and n particles.
In 6D the soft limit needs additional technical considerations, in part due to the SL(2,C)
redundancy of the maps, inherited from the little group. (In 4D the redundancy was only
GL(1,C).) The SL(2,C) structure introduces new degrees of freedom in the computation of
the soft limit. In contrast to the 4D case, these degrees of freedom in 6D turn out to be
inherently intertwined with the Mo¨bius group SL(2,C) acting on CP1.
One of the main results of this paper is to uncover a fascinating structure that appears
in the definition of the maps for an odd number of particles. In a nutshell, we find that the
maps for n odd can be defined by
ρAa (z) =
(n−3)/2∑
k=0
ρAk,a z
k + wAξa z
(n−1)/2, (1.6)
while the moduli space is obtained by modding out by a novel redundancy, which we call
T-shift invariance. It acts on the maps in addition to the two SL(2,C)’s. In fact, the new
T-shift action emerges due to the non-commutativity between such groups. This fact becomes
apparent already from the soft-limit perspective as mentioned above. We start the exploration
of the corresponding algebra and find that when the coefficients of the maps are partially fixed,
the remaining redundancies take a form of a semi-direct product SL(2,C)nC2. We introduce
a formula for the integration measure for the space of maps of odd multiplicity as well as
its supersymmetric extension. It can be used both for super Yang–Mills and supergravity
theories.
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Finally, we derive an explicit integrand for the N = (1, 1) SYM odd-multiplicity ampli-
tudes. The ingredients are a Parke–Taylor factor for the left-integrand and a generalization
of the An matrix whose reduced Pfaffian enters in the right-integrand together with the
supersymmetric part of the measure. The new matrix and its reduced Pfaffian behave as
quarter-integrands, again in standard CHY terminology. This means that it provides a new
building block that can be used to construct potentially consistent theories by mixing it with
other quarter-integrands. The new matrix Ân is given by
[Ân]ij =

pi · pj
σi − σj if i 6= j,
0 if i = j,
for i, j = 1, 2, . . . , n, ?, (1.7)
where the final column and row feature a new null vector p? of the form:
pAB? =
2 q[A〈ρB](σ?) ρC(σ?)〉q˜C
qD[ρ˜D(σ?) ξ˜]〈ρE(σ?) ξ〉q˜E
, (1.8)
where q and q˜ are reference spinors and σ? is a reference puncture that can take an arbitrary
value.
The connected formula for odd multiplicity is derived using the soft limit of the corre-
sponding even-multiplicity result. We also obtain it by assuming the supersymmetric quarter-
integrand and matching the rest by comparing to the CHY formula for n− 1 scalars and one
gluon. The same strategy of examining component amplitudes can also be used for even
multiplicity using the same assumptions.
In addition to constraints which connect the external momenta to the product of maps as
in (1.2), we also find a linear form of the constraints which leads to an alternative expression
for the amplitudes. This form is the direct analog of the original Witten–RSV formula and
connects the maps directly to the external 6D spinor-helicity variables. We further recast
the linearized form of maps in the form of the so-called Veronese maps, and explore their
relations to the symplectic (or Lagrangian) Grassmannian.
Having explicit integrands for the complete 6D N = (1, 1) SYM tree amplitudes allows
the construction of the 6D N = (2, 2) SUGRA integrand by the standard replacement of
the left-integrand Parke–Taylor factor by a copy of the right integrand, which contains the
necessary new supersymmetric information.
We end with various applications to other theories in four, five, and six dimensions. These
include mixed superamplitudes of 6D N = (1, 1) SYM coupled to a single D5-brane, 5D SYM
and SUGRA, and also 4D scattering amplitudes involving massive particles of N = 4 SYM on
the Coulomb branch of its moduli space. The formulas for 5D theories take forms very similar
to those of 6D, but with additional constraints on the rational maps to incorporate 5D massless
kinematics. In order to describe the massive amplitudes of N = 4 SYM on the Coulomb
branch, we utilize the spinor-helicity formalism recently developed for massive particles in 4D
[37], which in fact can naturally be viewed as a dimensional reduction of 6D massless helicity
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spinors. We also would like to emphasize that, although it is a straightforward reduction of
our 6D formula, this is the first time that a connected formula has been proposed for 4D
N = 4 SYM away from the massless point of the moduli space.
This paper is organized as follows. In Section 2, we review the general construction of
rational maps from CP1 to the null cone in general spacetime dimensions. We also review 4D
constructions and then 6D maps for an even number of particles. Sections 3 and 4 are devoted
to N = (1, 1) SYM amplitudes in 6D. Section 3 deals with an even number of particles while
Section 4 contains the main results of this work by presenting formulas and consistency checks
for odd multiplicity. In Section 5 we discuss a linear form of the scattering maps in 6D and its
relationship to the symplectic Grassmannian. Extensions and applications are presented in
Section 6. We conclude and give a discussion of future directions in Section 7. In Appendix A
we present the algebra of the new T-shift, and in Appendix B we give details of the soft-limit
calculations.
2 Rational Maps and Connected Formulas
This section begins by reviewing rational maps and the CHY formulas for an arbitrary space-
time dimension. It then discusses the specialization to 4D and the Witten–RSV formulas.
Finally, it gives an overview of the form of the even-n rational maps in 6D, whose generaliza-
tions will be the subject of later sections.
2.1 Arbitrary Dimension
Let us consider scattering of n massless particles in an arbitrary space-time dimension. To
each particle, labeled by the index i, we associate a puncture at z = σi on the Riemann sphere,
CP1, whose local coordinate is z. We then introduce polynomial maps, pµ(z), of degree n−2.
They are constructed such that the momentum pµi associated to the ith particle is given by:
pµi =
1
2pii
∮
|z−σi|=ε
pµ(z)∏n
j=1(z − σj)
dz, (2.1)
which means that pµ(z) can be written as a polynomial in z:
pµ(z) =
n∑
i=1
pµi
∏
j 6=i
(z − σj). (2.2)
Here we take all momenta to be incoming, so that momentum conservation is given by∑n
i=1 p
µ
i = 0. We call p
µ(z) the scattering map.
In order to relate the positions of the punctures σi to the kinematics, the additional
condition that the scattering map is null, i.e., p2(z) = 0 for all z, is imposed. Since p2(z)
is of degree 2n − 4 and it is already required to vanish at n points, σi, requiring pµ(z) to
be null gives n− 3 additional constraints. Using (2.2) these constraints can be identified by
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considering the combination
p2(z)∏n
i=1(z − σi)2
=
n∑
i,j=1
pi · pj
(z − σi)(z − σj) = 0. (2.3)
The expression (2.3) does not have any double poles, since the punctures are distinct and all
of the momenta are null, p2i = 0. Requiring that residues on all the poles vanish implies:
Ei :=
∑
j 6=i
pi · pj
σij
= 0 for all i, (2.4)
where σij = σi − σj . These are the so-called scattering equations [9]. Due to the above
counting, only n − 3 of them are independent. In fact, ∑i σ`iEi automatically vanishes for
` = 0, 1, 2 as a consequence of the mass-shell and momentum-conservation conditions. Using
the SL(2,C) symmetry of the scattering equations to fix three of the σi coordinates, there are
(n− 3)! solutions of the scattering equations for the remaining σi’s for generic kinematics [9].
The scattering equations connect the moduli space of n-punctured Riemann spheres to
the external kinematic data. Tree-level n-particle scattering amplitudes of massless theories
can be computed using the Cachazo–He–Yuan (CHY) formula, which takes the form [10]:
Atheoryn =
∫
dµn ItheoryL ItheoryR . (2.5)
ItheoryL and ItheoryR are left- and right-integrand factors, respectively, and they depend on the
theory under consideration. Their precise form is not important for now, other than that
they carry weight −2 under an SL(2,C) transformation for each puncture, i.e., ItheoryL/R →∏n
i=1(Cσi + D)
2 ItheoryL/R when σi → (Aσi + B)/(Cσi + D) and AD − BC = 1. Correctly
identifying the separation into left- and right-integrands is important for making the double-
copy properties of amplitudes manifest.
Let us now review the CHY measure:
dµn = δ
D(
∑n
i=1p
µ
i )
(
n∏
i=1
δ(p2i )
) ∏n
i=1 dσi
vol SL(2,C)
∏
i
′
δ(Ei). (2.6)
This is a distribution involving momentum conservation and null conditions for the external
momenta. The factor vol SL(2,C) denotes the fact that it is necessary to quotient by the
SL(2,C) redundancy on the Riemann surface by fixing the positions of three of the punctures,
specifically i = p, q, r. Similarly, the prime means that the corresponding three scattering
equations are redundant and should be removed. Fixing these redundancies leads to∫
dµn = δ
D(
∑n
i=1p
µ
i )
(
n∏
i=1
δ(p2i )
) ∫
(σpqσqrσrp)
2
∏
i 6=p,q,r
(dσi δ(Ei))
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= δD(
∑n
i=1p
µ
i )
(
n∏
i=1
δ(p2i )
)
(n−3)!∑
s=1
(σpqσqrσrp)
2
det
[
∂Ei
∂σj
] ∣∣∣∣∣
σi=σ
(s)
i
, (2.7)
which can be shown to be independent of the choice of labels p, q, r. The delta functions
fully localize the measure on the (n − 3)! solutions {σ(s)i } of the scattering equations. The
measure transforms with SL(2,C)-weight 4 in each puncture, so that the CHY integral (2.5)
is SL(2,C)-invariant.
Finally, one of the advantages of the CHY formulation is that soft limits can be derived
from a simple application of the residue theorem [9]. Under the soft limit of an (n+ 1)-point
amplitude with the last particle soft, i.e., τ → 0 where pn+1 = τ pˆn+1, the measure behaves
as ∫
dµn+1 = δ(p
2
n+1)
∫
dµn
1
2pii
∮
|Eˆn+1|=ε
dσn+1
En+1
+O(τ0). (2.8)
Here we have rewritten the scattering equation Eˆn+1 = 0 as a residue integral. Note that
En+1 = τEˆn+1 is proportional to τ , and thus the displayed term is dominant. Therefore the
scattering equation associated to the last particle completely decouples in the limit τ → 0. For
each of the (n− 3)! solutions of the remaining scattering equations, the contour {|Eˆn+1| = ε}
localizes on n− 2 solutions [9].
2.2 Four Dimensions: Unification of Sectors
Since the scattering equations are valid in an arbitrary dimension, they do not capture aspects
specific to certain dimensions, such as fermions or supersymmetry. In order to do so, it is
convenient to express the scattering maps using the spinor-helicity variables appropriate to a
given dimension. We start with the well-understood case of 4D. Various aspects of specifying
CHY formulations to 4D have also been discussed in [38, 39].
The momentum four-vector of a massless particle in 4D Lorentzian spacetime can be
written in terms of a pair of two-component bosonic spinors, λα and λ˜α˙, which transform as
2 and 2 representations of the SL(2,C) = Spin(3, 1) Lorentz group
pαα˙ = σαα˙µ p
µ = λαλ˜α˙ α = 1, 2, α˙ = 1˙, 2˙. (2.9)
For physical momenta, λ and ±λ˜ are complex conjugates. However, when considering analytic
continuations, it is convenient to treat them as independent. The little group for a massless
particle1 in 4D is U(1). Its complexification is GL(1,C). λ and λ˜ transform oppositely
under this group so that the momentum is invariant. In discussing n-particle scattering
amplitudes, we label the particles by an index i = 1, 2, . . . , n. It is important to understand
that there is a distinct little group associated to each of the n particles. Thus, the little
group GL(1,C) transforms the spinors as λi → tiλi and λ˜i → t−1i λ˜i, leaving only three
1In this work we only consider massless particles that transform trivially under translations of the full little
group of Euclidean motions in D − 2 dimensions.
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independent degrees of freedom for the momentum. Lorentz-invariant spinor products are
given by: 〈λiλj〉 = εαβλαi λβj and [λ˜iλ˜j ] = εα˙β˙λ˜α˙i λ˜β˙j . It is sometimes convenient to simplify
further and write 〈ij〉 or [ij]. Given a scattering amplitude, expressed in terms of spinor-
helicity variables, one can deduce the helicity of the ith particle by determining the power
of ti by which the amplitude transforms. For example, the most general Parke–Taylor (PT)
formula for maximally helicity violating (MHV) amplitudes in 4D YM theory is as follows
[34]: if gluons i and j have negative helicity, while the other n−2 gluons have positive helicity,
then the (color-stripped) amplitude is
AYMn (1
+2+ · · · i− · · · j− · · ·n+) = 〈ij〉
4
〈12〉〈23〉 · · · 〈n1〉 . (2.10)
Since the scattering map pµ(z) in (2.2) is required to be null for all z, it can also be
expressed in a factorized form in terms of spinors:
pαα˙(z) = ρα(z)ρ˜α˙(z). (2.11)
The roots of pαα˙(z) can be distributed among the polynomials ρ(z), ρ˜(z) in different ways,
such that their degrees add up to n − 2. When deg ρ(z) = d and deg ρ˜(z) = d˜ = n − d − 2,
the maps are said to belong to the dth sector. We parametrize the polynomials as:
ρα(z) =
d∑
k=0
ραk z
k, ρ˜α˙(z) =
d˜∑
k=0
ρ˜α˙k z
k. (2.12)
The spinorial maps (2.11) carry the same information as the scattering equations, and there-
fore they can be used to redefine the measure. Here it is natural to introduce a measure for
each sector as:∫
dµ4Dn,d =
∫ ∏n
i=1 dσi
∏d
k=0 d
2ρk
∏d˜
k=0 d
2ρ˜k
vol SL(2,C)×GL(1,C)
1
R(ρ)R(ρ˜)
n∏
i=1
δ4
(
pαα˙i −
ρα(σi)ρ˜
α˙(σi)∏
j 6=i σij
)
.
(2.13)
These measures contain an extra GL(1,C) redundancy, analogous to the little group symme-
tries of the momenta, which allows fixing one coefficient of ρ(z) or ρ˜(z). R(ρ) denotes the
resultant R(ρ1(z), ρ2(z), z) and similarly for R(ρ˜) [40, 41]. The physical reason resultants
appear in the denominator can be understood by finding the points in the moduli space of
maps where they vanish. A resultant of any two polynomials, say ρ1(z) and ρ2(z), vanishes
if and only if the two polynomials have a common root z∗. If such a z∗ exists then the
map takes it to the tip of the momentum-space null cone, i.e., to the strict soft-momentum
region. This is a reflection of the fact that in four (and lower) dimensions IR divergences
are important in theories of massless particles. The measure is giving the baseline for the
IR behavior while integrands can change it depending on the theory. As reviewed below, the
gauge theory and gravity integrands contain (R(ρ)R(ρ˜))s, where s = 1 for YM and s = 2
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for gravity, which coincides with the spins of the particles. Combined with the factor in the
measure one has (R(ρ)R(ρ˜))s−1, which indicates that the IR behavior improves as one goes
from a scalar theory, with s = 0, to gravity [42].
Summing over all sectors gives the original CHY measure:∫
dµn =
n−3∑
d=1
∫
dµ4Dn,d. (2.14)
This separation works straightforwardly for theories where the integrand only depends on σi’s
and not on the maps. One such theory is the bi-adjoint scalar whose amplitudes are given by
m(α|β) =
∫
dµn PT(α) PT(β) =
n−3∑
d=1
mn,d(α|β), (2.15)
where PT(α) is the Parke–Taylor factor. The definition for the identity permutation is
PT(12 · · ·n) = 1
σ12σ23 · · ·σn1 . (2.16)
In general α denotes a permutation of the indices 1, 2, . . . , n. The quantities mn,d(α|β) are
the “scalar blocks” defined in [42]. In the dth sector the number of solutions is given by
the Eulerian number
〈
n−3
d−1
〉
, as conjectured in [43] and proved in [44]. Upon summation
(2.14) gives all
∑n−3
d=1
〈
n−3
d−1
〉
= (n − 3)! solutions of the scattering equations. Note that
momentum conservation and the factorization conditions that ensure masslessness are built
into the measure (2.13).
An alternative version of the above constraints, which is closer to the original Witten–
RSV formulas, can be obtained by integrating-in auxiliary variables ti and t˜i
δ4
(
pαα˙i −
ρα(σi)ρ˜
α˙(σi)∏
j 6=i σij
)
= δ(p2i )
∫
dti dt˜i δ
(
tit˜i − 1∏
j 6=i σij
)
(2.17)
× δ2(λαi − ti ρα(σi))δ2(λ˜α˙i − t˜i ρ˜α˙(σi)).
This formulation helps to linearize the constraints and make the little-group properties of
theories with spin, such as Yang–Mills theory, more manifest.
The on-shell tree amplitudes of N = 4 SYM theory in 4D are usually written as a sum
over sectors
AN=4 SYMn =
n−3∑
d=1
AN=4 SYMn,d . (2.18)
The dth sector has n − 2 − 2d units of “helicity violation”: d → n − 2 − d corresponds to
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reversing the helicities. Partial amplitudes in each sector are given by
AN=4 SYMn,d (α) =
∫
dµ4Dn,d PT(α)
(
R(ρ)R(ρ˜)
∫
dΩ
(4)
F,d
)
, (2.19)
where dΩ
(4)
F,d denotes integrations over fermionic analogs of the maps ρ(z) and ρ˜(z) imple-
menting the N = 4 supersymmetry, whose precise form can be found in [44].
Due to the fact that the little group is Spin(4) in 6D, it is expected that the SYM
amplitudes in 6D should not separate into helicity sectors. Dimensional reduction to 4D
would naturally lead to a formulation with unification of sectors. This may appear somewhat
puzzling as (2.18) and (2.19) seem to combine the measure in a given sector with an integrand
that is specific to that sector. This puzzle is resolved by noticing that
R(ρ) = det′Φd, R(ρ˜) = det′ Φ˜d˜, (2.20)
where [Φd]ij := 〈ij〉/(titjσij) and [Φ˜d˜]ij := [ij]/(t˜it˜jσij) for i 6= j. The diagonal components
are more complicated and depend on d and d˜ [4, 41]. The corresponding reduced determinants
are computed using submatrices of size d×d and d˜×d˜, respectively. One of the main properties
of these reduced determinants is that they vanish when evaluated on solutions in sectors that
differ from their defining degree, i.e.,∫
dµ4Dn,d det
′Φd′ det′ Φ˜d˜′ = δd,d′
∫
dµ4Dn,d det
′Φd det′ Φ˜d˜. (2.21)
Using this it is possible to write the complete amplitude in terms of factors that can be
uplifted to 6D and unified!
AN=4 SYMn (α) =
∫ ( n−3∑
d=1
dµ4Dn,d
)
PT(α)
(
n−3∑
d′=1
det′Φd′ det′ Φ˜d˜′
∫
dΩ
(4)
F,d′
)
. (2.22)
Finally, it is worth mentioning that (2.21) can be used to write unified 4D N = 8 SUGRA
amplitudes, via the double copy, as
MN=8 SUGRAn =
∫ (n−3∑
d=1
dµ4Dn,d
)(
n−3∑
d′=1
det′Φd′ det′ Φ˜d˜′
∫
dΩ
(4)
F,d′
)(
n−3∑
d′=1
det′Φd′ det′ Φ˜d˜′
∫
dΩˆ
(4)
F,d′
)
.
2.3 Six Dimensions: Even Multiplicity
We now turn to a review of scattering maps in 6D. It turns out that the 6D spinor-helicity
formalism requires separate treatments for amplitudes with an even and an odd number of
particles. In this subsection we review the construction for an even number of particles, as was
recently introduced in the context of M5- and D5-brane scattering amplitudes [21]. (These
theories only have non-vanishing amplitudes for n even.) A formula for odd multiplicity,
which is required for Yang–Mills theories, is one of the main results of this paper and it is
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given in Section 4.
The little group for massless particles in 6D is Spin(4) ∼ SU(2)× SU(2). We use indices
without hats when referring to representations of the first SU(2) or its SL(2,C) complexifica-
tion and ones with hats when referring to the second SU(2) or its SL(2,C) complexification.
Momenta of massless particles are parametrized in terms of 6D spinor-helicity variables λA,ai
by [6]:
pABi = σ
AB
µ p
µ
i = 〈λAi λBi 〉, A,B = 1, 2, 3, 4, (2.23)
where σABµ are six antisymmetric 4×4 matrices, which form an invariant tensor of Spin(5, 1).
The angle bracket denotes a contraction of the little-group indices:
〈λAi λBi 〉 = abλA,ai λB,bi = λA+i λB−i − λA−i λB+i , a, b = +,−. (2.24)
ab is an invariant tensor of the SU(2) little group, as well as its SL(2,C) complexification.
The on-shell condition, p2i = 0, is equivalent to the vanishing of the Pfaffian of p
AB
i . The
little group transforms the spinors as λA,ai → (Li)abλA,bi , where Li ∈ SL(2,C), leaving only
five independent degrees of freedom for the spinors, appropriate for a massless particle in six
dimensions. The momenta can be equally well described by conjugate spinors λ˜i,A,aˆ :
pi,AB =
1
2
ABCD p
CD
i = [λ˜i,Aλ˜i,B], (2.25)
where
[λ˜i,Aλ˜i,B] = 
aˆbˆλ˜i,A,aˆλ˜i,B,bˆ = λ˜i,A,+ˆλ˜i,B,−ˆ − λ˜i,A,−ˆλ˜i,B,+ˆ, aˆ, bˆ = +ˆ, −ˆ. (2.26)
These conjugate spinors belong to the second (inequivalent) four-dimensional representation
of the Spin(5, 1) ∼ SU∗(4) Lorentz group, and they transform under the right-handed little
group. Using the invariant tensors of SU∗(4), Lorentz invariants can be constructed as follows:
〈λai λbjλckλdl 〉 = ABCDλA,ai λB,bj λC,ck λD,dl , (2.27)
[λ˜i,aˆλ˜j,bˆλ˜k,cˆλ˜l,dˆ] = 
ABCDλ˜i,A,aˆλ˜j,B,bˆλ˜k,C,cˆλ˜l,D,dˆ, (2.28)
〈λai |λ˜j,bˆ] = λA,ai λ˜j,A,bˆ = [λ˜j,bˆ|λai 〉. (2.29)
The λ and λ˜ variables are not independent. They are related by the condition
〈λai |λ˜i,aˆ] = 0, (2.30)
for all a and aˆ. We also have
ABCD p
AB
i p
CD
j = 2 pi,AB p
AB
j = 8 pi · pj . (2.31)
Using the notation given above, the scattering maps can be written in terms of 6D spinor-
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helicity variables:
pAB(z) = 〈ρA(z)ρB(z)〉. (2.32)
In the following we take the spinorial maps ρA,a(z), for a ∈ {+,−}, to be polynomials of the
same degree. In contrast to 4D, we can also consider non-polynomial forms of the maps (such
that (2.32) is still a polynomial), see discussion at the end of Section 4.1.2. Note that this
choice is consistent with the action of the group denoted SL(2,C)ρ. This is the same abstract
group as the little group, but it does not refer to a specific particle. Let us now focus on the
construction for n even. In this case the degree of the polynomials is m = n2 − 1. Thus they
can be expanded as:
ρA,a(z) =
m∑
k=0
ρA,ak z
k. (2.33)
With these maps the polynomial constructed in (2.32) is null and has the correct degree n−2.
By the arguments reviewed in Section 2.1 we conclude that the equations constructed from
ρA,a(z),
pABi =
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
, (2.34)
imply the scattering equations for {σi}. However, the converse, i.e., that any solution of the
scattering equations is a solution to (2.34) is not guaranteed. This was checked numerically
in [21] for even multiplicity up to n = 8 particles. In this work we give an inductive proof
of this fact in Appendix B.4, obtained by considering consecutive soft limits of the maps.
Using this fact together with the counting of delta functions we then argue that the following
measure∫
dµ6Dn even =
∫ ∏n
i=1 dσi
∏m
k=0 d
8ρk
vol (SL(2,C)σ × SL(2,C)ρ)
1
V 2n
n∏
i=1
δ6
(
pABi −
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
)
(2.35)
is equivalent to the CHY measure given in (2.6), after integrating out the ρmoduli. Also, it has
momentum conservation and null conditions built-in. The formula contains the Vandermonde
factor
Vn =
∏
1≤i<j≤n
σij . (2.36)
which is needed to match the SL(2,C)σ weight of (2.6). In order to avoid confusion, we
use the notation SL(2,C)σ for the Mo¨bius group acting on the Riemann sphere. Just as the
SL(2,C)σ symmetry can be used to fix three of the σ coordinates, the SL(2,C)ρ symmetry
can be used to fix three of the coefficients of the polynomial maps ρA,a(z). This form of the
measure imposes 6n constraints on 5n− 6 integration variables, leaving a total of n+ 6 delta
functions which account for the n on-shell conditions and the six momentum conservation
conditions. Fixing the values of σ1, σ2, σ3 and of ρ
1,+
0 , ρ
1,−
0 , ρ
2,+
0 , the gauge-fixed form of the
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measure becomes:∫
dµ6Dn even =
∫
Jρ Jσ
V 2n
(
n∏
i=4
dσi
)
dρ2,−0 d
2ρ30d
2ρ40
(
m∏
k=1
d8ρk
)
n∏
i=1
δ6
(
pABi −
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
)
,
where the Jacobians are2
Jσ = σ12σ23σ31, Jρ = ρ
1,+
0 〈ρ10 ρ20〉. (2.37)
It is convenient to use a short-hand notation for the bosonic delta functions:
∆B =
n∏
i=1
δ6
(
pABi −
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
)
= δ6(
∑n
i=1p
AB
i )
(
n∏
i=1
δ(p2i )
)
∆ˆB, (2.38)
where ∆ˆB is
∆ˆB = δ
4
(
pABn −
〈ρA(σn) ρB(σn)〉∏
i 6=n σni
)
n−2∏
i=1
δ5
(
pABi −
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
)
n∏
i=1
p12i
(
p24n−1
p12n−1
− p
24
n
p12n
)
.
(2.39)
Here the five dimensional delta functions are chosen such that {A,B} 6= {3, 4}, whereas
{A,B} 6= {3, 4}, {1, 3} for the four dimensional ones, and the additional factors are the
Jacobian of taking out the momentum conservation and on-shell conditions [21]. Alternatively,
a covariant extraction of the on-shell delta functions can be obtained by introducing auxiliary
variables Mi that linearize the constraints, analogous to the ones given in (2.17), as follows:
δ6
(
pABi −
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
)
= δ(p2i )
∫
d4Mi |Mi|3 δ
|Mi| −∏
j 6=i
σij
 (2.40)
× δ8
(
ρA,a(σi)− (Mi)ab λA,bi
)
,
where |Mi| denotes the determinant of the matrix Mi, and for some purpose it is more
convenient to use this version of constraints. This form connects the maps directly to the
external 6D spinors, and is a 6D version of the Witten–RSV constraints, which we explore in
Section 5.
3 N = (1,1) Super Yang–Mills: Even Multiplicity
In the following sections, we will propose a formula based on rational maps for the tree
amplitudes of 6D maximal SYM theory, which has N = (1, 1) non-chiral supersymmetry.
This theory describes the non-abelian interactions of a vector, four scalars, and four spinors
2This Jacobian can be derived from the identity
∫
d6p0 δ(p
2
0) =
∫
Jρ dρ
2,−
0 dρ
3,+
0 dρ
3,−
0 dρ
4,+
0 dρ
4,−
0 , since the
map component pAB0 = 〈ρA0 ρB0 〉 is a null vector.
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all of which are massless and belong to the adjoint representation of the gauge group. As
usual, we will generally consider color-stripped SYM amplitudes. Some properties of these
amplitudes have been discussed in [8, 27, 30, 32] using 6D N = (1, 1) superspace.
In addition to the usual spacetime and gauge symmetries of Yang–Mills theory, the N =
(1, 1) theory has a Spin(4) ∼ SU(2) × SU(2) R symmetry group. The intuitive way to
understand this is to note that this theory arises from dimensional reduction of 10D SYM
theory, and the R symmetry corresponds to rotations in the four transverse directions. This
group happens to be the same as the little group, which is just a peculiarity of this particular
theory. From these and other considerations, one may argue that 6D N = (1, 1) SYM with
U(N) gauge symmetry (in the perturbative regime with no theta term) describes the IR
dynamics of N coincident D5-branes in type IIB superstring theory [45]. In contrast to 4D
N = 4 SYM, the gauge coupling in six dimensions has inverse mass dimension, so this theory
is non-renormalizable and not conformal. This is not an issue for the tree amplitudes that
we consider in this work. Further dimensional reduction on a T 2 leads to 4D N = 4 SYM,
and this provides a consistency check of the results.
Six-dimensional N = (1, 1) SYM is a theory with 16 supercharges. Its physical degrees
of freedom form a 6D N = (1, 1) supermultiplet consising of eight on-shell bosons and eight
on-shell fermions. These may be organized according to their quantum numbers under the
four SU(2)’s of the little group and R symmetry group. For example, the vectors belong to
the representation (2,2; 1,1), which means that they are doublets of each of the little-group
SU(2)’s and singlets of each of the R symmetry SU(2)’s. In this notation, the fermions belong
to the representation (1,2; 2,1) + (2,1; 1,2), and the scalars belong to the representation
(1,1; 2,2). (Whether one writes (1,2; 2,1)+(2,1; 1,2) or (1,2; 1,2)+(2,1; 2,1) is a matter
of convention.)
It is convenient to package all 16 of these particles into a single on-shell “superparticle”,
by introducing four Grassmann numbers (per superparticle),
Φ(η) = φ11ˆ + ηaψ
a1ˆ + η˜aˆψˆ
aˆ1 + ηaη˜aˆA
aaˆ + (η)2φ21ˆ + (η˜)2φ12ˆ + · · ·+ (η)2(η˜)2φ22ˆ . (3.1)
Here ηa and η˜aˆ are the four Grassmann numbers, and the SU(2) indices a and aˆ are little-
group indices as before. The explicit 1’s and 2’s in the spectrum described above are R
symmetry indices. Since the superfield transforms as a little-group scalar, this formulation
makes the little-group properties manifest, but it obscures the R symmetry. By means of
an appropriate Grassmann Fourier transform one could make the R symmetry manifest, but
then the little-group properties would be obscured as explained in [21]. The choice that has
been made here turns out to be the more convenient one for the study of superamplitudes.
When discussing an n-particle amplitude the Grassmann coordinates carry an additional
index i, labeling the n particles, just like the spinor-helicity coordinates. Thus, the complete
color-stripped on-shell n-particle tree amplitude will be a cyclically symmetric function of
the λi’s and the ηi’s. The various component amplitudes correspond to the terms with the
appropriate dependence on the Grassmann coordinates. Thus, the superamplitude is like a
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generating function in which the Grassmann coordinates play the role of fugacities. This is
an on-shell analog of the use of superfields in the construction of Lagrangians. Fortunately,
it exists in cases where the latter does not exist.
Often we will refer to the momenta pABi and supercharges q
A
i , q˜iA of the on-shell states.
For (1, 1) supersymmetry, they can be expressed in terms of the Grassmann coordinates:
qAi = 
abλAiaηib = 〈λAi ηi〉, q˜iA = aˆbˆλ˜iAaˆη˜ibˆ = [λ˜iA η˜i], (3.2)
and the superamplitudes should be annihilated by the supercharges QA =
∑n
i=1 q
A
i and Q˜A =∑n
i=1 q˜iA. These symmetries will be manifest in the formulas that follow. However, there are
eight more supercharges, involving derivatives with respect to the η coordinates, which should
also be conserved. Once one establishes the first eight supersymmetries and the R symmetry,
these supersymmetries automatically follow. The explicit form of the derivatively realized
supercharges is:
q¯Ai = λ
A
ia
∂
∂ηia
, ˜¯qiA = λ˜iAaˆ
∂
∂η˜iaˆ
, (3.3)
In terms of these Grassmann variables, one may also write the generators of the SU(2)×
SU(2) R symmetry group. One first notes that they obey the anti-commutation relations:{
ηa,
∂
∂ηb
}
= ab,
{
η˜aˆ,
∂
∂η˜bˆ
}
= aˆbˆ . (3.4)
In terms of these, the six generators of the R symmetry group may be defined as
R+ = ηaη
a, R− =
∂
∂ηa
∂
∂ηa
, R = ηa
∂
∂ηa
− 1, (3.5)
R˜+ = η˜aˆη˜
aˆ, R˜− =
∂
∂η˜aˆ
∂
∂η˜aˆ
, R˜ = η˜aˆ
∂
∂η˜aˆ
− 1 , (3.6)
which have the standard raising and lowering commutation relations. These generate a global
symmetry of N = (1, 1) SYM. It is easy to see that linear generators R and R˜ annihilate
amplitudes since they are homogeneous polynomials of degree n in both η and η˜. The non-
linearly realized ones become more transparent in an alternative form of the constraints that
we will discuss in Section 5. As explained earlier, this is due to the choice of parametrization
of the non-chiral on-shell superspace.
As discussed in previous literature for tree-level amplitudes of 6D N = (1, 1) SYM,
the four-particle partial amplitude is particularly simple when expressed in terms of the
supercharges:
AN=(1,1) SYM4 (1234) = δ6
(
4∑
i=1
pABi
)
δ4
(∑4
i=1 q
A
i
)
δ4
(∑4
i=1 q˜i,A
)
s12 s23
. (3.7)
Here and throughout this work one should view this expression as a superamplitude; the
– 17 –
component amplitudes may be extracted by Grassmann integration. For example, in terms
of the Lorentz invariant brackets the four-gluon amplitude is:
A4(AaaˆAbbˆAccˆAddˆ) = δ6
(
4∑
i=1
pABi
)
〈1a2b3c4d〉[1aˆ2bˆ3cˆ4dˆ]
s12 s23
. (3.8)
Using the formalism of rational maps for the 6D spinor-helicity variables, the main technical
result of this section is a formula for the n-point generalization of the superamplitude when
n is even. The formula for odd n will be given in Section 4.
3.1 Connected Formula
We propose that the connected formula for even-multiplicity 6D N = (1, 1) SYM amplitudes
is given by
AN=(1,1) SYMn even (α) =
∫
dµ6Dn even PT(α)
(
Pf ′An
∫
dΩ
(1,1)
F
)
, (3.9)
where dµ6Dn even is the measure given in (2.35), and we will shortly explain other ingredients that
enter this formula. This formula is inspired by the D5-brane effective field theory scattering
amplitudes written as a connected formula [21], where the factor of (Pf ′An)2 has been replaced
with PT(α) given in (2.16). This is a standard substitution in the CHY formalism for passing
from a probe D-brane theory to a Yang–Mills theory. Since the only non-vanishing amplitudes
of the D5-brane theory have even n, this only works for the even-point amplitudes of SYM.
As indicated explicitly in the expression (3.9), the integrand of (3.9) factorizes into two
half-integrands. Such a factorization of the integrand will be important later when we deduce
the formulas for 6D SUGRA with N = (2, 2) supersymmetry. The left half-integrand PT(α)
is the Parke–Taylor factor, where α is a permutation that denotes the color ordering of Yang–
Mills partial amplitudes. The right half-integrand further splits into two quarter-integrands.
The first of these is the reduced Pfaffian of the antisymmetric matrix An, whose entries are
given by:
[An]ij =

pi · pj
σij
if i 6= j,
0 if i = j,
for i, j = 1, 2, . . . , n. (3.10)
Since this matrix has co-rank 2, its Pfaffian vanishes. Instead, one defines the reduced Pfaffian:
Pf ′An =
(−1)p+q
σpq
PfA[pq]n , (3.11)
where we have removed two rows and columns labeled by p and q, and denoted the resulting
reduced matrix by A
[pq]
n . The reduced Pfaffian is independent of the choice of p and q [25]
and transforms under SL(2,C)σ in an appropriate way.
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The remaining quarter integrand is the fermionic integration measure responsible for
implementing the 6D N = (1, 1) supersymmetry [21], which we will review here. The formula
is
dΩ
(1,1)
F = Vn
(
m∏
k=0
d2χk d
2χ˜k
)
∆F ∆˜F , (3.12)
where m = n2 − 1, as before. This measure contains the Vandermonde determinant Vn, as
well as a fermionic measure and fermionic delta functions. The integration variables arise as
the coefficients of the fermionic rational maps, which are defined by
χa(z) =
m∑
k=0
χak z
k, χ˜aˆ(z) =
m∑
k=0
χ˜aˆk z
k, (3.13)
where χak and χ˜
aˆ
k are Grassmann variables. The fermionic delta functions, ∆F and ∆˜F are
given by:
∆F =
n∏
i=1
δ4
(
qAi −
〈ρA(σi)χ(σi)〉∏
j 6=i σij
)
, (3.14)
∆˜F =
n∏
i=1
δ4
(
q˜i,A − [ρ˜A(σi) χ˜(σi)]∏
j 6=i σij
)
. (3.15)
These delta functions are built from the external chiral and anti-chiral supercharges of each
particle and are responsible for the (1, 1) supersymmetry in this formalism. Conservation of
half of the 16 supercharges is made manifest by this expression. As in (3.7), the component
amplitudes can be extracted by Grassmann integration of the appropriate ηa’s and η˜aˆ’s, which
enter via the supercharges.
Even though the maps ρ˜Aaˆ(z) appear explicitly in ∆˜F , just as in the construction of
D5-brane amplitudes [21], the integration measure does not include additional integrations
associated to the maps ρ˜Aaˆ(z). If it did, the formula, for instance, would have the wrong
mass dimension to describe SYM amplitudes in 6D. Instead, the ρ˜ coefficients are fixed by
the conjugate set of rational constraints
pi,AB − [ρ˜A(σi) ρ˜B(σi)]∏
j 6=i σij
= 0 , (3.16)
for all i = 1, 2, . . . , n. These equations are not enough to determine all of the ρ˜aˆA,k’s. One
needs to utilize SL(2,C)ρ˜ to fix the remaining ones. The resulting amplitude is independent
of choices that are made for the SL(2,C)ρ˜ fixing because ρ˜A,aˆ(σi)χ˜aˆ(σi) and the fermionic
measure d2χ˜k are SL(2,C)ρ˜ invariant. The usual scattering amplitudes An are obtained by
removing the bosonic and fermionic on-shell conditions (“wave functions”), which appear as
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delta functions, namely,
AN=(1,1) SYMn = δ6
(
n∑
i=1
pi
)(
n∏
i=1
δ(p2i )δ
2(λ˜i,A,aˆ q
A
i )δ
2(λBi,b q˜i,B)
)
AN=(1,1) SYMn . (3.17)
It is straightforward to show that this formula produces the correct four-point superam-
plitude of 6D N = (1, 1) SYM, expressed in (3.7). A quick way to see it is to utilize the
relation between the D5-brane amplitudes and the amplitudes of 6D N = (1, 1) SYM. As
we discussed previously, they are related by the exchange of (Pf ′An)2 with the Parke–Taylor
factor PT(α). The four-point superamplitude for the D5-brane theory is given by [21]
AD5-brane4 = δ
4
(
4∑
i=1
qAi
)
δ4
(
4∑
i=1
q˜i,A
)
. (3.18)
From the explicit solution of the four-point scattering equations for the σi’s, it is easy to check
that the effect of changing from (Pf ′A4)2 to PT(1234), defined in (2.16), is to introduce an
additional factor of 1/(s12 s23). Namely, on the support of the scattering equations, we have
the following identity for the SL(2,C)σ-invariant ratio,
PT(1234)
(Pf ′A4)2
=
1
s12 s23
. (3.19)
Thus, combining this identity and the D5-brane formula (3.18), we arrive at the result of the
four-point of 6D N = (1, 1) SYM (3.7). We have further checked numerically that the above
formula reproduces the component amplitudes of scalars and gluons for n = 6, 8, obtained
from Feynman diagram computations.
3.2 Comparison with CHY
This section presents a consistency check of the integrand by comparing a special bosonic
sector of the theory with a CHY formula of YM amplitudes valid in arbitrary spacetime
dimensions. This comparison actually also gives a derivation of the integrand in (3.9). We
begin with the general form of the superamplitude,
AN=(1,1) SYMn even (α) =
∫
dµ6Dn even
∫
dΩ
(1,1)
F × Jn even , (3.20)
where the measures dµ6Dn even and dΩ
(1,1)
F take care of 6D massless kinematics and 6D N =
(1, 1) supersymmetry, respectively. The goal is then to determine the integrand Jn even. The
strategy is to consider a particular component amplitude by performing fermionic integrations
of the superamplitude AN=(1,1) SYMn even (α) such that our formula can be directly compared to
the known CHY integrand, thereby determining Jn even.
To make the fermionic integration as simple as possible, it is convenient to consider a
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specific all-scalar amplitude, for instance,
An(φ11ˆ1 , . . . , φ11ˆn
2
, φ22ˆn
2
+1, . . . , φ
22ˆ
n ). (3.21)
Half of the particles have been chosen to be the scalar of the top component of the superfield,
while the other half are the scalar of the bottom component of the superfield. This equal divi-
sion is required to obtain a non-zero amplitude, because the superamplitude is homogeneous
of degree n both in the η and η˜ coordinates. Due to this convenient choice of the component
amplitude, the fermionic integral over χ’s and χ˜’s can be done straightforwardly. Explicitly,
for the component amplitude we are interested in,∫
dΩ
(1,1)
F =⇒ Vn Jw
∫ m∏
k=0
d2χk d
2χ˜k ∆
proj
F ∆˜
proj
F , (3.22)
where we have taken out the fermionic wave functions as in (3.17), which results in a Jacobian
Jw =
∏n
i=1
1
(p13i )
2 in the above expression. Furthermore, the fermionic delta functions are
projected to the component amplitude of interest,
∆projF =
∏
i∈Y
∏
A=1,3
δ
(
〈ρA(σi)χ(σi)〉∏
j 6=i σij
)∏
i∈Y
p13i , (3.23)
∆˜projF =
∏
i∈Y
∏
A=2,4
δ
(
[ρ˜A(σi) χ˜(σi)]∏
j 6=i σij
)∏
i∈Y
p13i . (3.24)
Here Y labels all the scalars φ11ˆ, namely Y := {1, . . . , n2 }, and Y labels the other type of
scalars φ22ˆ, so Y := {n2 + 1, . . . , n}.
Carrying out the integrations over d2χk and d
2χ˜k, we see that the maps ρ
A
a (σi) combine
nicely into 〈ρA(σi) ρB(σi)〉, which on the support of the rational map constraints becomes
pABi
∏
j 6=i σij . Concretely, we have,∫ m∏
k=0
d2χk d
2χ˜k
∏
i∈Y
∏
A=1,3
δ
(
〈ρA(σi)χ(σi)〉∏
j 6=i σij
) ∏
B=2,4
δ
(
[ρ˜B(σi) χ˜(σi)]∏
j 6=i σij
)
=
∏
i∈Y
p13i pi,24 ×
∏
i∈Y J∈Y
1
σ2iJ
. (3.25)
Collecting terms, we find that the wave-function Jacobian Jw cancels out completely, and we
obtain the final result
VnJw
∫ m∏
k=0
d2χk d
2χ˜k ∆
proj
F ∆˜
proj
F = Vn
∏
i∈Y J∈Y
1
σ2iJ
:= JF , (3.26)
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where we have defined the final result to be JF . Therefore we have,
An(φ11ˆ1 , . . . , φ11ˆn
2
, φ22ˆn
2
+1, . . . , φ
22ˆ
n ) =
∫
dµ6Dn even (JF × Jn even). (3.27)
We are now ready to compare this result directly with CHY amplitude, which is given by
An(φ11ˆ1 , . . . , φ11ˆn
2
, φ22ˆn
2
+1, . . . , φ
22ˆ
n ) =
∫
dµn PT(α) Pf
′Ψn
∣∣
project
, (3.28)
and dµn = dµ
6D
n even if we restrict the CHY formula to 6D.
The notation Ψn
∣∣
project
denotes projection of the matrix Ψn of the CHY formulation to
the specific scalar component amplitude we want via dimensional reduction. In particular,
the “polarization vectors” should satisfy εi · εI = 1 if i ∈ Y and I ∈ Y or vice versa. If they
belong to the same set, then we have εi · εj = εI · εJ = 0. Furthermore, pi · εj = 0 for all i
and j, i.e., both sets, since all of the vectors are dimensionally reduced to scalars. Let us now
recall the definition of the matrix Ψn that enters the CHY construction of YM amplitudes.
It can be expressed as
Ψn =
(
An −Cᵀn
Cn Bn
)
, (3.29)
where An is given in (3.10), and Bn and Cn are n× n matrices defined as
[Bn]ij =

εi · εj
σij
if i 6= j,
0 if i = j.
[Cn]ij =

pj · εi
σij
if i 6= j,
−
∑
l 6=i
pl · εi
σil
if i = j.
(3.30)
Like An, the matrix Ψn is also an antisymmetric matrix of co-rank 2. Its non-vanishing
reduced Pfaffian is defined as
Pf ′Ψn =
(−1)p+q
σpq
PfΨ[pq]n , (3.31)
where Ψ
[pq]
n denotes the matrix Ψn with rows p, q and columns p, q removed. These should be
chosen from the first n rows and columns. Otherwise, the result is independent of the choice
of p, q.
For the specific choice of the component amplitude described above, Cn = 0 and the
reduced Pfaffian Pf ′Ψn becomes
Pf ′Ψn
∣∣
project
= Pf ′An × Pf Bn
∣∣
scalar
, (3.32)
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where the “projected” matrix Bn is
[Bn
∣∣
scalar
]iJ =

1
σiJ
if i ∈ Y, J ∈ Y ,
0 otherwise.
(3.33)
Using the above result, we find
Pf Bn
∣∣
scalar
= det
(
1
σiJ
)
where i ∈ Y, J ∈ Y . (3.34)
Comparing (3.27) with (3.28), we deduce that the even-point integrand should be given by
Jn even(α) = PT(α) Pf ′An
Pf Bn
∣∣
scalar
JF
. (3.35)
It is easy to prove that Pf Bn
∣∣
scalar
and JF are actually identical. In particular, one can see
that they, as rational functions, have the same zeros and poles. So we obtain the desired
result, Jn even(α) = PT(α) Pf ′An.
4 N = (1,1) Super Yang–Mills: Odd Multiplicity
This section presents the formula for N = (1, 1) SYM amplitudes with odd multiplicity. This
case is considerably subtler than the case of even n. It is perhaps the most novel aspect of the
present work. Nevertheless, we will show that it can be written in a form entirely analogous
to the even-point case:
AN=(1,1) SYMn odd (α) =
∫
dµ6Dn odd PT(α)
(
Pf ′Ân
∫
dΩ̂
(1,1)
F
)
. (4.1)
The following subsections describe the different ingredients in this expression.
Section 4.1 starts by presenting the form of the rational maps for n odd and studying
the corresponding redundancies that enter in the integration measure. The explicit form of
dµ6Dn odd, given in (4.20), is deduced by considering a soft limit of an amplitude with n even.
In particular, we deduce the existence of an emergent shift invariance acting on the rational
maps. The discussion of how this new invariance interacts with the groups SL(2,C)σ and
SL(2,C)ρ is relegated to Appendix A. Appendix B presents the detailed derivation of the
form of the maps, as well as the measure, from the soft limit of the even-point formula (3.9).
Section 4.2 discusses the form of the integrand for odd n, which can also be derived
by carefully examining the soft limit. The fermionic integration measure dΩ̂
(1,1)
F is given
explicitly in (4.39). We show that the odd-n analog of the An matrix is an antisymmetric
(n+ 1)× (n+ 1) matrix, which is denoted Ân. It is constructed from (n+ 1) momenta: the
original n momenta of external particles and an additional special null vector, pAB? , defined
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through an arbitrarily chosen puncture σ?. The formula for the matrix Ân is given in (4.75),
and pAB? in (4.76).
In Section 4.3 we describe consistency checks of (4.1). This includes a comparison with
the CHY formula in the bosonic sector, as was done for n even in 3.2. We also present a
computation of the three-point superamplitude [27] directly from the connected formula.
4.1 Rational Maps and the Measure
Let us consider the definition of the scattering maps in 6D for the odd-point case n = 2m+1:
pABi =
pAB(σi)∏
j 6=i σij
. (4.2)
This formula implies the scattering equations if pAB(z) is a polynomial of degree n−2 = 2m−1
such that the vector pAB(z) is massless for any value of z. The latter is realized by requiring
pAB(z) = 〈ρA(z)ρB(z)〉 = ρA,+(z)ρB,−(z)− ρA,−(z)ρB,+(z), (4.3)
as in the case of even n. The polynomials ρA,+(z) and ρA,−(z) should have the same degree,
since we want to maintain SL(2,C)ρ symmetry. This is achieved by choosing deg ρA,a(z) = m.
However, this produces an undesired term of degree 2m = n− 1 in pAB(z). This term can be
made to vanish by requiring that the coefficient of zm in ρA,a(z) takes the special form
ρA,am = ω
Aξa, (4.4)
since then 〈ρAm ρBm〉 = 0. This is the first new feature we encounter for odd n. The maps for
n = 2m+ 1 then become
ρA,a(z) =
m−1∑
k=0
ρA,ak z
k + ωAξa zm, (4.5)
ρ˜aˆA(z) =
m−1∑
k=0
ρ˜aˆA k z
k + ω˜Aξ˜
aˆ zm. (4.6)
Note that the spinor ξa, which we also write as |ξ〉, involves a projective scale that can
be absorbed into ωA, which is invariant under SL(2,C)ρ. In other words, ξa are homogeneous
coordinates on CP1. For instance, this freedom can be used to set
|ξ〉 =
(
1
ξ
)
. (4.7)
In the following we use the symbol ξ to denote both the two-component spinor and its only
independent component.
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After plugging this form of the (chiral) maps into equations (4.2) we find the expected
(n−3)! solutions. This is consistent since, as we show in Appendix B, this version of the maps
can be obtained directly from a soft limit of the even multiplicity ones. However, a counting
argument quickly leads to the fact that we must fix an extra component of the maps when
solving the equations: There are 5n − 6 independent equations for 5n + 1 variables, which
implies the existence of seven redundancies. Six of them are of course the SL(2,C)’s present
in the even case, but there is an emergent redundancy that we call T-shift symmetry. It is
the subject of the next section.
4.1.1 Action of the T Shift
Consider the following transformation on the polynomials
ρA(z) → ρˆA(z) = (I+ z T )ρA(z). (4.8)
Here T is a 2×2 matrix labeled by little-group indices. In order to preserve the bosonic delta
functions, ∆B, we require that for any value of z and for any polynomial ρ
A(z):
pAB(z) = pˆAB(z) (4.9)
= 〈(I+ zT )ρA(z) (I+ zT )ρB(z)〉
= 〈ρA(z) ρB(z)〉+ z (〈TρA(z) ρB(z)〉+ 〈ρA(z) TρB(z)〉)+ z2〈TρA(z) TρB(z)〉.
Thus we obtain the following conditions
T ᵀ+ T = 0, T ᵀT = 0, (4.10)
where T ᵀ is the transpose of T and  is the 2× 2 antisymmetric matrix. The first condition
is equivalent to
TrT = 0, (4.11)
which implies that T 2 ∝ I. The second condition then fixes
T 2 = 0. (4.12)
What is the meaning of the conditions (4.11) and (4.12)? They guarantee that the trans-
formation (4.8) is a z-dependent SL(2,C)ρ transformation, hence preserving the polynomial
map pAB(z). In other words, (4.11) and (4.12) are equivalent to
det(I+ z T ) = 1 for any z. (4.13)
We discuss such transformations in more generality in the next sections. For now, let us
further impose that T preserves the degree of the maps, i.e., deg ρˆA,a(z) = deg ρA,a(z) = m,
that is
T ab ρ
A,b
m = 0, (4.14)
– 25 –
where ρA,am is the top coefficient. This means that the kernel of T consists of the four spinors
ρA,am with A = 1, 2, 3, 4. In general this would force the 2 × 2 matrix T to vanish. However,
for an odd number of particles
ρA,am = ω
Aξa =⇒ T ab ξb = 0. (4.15)
These two equations, together with condition (4.11), fix three of the four components of T .
It is easy to see that the solution is
T = α|ξ〉〈ξ|, (4.16)
where α ∈ C is a complex scale. Therefore we have found a redundancy on the coefficients of
the maps given by the transformation (4.8). This is an inherent consequence of the description
of the moduli space in terms of the polynomials (4.5). In fact, in Appendix A we show how T
is necessary from a purely group-theoretic point of view, when regarding the equivalent maps
as representations of a bigger group, identified as SL(2,C) n C2. Finally, in Appendix B we
show how the soft limit of the even-multiplicity maps gives another interpretation of T that
is reminiscent of the little group of the soft particle.
Let us close this part of the section by noting that T produces the following shift on the
top component of the polynomial:
ρˆA,am = ρ
A,a
m + Tρ
A,a
m−1 = ω
Aξa + α〈ξ ρAm−1〉ξa, (4.17)
or equivalently,
ωˆA = ωA + α〈ξ ρAm−1〉, (4.18)
which will be useful in the next section.
4.1.2 Measure
Let us introduce the measure for n = 2m + 1, which can be obtained from the soft limit of
the measure for n = 2m + 2. This leads to the correct choice of integration variables, and
the integral localizes on the solutions of the scattering equations. Specifically, we consider an
amplitude for n+ 1 = 2m+ 2 particles, the last one of which is chosen to be a gluon. In the
soft limit of the gluon momentum, i.e., p2m+2 = τ pˆ2m+2 and τ → 0, the even-point measure
takes the form ∫
dµ6D2m+2 = δ(p
2
n+1)
∫
dµ6D2m+1
1
2pii
∮
|Eˆn+1|=ε
dσn+1
En+1
+O(τ0), (4.19)
where the odd-point measure is given by:
dµ6D2m+1 =
(∏n
i=1 dσi
∏m−1
k=0 d
8ρk
)
d4ω 〈ξdξ〉
vol (SL(2,C)σ,SL(2,C)ρ,T)
1
V 2n
n∏
i=1
δ6
(
pABi −
pAB(σi)∏
j 6=i σij
)
. (4.20)
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This is derived in detail in Appendix B.2. The volume factor here implies modding out by
the action of the two SL(2,C) groups, as well as the T-shift. Furthermore,
En+1 = τEˆn+1 = τ
n∑
i=1
pˆn+1 · pi
σn+1,i
= 0 (4.21)
corresponds to the scattering equation for the soft particle. The factor of τ in En+1 makes
the first term in the expansion of the (n + 1)-particle measure singular as τ → 0. As we
explain below, the measure given here for n = 2m+1 has the correct SL(2,C)σ scaling, which
is degree 4n.
Let us now proceed to the explicit computation of the measure. Note that the redundan-
cies can be used to fix seven of the 5n+1 variables, leaving 5n−6 integrations. This precisely
matches the number of bosonic delta functions, which can be counted in the same way as in
the even-point case. Therefore, as before, all the integration variables are localized by the
delta functions. In order to carry out the computations, one needs use the seven symmetry
generators to fix seven coordinates and obtain the corresponding Jacobian. The order in
which this is done is also important, since T does not commute with the other generators. In
order to make contact with the even-point counterpart, let us first fix the T-shift symmetry.
Because T merely generates a shift in the coefficients of the polynomial, it can be seen that
the measure in (4.20) is invariant. Now, let us regard the symmetry parameter α as one of the
integration variables in favor of fixing one of the four components ωA. For instance, one can
choose ω1 as fixed, and then integrate over the parameters {α, ω2, ω3, ω4}. It can be checked
from (4.18) that this change of variables induces the Jacobian
d4ωˆ = 〈ξ ρ1m−1〉 dα dω2dω3dω4. (4.22)
The other ingredients in the measure are invariant under this transformation, i.e.,
∆B(ρˆ, σ) = ∆B(ρ, σ), (4.23)
m−1∏
k=0
d8ρˆk =
m−1∏
k=0
d8ρk. (4.24)
The dependence on α can then be dropped, with the corresponding integration formally
canceling the volume factor for the T-shift in the denominator of (4.20). The measure in this
partially-fixed form is now
dµ6D2m+1 =
(∏n
i=1 dσi
∏m−1
k=0 d
8ρk
)
d3ω 〈ξ ρ1m−1〉〈ξdξ〉
vol (SL(2,C)σ × SL(2,C)ρ)
1
V 2n
n∏
i=1
δ6
(
pABi −
pAB(σi)∏
j 6=i σij
)
. (4.25)
Note that the factor d3ω〈ξρ1m−1〉〈ξdξ〉 is invariant under the projective scaling of ξα. By
construction, it is also invariant under the action of the T shift, implying that ω1 may be set
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to any value. However, after making these choices Lorentz invariance is no longer manifest.
Let us show explicitly how this measure has the correct SL(2,C)σ-scaling under the
transformation σ → tσ together with the scaling of the coefficients in the maps,
ρAak → tm−kρAak . (4.26)
In particular, this implies that ρAam = ω
Aξa is invariant. As is apparent from (4.8), the
parameter α carries SL(2,C)σ-scaling −1, as does the T volume 〈ξρ1m−1〉 using (4.26). Since
the projective scaling of ξ is completely independent from the SL(2,C)σ transformation, none
of the components ξa and ωA transform. Now, we find
m−1∏
k=0
d8ρk → tn2−1
m−1∏
k=0
d8ρk, (4.27)
1
V 2n
n∏
i=1
dσi → t4n−n2 1
V 2n
n∏
i=1
dσi, (4.28)
〈ξ ρ1m−1〉〈ξdξ〉d3ω → t 〈ξ ρ1m−1〉〈ξdξ〉d3ω, (4.29)
leading to the scaling weight of 4n for the full measure as required.
Having carried out these checks, we are now in position to give the final form of the
measure for n = 2m + 1 in the same way as explained earlier for even n. For this, we
eliminate the remaining SL(2,C)σ × SL(2,C)ρ symmetry by performing the standard fixing
of σ1, σ2, σ3 and ρ
1,+
0 , ρ
1,−
0 , ρ
2,+
0 . Note that we fixed the lowest coefficients ρ
Aa
0 , because they
are not affected by the T-shift. Otherwise, this would interfere with the T-shift. Finally, we
extract the mass shell and momentum conservation delta functions as in (2.38). This leads
to
dµ6D2m+1 =
Jρ Jσ
V 2n
(
n∏
i=4
dσi
)
dρ2,−0 d
2ρ30 d
2ρ40
(
m−1∏
k=1
d8ρk
)
d3ω dξ 〈ξ ρ1d−1〉 ∆ˆB, (4.30)
where the Jacobians are given in (2.37), and ∆ˆB is given in (2.39).
4.1.3 Transformations of the Maps
Having checked the scaling of the measure, here we consider other SL(2,C)σ transformations,
as we will see that they lead to other interesting new features of the odd-point rational maps.
In particular, let us consider the inversion σi → −1/σi.3 Under this inversion, the rational
map transforms as,
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
→ 〈ρ
′A(σi) ρ′B(σi)〉
(
∏n
j=1 σ
−1
j )(
∏
j 6=i σij)
, (4.31)
3The minus sign is for convenience only. Sign reversal is already established as a consequence of the scaling
symmetry.
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and the new object ρ′A(σi) entering the map is given by
ρ′A(σi) = (−1)m
m∑
k=0
(−1)kρAk,a σ
m−k− 1
2
i . (4.32)
Note that this is actually not a polynomial due to the fact that n is odd. To keep the
rational-map constraints unchanged, we require that the coefficients transform as
ρAk,a → ρ′Ak,a = (−1)k ρAm−k,a. (4.33)
Then, up to an overall factor, the transformation exchanges the degree-k coefficient with the
degree m− k coefficient just like in the case of even n. What is different from the even-point
case is the non-polynomial property of ρ′A(σi). Therefore, inversion turns the polynomial
map into a non-polynomial one of the following form
ρ′Aa (z) =
m∑
k=0
ρ′Ak,a z
k− 1
2 . (4.34)
Now the lowest-degree coefficient, ρ′A0,a, which is proportional to the highest coefficient of the
original map, has the special factorized form
ρ′A0,a = ω
A ξa, (4.35)
where we have used (4.4). Therefore the product pAB(z) = 〈ρA(z) ρB(z)〉 remains a degree-
(n−2) polynomial.
Although we only use polynomial maps throughout the paper, it is worth mentioning
that the above non-polynomial form of the maps could be used equally well. This discussion
makes it is clear that for odd multiplicity a general SL(2,C)σ transformation can take the
original polynomial maps to a more complicated-looking, but equivalent, version of maps.
This is a consequence of the fact that the seven generators of SL(2,C)σ, SL(2,C)ρ, T do not
close into a group, as can already be seen from the fact that
vol (SL(2,C)σ,SL(2,C)ρ, T ) (4.36)
carries weight −1 under scaling of SL(2,C)σ. Compositions of the action of these seven
generators on the maps lead to the general transformations of the form
ρA,a(z)→ (eT (z))ab ρ′A,b(z), (4.37)
where T ab (z) is a traceless 2× 2 matrix depending on z.
It is interesting to study the subalgebra that preserves the form of the polynomial maps,
which for even multiplicity is just SL(2,C)σ × SL(2,C)ρ. In Appendix A we obtain the
corresponding algebra for odd multiplicity: We first show that the generators of SL(2,C)σ
– 29 –
and SL(2,C)ρ do not commute in general and that a subset of these recombines into the
algebra SL(2,C) n C2. This includes inversion and T-shift, but it requires a partially fixed
SL(2,C)ρ frame.
4.2 Integrand from Soft Limits
Here we apply the soft limit to the even-point integrand in order to obtain the odd-point
version, with the soft factor included. The answer is composed of two pieces:
IN=(1,1) SYModd =
∫
dΩ̂
(1,1)
F × Jodd. (4.38)
The fermionic measure dΩ̂
(1,1)
F can be obtained in a way similar to the bosonic one, and we
relegate its derivation to Appendix B.3. The result is
dΩ̂
(1,1)
F = Vn dg dg˜
m−1∏
k=0
d2χk d
2χ˜k
n∏
i=1
δ4
(
qAi −
〈ρA(σi)χ(σi)〉∏
j 6=i σij
)
δ4
(
q˜i,A − [ρ˜A(σi) χ˜(σi)]∏
j 6=i σij
)
.
(4.39)
The fermionic maps are constructed such that 〈ρ(z)χ(z)〉 and its conjugate are polynomials
of degree n− 2, and take a form similar to the bosonic map in (4.5). Specifically,
χa(z) =
m−1∑
k=0
χak z
k + gξazm, (4.40)
χ˜aˆ(z) =
m−1∑
k=0
χ˜aˆk z
k + g˜ξ˜aˆzm, (4.41)
where the χ’s and χ˜’s, as well as g and g˜, are Grassmann coefficients. Note that the same
spinors ξa and ξ˜aˆ appear in the coefficients of zm for both the bosonic maps and the fermionic
maps. This form ensures the coefficient of z2m in the product of maps vanishes, so that the
product has the desired degree, 2m− 1 = n− 2, for an odd number of particles.
With this parametrization of the maps, the first check is to show that the construction
has the right Grassmann degree. As in the case of the even n, we need to remove the fermionic
“wave functions”
∏n
i=1 δ
2(λ˜i,A,aˆ q
A
i )δ
2(λBi,bq˜B). This leaves an integrand with Grassmann de-
gree of 4n, as required. Having established the Grassmann degree of the integrand, let us
next count the number of fermionic integrations. There are 4m χ and χ˜ integrals and two
g and g˜ integrals, giving a total of 4m + 2 = 2n integrations. The final amplitude thus has
Grassmann degree 2n. More precisely, just as for even n, it has degree n in both the η’s
and the η˜’s, which is what we expect for the superamplitudes of 6D N = (1, 1) SYM in the
representation (3.1).
The factor Jodd, which is purely bosonic, contains a contour integral in σn+1 that emerges
from the soft limit of the measure (4.19). Therefore, it encodes all of the dependence on the
soft particle. Using the identity permutation In and setting σn+1 = z for convenience, we
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show in Appendix B.2 that for a soft gluon
SaaˆJodd = PT(In) σ1n
2pii
∮
|Eˆn+1|=ε
dz
En+1 ×
Pf′An+1
(z − σ1)(z − σn)
xa
〈ξ Ξ〉
x˜aˆ
[ξ˜ Ξ˜]
. (4.42)
Let us explain the various terms appearing in this formula. First, the vanishing of En+1 =
τ Eˆn+1 = p(z) · pn+1 is the rescaled scattering equation for the soft (n+1)th particle (on the
support of the hard scattering equations), such that En+1 = En+1
∏n
i=1(z−σi). In terms of
the 6D spinor-helicity formalism, Weinberg’s soft factor for a gluon is given by
Saaˆ =
[λ˜aˆn+1|p1p˜n|λan+1〉
sn+1,1sn,n+1
=
λ˜aˆn+1,A p
AB
1 p˜n,BC λ
a,C
n+1
sn+1,1sn,n+1
. (4.43)
The reduced Pfaffian can be expanded as
Pf′An+1 =
(−1)n+1
σ1n
n−1∑
i=2
(−1)i pn+1 · pi
z − σi PfA
[1,i,n,n+1]
n+1 , (4.44)
where A
[1,i,n,n+1]
n+1 denotes the matrix An+1 with rows and columns 1, i, n, n+1 removed. This
odd-point integrand by construction does not depend on τ , the scaling parameter introduced
to define the soft limit. It is also independent of the choice of polarization (a, aˆ) and the
direction of the soft momentum pn+1 = τ pˆn+1. Recall that ξ
a = (1, ξ) is determined from
the hard scattering maps, while Ξa = (Ξ+,Ξ−) and xa = (x,−1) are given by the following
linear equations (for z = σn+1):
〈Ξ ρA(z)〉 = 〈xλAn+1〉, [Ξ˜ ρ˜A(z)] = [x˜ λ˜An+1]. (4.45)
Introducing a reference spinor rA and contracting the first of the preceding two equations
with ABCDλ
B,a
n+1ρ
C,b(z)rD, we obtain
xa〈ρb(z)|p˜n+1|r〉 = Ξb〈λan+1|p˜(z)|r〉. (4.46)
This can be used to make the z-dependence explicit in the integrand. Contracting with ξb
and repeating these steps for the anti-chiral piece gives
xa
〈ξ Ξ〉
x˜aˆ
[ξ˜ Ξ˜]
=
〈λan+1|p˜(z)|r〉 [r˜|p(z)|λ˜aˆn+1]
ξb〈ρb(z)|p˜n+1|r〉 [r˜|pn+1|ρ˜bˆ(z)]ξ˜bˆ
, (4.47)
where |r〉 and [r˜| are independent reference spinors. Hence
SaaˆJodd = PT(In) σ1n
2pii
∮
|Eˆn+1|=ε
dz
En+1 ×
Pf′An+1
(z − σ1)(z − σn)
〈λan+1|p˜(z)|r〉[r˜|p(z)|λ˜aˆn+1]
ξb〈ρb(z)|p˜n+1|r〉[r˜|pn+1|ρ˜bˆ(z)]ξ˜bˆ
.
(4.48)
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In Section 4.2.1 we evaluate this integral via contour deformation. However, let us point
out here the difficulties arising when trying to evaluate this integral. For a given solution
of the hard punctures {σi}ni=1 the scattering equation Eˆn+1 = 0 is a polynomial equation
of degree n − 2 in z, which in general does not have closed-form solutions. In the CHY
formalism the soft limit can be evaluated by deforming the contour and enclosing instead
the hard punctures at z = σi. This is because the CHY integrand can be decomposed into
Parke–Taylor factors, which altogether yield 1/z2 as the fall off at infinity. The argument can
be straightforwardly repeated for the Witten–RSV formula in four dimensions, as we outline
in Appendix B.1. In the case of (4.48) we find the leading behavior at infinity to be exactly
1/z2. However, the new contour will also enclose the poles associated to the brackets in the
denominator, which are given by the solutions of a polynomial equation of degree (n− 3)/2.
Since these contributions to the integral also turn out to be cumbersome to evaluate, in the
next section we introduce a novel contour deformation that allows us to evaluate the integral
without the need to compute these individual contributions.
4.2.1 Contour Deformation
The soft factor Saaˆ, given by (4.43), is still contained in the integrand Jodd and introduces an
apparent dependence on the soft momentum. In order to extract it and evaluate the contour
integral at the same time, we perform a complex shift of the soft momentum pn+1. More
specifically, for a given solution of the hard data {σi, ρ, ρ˜}, we perform a holomorphic shift in
|λn+1〉 and use it to extract the odd-point integrand as a residue.
First, consider a reference null six-vector Q = |qa〉〈qa|. (The Lorentz indices are implicit.)
Using the little-group symmetry, the spinors can be adjusted such that
〈ρa(σn)|q˜b] = mab, (4.49)
together with 〈qa|q˜b] = 0. Here m2 = 2 p(σn) · Q is a mass scale that drops out at the end
of the computation, so we set m = 1 for convenience. Note that q˜b,A transforms under the
antifundamental representation of the Lorentz group, SU∗(4), but under the chiral SL(2,C)ρ.
Now consider a shift described by a complex variable w:
|λan+1〉 → |λaw〉 = |ρan〉+ w |qa〉 (4.50)
|λ˜+ˆn+1] → |λ˜+ˆw ] = |ρ˜n] + wCa|q˜a], (4.51)
where |ρan〉A is shorthand for ρA,a(σn), while
|ρ˜n]A = [ξ˜ ρ˜A(σn)], (4.52)
and the index A has been suppressed in the preceding equations. Without loss of generality,
we may make the deformation for a specific choice of the polarization, which we have chosen
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to be aˆ = +ˆ in the second line. The only requirement for |λ˜+ˆn+1] is that
0 = 〈λan+1|λ˜+ˆn+1] = 〈λaw|λ˜+ˆw ] = 〈ρan|q˜b]Cb + 〈qa|ρ˜n], a = +,− , (4.53)
and using (4.49) this implies Ca = 〈qa|ρ˜n].
The shifted soft factor that we utilize is
Sa+ˆw =
〈λaw|p˜np1|λ˜+ˆw ]
sw,1sw,n
, (4.54)
which has a simple pole at w = 0. After a short computation one can show that
1
2pii
∮
|w|=ε
dw Sa+ˆw =
Ca
2pii
∮
|w|=ε
dw
w
= Ca. (4.55)
Thus, the odd-point integrand can be recast in the form
Jodd = PT(In)× 1
2piiCa
∮
|w|=ε
dw Iaw, (4.56)
with
Iaw =
1
2pii
∮
|p(z)·pw|=ε
dz
p(z) · pw ×
σ1n Pf
′An+1
(z − σ1)(z − σn)
xa
〈ξ Ξ〉
x˜+ˆ
[ξ˜ Ξ˜]
. (4.57)
As w → 0, the soft momentum pw → p(σn), and hence we expect z → σn. In fact, we
claim that this solution is the only one contributing to the singularity in w. Therefore we
may redefine the contour as enclosing only the pole at σn, and
Iaw =
1
2pii
∮
|z−σn|=ε
dz
p(z) · pw ×
σ1n Pf
′An+1
(z − σ1)(z − σn)
xa
〈ξ Ξ〉
x˜+ˆ
[ξ˜ Ξ˜]
(4.58)
=
Pf′An+1|z=σn
p(σn) · pω
〈λaw|p˜(σn)|r〉[r˜|p(σn)|λ˜w]
〈ρn |p˜w|r〉[r˜|pw|ρ˜n]
. (4.59)
One can show that:
p(σn) · pw = w
2
2
, (4.60)
Pf′An+1|z=σn =
ω
2
1
σn1
n−1∑
i=2
(−1)i 〈q
a|p˜i|ρn,a〉
σni
PfA
[1,i,n,n+1]
n+1 +O(w2), (4.61)
where we have used the identity
n−1∑
i=2
(−1)i pn · pi
σni
PfA
[1,i,n,n+1]
n+1 = 0. (4.62)
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We also have that
[r˜|p(σn)|λ˜w]
[r˜|pw|ρ˜n] =
w [r˜|ρn,a〉〈ρan|q˜b]Cb
w [r˜|ρn,b〉Cb +O(w) = 1 +O(w). (4.63)
Note that for the chiral piece we can set |r〉 such that p˜(σn)|r〉 = |ρ˜n]. Then
〈λaw|p˜(σn)|r〉
〈ρn|p˜w|r〉 =
w 〈qa|ρ˜n]
w ABCD ξc ρAn,c ρ
B
n,b q
C,b rD
+O(w), (4.64)
where the contraction in the denominator evaluates to
ABCD ξ
c ρAn,c ρ
B
n,b q
C,b rD = 〈q|p˜(σn)|r〉 = 〈q|ρ˜n], (4.65)
with |q〉A := ξaqAa . Hence we obtain
lim
w→0
〈λaw|p˜(σn)|r〉
〈ρn|p˜w|r〉 =
Ca
〈q|ρ˜n] . (4.66)
Putting everything together we find
Jodd = PT(In)× 1
2piiCa
∮
|w|=ε
dw
w
Ca
σn1
n−1∑
i=2
(−1)i 〈q
a|p˜i|ρn,a〉
σni〈q|ρ˜n] PfA
[1,i,n,n+1]
n+1
= PT(In)×
〈qa|X˜(1,n)|ρn,a〉
〈q|ρ˜n] , (4.67)
where for convenience we have defined the null vector
XAB(1,n) :=
1
σn1
n−1∑
i=2
(−1)i p
AB
i
σni
PfA
[1,i,n,n+1]
n+1 =
1
2
ABCDX˜(1,n),CD. (4.68)
Despite using the notation PfA
[1,i,n,n+1]
n+1 , this Pfaffian is completely independent of the soft
momentum and the associated puncture. As anticipated, the expression is independent of the
scale of q, so we can remove the normalization condition 2 p(σn) ·Q = 1, turning |qa〉 into a
completely arbitrary spinor. Expanding the numerator of (4.67) in a basis given by {ξ, ζ},
where ζ is a reference spinor such that 〈ξζ〉 = 1, we find:
Jodd = PT(In)×
〈q|X˜(1,n)|pin〉 − 〈w|X˜(1,n)|ρn〉
〈q|ρ˜n] , (4.69)
where
|pin〉A = 〈ζ ρA(σn)〉 (4.70)
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is the conjugate component of |ρn〉. Also,
|w〉A = 〈ζ qA〉. (4.71)
In particular, the fact that the integrand is independent of w implies the non-trivial identity:
X˜(1,n)|ρn〉 = 0, (4.72)
which yields the following form of the integrand
Jodd = PT(In)×
〈q|X˜(1,n)|pin〉
〈q|ρ˜n] . (4.73)
Using (4.72) this expression can be recast in a non-chiral form. Let us introduce another
reference spinor |q˜] and consider
Jodd = PT(In)×
〈q|X˜(1,n) p(σn)|q˜]
〈q|ρ˜n]〈ρn|q˜] . (4.74)
Note that p˜(σn)ABX
BC
(1,n) = −X˜(1,n) ,AB p(σn)BC . Finally, using the definition of X(1,n) in
(4.68) we recognize that the second factor in (4.74) is in fact a reduced Pfaffian of an anti-
symmetric (n+ 1)× (n+ 1) matrix constructed out of An with an additional column and row
(labeled by ?) attached. We call this matrix Ân. Restoring the original integration variables,
its entries are given by:
[Ân]ij =

pi · pj
σij
if i 6= j,
0 if i = j,
for i, j = 1, 2, . . . , n, ?, (4.75)
where
pAB? =
2 q[ApB]C(σ?)q˜C
qD[ρ˜D(σ?) ξ˜]〈ρE(σ?) ξ〉q˜E
(4.76)
is a reference null vector entering the final row and column, q and q˜ are arbitrary spinors, and
σ? is a reference puncture that can be set to one of the punctures associated to removed rows
and columns. In fact, we have numerical evidence that σ? can be chosen completely arbitrarily
without changing the result. Here, q[ApB]C denotes the antisymmetrization qApBC − qBpAC .
The reduced Pfaffian is then defined analogously to (3.11), with the restriction that the starred
column and row are not removed. Independence of the choice of removed columns and rows
follows from the analogous statement for n even. It is straightforward to confirm that Pf ′Ân
transforms as a quarter-integrand in the SL(2,C)ρ-frame studied in Appendix A, and that its
mass dimension is n−2, as required. This completes the derivation of the odd-point formula
(4.1). The reasoning was complicated, but the result is as simple as could be hoped for.
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4.3 Consistency Checks
We have checked numerically that the new formula (4.1) correctly reproduces the 6D SYM
amplitudes of gluons and scalars directly computed from Feynman diagrams, up to n = 7.
In this subsection we perform additional consistency checks of the formula. We begin by re-
deriving the odd-point integrand Iodd by comparing it with the corresponding CHY expression
for a particular bosonic sector following a similar argument used earlier for the case of even
n. We will then show analytically that the formula leads to the correct three-point super-
amplitude of 6D SYM. It is worth noting that the three-point amplitudes in 6D YM are rather
subtle due to the special kinematics first explained in [6]. As we will see, our formula gives a
natural parametrization of the special three-point kinematics.
4.3.1 Comparison with CHY
This section presents an alternative derivation of the integrand of the odd-point amplitudes.
The method we will use here is similar to the one for the even-point case given in section
3.2. It is based on comparison to known results of the CHY formulation of YM amplitudes in
general spacetime dimensions. This method of derivation is independent of and very different
from the soft-theorem derivation presented in the previous sections. Therefore it constitutes
an additional consistency check.
Let us begin with the general form of the odd-point amplitudes of 6D N = (1, 1) SYM,
AN=(1,1) SYMn =
∫
dµ6Dn dΩ̂
(1,1)
F × Jn odd, (4.77)
for n = 2m+ 1. Recall that the bosonic measure dµ6Dn is defined in (4.20), and the fermionic
measure dΩ̂
(1,1)
F is given in (4.39), which is the part that is more relevant to the discussion
here. The goal is to determine the integrand Jn odd. As mentioned above, we will follow the
same procedure as in the case of even n, namely comparison of our formula with the CHY
formulation of amplitudes for adjoint scalars and gluons. To do so, we consider a particular
component of the amplitude. Due to the fact that n is odd and the scalars have to appear in
pairs, it is not possible to choose all the particles to be scalars. The most convenient choice
of the component amplitudes one with n−1 scalars and one gluon. Concretely, in the same
notation as before, we choose to consider
An(φ11ˆ1 , . . . , φ11ˆm , φ22ˆm+1, . . . , φ22ˆ2m, Aaaˆn ) , (4.78)
where Aaaˆn is a gluon.
As in Section 3.2, we integrate out the fermionic variables so as to extract the desired
component amplitude. The computation is similar to the one for even n, but slightly more
complicated due to the appearance of Aaaˆn in the middle term of the superfield. Projecting to
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this component amplitude, we obtain∫
dΩ
(1,1)
F =⇒ VnJw
∫ m−1∏
k=0
d2χk d
2χ˜k dg dg˜ dη
a
ndη˜
aˆ
n ∆
proj
F ∆˜
proj
F . (4.79)
The factor Jw =
∏n
i=1
1
(p13i )
2 arises from extracting the fermionic wave functions. The
fermionic delta functions are given by
∆projF =
∏
A=1,3
δ
(
qAn −
〈ρA(σn)χ(σn)〉∏
j 6=n σnj
)∏
i∈Y
δ
(
〈ρA(σi)χ(σi)〉∏
j 6=i σij
)∏
i∈Y
p13i , (4.80)
∆˜projF =
∏
A=2,4
δ
(
q˜nA − [ρ˜A(σn) χ˜(σn)]∏
j 6=n σnj
)∏
i∈Y
δ
(
[ρ˜A(σi) χ˜(σi)]∏
j 6=i σij
)∏
i∈Y
p13i , (4.81)
with Y := {1, . . . ,m} and Y := {m + 1, . . . , n − 1}. Compared to the even-particle case,
we have an additional contribution coming from the gluon Aaaˆn . Performing the fermionic
integrations leads to the final result,
dΩ̂
(1,1)
F =⇒ (JF )aaˆ =
λ
[A
n,a〈ρB](σn) ξ〉
pABn
λ˜n,aˆ,[C [ρ˜D](σn) ξ˜]
pn,CD
Vn∏
j 6=n σ
2
nj
∏
i∈Y,J∈Y
1
σ2iJ
, (4.82)
where the square brackets denote anti-symmetrization on indices A,B and C,D. Note that
although the formula for (JF )aaˆ exhibits explicit Lorentz indices A,B and C,D, it is actually
independent of the choice of these indices. Therefore, we have only made the dependence
on the little-group indices a and aˆ explicit in (JF )aaˆ. They appear because the component
amplitude contains a gluon Aaaˆn .
Having extracted the component amplitude that we want, we can compare it to the
corresponding result from the CHY formulation. From the comparison, we find that the
odd-point integrand is given by
Jn odd(α) = Pf
′(Ψproject)aaˆ
(JF )aaˆ
× PT(α) . (4.83)
This ratio should be scalar, independent of the choice of the little-group indices a and aˆ. As
in the case of n even, Pf ′Ψproject is defined by the usual Pf ′Ψ, projected to the component
amplitude under consideration. In the present case this means that the dot products of a
pair of polarization vectors for scalars particles are the same as before, namely εi · εI = 1 if
i ∈ Y and I ∈ Y , and otherwise they vanish. Furthermore εi · εn = 0, and pi · εj = 0 if j 6= n.
Using these rules, the original reduced Pfaffian Pf ′Ψ simplifies to
Pf ′(Ψproject)aaˆ = det(∆m)
n−2∑
i=1
(−1)i pi · (εn)aaˆ
σin
PfA[i,n−1,n]n , (4.84)
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where the m×m matrix ∆m has entries given by 1σiI for i ∈ Y and I ∈ Y .
The ratio entering the integrand Jn odd in (4.83) can be dramatically simplified. To
demonstrate this, note that as Jn odd(α) is a scalar, the following two tensors are proportional,
λ[An,a〈ρB](σn) ξ〉λ˜n,aˆ,[C [ρ˜D](σn) ξ˜]×R = pABn pn,CD
n−2∑
i=1
(−1)i pi · (εn)aaˆ
σin
PfA[i,n−1,n]n , (4.85)
where the proportionality factor R is a scalar. After multiplying both sides of this equation
with λA,an λ˜aˆn,C and contracting indices a and aˆ, we obtain
〈ρA(σn) ξ〉[ρ˜C(σn) ξ˜]×R =
n−2∑
i=1
(−1)i λ
A,a
n pi · (εn)aaˆ λ˜aˆn,C
σin
PfA[i,n−1,n]n
=
n−2∑
i=1
(−1)i
σin
pABn pi,BD %
DE pn,EC
% · pn PfA
[i,n−1,n]
n , (4.86)
where in the last line we used the spinor form of the polarization vector (εn)aaˆ [6], with % a
reference vector. Collecting everything and plugging R back into the integrand, we arrive at:
Jn odd(α) = PT(α)
σn−1, n
n−2∑
i=1
(−1)i
σin
pAB(σn) pi,BD %
DE pn,EC
% · pn ρAn ρ˜n,C
PfA[i,n−1,n]n , (4.87)
where we have also simplified the σ-dependent part, and defined
ρAn := 〈ρA(σn) ξ〉 , ρ˜n,C := [ρ˜C(σn) ξ˜] , (4.88)
as in the previous subsection. Furthermore, using the identity
n−2∑
i=1
(−1)i pi · pn
σin
PfA[i,n−1,n]n = 0 , (4.89)
the summation in the expression of Jn odd(α) can be further simplified, leading to the final
form of the integrand:
Jn odd(α) = PT(α)
σn−1, n
n−2∑
i=1
(−1)i p
AB(σn) pi,BC
σin ρAn ρ˜n,C
PfA[i,n−1,n]n . (4.90)
This result is actually a Lorentz scalar, as it should be, even though it appears to depend on
the explicit Lorentz spinor indices A and C. The above expression agrees with (4.74) after
contraction with reference spinors in the numerator and denominator and choosing σ? = σn.
In the derivation here, we have chosen particles n as well as n−1 to be special. However,
the final result should be independent of such a choice, and therefore we have a complete
agreement with (4.74), the result obtained by using the soft theorem.
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4.3.2 Three-point Amplitude
Here we derive analytically the three-point amplitude from our odd-n formula. As explained
in [6], the three-point amplitude requires additional considerations such as an adequate
parametrization of its special kinematics. Here we find that our formula naturally leads
to such a parametrization together with the correct supersymmetric expression. Since the
result, which is quite subtle, exists in the literature [27], it is nice to see that our formula
reproduces the known result. It turns out that it is more convenient to use the linearized
constraints introduced in (2.40). So we start with the following integral representation of the
superamplitude:
AN=(1,1) SYM3 (123) =
∫
dµ6D3
J3
(V3)3
∫
d2χ0 d
2χ˜0 dg dg˜
3∏
i=1
δ2(ηbiM
a
i,b−χa(σi))δ2(η˜bˆi M˜ aˆi,bˆ−χ˜aˆ(σi)).
(4.91)
The fermionic delta functions in the above formula are the fermionic versions of the linear
constraints, and we will discuss the n-point version of these constraints in Section 5. For now
we take this as a given, and write the degree 1 three-point maps as:
ρA,a(z) = ρA,a0 + ω
Aξa z,
χa(z) = χa0 + g ξ
a z, (4.92)
together with their conjugates ρ˜Aaˆ(z) and χ˜aˆ(z). Imposing the orthogonality condition
ρA,a(z)ρ˜A,aˆ(z) = 0 we find:
ρA,a0 ρ˜0,A,aˆ = 0,
ρA,a0 ω˜A ξ˜aˆ + ξ
a ωA ρ˜0,A,aˆ = 0,
ωA ω˜A = 0. (4.93)
The solution to the middle constraint is given by
ρA,a0 ω˜A = t ξ
a,
ωA ρ˜0,A,aˆ = −t ξ˜aˆ, (4.94)
for some scale t. Recall that the top component of each map, i.e., ξaωA and its conjugate,
carries a GL(1,C) freedom which we previously used to fix ξ+ = 1. For reasons that will
become apparent soon, here it is more convenient to use this scaling to fix t = V3. Using this
and the previous equations we find the following relation:
ρA,a(σi)ρ˜A,aˆ(σj) = V3 ξ
aξ˜aˆ σij . (4.95)
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Let us now evaluate the integrand in the representation of (4.73) and (4.68):
J3 = 1
(V3)2σ13
× 〈q|p˜(σ1)|pi3〉〈q|ρ˜3]
=
1
(V3)2σ13
qAρ˜A,aˆ(σ1)ρ˜
aˆ
B(σ1)ρ
B
a (σ3)ζ
a
qAρ˜aˆ0,Aξ˜aˆ
= 1/V3, (4.96)
where we used X˜(1,3) = − p˜(σ1)V3σ13 , PfA
[1,2,3,4]
4 = 1, 〈ξζ〉 = 1 and qAρ˜aˆA(σ)ξ˜aˆ = qAρ˜aˆ0,Aξ˜aˆ. For
three points, the SL(2,C)σ symmetry completely fixes all three σ’s, and we have,∫
dµCHY3 = (V3)
2. (4.97)
Plugging this into (4.91) we are left with
AN=(1,1) SYM3 (123) = F (1,0)3 F (0,1)3 , F (1,0)3 =
1
V3
∫
dχ+0 dχ
−
0 dg
3∏
i=1
δ2(ηbiM
a
i,b − χa(σi)),
(4.98)
together with its conjugate F
(0,1)
3 . We find that now the three-point amplitude only involves
fermionic integrals and factorizes into chiral and antichiral pieces. However, this form is not
completely satisfactory as it still carries redundancies. In order to match this expression with
the known ones [6, 31], we note that (4.95) can be inverted as follows: Pick three labels
{i, j, k} = {1, 2, 3} for the external particles, then
〈λai |λ˜aˆj ] = V3
Mai,bξ
bM˜ aˆ
jbˆ
ξ˜bˆ
|Mi| |M˜j |
σij = ijk
(
Mai,bξ
b
)(
M˜ aˆ
j,bˆ
ξ˜bˆ
)
, (4.99)
where ijk is the sign of the permutation (ijk), as usual. This allows us to read off the
variables defined in [6] for the special case of three-point kinematics. Since det〈λai |λ˜aˆj ] = 0,
uai = M
a
i,b ξ
b , u˜aˆi = M˜
aˆ
i,bˆ
ξ˜bˆ. (4.100)
It is easy to check that they satisfy uai λ
A
i,a = u
a
jλ
A
j,a for any i, j. Their duals, defined as
wai =
Mai,bζ
b
σijσik
, w˜aˆi =
M˜ aˆ
i,bˆ
ζ˜ bˆ
σijσik
, (4.101)
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satisfy 〈uiwi〉 = [u˜i w˜i] = 1. Since the maps are constructed such that momentum conserva-
tion is guaranteed, the condition imposed in [6],
3∑
i=1
ωai λ
A
i,a = ζ
a
3∑
i=1
ρAa (σi)
|Mi| = 0, (4.102)
is also satisfied by virtue of the residue theorem. Furthermore, note that there are scaling
and shifting redundancies in the definition of ui, u˜i, wi, w˜i [6]. In particular, these variables
are defined up to a rescaling,
ui → αui , u˜i → α−1u˜i , wi → α−1wi , w˜i → αw˜i , (4.103)
which is a reflection of scaling redundancy of ξ and ζ. Additionally, there is a shift redundancy
in wi,
wi → wi + biui , (4.104)
with
∑3
i=1 bi = 0 corresponds to the redundancy ζ → ζ+b ξ in the defining condition 〈ζξ〉 = 1.
Let us now fix this SL(2,C) redundancy by setting ξ = (1, 0) and ζ = (0, 1). Then
Mi =
(
u+i u
−
i
σijσikw
+
i σijσikw
−
i
)
, (4.105)
and similarly for the conjugate. We will now focus on the chiral piece F3. Following [27], we
define wi = w
a
i ηi,a and ui = u
a
i ηi,a. Then we evaluate the fermionic integrals as follows
F
(1,0)
3 =
1
V3
∫
dχ+0 dχ
−
0 dg
3∏
i=1
δ(σijσikwi − χ+0 − g σi)δ(ui − χ−0 )
=
1
V3
(u1 − u2)(u1 − u3)
∫
dχ+0 dg
3∏
i=1
δ(σi i+1σi i+2wi − χ+0 − g σi)
= (u1u2 + u2u3 + u3u1)(w1 + w2 + w3), (4.106)
where we have omitted the notation “δ” for fermionic delta functions. The final result is in
precise agreement with the three-point superamplitude given, e.g., in [31]. For example, the
three-gluon amplitude is:
A3(Aaaˆ1 , Abbˆ2 , Accˆ3 ) =
(
ua1u
b
2w
c
3 + u
a
1w
b
2u
c
3 + w
a
1u
b
2u
c
3
)(
u˜aˆ1u˜
bˆ
2w˜
cˆ
3 + u˜
aˆ
1w˜
bˆ
2u˜
cˆ
3 + w˜
aˆ
1 u˜
bˆ
2u˜
cˆ
3
)
. (4.107)
5 Linear Form of the Maps
In this section, we present an alternative version of the connected formula for tree-level
scattering amplitudes in 6D N = (1, 1) SYM. We make use of “linear” constraints involving
λAa and ηa directly, instead of the quadratic combinations p
AB = 〈λAλB〉 and qA = 〈λAη〉.
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This form of the constraints is a natural generalization of the 4D Witten–RSV formula, in
the form of (2.17). We have previously presented the linear constraints in (2.40). However,
our conventions in this section differ from the previous formula by the change of variables
Wi = M
−1
i . Since the Mi’s are 2 × 2 matrices, the two formulations differ by where Wi
appears in the constraints as well as an overall Jacobian. For certain computations such as
the soft limits, it may be preferable to use the previous version of the constraints.
One way in which the linear constraints differ from the quadratic constraints is that the
on-shell conditions are no longer built in. Instead, they are enforced by the introduction of
spinor-helicity variables. Another feature of the linear form is that it makes manifest more
of the symmetries, including the SU(2)× SU(2) R symmetry. We will also give evidence that
this representation may be a step towards a Grassmannian formulation of 6D theories [46].
As in the previous formulation of 6D theories, there are additional subtleties when the
number of particles n is odd. As before, the maps appropriate for odd n require the T
symmetry, which acts as a redundancy of these maps. SYM amplitudes follow by pairing
these constraints with the integrands found previously.
Using the linear constraints for even- and odd-point SYM amplitudes, in Section 5.3 we
obtain a version of these constraints that is even closer to the original Witten–RSV form.
In the case of 4D, this version is sometimes known as the Veronese embedding [47]. This
is achieved by evaluating the integral over the original rational maps ρAa (z), χa(z), χ˜aˆ(z),
leaving an integral over only the punctures and the Wi variables. This allows one to view the
linear constraints as those for a symplectic (or Lagrangian) Grassmannian acting on a vector
built from the external kinematic data.
As an application of this formulation, we also present an alternative version of the tree-
level amplitudes of the Abelian (2, 0) M5-brane theory. Since this theory does not have
odd-point amplitudes, it is not a focus of the present work. Still, the linear version of the tree
amplitudes of this theory have some advantages compared to the formula presented in [21].
5.1 Linear Even-Point Measure
The linear form of the 6D even-point measure is obtained by introducing an integration over
GL(2) matrices (Wi)
b
a associated to each particle (or puncture):∫
dµ6Dn even =
∫ ∏n
i=1 dσi
∏m
k=0 d
8ρk
vol (SL(2,C)σ × SL(2,C)ρ)
1
V 2n
n∏
i=1
δ6
(
pABi −
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
)
=
(
n∏
i=1
δ(p2i )
)∫ ∏n
i=1
∏m
k=0 d
8ρk
vol (SL(2,C)σ × SL(2,C)ρ)W(λ, ρ, σ), (5.1)
where
W(λ, ρ, σ) =
n∏
i=1
∫
d4Wi δ
8
(
λAia − (Wi)baρAb (σi)
)
δ
(
|Wi| − 1∏
j 6=i σij
)
(5.2)
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and |Wi| = detWi. The total number of delta functions exceeds the number of integrations by
n + 6, accounting for the mass-shell and momentum-conservation delta functions. This step
introduces 4n integrals in addition to the previous 5n− 6 that were previously present after
accounting for the SL(2,C)σ × SL(2,C)ρ symmetry. It allowed us to extract the n mass-shell
constraints δ(p2i ).
Before proceeding, let us comment on the SL(2,C) indices of the matrix (Wi)ba. Through-
out this work, we have used the Latin indices a = +,− to denote both the “global” SL(2,C)ρ
indices as well as the little-group indices of the external particles. The latter was not visible
when all the external data entered the formulas through the little-group invariant combina-
tions pABi , q
A
i , and q˜iA. In passing to the linear form, we have introduced one matrix (Wi)
b
a
per particle. We should view the upper index as global, because it contracts with the maps,
whereas the lower index must transform under the little group of the ith external particle
in order for the delta functions to be little-group invariant. So each Wi transforms as a
bi-fundamental under the global SL(2,C)ρ and the ith SL(2,C) little group. (The corre-
sponding feature was also present in 4D when the ti and t˜i variables were introduced.) More
explicitly, it is sometimes useful to solve for them in favor of the maps as follows: If we pick
{A,B} ⊂ {1, 2, 3, 4}, then
pABi W
a
i,b =
ρ[A,a(σi)λ
B]
i,b∏
j 6=i σij
, (5.3)
the above solution also makes clear the difference between these two SL(2,C) indices. Despite
this subtlety, we have elected not to use different notations for the different kinds of the
SL(2,C) indices, though it is always easy to distinguish them based on the context.
The passage to linear constraints works analogously for the fermionic delta functions.
The relevant identity is now:
∆F =
n∏
i=1
δ4
(
qAi −
〈ρA(σi)χ(σi)〉∏
j 6=i σij
)
=
n∏
i=1
δ2
(
λ˜iAaˆq
A
i
)
δ2
(
ηai − (Wi)abχb(σi)
)
, (5.4)
∆˜F =
n∏
i=1
δ4
(
q˜i,A − [ρ˜A(σi) χ˜(σi)]∏
j 6=i σij
)
=
n∏
i=1
δ2
(
λAiaq˜iA
)
δ2
(
η˜aˆi − (W˜i)aˆbˆ χ˜bˆ(σi)
)
. (5.5)
These formulas are only valid on the support of the bosonic delta functions. Just like ρ˜k,
the conjugate set of matrices, W˜i, are not integrated over. Rather, they are solved for by
the conjugate set of constraints, as in (3.16). As before, this form allows us to explicitly
extract the super-wave-function factors leaving linear fermionic delta functions in the η and
η˜ variables.
For the case of 6D N = (1, 1) SYM with n even, the right-hand integrand, which is the
Parke–Taylor factor, does not depend on this change of variables. So we can now assemble
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the even-point integrand, which in terms of the usual maps,
χa(z) =
m∑
k=0
χak z
k, χ˜aˆ(z) =
m∑
k=0
χ˜aˆk z
k, (5.6)
is given by
IN=(1,1) SYMn even = PT(α)
(
Vn Pf
′An
∫ ( m∏
k=0
d2χk d
2χ˜k
)
∆F ∆˜F ,
)
. (5.7)
Removing the mass-shell delta functions, the explicit formula for the linear form of the even-
point scattering amplitudes of 6D N = (1, 1) SYM is
AN=(1,1) SYMn even (α) =
∫ ∏n
i=1 dσi
∏m
k=0 d
8ρk d
2χk d
2χ˜k
vol (SL(2,C)σ × SL(2,C)ρ) PT(α)W(λ, ρ, σ)
× Vn Pf ′An
n∏
i=1
δ2
(
ηai − (Wi)abχb(σi)
)
δ2
(
η˜aˆi − (W˜i)aˆbˆ χ˜bˆ(σi)
)
. (5.8)
So far we have used the fact that the kinematic data associated to a given particle in
6D can be encoded in two pairs of spinors, λAia and λ˜
iaˆ
A . However, using the overall scaling
it is also possible to associate the chiral part, λAia, with a line in CP
3 and two points on
it, where the two components, a = ±, label the points. The linear formula implements the
transformation from one description to the other. ρAa (σi) can be taken to define a line in
CP3, while each row of the 2× 2 matrix Wi can be interpreted as defining the homogeneous
coordinates for two points on this line. We believe that this new viewpoint would be useful
in writing formulas in the 6D version of twistor space.
An added benefit of the linear form is that it makes parts of the non-linearly realized R
symmetry generators manifest, as we mentioned previously. Recalling (3.5), the generators
are quadratic in the ηi, η˜i variables and their derivatives. In particular, let us consider the
generators R+ =
∑n
i=1 ηi,aη
a
i and R˜
+ =
∑n
i=1 η˜i,aˆη˜
aˆ
i . One may verify that these are symmetry
generators by first noting that under the support of the delta functions
ηia = (Wi)abχ
b(σi), η˜iaˆ = (W˜i)aˆbˆχ˜
bˆ(σi) . (5.9)
Similar to how one constructs the momenta pABi from antisymmetric combinations of the
analogous bosonic delta functions for λAia, we can construct the combinations:
R+ =
n∑
i=1
〈ηiηi〉 =
n∑
i=1
(Wi)ab(Wi)
a
cχ
b(σi)χ
c(σi) =
n∑
i=1
|Wi|χb(σi)χb(σi) , (5.10)
and similarly for R˜+. Under the support of the bosonic delta functions the determinant |Wi|
can be replaced by (
∏
j 6=i σij)
−1, whereas χb(σi)χb(σi) is a polynomial of degree n−2 in σi.
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Using the identity
n∑
i=1
σki∏
j 6=i σij
= 0 , for k = 0, 1, . . . , n− 2 , (5.11)
which can be understood as a consequence of a residue theorem, we find that R+ = 0.
This means that the amplitude is supported on configurations such that
∑
i ηiaη
a
i = 0 and∑
i η˜iaˆη˜
aˆ
i = 0, which proves the conservation of this R charge. The vanishing of the final R
symmetry generators, R− and R˜−, which are second derivative operators, is still not made
manifest in this formulation, but it is not hard to prove. For example, a Grassmann Fourier
transform interchanges the role of η and ∂/∂η.
As a final application, we apply the formalism of linear constraints to the tree amplitudes
of a single M5-brane in 11D Minkowski spacetime. This provides an example of a 6D theory
with (2, 0) supersymmetry; the amplitudes in the rational maps formalism are given by [21]:
AM5-branen =
∫ ∏n
i=1 dσi
∏m
k=0 d
8ρk d
4χk
vol (SL(2,C)σ × SL(2,C)ρ)∆B ∆F
(
Pf ′An
)3
Vn
, (5.12)
where
∆B =
n∏
i=1
δ6
(
pABi −
〈ρA(σi)ρB(σi)〉∏
j 6=i σij
)
, (5.13)
∆F =
n∏
i=1
δ8
(
qAIi −
〈ρA(σi)χI(σi)〉∏
j 6=i σij
)
, (5.14)
and I = 1, 2 denotes the two chiral supercharges.
Since this theory has only even-point amplitudes, we do not need the machinery of odd-
point rational maps in this case. Introducing the Wi variables, the bosonic measure is identical
to that of SYM. The fermionic delta functions with N = (2, 0) supersymmetry become:
∆F =
n∏
i=1
δ4
(
λ˜iAaˆq
AI
i
)
δ4
(
ηaIi − (Wi)abχbI(σi)
)
, (5.15)
so the amplitudes have the representation:
AM5-branen =
∫ ∏n
i=1 dσi
∏m
k=0 d
8ρk d
4χk
vol (SL(2,C)σ × SL(2,C)ρ) W(λ, ρ, σ)
× (Pf ′An)3 Vn
n∏
i=1
δ4
(
ηaIi − (Wi)abχbI(σi)
)
. (5.16)
It is worth noting that for chiral N = (2, 0) supersymmetry there is no need to introduce
ρ˜, W˜i, or χ˜. In some sense, the 6D chiral theories appear more natural than their non-
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chiral counterparts. This theory has USp(4) R symmetry, which can be verified in the linear
formulation by the technique described above.
By the same reasoning, the D5-brane formula [21], which has N = (1, 1) supersymmetry,
can be recast in a similar form with the same fermionic delta functions as in (5.8)
5.2 Linear Odd-Point Measure
To complete the discussion for the N = (1, 1) SYM odd-point measure and integrand in this
formalism, we introduce the parametrization of the odd-point maps described in Section 4.1.
As before, we define
ρAa (z) =
m−1∑
k=0
ρAa,k z
k + ωAξa z
m, (5.17)
ρ˜aˆA(z) =
m−1∑
k=0
ρ˜aˆA k z
k + ω˜Aξ˜
aˆ zm, (5.18)
and similarly for the fermionic partners, where m = (n− 1)/2. In the case where we used
constraints for pAB(z), the introduction of this parametrization of the maps included a new
redundancy. This was because the polynomial 〈ρA(z)ρB(z)〉 has a shift symmetry of the form
ρA(z) → ρˆA(z) = (I + z T )ρA(z), where T ab = αξaξb and α is a parameter. The invariance
of the product is still required in the linear formalism, and there must be a redundancy
that reduces the number of components of ωA and ξa. As before, the integrations over the
moduli and the Riemann sphere are completely localized by the bosonic delta functions, which
requires five independent components.
We will find that the appropriate choice is to keep the general action of the T-shift
on ρAa (σi) but now allowing the Wi to transform at the same time. The linear constraint
δ8
(
λAia − (Wi)baρAb (σi)
)
is left invariant under the T-shift, which now explicitly depends on
each puncture σi:
ρAb (σi)→ ρAb (σi) + ασiξcξbρAc (σi) (5.19)
(Wi)
b
a → (Wi)ba − ασiξbξc(Wi)ca , (5.20)
or more abstractly,
ρA(σi)→ (I+ σi T ) ρA(σi) (5.21)
(Wi)a → (I− σi T ᵀ) (Wi)a . (5.22)
These transformations leave the product invariant by virtue of (4.10). Recall that the lower
index a on (Wi)
b
a is the little-group index for the ith particle, and it does not participate in
the shift.
With the maps and redundancy more or less the same as in Section 4, we may now write
down the measure associated to the linear constraints for odd n, which takes a similar form
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as the even-point one:
∫
dµ6Dn odd =
∫ (∏n
i=1 dσi
∏m−1
k=0 d
8ρk
)
d4ω 〈ξdξ〉
vol (SL(2,C)σ, SL(2,C)ρ,T)
1
V 2n
n∏
i=1
δ6
(
pABi −
pAB(σi)∏
j 6=i σij
)
=
(
n∏
i=1
δ(p2i )
)∫ (∏n
i=1 dσi
∏m−1
k=0 d
8ρk
)
d4ω 〈ξdξ〉
vol (SL(2,C)σ,SL(2,C)ρ,T)
W(λ, ρ, σ). (5.23)
We are free to fix the scaling and T-shift symmetry of this measure exactly as before, so all
Jacobians will be the same as in previous sections. Therefore in terms of the linear maps, the
superamplitudes of 6D N = (1, 1) SYM can be expressed as
AN=(1,1) SYMn odd (α) =
∫ (∏n
i=1 dσi
∏m−1
k=0 d
8ρk
)
d4ω 〈ξdξ〉
vol (SL(2,C)σ, SL(2,C)ρ,T)
W(λ, ρ, σ) PT(α) Pf ′Ân
× Vn
∫ m−1∏
k=0
d2χkd
2χ˜k dg dg˜
n∏
i=1
δ2
(
ηai − (Wi)abχb(σi)
)
δ2
(
η˜aˆi − (W˜i)aˆbˆ χ˜bˆ(σi)
)
, (5.24)
where, as before, the fermionic maps for n odd are defined to be
χa(z) =
m−1∑
k=0
χak z
k + gξazm, (5.25)
χ˜aˆ(z) =
m−1∑
k=0
χ˜aˆk z
k + g˜ξ˜aˆzm. (5.26)
5.3 Veronese Maps and Symplectic Grassmannian
The preceding results can be brought even closer to the original Witten–RSV formulation by
integrating out the moduli ρAa,k of the maps, which leaves an integral over only the σi and the
Wi. This will allow us to show that these constraints apply to the elements of a symplectic
Grassmannian. Let us begin with the even-n case and recast the bosonic measure:∫
dµ6Dn even =
∫ (∏n
i=1 dσi d
4Wi
)∏m
k=0 d
8ρk
vol (SL(2,C)σ × SL(2,C)ρ)
n∏
i=1
δ8
(
λAia − (Wi)baρAb (σi)
)
δ
(
|Wi| − 1∏
j 6=i σij
)
=
∫ ∏n
i=1 dσi d
4Wi
vol (SL(2,C)σ × SL(2,C)W )
m∏
k=0
δ8
(
n∑
i=1
(Wi)
b
aσ
k
i λ
A
ib
)
n∏
i=1
δ
(
|Wi| − 1∏
j 6=i σij
)
. (5.27)
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This result can be obtained by using the following identity for each of the eight components
separately [2, 41, 48],
m∏
k=0
δ
(
n∑
i=1
σkiXi
)
= Vn
∫ ( m∏
k=0
dρk
)
n∏
i=1
δ
ρ(σi)−Xi∏
j 6=i
σij
 , (5.28)
where ρ(z) =
∑m
k=0 ρk z
k denotes any component of the polynomial map. Starting with (5.4),
one can obtain a similar result for the fermions. Specifically,∫ ( m∏
k=0
d2χk
)
n∏
i=1
δ2
(
ηi,a − (Wi)baχb(σi)
)
=
m∏
k=0
δ2
(
n∑
i=1
(Wi)
b
aσ
k
i ηi,b
)
. (5.29)
We now note that (Wi)
b
aσ
k
i forms an n× 2n matrix:
Ca,k;i,b = (Wi)
b
a σ
k
i , (5.30)
where we group the index k with the global SL(2,C) index a and the index i with the ith
little-group SL(2,C) index b. Interestingly, under the constraints |Wi| − 1∏
j 6=i σij
= 0, the
matrix C formed in this way is symplectic satisfying
C · Ω · CT = 0 , (5.31)
which follows from the application of the identity (5.11) to each block matrix of the product.
Here Ω is a symplectic metric: an anti-symmetric 2n × 2n matrix with non-zero entries at
Ωi,i+1 = −Ωi+1,i = 1. Therefore C is a symplectic Grassmannian, which was mentioned in
[46] for its possible applications to scattering amplitudes. Here we construct the sympletic
Grassmannian explicitly in the spirit of the Veronese maps as discussed in [47] to relate
Witten–RSV formulas with Grassmannian formulations for 4D N = 4 SYM [49]. Using the
n× 2n matrix C, one may rewrite the constraints nicely as
n∑
i=1
(Wi)
b
aσ
k
i λ
A
ib := (C · Ω · Λ)aA = 0 , (5.32)
where ΛA = λAi,b is a 2n-dimensional vector. The fermionic constraints take a similar form with
the same Grassmannian. Geometrically, this is a 6D version of the orthogonality conditions
of the 4D Grassmannian described in [50].
Similarly, when n = 2m+ 1 is odd, the identity (5.28) leads to∫
dµ6Dn odd =
∫ ∏n
i=1 dσid
4Wi (
∏m−1
k=0 d
8ρk)d
4ω〈ξdξ〉
vol (SL(2,C)σ , SL(2,C)ρ , T )
n∏
i=1
δ8
(
λAia−(Wi)baρAb (σi)
)
δ
(
|Wi| − 1∏
j 6=i σij
)
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=∫ (∏n
i=1 dσi d
4Wi
) 〈ξdξ〉
vol (SL(2,C)σ ,SL(2,C)W , T )
m−1∏
k=0
δ8
(
n∑
i=1
(Wi)
b
aσ
k
i λ
A
ib
)
× δ4
(
n∑
i=1
ξa(Wi)
b
aσ
m
i λ
A
ib
)
n∏
i=1
δ
(
|Wi| − 1∏
j 6=i σij
)
. (5.33)
For odd n, the form of the Grassmannian constraints is unmodified except for the highest
degree, σmi . The highest-degree terms must be modified so that the number of constraints
decreases by 5 when passing from even to odd, which is the case for this expression. Note that
we have integrated out the Lorentz spinor ωA but not the global little-group spinor ξa. One
of the SL(2,C)ρ generators can be used to fix the only independent component in ξa, making
it effectively arbitrary. This nontrivial relation leaves only four independent constraints for
the highest-degree part of the Grassmannian.
For odd n, this Veronese form also has the T-shift symmetry inherited from that of the
Wi’s, as shown in (5.20). The T-shift acts on the Grassmannian as
(Wi)
b
a σ
k
i = Ca,k;i,b → Ca,k;i,b − αξaξcCc,k+1;i,b , k = 0, . . . ,m− 1 , (5.34)
ξa(Wi)
b
a σ
m
i = ξ
aCa,m;i,b → ξaCa,m;i,b . (5.35)
The term of highest degree is invariant under the shift due to 〈ξ ξ〉 = 0. This shift can be
interpreted as a special kind of row operation on the Grassmannian in which the rows of
degree k are translated by the rows of degree k + 1 with the exception of the highest-degree
rows.
One must now fix the various redundancies of this description. In the end the number
of integrals should equal the number of constraints after gauge fixing. There are 5n integrals
before fixing the two SL(2,C)’s and 5n − 6 after fixing them. These choices can be used to
fix three of the punctures σi as well as two values of a Wi and one component of ξa. Finally,
the T-shift can be used to fix the last value of the chosen Wi.
The fermionic delta functions satisfy a similar identity,∫
dg
m−1∏
k=0
d2χk
n∏
i=1
δ2
(
ηi,a − (Wi)baχb(σi)
)
= δ
(
n∑
i=1
ξa(Wi)
b
aσ
m
i ηi,b
)
m−1∏
k=0
δ2
(
n∑
i=1
(Wi)
b
aσ
k
i ηi,b
)
.
(5.36)
Now (Wi)
b
aσ
k
i with k = 0, 1, . . . ,m−1 combines with ξa(Wi)baσmi to form an n× 2n symplec-
tic matrix acting on the vector of external Grassmann variables, entirely analogous to the
constraints for the external spinors.
Using these relations, it is then straightforward to rewrite all of the superamplitudes
given in previous sections in terms of the Veronese maps. In the case of 6D N = (1, 1) SYM
and odd n, in the integrand, the term Pf ′Ân contains a special “momentum” vector, which
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we recall here:
pAB? =
2 q[ApB]C(σ?)q˜C
qD[ρ˜D(σ?) ξ˜]〈ρE(σ?) ξ〉q˜E
. (5.37)
This shows that pAB? is in general a function of the moduli ρ
A
a,k and ρ˜
aˆ
A,k. Therefore, when we
integrate out the moduli and express the amplitudes in the Veronese form, we should solve
for ρAa,k and ρ˜
aˆ
A,k in terms of the Wi’s and W˜i’s, as well as the σi’s. If we choose σ? to be one
of the σi’s, then it is trivial to express p
AB
? in terms of Wi and σi by using the relation,
ρAa (σi) = (Mi)
b
a λ
A
i,b , (5.38)
and a similar relation for ρ˜aˆA(σi), and recalling that Mi = W
−1
i . If, instead, we choose σ? to
be arbitrary, ρAa (σ?) can also be determined in terms of Mi and σi using the above relation
(5.38), since ρAa (z) is a degree m =
n−1
2 polynomial, and there are n such relations.
6 Various Theories in D≤ 6 and N = 4 SYM on the Coulomb Branch
This section describes some interesting applications and consistency checks of the 6D SYM
formulas that we have obtained. We start by writing down a formula for 6D N = (2, 2)
supergravity amplitudes in Section 6.1, which follows from the double copy of the formula
of 6D N = (1, 1) SYM studied in previous sections. Then in Section 6.2 we consider mixed
amplitudes by coupling the 6D N = (1, 1) SYM with a single D5-brane. We will also study
the dimensional reduction of these theories. We begin with the reduction to five dimensions
in Section 6.3, followed by N = 4 SYM on the Coulomb branch in Section 6.4. We obtain new
connected formulas for all tree-level scattering amplitudes of these theories. In Section 6.5
we study dimensional reduction to 4D N = 4 SYM at the origin of the moduli space.
6.1 N = (2, 2) Supergravity in Six Dimensions
In this section we consider the tree amplitudes of N = (2, 2) supergravity in 6D. Even though
6D N = (2, 2) SUGRA is nonrenormalizable, it has a well-known UV completion. This
completion is given by Type IIB superstring theory compactified on T 4 or (equivalently) M
theory compactified on T 5. In either case, the theory has an E5,5(Z) = SO(5, 5;Z) U-duality
group. This is a discrete global symmetry. (It is believed that string theory does not give rise
to continuous global symmetries [51].) The low-energy effective description of this theory,
which is the 6D supergravity theory under consideration here, extends this symmetry to
the continuous non-compact global symmetry Spin(5, 5). However, much of this symmetry is
non-perturbative, and only the compact subgroup Spin(5)×Spin(5) is realized as a symmetry
of the supergravity tree-level scattering amplitudes. (Recall that Spin(5) = USp(4).) This
symmetry is the relevant R symmetry group. This is called an R symmetry group because
particles with different spins belong to different representations of this group even though they
form an irreducible supermultiplet. The UV complete theory and its low-energy supergravity
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effective description are both maximally supersymmetric. This means that there are 32 local
supersymmetries, gauged by the gravitino fields. It also implies that the supergravity theory
has a 6D Minkowski-space solution that has 32 unbroken global supersymmetries. When we
discuss scattering amplitudes, this is the background geometry under consideration. If we
further reduce to four dimensions, we get N = 8 supergravity, which has nonperturbative
E7(7) symmetry. Again, only the compact subgroup, which is SU(8) in this case, is the R
symmetry of the tree amplitudes.
The 6D N = (2, 2) supergravity multiplet contains 128 bosonic and 128 fermionic degrees
of freedom, which can be elegantly combined into a scalar superparticle by introducing eight
Grassmann coordinates in a manner that will be described below. This multiplet contains
six different spins, i.e., little-group representations, which we will now enumerate. They
are characterized by their SU(2) × SU(2) little-group representations and their USp(4) ×
USp(4) R symmetry representations. The graviton transforms as (3,3; 1,1) under these
four groups. Similarly, the eight gravitinos belong to (3,2; 1,4) + (2,3; 4,1). Also, the
ten two-form particles belong to (3,1; 1,5) + (1,3; 5,1). The 16 vector particles belong to
(2,2; 4,4), the spinors belong to (2,1; 4,5) + (1,2; 5,4), and the scalars belong (1,1; 5,5).
As in the case of the SYM theory, the amplitudes will be presented in a form that makes the
helicity properties of the particles straightforward to read off, but only a subgroup of the R
symmetry will be manifest. With some effort, one can prove that the entire USp(4)×USp(4) R
symmetry is actually realized. Even though this is a non-chiral (left-right symmetric) theory,
corresponding left- and right-handed particles have their R symmetry factors interchanged. So
this interchange should be understood to be part of the definition of the reflection symmetry.
The on-shell superfield description of the supergravity multiplet, analogous to the one for
the SYM multiplet in (3.1), utilizes eight Grassmann coordinates denoted ηI,a and η˜Iˆ,aˆ. It
contains 128 bosonic and 128 fermionic modes with the spectrum enumerated above. It has
the schematic form
Φ(η) = φ+ . . .+ ηIa ηb,I η˜
Iˆ
aˆ η˜bˆ,Iˆ G
ab;aˆbˆ + . . .+ (η)4(η˜)4φ¯ . (6.1)
Note that I = 1, 2 and Iˆ = 1ˆ, 2ˆ label components of an SU(2) × SU(2) subgroup of the R
symmetry group. Only this subgroup of the USp(4) × USp(4) R symmetry is manifest in
this formulation. The on-shell field Gab;aˆbˆ in the middle of the on-shell superfield is the 6D
graviton. We have only displayed this field and two of the 25 scalar fields.
The supergravity superamplitudes have total symmetry in the n scattered particles. This
is to be contrasted with the cyclic symmetry of the color-stripped SYM amplitudes. For
instance, the four-point superamplitude is given by
M
N=(2,2) SUGRA
4 = δ
6
(
4∑
i=1
pABi
)
δ8
(∑4
i=1 q
A,I
i
)
δ8
(∑4
i=1 q˜
Iˆ
i,Aˆ
)
s12 s23 s13
, (6.2)
which has manifest permutation symmetry. Here the supercharges are defined as qA,Ii =
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λAi,aη
I,a
i , and q˜
Iˆ
i,Aˆ
= λ˜i,Aˆ,aˆη˜
Iˆ,aˆ
i . As in the case of the SYM theory, these are half of the
supercharges, and the other half involve η derivatives. Conservation of these additional su-
percharges automatically follows from the first set together with the R symmetry.
Thanks to the separation of the N = (1, 1) SYM formulas into the measure, left- and
right-integrands, the formulas for N = (2, 2) SUGRA amplitudes follow from the standard
KLT argument [52] in the context of CHY formulations [11]. One replaces the Parke–Taylor
factor with a second copy of the remaining half-integrand. The resulting connected formula
for amplitudes of all multiplicities can be written in a compact form:
MN=(2,2) SUGRAn =
∫
dµ6Dn
(
Pf ′An
)2 ∫
dΩ
(2,2)
F . (6.3)
Here the fermionic measure dΩ
(2,2)
F that implements the 6D N = (2, 2) supersymmetry is the
double copy of the N = (1, 1) version dΩ(1,1)F , with
χak → χI ak , χ˜aˆk → χ˜Iˆ aˆk , g → gI , g˜ → g˜Iˆ . (6.4)
Here I = 1, 2 and Iˆ = 1, 2 are the SU(2)×SU(2) R symmetry indices. Explicitly, the measure
is defined as
dΩ
(2,2)
F = V
2
n
(
m∏
k=0
d4χk d
4χ˜k
)
∆
(8)
F ∆˜
(8)
F , (6.5)
for even n = 2m+ 2, and
dΩ̂
(2,2)
F = V
2
n d
2g d2g˜
(
m−1∏
k=0
d4χk d
4χ˜k
)
∆
(8)
F ∆˜
(8)
F , (6.6)
for odd n = 2m + 1. The fermionic delta functions are also a double copy of the N = (1, 1)
ones, and they are given by
∆
(8)
F =
n∏
i=1
δ8
(
qI,Ai −
ρAa (σi)χ
I,a(σi)∏
j 6=i σij
)
, (6.7)
∆˜
(8)
F =
n∏
i=1
δ8
(
q˜Iˆi,A −
ρ˜A,aˆ(σi)χ˜
Iˆ,aˆ(σi)∏
j 6=i σij
)
. (6.8)
Finally, it is understood that the reduced Pfaffian in the integrand refers to the matrix An in
(3.10) for the even-point case and the hatted matrix Ân in (4.75) for the odd-point case.
6.2 N = (1, 1) Super Yang–Mills Coupled to D5-branes
Since we now have connected formulas for the scattering amplitudes in the effective field
theories of the D5-brane and N = (1, 1) SYM in 6D, we can consider mixed amplitudes
involving both kinds of particles. It was proposed in [26] that these types of amplitudes
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admit a simple CHY formula, which interpolates between the Parke–Taylor factor PT(α) for
the non-Abelian theory and (Pf′An)2 for the Abelian one. Such a construction was used in
[26] to write down amplitudes coupling Non-linear Sigma Model (NLSM) pions to bi-adjoint
scalars, as well as their supersymmetrization in 4D involving Volkov–Akulov theory (effective
theory on a D3-brane) [53, 54] and N = 4 SYM. Related models were later written down in
the context of string-theory amplitudes [55]. These mixed amplitudes are also parts of the
unifying relations for scattering amplitudes [56, 57]. In all of the above cases, the connected
formula selects preferred couplings between the two theories. They were identified in [58, 59]
in the case of the NLSM coupled to bi-adjoint scalar theory.
Following the same approach allows us to write down a formula coupling the D5-brane
effective theory to 6D SYM:
AD5-brane ⊕ SYMn (α) =
∫
dµ6Dn
(
PT(α) (PfAα)
2
)(
Pf ′An
∫
dΩ
(1,1)
F
)
, (6.9)
where α represents the states of SYM, which are color ordered, and the complement, α,
represents states of the Abelian D5-brane theory. We have also used the fact that the D5-
brane theory and 6D SYM have identical supermultiplets and the same supersymmetry. Here
the right-integrand, which is common between the two theories, remains unchanged. Of
course, whenever the total number of particles n is odd, one should make use of the odd-
multiplicity counterparts of the reduced Pfaffian and the bosonic and fermionic measures. In
the left-integrand we have a Parke–Taylor factor constructed out of only the SYM states that
enter the color ordering α. The D5-brane states belonging to α do not have color labels, and
hence they appear in the formula through the permutation-invariant Pfaffian. The matrix Aα
is an |α| × |α| minor of
[
pi·pj
σij
]
with columns and rows labeled by the D5-brane states. This
implies that the above amplitude in non-vanishing only if the number of D5-brane particles
|α| is even.
Note that whenever |α| = 2, i.e., only two states are SYM particles, the left integrand
reduces to the square of a reduced Pfaffian, and the amplitude is equal to the D5-brane
amplitude, though two particles carry color labels. Hence the first non-trivial amplitude in
this mixed theory arises for n = 5:
AD5-brane ⊕ SYM5 (345) =
1
4
s12
(
s23AN=(1,1) SYM5 (12345)− s24AN=(1,1) SYM5 (12435)
)
. (6.10)
Here we used KLT to rewrite (6.9) in terms of the NLSM ⊕ φ3 amplitudes from [26] and
6D N = (1, 1) SYM ones, and presented the final result in terms of the SYM amplitudes.
Symmetry in labels 1, 2 and antisymmetry with respect to 3, 4, 5 of the right-hand side follows
from the BCJ relations [60]. Expressions for 5-point SYM amplitudes can be found in [27].
The construction of these mixed amplitudes uniquely defines nontrivial interactions be-
tween the two sectors, as the amplitude given above illustrates. It is a curious fact that
these interactions have not yet been explored from a Lagrangian point of view. There are
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indications that the interactions implied by these amplitude constructions may have better
soft behavior than any other possible interactions. This warrants further exploration.
6.3 5D SYM and SUGRA
Let us now consider 5D SYM and SUGRA with maximal supersymmetry. The spin of a
massless particle in 5D is given by a Spin(3) = SU(2) little-group representation. The appro-
priate spinor-helicity formalism can be conveniently obtained from the 6D one, with additional
constraints, see for instance [61]. Concretely, a 5D massless momentum can be expressed
pAB = λAa λ
B
b 
ab . (6.11)
This is identical to the 6D formula, but now there is only one kind of λAa due to the fact that
the little-group consists of a single SU(2), which can be identified with the diagonal subgroup
of the SU(2)×SU(2) little group in 6D. Of course, one still has to impose a further condition
to restrict the momentum to 5D. The additional constraint that achieves this is
ΩABλ
A
a λ
B
b 
ab = 0 . (6.12)
Here ΩAB is the anti-symmetric invariant tensor of Spin(4, 1), which is a non-compact version
of USp(4). Here we choose Ω13 = Ω24 = 1, and the other components of ΩAB vanish for
A < B. Note that the antisymmetry of ΩAB implies that ΩABλ
A
a λ
B
b = c ab. Therefore (6.12)
actually implies that ΩABλ
A
a λ
B
b = 0 for all a, b = 1, 2. This fact will be useful later.
Having set up the kinematics, we are now ready to present the formulas for the scattering
amplitudes of 5D theories. Let us begin with 5D maximal SYM theory. This theory has
Spin(5) = USp(4) R symmetry. The spectrum of an on-shell supermultiplet consists of a
vector that transforms as (3,1), spinors (2,4), and scalars (1,5). The bold-face integers
label little-group and R symmetry representations. The on-shell superfield of the theory can
be expressed,
Φ(η) = φ+ ηIaψ
a
I + IJη
I
aη
J
b A
ab + abηIaη
J
b φIJ + (η
3)Ia(ψ¯)
a
I + (η
4)φ¯ . (6.13)
The index I = 1, 2 labels a doublet of an SU(2) subgroup of the R symmetry group, whereas
the entire little-group properties are manifest. This superfield is the dimensional reduction
of the 6D on-shell superfield (3.1) obtained by removing all hats from 6D little-group indices.
This works because the 5D SU(2) little group corresponds to the diagonal subgroup of the 6D
SU(2)× SU(2) little group. One consequence of this is that the 6D gluon reduces to the 5D
gluon with three degrees of freedom and a scalar. Similarly, 5D amplitudes can be obtained
directly from the 6D ones by making the substitution
λ˜aˆA → ΩABλaB . (6.14)
A 6D Lorentz contraction, such as V AV˜A, now is realized by the use of ΩAB, namely V
AV˜A →
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ΩABV
AV B. For instance, the four-gluon amplitude is given by
A4(Aa1b1 , Aa2b2 , Aa3b3 , Aa4b4) = δ5
(
4∑
i=1
pABi
)
〈1a12b13c14d1〉〈1a22b23c24d2〉
s12 s23
+ sym. , (6.15)
where the symmetrization is over the little-group indices of each gluon.
This procedure gives the following color-ordered tree-level superamplitudes for 5D max-
imal SYM:
A5D SYMn (α) =
∫
dµ5Dn PT(α)
(
Pf ′An
∫
dΩ
(8)
F
)
. (6.16)
Here the 5D measure is defined as∫
dµ5Dn even =
∫ ∏n
i=1 dσi
∏m
k=0 d
8ρk
vol (SL(2,C)σ × SL(2,C)ρ)
1
V 2n
∆5DB , (6.17)
for even n, and
∫
dµ5Dn odd =
∫ (∏n
i=1 dσi
∏m−1
k=0 d
8ρk
)
d4ω 〈ξdξ〉
vol (SL(2,C)σ, SL(2,C)ρ,T)
1
V 2n
∆5DB , (6.18)
for odd n. The 5D delta-function constraints ∆5DB will be defined later. We see that the
integration variables and symmetry groups are identical to those of 6D, and the same for the
maps,
ρAa (z) =
m∑
k=0
ρAak z
k , χa(z) =
m∑
k=0
χa k z
k (6.19)
and similarly for conjugate ones. Here m = n2 −1 or m = n−12 depending on whether n is even
or odd, and the highest coefficients factorize if n is odd, namely ρAam = ω
Aξa, χam = g ξa for
n = 2m+ 1.
Let us now examine the 5D delta-function constraints ∆5DB . We propose that the 5D
conditions for the rational maps are given by
∆5DB =
n∏
i=1
δ6
(
pABi −
〈ρA(σi)ρB(σi)〉∏
j 6=i σij
)
n−1∏
j=1
δ
(
ΩAB〈ρA(σj)ρB(σj)〉∏
l 6=j σjl
)
, (6.20)
where the first part is identical to the 6D version, and the second part imposes additional
constraints to incorporate the 5D kinematic constraints (6.12). The constraints should only
be imposed for (n−1) particles, because the remaining one is then automatically satisfied
due to momentum conservation. As in the case of 6D, momentum conservation and on-shell
conditions are built into (6.20), so to compute the usual scattering amplitudes we should pull
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out the corresponding delta functions,
∆5DB = δ
5(
n∑
i=1
pABi )
(
n∏
i=1
δ(p2i )δ(ΩABp
AB
i )
)
∆ˆ5DB . (6.21)
Note that besides the usual on-shell conditions p2i = 0, there are additional conditions
ΩAB p
AB
i = 0 that one has to extract. 5D momentum conservation is now implemented
by restricting, for instance, the Lorentz indices in the δ5-function to be {A,B} 6= {2, 4}.
Then the remaining constraints ∆ˆ5DB are given by
∆ˆ5DB =
n−1∏
j=1
δ
(
ΩAB〈ρA(σj)ρB(σj)〉∏
l 6=j σjl
)
n−2∏
i=1
δ4
(
pABi −
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
)
× δ3
(
pABn −
〈ρA(σn) ρB(σi)〉∏
j 6=n σnj
)
n∏
i=1
p12i
(
p14n−1
p12n−1
− p
14
n
p12n
)
, (6.22)
where the δ4-function has {A,B} = {1, 2}, {1, 3}, {1, 4}, {2, 3}, and the δ3-function has {A,B} =
{1, 2}, {1, 3}, {1, 4}. Of course, the final result is independent of the choices we make here.
Altogether the number of independent of delta functions is 5n − 6, which matches with the
number of integration variables (after modding out the symmetry factors). It is also straight-
forward to check that the formula has the correct power counting for the scattering amplitudes
of 5D SYM. Finally, we remark that just like the rational maps in 6D, the 5D rational con-
straints also incorporate all (n− 3)! solutions because of the non-trivial summation over the
little-group indices.
The reduction of supersymmetry to lower dimensions is straightforward, and therefore the
5D fermionic measure, dΩ
(8)
F , is almost identical to the 6D version, except that the fermionic
maps χa(σi) and χ˜
aˆ(σi) now combine into χ
Ia(σi) (with I = 1, 2), just as the η’s and η˜’s
combined to give ηI , as we discussed previously. The corresponding 5D fermionic delta
functions are therefore given by
∆
(8)
F =
n∏
i=1
δ8
(
qAIi −
〈ρA(σi)χI(σi)〉∏
j 6=i σij
)
, (6.23)
whereas the fermionic on-shell conditions that have to be taken out for computing scattering
amplitudes become,
n∏
i=1
δ4
(
ΩABλ
A
a,iq
BI
i
)
. (6.24)
As usual, these constraints allow one to introduce the Grassmann coordinates ηIia by writing
the supercharges in the form λη. Furthermore, the meaning of the factor denoted Pf ′An in
(6.16) takes a different form depending on whether the number of particles is even or odd.
Recall that if n is even, Pf ′An is defined in (3.11), whereas for odd n, it is given in (4.75). For
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both cases, the reduction to 5D is straightforward using (6.14) and the discussion following it.
We have carried out various checks of this formula by comparing it with explicit component
amplitudes from Feynman diagrams; these analytically agree for n = 3, 4, and numerically
agree up to n = 8.
Next we present the formula for the tree-level amplitudes of 5D maximal supergravity,
which can be obtained either by a double copy of the 5D SYM formula or by a direct reduction
of the 6D SUGRA formula. Either procedure gives the result
M5D SUGRAn =
∫
dµ5Dn (Pf
′An)2
∫
dΩ
(16)
F , (6.25)
with the fermionic measures and delta-functions all doubled up,
∆
(16)
F =
n∏
i=1
δ16
(
qAIi −
〈ρA(σi)χI(σi)〉∏
j 6=i σij
)
, (6.26)
where now I = 1, 2, 3, 4. This makes an SU(4) subgroup of the USp(8) R symmetry manifest.
Again, the details of the formula depend on whether n is even or odd.
Finally, it is worth mentioning that there are analogous formulas for the superamplitudes
of the world-volume theory of a D4-brane, which are nonzero only when n is even. These can
be obtained either as the dimensional reduction of a D5-brane world-volume theory or of an
M5-brane world-volume theory. Using the 5D measures, the probe D4-brane amplitudes can
be expressed as
AD4-branen =
∫
dµ5Dn (Pf
′An)2
(
Pf ′An
∫
dΩ
(8)
F
)
, (6.27)
where the number of particles, n, is always taken to be even.
6.4 N = 4 SYM on the Coulomb Branch
A further application of our 6D formulas involves the embedding of 4D massive kinematics
into the 6D massless kinematics. In this approach, we view some components of the 6D
spinors as 4D masses [7, 8]. In the case of 6D N = (1, 1) SYM, this procedure allows us to
obtain amplitudes for 4D N = 4 SYM on the Coulomb branch.
6.4.1 4D Massive Amplitudes from 6D Massless Ones
Four-dimensional N = 4 SYM on the Coulomb branch can be achieved by giving vevs to
scalar fields of the theory. For instance, in the simplest case,
〈(φ12)IJ〉 = 〈(φ34)IJ〉 = v δIJ , (6.28)
other scalars have zero vev. Here “12” and “34” are SU(4) R symmetry indices, whereas I, J
are color indices for the gauge group U(M). So the vev spontaneously breaks the gauge group
from U(M+N) to U(N)×U(M), and the off-diagonal gauge bosons, which are bifundamentals
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of U(N) × U(M), denoted W and W , gain mass. In the simple example, given above, all
of the masses are equal, with m = gYM v. One can consider more general situations with
different masses, as our formulas will describe. There have been many interesting studies of
N = 4 SYM on the Coulomb branch in the context of scattering amplitudes. For instance,
the masses introduced by moving onto the Coulomb branch can be used as IR regulators [62–
64]; one can also study the low-energy effective action by integrating out the masses, which
has led to interesting supersymmetric non-renormalization theorems [65, 66]. The subject we
are interested in here is to study the tree-level massive amplitudes of N = 4 SYM on the
Coulomb branch [67].
One can obtain 4D massive amplitudes from 6D massless ones via dimensional reduction.
As discussed in [8], 4D massive kinematics can be parametrized by choosing the 6D spinor-
helicity coordinates to take the special form
λAa =
(
−κµα λα
λ˜α˙ κ˜µ˜α˙
)
, λ˜Aaˆ =
(
κ′µα λα
−λ˜α˙ κ˜′µ˜α˙
)
, (6.29)
where
κ =
M
〈λµ〉 , κ˜ =
M˜
[λµ]
, κ′ =
M˜
〈λµ〉 , κ˜
′ =
M
[λµ]
, (6.30)
and MM˜ = m2 is the mass squared. As usual, the indices α and α˙ label spinor representations
of the 4D Lorentz group SL(2,C). With this setup, a 4D massive momentum is given by
pαα˙ = λαλ˜α˙ + ρµαµ˜α˙ , (6.31)
with ρ = κκ˜ = κ′κ˜′. We have decomposed a massive momentum into two light-like momenta,
where µαµ˜α˙ can be considered a reference momentum.
N = 4 SYM on the Coulomb branch can be viewed as a dimensional reduction of 6D
N = (1, 1) SYM with massless particles. For instance, the four-point amplitude involving two
massive conjugate W bosons and two massless gluons, A(W+1 ,W
−
2 , g
−
3 , g
−
4 ) can be obtained
from the 6D pure gluon amplitude,
A6D YM4 (A
++̂
1 , A
−−̂
2 , A
−−̂
3 , A
−−̂
4 ) =
〈1+2−3−4−〉[1+̂2−̂3−̂4−̂]
s12 s23
. (6.32)
Plugging in the massive spinors (6.29), and using the identity,
〈1+2−3−4−〉 = −κ˜2[1µ]〈34〉 , [1+̂2−̂3−̂4−̂] = −κ˜′2[1µ]〈34〉 , (6.33)
as well as the definition of κ in (6.30), the result can be expressed as,
A6D4 (W
+
1 ,W
−
2 , g
−
3 , g
−
4 ) =
m2[1µ]2〈34〉2
[2µ]2s12(s23 −m2) , (6.34)
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which agrees with the result in [67].
Alternatively, one can choose a different way of parameterizing 4D massive kinematics,
λAa =
(
λα,1 λα,2
λ˜α˙1 λ˜
α˙
2
)
, λ˜Aaˆ =
(
λα1 λ
α
2
λ˜α˙,1 λ˜α˙,2
)
, (6.35)
where we split the Lorentz indices A⇒ {α, α˙}, and 1 and 2 are little-group indices of massive
particles in 4D. The momentum and mass are given by
pα,α˙ = λα,aλ˜α˙,b
ab , λα,aλβ,b
ab = Mαβ , λ˜α˙,aλ˜β˙,b
ab = Mα˙β˙ , (6.36)
with M2 = m2. The advantage of this setup is that it makes the massive 4D little group
Spin(3) = SU(2) manifest. In fact, it actually leads to the massive spinor-helicity formalism
of the recent work [37], which one can refer to for further details. In this formalism, for
instance,
A6D4 (W
ab
1 ,W
cd
2 , g
−
3 , g
−
4 ) =
([1a2c][1b2d])〈34〉2
s12 (s23 −m2) + sym , (6.37)
and
A6D4 (W
ab
1 ,W
cd
2 , g
+
3 , g
−
4 ) =
(〈1a4〉[2c3]− 〈2c4〉[1a3])(〈1b4〉[2d3]− 〈2d4〉[1b3])
s12 (s23 −m2) + sym , (6.38)
where a, b and c, d are SU(2) little-group indices of the massive particles W ab1 = W
ba
1 and
W
cd
2 = W
dc
2 , respectively. The notation “+ sym” means that one should symmetrize on the
little-group indices of each massive W boson. Here we have also defined
[1a2b] = λ˜1,α˙,aλ˜2,β˙,b
α˙β˙ , 〈1a2b〉 = λ1,α,aλ2,β,bαβ , (6.39)
for massive spinors. Note if a 6= b, they vanish in the massless limit which sets λα˙,+ = λ˜α˙,− =
0. While if a = b, they reduce to the usual spinor brackets for 4D massless particles. Clearly,
this formalism is very convenient for massive amplitudes, as was emphasized in [37].
6.4.2 Massive SUSY
Amplitudes for 4D N = 4 SYM on the Coulomb branch can be constructed using the massive
spinor-helicity formalism. Recall that the 16 supercharges of a particle in 6D (1, 1) SYM can
be expressed in the form
qA = λAa η
a , qA = λAa
∂
∂ηa
, (6.40)
q˜A = λ˜Aaˆη˜
aˆ , q˜A = λ˜Aaˆ
∂
∂η˜aˆ
. (6.41)
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The reduction to the supercharges of a 4D massive particle can be obtained using (6.35),
qIα = λα−η
I
+ − λα+ηI− , qIα˙ = λ˜α˙+
∂
∂ηI+
+ λ˜α˙−
∂
∂ηI−
, (6.42)
q˜Iα = λα−
∂
∂ηI−
+ λα+
∂
∂ηI+
, q˜α˙ = λ˜α˙+η
I
− − λ˜α˙−ηI+ , (6.43)
where we have identified {η, η˜} as ηI with I = 1, 2. Their anti-commutation relations are
{qIα, q˜Jβ} = MIJαβ , {qIα˙, q˜Jβ˙} = MIJαβ, (6.44)
{qIα, qJα˙} = IJpαα˙ , {q˜Iα, q˜Jβ˙} = −IJpαα˙. (6.45)
The central charge Z satisfies Z2 = M2 = m2, which reflects the fact that the W ’s of
N = 4 SYM on the Coulomb branch are BPS. To reduce to the massless case, one sets
λα+ = λ˜α˙− = 0 and identifies λα+ = λα and λ˜α˙− = λ˜α˙. That is, of course, the familiar (super)
spinor-helicity formalism for N = 4 SYM at the origin of moduli space. With the introduction
of supersymmetry, a massive supermultiplet of N = 4 SYM on the Coulomb branch can be
neatly written as
Φ(η) = φ+ ηIaψ
a
I + abη
IaηJbφIJ + IJη
I
aη
J
b A
ab + (η)2ηJa ψ¯
a
J + (η)
4φ¯ , (6.46)
which contains one vector, four fermions, and five scalars. One scalar has been eaten by the
vector, compared to the massless case with six scalars.
We can also express the massive amplitudes supersymmetrically. For instance, the su-
peramplitude for the four-point amplitude with a pair of conjugate W-bosons, considered
previously, can be written as
A4 =
δ4F δ˜
4
F
s12(s23 −m2) , (6.47)
with the fermionic delta-functions given by
δ4F = δ
4(λα1aη
Ia
1 + λ
α
2aη
Ia
2 + λ
α
3 η
I,−
3 + λ
α
4 η
I,−
4 ) , (6.48)
δ˜4F = δ
4(λ˜α˙1aη
Ia
1 + λ˜
α˙
2aη
Ia
2 + λ˜
α˙
3 η
I,+
3 + λ˜
α˙
4 η
I,+
4 ) . (6.49)
These delta functions make the conservation of eight supercharges manifest.
6.4.3 Massive Amplitudes on the Coulomb Branch of N = 4 SYM
Having set up the 4D massive kinematics and supersymmetry, we are ready to write down a
general Witten–RSV formula for 4D scattering amplitudes of N = 4 SYM on the Coulomb
branch by a simple dimensional reduction of 6D massless N = (1, 1) SYM. The formula is
AN=4 SYM CBn (α) =
∫
dµCBn PT(α)
(
Pf ′An
∫
dΩ
(4),CB
F
)
. (6.50)
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The measure dµCBn is obtained directly from the 6D massless one with the following replace-
ment of the bosonic delta functions:
∆B →
n∏
i=1
δ4
(
pαα˙i −
〈ρα(σi) ρ˜α˙(σi)〉∏
j 6=i σij
)
δ
(
Mi − 〈ρ
1(σi)ρ
2(σi)〉∏
j 6=i σij
)
δ
(
M˜i − 〈ρ˜
1˙(σi)ρ˜
2˙(σi)〉∏
j 6=i σij
)
,
(6.51)
and using massive kinematics of (6.35), we set M˜i = Mi for i = 1, 2, . . . , n − 1, where
M2i = m
2
i is the mass squared of the ith particle (M˜n = Mn is a consequence of 6D momentum
conservation). The mass m2i , is m
2
W or 0, as appropriate, for the simple symmetry breaking
pattern described previously. Similarly, for the fermionic part
∆F →
n∏
i=1
δ4
(
qα,Ii −
〈ρα(σi)χI(σi)〉∏
j 6=i σij
)
, ∆˜F →
n∏
i=1
δ4
(
q˜α˙,Ii −
〈ρ˜α˙(σi)χI(σi)〉∏
j 6=i σij
)
, (6.52)
where the supercharges qα,Ii and q˜
α˙,I
i are defined in the previous section.
The polynomial maps are defined as usual,
ραa (z) =
m∑
k=0
ραk,a z
k , ρ˜α˙a (z) =
m∑
k=0
ρ˜α˙k,a z
k , χIa(z) =
m∑
k=0
χIk,a z
k . (6.53)
They can be understood as a reduction from the 6D maps,
ρAa (z) =
(
ρα,1(z) ρα,2(z)
ρ˜α˙1 (z) ρ˜
α˙
2 (z)
)
, ρ˜Aaˆ(z) =
(
ρα1 (z) ρ
α
2 (z)
ρ˜α˙,1(z) ρ˜α˙,2(z)
)
. (6.54)
Again, we have to treat amplitudes with n even and n odd differently. So n = 2m + 2 or
n = 2m + 1 if n is even or odd, and the highest coefficients in the maps take the factorized
form if n is odd.
The factor Pf ′An in the integrand is defined differently depending on whether n is even
or odd, but they are straightforward reductions from 6D ones. For instance, we find that the
odd-point Pfaffian can be constructed with the additional vector
pαα˙∗ =
2 rα ρ˜α˙a (σ∗)〈ρa(σ∗), r〉
(ξb〈ρb(σ∗), r〉)2 , m∗ = 0 . (6.55)
This is obtained from (4.76) by splitting the 6D spinor index A into 4D ones α, α˙ according
to (6.54), and choosing the reference spinors as qA = (rα; 0), q˜A = (r
α; 0). The same manip-
ulations are required for the description of the n scattered particles, according to (6.35).
If the amplitudes involve massless external particles, we set mi = 0 for them. The massive
particle masses should satisfy the conservation constraint
∑
imi = 0, which is imposed by the
rational maps automatically. Note that it is necessary to keep track of the signs of masses,
even though the inertial mass is always |m|. This would be the only condition for a general
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4D theory obtained by dimensional reduction. Specifying the particular Coulomb branch of
N = 4 SYM requires that we impose further conditions. In the simplest cases, where all of
the massive particles have the same mass, we have m2i = m
2
W for all i, but all the W bosons
have mass mW , whereas all the W ’s have mass −mW . More generally, different masses can
be assigned to different massive particles, but if we assign m as the mass of a W boson, then
we should then assign −m to the corresponding conjugate W boson. Therefore ∑imi = 0 is
satisfied in pairs. Finally, due to the color structure, a W boson and its conjugate W boson
should appear in adjacent pairs with gluons sandwiched in between. For instance, there are
nontrivial amplitudes of the type An(W1, g2, . . . , gi−1,W i, g˜i+1, . . . , gn), with gluons g and g˜
belonging to the gauge groups U(N) and U(M), respectively.
We checked that the formula produces correct four-point amplitudes in previous section.
It also gives correct five- and six-point ones such as
A5(g
+
1 , g
+
2 , g
+
3 ,W
ab
4 ,W
cd
5 ) =
〈4a5c〉〈4b5d〉[1|p5(p1 + p2)|3]
〈12〉〈23〉(s51 −m2)(s34 −m2) + sym , (6.56)
A6(g
+
1 , g
+
2 , g
+
3 , g
+
4 ,W
ab
5 ,W
cd
6 ) =
〈5a6c〉〈5b6d〉[1|p6(p1 + p2)(p3 + p4)p5|4]
〈12〉〈23〉〈34〉(s61 −m2)(s612 −m2)(s45 −m2) + sym ,
or SU(4) R symmetry-violating amplitudes that vanish in the massless limit, such as
A5(φ
34
1 , φ
34
2 , φ
34
3 ,W
ab
4 ,W
cd
5 ) = −
m 〈4a5c〉[4b5d]
(s51 −m2)(s34 −m2) + sym , (6.57)
A6(φ
34
1 , φ
34
2 , φ
34
3 , φ
34
4 ,W
ab
5 ,W
cd
6 ) = −
m2〈5a6c〉[5b6d]
(s61 −m2)(s612 −m2)(s45 −m2) + sym . (6.58)
When restricted to W bosons with helicity ±1, they are all in agreement with the results in
[67], but now in a form with manifest SU(2) little-group symmetry for the massive particles.
One can also consider cases in which the massive particles are not adjacent, for instance
A4(W
ab
1 , g
+
2 ,W
cd
3 , g˜
+
4 ) =
〈1a3c〉〈1b3d〉[24]2
(s12 −m2)(s23 −m2) + sym , (6.59)
A4(W
ab
1 , g
−
2 ,W
cd
3 , g˜
+
4 ) =
(〈1a2〉[3c4]− 〈3c2〉[1a4])(〈1b2〉[3d4]− 〈3d2〉[1b4])
(s12 −m2) (s23 −m2) + sym . (6.60)
6.5 Reduction to Four Dimensions: Special Sectors
One can further reduce our 6D formulas down to 4D massless kinematics. It is interesting
that 4D kinematics induces a separation into sectors, as reviewed in Section 2.2, whereas there
is no natural separation into sectors in higher dimensions. In fact, one of the motivations
for developing formulas in 6D is to unify all of the 4D sectors. Here we will explain how to
naturally obtain the integrand of 4D theories from 6D via dimensional reduction in the middle
(d = d˜) and “next to middle” (d = d˜± 1) sectors for even and odd multiplicity, respectively.
However, the emergence of the other sectors is more difficult to see via dimensional reduction,
even though all sectors are present. We will comment on this at the end of this subsection.
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For the first case, it was already argued in [21] that the 6D measure for rational maps
reduces to the corresponding 4D measure provided the maps behave regularly under the
dimensional reduction, i.e., they reduce to the ones appearing in the Witten–RSV formula.
After reviewing the reduction for n even, we will generalize the argument to odd n for the
near-to-middle sectors, i.e., d = d˜± 1.4
Let us first consider the even-point case, n = 2m+ 2. For the solutions corresponding to
the middle sector d = d˜ = m, the maps behave as follows [21]:
ρAa (z)→
(
0 ρα(z)
ρ˜α˙(z) 0
)
, ρ˜Aaˆ(z)→
(
0 ρα(z)
ρ˜α˙(z) 0
)
, (6.61)
where deg ρα(z) = deg ρ˜α˙(z) = d. Here we have used the 4D embedding described in [6], with
the analogous behaviour for the kinematic data λAa and λ˜Aaˆ. This corresponds to setting
pABi = 0 for {A,B} = {1, 2}, {3, 4}. Note further that the action of the subgroup GL(1,C) ⊂
SL(2,C) × SL(2,C) is manifest and given by ρA− → `ρA−, ρA+ → 1`ρA+, etc. Consider now the
fermionic piece of the SYM integrand in (3.9):
Vn
∫ d∏
k=0
d2χkd
2χ˜k
n∏
i=1
δ4
(
qAi −
ρAa (σi)χ
a(σi)∏
j 6=i σij
)
δ4
(
q˜i,A − ρ˜A,aˆ(σi)χ˜
aˆ(σi)∏
j 6=i σij
)
. (6.62)
Under the embedding (6.61) this becomes
Vn
∫ d∏
k=0
dχ+k dχ
−
k dχ˜k−dχ˜k+ ×
n∏
i=1
δ2
(
q1iα −
ρα(σi)χ
−(σi)∏
j 6=i σij
)
δ2
(
q˜α˙1i −
ρ˜α˙(σi)χ
+(σi)∏
j 6=i σij
)
× δ2
(
q˜2iα˙ −
ρ˜α˙(σi)χ˜−(σi)∏
j 6=i σij
)
δ2
(
qα2i −
ρα(σi)χ˜+(σi)∏
j 6=i σij
)
,
(6.63)
where we have labeled qA = (q1α; q˜
α˙1) and q˜A = (q˜
2
α˙; q
α2). We can now identify the 4D
fermionic degrees of freedom as
χ˜Iˆ = (χ−, χ˜+) , χI = (χ+, χ˜−), (6.64)
with I = 1, 2 and Iˆ = 1, 2 transforming under the manifest SU(2) × SU(2) ⊂ SU(4) R
4One can input kinematics {pµi } in D = 4+  dimensions and study the behaviour of the 6D maps as → 0.
We find that when the solution corresponds to the aforementioned sectors the maps are regular. This implies
that the measure is finite and reproduces the CHY measure of Section 2, valid for both 6D and 4D. For other
sectors the maps become divergent and additional care is needed to define the limit of the measure.
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symmetry group in 4D. Hence, the fermionic piece is
∫
dΩF = Vn
∫ d∏
k=0
d2χIkd
2χ˜Iˆk ×
n∏
i=1
δ4
(
qαIˆi −
ρα(σi)χ˜
Iˆ(σi)∏
j 6=i σij
)
δ4
(
q˜α˙Ii −
ρ˜α˙(σi)χ
I(σi)∏
j 6=i σij
)
.
(6.65)
The remaining part of the even-multiplicity integrand is trivially reduced to four dimen-
sions, since the matrix [An]ij =
pi·pj
σij
is not sensitive to any specific dimension. Alternatively,
it can be seen that under the embedding (6.61) and the support of the bosonic delta functions
[21]
Vn Pf
′An → Rd(ρ)Rd˜(ρ˜) . (6.66)
Let us now derive the analogous statement for n = 2m+ 1. We assume d˜ = d− 1 (with the
case d˜ = d + 1 being completely analogous). The embedding (6.61) can then be obtained
by fixing the components ξ = ξ˜ = (1, 0) and ζ = ζ˜ = (0, 1) for the odd-point maps (recall
that we defined {ξ, ζ} as an SL(2,C)ρ basis). For the fermionic part we again introduce two
polynomials χI(σ) and χ˜Iˆ(σ) of degrees d and d˜. The top components of the polynomial χI
can be identified as
(χ1d, χ
2
d) = (χ
+
d , χ˜−) = (g, g˜) (6.67)
according to (4.40) and (4.41). The bosonic part of the integrand becomes
Pf′Ân =
1
σn1
n−1∑
i=2
(−1)i
σni
[q|P (σi)|ρ˜aˆ(σn)]ζδaˆ
[q|ρa(σn)〉ξa PfA
[1in] (6.68)
=
1
σn1
n−1∑
i=2
(−1)i
σni
[qi]〈iρ(σn)〉
[qρ˜(σn)]
PfA[1,i,n]. (6.69)
We have checked numerically up to n = 7 that this expression coincides with V −1n Rd(ρ)Rd˜(ρ˜)
for d˜ = d − 1 on the support of the 4D equations (2.11). Hence for this sector (d = d˜ for
even n or d = d˜ ± 1 for odd n) the integrand can be recast into the non-chiral form of the
Witten–RSV formula, and the amplitude is given by [44]:
AN=4 SYMn,d =
∫
µ4Dn,dR
d(ρ)Rd˜(ρ˜)
∫ d∏
k=0
d2χIk
d˜∏
k=0
d2χ˜Iˆk
×
n∏
i=1
δ4
(
qαIˆi −
ρα(σi)χ˜
Iˆ(σi)∏
j 6=i σij
)
δ4
(
q˜α˙Ii −
ρ˜α˙(σi)χ
I(σi)∏
j 6=i σij
)
. (6.70)
Let us finally comment on other sectors. First of all, given the fact that the 6D rational
maps contain all (n − 3)! solutions, it is clear that all the sectors are there. One can see it
by considering completely integrating out all the moduli ρ’s, then reducing the 6D formulas
to 4D will not be different from the dimensional reduction of the original CHY formulations.
However, from the procedure outlined above, it is subtle to see how other sectors emerge
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directly by dimensional reduction. As we will discuss in Section 7, this subtlety is closely
related to the fact that both Pf ′An (for even n) and Pf ′Ân (for odd n) vanish for the kinematics
of the non-middle sectors (for even n) and the non next-to-middle sectors (for odd n).
7 Conclusion and Discussion
In this work we presented new connected formulas for tree-level scattering amplitudes of 6D
N = (1, 1) SYM theory as well as for N = (2, 2) SUGRA via the KLT double-copy procedure.
Due to the peculiar properties of 6D spinor-helicity variables, scattering amplitudes of even
and odd number of particles must be treated differently. In the case of even multiplicity,
our formulas are direct extensions of the results for the world-volume theory of a probe D5-
brane [21]. By considering a soft limit of the even-point formulas we obtained the rational
maps and the integrands for odd multiplicity, with many interesting features and novelties.
In particular, a new redundancy, which we call T-shift symmetry, emerges for the odd-point
worldsheet formulas. Interestingly, the T shift intertwines with the original Mo¨bius SL(2,C)σ
and SL(2,C)ρ redundancies. Another new feature is the generalized Pfaffian Pf ′Ân in the
integrand. Besides the original n punctures, it contains an additional reference puncture,
which can be set to an arbitrary value. Associated to the new puncture there is a special
“momentum” vector. The special vector is used to increase the size of the original matrix An
to (n+1)×(n+1) such that it has a non-vanishing reduced Pfaffian for odd n. Moreover, since
the special null vector p? has zero mass dimension, Pf
′Ân has the correct mass dimension for
Yang–Mills amplitudes. It would be of great interest to better understand the physical origin
of the additional puncture and the additional special vector. One clear future direction is to
obtain an ambitwistor model that realizes all of these new features of the odd-multiplicity
connected formulas.
We also presented the 6D formulas in alternative forms, with constraints linearly in terms
of the 6D external helicity spinors. They are a direct analog of the Witten–RSV formulations
for 4D N = 4 SYM. By integrating out the moduli of maps, the linear maps can be further
recast into a form with a symplectic Grassmannian structure. The symplectic Grassmannian
is realized in terms of 6D version of the Veronese maps.
Having obtained formulas for 6D theories, we also considered their dimensional reduction
to 5D and 4D leading to various new connected formulas. By reducing to 5D for massless
kinematics and utilizing the 5D spinor-helicity formalism, we obtained new formulas for 5D
SYM and SUGRA theories. Reduction to 4D reproduced the original Witten–RSV formula
for N = 4 SYM in 4D for the middle helicity sector for even n and the next-to-middle sector
for odd n. The appearance of other disconnected sectors for 4D kinematics is rather subtle,
and we leave it for future investigations. On the other hand, it is very nice that reduction
to 4D massive kinematics turns out to be more straightforward without such subtleties. By
doing so, we deduced a connected formula for massive amplitudes of 4D N = 4 SYM on the
Coulomb branch.
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Another natural future application of our 6D formulas would be to use the procedure
of forward limits in [17, 68] to obtain the one-loop integrand of 4D N = 4 SYM. Since now
we have manifestly supersymmetric formulas for amplitudes in 5D and 6D, we are in a good
position to apply the forward limit procedure of [17] supersymmetrically. This procedure
might lead to an analog of the Witten–RSV formulas at loop level, which might be genuinely
different from previous formulations [15–19]. We leave this as a future research direction.
Even though 6D N = (1, 1) SYM is not a conformal theory, its planar scattering am-
plitudes enjoy a dual conformal symmetry [29] just like N = 4 SYM in 4D [69, 70]. Such
hidden symmetries are often obscured in traditional ways of representing the amplitudes (such
as Feynman diagrams), and become more transparent in modern formulations, such as the
Grassmannian [46, 50], as shown in [71]. It would be of interest to investigate whether our
6D N = (1, 1) SYM formulas, especially the version in terms of the Veronese maps or its
ultimate symplectic Grassmannian form, can make dual conformal symmetry manifest.
Having succeeded in using the spinor-helicity formalism to study supersymmetric theories
in 6D, it is tempting to try to carry out analogous constructions in even higher dimensions
where supersymmetric theories still exist, such as ten or eleven. The main challenge is that
in D > 6 one has to impose non-linear constraints on the spinors. Not long after the 6D
spinor-helicity formalism was developed, a proposal for a 10D version was introduced [72],
also see recent work [73, 74] for 10D and 11D theories. It would be interesting to pursue this
line of research further.
Finally, there are two issues that are very natural open questions and deserve a detailed
discussion. The first has to do with a mysterious but natural object that has 6D N = (2, 0)
symmetry and a non-abelian structure similar to that of Yang–Mills. The second is related
to the mathematical characterization of the moduli space of maps from CP1 to the null-cone
in six dimensions.
Non-abelian N = (2, 0) Formula
As discussed in Section 3.1, the 6D N = (1, 1) non-abelian SYM amplitudes for even n can
be obtained from those of the D5-brane theory by replacing (Pf ′An)2 with the Parke–Taylor
factor PT(α). It is natural to ask what happens if we apply the same replacement to the
M5-brane formula [21], at least for an even number n of particles. This procedure leads to a
formula with a non-abelian structure and N = (2, 0) supersymmetry,
AN=(2,0)n (α) =
∫ ∏n
i=1 dσi
∏m
k=0 d
8ρk d
4χk
vol (SL(2,C)σ × SL(2,C)ρ)
n∏
i=1
δ6
(
pABi −
〈ρA(σi) ρB(σi)〉∏
j 6=i σij
)
× δ8
(
qAIi −
〈ρA(σi)χI(σi)〉∏
j 6=i σij
)
Pf ′An
Vn
PT(α) . (7.1)
One would be tempted to speculate that these new formulas compute some observable in
the mysterious N = (2, 0) theory that arises in the world-volume of multiple coincident M5-
branes. Of course, this would be too naive based on what it is currently known about the
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N = (2, 0) theory; simple dimensional arguments suggest that the N = (2, 0) theory does not
have a perturbative parameter and hence a perturbative S matrix. Moreover, explicit no-go
results have been obtained preventing the existence of three-particle amplitudes with all the
necessary symmetries [28, 31].
Here we take the viewpoint that since (7.1) is well defined as an integral, i.e., it has all
correct redundancies, SL(2,C)σ × SL(2,C)ρ, it is worth exploring in its own right. Moreover,
the new non-abelian N = (2, 0) formulas can be combined with non-abelian N = (0, 2) formu-
las using the KLT procedure in order to compute N = (2, 2) supergravity amplitudes. Given
that the non-abelian N = (2, 0) formulas are purely chiral, they have some computational
advantages over their N = (1, 1) Yang–Mills cousins, which are traditionally used in KLT.
A natural step in the study of any connected formula based on rational maps is to consider
its behavior under factorization. Any physical amplitude must satisfy locality and unitarity:
a tree-level amplitude should only have simple poles when non-overlapping Mandelstam vari-
ables approach to zero, and the corresponding residues should be products of lower-point
ones.
Let us investigate these physical properties of the non-abelian N = (2, 0) formula. Al-
ready for n = 4 we find a peculiar behavior under factorization. As we discussed in Section 3.1,
the net effect of changing from (Pf ′A4)2 to the Parke–Taylor factor PT(1234) is to introduce
an additional factor of 1/(s12 s23). Therefore, for n = 4 the non-abelian (2, 0) formula gives
[33]:
AN=(2,0)4 (1234) = δ6
(
4∑
i=1
pAB
)
δ8(
∑4
i=1 q
A,I
i )
s12 s23
, (7.2)
which is related to that of 6D N = (1, 1) SYM by a simple change to the fermionic delta
functions. Comparing with the four-point amplitude of the theory of a probe M5-brane, the
new feature is that AN=(2,0)4 (1234) has simple poles at s12 → 0 and s23 → 0, and the question
is what the corresponding residues are. In order to explore the singularity in the s12-channel,
let us define the following two objects at s12 = 0:
x23 = w
a
2〈2a|3bˆ]u˜bˆ3 , x˜23 = w˜aˆ2 [2aˆ|3b〉ub3. (7.3)
It is easy to check that s23 = x23x˜23. One can then show that the residue is given by
lim
s12→0
s12AN=(2,0)4 (1234) = δ6
(
4∑
i=1
pABi
)
x223
s23
∫
d4ηIP F
(2,0)
3 (1, 2, P )F
(2,0)
3 (−P, 3, 4), (7.4)
where F
(2,0)
3 is obtained from AN=(1,1) SYM3 by the replacement of fermionic delta functions
(4.106) to make it N = (2, 0) supersymmetric. Note that the left-hand side still diverges as
s23 → 0. These three-point objects, F (2,0)3 , are ambiguous since they are not invariant under
α-scaling of (4.103) as we discussed in Section 4.3.2, which is a redundancy of the three-particle
special kinematics [28, 31]. However, equation (7.4) is well-defined, because the prefactor on
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the right-hand side precisely cancels out the ambiguity. Moreover, the scaling acts by sending
x23 → αx23, x˜23 → α−1x˜23, so it is clear that there is a choice of α = α(w2, u˜3) that sets
x223 = s23. For this choice the four-particle residue can in fact be written as a product of the
three-point objects F
(2,0)
3 summed over internal states. Note, however, that the two F
(2,0)
3
factors cannot be regarded as independent amplitudes, i.e., they are non-local, since they are
defined only in the frame
x223
s23
= 1, which in turn depends on all four particles involved. A
similar decomposition can be achieved by implementing an unfixed α-scale, but using the
shift redundancy (4.104), wi → wi + biui, to set
wa2〈2a|3bˆ]w˜bˆ3 + wa1〈1a|3bˆ]w˜bˆ3 = 0. (7.5)
In this frame we find
x223
s23
= [u˜P u˜−P ]〈wPw−P 〉, and we can write5
lim
s12→0
s12AN=(2,0)4 (1234) = δ6
(
4∑
i=1
pABi
)∫
d4ηIP F
aaˆ
3 (1, 2, P )F3,aaˆ(−P, 3, 4) , (7.6)
with
F aaˆ3 (1, 2, P ) := F
(2,0)
3 (1, 2, P )w
a
P u˜
aˆ
P , (7.7)
which now resembles the three-particle amplitude of higher spin states with N = (2, 0)
supersymmetry, as described in [31]. Non-locality is now present because the objects are not
b-shift invariant. In fact, the defining frame given by (7.5) again depends on the kinematics
of all the particles involved. We hence recognize two different “frames” in which the residue
of AN=(2,0)4 (1234) is given by a sum over exchanges between three-point N = (2, 0) objects.
Since the residue is not given by local quantities we expect that the non-abelianN = (2, 0)
formulas give rise to a generalization of physical scattering amplitudes whose meaning might
be interesting to explore. Note that the same computation for the 6D N = (1, 1) SYM theory
yields no prefactor, and therefore the residue of a four-point amplitude is precisely a product
of two three-point amplitudes summed over the exchange of all allowed on-shell states in the
theory, as required by unitarity.
We have further checked that the naive non-abelian (2, 0) integral formula for odd mul-
tiplicity does not have the required (SL(2,C)σ,SL(2,C)ρ, T ) redundancies anymore, i.e., it
depends on the “fixing” of σ’s and ρ’s. In the case of three particles this is a reflection of the
α-scaling ambiguity and is again in agreement with the analysis of [28, 31].
Along the same line of thought, one may further construct 6D N = (4, 0) “supergravity”
formulas by the double copy of two non-abelian N = (2, 0) formulas discussed previously
and N = (3, 1) “supergravity” formulas by the double copy of the non-abelian N = (2, 0)
formulas with N = (1, 1) SYM. The possible existence of a 6D N = (4, 0) theory and its
relation to supergravity theories have been discussed in [75]; also see the recent works [76, 77]
5We thank Yu-tin Huang for this observation.
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on constructing the actions of 6D free theories with N = (4, 0) or N = (3, 1) supersymmetry.6
These constructions clearly will lead to well-defined integral formulas as far as the SL(2,C)σ×
SL(2,C)ρ redundancies are concerned. For instance, the four-point formulas should be given
by (6.2), but with a change of the fermionic delta functions in the numerator such that they
implement N = (4, 0) or N = (3, 1) supersymmetry. However, as we can see already at four
points, the formulas contain kinematics poles, and the residues do not have clear physical
interpretations, just like the N = (2, 0) non-abelian formulas above.
It is worth mentioning that, even though all these formulas are pathological in 6D, upon
dimensional reduction to lower dimensions the non-abelian N = (2, 0) formulas or the N =
(4, 0) and N = (3, 1) “supergravity” formulas actually behave as well as 6D N = (1, 1) SYM
or 6D N = (2, 2) supergravity. In fact, they give the same results. This phenomenon has
already been observed for branes, where the N = (2, 0) M5-brane formulas and the N = (1, 1)
D5-brane formulas both reduce to the same D4-brane amplitudes in 5D.
Degenerate Kinematics in 6D
The last topic we address has to do with a very important assumption made in the construction
of our formulas. Up to this point we have been using maps of degree n− 2 from CP1 into the
null cone defined by
pAB(z) = 〈ρA(z) ρB(z)〉 = ρA,+(z)ρB,−(z)− ρA,−(z)ρB,+(z), (7.8)
with ρA,+(z) and ρA,−(z) both polynomials of degree (n − 2)/2 for even n and (n − 1)/2
for odd n. The assumption made so far is that these maps are sufficient to cover the entire
relevant moduli space for the computation of Yang–Mills amplitudes. In particular, a natural
question is what happens when d+ = deg ρ
A,+(z) and d− = deg ρA,−(z) are allowed to be
distinct and whether such maps are needed to cover regions of the moduli space when the
external kinematics takes special values.
Let us start the discussion with n even. Considering maps of general degrees d+ and d−,
subject to the constraint d+ + d− = n − 2, we may require ∆ := d+ − d− ≥ 0 without loss
of generality. While for generic kinematics ∆ = 0 maps exist for all (n− 3)! solutions of the
scattering equations, we find that there are codimension one or higher subspaces for which
some solutions escape the “coordinate patch” covered by ∆ = 0 maps.
There are three matrices that control all connected formulas presented in this work.
They are Kn, An and Φn. The first and the last one only appeared implicitly. For reader’s
convenience we list below the definition of all three even though An has been previously
defined:
(Kn)ij =
{
pi · pj i 6= j,
0 i = j,
(An)ij =
{
pi·pj
σij
i 6= j,
0 i = j,
(Φn)ij =

pi·pj
σ2ij
, i 6= j,
−∑k 6=i pi·pkσ2ik i = j.
6The double copy of the (2, 0) spectrum to produce the (4, 0) one was discussed in [78], and more recently
in [79].
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The physical meaning of the first one is clear: It is the matrix of kinematic invariants. The
second is the familiar An matrix whose reduced Pfaffian enters in all the formulas we have
presented. Finally, Φn is the Jacobian matrix of the scattering equations.
In dimensions D ≥ n−1 the number of independent Mandelstam invariants is n(n−3)/2,
and therefore the matrix Kn has rank n − 1. When D < n − 1 the space of Mandelstam
invariants has the lower dimension (D−1)n − D(D+1)/2, and therefore the matrix Kn has
a lower rank. This is easy to understand as the momentum vectors in pi · pj start to satisfy
linear dependencies. In general, if the dimension is D, then so is the rank of the Kn matrix.
The rank of Kn is therefore a measure of the minimal spacetime dimension where a given set
of kinematic invariants pi · pj can be realized as physical momentum vectors. By contrast, in
general the matrices An and Φn have ranks n− 2 and n− 3, respectively, for any spacetime
dimension D.
At this point we have numerical evidence up to n = 10 to support the following picture:
There exist subspaces in the space of 6D kinematic invariants where some solutions to the
scattering equations lower the rank of An while keeping the rank of Kn and Φn the same as
is expected for generic kinematics.
Since An is antisymmetric, its rank decreases by multiples of two. Moreover, we find that
when the rank has decreased by 2r, i.e., its new rank is n − 2(r + 1), the maps that cover
such solutions of the scattering equations are those for which ∆ = 2r. From the definition
∆ = d+ − d− it is clear that the maps needed to cover these new regions are of degree
d+ = n/2 + (r − 1) and d− = n/2− (r + 1).
The extreme case r = n/2− 2, i.e., when d− = 1, is never reached while keeping the rank
of Kn equal to six. In fact, it is only when the rank of Kn becomes four that such maps are
needed. Note that decreasing the rank of Kn to four implies that such kinematic points can
be realized by momenta embedded in 4D spacetime. In 4D it is well-known that the solutions
to the scattering equations split into sectors, as discussed in Section 2, and maps of different
degrees are needed to cover all solutions.
For odd n the preceding statement needs to be refined. To see why, recall that in Sec-
tion 4.1.3 we introduced the notion of z-dependent SL(2,C) transformations (4.37). In par-
ticular, for d+ = ∆ + d− one has the following redundancy of the maps:
ρA,+(z)→ ρA,+(z) + u(z)ρA,−(z) , (7.9)
where degu(z) = ∆. This is an intrinsic redundancy of each sector, since the maps (and
hence the matrix Aij) are invariant under such transformation. However, when d+ < ∆ + d−
this transformation will “shift” between sectors, leading to maps that satisfy d+ = ∆ + d−,
but are equivalent to those with lower degree. We see that these points of the moduli space
should be modded out in order to define sector decomposition. The way to recognize them is
to notice that when d+ < ∆+d− the transformation (7.9) will determine coefficients of ρ+(z)
in terms of those of ρ−(z). Hence, for n even, the natural way of modding out such cases
is to consider the moduli space with completely independent coefficients of ρ+(z) and ρ−(z),
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which is what we did so far. For n odd, this is not the case since in general the top coefficients
of ρ+(z) and ρ−(z) are related, i.e., ρ+d+ = ξρ
−
d− . A natural choice is then to set ξ = 0, which
effectively removes linear dependences within coefficients. Hence we define the ∆ = 1 sector
as the one with d+ = d− + 1 and all the coefficients being independent. The transformations
(7.9) are now the standard SL(2,C)ρ shift and the T shift, which we leave as the redundancies
of the sector. We further note that since the degree of the map pAB(z) = ρ
[A
+ (z)ρ
B]
− (z) is odd,
for even ∆ = d+ − d− there will be trivial linear relations among coefficients. This motivates
us to label the sectors as
∆ = d+ − d− = 2r + 1. (7.10)
The maps that we have used so far correspond to r = 0. We find that for r > 0 it is the
odd-point analog of the reduced Pfaffian, Pf ′Ân, defined in Section 4, that vanishes for the
troublesome solutions supported by these maps.
Finally, we comment that, even though integrands of all the theories we consider in this
paper contain PfAn or Pf
′Ân, the full integrand does not necessarily vanish for the missing
solutions in the degenerate kinematics sector (as we approach it via analytic continuation). In
fact, depending on the projected components of the supermultiplet, the fermionic integrations
may generate singularities for these solutions such that they contribute finitely. This can
happen in all the theories considered so far except in the case of M5 brane and D-branes,
where there are enough powers of PfAn to generate a zero for the degenerate solutions.
These facts can also be seen by considering purely bosonic amplitudes and directly using
CHY formulas. This means that at degenerate kinematic points there are solutions to the
scattering equations that require maps with |∆| > 0. However, this is of course not a problem
for our formulas: As we mentioned earlier the degenerate regions of kinematic space are of
codimension one or higher, so we can define the amplitudes by analytic continuation of the
∆ = 0 formulas. In practice, the integral over the maps moduli space can be first performed
in a generic configuration close to the degenerate kinematics, after which the degenerate
configuration can be easily reached. We leave a complete exploration of the moduli space
of maps for all values of ∆, together with the related topic of 4D dimensional reduction, for
future research.
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A Symmetry Algebra
This appendix examines the group of redundancies of the odd-point scattering maps that
preserves their polynomial form. This consists of a five-dimensional subalgebra of the full Lie
algebra. We will examine this five-dimensional algebra now, and leave the analysis of the full
algebra for the future. More concretely, we first fix two generators of SL(2,C)ρ corresponding
to dilations and special conformal transformations in a suitable way, and then show that the
algebra of residual symmetries corresponds to the semidirect product SL(2,C)σ nC2.
It is instructive to start by analyzing the even-point symmetry group SL(2,C)σ×SL(2,C)ρ
in this setup. For n = 2m + 2 let us call the polynomials ρA,+(z) = $A(z) and ρA,−(z) =
ϑA(z), both of degree m. We consider transformations (z, σi, ρ
A,a)→ (zˆ, σˆi, ρˆA,a) such that
$ˆ[A(zˆ)ϑˆB](zˆ)∏n
i=1(zˆ − σˆi)
dzˆ =
$[A(z)ϑB](z)∏n
i=1(z − σi)
dz. (A.1)
This contains the SL(2,C)ρ transformations, which can be defined as the stability subgroup
satisfying zˆ = z. Among these, let us consider only the shift:7
J =
(
0 1
0 0
)
∈ SL(2,C)ρ , eαJ : $ˆ(z) = $(z) + αϑ(z) , ϑˆ(z) = ϑ(z). (A.2)
The other two generators should be thought as fixed. For instance, consider the SL(2,C)σ
scaling zˆ = eαz. This induces the following transformation on the polynomials:
eα`0 : $ˆ(z) = epα$(e−αz) , ϑˆ(z) = eqαϑ(e−αz), (A.3)
with p + q = n − 1. Since the generator of SL(2,C)ρ scaling is fixed, so are the values of p
and q, which will be determined below. Similarly, for the shift zˆ = z + β we find
eβ`−1 : $ˆ(z) = $(z − β) , ϑˆ(z) = ϑ(z − β). (A.4)
The last generator is defined by `+1 = I `−1 I, where inversion I acts in the following way.
Consider the transformation zˆ = −1/z. The polynomials should then transform as
I : $ˆ(z) = zm Y 12 $ (−1/z) , ϑˆ(z) = zm Y 12 ϑ (−1/z) , (A.5)
where Y =
∏n
i=1 σi. It is straightforward to check that I2 = (−1)m1. The minus sign can be
neglected since we are only interested in a representation of PSL(2,C)σ, which corresponds to
the Mo¨bius transformations acting on the punctures, for which we have the Z2 identification
7In this section we will mostly suppress the SU∗(4) index, since it is not relevant to what follows.
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−1 ∼= 1. Let us consider the action of the following composition
I eα`0 I($(z)) = I eα`0
(
zm Y
1
2 (σi)$ (−1/z)
)
= I
(
epαe−αme
−αn
2 zm Y
1
2 (σi)$ (−eα/z)
)
∼= epαe−αme−αn2 $(eαz), (A.6)
where the symbol ∼= indicates we have used the Z2 identification. Imposing I `0 I = −`0 we
find:
− p+m+ 2m+ 2
2
= p =⇒ p = q = m+ 1
2
, (A.7)
which coincides with the choice of [21]. The analysis for ϑ(z) is identical. It then follows that
eαJeβ`0
(
$(z)
ϑ(z)
)
= eβ`0eαJ
(
$(z)
ϑ(z)
)
, (A.8)
or equivalently, [J, `0] = 0. We also have
I eαJ I($(z)) = I
[
zm Y
1
2 ($ (−1/z) + αϑ (−1/z))
]
∼= $(z) + αϑ(z)
= eαJ$(z), (A.9)
which gives I J I = J or [I, J ] = 0. This analysis is consistent with the fact that we are
considering the subalgebra SL(2,C)σ × J of the direct product SL(2,C)σ × SL(2,C)ρ and I
belongs to the first group.
Let us now examine how this situation changes when considering the odd-point maps
with n = 2m + 1. Now, we fix the generators of SL(2,C)ρ such that deg $(z) = m and
deg ϑ(z) = m − 1. Note that this is consistent with the fact that J is a residual symmetry.
In fact, the actions of J , `0 and `−1 are not modified, even though the values of p, q differ, as
we will show below. The inversion I now acts as
I : $ˆ(z) = zm Y 12 $ (−1/z) , ϑˆ(z) = zm−1Y 12 ϑ (−1/z) . (A.10)
Repeating the computation in (A.6) we find that
−p+m+ 2m+ 1
2
= p =⇒
{
p = m+ 14 ,
q = m− 14 .
(A.11)
Furthermore, we have:
eαJeβ`0
(
$(z)
ϑ(z)
)
=
(
e(m+1/4)β$(e−βz) + αe(m−1/4)βϑ(e−βz)
e(m−1/4)βϑ(e−βz)
)
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=(
e(m+1/4)β
(
$(e−βz) + α˜ϑ(e−βz)
)
e(m−1/4)βϑ(e−βz)
)
= eβ`0eα˜J
(
$(z)
ϑ(z)
)
, (A.12)
where α˜ := αe−β/2. This means that [J, `0] = −12J .
In contrast to the case of even n, we have shown that for odd n the group structure is a
semidirect extension of SL(2,C)σ by an (Abelian) shift factor J . In other words, the Riemann
sphere symmetry group SL(2,C)σ and the group SL(2,C)ρ are intertwined. Moreover, we will
now show that the J extension of SL(2,C)σ is not enough to achieve closure of the group. In
fact, consider
I eαJ I($(z)) = I
[
zm Y
1
2 $ (−1/z) + αzm−1Y 12ϑ (−1/z)
]
= I
[
zm Y
1
2 $(α)(−1/z)
]
∼= $(α)(z), (A.13)
where we have defined the polynomial
$(α)(z) := $(z)− αzϑ(z) = eαT$(z). (A.14)
This shows that conjugating the shift J by an inversion leads to a new shift symmetry not
present in the even-n case: IJI = −T . This precisely corresponds to the T-shift symmetry,
introduced previously, acting on the fixed frame with ξ = (1, 0). Conjugating the equation
[J, `0] = −12J we find:
[T, `0] =
1
2
T. (A.15)
Because J and T are Abelian shifts it follows that [J, T ] = 0, i.e., they generate the translation
group C2 and transform as a doublet under SL(2,C)σ. The rest of the SL(2,C)σnC2 algebra
is
[`1, T ] = [`−1, J ] = 0, [`−1, T ] = −J, [`1, J ] = T, [`i, `j ] = (i− j)`i+j . (A.16)
More succinctly, if we define (J, T ) = (T−1/2, T1/2), then we have [Tr, Ts] = 0 and
[`i, Tr] =
(
i
2
− r
)
Ti+r, i = −1, 0, 1 r = ±1/2, (A.17)
as well as
I li I−1 = −l−i i = −1, 0, 1 and I Tr I−1 = −T−r r = ±1/2. (A.18)
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Finally, one can directly check that the remaining generators of SL(2,C)ρ do not preserve
the polynomial form of the maps. Hence we claim that this is the maximal subalgebra
associated to polynomial maps.
B Details of the Soft-Limit Calculations
In this appendix we analyze the soft limit of the connected formula, treating the measure
and the integrand separately. Because of its simplicity, we start in B.1 with the soft limit
of the CHY measure and the deformation of the maps in 4D. In B.2 we turn to the even-n
measure for 6D, where several new technical ingredients appear due to the SL(2,C) little-
group structure. This analysis allows us to recover the form of the odd-point maps and
measure as well as the emergent symmetry T discussed in appendix A. In B.3 the odd-point
integrand is derived from the even-point one for the case of N = (1, 1) SYM. Finally, in B.4
we obtain the even-n measure from the odd-n one, and use it to prove that the constraints
have (n− 3)! solutions.
B.1 Four Dimensions
Let us illustrate the use of the soft limit by considering the simpler 4D case first. Here we
will focus on the CHY measure in the Witten–RSV form and show that it has the form given
in (2.8). In particular, we consider the measure associated to the dth sector and show that
in the soft limit, where pn+1 = τ pˆn+1 with τ → 0, we have∫
dµ4Dn+1,d = δ(p
2
n+1)
∫
dµ4Dn,d−1
1
2pii
∮
[λ˜n+1,ρ˜(σn+1)]=0
dσn+1
En+1
+ conj. +O(τ0), (B.1)
where the scattering equation for the soft particle takes the form
En+1 =
n∑
i=1
pn+1 · pi
σn+1,i
=
〈λn+1 ρ(σn+1)〉[λ˜n+1 ρ˜(σn+1)]∏n
i=1 σn+1,i
(B.2)
In (B.1) “conj.” means to consider the first term with the conjugated contour [λ˜n+1 ρ˜(σn+1)]→
〈λn+1 ρ(σn+1)〉 as well as conjugated sector d → d˜ = n − 2 − d. By summing (B.1) over all
sectors we obtain (2.8).
Let us now consider the soft limit of∫
dµ4Dn+1,d =
∫ ∏n+1
i=1 dσi
∏d
k=0 d
2ρk
∏d˜
k=0 d
2ρ˜k
vol SL(2,C)×GL(1,C)
1
Rd(ρ)Rd˜(ρ˜)
n+1∏
i=1
δ4
(
pαα˙i −
ρα(σi)ρ˜
α˙(σi)∏n+1
j 6=i σij
)
.
(B.3)
The strategy is to first isolate the leading 1/τ factor, which in this case comes from the
resultants. As we will show, in the soft limit Rd(ρ)Rd˜(ρ˜) ∼ τ , which allows us to evaluate
the rest of the measure for τ = 0 (except for the factor δ(p2n+1)). What makes the case of 4D
simple is that pn+1 → 0 has only two solutions: λn+1 → 0 or λ˜n+1 → 0, which account for
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the two terms in (B.1). Choosing λn+1 → 0, the delta function for the last particle in (B.3)
takes the form:
δ4
(
pαα˙n+1−
ρα(σn+1)ρ˜
α˙(σn+1)∏n
i=1 σn+1,i
)
→
∫
dt dt˜ δ2(λ˜n+1−t˜ρ˜(σn+1)) δ2(tρ(σn+1)) δ
(
t t˜− 1∏n
i=1 σn+1,i
)
=
(
n∏
i=1
σn+1,i
)2∫
t˜dt˜ δ2(λ˜n+1−t˜ρ˜(σn+1))δ2(ρ(σn+1)), (B.4)
where we have used (2.17) and dropped the factor δ(p2n+1). If we now introduce a reference
spinor |q], we can recast the result in the form(
n∏
i=1
σn+1,i
)2 ∫
t˜dt˜ δ
(
t˜− [˜λn+1 q]
[ρ˜(σn+1) q]
)
δ
(
[λ˜n+1 ρ˜(σn+1)]
)
δ2(ρ(σn+1))
=
(
n∏
i=1
σn+1,i
)
1
t
δ
(
[λ˜n+1 ρ˜(σn+1)]
)
δ2(ρ(σn+1)), (B.5)
where now
t =
1∏n
i=1 σn+1,i
[ρ˜(σn+1) q]
[λ˜n+1 q]
. (B.6)
The first constraint is a polynomial equation of degree n−d in σn+1, which we used for the
contour in (B.1). To manipulate the second constraint let us reparametrize the polynomial
as
ρα(z) = ρˆα(z)(z − σn+1) + rα. (B.7)
Here ρˆα(z) =
∑d−1
k=0 ρˆ
α
k z
k is a polynomial of degree d− 1, whose coefficients are shifted from
those of ρα(z). Therefore the Jacobian is one, i.e.,
d∏
k=0
d2ρk = d
2r
d−1∏
k=0
d2ρˆk (B.8)
Integration over rα eliminates the second delta function in (B.5), since∫
d2rδ2(ρ(σn+1)) = 1 , (B.9)
setting r = 0, i.e., ρα(z) = ρˆα(z)(z − σn+1). Putting everything together, (B.3) becomes∫ ∏n
i dσi
∏d−1
k=0 d
2ρˆk
∏d˜
k=0 d
2ρ˜k
vol SL(2,C)×GL(1,C)
n∏
i=1
δ4
(
pαα˙i −
ρˆα(σi) ρ˜
α˙(σi)∏n
j 6=i σij
)
× 1
2pii
∮
[λ˜n+1 ρ˜(σn+1)]=0
dσn+1(
[λ˜n+1 ρ˜(σn+1)]∏n
i=1 σn+1,i
) ( 1
tRd(ρ)Rd˜(ρ˜)
)
+O(τ0). (B.10)
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Note that in the bosonic delta functions the puncture σn+1 has completely dropped thanks
to the definition of ρˆ. We will not prove it here, but using the definition (2.20) in terms of
the matrices Φd and Φ˜d˜ one can show that in the soft limit the resultants behave as
tRd(ρ)Rd˜(ρ˜) = 〈λn+1 ρ(σn+1)〉Rd−1(ρˆ)Rd˜(ρ˜) +O(τ2) (B.11)
where λn+1 = O(τ) is responsible for the leading behaviour, as anticipated. This concludes
the proof of (B.1). The extension of this procedure to the integrand in (2.19), including the
redefinition of the fermionic maps, is straightforward in 4D, but we do not present it here.
After including the integrand one can deform the contour for σn+1 such that it encloses two
of the other punctures, i.e., at σn+1 = σi. This leads to the soft limit of the N = 4 SYM
amplitude.
B.2 From Even to Odd Multiplicity in 6D
Let us now consider the case of n odd in 6D. We show that the expression (4.20) can be
obtained from the soft limit of the n+1 = 2m+2 measure after extracting the corresponding
wave function and scattering equation. That is,∫
dµ6D2m+2 = δ(p
2
n+1)
∫
dµ6D2m+1
1
2pii
∮
|Eˆn+1|=ε
dσn+1
En+1
+O(τ0), (B.12)
where
dµ6D2m+1 =
(
∏n
i=1 dσi)
(∏m−1
k=0 d
8ρk
)
d4ω 〈ξdξ〉
vol (SL(2,C)σ,SL(2,C)ρ,T)
1
V 2n
∆B. (B.13)
The maps entering the bosonic delta functions ∆B are defined in (2.38). As in 4D, the strategy
is to first isolate the τ−1 piece and then manipulate the delta function for particle n+1 to get
the corresponding scattering equation. In Section B.2.1 we achieve the first goal by proving
that if pˆABn+1 = v
[AqB] is the direction of the soft momentum, where pn+1 = τ pˆn+1, then∫
dµ6D2m+2 =
1
τ
δ(p2n+1)
∫
dσn+1 (
∏n
i=1 dσi)
(∏m
k=0 d
8ρk
)
vol (SL(2,C)σ × SL(2,C)ρ)V 2n
∆
(n)
B (B.14)
×
(
n∏
i=1
σn+1,i
)∫
dx d2Ξ δ8
(
ρAa (σn+1)− Ξa(qA + x vA)
)
+O(τ0).
Here ∆
(n)
B contains the bosonic delta functions for the n hard particles, but still depends on
σn+1 and the even-multiplicity maps. Since the leading power of τ has been extracted in this
expression, the integral can be evaluated for τ = 0. Note that this expression is invariant
under little-group transformations of the soft particle. In fact, the SL(2,C)ρ transformation
q → Dq +Bv (B.15)
v → Cq +Av (B.16)
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with AD −BC = 1 is equivalent to the following change of variables
x → xˆ = Ax+B
Cx+D
, (B.17)
Ξa → Ξˆa = Ξa(Cx+D), (B.18)
which leaves the measure invariant, i.e., dx d2Ξ = dxˆ d2Ξˆ. The reason for introducing the
variables x and Ξ will become clear in the following section. In Section B.2.2 we redefine
the maps and isolate the scattering equation as a contour prescription for the puncture σn+1
associated to the soft particle, leading to (B.12).
B.2.1 Derivation of (B.14)
We start with the following identity
∆
(n+1)
B = ∆
(n)
B δ(p
2
n+1)
∫
d4M |M |3δ8
(
ρAa(σn+1)−Mab λAbn
)
δ
(
|M | −
n∏
i=1
σn+1,i
)
, (B.19)
where we have utilized the linear constraints in (2.40), and denoted M = Mn+1. Now, up to
linear order in τ , the most general form of the soft momenta can be written as
λAan+1 = β
avA + τqAa (B.20)
which gives pABn+1 = τv
[AqB] + O(τ2), once we set qA := βaqAa. Unlike 4D, where the soft
condition pn+1 → 0 has only two branches (the holomorphic and antiholomorphic soft limits,)
here we have a family of solutions due to the less trivial SL(2,C) structure. Let us now assume
that as τ → 0 all the components of the maps ρAa(z) and the σi’s stay finite, as determined by
the delta functions ∆B, since they should be localized by the equations of the hard particles.
In the limit τ → 0, the matrix M has a singular piece:
M =
M
τ
+M0 +O(τ1). (B.21)
The strategy is to input this ansatz into the delta functions and evaluate the result power by
power in τ leaving only four components of M to be integrated. That is, impose
ρAb(σn+1) =
(
M
b
a
τ
+M b0,a
)(
βavA + τqAa
)
(B.22)
=
M
b
a β
a
τ
vA +M b0,aβ
avA +M
b
aq
Aa +O(τ1) , (B.23)
n∏
i=1
σn+1,i = |M | = 1
τ2
|M |+ 〈M
+
M−0 〉 − 〈M
−
M+0 〉
τ
+ |M0| . (B.24)
Here M
+
,M
−
,M+0 ,M
−
0 denote the respective columns of the matrices M and M0. From
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the finiteness of the LHS of (B.23) and (B.24), we see that M is degenerate and β is a null
eigenvector, that is
M
b
a = Ξ
b βa . (B.25)
Equating terms at order τ−1,
0 = 〈M+M−0 〉 − 〈M
−
M+0 〉 = 〈β ΞaMa0 〉 =⇒ ΞaMa0,bβb = 0 . (B.26)
This result allows to introduce variables x and x defined by
Ma0,b β
b = xΞa, ΞaM
a
0,b = xβb . (B.27)
The general solution of these equations for M0 can be expressed in the basis of spinors β and
Ξ as
Ma0,b =
xβaβb + xΞ
aΞb
〈Ξβ〉 + γ Ξ
aβb, (B.28)
and thus
Mab =
xβaβb + xΞ
aΞb
〈Ξβ〉 +
(
γ +
1
τ
)
Ξaβb . (B.29)
The component γ is a fixed constant, which can only be determined by considering subleading
orders in τ . This is consistent since it only contributes to the result at order O(τ1). In fact,
choosing the change of variables {Mab } → {x, x,Ξ+,Ξ−}, we find
d4M = x
(
1 + γτ
τ
)
dx dx d2Ξ ∼ x
τ
dx dx d2Ξ. (B.30)
Having identified the singular dependence on τ , we can now select the leading pieces of
the arguments inside the delta functions, yielding
δ
(
|M | −
n∏
i=1
σn+1,i
)
= δ
(
xx−
n∏
i=1
σn+1,i
)
, (B.31)
δ8
(
ρAb(σn)−M baλAan
)
= δ8
(
ρAb(σn)− Ξb(x vA + qA)
)
. (B.32)
Integrating out x, writing V 2n+1 = V
2
n
∏n
i=1 σ
2
i, n+1, and substituting in the identity (B.19), we
finally arrive at the desired result (B.14).
B.2.2 Derivation of (B.12)
In this section we consider the expression (B.14) without the integration over Ξa, i.e., taking
Ξa to be a fixed spinor. We will also introduce an auxiliary spinor ξ such that 〈Ξ ξ〉 = 1.
Note that ξ still has one free component, which we choose to be ξ+ = 1. The integration over
Ξa will be restored later.
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We start by expanding the polynomial maps in basis vectors as
ρA,a(z) = Ξa ωA(z) + ξa piA(z), (B.33)
the delta functions of (B.14) as
δ8
(
ρAb(σn+1)− Ξb(x vA + qA)
)
= δ4
(
piA(σn+1)
)
δ4
(
ωA(σn+1)− x vA − qA
)
, (B.34)
∆
(n)
B =
n∏
i=1
δ6
(
pABi −
ω[A(σi)pi
B](σi)∏n+1
j 6=i σji
)
, (B.35)
and the integration measure as
m∏
k=0
d8ρk =
m∏
k=0
d4ωk d
4pik . (B.36)
As in 4D, we now parametrize piA(z) = (z − σn+1)pˆiA(z) + rA, so that the first term vanishes
at the last puncture. This change of variables gives,
m∏
k=0
d4pik = d
4r
m−1∏
k=0
d4pˆik , (B.37)
δ4(piA(σn+1)) = δ
4(rA) . (B.38)
On the support of the first delta function,
∆
(n)
B
∣∣∣
rA=0
=
n∏
i=1
δ6
(
pABi −
ω[A(σi)pˆi
B](σi)∏n
j 6=i σij
)
=: ∆
(n)
B (ω, pˆi). (B.39)
Note that this result does not depend on σn+1.
The leading-order term in (B.14) can be rewritten in the form
δ(p2n+1)
τ
∫
d2Ξ
∫ ∏m
k=0 d
4ωk
∏m−1
k=0 d
4pˆik
∏n
i=1 dσi
vol (SL(2,C)σ × SL(2,C)ρ)Vn2
×∆(n)B (ω, pˆi)
×
∫
dσn+1 dx δ
4
(
ωA(σn+1)− x vA − qA
)( n∏
i=1
σn+1,i
)
. (B.40)
The integration over
∫
d2Ξ has effectively dropped out of the integral. In principle we could
use it to cancel two of the integrations over SL(2,C)2 in the denominator. However, this
would fix part of the SL(2,C)2 invariance, which we want to be present in the odd version
of the measure. Instead, let us reintroduce the integration to get a manifestly symmetric
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answer. To achieve this we revert to the change of basis (B.33), i.e., for fixed {Ξ, ξ} we define
ρˆA,a(z) = ξa ωA(z)− Ξa pˆiA(z). (B.41)
This transformation is defined coefficient by coefficient as an SL(2,C) transformation except
for the top one, which is not invertible. In fact,
d4ωm
m−1∏
k=0
d4ωk d
4pˆik = d
4ωm
m−1∏
k=0
d8ρˆk (B.42)
and
∆
(n)
B (ω, pˆi) = ∆
(n)
B (ρˆ) =
n∏
i=1
δ6
(
pABi −
〈ρˆA(σi) ρˆB(σi)〉∏n
j 6=i σij
)
, (B.43)
where the highest coefficient of the map is given by
ρˆA,am = ξ
a ωAm =
(
1
ξ
)
ωAm, (B.44)
with Ξ+ξ − Ξ− = 1. Noting that
ωA(σn+1) = 〈Ξ ρˆA(σn+1)〉 = Ξ+ρˆA,−(σn+1)− Ξ−ρˆA,+(σn+1) , (B.45)
the integral becomes
δ(p2n+1)
τ
∫
d4ωm
∏m−1
k=0 d
8ρˆk
∏n
i=1 dσi
vol (SL(2,C)σ × SL(2,C)ρ)V 2n
∆
(n)
B (ρˆ)
∫
dσn+1 d
2Ξ dx δ4
(
DA
)( n∏
i=1
σn+1,i
)
.
(B.46)
where
DA = Ξ+ρˆA,−(σn+1)− Ξ−ρˆA,+(σn+1)− x vA − qA. (B.47)
Now we note that(
n∏
i=1
σn+1, i
)∫
d2Ξdx δ4
(
DA
)
=
(
n∏
i=1
σn+1, i
)
δ
(〈ρˆ+(σn+1)ρˆ−(σn+1) v q〉) = δ(Eˆn+1).
(B.48)
In the last line we recognize the scattering equation for the soft particle (in a form analogous
to (B.2)), which we now implement as a contour integral for σn+1. This gives
δ(p2n+1)
τ
∫
d4ωm
∏m−1
k=0 d
8ρˆk
∏n
i=1 dσi
vol (SL(2,C)σ × SL(2,C)ρ) V 2n
1
2pii
∮
|Eˆn+1|=ε
dσn+1
Eˆn+1
∆
(n)
B (ρˆ). (B.49)
We have arrived at a compact expression. However, there is subtle but essential caveat.
Recall that ∆
(n)
B (ρˆ) contains the variable ξ =
1+Ξ−
Ξ+
in the top component of the polynomial,
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ρˆm. This variable still depends on the soft puncture σn+1. In fact, it is implicitly defined
through the relation
〈Ξ ρˆA(σn+1)〉 = x vA + qA . (B.50)
In order to decouple ξ from this soft equation, we introduce a new redundancy that will enable
us to turn ξ into an integration variable (which will be fixed by the hard data). Since vA
and qA are only defined through pˆABn+1 = v
[AqB], the formula must be invariant under v → vα ,
q → αq. According to (B.50), such a transformation can be absorbed into a transformation
of (Ξa, x, ξ) as follows:
x→ x
α2
, Ξa → Ξ
b
α
, ξ → ξ + α− 1
Ξ+
=
α+ Ξ−
Ξ+
. (B.51)
Since α is arbitrary, we add an additional integration in the form
1 =
∫
dα
Ξ+
vol(T)
=
∫
dξ
vol(T)
, (B.52)
which should be regarded as a formal definition of the T-shift measure. Note that this is not
SL(2,C)2 covariant, signaling that the Jacobian is sensitive to the SL(2,C)2 frame. Using
this, we recast the formula as promised∫
dµCHY2m+2 → δ(p2n+1)
∫
dξd4ω
∏m−1
k=0 d
8ρˆk
∏n
i=1 dσi
vol (SL(2,C)σ, SL(2,C)ρ,T)
∆
(n)
B (ρˆ)
V 2n
1
2pii
∮
|Eˆn+1|=ε
dσn+1
En+1
. (B.53)
Some comments are in order. We have used the little-group scaling of the soft particle
to introduce a new redundancy in the hard equations. As the notation makes clear, this
redundancy can be identified with the shift transformation explored in Section 4. Note that
this symmetry was absent in (B.49), which can be regarded as a T-fixed version of the final
measure. The reason is that while ∆
(n)
B (ρˆ) is invariant under the shift ρˆ(z)→ ρˆ(z)+zβξ〈ξ, ρˆ〉,
equation (B.50) is not, meaning that the shift parameter β can be determined in terms of v
and q. By averaging over the little group, i.e., over different choices of v and q, we unfix this
redundancy.
B.3 Integrand of N = (1, 1) SYM for Odd Multiplicity
Let us now apply the prescription given in the previous section, this time at the level of the
N = (1, 1) integrand. For n+ 1 = 2m+ 2, this integrand can be broken down as follows:
I2m+2 = PT(In+1) Pf′An+1 Vn+1
∫ m∏
k=0
d2χkd
2χ˜k ∆
(n+1)
F ∆˜
(n+1)
F
= δ2
(
QAn+1λ˜n+1,A,aˆ
)
δ2
(
λAn+1,aQ˜n+1,A
)
Vn PT(In) Pf′An+1
(
n∏
i=1
σn+1,i
)
σ1n
σ1,n+1σn+1,n
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×
∫ m∏
k=0
d2χkd
2χ˜k ∆
(n)
F ∆˜
(n)
F δ
2
(
ηan+1 −W ab χb(σn+1)
)
δ2
(
η˜aˆn+1 − W˜ aˆbˆ χ˜bˆ(σn+1)
)
. (B.54)
Here W = Wn+1 = M
−1
n+1, as defined in Section 5. The fermionic delta functions are defined
in (3.14), from which we have extracted the on-shell conditions of the soft particle (recall
that QA = λAa η
a, etc.). We will first project out the (n + 1)th gluon and then take the
corresponding momentum to be soft. For a given polarization this will generate Weinberg’s
soft factor for the even point amplitude. In Section 4.2.1 we extract it to obtain the odd-point
integrand.
A simple choice of polarization is (a, aˆ) = (+, +ˆ), where the spinor in (B.20) and its
conjugate are set to
β = β˜ =
(
0
1
)
. (B.55)
We will proceed with this special choice, but the answer for a general polarization (a, aˆ) will
be deduced at the end. For now, note that the soft factor (4.43) for this choice is
S++ˆ =
τ2 [q˜|p1p˜n|q〉
τ2 sˆn+1,1sˆn+1,n
, (B.56)
where we have explicitly exhibited the powers of τ . Since they cancel, and the measure
in (B.12) contributes a power of τ−1, we expect the integrand to be of order τ1. In fact,
the factor of τ comes from the expansion of the Pfaffian, i.e., Pf′An+1 = τ P̂f′An+1. Now,
to extract the aforementioned polarization from the amplitude we perform the following
fermionic integration
I++ˆ2m+1 :=
∫
d4ηn+1d
4η˜n+1 η
1
n+1η˜
1
n+1 Î2m+2
= τ Vn PT(In)
P̂f′An+1∏n
i=1 σn+1,i
σ1n
σ1,n+1σn+1,n
×
∫ m∏
k=0
d2χkd
2χ˜k∆
(n)
F ∆˜
(n)
F δ
(
W
+
a χ
a(σn+1)
)
δ
(
W˜
+ˆ
aˆ χ˜
aˆ(σn+1)
)
, (B.57)
where Î2m+2 corresponds to I2m+2 stripped of its on-shell delta functions. We also have
W = W/(
∏n
i=1 σn+1,i) with
W
a
b = 
acbdM
d
c =
xβaβb + xΞ
aΞb
〈Ξβ〉 +
(
γ +
1
τ
)
βaΞb (B.58)
⇒W+a =
xΞ+Ξa
〈Ξβ〉 = xΞa, (B.59)
using (B.29). Here we have implicitly followed all of the steps that were used in Section B.2
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to simplify the form of the W variables in the soft limit. The antichiral piece works in the
same way. Even though M˜ is not integrated, its behaviour in the soft limit allows us to define
the antichiral counterparts Ξ˜ and x˜:
W˜
+ˆ
aˆ = aˆbˆ M˜
bˆ
−ˆ = x˜ Ξ˜aˆ. (B.60)
In direct correspondence to the bosonic case of Section B.2.1, we have managed to make
explicit the τ dependence in the integrand, and therefore we can evaluate the delta functions
∆
(n)
F ∆˜
(n)
F for τ = 0.
We follow now Section B.2.2, in which the basis element ξ was defined such that 〈ξΞ〉 = 1
for a given Ξa. Then the polynomials are expanded as
χa(z) = ξal(z) + Ξar(z) (B.61)
χ˜aˆ(z) = ξ˜aˆ l˜(z) + Ξ˜aˆr˜(z), (B.62)
where l(z) and r(z) are degree-m polynomials with Grassmann coefficients. Dropping the
powers of τ , we obtain
I++ˆ2m+1 = Vn PT(In)
P̂f′A∏n
i=1 σn+1,i
σ1n
σ1,n+1σn+1,n
×
∫ m∏
k=0
dlk drk dl˜k dr˜k ∆
(n)
F ∆˜
(n)
F δ
(
l(σn+1)
)
δ
(
l˜(σn+1)
)
x x˜ . (B.63)
All of the following expressions for the integrand should be thought as multiplied by the
measure, as we continue to parallel the manipulations of Section B.2.2. Now we put l(z) =
(z − σn+1)lˆ(z) + b, and we note that the fermionic delta functions fix b = 0 in the same way
as the bosonic delta functions fixed rA = 0 in (B.38). Using (B.33) we have
∆
(n)
F =
n∏
i=1
δ4
(
QAi −
ωA(σi)l(σi)− piA(σi)r(σi)∏n+1
j 6=i σij
)
=
n∏
i=1
δ4
(
QAi −
ωA(σi)lˆ(σi)− pˆiA(σi)r(σi)∏n
j 6=i σij
)
=
n∏
i=1
δ4
(
QAi −
〈ρˆA(σi) χˆ(σi)〉∏n
j 6=i σij
)
, (B.64)
where we have defined
χˆa(z) = ξar(z)− Ξa lˆ(z), (B.65)
and ρˆA(σ) is given by (B.41). The top component of this fermionic map is given by χˆam = ξ
arm.
We identify rm = g, hence agreeing with the fermionic maps introduced in Section 4. We
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now have
I++ˆ2m+1 = Vn PT(In)
P̂f′A∏n
i=1 σn+1,i
σ1n
σ1,n+1σn+1,n
x x˜
∫
dg dg˜
m−1∏
k=0
d2χakd
2χ˜aˆk ∆
(n)
F ∆˜
(n)
F . (B.66)
Recall that at this stage the map component ξ = 1+Ξ
−
Ξ+
is determined implicitly by
(B.50), which in turn depends on σn+1. Therefore the σn+1 dependence cannot be isolated
yet. The final step is to turn ξ into an extra variable, which is equivalent to unfixing the
T-shift symmetry, as explained at the end of Section B.2.2. This is done by performing the
transformation (B.51). However, as I++ˆ2m+1 will be divided by S++ˆ, given in (B.56), we also
need to consider the scaling of the soft spinors q → q/α. Doing the corresponding scaling
for the antichiral piece, q˜ → q˜/α˜, we effectively promote ξ and ξ˜ into integration variables
to be fixed by the bosonic equations. The relationship between the variables α, α˜ and the
components ξ, ξ˜ can be read off from (B.51):
α = 〈Ξ ξ〉 , α˜ = [Ξ˜ ξ˜]. (B.67)
Including the scaling of the soft factor S++ˆ → αα˜S++ˆ and putting everything together,
we find the following formula for the N = (1, 1) integrand:
1
2pii
∮
|Eˆn+1|=ε
dσn+1
En+1
I++ˆ2m+1
S++ˆ
= J2m+1 ×
∫
dΩ̂
(1,1)
F . (B.68)
The Vandermonde factor Vn has been absorbed into the fermionic measure dΩ̂
(1,1)
F , which is
defined as:
dΩ̂
(1,1)
F = Vn dg dg˜
m−1∏
k=0
d2χk d
2χ˜k
n∏
i=1
δ4
(
qAi −
〈ρA(σi)χ(σi)〉∏
j 6=i σij
)
δ4
(
q˜i,A − [ρ˜A(σi) χ˜(σi)]∏
j 6=i σij
)
.
The bosonic part of the integrand J2m+1 is given by
J2m+1 = PT(In)σ1n
2pii
∮
|Eˆn+1|=ε
dσn+1
En+1
1
S++ˆ
x x˜
〈Ξξ〉[Ξ˜ξ˜]
1∏n
i=1 σn+1,i
(
Pf′Aˆ
σ1,n+1σn+1,n
)
, (B.69)
which encodes the complete σn+1 and pˆn+1 dependence. It is now straightforward to repeat
these steps for other polarizations (a, aˆ). In fact, from (B.58) we see that for the choice
a = −, the τ−1 contribution will dominate, yielding no factor of x in the numerator. At the
same time, the different τ dependence of this integrand will be compensated by the different
τ behaviour of the soft factor Saaˆ. For a general polarization we have:
xx˜
S++ˆ
→ x
ax˜aˆ
Saaˆ
, (B.70)
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where we have defined xa = (x,−1) and x˜aˆ = (x˜,−1). Setting σn+1 = z and removing the
fermionic delta functions, the integrand becomes
J2m+1 = 1
Saaˆ
PT(In)
σ1n
2pii
∮
|Eˆn+1|=ε
dz
En+1
Pf′An+1
(z − σ1)(z − σn)
xa
〈ξ Ξ〉
x˜aˆ
[ξ˜ Ξ˜]
, (B.71)
where En+1 = τ Eˆn+1 = p(z) · pn+1 is the scattering equation for the (n + 1)th particle, valid
on the support of the equations associated to hard particles. In this form the τ dependence
cancels between the soft factor and the scattering equation. This form is taken as the starting
point in Section 4.2.
B.4 From Odd to Even Multiplicity and the Number of Solutions
Here we consider taking a soft limit of the odd-point measure. The goal is to prove that the
relation ∫
dµ6Dn+1 = δ(p
2
n+1)
∫
dµ6Dn
1
2pii
∮
|Eˆn+1|=ε
dσn+1
En+1
+O(τ0), (B.72)
holds for any n, whether it is even or odd. (The corresponding measures were defined in
Sections 2 and 4.1). This result can be used to prove that the equations for the maps and
the punctures of n particles have (n− 3)! solutions,8 as claimed in Section 2. Since we have
already shown that integrating out the coefficients of the maps ρA,ak leaves delta functions
localizing the σi’s, this implies that this measure should correspond to the CHY measure
(2.6) up to a trivial Jacobian. Such a Jacobian must not carry a nontrivial SL(2,C) weight
or mass dimension. This has been checked numerically.
The reasoning used to find the number of solutions follows closely the inductive proof in
[44]. For n = 3 one can analytically check that there is one solution for the moduli {ρ, σ}.
We then assume that the lower-point measure dµn in (B.72) has support on exactly (n− 3)!
solutions. Then, we use the fact that in the soft limit dµn+1 decouples into the lower-point
measure and δ(En+1). In the previous section we recognized En+1 as the soft limit of the
scattering equation for σn+1, which has been shown to yield n − 2 solutions for given hard
data [44]. This can also be seen directly from (B.48). Since the number of solutions cannot
change in the soft limit, we conclude that dµn+1 has support on (n − 2)! solutions, which
completes the argument.
In order to show the validity of (B.72) for odd n we begin with the same identity used
in the previous section for n odd:
∆
(n+1)
B = ∆
(n)
B δ(p
2
n+1)
∫
d4Mn+1|Mn+1|3
× δ8
(
ρA,a(σn+1)− (Mn+1)abλA,bn+1
)
δ
(
|Mn+1| −
n∏
i=1
σn+1 i
)
, (B.73)
8This assumes generic kinematics in the sense of the discussion we give in Section 7.
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where we have used the odd-point parametrization of the rational maps,
ρA,a(z) =
m−1∑
k=0
ρA,ak z
k + ω′Aξ′azm , (B.74)
and m = (n− 1)/2. To avoid confusion we have labeled the highest-degree coefficient using
primed variables. As before, we parametrize the (n+ 1)th soft particle for τ → 0 using a 6D
spinor of the form λA,an+1 = ξ
avA+τqA,a, which gives pABn+1 ∼ O(τ). We also define qA,aξa = qA.
For the odd-point parametrization of the maps, the symmetry group G includes the T-shift
redundancy parametrized by the GL(1,C) parameter α. ρ(z) and Mi both transform under
the T shift, as shown in (5.20) for Wi = M
−1
i .
Much of the soft-limit analysis for n odd is similar to the case of n even; the coefficients of
the rational maps are fixed by the data of the hard particles while Mn+1 is allowed to have a
singular piece in the soft limit. We may repeat the steps of Section B.2.1, inserting an ansatz
for Mn+1 and decomposing it in a basis of spinors Ξ
a and a modulus x. The dependence of
the measure on the (n+ 1)th particle can we written in the soft limit as
1
τ
δ(p2n+1)
∫ ∏m−1
k=0 d
8ρk d
4ω′ 〈ξ′dξ′〉 dσn+1
vol(SL(2,C)σ, SL(2,C)ρ,T)
∏n
i=1 σn+1, i
V 2n
∆
(n)
B
×
∫
dx d2Ξ δ8
(
ρA,a(σn+1)− Ξa(qA + xvA)
)
. (B.75)
After decomposing Mn+1 in the soft limit as done here, the transformation rule for Mn+1
becomes one for Ξa:
δΞa = ασn+1 ξ
′a〈ξ′Ξ〉 . (B.76)
Having isolated the singular τ dependence in the soft limit, let us now examine the
behavior of the even-point rational maps arising from the soft limit of odd-point amplitudes.
At each point in the d2Ξ integration, we expand the odd-point map in a special basis, the
one determined by the two preferred spinors Ξa and ξ′a. This basis is not orthonormal,
and 〈Ξξ′〉 6= 1. Changing variables to (piA, ωA) spinor coordinates, the odd-point map ω′A
becomes the last component of the latter:
ρA,a(z) = ΞapiA(z) + ξ′aωA(z), (B.77)
or more explicitly
ρA,a(z) = Ξa
m−1∑
k=0
piAk z
k + ξ′a
(
m−1∑
k=0
ωAk z
k + ω′Azm
)
. (B.78)
By taking linear combinations of the eight-dimensional constraint equations for ρA,a, we
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arrive at a split form involving the basis:
δ8
(
ρA,a(σn+1)− Ξa(qA + xvA)
)
=
1
〈Ξ ξ′〉4 δ
4
(
ωA(σn+1)
)
δ4
(
piA(σn+1)− (qA + xvA)
)
.
(B.79)
Additionally, the remaining bosonic delta functions also change under this basis transforma-
tion:
∆
(n)
B =
n∏
i=1
δ6
(
pABi − 〈Ξξ′〉
pi[A(σi)ω
B](σi)∏n
j=1 σn+1, j
)
, (B.80)
along with the integration measure, which acquires a Jacobian(
m−1∏
k=0
d8ρk
)
d4ω′ → 〈Ξ ξ′〉4m
(
m−1∏
k=0
d4pik d
4ωk
)
d4ω′. (B.81)
As in the case of taking a soft limit from even n to odd n, we may now use the delta functions
to reduce the degree of the map. To see this, we parametrize the map evaluated at the
(n+ 1)th puncture as:
ωA(z) = (z − σn+1)ωˆA(z) + rA, (B.82)
m−1∏
k=0
d4ωk d
4ω′ δ4
(
ωA(σn+1)
)→ d4rA m−1∏
k=0
d4ωˆk δ
4(rA) . (B.83)
The rA integrations are trivial, and now the ω′ component has dropped out of the problem in
favor of the ωˆ variables. This means we may now use the hatted variables in the remaining
bosonic delta functions.
Having reduced the degree of the map, we may now switch back to the ρ variables through
another change of basis:
ρˆA,a(z) = ΞapiA(z) + ξ′aωˆA(z), (B.84)
ρˆA,a(z)Ξa = 〈Ξξ′〉 ωˆA(z), (B.85)
ρˆA,a(z)ξ′a = 〈ξ′Ξ〉piA(z). (B.86)
This has the effect of undoing several of the Jacobians acquired earlier, and the relevant piece
of the measure and integrand becomes∏n
i=1 σn+1 i
V 2n
∫
dσn+1
∏m−1
k=0 d
8ρˆk〈ξ′dξ′〉 d2Ξ dx
vol(SL(2,C)σ,SL(2,C)ρ,T)
n∏
i=1
δ6
(
pABi −
〈ρˆA(σi)ρˆB(σi)〉∏n
j=1 σn+1 j
)
× 1〈Ξξ′〉4 δ
4
(〈ρˆA(σn+1) ξ′〉
〈Ξ ξ′〉 − q
A − xvA
)
. (B.87)
The freedom to projectively scale ξ′ allows us to set the first component to 1 and define
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the second as ξ′ so that 〈ξ′dξ′〉 = dξ′. Now we may focus on the last piece, which can be
written as
n∏
i=1
σn+1 i
∫
dσn+1 dξ
′ d2Ξ dx δ4
(
ρˆA,a(σn+1)ξ
′
a − 〈Ξξ′〉(qA − xvA)
)
. (B.88)
There are now five integrations, four delta functions, and the T redundancy to cancel. The
strategy is to isolate the scattering equation for the last particle, integrate out the other delta
functions, and cancel the T-shift symmetry. The scattering equation for the soft particle is
supported on the solution of En+1 = ABCDρˆ
A,+(σn+1)ρˆ
B,−(σn+1)vCqD = 0. To get this, we
first make the change of variables
〈ξ′Ξ〉 = Ξ− − ξ′Ξ+ → u,
x→ x
′
u
,
dξ′ dΞ+ dΞ− dx→ dΞ
+
u
dξ′ du dx′,
δ4
(
ρˆA,a(σn+1)ξ
′
a − 〈Ξξ′〉(qA − xvA)
)→ δ4(ρˆA,+(σn+1)ξ′−ρˆA,−(σn+1)−uqA−x′vA) . (B.89)
Now we would like to evaluate the integrals over u, x′, and ξ′. As in the even-point
case, we observe that these integrations give the scattering equation for the last particle after
taking the appropriate linear combinations:∏n
i=1 σn+1 i
τ
∫
dσn+1 dξ
′ du dx′ δ4
(
ρˆA,+(σn+1)ξ
′ − ρˆA,−(σn+1)− uqA − x′vA
)
=
∏n
i=1 σn+1 i
τ
∫
dσn+1 δ
(
ABCDρˆ
A,+(σn+1)ρˆ
B,−(σn+1)vCqD
)
=
∫
dσn+1 δ(En+1). (B.90)
So we are left with
δ(p2n+1)V
−2
n
∫ ∏m−1
k=0 d
8ρˆk
vol(SL(2,C)σ, SL(2,C)ρ,T)
dΞ+
u
×
n∏
i=1
δ6
(
pABi −
〈ρˆA(σi)ρˆB(σi)〉∏n
j=1 σn+1 j
)∫
dσn+1 δ(En+1). (B.91)
In this expression u = 〈ξ′Ξ〉 has a value determined by the constraints after doing the integral.
Since T acts as a GL(1,C) shift on the components of Ξ, we can absorb u and cancel the
symmetry. The result is the expected measure for n even:∫ ∏n
i=1 dσi
∏m−1
k=0 d
8ρˆk
vol(SL(2,C)σ × SL(2,C)ρ)
n∏
i=1
δ6
(
pABi −
〈ρˆA(σi)ρˆB(σi)〉∏n
j=1 σn+1 j
)
δ(p2n+1)V
−2
n
∫
dσn+1 δ(En+1).
(B.92)
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