A new finite element derivative recovery technique is proposed by using the polynomial interpolation method. We show that the recovered derivatives possess superconvergence on the recovery domain and ultraconvergence at the interior mesh points for finite element approximations to elliptic boundary problems. Compared with the well-known Z-Z patch recovery technique, the advantage of our method is that it gives an explicit recovery formula and possesses the ultraconvergence for the odd-order finite elements. Finally, some numerical examples are presented to illustrate the theoretical analysis.
Introduction
It is well known that the superconvergence property of finite element methods has attracted considerable attention because of its practical importance in enhancing the accuracy of finite element approximations and in constructing the adaptive algorithm of finite element methods via a posteriori error estimators [1] , [4] , [5] , [8] , [12] . In this field, many derivative recovery techniques have been established in order to obtain superconvergence for finite element approximations in derivative. For example, the averaging techniques [3] , [6] , the L 2 -projection techniques [7] , [9] , the well-known Zienkiewicz-Zhu superconvergence patch recovery technique (SPR) [11] , [12] , the polynomial preserving recovery technique (PPR) [12] , are popular. The basic idea of SPR and PPR is to use the least squares polynomial fitting method to fit the derivative of the finite element solution at the Gauss points (SPR) or the solution itself at the Lobatto points (PPR). Both SPR and PPR techniques possess the superconvergence on the patch recovery domain and the ultraconvergence (two orders higher than the optimal global convergence order) at the interior mesh points for the derivative approximations of finite element solutions for the elliptic boundary value problems [12] , [13] . However, these two techniques are only valid for even-order finite elements when the ultraconvergence is concerned. Recently, in [17] Zhu et al. have proposed a recovery technique for the odd-order finite elements of order k > 1. Once again, this technique employs the least squares method to fit the derivative of the finite element solution at some special points.
In this paper, we consider the kth-order rectangular finite element approximation to the following elliptic boundary value problem on a rectangular domain: 
A new derivative recovery technique is provided by using the polynomial interpolation method on the local recovery domain. By means of this recovery method, we establish the superconvergence for the recovery derivatives of the finite element solutions, and the ultraconvergence if the orders of finite elements are odd and A = −∆ + a 0 I. Compared with the SPR and the PPR techniques or Zhu's method, the advantage of our method is as follows: First, it gives an explicit derivative recovery formula while all the above three methods are implicit such that they cost some additional computations; secondly, it has the ultraconvergence for the oddorder finite element approximations. Moreover, Zhu's method is only valid for the odd-order finite elements of order k > 1. However, our method is applicable for the finite elements of order k 1. As a by-product of the superconvergence estimates, we also obtain an asymptotically exact a posteriori error estimator for the finite element approximation to the elliptic boundary value problem. Throughout this paper, we use the notations H This paper is organized in the following way. In Section 2, we introduce the interpolation operator of projection type and give its approximation properties. In Section 3, the derivative interpolation recovery operator is defined, and its superapproximation and ultra-approximation properties are analyzed. In Section 4, we first prove the superconvergence and the ultraconvergence properties of the recovered derivatives of the finite element solutions, and then give an asymptotically exact a posteriori error estimator. Section 5 is devoted to some numerical experiments to illustrate the theoretical results.
Interpolation operator of projection type and its approximation properties
Let e = e 1 × e 2 = (x e − h e , x e + h e )× (y e −h e , y e +h e ) be an arbitrary element, and {l j (x)} ∞ j=0 and {l j (y)} ∞ j=0 the normalized orthogonal Legendre polynomial systems in L 2 (e 1 ) and L 2 (e 2 ), respectively. Set
It is well known that the polynomials l k (x) and ω k+1 (x) (k 1) have k and k + 1 zero points in e 1 and in the closure e 1 , respectively, and these zero points are symmetrically distributed with respect to the middle point x e . Moreover, we know that these polynomials also possess the following symmetry and antisymmetry:
The completely parallel conclusions hold for the polynomialsω k+1 (y) andl k (y) in the element e 2 = (y e −h e , y e +h e ). Now, let u ∈ H 2 (e). Then, we have the Fourier expansion [5] :
β 00 = u(x e − h e , y e −h e ), (2.4)
Introduce the kth-order and the bi-complete kth-order polynomial spaces P k and Q k , respectively, by
Define the kth-order interpolation operator of projection type
Then, π k is uniquely solvable with respect to Q k (e) and possesses the following properties taken from [5] . For all k 1, π k u(x e ± h e , y e ±h e ) = u(x e ± h e , y e ±h e ), (2.7)
where h = h 2 e +h 2 e . From (2.3) and (2.6) we derive that
Then, we have
, and D 2 u ∈ P k (e 2 ). Then, it follows from (2.4)-(2.5) and the orthogonality of the system of Legendre polynomials that
which, together with (2.9), leads to the expression for u − π k u in Lemma 2.1. The other expressions follow by taking partial derivatives of the formula for u−π k u, and the proof is complete.
From Lemma 2.1 and the orthogonality of the system of Legendre polynomials, we derive that for u ∈ Q k (e) ∪ {x k+1 , y k+1 },
This shows that the interpolation approximation π k u can be regarded as the finite element solution of the Laplace equation when the exact solution u belongs to Q k ∪ {x k+1 , y k+1 }.
Moreover, when u = u(x), from (2.4)-(2.5) we have β ij = β 0j = 0, i, j 1. Then, the expressions (2.3) and (2.6) become, respectively,
Thus, we see that when restricted to e 1 , π k is identical to the interpolation operator of projection type in one dimensional space (see [5] ).
Derivative interpolation recovery technique
In this section, we introduce the derivative interpolation recovery operator, and discuss its super-approximation and ultra-approximation properties. Let e (s) (s = 1, 2, 3, 4) be four elements which share a common interior nodal point (x 0 , y 0 ). Corresponding to the point (x 0 , y 0 ), we introduce a patch domain D 0 (see Fig. 1 ) as follows:
Denote the patch recovery intervals by
On E 1 and E 2 , we will define the derivative recovery operator in x-direction and y-direction, respectively. The main idea of the interpolation recovery technique is to choose some special interpolation nodes in E l (in what follows, such interpolation nodes are called the sample points), and then use the polynomial interpolation method to recover the derivatives of finite element solutions. Let {g i } (or {g j }) (i = ±1, . . . ± k) be the 2k sample points in E 1 (or E 2 ), that is
Corresponding to the sample sets {g i } and {g j }, we introduce the (2k − 1)th-order Lagrange interpolation basis functions
Then, {ϕ i (x)} and {φ j (y)} form bases of the spaces P 2k−1 (E 1 ) and P 2k−1 (E 2 ), respectively. Now, for any given piecewise smooth function w ∈ W 1 ∞ (D 0 ), we define the derivative interpolation recovery operator
according to the following conditions:
Note that D l u h may be discontinuous across the node (x 0 , y 0 ) when u h is a continuous piecewise polynomial on D 0 , and the recovered derivative RD l u h is a (2k−1)th-order polynomial on E l . 
Furthermore, if the sample points {g i } (or {g j }) are chosen as the 2k Gauss points in the elements (x 0 − h i , x 0 ) and (x 0 , x 0 + h i+1 ) (or (y 0 −h j , y 0 ) and (y 0 , y 0 +h j+1 )), then
P r o o f. Let u k+s ∈ P k+s (E l ). Then, we have that D l u k+s ∈ P k+s−1 (E l ). Because k + s − 1 2k − 1 when s k, the equality (3.3) follows from the uniqueness of the interpolation polynomial (see (3.1)-(3.2)). The estimate (3.4) can be verified directly by mapping E l onto the standard elementÊ = (−1, 1). When {g i } are the Gauss points, from Lemma 2.1 we see that
Then, from (3.1) we obtain
Thus, (3.5) follows from (3.3). 
The estimate (3.6) can be obtained by using Lemma 3.1 and the Bramble-Hilbert Lemma (see [2] , Theorem 4.1.3).
In [14] , we have chosen the Gauss points as the interpolation sample points and obtained the ultraconvergence at (x 0 , y 0 ) for the even-order finite elements. However, the method and the result there are not valid for the odd-order finite elements. We need to choose again the new sample points in order to obtain the ultraconvergence for the odd-order finite elements. Lemma 3.2. Let {l k (x)} be a system of the Legendre orthogonal polynomials on an interval E = (a, b), and β k and β k+1 any two constants with β k β k+1 = 0. Then, the polynomial equation,
has k separated roots in E. Moreover, when setting
where
two adjacent intervals, we further
have that β
, and the 2k roots of
symmetrically distributed with respect to the point x 0 .
P r o o f. It is well known that the kth-order Legendre polynomial l k (x) has k single zeros in E for k 1, and the k zeros {ξ j } of l k (x) and the k + 1 zeros {η j } of l k+1 (x) are alternately distributed in E (see, for example, [10] ), that is,
Since l k (x) only has the k single zeros ξ 1 , . . . , ξ k , the symbol of l k (x) changes alternately on the intervals:
Thus, we have
In addition, from Intermediate Value Theorem we know that F (x) has k separated zeros in E.
In the following, we shall prove the symmetry. Let
Here and afterwards, when we use l k (x) restricted to the interval E + (or to the interval E − ), we imply that l k (x) is the Legendre polynomial on the interval E + (or the interval E − ), noting that l k (x)| E + and l k (x)| E − are two distinct Legendre polynomials. Since (see (3.8))
it follows from the variable transformation . Hence, by using (2.2) we obtain that for 0 < τ < h,
This shows that the 2k roots of F (x) = 0 in the intervals (x 0 − h, x 0 ) and (x 0 , x 0 + h) are symmetrically distributed with respect to the point x 0 . Similar conclusions hold forF (y) ≡β klk (y) +β k+1lk+1 (y) = 0. Now let us investigate the super-approximation and the ultra-approximation properties of the derivative recovery operator at an interior nodal point (x 0 , y 0 ). Let D 0 consist of four rectangular elements, which are local uniformly in x-and ydirections, respectively, that is, D 0 = (x 0 − h i , x 0 + h i ) × (y 0 −h j , y 0 +h j ). When the sample points {g i ,g j } are symmetrically distributed with respect to the point (x 0 , y 0 ), we have that
This yields that
In this case, at the point (x 0 , y 0 ), the recovery operator R can be simplified as (see (3.1)-(3.2)) 
then the conclusion of Theorem 3.2 follows from the Bramble-Hilbert Lemma directly. Below we only prove (3.13) for l = 1, since for l = 2 the argument is completely similar. First, let u ∈ P k+1 (E 1 ). Without loss of generality, we assume that u = p k (x) + a(x−x 0 ) k+1 . Then, it follows from (2.10) and the orthogonality of the Legendre polynomial system that β i0 = 0 for i k+2, which implies that u−π k u = β k+1,0 ω k+1 (x). Thus, we obtain from (3.10) that (3.14)
where we have by utilizing the orthogonality of the Legendre polynomial system again that
Using a similar argument to that in Lemma 3.2, we find that β
Noticing that k is odd, we have by means of (2.2) and (3.9) that
which, together with (3.15) and Lemma 3.1, yields
Thus, we obtain (3.13) for s = 1. For s = 2, according to (3.16) we only need to verify (3.13) for u = (x − x 0 ) k+2 . In fact, it follows from (2.10) and the orthogonality of the Legendre polynomial system that
Then, when u = (x − x 0 ) k+2 , we have that
where β k = β k+1,0 and β k+1 = β k+2,0 are given in (3.8). Thus, from our special choice of the sample points (see Lemma 3.2), we derive that
which implies (see (3.1)) that RD 1 u(x, y 0 ) = RD 1 π k u(x, y 0 ). Using Lemma 3.1 again, we gain that D 1 u(x, y 0 ) = RD 1 π k u(x, y 0 ), which completes the proof of Theorem 3.2.
R e m a r k 3.1. In fact, the recovery formula (3.1)-(3.2) is a simplified form of our original patch interpolation recovery formula with the Gauss sample points (see [14] ):
The recovery formula (3.17) also possesses the super-approximation and the ultraapproximation (for even-order case) properties, but it requires more computational cost. The advantage of the formula (3.17) is in that it can recover the derivative on the whole patch domain D 0 and can be extended to quadrilateral meshes, see [15] .
Superconvergence and ultraconvergence
Let Ω ⊂ R 2 be a rectangular domain with sides parallel to the coordinate axes, and J h = {e = [x e − h e , x e + h e ] × [y e −h e , y e +h e ]} a regular family of finite element partitions of Ω parameterized by the mesh size h = max
Here we say that a partition J h is regular, if {h e /h e : e ∈ J h } has uniformly positive lower and upper bounds. Introduce the kth-order finite element space
On each element e ∈ J h , we define the kth-order interpolation operator π k of projection type in the same way as in Section 2.
Lemma 4.1. For an arbitrary element e = (x e − h e , x e + h e ) × (y e −h e , y e +h e ), the interpolation operator π k possesses the following properties:
P r o o f. First, it follows from integration by parts, the orthogonality of the Legendre polynomials, and ω k+1 (x e ± h e ) = 0 that xe+he xe−he
where q s = D 1 q s+1 . A similar equality holds forω k+1 (y). Thus, from (2.9)-(2.10) we immediately obtain the conclusions of Lemma 4.1.
Relations (2.7) and (4.2) can ensure that
Let A be the second-order partial differential operator given by (1.2). Introduce the corresponding bilinear form:
where (·, ·) stands for the inner product in the L 2 (Ω) space, a ij (x, y), a i (x, y), and a 0 (x, y) are properly smooth functions. It is well known that the interpolation elementary estimates (also called interpolation weak estimates) play an important role in the study of superconvergence. Some elementary estimates have been given for the interpolation of Lagrange type [18] . For the interpolation of projection type, by using the properties of π k and the Bilinear Lemma [2] , we can also prove the following results (a detailed proof can be found in [16, Theorems 7.5-7.6]).
Theorem 4.1. Assume that the bilinear form
(Ω). Then, the interpolation operator π k satisfies the following superapproximation elementary estimate:
Furthermore, when A(u, v) = (∇u, ∇v) + (a 0 u, v), we have the following ultraapproximation elementary estimate:
where v h ∈ S h , 2 p ∞, 1/p + 1/q = 1. Now, we consider the weak form of the problem (1.
As usual, we assume that A(u, v) is a uniformly elliptic and bounded bilinear form on
(Ω) such that the solution of the problem (4.6) uniquely exists. Define the finite element approximation of the problem (4.6) by finding u h ∈ S h such that
Next we further assume that the regular family of partitions J h is quasi-uniform, that is, it is regular and max
σ with a positive constant σ. Below we shall employ the Green function method for our superconvergence analysis. For the detailed discussion on this kind of Green function, the reader is referred to the monograph [18] . For any given point z ∈ Ω, there exists a unique δ 
Moreover, for the special case that
, we have the following ultra-approximation estimate:
P r o o f. Set e h = π k u − u h . Then, it follows from the equations (4.7), (4.9)-(4.10), the estimate (4.11), and the elementary estimate (4.4) that
from which (4.12) is derived. Similarly, (4.13) can be also obtained by virtue of (4.5).
Now, we are in the position to prove the superconvergence and the ultraconvergence of the finite element approximation. 
and R the derivative recovery operator with the Gauss sample points. Then, in the recovery intervals E l , we have the following superconvergence result:
, and the sample points are the roots of equation (3.7) with β k and β k+1 being given by (3.8), we have the following superconvergence and ultraconvergence results at point (x 0 , y 0 ):
where when s = 2 (ultraconvergence), A(u, v) = (∇u, ∇v) + (a 0 u, v).
P r o o f. From Lemma 3.1 we know that R is a linear bounded operator. Then, in terms of Theorem 3.1 and (4.12), we obtain
Thus, the superconvergence estimate (4.14) is derived. Similarly, the estimate (4.15) can be obtained by using Theorem 3.2 and (4.12)-(4.13).
It is very important for a finite element method to have a computable a posteriori error estimator, such that we can assess the accuracy of the finite element solution and enhance the efficiency by the adaptive algorithm in practical applications. The results in Theorem 4.3 can be used to produce a reliable a posteriori error estimator for the finite element approximation in derivative. In fact, we have by (4.14) or (4.15) that
We know that, generally speaking, the interior nodal point (x 0 , y 0 ) is not the superconvergence point of the derivative of the finite element approximation, that is,
Then, from (4.16) we see that
Hence, the quantity |(R∇u h − ∇u h )(x 0 , y 0 )| provides an asymptotically exact a posteriori error estimator of |∇(u − u h )(x 0 , y 0 )| for the finite element approximation to the elliptic boundary value problem.
Numerical Experiments
In this section, we will illustrate the superconvergence property of our derivative recovery method by numerical examples.
Consider the model problem:
where the exact solution is taken as u = (x, y) = 10x sin πx sin πy, and f is the corresponding source term. Ω is partitioned into uniform rectangles with mesh size h in both x-and y-direction, and the third-order finite element space Q 3 is employed.
First, by means of Lemma 3.2, we determine the sample points. For this purpose, we consider the following equation: Then, for the patch recovery interval E 1 = (x 0 − h, x 0 + h), the sample set is
Now, according to the formulae (3.10) and (3.11), we can calculate the recovered derivative values of D 1 u h (x 0 , y 0 ) and D 2 u h (x 0 , y 0 ), where u h is the third order finite element solution of the problem (5.1). We shall examine the computational accuracy at the interior mesh points of the partition with h = 1/4. Tab. 1 gives the recovered derivative values in x-direction with mesh size h successively being halved. Tab. 2 gives the L ∞ -error of D 1 u − RD 1 u h for different mesh sizes h. We see that the recovered derivatives possess remarkably high accuracy, and the L ∞ -error goes to zero rapidly as h gets smaller and smaller. The computational results confirm our theoretical analysis numerically. 
