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Abst rac t - -Th is  paper concentrates on a limited-flow network in which each node and branch 
has a designated capacity, which will have different lower levels due to various partial and complete 
failures. VCe try to evaluate the system unreliability that the max imum flow of the network is less 
than or equal to the demand d without exceeding the budget B. First, a simple algorithm in terms 
of minimal cuts is proposed to generate all (d, B)-MCs in order to evaluate the system unreliability. 
A computer example is shown to illustrate the solution procedure. (~) 2006 Elsevier Ltd. All rights 
r~erved. 
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1. INTRODUCTION 
In a binary-state network (without flow in it), the network and its branches are being in normal 
or failed states [1-3]. If we remove some branches from the network and thus, the source s 
disconnects the sink t, then the set of such branches is called a cut. A minimal cut (MC) is a 
cut, which will not be a cut after removing any branch from it. The system unreliabil ity that  the 
source disconnects the sink can be evaluated in terms of MCs since MCs are directed related to 
the modes of system failure. The system reliabil ity (i.e., 1 - system unreliabil ity) can be obtained 
also. Aggarwal et al. [4] extended the binary-state network to failed node case. They proposed 
a concept that the failure of a node implies the failure of branches incident from it. Then, the 
original network with failed nodes can be modified to a conventional network with perfect nodes. 
Figure 1 simply i l lustrates uch a concept. Let Pai and Pnj be the probabil it ies that at and nj 
are normal in the original network, respectively. 
For a binary-state flow network, each branch has a designated capacity which will have zero 
level only due to any failure. For such a network with perfect nodes, several authors [5-7] proposed 
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0898-1221/06/$ - sec front matter (~) 2006 Elsevier Ltd. All rights reserved. 
doi: 10.1016/j.camwa.2005.06.012 
Typeset by .A .A~- ' I~ 
74 Y.-K. LIN 
nj ai nj ai 
O -"0 0 
Pr{a/is successful} =Pa i  Pr{ai is successful} = Par x Pnj 
Pr{ni is successful} = Pn i Pr{ni is successful} = 1 
Original network (failed nodes) Modified network (perfect nodes) 
Figure 1. The concept of Aggarwal et al. [4] for a binary-state network with failed 
nodes. 
algorithms to calculate the system reliability, the probability that the maximum flow is not less 
than the demand. Rueger [8] extended the network to the case that nodes as well as branches all 
have a positive-integer capacity and may fail. A branching tree is built in which the tree-nodes 
are the disjoint terms of a symbolic reliability expression. 
In a limited-flow network, each branch has several possible capacities and may fail. Several 
authors proposed methods to calculate the system reliability for perfect nodes case [9-15]. The 
system unreliability, the probability that the maximum flow of the network is not larger than 
the demand d, can be calculated in terms of d-MCs [12,13,15] (i.e., maximum lower vectors for 
level d [14]). Each d-MC is a maximal capacity vector such that the maximum flow of the network 
is d. Extending the limited-flow network to the general case that nodes as well as branches all 
have several capacities and may fail, Lin [16,17] used minimal paths (MPs) to evaluate the system 
reliability without budget constraint. 
This paper concentrates on a limited-flow network with failed nodes. Let G = (A, N, M) be 
a limited-flow network where A = {ai I 1 <~ i <<. n} the set of branches, N = {a~ I n + 1 ~< i ~< 
n + p} the set of nodes, and M = (M1, Mz, . . . ,  Mn+p) with Mi the maximal capacity of a~ for 
i = 1 ,2 , . . . ,  n + p. A cut is a set of nodes and branches, which disconnects the source s and the 
sink t. A MC is a cut, and it is not a cut if any component (branch or node) is removed away. 
A simple algorithm in terms of MCs is proposed in Section 3 to generate all (d, B)-MCs in order 
to calculate the system unreliability, the probability that the maximum flow is not larger than 
the demand d without exceeding the budget B. An example is shown in Section 4 to illustrate 
the solution procedure. The storage and computational complexities are analyzed in Section 5. 
2. A L IM ITED-FLOW NETWORK WITH FA ILED NODES 
2.1. Assumpt ions  
1. The capacity of each a~ is an integer-valued random variable which takes the integer value 
from {0, 1, 2,. . . ,  Mi} according to a given distribution. 
2. The capacities of different components are statistically independent. 
3. The flow in G must satisfy the flow-conservation law [18]. 
2.2. Def in i t ion  of  (d, B ) -MC 
Let X = (xl, x2 . . . .  , xn+p), where xi denotes the (current) capacity of a~, be a capacity vec- 
tor, and V(X)  be the maximum flow of the network under X. Suppose there are m MCs: 
t (1 , / (2 , . . . , / (m-  The capacity of Kj under X is defined by CAP/~j (X) ~- ~c~,eKj x~. By max- 
flow min-cut theorem [18], V(X)  = min14j~<m CAPKj (X). 
For a capacity vector X, the corresponding total cost is C(X)  - ~'~+P cix~ where c~ is the cost 
per unit of capacity on ai. A capacity vector X is called a (d, B)-MC if and only if 
(i) Y(X)  : d, 
(ii) C(X)  <, B, and 
(iii) V(X  + ei) > d or C(X + ei) > B for each a~ which is unsaturated under X (i.e., xi < M,) 
where ei is a (n + p)-tuple with 1 in ith position and 0 others. 
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In particular, if X is a (d,B)-MC, then V(Y) > d or C(Y) > B for each Y > X (where Y ) X 
if and only i fy i  >~x~ fo r i=  1 ,2 , . . . ,n+pandY>Xi fandon ly i fY~>X andy~ >x~ for at 
least one i. 
For each (d, B) -MC X, by max-riow min-cut theorem [18], there exists at least one MC Kj 
such that  CAPK,  (X) = d and CAPK~ (X) >/d for w # j .  The following lemma is a necessary 
condition for a (d, B)-MC. 
LEMMA 1. I fX  is a (d, B)-MC, then there exists a MC Kj such that CAPK, (X) = d and xi = M, 
for each a~ r ]'(j. 
PROOF. Suppose to the contrary that there exists an a~ ~ K j  such that xi < M~. Set Y = X+e,.  
Then, Y > X, CAPK, (Y)  = d and CAPK,o(Y) /> CAPK,~(X) >/ d, Yw r j. This means that 
V(Y) = d which contradicts to that X is a (d, B)-MC. Hence, xi = M,, Vai r K j .  
Each capacity vector X which satisfies C(X) ~ B, CAPK, (X)  = d and xi = M, for each 
a~ ~ K j  is said to be generated by Kj. For convenience, let ~ = {X ] there exists a Kj such that 
C(X) <, B, CAPK j (X)  = d and x~ = Mi for each ai ~ Kj}.  Hence, V(X) <<. d for each X E !z 
since there exists a Ky such that CAPK, (X) = d. Remove those nonmaximal ones from ~o to 
obtain ~; . . . .  -= {X I X is maximal w.r.t. ) in ~}. The followings further show that  ~ ..... is the 
set of (d, B)-MCs. 
LEMMA 2. I f  X E ~m~• then V(X) = d. 
PROOF. Suppose X E ~ ..... but V(X) < d. Without  loss of generality, we assume V(X) = 
d - 1. Hence, there exists a K~ such that CAPK~.(X) = d - 1. Choose an a, E K~ such that 
x~ < Mi (this a~ can be found, otherwise that xi = Mi,Vai E K~ implies that CAPK,~(X) = 
CAPK,,:(M) < d and so V(M) < dwhichis acontradict ion) .  Set Y = X+ei .  Then, Y > X 
and CAPK,~ (Y) = CAPK,o (X) + 1 = d. Hence, Y E ~ which contradicts to that X E ~ . . . .  We 
conclude that V(X) = d. 
THEOREM 1. g)max = {(d,B)-MCs}. 
PROOF. First, we claim that  each (d, B)-MC X will satisfies X E ~Om~• Suppose to the contrary 
that X ~ ~ ..... . As X E qo by Lemma 1, there exists a Y E ~Om~• such that Y > X and V(Y) = d. 
This contradicts to that X is a (d, B)-MC. Hence, X E ~o ...... 
Conversely, we claim that each X E ~m~x is a (d, B)-MC. Suppose to the contrary that X is 
not a (d, B)-MC. Then, there exists a (d, B)-MC Y such that Y > X and so Y E ~Omax. This 
contradicts to that X E ~max. Hence, each X E ~Omax is a (d, B)-MC. 
2.3. Sys tem Unre l iab i l i ty  
The (d ,B) -MCs are those maximal ones in {X I v(x) = d and C(X) <~ B} and also the 
maximal ones in {X I V(X) <~ d and C(X) <~ B}. Hence, the system unreliabil ity can be 
represented as follows, 
Pr{X IV(X)  < d and C(X)  ~< B} = Pr{X I X ~< X,, for a (d,B)-MCXi} 
=Pr{U(d ,B) -MCX,{X IX<~X~}}.  
(1) 
If {X1,X2, . . . ,X , .}  is the set of (d,B)-MCs,  let Bi = {X I X ~< Xi} for i = 1 ,2 , . . . , r .  Thus, 
Pr {X I V(X) <~ d and C(X) ~< B} = Pr {BIUB2U...UB~} can be calculated by applying meth- 
ods such as inclusion-exclusion [13,16,17,19-21], disjoint subset [22], or state-space decomposi- 
tion [5,9,12]. 
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3. ALGORITHM TO GENERATE ALL (d, B) -MCS 
All MCs can be efficiently derived from those algorithms [2,23]. As those approaches of [3,12- 
15,20,21], we suppose all MCs, KI, K2,. . . ,  Kin, have been precomputed. All (d, B)-MCs can be 
derived by the following steps. 
Step 1. For each Kr = {a~l, a~2,..., a.... }, r = 1, 2 . . . .  , m, generate all X = (xI, x2, . . . ,  x~+p) by 
(1.1) solving the following constraints, 
Step 2. 
xrl + xr2 + ""  + x .... = d, (2) 
x~ ~ Mi, for i = rl, r2,.. . ,  rn,,, (3) 
(1.2) setting x~ = M~ for each ai ~ K~, and 
(1.3) removing those X which contradicts the following constraint, 
n+p 
Z ~x~ < B. (4) 
i=1 
Suppose ~ = {X1, X2,. 9 Xu }. Use the comparison method to remove those nonmaximal 
ones from ~ to obtain all (d, B)-MCs as follows. 
(2.1) I = r 
(2.2) For i= l  touand i r  
(2.3) For j= i+ l  tou -1  and j  r  
(2.4) It" X~ < Xj  then Xi is not a (d, B)-MC. I = I t2 {i} and goto Step 2.7. Elseif X~ >7 Xj  
then I = I U {j}. 
(2.5) j = j + 1. 
(2.6) Xi is a (d, B)-MC. 
(2.7) i= i+1.  
(2.8) End. 
4. AN EXAMPLE 
Figure 2 [12,13,16,17,20,21] shows a simple computer network in which each branch represents 
a transmission line and each node represents the switch center. The data of branches and nodes 
are shown in Table 1. 
Therefore, 
M = (M1,M2, M3, M4, Ms,M6, M~,Ms) = (4,4,4,4,4,4,6,6) .  
There are nine MCs: 
~'I = {al,a~}, 
K2 = {al,aT}, 
K3 = {as,as}, 
K4 = {a2,a3,ah}, 
I(5 = {al,a4,a6}, 
/ (6= {a2,a6}, 
K~ = {a2,a~}, 
Ks= {aG,as}, 
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F igure 2. A benchmark  network. 
Table 1. The data  of branches and nodes. 
and 
Cumulat ive  
Component  Capac i ty  
Probab i l i ty  
a l  0 .01 
1 .03 
2* .05 
3 .10 
4 1.00 
a2 0 .01 
1 .O3 
2 .04 
3 .10 
4 1.00 
a3 0 .01 
1 .03 
2 .05 
3 .10 
4 1.00 
a4 0 .01 
1 .03 
2 .04 
3 .10 
4 1.00 
ci 
(U.S. Dol lars) 
60 
40 
40 
80 
Component  
a5 
a6 
a7 
a8 
*Pr {the capaci ty  of a l  is equal  to or less than  
Capac i ty  
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
0 
1 
2 
3 
4 
5 
6 
2} 
Cumulat ive  ei 
P robab i l i ty  (U.S. Dol lars) 
80 .01 
.03 
.05 
.10 
1.00 
.01 
.03 
.04 
.10 
1.00 
.01 
.02 
.04 
.06 
.08 
.10 
1.00 
.01 
.02 
.04 
.06 
.08 
.10 
1.00 
= 0.05. 
80 
60 
I00 
/t" 9 = {a7,  a8} .  
In order to calculate the system unreliability for d = 7 and B = 2450 U.S. dollars, we first 
generate all (7,2450)-MCs as follows. 
Step 1. 
9 Generate all X = (xl,x2,...,xs) e qp by K1. 
(1.1) All solutions (xl, x5) such that xl + xs = 7 and (xl, xs) ~< (4, 4) are (4, 3) and (3, 4). 
(1.2) Set (x2, xz, z4, ~6, ~v, ~s) = (M2, M3, M4, M6, MT, Ms) = (4, 4, 4, 4, 6, 6). 
Two X are generated: XI  = (4, 4, 4, 4, 3, 4, 6, 6) and X2 = (3, 4, 4, 4, 4, 4, 6, 6). 
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Table 2. The result of the i l lustrated example for (7,2450) case. 
X6~ 
MC 
(Step 1) 
K1 X1 = (4,4,4,4,3,4,6,6)  
X2 = (3,4,4,4,4,4,6,6)  
K2 X 3 = (4,4,4,4,4,4,3,6)  
X4 = (3,4,4,4,4,4,4,6)  
XS = (2,4,4,4,4,4,5,6)  
X6 = (1,4,4,4,4,4,6,6)  
K3 X7 = (4,4 ,4 ,4 ,4 ,4 ,6 ,3)  
Xs -- (4 ,4 ,4 ,4 ,3 ,4 ,6 ,4)  
X9 = (4,4 ,4 ,4 ,2 ,4 ,6 ,5)  
XIo = (4,4,4,4, 1,4,6,6) 
K4 X l l  = (4 ,4 ,3 ,4 ,0 ,4 ,6 ,6)  
X12 = (4,4,2,4, 1,4,6,6) 
X13 = (4,4, 1,4,2,4,6,6)  
X14 = (4,4,0,4,3,4,6,6)  
X15 = (4,3 ,4 ,4 ,0 ,4 ,6 ,6)  
X16 = (4,3,3,4,1,4,6,6)  
X17 = (4,3,2,4,2,4,6,6)  
Xl8 = (4,3, 1,4,3,4,6,6)  
X19 = (4,3,0,4,4,4,6,6)  
X2o = (4,2,4,4, 1,4,6,6) 
X21 = (4,2 ,3 ,4 ,2 ,4 ,6 ,6)  
Xa2 = (4,2, 2,4,3,4,6,6)  
X23 = (4,2, 1,4,4,4,6,6)  
X24 = (4,1,4,4,2,4,6,6)  
X25 = (4, 1,3,4,3,4,6,6)  
X26 = (4, 1,2,4,4,4,6,6)  
X27 = (4,0,4,4,3,4,6,6)  
X2s = (4,0,3,4,4,4,6,6)  
K5 X29 = (4,4,4,3,4,0,6,6)  
X3o = (4,4,4,2,4, 1,6,6) 
X31 = (4,4, 1, 1,4,2,6,6) 
X32 = (4,4,4,0, 4,3,6,6) 
X33 = (3,4,4,4,4,0,6,6)  
X34 = (3,4,4,3,4, 1,6,6) 
X~5 = (3,4 ,4 ,2 ,4 ,2 ,6 ,6)  
X36 = (3,4,4,1,4,3,6,6)  
X37 = (3,4,4,0,4,4,6,6)  
X3s = (2,4,4,4,4,1,6,6)  
X39 = (2,4,4,3,4,2,6,6)  
X4o = (2,4,4,2,4,3,6,6)  
X41 = (2,4,4, 1,4,4,6,6) 
X42 -- (1 ,4 ,4 ,4 ,4 ,2 ,6 ,6)  
Is a 
C(X)  (7,2450)-MC? 
2400 YES 
2420 YES 
2300 YES 
2300 NO 
2300 NO 
2300 NO 
2180 YES 
2220 NO 
2300 NO 
2240 NO 
2120 NO 
2160 NO 
2200 NO 
2240 NO 
2120 NO 
2160 NO 
2200 NO 
2240 NO 
2280 NO 
2160 NO 
2200 NO 
2240 NO 
2280 NO 
2200 NO 
2240 NO 
2280 NO 
2240 NO 
2280 NO 
2080 NO 
2080 NO 
1960 NO 
2080 NO 
2100 NO 
2100 NO 
2100 NO 
2100 NO 
2100 NO 
2120 NO 
2120 NO 
2120 NO 
2120 NO 
2140 NO 
MC 
K6 
K7 
Ks 
K9 
Unrel iabi l i ty  Evaluation 
Table 2. (cont.) 
x~ ~ c (x )  
(Step 1) 
X43 
244 
X45 
X4~ 
247 
X4S 
249 
X50 
X51 
X52 
X53 
X54 
X55 
X56 
X57 
X58 
X59 
X6o 
X61 
X62 
=(1,4,4,3,4,3,6,6) 
=(1,4,4,2,4,4,6,6) 
=(0,4,4,4,4,3,6,6) 
=(0,4,4,3,4,4,6,6) 
=(4,3,4,4,4,4,6,6) 
=(4,4,4,4,4,3,6,6) 
=(4,4,4,4,4,4,3,6) 
=(4,3,4,4,4,4,4,6) 
=(4,2,4,4,4,4,5,6) 
=(4,1,4,4,4,4,6,6) 
=(4,4,4,4,4,4,6,3) 
=(4,4,4,4,4,3,6,4) 
=(4,4,4,4,4,2,6,5) 
=(4,4,4,4,4,1,6,6) 
=(4,4,4,4,4,4,6,1) 
=(4,4,4,4,4,4,5,2) 
: (4 ,4,4,4,4,4,4,3)  
=(4,4,4,4,4,4,3,4) 
=(4,4,4,4,4,4,2,5) 
=(4,4,4,4,4,4,1,6) 
Is a 
(7,2450)-MC? 
2140 NO 
2140 NO 
2160 NO 
2160 NO 
2440 YES 
2400 YES 
2300 NO 
2320 NO 
2340 NO 
2360 NO 
2180 NO 
2260 NO 
2220 NO 
2240 NO 
1980 NO 
2020 NO 
2060 NO 
2100 NO 
2140 NO 
2180 NO 
79 
(1.3) C(Xa) = 2400 ~< B and C(X2) = 2420 ~ B. 
9 Generate all X : (X l ,X2 , . . . ,Xs )  C ~ by/(2 .  
(1.1) All solutions (Xl,X7) such that Xl + x7 = 7 and (xa,xT) ~< (4,6) are (4,3), (3,4), 
(2, 5), and (1,6). 
(1.2) Set (x2,xa,x4,xs,x6,x8) = (M2,M'3, M4,Ms,M6, M8) = (4,4,4,4,4,6).  
Four X are generated: Xa = (4, 4, 4, 4, 4, 4, 3, 6), X4 = (3, 4, 4, 4, 4, 4, 4, 6), X5 = 
(2,4,4,4, 4,4,5,6), and )(6 = (1,4,4,4,4,4,6,6).  
(1.3) C(X3) = 2300 <~ B, C(X4) = 2300 ~< B, C(Xs) = 2300 ~< B, and C(X6) = 
2300 ~< B. 
All Xs are listed in Table 2. 
Step 2. 
(2.1) I=4-  
(2.2) ~ = 1. 
(2.3) j = 2, 
(2.4) X1 = (4 ,4 ,4 ,4 ,3 ,4 ,6 ,6)~X~ = (3,4,4,4,4,4,6,6)  and X~ ~X2. I=r  
(2.3) j = 3. 
(2.4) XI = (4,4,4,4,3,4,6,6)  gX3 = (4,4,4,4,4,4,3,6)  and Xa ~X3. I =r  
(2.3) j = 8. 
80 
and 
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(2.4) X1 = (4,4,4,4,3,4,6,6)  > Xs : (4,4,4,4,3,4,6,4).  I = {8}. 
(2.6) Xl is a (7, 2450)-MC. 
(2.2) i = 2. 
(2.S) END. 
Table 2 shows the final result for case (7, 2450). So, 
X 1 = (4,4,4,4,3,4,6,6), 
X2 = (3,4,4,4,4,4,6,6) ,  
)(3 = (4,4,4,4,4,4,3,6) ,  
X7 = (4,4,4,4,4,4,6,3) ,  
X47 = (4,3,4,4,4,4,6,6) ,  
X48 = (4, 4, 4, 4, 4, 3, 6, 6), 
are all (7, 2450)-MCs. In order to compute Pr{X [ V(X) ~< 7 and C(X) ~ 2450}, we let 
and 
B, = {X 
B~ = {X 
B3 = {X 
B4 = {X 
B5 = {X 
x ~<x~}, 
x < x~}, 
x ~< x3}, 
x ~< xT}, 
X ~< X47}, 
B6={X X~<X4s}. 
Then, Pr {X [ V(X) <~ 7 and C(X) <~ 2450} = Pr {BI U B2 u B3 U B4 U B5 U B6} = 0.4027004 
after calculating. 
5. COMPLEXITY  ANALYS IS  
The number of solutions satisfying constraints (2) and (3) are 
( n~+d-1  
and 
ft,. 
H (Mr~ + 1), 
i=1 
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respectively. Thus, the number of X generated by Kr is bounded by 
min{(nr+d-1)  n H } 
d , (Mri + 1) . 
i=1 
Hence, the number of X c ~ is bounded by 
A_  f im in{(nr  +d-  1)  ~" } d ' H (Mri + 1) 
r=l  i~l  
The proposed algorithm needs O((n + p). A) storage space in the worst case since each capacity 
vector  is a (n + p) - tup le  vector.  In the  worst  case, Steps (1.1) and  (1.2) need O(A)  t ime and  
Step (1.3) takes O((n+p) .A)  t ime. For each X E ~, it fu r ther  takes O((n+p) .A)  t ime to compare  
wi th  o ther  X in the worst  case. Hence, execut ing  Step 2 to obta in  ~ . . . .  needs O((n + p) 9 A 2) 
t ime in the worst  case. In sum, the a lgor i thm needs O( (n  + p) - A 2) t ime in the  worst  case. 
6.  D ISCUSSION 
Under the budget constraint, this paper applies the minimal cuts to propose a simple algorithm 
to generate all (d, B)-MCs for a limited-flow network in which each branch and node has several 
capacities and may fail. The system unreliability Pr {X I V(X) ~ d and C(X) ~ B} can be 
computed in terms of all (d, B)-MCs. 
For the perfect-node and without budget constraint case, the best existing algorithm by Yeh [15] 
tests whether the maximum flow of the network is d under X for each X E ~. Yeh's algorithm 
tota l ly  takes O(n 2. V (M) -A)  t ime in which the  max imum flow a lgor i thm needs O(n. V (M) )  t ime. 
Our  a lgor i thm only uses the  compar i son  concept  to d i rect ly  generate  all d -MCs  w i thout  app ly ing 
the  max imum flow a lgor i thm.  However,  the  proposed a lgor i thm is s impler  to unders tand  and  to 
program on a dig i ta l  computer .  In th is  paper,  we only consider  the  case of single commodity .  
Future  research can develop a process to eva luate  the  sys tem rel iabi l i ty  or unre l iab i l i ty  for the  
networks  that  al low mul t ip le  commodi t ies  to be t ransmi t ted  f rom the  source s to the sink t. 
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