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概 要
　近年，ネットワーク環境の整備，記憶装置の低価格化・大容量化にともなって，データ
の洪水化が進んでいる．そこで，大規模なデータから有用な知識を抽出するために，デー
タマイニング技術が注目を集めている．
データマイニング分野における頻出パターン抽出問題では，大規模なデータに対して処
理を行うため，メモリ容量不足やディスクアクセス増加といった問題に直面する．このよ
うなリソース面の制約を緩め，現実時間で頻出パターンを抽出するために，様々な並列化
手法が提案されている．しかし，従来の並列化手法の多くは全ての頻出パターンを抽出す
るため，結果として莫大な数のパターンが抽出されてしまう．大規模なデータに対しても，
ユーザにとって解析する負担が少ない，冗長性を軽減したパターンを高速に提示する並列
化手法が必要である．そこで，本稿では，FPcloseに基づき頻出飽和アイテム集合を並列
抽出する手法を提案する．さらに，並列化において問題となる，タスク負荷の偏りを平坦
化する手法を提案する．提案した手法を PCクラスタ上で実装し，評価を行った結果，最
小サポートを 2%と設定した場合，32PU投入時に 30.9倍の速度向上を得た．
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1第1章 はじめに
　近年，ネットワーク環境の整備，記憶装置の低価格化が進むにつれて，大量のデータを
蓄積することが可能となった．例えば，コンビニエンスストアの売り上げデータや，株価
に代表される経済データが，活用するしないに関わらず，ネットワークを経由して大量に
蓄積されている [1]．しかし，データは記号の列にすぎず，データから情報を見出すのは本
来ユーザの仕事である．無秩序に集められた大規模なデータに対してユーザが目を通すの
は不可能であるため，大規模なデータから有用な知識を抽出するデータマイニング技術が
注目されている．
データマイニング技術の重要な問題として相関ルールがある．相関ルールとは，複数の
アイテムまたはアイテムセット間の相関関係を表すものである．相関ルールを利用したア
プリケーションとしては，スーパーなどの買い物データから併売パターンを抽出するバス
ケット解析，Webログからユーザの行動パターンを抽出するWebログ解析などが挙げら
れる．
相関ルール抽出問題はデータベースからアイテムセットの出現頻度を数える問題（頻出
パターン抽出問題）に置き換えられる．そこで，データマイニング分野においては，巨大
なデータベースに対してアイテムセットの出現頻度を効率よく数え上げる手法の研究が行
われている．
頻出パターン抽出手法としては，Apriori[16]や FP-growth[9]が有名である．これらの
手法では，抽出されるパターン数が膨大となり，結果が冗長になってしまうという問題が
ある．この問題点を解決するために，パターンの冗長性を削減した極大頻出パターンや飽
和頻出パターンを抽出する手法 [10][6]が提案されている．
一方で，頻出パターン抽出では大規模なデータに対して処理を行うため，メモリ容量不
足やディスクアクセス増加といった問題に直面する．このようなリソース面の制約を緩め，
現実時間で頻出パターンを抽出するために，PCクラスタなどをターゲットとした並列化
手法が提案されている．
従来提案されてきた並列化手法の多くは，Aprioriをベースとする手法である [17][20]．
最近では，FP-growthをベースとする並列化手法も提案されている [8]．しかし，これら
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の並列化手法では，全ての頻出パターンを抽出するため，結果として莫大な数のパターン
が抽出され，ユーザに負担が掛かるという問題がある．また，頻出パターン並列抽出処理
においては，トランザクションデータベース中に出現するアイテムの特性により，ノード
毎でタスク負荷が偏ってしまい，結果として並列処理効率が低下するという問題がある．
本論文では，ユーザにとって解析する負担が少ない，冗長性を軽減したパターンを高速
に提示するために，2003年 11月時点で最速である FPcloseをベースとして，飽和頻出パ
ターンを並列抽出する手法を提案する．さらに，頻出パターン並列抽出において問題とな
る，タスク負荷の偏りを平坦化する手法を提案する．提案した手法をPCクラスタ上で実
装し，性能評価を行なう．
本論文では，第 2章で従来の頻出パターン抽出手法について，逐次アルゴリズムと並列
アルゴリズムに分類して述べる．第 3章では、FPcloseアルゴリズムの並列化手法につい
て述べる．第 4章では，第 3章で述べた手法の性能評価について述べる．第 5章で，まと
めをおこなう．
3第2章 関連研究
　第 2章では相関ルール抽出問題について述べた後，相関ルール抽出の高速化に関連する
研究について述べる．関連研究についてはシーケンシャルなアルゴリズムを紹介した後，
並列アルゴリズムを紹介する．
2.1 相関ルール抽出問題
相関ルールは以下のように定義される．I = {i1, i2, · · · , im}をアイテムの集合とする．
データベースをD = {t1, t2, · · · , tn}(ti ⊆ I)とする．各要素 tiをトランザクションとよぶ．
相関ルールとは，X ⊆ I，Y ⊆ I，X∩Y = ∅であるような任意のアイテム集合X，Y を
使ってつくられるX ⇒ Y というルールを示す．相関ルールは，サポート sup(X ⇒ Y )と確
信度 conf(X ⇒ Y )の二つのパラメータを持つ．サポートは，トランザクションデータベー
スD全体に対してXと Y をともに持つ割合 sup(X ∪Y )，確信度は，sup(X ∪Y )/sup(X)
と定義される．
相関ルール抽出問題はトランザクションデータベースDに対して，サポートの最小値お
よび確信度の最小値が与えられたときに，これらを満足するルールを見つけ出すことであ
る．ここで，ユーザが与えた最小サポート値以上のサポートを持つアイテムセットを頻出
アイテムセット (frequent itemset)とよぶ．相関ルール抽出処理は，以下の 2つのステッ
プによって行われる．
ステップ 1 ユーザが与えた最小サポート値を満たすアイテムセット（頻出アイテムセッ
ト）を全て抽出する．
ステップ 2 得られた頻出アイテムセットから最小確信度を満たす相関ルールを得る．
ー
ステップ 2はステップ 1で求めた頻出アイテムセットを用いて相関ルールを導出する処
理であり，比較的負荷が小さい処理である．一方，ステップ 1は巨大なトランザクション
データベースに対して繰り返しスキャンを行い，アイテムセットのサポートを調査するた
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め，処理時間の大半を占める．そこで相関ルール抽出アルゴリズムはステップ 1を効率化
することが主要課題である．この問題を頻出パターン抽出問題と呼ぶ．
相関ルール抽出問題の形式的な定義は，先述のとおりである．ここで，具体的に相関
ルールが活用される例を挙げておく．表 2.1はあるスーパーマーケットの購買データを蓄
積したデータベースDである．
表 2.1: 入力データ例
データベース D
TID Item
1000 A, B, C
1001 A, B, C, E
1002 B, D, E
1003 C, E
1004 A, B, C, D
表 2.1において，各行がトランザクションを表す．TIDが 1000番の顧客は商品 A,B,C
を購入し，TIDが 1001番の顧客が商品 A,B,C,Eを購入したということを意味している．
X ⇒ Y という相関ルールの確信度が c%で，そのサポートが s%だとすると，商品の集合
X を購入した顧客のうち c%が商品の集合 Y も同時に購入していて，X ∪ Y を購入して
いた顧客の全体に対する割合は s%だったということである．
2.2 飽和頻出パターン抽出問題
従来の頻出パターン抽出問題では，結果として莫大な数のパターンが得られてしまう．
莫大な数のパターンから，有用な知識を得ることは困難である．この問題点を解決するた
めに，飽和頻出パターン（CFI : ClosedFrequentItemset）を抽出するアルゴリズムが提
案されている [10][14]．パターン P が飽和パターンであるということは，以下の二つの条
件を同時に満たす P ′ が存在しないことである．
1. P ′ が P のスーパーセットである．
2. P を含む全トランザクションで，P ′ も含まれる
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飽和パターン P が，最小サポートを超えるサポート値を持っているとき，P は CFI で
ある．
2.3 逐次頻出パターン抽出アルゴリズム
本節では，頻出パターン抽出を高速化する研究のなかでも，逐次頻出パターン抽出アル
ゴリズムの特徴と手順を紹介する．多くのアルゴリズムが水平データレイアウトを想定し
ている．水平データレイアウトでは，一つのトランザクションに TIDとアイテムが含ま
れている．一方，垂直データレイアウトを想定しているアルゴリズムもある．垂直データ
レイアウトでは，あるアイテムXを含む全てのTIDを記録する”X についての tidlist”を
利用する．
2.3.1 Apriori
IBMアルマデン研究所のAgrawalによって 1994年に提案されたAprioriアルゴリズム
は，効率的にすべての頻出パターンを発見することができる手法である [16]．Aprioriは，
その後多くの派生的な改良を生んだベーシックなアルゴリズムである．Aprioriはボトム
アップに頻出アイテムセットを数え上げる．Aprioriの手順を以下に示す．
まず，1回目のデータベースのスキャンにおいて，全てのアイテムについてそれぞれサ
ポート値を数え，アイテム数 1の頻出アイテムセットを抽出する．次に，アイテム数 1の
頻出アイテムセットを組み合わせることにより，アイテム数 2の候補アイテムセットを生
成する．そして，2回目のデータベースに対するスキャンにおいて，アイテム数 2の候補
アイテムセットのサポート値を数えるために，再びトランザクションデータをスキャンす
る．以降同様に， k回目のデータベースのスキャンでは，アイテム数 kの候補アイテム
セットについてトランザクションデータをスキャンすることにより，各アイテムセットの
サポート値を算出し，アイテム数 kの頻出アイテムセットを抽出する．
Aprioriでの k回目のデータベースのスキャン時（パス k）の処理（要素数 kの候補アイ
テムセットに対する処理）は次のようになる．ここで，パス kにおける候補アイテムセッ
トを Ck，頻出アイテムセットを Lkとする．
1. データベースをスキャンして，Ck中の各候補のサポートを調べる．
2. Ck 中の最小サポートを満足する部分を Lk とする．
3. Lk から候補 Ck ＋ 1を生成する．
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候補アイテムセットがなくなるまで，上記の処理を続けることにより，全ての頻出アイ
テムセットを抽出する．表 2.2のようなトランザクションデータが与えられたときに，2
回以上出現するアイテムセットを抽出するときの Aprioriの動きを図 2.1に示す．（最小サ
ポート値=2）
表 2.2: トランザクション：Aprioriの例
TID Item
110 A, B, C, E
120 B, C
130 A, B, C
140 C, D, E
1回目のスキャンでは各アイテムのサポートを数える．表 2.2の例では，{D}は最小サ
ポート値である 2を満たさない．2回目のスキャンでは {D}を除いた {A}, {B}, {C}, {E}
から生成される要素数 2の候補アイテムセットのサポートを求める．ここでは {A, E}と
{B, E}が最小サポートを満たさないので頻出アイテムセットから除外される．3回目のス
キャンでは要素数 2の頻出アイテムセットから生成できる候補アイテムセット {A, B, C}
のサポートを数える．{A, B, C}のサポートは最小サポート値を満たすため，頻出アイテ
ムセットである．要素数 3のアイテムセットからは要素数 4の候補アイテムセットを生成
できないため，Aprioriアルゴリズムはここで終了する．
Aprioriアルゴリズムの欠点は，候補アイテムセットの数が莫大になるということであ
る．仮に長さ 1の頻出アイテムが 104 個あれば，Aprioriアルゴリズムは長さ 2の候補ア
イテムセットを 107個生成する必要がある．また，候補アイテムセットをチェックするた
めにデータベースを繰り返しスキャンする必要がある．具体的には，データベース中の頻
出アイテムセットを構成する要素数の最大値が kであるとすると，k回のスキャンが必要
である．
2.3.2 Dynamic Hashing Pruning
1997年に IBMトーマス・J・ワトソン研究所の Parkらによって提案された Dynamic
Hashing Pruning(DHP)はハッシュ表を用いることによって，候補アイテムセット数を減
第 2章 関連研究 7
図 2.1: Aprioriの動き
少させる手法である [12]．
DHPでは要素数 kのアイテムセットのサポートを調べる際に，各トランザクションか
ら要素数 k+1のアイテムセットを生成し，それらに対してハッシュ値を求める．各バケッ
トにはハッシュされたアイテムセットの総数が格納されている．次のパスでは最小サポー
トを越えるバケットにハッシュされたアイテムセットのみを候補とする．DHPでは，特に
要素数 2 の候補アイテムセット数を減少させることができる．図 2.2に，1回目のスキャ
ンが終了した時点でのハッシュテーブルを示す．最小サポート値 3を満たさない値が格納
されているバケットにハッシュされた {A, C}が，候補アイテムセットから除外される．
2.3.3 Sequential Eﬃcient Association Rules
1995年にメリーランド大学のAndreas Muellerによって提案された Sequential Eﬃcient
Association Rules Algorithm(SEAR)[2]は，候補アイテムセットをハッシュ木ではなく
preﬁx treeに格納するという点を除いては Aprioriと同じである．
preﬁx tree構造では，各ノードが対応するアイテムセットの出現頻度を格納する．root
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図 2.2: DHPにおける Scan1終了時のハッシュテーブル
ノードは空アイテムセットを表す．全てのトランザクションは空アイテムセットを持つた
め，出現頻度はトランザクション数に等しい．候補セットは数えられるまでは 0がカウン
トされている．図 2.3に preﬁx treeの例を示す．図 2.3の例においては全トランザクショ
ン数が 10であり，出現するアイテムはA, B, C, Dの 4種類である．太字で描かれたパス
は {A, C}というアイテムセットを表している．
ハッシュ木と異なる点は，preﬁx treeは頻出アイテムセットと候補アイテムセットが同
じ木に格納されていることである．候補アイテムセットが数えられて頻出アイテムセット
であることが決定すれば，候補アイテムセットは木においてその位置を変えることなく，
頻出アイテムセットとなる．
Sequential Partitioning Eﬃcient Association Rules(SPEAR)アルゴリズムは SEARと
類似しているが tidlistを使わずに Partition を行う．SPEARでは水平データフォーマッ
トを用いて 2度スキャンを行う．Partitionと同様に 1度目のスキャンでローカルな頻出ア
イテムセットを得て，2度目のスキャンでグローバルなサポート値を得る．
Mullerの目的は Partitionを評価することであった．Mullerは Partitionは効果的でな
いと結論付けた．なぜなら，Partitionによって，ローカルデータベースでは頻出であって
もデータベース全体では頻出しないアイテムセットが多く発見されてしまうためである．
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図 2.3: preﬁx tree構造の例
2.3.4 Partition
1995年にジョージア工科大学のAshokらによって提案されたPartitionアルゴリズムは
データベースを分割し，水平データレイアウトを用いることによって，データベースに対
して 2回のスキャンで頻出アイテムセットを得る [3]．各 Partitionが読み込まれると，各
アイテムごとに tidlist(アイテムが現れた tidのリスト)が生成される．そして，tidlistから
すべてのローカル頻出アイテムセットを生成する．各ローカル頻出アイテムセットをマー
ジすることによって，グローバル候補アイテムセットを生成する．2回目のスキャンで，グ
ローバル候補アイテムセットのサポートを数え上げることによって，頻出アイテムセット
を得ることができる．
2.3.5 Dynamic Itemset Counting
1997年に Stanford大学のBrinらによって提案されたDynamic Itemset Counting(DIC)
アルゴリズムはAprioriアルゴリズムのスキャンコストを抑える手法である [19]．
DICではデータベースを p個に等分割する（Partition 1 ～ Partition pとする）．まず
Partition 1に対して，DICは要素数１のアイテムのサポートを数える．Partition 1だけ
で最小サポートを満たしているアイテムがあれば，それらのアイテムから要素数 2の候補
アイテムセットを生成する．次にDICは Partition 2を読み，要素数１のアイテムと要素
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数２の候補アイテムセットのサポートを数える．これを Partition pまで繰り返す．つま
り，DICでは 1回目のデータスキャンにおいて，Partition kを読んでいるあいだに要素
数 kのアイテムセットを数え始める．
DICはPartitionごとでデータ内容に均一性がある場合に効果的である．Partitionごと
でデータに偏りが生じていれば，ローカルなパーティションでは頻出アイテムセットであっ
ても，グローバルな頻出アイテムセットではない候補アイテムセットを生成してしまう．
2.3.6 FP-growth
Aprioriのように候補アイテムセットを生成すると，パターンが多く存在する場合，候
補アイテムセットを格納するために必要となるメモリ容量が大きくなる．この問題を解決
するために，候補アイテムセットを生成しない FP-growthアルゴリズムが 2000年にHan
らによって提案された [9]．このアルゴリズムは FP-tree構造を利用しており，すべての頻
出パターンを数え上げることができる．FP-treeは巨大なデータベースが小さく圧縮され
たデータ構造であり，スキャンの繰り返しを減らすことができる．以下で FP-tree構造の
特徴および FP-treeの構築方法について述べた後，FP-tree構造から頻出パターンを抽出
する手法について述べる．
FP-tree構造の特徴
FP-tree構造は以下のような特徴を持つ．
• FP-tree構造において，頻出アイテムのみが頻出アイテムセット抽出に使われる．頻
出アイテムを見つけるために，データベースを 1度スキャンする必要がある．
• 各トランザクションの頻出アイテムセットをコンパクトな FP-tree構造に格納する
と，繰り返しデータベースをスキャンする必要がなくなる．
• 複数のトランザクションが同一の頻出パターンを共有するのであれば，カウンタを
一つにマージして FP-tree構造に格納することができる．頻出アイテムがソートさ
れていれば，二つのアイテムセットが同一かどうかをチェックするのは簡単である．
• 二つのトランザクションが共通の preﬁxを持っていれば，ソートされた頻出アイテ
ムの順番に従って，共有する preﬁx部分をマージして FP-tree構造に格納すること
ができる．頻出アイテムの頻度が降順に並ぶようにソートされていれば，より多く
の preﬁxを共有する可能性が高くなる．
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FP-treeの構築方法
1回目のデータベーススキャンでは，各アイテムのサポートを求め，頻出アイテムを抽
出する．抽出された頻出アイテムをサポートの値により，頻度が降順になるように並び替
える（そのリストを F-listとする）．そして空（null）のラベルを持つ木のルートを作る
（この木を T とする）．
2回目のデータベーススキャンでは，各トランザクションごとに以下の処理を行う．
1. F-listに従って，トランザクションから頻出アイテムを抽出し，ソーティングを行う．
2. T がF-listの要素である子を持っていれば，その子のカウントを 1増やす．T がF-list
の子を持っていないときは，新しくカウント 1を持つ子を作る．
3. F-listの最後の要素まで 1，2の操作を繰り返す．
全てのトランザクションで処理を終えたら，同じ名前（アイテム ID）を持つノードに
リンクを付ける．
具体的に表 2.3のようなトランザクションデータから FP-tree構造を構築する方法につ
いて説明する．ここで最小サポート値は 3とする．/ 1回目のスキャンでは，頻出アイテ
ムを抽出し F-listを生成する．
F-list :< (f : 4), (c : 4), (a : 3), (b : 3), (m : 3), (p : 3) >
F-listでは頻度が降順に並ぶようにソートされている．FP-treeの各パスがこの順序に
従うため，この順序は重要である．F-listを生成したら，nullとラベルされた木の rootを
生成する．
続いて 2回目のスキャンを行う．1番目のトランザクションのスキャンでは，最初の枝
である<(f:1), (c:1), (a:1), (m:1), (p:1)>を得ることができる．トランザクション中の頻
出アイテムは，リストによって降順にソートされているということに注意が必要である．
2番目のトランザクションにおいては，ソートされたアイテムリスト<f, c, a, b>が先ほ
どのパス<f, c, a, m, p>と<f, c, a>を共有するので，preﬁx部分のノードのカウントが
インクリメントされる．そして新しいノード (b:1)が生成され (a:2)の子としてリンクされ
る．もうひとつの新しいノード (m:1)が生成され，(b:1)の子としてリンクされる．3番目
のトランザクションでは，頻出アイテムリスト<f,b>がノード<f>のみを共有するので，
fのサポートがインクリメントされる．そして新しいノード (b:1)が生成され，(f:3)の子と
してリンクを張られる．4番目のトランザクションのスキャンでは木の 2本目の枝<(c:1),
(b:1), (p:1)>が生成される．5番目のトランザクションでは，頻出アイテムリストが <f,
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c, a, m, p>なので最初のトランザクションと同じであり，カウンタがパス中の各ノード
で共有されインクリメントが行われる．
表 2.3: トランザクションデータ
TID Items Frequent Items
100 f, a, c, d, g, i, m, p f, c, a, m, p
200 a, b, c, f, l, m, o f, c, a, b, m
300 b, f, h, j, o f, b
400 b, c, k, s, p c, b, p
500 a, f, c, e, l, p, m, n f, c, a, m, p
FP-growth
FP-growthアルゴリズムは FP-treeの以下のような性質を利用する．
性質 1 どんな頻出アイテム ai に対しても，先頭の ai を示すヘッダテーブルから，ai の
ノードリンクをたどることにより，aiを含む生成可能な頻出パターンをすべて得る
ことができる．
性質 2 パス P にあるノード ai を含む頻出パターンを数えるためには，パス P における
ノード aiの preﬁx-pathを求めるだけでよい．そして preﬁx-pathにあるノードのカ
ウントは，ノード aiのカウントと同じである．
図 2.4を例にマイニングプロセスについて述べる．性質 1よりあるアイテム aiのヘッダ
から始めてノードリンクをたどることによって，aiを含むすべてのパターンを集めること
ができる．ヘッダテーブルのアイテムからボトムアップに行うマイニングプロセスについ
て述べる．
ノードpに注目すると，頻出パターン (p:3)とFP-treeの 2つのパス（<f:4, c:3, a:3, m:2,
p:2>, <c:1, b:1, p:1>）が得られる．最初のパスは (f, c, a, m, p)というパターンがデータ
ベースに 2度現れることを意味している．<f, c, a>は 3度，<f>は 4度出現しているにも
かかわらず，pとともに出現するのは 2度だけであるということに注目したい．pとともに
どのアイテムが出現しているかを見ることによって，pの preﬁx-path<f:2, c:2, a:2, m:2>
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図 2.4: 表 2.3から構築された FP-tree構造 (文献 [9]より引用)
を数えることができる．同様に 2つ目のパスは (c, b, p)が 1度出現し，pの preﬁx-pathが
<c:1, b:1>であることを表す．pの sub-patternを形成するこれら 2つの pの preﬁx-path
（<f:2, c:2, a:2, m:2>, <c:1, b:1>）は，pの conditional pattern base1とよばれる．pを
含む条件のもとでの FP-treeの構築 (conditional FP-tree)からはたった一本の枝 (c:3)し
か得られない．ゆえにたったひとつの頻出パターン (cp:3)しか得られない．これで pを含
む頻出パターンの探索は終了である．
2.3.7 H-Mine
2001年に Peiらによって H-Mineアルゴリズムが提案された [11]．H-Mineは，トラン
ザクションDBをH-structとよばれるハイパーリンクデータ構造に変換し，H-structに対
してマイニングを行う．H-Mineの手順を，表 2.4から頻出パターンを抽出する例で示す．
頻出 1-アイテムのみが頻出パターンを構成するという Aprioriの性質を利用する．1回
1pが存在するという条件のもとでの sub-pattern base
第 2章 関連研究 14
表 2.4: トランザクションデータ
TID Items 頻出アイテム射影
100 c, d, e, f, g, i c, d, e, g
200 a, c, d, e, m a, c, d, e
300 a, b, d, e, g, k a, d, e, g
400 a, c, d, h a, c, d
目のスキャンで頻出アイテム {a : 3, c : 3, d : 4, e : 3, g : 2}が抽出される．a, c, d, e, g と
いう 5つの頻出アイテムから構成される頻出アイテムセットは，以下の 5つのパターンに
分けられる．
パターン 1. aを含むパターン
パターン 2. cを含むが aを含まないパターン
パターン 3. dを含むが aも cも含まないパターン
パターン 4. eを含むが aも cも dも含まないパターン
パターン 5. gのみを含むパターン
ここで，頻出アイテムをアルファベット順に並べたものを，F-list(a-c-d-e-g)とする2．
また，トランザクションから頻出 1-itemを抽出したものを，頻出アイテム射影 (frequent
item projection)とする．頻出アイテム射影の全てのアイテムは，F-listの順に従ってソー
トされる．例えば，TID100のトランザクションの頻出アイテム射影は cdegである．頻出
アイテムは，アイテム IDとハイパーリンクの 2つの値を持つエントリに格納される．図
2.5に，H-struct構造の例を示す．
各頻出アイテムについて，アイテム名，サポート値，ハイパーリンクの 3つの値を持つ
ヘッダテーブルH が作られる．頻出アイテム射影が読み込まれると，最初に出現するア
イテムが同じであるものが，キューとしてハイパーリンクでリンクされる．ヘッダテーブ
ルH のエントリは，キューのヘッダの役割を果たす．例えば，ヘッダテーブルH におけ
るアイテム aのエントリは，トランザクション 200，300，400の頻出アイテム射影をリン
2FP-growthの場合，頻出アイテムは頻度順にソートされていたが，ここでは説明を簡略化するためアル
ファベット順とする．
第 2章 関連研究 15
図 2.5: H-struct([11]より引用)
クする aキューのヘッダである．これら 3つのトランザクションは全て，トランザクショ
ンで最初に出現するアイテムとして aを持っている．同様にトランザクション 100の頻出
アイテム射影は cキューとして，リンクされている．dキュー，eキュー，gキューは，こ
れらのアイテムから始まる頻出アイテム射影が存在しないため，空である．
H-structを構築するためには，トランザクションデータベースを一度スキャンする必要
がある（2度目のスキャン）．H-structを構築すれば，データベースにある情報を参照す
ることなく，マイニングを行うことができる．その後，5つに分けられた頻出パターンが，
以下のように一つずつマイニングされる．
まず，aを含む全頻出パターンを見つけ出す方法について述べる．このためには，アイ
テム aを含む頻出アイテム射影（aが射影されたデータベース : a-projected database）を
探すことが必要となる．aが射影されたデータベースにおける頻出アイテム射影は，すで
に aキューとしてリンクされているため，効率的に aを含む頻出アイテム射影をたどるこ
とができる．
aが射影されたデータベースをマイニングするために，aをヘッダとして持つヘッダテー
ブルHaが作られる (図 2.6)．Haでは，a自身を除く全頻出アイテムが，H と同じ 3つの
値（アイテム ID，サポート値，ハイパーリンク）を持っている．Haでのサポートは，a
が射影されたデータベースにおけるサポートが記録されている．例えば，アイテム cは a
が射影されたデータベースでは 2度現れているため，Haにおける cのサポート値は 2と
なる．
aキューを一度探索すると，aが射影されたデータベースでは最低 2度出現しているよ
うな，ローカル頻出アイテムセットが見つかる．例えば，{c : 2, d : 3, e : 2}である．この
スキャンの結果，{ac : 2, ad : 3, ae : 2}という頻出パターンが得られ，Haのヘッダが図
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図 2.6: ヘッダテーブルHaと acキュー ([11]より引用)
2.6のようにリンクされる．
同様に，Haにある cキューを調べることによって，acが射影されたデータベースで処
理が続けられる．そして，図 2.7に示すように，acヘッダテーブルHacが生成される．
図 2.7: ヘッダテーブルHac([11]より引用)
acが射影されたデータベースにおいて，dだけがローカルに頻出するため，acdのみが
頻出パターンとして得られる．
その後，aと dを含み cを含まないパターンを見つけるために，同じことを行う．Haで
dから始まるキュー（adキュー）は，aと dを含む（しかし cは含まない）全ての頻出ア
イテム射影をリンクする．acキューで dを含む頻出アイテム射影を，adキューに挿入す
ることで，完全な adが射影されたデータベースを得ることができる．acキューの各頻出
アイテム射影は，F-listに従って射影にある次の頻出アイテムのキューに追加される．図
2.8に示すように，acキューの頻出アイテム射影は全てアイテム dを持っているため，全
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ての acキューの頻出アイテム射影 (TID=200, 400)が adキューに挿入される．
図 2.8: ヘッダテーブルHaと adキュー ([11]より引用)
acキューの頻出アイテム射影を挿入すると，adキューが aと dを含む頻出アイテム射
影を全て集めていることが分かる．aと dを含む頻出パターンは再帰的に抽出される．ad
が射影されたデータベースの頻出アイテム射影に cが出現するにもかかわらず，acキュー
のマイニングの際に考慮されているため，cをローカルな頻出アイテムとして考えなくて
も良い．このフェーズでは，adeというパターンのみが抽出される．すでにHacに対する
探索が行われているため，3段階目のヘッダテーブルHadはHacを使うことができる．つ
まり，3段階目の探索では，一つのヘッダテーブルのみを必要とする．その後の全マイニ
ングプロセスにおいて，各段階で一つのヘッダテーブルのみが必要であるということがわ
かる．
続いて，aeが射影されたデータベースを調べると，eはリンクを持っていないため，頻
出パターンを生成することなく，このフェーズは終了する．これで aを含む頻出パターン
は全て抽出されたことになる．
aを含む頻出パターンが発見されたら，aが射影されたデータベース（aキュー）は不
要となる．cキューは，aと cを両方含む射影を除いて（これは aキューにある），cを含
む全頻出アイテム射影を含む．aを含まないで cを含む全頻出パターンを抽出するために
は，aキューにある全頻出アイテム射影をキューに挿入しなければならない．
各頻出アイテム射影は，F-listの順に従って aの次にあるアイテムのキューに拡張され
る．例えば，頻出アイテム射影 acdeは cキューに挿入され，adegは dキューに挿入され
る (図 2.9)．
cが射影されたデータベース (cキュー)を再帰的にマイニングすることによって，aを
含まず cを含む頻出パターンを抽出することができる．aを持つ全頻出パターンはすでに
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図 2.9: aが射影されたデータベースを処理した後のハイパーリンクの状態 ([11]より引用)
発見されているため，アイテム aは cが射影されたデータベースには含まれない．aを含
む頻出パターンを抽出した時と同様に，残りの 4つのパターンに対してもマイニングが行
われ，全ての頻出パターンが抽出される．
2.3.8 Pattern Decomposition
2001年に Zouらによって提案された Pattern Decompostition(PD)[15]は，FP-treeア
ルゴリズムと同様に，トランザクションデータベースを別のデータ構造に変換し，頻出パ
ターンを抽出する手法である．FP-growthと異なる点は，PDは新しいデータ構造を前もっ
て構築しないという点である．その代わりに，パスを経るごとにデータセットが変換され
る．PDの基本的な考え方は，データセットのサイズを小さくしていくことである．PDは
新しい非頻出パターンが発見されると，データセットを小さくする．
従来の候補アイテムセットを生成する手法は，アイテムをリテラル文字，トランザクショ
ンを一つのバスケットに存在するリテラル文字の集合として定義していた．この論文では，
新たなデータ構造を用いるために，以下のように定義する．
1. パターンpとは，アイテムセットの集合とその頻度の組み合わせであり，< p.IS, p.Occ >
で表現される．アイテムセットの集合 p.ISの要素であるアイテムセットは，その他
のアイテムセットの部分集合にならない．例えば，p =< abcd, cde, 3 >, p.IS =
abcd, cde, p.Occ = 3.のように表す．
2. データセットDとはパターンの組み合わせである．例えば，
D1 = {abc : 1, abd : 2, abe : 1, ace : 1, ade : 1, bce : 1}.
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のように表す．ここで定義するデータセットとは，パターンとともにその頻度を含む．
3. データセットDにおけるアイテムセット I のサポートとは
Sup(I|D) =
∑
p.occ, if p ∈ D and (∃R ∈ p.IS and I ⊆ R).
上のD1の例では，Sup(abd|D1) = 2, Sup(ab|D1) = 4である．
4. アイテムセット Iの分解 (decomposition)とは，～Lkに含まれる非頻出アイテムセッ
トを含まない，I の最も大きい部分集合 Sを見つけることである．つまり，Sに含ま
れる k-アイテムセットはすべて Lkで頻出である．
PDは，頻出パターンを発見するためにボトムアップ探索を行う．データセットD1に
対して，パス 1から開始する．以下に，パス kにおける処理を示す．
1. Dkにある全ての kアイテムセットを数え，頻出アイテムセットLkと非頻出アイテム
セット～Lkを生成する．
2. ～Lkにあるアイテムセットを含まないDk+1を得るために，Dkを分解する．
以上の処理を繰り返し，パス kでDk が空になれば PDは終了する． PDの動きを [15]
にならって図 2.10に示す．
図 2.10: PD の例 (参考文献
[15]より引用)
オリジナルデータセットをD1，最小サポートを 2と
する．パス 1では，L1と～L1を決定するために，D1
の全アイテムのサポートを数える．この例では，頻出
1-itemは L1 = {a, b, c, d, e}であり，非頻出 1-itemは
～L1 = {f, g, h, k}である．その後，D2を得るために，
～L1を用いてD1にある各パターンを分解する．例え
ば，D1 で最初に出現するパターン p = abcdef : 1に
注目すると，パターン pから f を取り除き，新しいパ
ターンである abcdeをD2に生成する．また，2番目の
パターンと 5番目のパターンを分解すると，同じパター
ン abcが生成されるため，サポートをマージする．そ
の結果，D2に abc : 2というパターンが生成される．
パス 2では，L2と～L2を決定するために，D2にあ
る 2-itemのサポートを数える．その後，D3 を得るた
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めに，D2 にあるパターンを分解する．非頻出 2-item
は L2 = {ae}である．D2 で最初に出現するパターン
abcde : 1に注目すると，{ae}は頻出でないため，p =
abcde : 1は q = abcd, bcde : 1に分解される．
パス 3では，L3と～L3を決定するために，D3にある 3-itemのサポートを数える．その
後，D4を得るために，D3 にあるパターンを分解する．acd ∈～L3であり，acd ⊆ abcdで
あるため, D3の最初のパターンに abcdは abc, abd, bcdに分解される．サイズが 4(次のパ
ス)より小さいため，新しいパターンとしてD4に生成されない．アイテムセット bcdeは
acdを含まないため，そのままD4に含まれる．
空のアイテムセットであるD5を決定するまで，この処理が続く．最終的な頻出アイテ
ムセットは，L1から L4の和集合をとったものである．
2.3.9 Max Miner
98 年に IBM Almaden 研究所のRoberto らによって提案されたMax-Miner は，Maxi-
malPattern Mining として初めて提案されたアルゴリズムである．Max-Miner は，preﬁx
treeを用いて，MFI を抽出するアルゴリズムである [4]．preﬁx tree の全てのノード g に
対し，以下に示す 3 つのアイテムセットで構成される候補グループを生成し，マイニング
を実行する．
• h(g) 　 root ノードからノード g までたどることによって得られるアイテムセット
（head）
• t(g) 　ノード g の下層に現れる全てのアイテム集合 (tail)
• i 　アイテム集合 t(g) に含まれる任意の 1-アイテム
マイニングを実行するに当たって，ノード g とノード g の下に配置されているノードを対
象に，候補グループG を定義する．候補グループG は，h(g)，h(g) ∪ i，h(g) ∪ t(g) の 3
つのアイテム集合で構成される．例として，1, 2, 3, 4 で構成される TDB に対する preﬁx
tree は，図 2.11 のように表現され，図 2.11中の候補グループ {1} の場合，h(g) = {1}，
t(g) = {2, 3, 4}，h(g) ∪ t(g) = {1, 2, 3, 4}，h(g) ∪ i = {1, 2}; {1, 3}; {1, 4} となる．
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図 2.11: Preﬁx Treeの例（文献 [4]より引用）
2.3.10 FPclose
FP-growthによって生成されるパターンの数は莫大である．この問題を解決するため
に，2003 年に Grahne らによって FPclose アルゴリズムが提案された [6]．FPclose は，
FPgrowth をベースにして飽和頻出パターンを抽出するアルゴリズムである．FPcloseは，
2003年 11月時点で，Closed Pattern Miningアルゴリズムの中で最速と判定されている
[5]．FPcloseでは，FPgrowth同様にFP-treeを構築し，構築したFP-treeから頻出パター
ン生成を行う．生成された頻出パターンを CFI-tree(Closed Frequent Itemset tree) に挿
入しCFI を抽出する．
CFI-tree
CFI-tree は，FP-tree と似たデータ構造である．CFI-tree は，ヘッダテーブルと木構
造で構成されている．CFI-tree のヘッダテーブルは，アイテム名とノードリンクのヘッド
によって構成されている．CFI-tree のヘッダテーブル中のアイテムの順番は，FP-treeの
ヘッダテーブルのアイテムの順番と同じである．また，CFI-tree の各ノードは
• アイテム名
• カウント値
• レベル (root ノードから該当ノードへたどり着くため通過したエッジの数）
• ノードリンク
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図 2.12: CFI-tree構築の方法（文献 [6]より引用）
THead の 4 つのエントリによって構成されている．CFI-tree は，FP-tree と同じ数だけ構
築される．ここで，あるアイテムセット X とすると，X 条件付 FP-tree から生成された
アイテムを挿入する CFI-tree（X 条件付 CFI-tree）を CX と置く．CX には，アイテム
セット X を含み，かつ既に CFI であると判断されたアイテムセットが格納されている．
X 条件付 FP-tree（TX）より新しく抽出されたパターン Y が抽出された場合，CX に格
納されているCFI と比較する．Y が，CX に格納されているCFI と同じカウント値を持
ち，かつ Y のサブセットでないアイテムセットが存在しない場合に，Y は CX に挿入さ
れる．図 2.12 は，図 2.12 に示している FP-tree から生成されるパターンの挿入例を示し
ている．図 2.12 においてのノード x : l : c は，アイテム x のノードで root ノードからの
レベルが 1であり，カウント値が c であるノードを指す．図 2.12(a) では，カウント値が
2 である (c; a; d) と (e; c; a; b; f) が挿入された後，カウント値が 5 である (c; a; g) を挿
入したCFI-tree である．(c; a; g) が，preﬁx 部分 (c; a) を (c; a; d) と共有しているので，
ノード g のみが追加される．同時に，共有部分であるノード c とノード a のカウント値を
5 に変更する．
図 2.12(b) では，(e; c; a; g) : 4，(c; a) : 8，(c; a; e) : 6，(e) : 8 が挿入された後
のCFI-tree である．この時点で，図 2.12 の FP-tree から全てのCFI がCFI-tree に格納
されている．FPclose アルゴリズム は，TDB から FP-tree を構築する．ここで，アイテ
ムセットHead 条件付 FP-tree THead とおき，THead から抽出されたパターンを格納する
CFI-tree を CHead とおく．さらに，THead から CFI を抽出し CHead に格納する関数を
FPclose(THead,CHead)とおく．FP-closeは，FP-treeを構築した後に，関数FPclose(T,C)
を再帰的に実行することによって，CFI を抽出する．以下では，関数 FPclose(T,C) につ
いて説明する．関数 FPclose(THead,CHead) を実行する前の段階で，Head と Head 条件
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付 FP-tree に存在するアイテムセットの組み合わせたアイテムセットが，既に抽出された
CFI であり，かつ同じカウント値でないことを確認する．
1. THead が単一パス P で構成されているかどうかを調べる．
2. THead が単一パスで構成されていた場合
(a) P から全ての候補 CFI を生成する．
(b) 生成した全ての候 (a) THead のヘッダテーブル中の任意の 1-itemset{i} を Head
に追加する．
3. THead が単一パスで構成されていなかった場合
(a) THead のヘッダテーブル中の任意の 1-itemset{i} を Head に追加する．
(b) 配列AHead から，Head 条件付パターンベース中の頻出アイテムセット全てで構
成されるアイテムセットを Tail と定義する．
(c) Tail の中のアイテムを，サポート値降順に並び替える．
(d) THead∪i とAHead∪i を構築する．
(e) CHead∪i を初期化する．
(f)関数 FPclose(THead∪i,CHead∪i) を実行する．
(g) CHead∪i をC にマージする
2.3.11 逐次頻出パターン抽出アルゴリズムのまとめ
前節までで述べたように，Aprioriアルゴリズムをベースとして，スキャン数の削減や候
補アイテムセット数の削減を行う研究がなされていた．一方，2000年以降，Aprioriとは
異なるアプローチを用いて，候補アイテムセットを生成しない FP-growth，H-Mine，PD
といったアルゴリズムが提案されている．これら 3つのアルゴリズムは，トランザクショ
ンデータベースを，頻出アイテムセットを抽出するために必要な情報のみを格納したデー
タ構造に変換する．そして，変換したデータ構造に対してマイニングを行う．これら 3つ
のアルゴリズムは Aprioriアルゴリズムよりも高速であり，最小サポートが小さくなるに
つれて実行時間の差が広がってくる．
さらに，ユーザにとって冗長である莫大な数のパターンを結果として抽出する Apriori
や FP-growthとは異なり，冗長性が削減されたパターン（CFI）を抽出する手法も提案さ
れている．逐次頻出パターン抽出アルゴリズムの特徴を表 2.5にまとめた．
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表 2.5: 逐次頻出パターン抽出アルゴリズムの特徴
アルゴリズム レイアウト データ構造 スキャン回数 特徴
Apriori (’94) horizontal ハッシュ木 k ベーシックなアルゴリズム，候補アイテム
セット数を格納するためのメモリ容量とス
キャンの繰り返しが欠点
DHP (’97) horizontal ハッシュ木 k Aprioriベース，候補アイテムセット数削減
DIC (’97) horizontal preﬁx-tree k Aprioriベース，スキャン数削減
Partition (’95) vertical none 2 水平データレイアウトを利用，トランザク
ションを分割する
SEAR (’95) horizontal preﬁx-tree k Aprioriと原理は同じ，hash-treeではなく
preﬁx-treeに候補アイテムセットを格納
SPEAR (’95) horizontal preﬁx-tree 2 SEARに Partitionを適用
FP-growth (’00) horizontal FPtree 2 FP-tree構造を利用，候補アイテムセット
を生成せず Aprioriよりも高速
H-Mine (’01) horizontal H-struct 2 ハイパーリンクを利用したH-structを利用，
候補アイテムセットを生成しない
PD (’01) horizontal dataset 1 候補アイテムセットを生成しない，スキャン
回数が 1回のみ，パターンを分割してデー
タセットを小さくする
Max-Miner (’98) horizontal preﬁx-tree l+1(l:最大アイ
テムセット長)
深さ優先探索で極大頻出集合を求める．
FPclose (’03) horizontal FPtreeと CFItree 2 FP-growthベースのアルゴリズム．頻出パ
ターンを求めたのち，CFIを抽出する．
第 2章 関連研究 25
2.4 並列頻出パターン抽出アルゴリズム
頻出パターン抽出高速化のアプローチとして並列化がある．並列化のターゲットとして
は共有メモリ型並列計算機と分散メモリ型並列計算機がある．本節では，PCクラスタが
スケーラビリティやコストパフォーマンスの面から次世代のデータベースプラットフォー
ムとして注目されている点を考慮して，分散メモリ型並列計算機をターゲットとした並列
アルゴリズムについて述べる．
2.4.1 分散カウント
Aprioriの最も簡単な並列化手法は，1996年に Agrawlらによって提案された分散カウ
ント法 (CD:Count Distribution)である [17]．CDでは，あらかじめトランザクションデー
タベースをノード数で分割し，各ノードに分配しておく．各ノードは，割り当てられたト
ランザクションデータに対して，独立に候補アイテムセットの出現頻度を求める．CDで
は，Aprioriアルゴリズムの k回目のパスが以下のように並列化される．
1. マスターノードM が，要素数 kの候補アイテムセットを全ノードに送信する．
2. 各ノードで，割り当てられたトランザクションデータをスキャンして，候補アイテム
セットの出現頻度を数える．
3. ノードMで手順 2の結果を各候補アイテムセットごとにマージして，データベース
全体での出現頻度（グローバルサポート）をもとめる．
4. ノードMが要素数 k + 1の候補アイテムセットを生成する．
この処理を候補アイテムセットがなくなるまで繰り返す．図 2.13にCDの動きを示す．各
ノードに {A, B}，{C, D}，{E, F}という候補アイテムセットが複製されている．各ノー
ドがローカルディスクから候補アイテムセットのサポートを数えたら，グローバルサポー
トを得るためにローカルサポートをマージする．
CDではローカルディスク中の候補アイテムを数えている間は，各ノードが独立して動
作できるので，候補アイテムセットが一つの主記憶に収まる場合は，高い台数効果が期待
できる．しかし，候補アイテムセットが全ノードに複製されるためメモリ利用効率が低く
なる．
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図 2.13: Count Distribution
2.4.2 Data Distribution
1996年に Agrawalによって提案されたData Distribution(DD)は，各ノードでばらば
らの候補アイテムセットを生成する [18]．DDでは，グローバルなサポートを得るために，
各ノードが全てのノードのデータベースに対してスキャンを行う必要がある．つまり，各
ノードのトランザクションを他のノードにブロードキャストしなければならない．そのた
め，DDはCDと比較すると通信コストが高くなり，全体の処理効率も低下してしまう．
図 2.14に DDの動きを示す．3つの候補アイテムセット {A, B}，{C, D}，{E, F}が，
各ノードへ分配される．各ノードは，割り当てられた候補アイテムセットのグローバルサ
ポートを得るために，ローカルディスクにあるアイテムセットのサポートと，別ノードか
ら送られたアイテムセットのサポートを数える．
2.4.3 ハッシュ分割アプリオリ
CDでは候補アイテムセットが主記憶に収まらない場合，並列に処理を行っても主記憶
の不足する状況が改善されなかった．1996年に東京大学の Shintaniらによって提案され
たハッシュ分割アプリオリ (HPA:Hash Prtitioned Apriori)[20]は，ハッシュ関数を用いて
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図 2.14: Data Distribution
候補アイテムセットをノードごとに分割し，記憶効率を高めることができる手法である．
HPAの手順は以下のとおりである．
1. 要素数 k の各候補アイテムセットをハッシュ関数によって決定されるノードに送信
する．
2. 各ノードで，割り当てられたデータベースの一部の各トランザクション tに対して
a) tから要素数 kの部分集合をすべて作り，各々について Step1のハッシュ関数を適
用して決定されるノードに送る．
b) 要素数 kのトランザクションを受信したノードは，それと一致する候補アイテム
セットを探し，その出現数を 1増やす．
3. 各ノードが候補アイテムセットが頻出か否かを決定し，結果を一つのノードに集める．
4. 結果が集められたノードで，要素数 k + 1の候補アイテムセットを生成する．
図 2.15に HPAの動きを示す．各候補アイテムセット {A, B}，{C, D}，{E, F}がハッ
シュ関数によって決定されるノードへ分配される．各ノードのトランザクションから生成
される要素数 2のアイテムセットも，候補アイテムセットを分配した時と同じハッシュ関
数を適用して決定されるノードへ送られる．つまり，P1が数える {A, B}というアイテム
セットは，P1にしか送信されない．この点で，各ノードのトランザクションをブロード
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キャストしていたDDとは異なる．
図 2.15: Hash Partitioned Apriori
HPAでは記憶効率を高めることができる代わりに，ノード間の通信やハッシュ関数の
計算を繰り返す必要がある．この問題を緩和するために提案されたのが HPA-ELD(HPA
with Extremely Large itemset Duplication)アルゴリズム [20]である．HPA-ELDでは頻
度の高い候補アイテムセットを各ノードで複製して保持し，複製された候補はCDと同様
に処理される．この方法によって，アイテムセットの通信量を減らすことができる．
さらに HPA-ELDは負荷の分散を助ける効果も持っている．HPAではデータスキュー
が極端な場合にあるノードに負荷が集中してしまう．例えば，POSデータ3には非常な偏
りがあり，牛乳や卵といった商品は他のアイテムよりも出現頻度が高い．そういったアイ
テムが割り当てられたノードには，多くのアイテムセットが送信され負荷が集中してしま
う．HPA-ELDでは頻度の高いアイテムは各ノードに複製されているので，負荷を分散し
て処理を行うことができる．
2.4.4 Parallel Data Mining
1995年に Jong Soo Parkらによって提案された Parallel Data Mining(PDM)アルゴリ
ズムは，DHPを並列化した手法である [13]．PDMではまずDHPと同様に各ノードが要
3Point of Sales : バーコードなどと連動させて，店頭での販売情報をリアルタイム管理するシステム
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素数 1のアイテムを数え，同時にハッシュテーブルを用いて要素数 2のアイテムセットの
サポートを概算する．各ノードがローカルなサポートをブロードキャストすることによっ
て，グローバルなサポートが計算される．しかし，要素数 2のアイテムセットを格納した
ハッシュテーブルは大きいため，ブロードキャスト通信にかかるコストが大きい．
そこで，PDMでは頻出することが保証されている，つまり，バケットに格納されてい
るサポート値が最小サポートを満たすセルのみを通信する．しかし，この方法では一つの
パスで 2段階の通信を必要とする．PDMでは 2回目のパスでのみ，候補アイテムセット
を生成するためにグローバルハッシュテーブルを使う．3回目以降のパスでは，Aprioriと
同様に一つ前のパスでの頻出アイテムセットから候補アイテムセットを生成する．これは
DHPが要素数 2の候補アイテムセット数を削減するという特徴を踏まえている．
PDMでは候補アイテムセットが各ノードに複製される．各ノードがローカルサポート
を求め，グローバルサポートを得るために，ローカルサポートが all-to-allブロードキャ
ストされる．その結果，通信コストが高くなり，並列処理効率が低下してしまうケースが
ある．
2.4.5 Parallel Eﬃcient Association Rules
1995年に提案された Parallel Eﬃcient Association Rules(PEAR)は，SEARを並列化
した手法である [2]．SEARの原理は Aprioriと同じであり，SEARを並列化した PEAR
の原理はAprioriを並列化したCD(2.4.1節参照)と同じである．各パスにおいて，全ての
ノードがそれ以前のパスの頻出アイテムセットをもとに，候補アイテムセットを格納した
preﬁx-tree を生成する．各ノードにおいて，同じ候補アイテムセットが複製されている．
各ノードはローカルなサポートを計算し，それらを合計することによってグローバルなサ
ポートを得る．
2.4.6 Partitioned Parallel Association Rules
1995年に提案された Partitioned Parallel Association Rules(PPAR)は，SPEARを並
列化した手法である [2]．PPARは以下のように処理される．まず，各ノードはローカル
ディスク内のローカル頻出アイテムセットを数える．ローカル頻出アイテムセットは，他
のノードにブロードキャストされる．各ノードはローカルディスクを 2回目にスキャンす
るときに，これらのグローバルな候補アイテムセットを数え上げる．この結果をブロード
キャストすることによってグローバルな頻出アイテムセットのサポートを得ることができ
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る．PPARは，結果的には頻出アイテムセットではない不必要な候補アイテムセットを多
く生成するため，PEARに比べると性能が劣ることが示されている．
2.4.7 FP-growth 無共有並列実行
2003年には，IkoらによってPCクラスタ上でFP-growthを並列実行する手法が提案さ
れた [8]．この手法では，条件付きパターンベース処理が他のアイテムの条件付きパターン
ベース処理と独立して行える点に注目している．
手順としては，まず，1回目のスキャンでは各ノードがローカルトランザクションから
アイテムの数え上げを行い，マージしてグローバルな F-listを得る．2回目のスキャンで
は，各ノードがローカルトランザクションから FP-treeを構築する．ローカル FP-treeが
構築されると，各ノードは条件付きパターンベースを生成する．生成されたローカル条件
付きパターンベースは，割り付けられたアイテムを処理するノードに集約される．それぞ
れのノードが完全な条件つきパターンベースを受けてから，独立してその条件つきパター
ンベースの処理を完成させる．
さらに，[8]で提案された手法では，十分な台数効果を得るために「パス深さ」と呼ばれ
るパラメータを活用して，実行ノード間の負荷を動的に均等化するメカニズムを提案して
いる．
2.4.8 並列頻出パターン抽出手法のまとめ
分散メモリ型並列計算機をターゲットとした，並列頻出パターン抽出アルゴリズムの特
徴を表 2.6にまとめる．Aprioriをベースとした手法として，各ノードへ候補アイテムセッ
トを複製する手法，候補アイテムセットを各ノードへ分配する手法，これら二つを織り交
ぜた手法の３種類がある．近年では，FP-growthをベースとした手法も提案されている．
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表 2.6: 並列頻出パターン抽出アルゴリズムの特徴
アルゴリズム 手法 利点 欠点
CD (’95) Aprioriベース．候補アイテムセットをブ
ロードキャストし，各ノードが同じ候補
アイテムセットを数える．
候補アイテムセットが一つ
の主記憶におさまる場合，
台数効果が高い．
候補アイテムセットが一つ
の主記憶におさまらない場
合，主記憶の容量不足が解
消されない．
PDM (’95) DHP(Apriori) ベース．原理は CD と同
様．DHPの利点である要素数 2の候補ア
イテムセットを削減できることを利用す
る．
要素数 2の候補アイテムセ
ットの通信量を削減する．
CDと同様．
PEAR (’95) SEARベース．原理はCDと同様，候補
アイテムセットを preﬁx-treeに格納する
CDと同様． CDと同様．
PPAR (’95) SPEAR ベース．原理は CD と同様．
PEARに Partitionを適用する
CDと同様． CDと同様．
DD (’96) Apriori ベース．トランザクションをブ
ロードキャストし，ノード毎に異なる候
補アイテムセットを数える．
全ての候補アイテムセット
が一つの主記憶に収まる必
要がないため，ノード数に
応じて利用できる主記憶の
容量が増加する．
トランザクションをブロー
ドキャストするため，CDよ
りも通信コストが高い．
HPA (’96) Aprioriベース．ハッシュ関数で候補アイ
テムセットを各ノードへ分割する．同様
に，トランザクションも同じハッシュ関
数で各ノードへ分割する． 各ノードは，
割り当てられたトランザクションに対し
て，割り当てられた候補アイテムセット
を数える．
DDと同様に，全ての候補
アイテムセットが一つの主
記憶におさまらない場合に
生じる容量不足を緩和する．
さらに，送信するトランザ
クションをハッシュで分割
するため，DDよりも通信
コストが抑えられる．
ハッシュ計算に時間が掛か
る．CDと比較すると通信
コストが掛かる．
Parallel FP-
growth(’03)
FPgrowthベース．通信を行ってグロー
バルな条件付きパターンベースを生成し
た後，各ノードが独立して条件付き FP-
treeを再帰的に処理する．処理時間の掛
かるアイテムが割り当てられたノードは，
アイドルノードに処理を再割り当てする．
条件付き FP-treeの処理を
動的に再割り当てすること
で， 負荷分散が施される．
条件付きパターンベースを
交換するために，通信コス
トが高くなる．
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第3章 FPclose並列化手法の提案
　第 2章で述べたように，頻出パターン抽出並列アルゴリズムの多くが，Aprioriをベース
とする手法である．近年は，FP-growthをベースとする並列化手法も提案されている．し
かし，これらの並列化手法では，頻出パターンは抽出できるが，飽和頻出パターン（CFI）
は抽出されない．
第 3章では，冗長性の少ない有益なパターンをより高速に抽出するために，FPcloseを
ベースとした並列化手法を提案する．FPcloseは，CFI抽出アルゴリズムの中で最速のア
ルゴリズムである（2003年 11月時点）．この FPcloseを並列化することで，冗長性の少
ないパターン（CFI）を従来よりも高速に抽出することができると考えられる．
FPcloseは，FPgrowthと同様に頻出パターンを生成したのち，生成されたパターンを
検証しCFIを抽出する手法である．よって，提案するFPclose並列化手法における頻出パ
ターン生成処理でも，FP-growth並列化手法 [8]に基づいて拡張を行う．生成された頻出
パターンから CFIを生成する過程では，さらなる通信を必要とせずに完全な CFI-treeを
構築できることに着目して，並列処理効率を高めることを図る．具体的な並列化の手順を
以下で述べる．
3.1 FP-tree構築並列化
並列化によって得られる大きな利点の一つとして考えられるのが，トランザクション
データに対するスキャンを並列化できることである．例えば，p台のノードのディスクに
データが格納されていれば，シーケンシャルにデータを読む場合に比べて，単位時間あた
り p倍のデータ量を読むことができる．この利点を生かして，FP-tree構築を並列化する．
まず，従来手法 [17][8]と同様に，あらかじめトランザクションデータ TDBを先頭から
順に均等に各ノード piへ分配しておく．ここで，本プログラムは，n個のプロセスからな
り，0 ≤ i < nであるとする．各ノード piは，あらかじめ分配されたローカルトランザク
ション TDBiからローカルな FP-tree構造 FPTiを生成する．
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3.1.1 ローカルサポートの数え上げ
1回目の TDBに対するスキャンでは，頻出 1-itemを数える．各ノード piには，同数の
トランザクションが分配されている．各ノード piは，分配されたトランザクション TDBi
に出現するローカルなアイテムを数え上げる．ローカルなアイテムを数え上げている間，
各ノードは独立して動作する．
3.1.2 グローバルサポートの数え上げ
各ノードにおいてローカルなアイテムの数え上げが終了したら，入力データ全体でのサ
ポートを得るために，集団通信を行ってローカルサポートをマージする．マージする際の
通信としては，各ノードが数え上げたローカルサポートを他ノードに送信することによっ
て，グローバルサポートが数えられ，頻出でないアイテムが除かれる．見つかった頻出ア
イテムは，サポートが降順に並ぶようにソートされる．このリストが FP-growthにおけ
る F-listである．本手法においては，この時点で全てのノードが同じ F-listを持つことに
なる．
3.1.3 ローカルFP-tree構築
ローカル FP-treeを構築するために，2回目の TDBに対するスキャンを行う．各ノー
ドはローカルなトランザクションからローカル FP-treeを構築する．各トランザクション
に対して F-listにある頻出アイテムだけが集められる．F-listの順序にしたがって各アイ
テムの頻度が降順に並ぶようにソートされる．各トランザクション内でソートされたアイ
テムは，ローカル FP-treeを構築するために，以下のように使われる．
1. トランザクションに出現するアイテムに対して，rootに子ノードが存在するかどうか
をチェックする．
2. 子ノードが存在すれば，子ノードのサポートをインクリメントする．子ノードが存在
しなければ，出現したアイテムのために，新しいノードを追加し，サポートを 1と
する．
3. 読み込んだアイテムを新しい rootとして，トランザクションに出現する次のアイテ
ムに対しても手順 1.を繰り返す．
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図 3.1: 並列構築された FP-treeとヘッダテーブルの様子
以上の手順で，各ノードのローカルディスクからローカル FP-treeを構築する．ヘッダ
テーブルには，データベース全体で頻出するアイテムと，そのサポートが格納されている．
また，ヘッダテーブルは，各ノードのローカル FP-treeで最初に出現する各アイテムへの
リンクを持つ．図 3.1に，並列構築された FP-treeとヘッダテーブルの例を示す．まず，1
回目のスキャンを行った後，通信を行いグローバルなサポートを得た結果，F-list (f : 8
，c : 6，a : 4，g : 3)が得られたとする．F-listが生成されると，各ノードは 2回目のスキャ
ンを行い，ローカル FP-treeを生成する．各ノードにあるヘッダテーブルにおいて，アイ
テムと対応するサポート値は同じである．異なるのは最初に出現するノードへのポインタ
である．つまり，各ノードのヘッダテーブルHTiは，各ノード内の FP-tree構造 Tiで初
めに出現するノードへのポインタを持つ．
第 3章 FPclose並列化手法の提案 35
3.2 パス深さを考慮した負荷分散
生成された FPTiからローカルな条件付きパターンベース CPBiを生成する．しかし，
CPBiだけでは TDB全体に頻出するパターンを抽出できないため，通信を行ってグロー
バルな条件付きパターンベースを求める必要がある．そこで，各ノード piが CPBiを生
成したら，どのノードがどのアイテムに基づくグローバル条件付きパターンベースを処理
するかを決定し，CPBiをマージする．
ここで，[8]では，処理ノードをハッシュ関数によって決定している．しかし，ノード毎
のタスク負荷の偏りが問題となる並列マイニングにおいては，負荷をより平坦化する処理
ノード決定法が必要である．
そこで，本手法では，負荷をより平坦化するために，FPTiに含まれる情報を利用し，処
理ノードを決定する．条件付きパターンベースの処理ノードを決定する時点では，各ノー
ドには TDBiを読み込んで構築した FPTiが既に存在する．つまり，この時点で TDBに
おける出現アイテムの特性をある程度得ることができる．本手法では，[8]のタスク分割の
際に用いられるパス深さ1を用いることで，条件付きパターンベース処理時間を予測し，タ
スク負荷の平坦化を図る．つまり，条件付きパターンベースを処理するノードを決定する
前に，各ノードの FPTiから各条件付きパターンベースのパス深さの値を予測し，その値
をもとに条件付パターンベースを処理するノードを決定する．これによって，条件付きパ
ターンベース処理に必要なタスクが平坦化され，全体としての処理の高速化が期待できる．
1パス深さとは，条件付きパターンベース内の最小サポート値を満たす最長パターンの長さである．条件付
きパターンベースの処理時間は，この「パス深さ」に比例することが知られている．
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図 3.2: 頻出パターン抽出までの流れ
具体的には以下の手順をとる（図 3.2参照）．まず，各ノードはローカルな FP-treeか
ら，パス深さを得る．ローカルなパス深さを得たら，トランザクションデータベース全体
でのパス深さを得るために，通信を行って全ノードで各アイテムの最大パス深さを得る．
続いて，全アイテムの最大パス深さを合計し，これを総タスク量とする．この総タスク量
をノード数（PU台数）で割った値が，１つのノードあたりの処理すべきタスク量 αであ
る．処理ノードを決定する際は，1つのノードの処理タスク量がαを超えないように，Flist
の先頭から順に割り振っていく．これによって，各ノードの処理タスク量がある程度均等
化される．
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3.3 CFI抽出並列化
ローカルな条件付きパターンベースをマージした結果，各ノードがグローバルな条件付
きパターンベースを取得したら，各ノードは独立して頻出パターンを生成する．生成され
た頻出パターンは，各ノードの CFI-treeに挿入され，CFIであるか否かのチェックが行
われる．ここで，CFI-tree挿入に関する処理は，各ノードで独立して実行することができ
る．なぜならば，X 条件付き CFI-treeに必要な情報は，すべてX条件付きパターンベー
スに含まれるからである．つまり，各ノードに割り当てられたアイテムX を含むパター
ンがCFIであるか否かをチェックするために必要な情報は，Xが割り当てられたノードが
持つ，グローバルなX 条件付きパターンベースに格納されているからである2．以上の手
続きを踏むことで，あらかじめ負荷を平坦化した並列化手法を用いつつ，冗長性の少ない
パターンであるCFIを抽出することができる．図 3.4に一連の手順を擬似コード化したも
のを示す．
図 3.3: CFI抽出の並列化
2FPcloseアルゴリズムでは，CFI-treeは FP-treeと同じ数だけ構築される.
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図 3.4: Parallel FPclose 擬似コード
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第4章 性能評価
　第 3章で述べた手法をMPIを用いて実装し，PCクラスタ上で性能評価を行った．ただ
し，3.2で述べた負荷分散機構に関してはまだ実装を終えておらず，現時点ではCFI抽出
単純並列化（ハッシュによる処理ノード決定法）に関するデータを測定した．今回の実験
では，並列化を施していない FPcloseと比較した速度向上率と，大規模データに対するス
ケーラビリティを評価した．
4.1 実験環境
本節では，実験を行ったクラスタ環境について述べる．今回の実験では，表 4.1に示す
スペックからなる計算機 32台をクラスタとして構成した．各計算機は，Gigabitイーサ
ネットによって図 4.1のように接続される．なお，コンパイラは gcc2.96を用い，コンパ
イルオプションは-O2とした．
図 4.1: クラスタ構成図
表 4.1: 各 PCのスペック
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4.2 MPI
FPcloseの並列化を実装する際にMPI(Message Passing Interface)を用いた．MPI は世
界の多くのベンダと，米国アルゴンヌ国立研究所やミシシッピ大学等の研究機関・大学が
参加しているMPIフォーラムで開発されたメッセージ通信の API 仕様である．MPIは
C，C++プログラム中から関数，サブルーチンとして使用する． 今回はフリーな通信ラ
イブラリとしてポピュラーであるMPICH[21](Ver 1.2.5)を用いた1．
4.3 データセット
実装した手法を評価するデータセットとして，IBMの人工データ生成プログラム [7]を
用いて，データセットを生成した．このプログラムではオプションで与えるパラメータに
よって，異なるデータセットが生成される．以下で，各パラメータについて述べる．
• -ntrans　トランザクション数 (x1000)
• -tlen　 1トランザクションあたりのアイテム数
• -nitems　トランザクションデータベース中のアイテム数
• -npats　パターン数
• -patlen　パターンの平均最大長
実験で使用するデータセットをT25I15D100kのように表記する．T25I15D100kはトラ
ンザクション総数が 100000(100k)，トランザクションあたりのアイテム数が 25，パター
ンの平均最大長が 15というパラメータを持つデータセットである．その他のパラメータ
は，アイテム総数 1000，パターン数 5000として実験を行った．
4.4 性能評価指標
実験の結果を評価する指標として，台数効果と並列処理効率を用いる．本節では，二つ
の評価指標について述べる．
1フリーな通信ライブラリとしては，MPICHのほかに LAM[22]がある．
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4.4.1 速度向上率
並列処理の性能評価で最もよく用いられる指標は速度向上率である．速度向上率とは，
p台のノードを用いた場合，1台のノードを用いた場合に比べてどれくらい速くなってい
るかを示す指標である．本手法の実験では，並列化を施していないプログラムの実行時間
を T1（ノード 1台），p台のノードを用いた並列プログラムの実行時間を Tpとする．この
とき速度向上率 Spは
Sp =
T1
Tp
(4.1)
として表すことができる．並列処理が効率よく行われるほど，Tpが小さくなるため，Sp
の値が大きければ速度向上率が高いということである．
4.4.2 並列処理効率
並列処理を行うことによる速度向上の理想は，p台のノードを用いた場合に速度も p倍
速くなるということである．つまり，Sp = pを満たすことが理想である．しかし，現実的
にはこの条件を満たすことは難しく，SP < pとなることが多い．そこで，投入したノー
ド台数に対して，どの程度速度が向上したかを示す指標として，並列処理効率Epを以下
のように定義する．
Ep =
Sp
p
(4.2)
仮に Sp = p であればEp = 1 (100%)であり Sp < pであればEp < 1となる．
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4.5 実験結果と考察
4.5.1 逐次FPcloseと比較した速度向上率
今回の実験では，T10I4D100k，T10I4D500k，T10I4D1000kとしてデータセットを生
成した．ノード台数を 1台から 32台まで変化させて，最小サポート値 2.0%，1.5%，1.0%，
0.5%の場合について実験を行った．ノード台数が 1台の場合は，並列化を施していない
プログラムを実行し，実行時間を測定した．実験結果を，PU台数と速度向上率の関係で
グラフに表したのが図 4.2，図 4.3，図 4.4である．図 4.2はT10I4D100kに対する実験結
果，図 4.3はT10I4D500kに対する実験結果，図 4.4はT10I4D1000kに対する実験結果を
表している．
Figure 4.2: PU台数と速度向上（トランザクション数 100k）
図 4.2を見ると，どのサポート値に対しても，4PU実行時に速度向上の最高値を得るこ
とが分かる．また，最小サポートが小さくなるにつれて，同数のPUを投入したとしても，
速度向上が低下してゆく．これらの原因は，最小サポートが小さい場合，抽出される頻出
アイテムや，計算すべき条件付きパターンが増加し，それに伴って通信量も増加する2た
めである．通信量が増加することによって，全体としての実行時間が増加してしまう．
2現時点の実装では，条件付きパターン収集処理において通信が多く発生するため，改善の余地はある．
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Figure 4.3: PU台数と速度向上（トランザクション数 500k）
Figure 4.4: PU台数と速度向上（トランザクション数 1000k）
図 4.3，図 4.4に注目すると，トランザクション数が増加するにつれて，速度向上の最
大値が大きくなるということと，そのときのPU台数の値が大きくなることが分かる．具
体的には，図 4.3（トランザクション数 500k）では 16PU投入時に約 8倍の速度向上を得
るのに対して，図 4.4（トランザクション数 1000k）では 32PU投入時に約 12倍の速度向
上を得る．これは，トランザクション数が大きくなるにつれて，全体の実行時間に対して
ディスクアクセス時間が占める割合が大きくなるためである．
また，図 4.3と図 4.4を見ると，最小サポートが最大（0.020）となる場合に，速度向上
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の最大値が得られていないことが分かる．これは，処理ノード決定法がハッシュに基づく
ためであると考えられる．現時点では，ハッシュに基づいて処理ノードを決定しているた
め，処理時間の大きいパターンをあるノードが他ノードよりも多く割り当てられる可能性
がある．結果的に，ノード毎でタスク負荷の偏りが発生し，処理時間の掛かるノードがボ
トルネックとなり，速度向上が低下してしまう．
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4.5.2 大規模データに対するスケーラビリティ評価
本手法の大規模データに対するスケーラビリティを評価するために，同じく IBM の実
行データ生成プログラム [7] を用いて，トランザクション数の違う新たなデータセット
T10I4D100k，T10I4D500k，T10I4D1000k，T10I4D5000k，T10I4D10000k を生成した．
これら 5 つのデータセットを対象に，本手法の実行時間を測定した．最小サポートを 2%，
PU台数は 8台として実験を行った．図 4.5にトランザクション数と実行時間の関係を示す．
Figure 4.5: スケーラビリティの評価
図 4.5が示すように，本手法を 8PUで並列実行した場合の実行時間は，単一ノードで
CFI抽出を実行した場合の実行時間よりも，トランザクション数，つまりデータの規模に
影響を受けることが少なかった．具体的には，単一ノードで実行した場合，トランザクショ
ンが 1000kから 5000kに増えると，実行時間は 50秒程度余計に掛かった．一方，本手法
により，8PUで並列実行した場合，トランザクションが 1000kから 5000kに増えても，実
行時間は 5秒程度しか増加しなかった．これは，データが大規模になるにつれて，ディス
クアクセスに必要な時間が増加するためであると考えられる．PCクラスタなどの分散並
列計算環境においては，ディスクアクセスを並列化することによって，総実行時間を大幅
に短縮することができるため，大規模なデータを対象にしても，パターン抽出を高速に実
行することができる．最小サポートを 2%とした今回の実験では，データが大規模になる
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につれて，PC台数に対してリニアに計算時間を速めることができた．
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第5章 おわりに
　近年，ネットワーク環境の整備や，記憶装置の低価格化・大容量化にともなって，データ
の洪水化がすすんでいる．大規模なデータから有用な知識を抽出するために，データマイ
ニング技術が注目を集めている．データマイニング分野の重要な問題として，頻出パター
ン抽出がある．
頻出パターン抽出は，バスケット解析やDNA解析などに適用される重要な技術である．
しかし，頻出パターン抽出は大規模なデータを対象に処理を行うため，高速化の研究が不
可欠である．頻出パターン抽出高速化に関する研究の中でも，メモリ容量不足やディスク
アクセス増加といったリソース面での制約を緩めるために，PCクラスタなどをターゲッ
トとした並列化手法が提案されている．従来提案されてきた並列化手法の多くは，Apriori
や FP-growthをベースとする手法である．これらの並列化手法では，全ての頻出パター
ンを抽出するため，結果として莫大な数のパターンが抽出され，ユーザに負担が掛かると
いう問題がある．また，頻出パターン並列抽出処理においては，トランザクションデータ
ベース中に出現するアイテムの特性により，ノード毎でタスク負荷が偏ってしまい，結果
として並列処理効率が低下するという問題があった．
本論文では，ユーザにとって解析する負担が少ないパターンを高速に提示するために，
FPcloseをベースとして飽和頻出パターンを並列抽出する手法を提案した．さらに，頻出
パターン並列抽出において問題となる，タスク負荷の偏りを平坦化する手法を提案した．
この提案した手法をPCクラスタ上で実装し，性能評価を行なった結果，32ノードPCク
ラスタ上で最大 30.9倍の速度向上を得ることができた．また，本手法がデータの大規模化
に対応しうることも確認できた．
5.1 今後の課題
今後の課題としては，現時点の実装では条件付きパターンベース収集処理において，冗
長な通信を行っているため，並列処理効率が低下しているという問題がある．また，提案
した負荷分散機構を実装し，その有用性を検証する必要がある．現在，DEWS2005発表
第 5章 おわりに 48
当日までに結果を出すべく，これらの問題に取り組んでいる最中である．
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付 録A 実行時間表
　第 4章の実験で FPclose並列化プログラムを実行したときの総実行時間を表 A.1，表
A.2，表A.3に示す．
表 A.1: 総実行時間 (秒):T10I4D100k
表 A.2: 総実行時間 (秒):T10I4D500k
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表 A.3: 総実行時間 (秒):T10I4D1000k
