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Abstract
The second Zagreb index of a graph G is denoted by M2(G) =
∑
uv∈E(G) d(u)d(v). In this paper, we investigate properties of the ex-
tremal graphs with the maximum second Zagreb indices with given
graphic sequences, in particular graphic bicyclic sequences. Moreover,
we obtain the relations of the second Zagreb indices among the ex-
tremal graphs with different degree sequences.
Keywords: Second Zagreb index; graphic sequence; majorization; bi-
cyclic graph.
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1 Introduction
Throughout this paper, G = (V,E) is a simple undirected graph with vertex set V
and edge set E. The distance between two vertices u and v which is denoted by
d(u, v) is the length of the shortest path that connects u and v. For a vertex v ∈ V ,
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N(v) denotes the neighbor set of v and d(v) = |N(v)| denotes the degree of v. A
vertex whose degree is one is called leaf. Moreover, (d(v1), · · · , d(vn)) is called degree
sequence of G. A nonnegative non-increased integer sequence π = (d1, d2, . . . , dn)
is called the graphic sequence if there exists a simple graph G such that its degree
sequence is exactly π. For convenience, we use d(k) to denote the k same degrees d
in π. For example, π = (4, 4, 2, 2, 1, 1) is denoted by (4(2), 2(2), 1(2)). Let π be a given
graphic sequence. Let
Γ(π) = {G| G is a connected graph with degree sequences π}.
Without loss of generality, assume d(vi) = di, for 1 ≤ i ≤ n, vi ∈ G ∈ Γ(π).
The second Zagreb index [1] of a graph G is definted by:
M2(G) =
∑
uv∈E
d(u)d(v). (1)
For a given graphic sequence π, let
M2(π) = max{M2(G) : G ∈ Γ(π)}.
A simple connected graph G is called an optimal graph in Γ(π) if G ∈ Γ(π) and
M2(G) = M2(π).
The second Zagreb index, whose origin may be dated back to [4] and [14], plays
an important role in total π−electron energy on molecular structure in chemical
graph theory. There are two excellent surveys ([4],[14]) on the Zagreb index, which
summarize main properties and characterization of the topological index. Das et
al. [2] investigated the connections between the Zagreb index and the Wiener index.
Estes and Wei [3] presented the sharp upper and lower bounds for the Zagreb indices
of k−tree. For more information, the readers are referred to [1], [4], [6], [9], [10], [14],
[15] and references therein.
Recently, Liu and Liu [11] characterized the all optimal trees in the set of trees
with a given tree sequence. Further, they [12] investigate some optimal unicycle
graphs in the set of unicycle graphs with a given unicyclic graphic sequence. In this
paper, we study properties of the optimal graphs in the set of all connected graphs
with a given graphic sequence π that satisfies some conditions, which generalize the
main results in [11] and [12]. In addition, we present some optimal bicyclic graphs in
the set of all bicyclic graphs with a given bicyclic graphic sequence and some relations
of the maximum values of the second Zagreb indices with different bicyclic graphic
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sequences. The rest of this paper is organized as follows. In Section 2, some notations
and the main results of this paper are presented . In Sections 3, 4 and 5, the proofs
of the main results are presented, respectively.
2 Preliminary and Main Results
In order to present the main results of this paper, we introduce some more notations.
Assume G is a rooted graph with root v1. Let h(v) be the distance between v and v1
and Hi(G) be the set of vertices with distance i from vertex v1.
Definition 2.1 [17] Let G = (V,E) be a graph of root v1. A well-ordering ≺ of
the vertices is called breadth-first search ordering with non-increasing degrees (BFS-
ordering for short) if the following holds for all vertices u, v ∈ V :
(1) u ≺ v implies h(u) ≤ h(v);
(2) u ≺ v implies d(u) ≥ d(v);
(3) if there are two edges uu1 ∈ E(G) and vv1 ∈ E(G) such that u ≺ v, h(u) =
h(u1) + 1 and h(v) = h(v1) + 1, then u1 ≺ v1.
For a graphic sequence π = (d1, d2, . . . , dn) with
∑n
i=1 di = 2(n+c), d1 ≥ d2 ≥ c+2,
c is an integer and c ≥ −1. We may construct a graph G∗M(π) by following steps.
Select v1 as the root vertex and begin with v1 of the zeroth layer. Select the ver-
tices v2, v3, v4, . . . , vd1+1 as the first layer such that N(v1) = {v2, v3, v4, . . . , vd1+1};
then, append d2 − 1 vertices to v2, d3 − 2 vertices to v3, · · ·, dc+3 − 2 vertices
to vc+3 such that N(v2) = {v1, v3, . . . , vc+3, vd1+2, vd1+3, . . . , vd1+d2−c−1}, N(v3) =
{v1, v2, vd1+d2−c, . . . , vd1+d2+d3−c−3}, · · ·, N(vc+3) = {v1, v2, v(
∑c+2
i=1
di)−3c
, . . . ,
v
(
∑c+3
i=1
di)−3c−3
}. After that, append dc+4 − 1 vertices to vc+4 such that N(vc+4) =
{v1, v(
∑c+3
i=1
di)−3c−2
, . . . , v
(
∑c+4
i=1
di)−3c−4
}; · · · . Note that v1v2v3, . . ., v1v2vc3 form c+ 1
triangles in G∗M(π). Obviously, G
∗
M(π) is a BFS-ordering graph. In particular, if
c = 1, the graph G∗M(π) is denoted by B
∗
M(π).
The first main result in this paper can be stated as follows.
Theorem 2.2 Let π = (d1, d2, . . . , dn) be a graphic sequence. If it satisfies the fol-
lowing condition:
(i)
∑n
i=1 di = 2(n+ c), c is an integer and c ≥ −1;
(ii) d1 ≥ d2 ≥ c+ 2;
(iii) d3 ≥ d4 = d5 = · · · = dc+3, for c ≥ 0;
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(iv) dn = 1;
then G∗M(π) is an optimal graph in Γ(π). In other words, for any graph G ∈ Γ(π),
M2(G) ≤M2(G
∗
M(π)).
Remark 2.3 If π is a tree degree sequence, then there exists only one tree with degree
π having a BFS order (for example, see [16]). Hence it follows from Theorem 2.2 that
the main results in [11] and [12] hold for c = −1 and c = 0, respectively.
Corollary 2.4 ([11]) Let π be a tree degree sequence. The BFS-tree in Γ(π) reaches
the maximum second Zagreb index.
Corollary 2.5 ([12]) Let π = (d1, · · · , dn) be a unicycle graphic sequence with dn =
1. Then there exists an optimal graph G ∈ Γ(π) which has a BFS-ordering {v1, · · · , vn}
with a triangle v1v2v3.
Moreover, condition (iii) in Theorem 2.2 can not be deleted. For example, let
π = (4, 4, 3, 3, 2, 1, 1) which doesn’t satisfy condition(iii). In Figure 1, G is produced
by the method in Theorem 2.2 and G′ is not isomorphic to G. It’s easy to see that
M2(G
′) =M2(G) + 1.
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Figure 1
In order to present the results of bicyclic graphs with given bicyclic graphic se-
quences, we introduce some more notations.
A bicyclic graph is a connected graph with n ≥ 4 vertices and n + 1 edges. Let
π = (d1, · · · , dn) be a graphic sequence. If π is a degree sequence of some bicyclic
graphs, π is called a bicyclic graphic. For a given bicyclic graphic sequence π, let
Bpi = {G| G is bicyclic graph with degree sequences π}
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If π is a bicyclic graphic sequence, then Σni=1di = 2n + 2. Denote by B(p, q)
a bicyclic graph of order n obtained from two vertex-disjoint cycles Cp and Cq by
identifying vertices u of Cp and v of Cq with p + q − 1 = n. Denote by B(p, r, q) a
bicyclic graph of order n obtained from two vertex-disjoint cycles Cp and Cq by joining
vertices u of Cp and v of Cq by a new path uu1u2 · · ·ur−1v with length r(r ≥ 1) with
p+q+r−1 = n.Denote by B(Pk, Pl, Pm) (1 ≤ m ≤ min{k, l}) a bicyclic graph of order
n obtained from three pairwise internal disjoint paths xv1v2 · · · vk−1y, xu1u2 · · ·ul−1y
and xw1w2 · · ·wm−1y with k+l+m−1 = n. Denote by B(p, q; p1, p2, . . . , ps) a bicyclic
graph of order n obtained from B(p, q) appending s paths on the common vertex of
the two cycles, where p + q + p1 + · · · + ps − 1 = n, s is the number of leaves and
p1, p2, . . . , ps denote the lengths of the s paths.
The results of bicyclic graphic sequences can be stated as follows.
Theorem 2.6 Let π = (d1, · · · , dn) be a bicyclic graphic sequence. Denote by s the
number of leaves in the graph of Bpi.
(1). If dn = 2 and d2 ≥ 3, then the optimal graphs in the set Bpi are B(p, 1, q)
or B(Pk, Pl, P1) with p + q = n and k + l = n. In other words, for any G ∈ Bpi,
M2(G) ≤ 4n + 17 with equality if and only if G is B(p, 1, q) or B(Pk, Pl, P1) with
p+ q = n and k + l = n.
(2). If dn = 2 and d2 = 2, then the optimal graphs in the set Bpi are B(p, q) with
p + q = n. In other words, for any G ∈ Bpi, M2(G) ≤ 4n + 20 with equality if and
only if G is B(p, q) with p+ q = n.
(3). If dn = 1 and d2 = 2 and s ≤
n−5
2
, then the optimal graphs in the set Bpi
are B(p, q; p1, p2, . . . , ps) with pi ≥ 2 for 1 ≤ i ≤ s. In other words, for any G ∈ Bpi,
M2(G) ≤ 4n + 2s
2 + 10s + 20 with equality if and only if G is B(p, q; p1, p2, . . . , ps)
with pi ≥ 2 for 1 ≤ i ≤ s.
(4). If dn = 1 and d2 = 2 and s >
n−5
2
, then the optimal graphs in the set Bpi are
B(3, 3; 2, · · · , 2, 1, · · · , 1) with p1 = · · · = pn−s−5 = 2 and pn−s−4 = · · · = ps = 1. In
other words, for any G ∈ Bpi, M2(G) ≤ sn + 6n + s + 10 with equality if and only if
G is B(3, 3; 2, · · · , 2, 1, · · · , 1) with p1 = · · · = pn−s−5 = 2 and pn−s−4 = · · · = ps = 1.
(5). If dn = 1 and d2 ≥ 3, then B
∗
M(π) is an optimal graph in the set Bpi.
Remark 2.7 B∗M(π) is not the unique optimal graph for dn = 1 and d2 ≥ 3. For
example, let π = (4(5), 1(8)). Figure 2 shows two different optimal graphs.
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Figure 2
For two different non-increasing graphic sequences π = (d1, d2, . . . , dn) and π
′ =
(d′1, d
′
2, . . . , d
′
n), we write π ⊳ π
′ if
∑n
i=1 di =
∑n
i=1 d
′
i and
∑j
i=1 di ≤
∑j
i=1 d
′
i for all
j = 1, 2, . . . , n. Such an ordering is called majorization [13].
Theorem 2.8 Let π and π′ be two non-increasing bicyclic degree sequences. If π⊳π′,
then M2(π) ≤M2(π
′) with equality if and only if π = π′.
3 Proof of Theorem 2.2
To prove the theorem, the following lemmas are needed.
Lemma 3.1 ([11]) Let G = (V,E) be a connected graph with v1u1 ∈ E, v2u2 ∈ E,
v1v2 /∈ E and u1u2 /∈ E. Let G
′ = G − u1v1 − u2v2 + v1v2 + u1u2. If d(v1) ≥ d(u2)
and d(v2) ≥ d(u1), then M2(G
′) ≥M2(G). Moreover, M2(G
′) > M2(G) if and only if
both two inequalities are strict.
Lemma 3.2 ([11]) Suppose G ∈ Γ(π), and there exist three vertices u, v, w of a
connected graph G such that uv ∈ E(G), uw /∈ E(G), d(v) < d(w) ≤ d(u), and
d(u) > d(x) for all x ∈ N(w). Then, there exists another connected graph G′ ∈ Γ(π)
such that M2(G) < M2(G
′).
Lemma 3.3 ([12]) For any graphic sequence π with n ≥ 3, there exists an optimal
graph G ∈ Γ(π) such that {v2, v3} ⊆ N(v1).
Lemma 3.4 Let π be a graphic sequence satisfying the conditions in Theorem 2.2.
Then there is an optimal graph G ∈ Γ(π) such that v1v2v3 forms a triangle.
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Proof. To prove Lemma 3.4, we need to prove following claims first.
Claim 1. There is an optimal graph G ∈ Γ(π) such that {v2, v3} ⊆ N(v1) and
there exists a cycle Ct1 ⊆ G such that v1 ∈ Ct1 .
Assume that Claim 1 does not hold for any optimal graph G ∈ Γ(π). By Lemma
3.3, we may suppose that G is an optimal graph in Γ(π) such that {v2, v3} ⊆ N(v1).
So v1 is not in any cycle of any optimal graph G ∈ Γ(π). Since d1 ≥ c + 2, there
exists a shortest path P = u · · · v1 · · ·xy connecting u and y such that v1 is on the
path, where u ∈ Ct1 and d(y) = 1, x ∈ P, x ∈ N(y). Suppose w ∈ N(u)
⋂
V (Ct1).
If d(w) ≤ d(x), let G1 = G+ux+wy−wu−xy. By Lemma 3.1M2(G1) ≥M2(G).
Note that G1 ∈ Γ(π), v1 is in some cycle of G1 and v2, v3 ⊆ N(v1), a contradiction.
If d(u) ≤ d(x), let G2 = G + wx+ uy − wu− xy. By Lemma 3.1 M2(G2) ≥ M2(G).
For the same reason, it’s a contradiction. Thus, min{d(u), d(w)} > d(x).
Then take z ∈ (N(x)
⋂
V (P ))\{y}. Similarly, min{d(u), d(w)} > d(z). It can be
proved that min{d(u), d(w)} > d(v1) by repeating this process, which is a contradic-
tion. Thus, Claim 1 holds.
Claim 2. There is an optimal graph G ∈ Γ(π) such that there exists a cycle
Ct1 ⊆ G which contains v1v2 and v3 ∈ N(v1).
Assume that Claim 2 does not hold for any optimal graph G ∈ Γ(π). By Claim 1,
there exists an optimal graph G ∈ Γ(π) such that v1 ∈ V (Ct1) and {v2, v3} ⊆ N(v1).
Then v2 /∈ V (Ct1), and there are two cases for v1 and v2.
Case 1. There is a shortest path P = v1v2xy · · · z connecting v1 and z such that v2
is on the path P, where d(z) = 1. Choose {u, v} ⊆ V (Ct1) such that uv ∈ E(Ct1) and
suppose max{d(u), d(v)} = d(u). If d(u) ≥ d(x), let G′ = G + uv2 + vx− uv − v2x.
By Lemma 3.1, M2(G
′) ≥M2(G) and note that G
′ ∈ Γ(π) and Claim 2 holds for G′,
a contradiction. Thus max{d(u), d(v)} = d(u) < d(x). Repeating the above process,
we can conclude d(u) < d(z) = 1, a contradiction. So case 1 does not hold.
Case 2. There is not any path connecting v1 and z such that v2 is on the path,
where z is the arbitrary vertex in G and d(z) = 1. So it is obvious that v2 is in another
cycle Ct2 ofG and v1 /∈ Ct2 . Let u1 ∈ N(v1)
⋂
V (Ct1) and u2 ∈ N(v2)
⋂
V (Ct2). By the
definition of v1, v2, d(v1) ≥ d(u2), d(v2) ≥ d(u1). Let G
′ = G−v1u1−v2u2+v1v2+u1u2.
By Lemma 3.1, M2(G
′) ≥ M2(G) and note that G
′ ∈ Γ(π). v1v2 is in the same cycle
of G′, a contradiction. So case 2 does not hold. Thus, Claim 2 holds.
Claim 3. There is an optimal graph G ∈ Γ(π) such that {v1v2, v1v3} ⊆ E(Ct1).
By Claim 2, there is an optimal graph G ∈ Γ(π) such that there exists a cycle
Ct1 ⊆ G which contains v1v2 and v3 ∈ N(v1). If claim 3 does not hold, v3 /∈ V (Ct1),
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then v2v3 /∈ E(G). Choose u ∈ (V (Ct1)
⋂
N(v2))\{v1} and v ∈ N(v3)\{v1}. If
uv ∈ E(G), let Ct1 = v1v2uvv3v1 and {v1v2, v1v3} ⊆ E(Ct1), a contradiction. So
uv /∈ E(G). Let G′ = G + v2v3 + uv − vv3 − uv2. By Lemma 3.1, M2(G
′) ≥ M2(G)
and G′ ∈ Γ(π). Claim 3 holds for G′.
Thus, by Claim 3, there is an optimal graph G ∈ Γ(π) such that {v1v2, v1v3} ⊆
E(Ct1). If v2v3 /∈ E(G), choose v ∈ (N(v3)
⋂
V (Ct1))\{v1}. Because d2 ≥ 3, there
are two cases for the vertices in N(v2).
Case 1. There is u ∈ N(v2)\V (Ct1) such that uv /∈ E. Let G
′ = G + v2v3 + uv −
uv2 − vv3. By Lemma 3.1, M2(G
′) ≥ M2(G) and G
′ ∈ Γ(π). Since v1v2v3 forms a
triangle in G′, Lemma 3.4 holds.
Case 2. All vertices in N(v2)\v1 connect with v. So d(v) ≥ 3. Then d(v3) ≥ 3.
We can choose u ∈ N(v2)\V (Ct1) and v
′ ∈ N(v3)\V (Ct1). Let G
′ = G+ v2v3 + uv
′−
v2u − v3v
′. By Lemma 3.1, M2(G
′) ≥ M2(G) and G
′ ∈ Γ(π). Since v1v2v3 forms a
triangle in G′, Lemma 3.4 is proved.
Lemma 3.5 Let π be a graphic sequence satisfying the conditions in Theorem 2.2.
G is an optimal graph in Γ(π). If v1v2v3, v1v2v4, . . ., v1v2vi−1 form i− 3 triangles in
G, where 4 ≤ i ≤ c+ 2, there is an optimal graph G′ (isomorphic or not isomorphic
to G) in Γ(π) such that v′1v
′
2v
′
3, v
′
1v
′
2v
′
4, . . ., v
′
1v
′
2v
′
i−1 form i − 3 triangles in G
′ and
v′1v
′
i ∈ E(G
′).
Proof. If v1vi /∈ E(G), ∀v ∈ N(v1)\{v2, . . . , vi−1}, d(v) < d(vi) otherwise we may
exchange the label of v and vi. Then by Lemma 3.2 we may assume there exists
u ∈ N(vi) such that d(u) = d1. Suppose u = vj , then d1 = d2 = · · · = dj . There are
three cases for u = vj :
Case 1. u = v2. The result holds after exchanging the label of v1 and v2.
Case 2. u /∈ {v2, v3, . . . vi−1}, i.e. j > i. Then d1 = d2 = di = dj . Let P be a
shortest path from v1 to vi.
If {v2, . . . , vi−1}
⋂
V (P ) = ∅, choose x ∈ N(v1)
⋂
V (P ). Since v1 ∈ N(x)\vi and
d1 = di ≥ d(x), there must exist some vertex y ∈ N(vi)\V (P ) such that y /∈ N(x).
Let G′ = G + v1vi + xy − v1x − viy. By Lemma 3.1 M2(G
′) ≥ M2(G). Note that
G′ ∈ Γ(π) and v1vi ∈ E(G
′), the result holds.
If {v2, . . . , vi−1}
⋂
V (P ) 6= ∅, it can be proved similarly.
Case 3. u ∈ {v2, . . . vi−1}, i.e. j < i. Denote set S = N(v1)\{v2, . . . , vi−1, N(vj)},
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Case 3.1. S 6= ∅, choose w ∈ S. Note that d(vi) ≥ d(w) and d(v1) ≥ d(u).
Let G′ = G + v1vi + vjw − v1w − vivj . Then M2(G
′) ≥ M2(G) by Lemma 3.1 and
G′ ∈ Γ(π), v1vi ∈ E(G
′).
Case 3.2. S = ∅. Assume U = {v3, v4, . . . , vj−1, vj+1, . . . , vi−1}\N(vj) and |U | =
l > 0. Suppose U = {vi1, vi2 , . . . , vil}. Note that U ⊆ N(v1). Since d1 = dj, there
exists not less than l vertices in N(vj)\N(v1). Choose l vertices u1, u2, . . . , ul from
N(vj)\N(v1). Let G
′ = G+ vi1vj+ · · ·+ vilvj− vi1v2−· · ·− vilv2+u1v2+ · · ·+ulv2−
u1vj − · · · − ulvj . It can be concluded that M2(G
′) ≥ M2(G) by using Lemma 3.1 l
times. Then relabel vj as v1, v1 as v2 and v2 as vj in G
′. v1vi ∈ E(G
′). If |U | = 0, we
can do the last step directly. Hence, v1vi ∈ E(G
′).
Lemma 3.6 Let π be a graphic sequence satisfying the conditions in Theorem 2.2.
Then there is an optimal graph G ∈ Γ(π) such that v1v2v3, . . ., v1v2vc+3 form c + 1
triangles.
Proof. The lemma can be proved by induction. For i = 3, the result holds by Lemma
3.4. Assume that for i−1, the assertion holds, i.e., there is an optimal graph G ∈ Γ(π)
in which {v1, v2, v3}, . . . , {v1, v2, vi−1} form i − 3 triangles. By Lemma 3.5, we may
assume v1vi ∈ E(G). To finish the introduction, it suffices to prove the following
claims. For convenience, let Cj denote triangle v1v2vj for 3 ≤ j ≤ i− 1.
Claim 1. There is an optimal graph G ∈ Γ(π) in which there exists a cycle Ct′
such that v1 ∈ V (Ct′), where Ct′ 6= Cj for 3 ≤ j ≤ i− 1.
If Claim 1 doesn’t hold for any optimal graph, v1 /∈ C, ∀C 6= Cj for 3 ≤ j ≤ i− 1.
Assume Ct′ is a cycle in G and Ct′ 6= Cj for 3 ≤ j ≤ i − 1. Since d1 ≥ d2 ≥ c + 2
and there are c+1 cycles, there exists two vertices u, w ∈ V (Ct′), uw ∈ E(Ct′) and a
path P = u · · · v1xy · · · z, where x /∈ {v2, v3, . . . , vi}, u ∈ Ct′ and d(z) = 1. Note that
if x = vj′, 2 ≤ j
′ ≤ i, we relabel the path by u · · · v1vj′xy · · · z and start from vj′x
instead of v1x. Let w ∈ N(u)
⋂
V (Ct′).
If d(u) ≥ d(x), let G1 = G+uv1+wx−v1x−uw. By Lemma 3.1M2(G1) ≥M2(G).
Note that G1 ∈ Γ(π), v1 is in some cycle not Cj of G1 for 3 ≤ j ≤ i−1, a contradiction.
If d(w) ≥ d(x), let G2 = G+wv1+ ux− v1x−uw. By Lemma 3.1 M2(G2) ≥M2(G).
For the same reason, it’s a contradiction. Thus, max{d(u), d(w)} < d(x).
Then take y ∈ (N(x)
⋂
V (P ))\{v1}. Similarly, max{d(u), d(w)} < d(y). It can
be proved that max{d(u), d(w)} < d(z) = 1 by repeating this process, which is a
contradiction. Thus, Claim 1 holds.
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Claim 2. There is an optimal graph G ∈ Γ(π) in which there exists a cycle Ct′
such that v1v2 ∈ E(Ct′), where Ct′ 6= Cj for 3 ≤ j ≤ i− 1.
If Claim 2 doesn’t hold for any optimal graph, by Claim 1, we may assume there is
an optimal graph G ∈ Γ(π) in which there exists a cycle Ct′ such that v1 ∈ V (Ct′) and
v2 /∈ V (Ct′), where Ct′ 6= Cj for 3 ≤ j ≤ i−1. Because v1 ∈ V (Ct′) and there remains
c + 4 − i cycles except Cj, 3 ≤ j ≤ i − 1 and d(v2) − |N(v2)
⋂
{v1, v3, . . . , vi−1}| =
c + 4 − i, there exists a vertex z and a path P = v1v2xy · · · z, where d(z) = 1,
x /∈ {v3, . . . , vi−1} and P is the shortest path connecting v1 and z such that v2 is on it.
Choose {u, v} ⊆ V (Ct′)\{v1} such that uv ∈ E(Ct′). Note that if v1vj ∈ E(Ct′) for
2 < j < i, there is Ct′′ ⊆ G such that v1v2 ∈ E(Ct′′). So {v3, . . . , vi−1}
⋂
{u, v} = ∅.
Suppose that max{d(u), d(v)} = d(u). If d(u) ≥ d(x), let G′ = G + uv2 + vx −
v2x− uv. By Lemma 3.1 M2(G
′) ≥ M2(G). Note that Claim 2 holds for G
′ which is
a contradiction. Thus, max{d(u), d(v)} = d(u) < d(x). Similarly, max{d(u), d(v)} <
d(y). Repeating the above process, we will yield that max{d(u), d(v)} < d(z) = 1, a
contradiction. Thus, Claim 2 holds.
Claim 3. There is an optimal graph G ∈ Γ(π) in which there exists a cycle Ct′
such that v1v2, v1vi ∈ E(Ct′), where Ct′ /∈ Cj for 3 ≤ j ≤ i− 1.
If Claim 3 doesn’t hold for any optimal graph, by Claim 2 and v1vi ∈ E(G), we
may assume there is an optimal graph G ∈ Γ(π) in which there exists a cycle Ct′
such that v1v2 ∈ E(Ct′) and vi /∈ V (Ct′), where Ct′ 6= Cj for 3 ≤ j ≤ i − 1. Choose
u ∈ (N(v2)
⋂
V (Ct′))\{v1} and v ∈ N(vi)\{v1}. If u = v, Claim 3 holds. Thus,
u 6= v. Then,
Case 1. u /∈ {v3, . . . , vi−1}. Let G
′ = G+ v2vi + uv− v2u− viv. M2(G
′) ≥M2(G)
by Lemma 3.1. Note that G′ ∈ Γ(π). So Claim 3 holds for G′.
Case 2. u ∈ {v3, . . . , vi−1}. Choose w ∈ N(u)
⋂
V (Ct′)\{v2}.
Case 2.1. w /∈ {v3, . . . , vi−1}\{u}. Let G
′ = G + uvi + wv − uw − viv. Because
d(vi) ≥ d(w) and d(u) ≥ d(vi),M2(G
′) ≥M2(G) by Lemma 3.1. Note that G
′ ∈ Γ(π).
So Claim 3 holds for G′.
Case 2.2. w ∈ {v4, . . . , vi−1}\{u}. Let G
′ = G+uvi+wv−uw−viv. By condition
(iii), d(vi) = d(w). So M2(G
′) ≥ M2(G) by Lemma 3.1. Note that G
′ ∈ Γ(π). So
Claim 3 holds for G′.
Case 2.3. w = v3. Then there is another cycle Ct′′ = v2v3uv1v2 in G such that
v1v2 ∈ E(Ct′′) and vi /∈ V (Ct′′). Then by the same method using in Case 2.2, we can
conclude that Claim 3 holds.
10
Claim 4. There is an optimal graphG ∈ Γ(π) such that {v1, v2, v3}, . . . , {v1, v2, vi}
form i− 2 triangles in G.
By Claim 3, there is an optimal graph G ∈ Γ(π) in which there exists a cycle
Ct′ such that v1v2, v1vi ∈ E(Ct′), where Ct′ 6= Cj for 3 ≤ j ≤ i − 1. If Claim 4
doesn’t hold for any optimal graph, we may assume v2vi /∈ E(Ct′). Choose u ∈
(N(v2)
⋂
V (Ct′))\{v1} and v ∈ (N(vi)
⋂
V (Ct′))\{v1}. Note that u and v can be the
same vertex. There are two cases for u.
Case 1. u /∈ {v3, . . . , vi−1} which implies v /∈ {v3, . . . , vi−1}.
Case 1.1. d3 ≥ 3. Choose w ∈ N(v3)\{v1, v2}. Let G1 = G+v3vi+wv−v3w−viv
and G2 = G1 + v2vi + v3u− v3vi − v2u. By Lemma 3.1 M2(G2) ≥M2(G1) ≥M2(G).
Note that G1, G2 ∈ Γ(π) and Claim 4 holds for G2.
Case 1.2. d3 = 2. Then d1 ≥ c + 3 by condition (iv). So we can choose a vertex
x ∈ N(v1)\{v2, . . . , vi}. Let G
′ = G + v2vi + v1u + xv − v2u − viv − v1x. Note that
G′ ∈ Γ(π) and G′ is connected and d(vi) = d(u) = d(v) = 2 ≥ d(x). By elemental
calculation, M2(G
′) −M2(G) = (d1 − 2)(2 − d(x)) ≥ 0. So M2(G
′) ≥ M2(G) and
Claim 4 holds for G′.
Case 2. u ∈ {v3, . . . , vi−1}. Since d2 ≥ c+ 2, we can choose u
′ ∈ N(v2)\V (Ct′)\
{v3, . . . , vi−1}. Let G
′ = G+ v2vi+u
′v− v2u
′− viv. By Lemma 3.1 M2(G
′) ≥M2(G).
It is easy to check that G′ ∈ Γ(π) and Claim 4 holds for G′.
Thus, we can conclude by introduction that there is an optimal graph G ∈ Γ(π)
in which {v1, v2, v3}, {v1, v2, v4}, . . . , {v1, v2, vc+3}, form c+ 1 triangles.
Now we are ready to prove Theorem 2.2.
Proof. The first part of the theorem have be proved by Lemma 3.6. So we may
assume {v1, v2, v3}, . . . , {v1, v2, vc+3} form c + 1 triangles in an optimal graph G ∈
Γ(π).
Then an ordering ≺ of V (G) can be created by the breadth-first search as follows:
firstly, let v1 ≺ v2 ≺ · · · ≺ vc+3; secondly, append all neighbors uc+4, . . . , ud1+1 of
N(v1)\{v2, . . . , vc+3} to the order list, these neighbors are ordered such that u ≺ v
whenever d(u) > d(v) (in the remaining case the ordering can be arbitrary); thirdly,
append all neighbors ud1+2, ud1+3, . . . , ud1+d2−2 of N(v2)\{v1, v3, . . . , vc+3} to the or-
dered list, these neighbors are ordered such that u ≺ v whenever d(u) > d(v)
(in the remaining case the ordering can be arbitrary); with the same method we
can append the vertices of N(v3)\{v1, v2}, · · · , N(vc+3)\{v1, v2} to the ordered list.
Then, append the vertices N(x)\{v1} to the ordered list, where d(x) = max{d(y) :
y ∈ N(v1)\{v2, v3, . . . , vc+3}}. Repeat the last process recursively with all vertices
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v1, v2, . . ., until all vertices of G are processed.
Then H0 = {v1}. By the construction of ≺, u ≺ v implies h(u) ≤ h(v). For
v ∈ Hi(G), i > 0, we call the unique vertex u ∈ N(v)
⋂
Hi−1(G) the parent of v. So
u ≺ v, if u is the parent of v. Moreover, because the vertices are appended to the
ordered list recursively, if there are two edges uu1 ∈ E(T ) and vv1 ∈ E(T ) such that
u ≺ v, h(u) = h(u1) + 1 and h(u) = h(v1) + 1, then u1 ≺ v1.
To prove the assertion, it suffices to show that d(u) ≥ d(v) holds for each two
vertices u, v ∈ V (G) and u ≺ v.
If the above proposition doesn’t hold, assume vi is the first vertex in the ordering
of ≺ with the property vi ≺ u and d(vi) < d(u) for some u ∈ V (G). Clearly,
vi /∈ {v1, v2, v3, . . . , vc+3} and if v ≺ vi, d(v) ≥ d(u) holds for each u with v ≺ u.
Suppose vj is the first vertex in the ordering ≺ such that vi ≺ vj and d(vj) =
max{d(vt) : i + 1 ≤ t ≤ n}. By the choice of vi, we can conclude that vi ≺ vj , but
d(vi) < d(vj). Let wi and wj be the parents of vi and vj , respectively. Note that
d(vi) < d(vj). Then wi 6= wj and wi ≺ wj by the construction of ≺. It is obvious
that wivj /∈ E(G). Otherwise there is a cycle in G such that wi, wj, vj are on it and
E(G) ≥ n + c + 1 because wi ≺ wj and vj /∈ {v1, v2, v3, . . . , vc+3}. Let’s consider the
following two cases.
Case 1. wivi is in the shortest path that connects wj and v1. We can conclude
that wi ≺ vi ≺ wj ≺ vj and d(wi) > d(vj) > d(wj) by the definition of vi and vj. Now
we shall prove the following Claim.
Claim. There exists some y ∈ N(vj)\{wj} such that d(wi) = d(vj) = d(y) and
viy /∈ E(G).
Because vi /∈ {v1, v2, v3, . . . , vc+3}, viy /∈ E(G) holds for every y ∈ N(vj)\{wj} for
the same reason of wivj /∈ E(G). If d(wi) > d(y) holds for every y ∈ N(vj)\{wj},
d(wi) > d(y) holds for all y ∈ N(vj) because d(wi) > d(wj). So d(wi) ≥ d(vj) > d(vi),
wivi ∈ E(G) and wivj /∈ E(G). By Lemma 3.2, there exists another graph G
′ ∈ Γ(π)
such thatM2(G) < M2(G
′), a contradiction. Thus, there exists some y ∈ N(vj)\{wj}
such that d(wi) ≤ d(y). On the other hand, by wi ≺ vi ≺ wj ≺ vj ≺ y and the choice
of vj , we have d(wi) ≥ d(vj) ≥ d(y). Hence, claim holds.
Then there exists some y ∈ N(vj)\{wj} such that d(wi) = d(vj) = d(y) > d(vi).
Let G1 = G+ wivj + viy − wivi − vjy. Clearly, G1 ∈ Γ(π). By Lemma 3.1, M2(G) ≤
M2(G1).
Case 2. wivi is not in the shortest path that connects wj and v1.
12
Then wjvi /∈ E(G). Otherwise we can find a cycle in G such that v1, vi, wj or
v2, vi, wj are on it and E(G) ≥ n+ c+1, a contradiction. Let G1 = G+wivj+wjvi−
wivi − wjvj. Then G1 ∈ Γ(π). Because wi ≺ vi and wi ≺ wj , d(wi) ≥ d(wj) by the
choice of vi. By Lemma 3.1, M2(G) ≤M2(G1).
Note that {v1, v2, v3}, · · · , {v1, v2, vc+3} still form c + 1 triangles in G1. After
getting a new graph G1 ∈ Γ(π) such that M2(G) ≤ M2(G1) in the above two cases,
we redefine the ordering ≺ to V (G1) as follows: Let v1 ≺ v2 ≺ · · · ≺ vi−1 ≺ vj be
the first i vertices. Then, append the rest vertices by the same method which is used
in the construction of ≺ of V (G). In the redefined ordering, if v ≺ vj or v = vj ,
d(v) ≥ d(u) holds for all v ≺ u. Moreover, by the construction of the redefined ≺, if
there are two edges uu1 ∈ E(T ) and vv1 ∈ E(T ) such that u ≺ v, h(u) = h(u1) + 1
and h(u) = h(v1) + 1, then u1 ≺ v1. We can also conclude h(u) ≤ h(v) if u ≺ v.
So repeating the above process at most t(t ≤ n−c−3) times, we can get an optimal
graph Gt ∈ Γ(π) such that d(u) ≥ d(v) holds for each two vertices u, v ∈ V (G) and
u ≺ v. Gt is isomorphic to the graph constructed in the theorem.
4 Proof of Theorem 2.6
Lemma 4.1 Let π = (d1, · · · , dn) be a bicyclic graphic degree sequence.
(1). If dn = 2 and d2 ≥ 3, then the optimal bicyclic graphs in the set Bpi are
B(p, 1, q) and B(Pk, Pl, P1) with p+ q = n and k + l = n.
(2). If dn = 2 and d2 = 2, then the optimal bicyclic graphs in the set Bpi are
B(p, q) with p+ q = n.
Proof. If dn = 2 and d2 ≥ 3, then the only possible degree sequence is π =
(3, 3, 2(n−2)) and G is B(p, r, q) or B(Pk, Pl, Pm). It is easy to see thatM2(B(p, 1, q)) =
M2(B(Pk, Pl, P1)) = 4n + 17 > M2(B(p, r, q)) = M2(B(Pk, Pl, Pm)) = 4n + 16 for
r > 1, m > 1. Hence (1) holds.
If dn = 2 and d2 = 2, then G is B(p, q) with p + q − 1 = n. It is easy to see that
M2(B(p, q)) = 4n + 20. Hence (2) holds.
Lemma 4.2 Let π = (d1, · · · , dn) be a bicyclic graphic sequence. Suppose the number
of leaves in the graph of Bpi is s. If dn = 1 and d2 = 2, then the optimal bicyclic
graphs in the set Bpi are
(1). B(p, q; p1, p2, . . . , ps) with pi ≥ 2 for 1 ≤ i ≤ s when s ≤
n−5
2
.
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(2). B(3, 3; 2, · · · , 2, 1, · · · , 1) with p1 = · · · = pn−s−5 = 2 and pn−s−4 = · · · = ps =
1 when s > n−5
2
.
Proof. We may write π = (d1, 2
(k), 1(s)), where k = n−s−1 and d1 = 2n−2k−s+2.
The lemma can be proved easily by exhaustion.
(1). s ≤ n−5
2
i.e k ≥ s+ 4 i.e. n ≤ 2k − 3.
The optimal graphs are B(3, 3; k− s− 2, 2, 2, . . . , 2), B(3, 3; k− s− 3, 3, 2, . . . , 2),
· · · , B(p, q; p1, p2, . . . , ps) whose second Zagreb indices are all equal to 2 × (n − k +
3)(n−k+3)+2×2×(2k−n−1)+2×1×(n−k−1) = 2n2−4nk+2k2+10n−6k+12 =
4n+ 2s2 + 10s+ 20, where pi ≥ 2 for 1 ≤ i ≤ s.
(2). s > n−5
2
i.e. 4 ≤ k < s+ 4 i.e. n > 2k − 3.
The unique optimal graph of this case is B(3, 3; 2, · · · , 2, 1, · · · , 1) whose second
Zagreb index is 2× (n+ 3− k)k + 1× (n+ 3− k)(n− 2k + 3) + 2× 2× 2 + 1× 2×
(k − 4) = n2 − nk + 6n− k + 9 = sn + 6n + s + 10, where p1 = · · · = pk−4 = 2 and
pk−3 = · · · = ps = 1.
Now we are ready to prove Theorem 2.6.
Proof. It is easy to see that the assertion follows from Lemmas 4.1, 4.2 and Theorem
2.2.
5 Proof of Theorem 2.8
In order to prove Theorem 2.8, we need some lemmas
Lemma 5.1 ([13]) Let π and π′ be two different non-increasing graphic sequences.
If π ⊳ π′, then there exists a series of non-increasing graphic sequences π1, π2, . . . , πk
such that π = π0 ⊳ π1 ⊳ π2 ⊳ . . . ⊳ πk ⊳ πk+1 ⊳ π
′, where πi and πi+1 differ only in two
positions and the differences are 1 for 0 ≤ i ≤ k.
Lemma 5.2 ([11]) Let u, v be two vertices of a connected graph G, and w1, w2, . . . , wk
(1 ≤ k ≤ d(v)) be some vertices of N(v)\(N(u)
⋃
{u}). Let G′ = G + w1u + w2u +
· · ·+ wku− w1v − w2v − · · · − wkv. If d(u) ≥ d(v) and
∑
y∈N(u) d(y) ≥
∑
x∈N(v) d(x),
then M2(G
′) > M2(G).
Lemma 5.3 Let π = (d1, . . . , dn) and π
′ = (d′1, . . . , d
′
n) be two bicyclic graphic degree
sequence. Suppose that at most one following condition holds.
(i) d2 = 3 and dn = 1.
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(ii) d′2 = 3 and d
′
n = 1.
If there exist 1 ≤ p < q ≤ n with dp = d
′
p + 1, dq = dq − 1 for 1 ≤ p < q ≤ n and
di = d
′
i for all i 6= p, q, then M2(π) < M2(π
′).
Proof. This Lemma can be proved by exhaustion. Let Gpi be an optimal graph
with degree sequence π. Then for each degree sequences π, the method to prove the
lemma is to find all possible degree sequences π1, π2 such that π1 ⊳ π ⊳ π2, where π1, π
and π, π2 differ only in two positions, where the difference are 1. After that, prove
M2(Gpi1) < M2(Gpi) < M2(Gpi2). Without loss of generality, we may assume condition
(i) doesn’t hold. There are four cases for π.
Case 1. π = (3, 3, 2(n−2)).
It is easy to check that for any other bicyclic sequences π′ satisfying the conditions
in Lemma 5.3, π ⊳ π′ holds and M2(π) = 4n+ 17 < M2(π
′).
Case 2. π = (4, 2(n−1)).
The all possible sequences for π1 and π2 are π1 = (3, 3, 2
(n−2)) and π2 = (5, 2
(n−2), 1),
π′2 = (4, 3, 2
(n−3), 1). By the preceding proof and calculation, M2(Gpi1) = 4n + 17,
M2(Gpi) = 4n+20,M2(Gpi2) = 2n
2−4nk+2k2+10n−6k+12 = 4n+32 (k = n−2),
M2(Gpi′2) = M2(B
∗
M (π
′
2)) = 4n + 26 and M2(Gpi1) < M2(Gpi) < M2(Gpi′2) < M2(Gpi2).
Lemma 5.3 holds for this case.
Case 3. π = (d1, 2
(k), 1(s)),where k ≥ s+ 4 i.e. n ≤ 2k − 3.
The all possible sequences for π1 and π2 are π1 = (d1 − 1, 2
(k+1), 1(s−1)), π′1 =
(d1 − 1, 3, 2
(k−1), 1(s)) and π2 = (d1 + 1, 2
(k−1), 1(s+1)), π′2 = (d1, 3, 2
(k−2), 1(s+1)). By
the preceding proof and calculation,
M2(Gpi1) = 2n
2 − 4nk + 2k2 + 6n− 2k + 8,
M2(G
′
pi1
) = 2n2 − 4nk + 2k2 + 7n− 3k + 12,
M2(Gpi) = 2n
2 − 4nk + 2k2 + 10n− 6k + 12,
M2(Gpi2) = 2n
2 − 4nk + 2k2 + 14n− 10k + 20 for n ≤ 2k − 5;
M2(Gpi2) = n
2−n(k−1)+6n−(k−1)+9 = n2−nk+7n−k+10 for n = 2k−4, 2k−3,
M2(Gpi′2) = 2n
2 − 4nk + 2k2 + 11n− 7k + 17 for n ≤ 2k − 4;
M2(Gpi′2) = 2n
2 − 4nk + 2k2 + 14n− 14k + 28 for n = 2k − 3.
So M2(Gpi1) < M2(Gpi′1) < M2(Gpi) < M2(Gpi′2 < M2(Gpi2) and Lemma 5.3 holds
for this case.
Case 4. π = (d1, 2
(k), 1(s)), where 4 ≤ k < s+ 4 i.e. n > 2k − 3.
The all possible sequences for π1 and π2 are the same as the above case except
that the M2 is different. By the preceding proof and calculation, M2(Gpi1) = n
2 −
nk + 5n− k + 8 for n > 2k − 1;
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M2(Gpi1) = 2n
2 − 4nk + 2k2 + 6n− 2k + 8 for n = 2k − 2, 2k − 1,
M2(Gpi′1) = n
2 − nk + 5n− k + 12,
M2(Gpi) = n
2 − nk + 6n− k + 9,
M2(Gpi2) = n
2 − nk + 7n− k + 10,
M2(Gpi′2) = n
2 − nk + 6n− k + 13,
Lemma 5.3 also holds for this case.
Lemma 5.4 Let π = (d1, . . . , dn) and π
′ = (d′1, . . . , d
′
n) be two bicyclic graphic degree
sequence with M2(π) and M2(π
′) being the maximum second Zagreb index in the set
Bpi. Suppose that d2 ≥ 3, d
′
2 ≥ 3 and dn = 1, d
′
n = 1. If there exist 1 ≤ p < q ≤ n
with dp = d
′
p + 1, dq = dq − 1 for 1 ≤ p < q ≤ n and di = d
′
i for all i 6= p, q, then
M2(π) < M2(π
′).
Proof. By Theorem 2.6,M2(π) =M2(B
∗
M(π)). So it suffice to show thatM2(B
∗
M(π)) <
M2(π
′).
We have vp ≺ vq in the ordering of V (B
∗
M(π)) since p < q and hence d(vp) ≥
d(vq). By the proof of the last part of Theorem 2.2, we have
∑
x∈NB∗
M
(pi)(vp)
d(x) ≥
∑
y∈NB∗
M
(pi)(vq)
d(y). Let P be the (one of) shortest path from vp to vq in B
∗
M(π).
If q = 2, then dq ≥ 4 because d
′
q = dq − 1 ≥ 3. If 3 ≤ q ≤ 4, then dq ≥ 3 because
d′q = dq−1 = 2. If q ≥ 4, then dq ≥ 2. In all these cases, there exists a vertex vk(k > q)
such that vk ∈ NB∗
M
(pi)(vq)\NB∗
M
(pi)(vp) and vk /∈ V (P ). Let G = B
∗
M(π)+ vpvk− vqvk.
Note that G ∈ Γ(π′) and d(vp) ≥ d(vq). By Lemma 5.2, M2(B
∗
M(π)) < M2(G) ≤
M2(π
′).
Now we are ready to prove Theorem 2.8.
Proof. Set π = (d1, d2, . . . , dn) and π
′ = (d′1, d
′
2, . . . , d
′
n). Since π ⊳ π
′, by Lemma
5.1 we may suppose that π and π′ differ only in two positions, where the difference
are 1. So we may assume that di = d
′
i for i 6= p, q, and dp + 1 = d
′
p, dq − 1 = d
′
q,
1 ≤ p < q ≤ n.
The remaining parts of proofs follow from Lemmas 5.3 and 5.4.
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