A definition is formulated of the scattering matrix for a closed physical system with bound states which makes use throughout only of the assumed observable p~operties of the system. A direct product space, X, is defined in which the ingredient factor space comprises the steady states-vacuum, oneparticle, and bound states-of the physical system. It is argued that the boundary conditions for a scattering experiment are suitably expressed in terms of vectors in X and that these stand in unitary correspondence, U, to the Heisenberg states. Indeed, one defines two operators U<±> to express outgoing and ingoing wave boundary conditions, and the scattering matrix is constructed from these in the usual way. A suitable Yang-Feldman formalism is then developed in which the operators in the remote past and future also describe the bound states of the system. A representation of the framework thus constructed in terms of field operators for individual fields results in the well-known formulas for S-matrix elements in terms of covariant amplitudes. § I. Introduction
§ I. Introduction
The first attempts to formulate a definition of the scattering matrix in the fleisenberg representaion 1 > were rather closely allied to the form of the equations of motion of conventional field theories and left open the question of how to include bound states. The relation of the Yang-Feldman formalism to the problem of bound states has since been clarified by Glaser and Zimmerman 2 > and by Freese 3 >, but this work did nid not provide a detailed calculational technique for describing scattering processes which involved composite particles in the initial or final states. Nevertheless, the introduction of covariant wave functions 4 > to describe bound states made it clear that the solutions of these equations should provide a suitable basis for such a description. The manner in which this is to be accomplished has been stated correctly by Nishijima 5 >, and the derivation from a definition of the scattering matrix has been essentially, if not completely given.
The primary purpose of the present note is to formulate an abstract definition of the scattering matrix for a closed system of interacting fields, including the possibility of bound states, by invoking throughout only the properties of the real physical states of the system. There have indeed been several recent attempts 6 • 7 > to formulate and study an S-matrix theory without reference to the detailed structure of the field equations of conventional field theories. Our attempt is not unrelated to these in spirit, and may be considered as a slight generalization of the approach of these authors, at least in so far as the framework is concerned.
Scattering Matrix in the Heisenberg Representation for a System with Bovnd States 581
To effect a realization of the transition amplitudes in terms of covariant wave functions is the second purpose of this note. It is only here that a distinction between bound and continuum states becomes of practical significance.
The results accord with those already given by Nishijima. 5 > § 2. Stationary state definition
We consider then a closed physical system consisting of interacting fields. We shall assume ,that the spectrum of all relevant constants of the motion is known. In particular the Hamiltonian may be supposed to describe a system with continuum, bound, and composite states. Thus, with an obvious notation, the Hamiltonian is given by the expression
where the vacuum state 1J! 0 is contained among the continuum states C and the simple bound states among the states BC, etc. In forming the decomposition ( 1) , we assume, of course, that we have a criterion for distinguishing single-particle and bound states.
From the point of a scattering experiment, a more obviously pertinent decomposition of H may be made in accordance with the boundary conditions of the experiment. If we suppose these conditions to be specified in the remote past, for instance, then the real distinction is between states which initially contain at least two spatially separated parts and those states such as the vacuum, one-particle, and simple bound states which are described in terms of at most one spatially localized entity and thus suffer no real scattering. It is clear tqat in a real physical sense the initial condition for the former type of state should be expressible by a superposition of the latter steady states.
To express this supposition mathematically, we write H in the form
where (3) describes the spectrum of steady states. We then define the infinite direct product space, X, spanned by the eigenfunctions of the Hamiltonian Hx, with
where H~l weans H 8 in subspace number 1 and unit operator in all others. Correspondingly an eigenvector of H x is written •
and satisfies the equation (6) The two essential properties of the sp:<ce X are that for a ste:<dy state we have (/) 8 = 7Jf 8 and that the spectrum of H x coincides with that of H. A similar statement obtains for the other suitably defined constants of the motion. We may therefore construct the unitary A. Klein correspondence, U, defined by the equation (7) such that (8) and (9) where 0 is any operator of the physical system and Ox the corresponding operator in the direct product (DP) space.
We shall think of the space X as uniquely defined. On the other hand there are alternative U matrices corresponding to different choices of boundary condition and consequently different sets of Heisenberg states. Let us note that if we write (10) where H 1 = 0 for steady states, the SchrOdinger equation is equivalent to the equations (11) or to the equations 
The general solution to the equation of motion Hx+H1] can be obtained in the DP space, where Hx is diagonal, as which is equivalent to the operator equation
If we consider a matrix element of eq. (23) between two proper states f/JA, f/JR of the DP space and take the limit as r --oo, we must evaluate
In obtaining (24), we have used the relation similar to (16),
and defined the operator Om by stating its matrix in the DP space, We have thus derived the equation A. Klein
and
in the sense of eq. (24). We note that eq. (26) is equivalent to the statement
In an exactly similar fashion, we can achieve the equations
where
since 
Corresponding to eq. (30), we have the expression
Oout= u<+>tou<+>.
From eqs. (30), (37), and the equation
Hx= u<+ltHU= u<->tHu<->.
which expresses eq. (9) and the commutivity of S with H, we can conclude the fundamental relation
As a further consequence, it follows that if we achieve a representation of Hx(O) in terms of Heisenberg variables, the Hx(0111) and Hx(Oout) will be a representation of the actual Hamiltonian. § 4. Realization of the scattering matrix
The observations of this section will be based on eq. (39) together with the significance of the DP space. We consider first the case where there are no bound states. We can then obtain a representation of the DP space by introducing annihilation and creation operators q<;J and q<;Jt, the Heisenberg variables for the i-th field, satisfying canonical com· mutation relations ( anticommutation relations) and a vacuum state 7Jf 0 , (44) we have also (45) Equations ( 43)- ( 45) can be realized as follows : The matrix of q is such that if we write identically (46) we require En< En'• Equation ( 44) is then true by definition. Moreover q0 is that part of eq. ( 46) in which (/) n> (/) n' are vectors describing the same bound states, though they differ otherwise. In each such subspace q0 has the same matrix elements as q itself has in the event of no bound states. Equation ( 45) then follows from the observation that (/) .. , cannot consist of a set of bound states only if a matrix element of q0 is in question.
The continuum states can now be constructed from q0 operating on 7Jf0 and the A. Klein composite states from q0 operating on the various bound states. The operators q;n and qout may be decomposed similarly and a representation of the Heisenberg states IF~'fl obtained.
Turning to the S matrix, eq. (42) still obtains if a and fi are continuum states; but q0 must replace q on the right hand side. For scattering processes ·involving bound states;
we must proceed differently merely because we do not have explicit representation for these states.
As an example consider the case of electron-deuteron scattering. Let ¢ (x, t) with an appropriate superscript e, p, or n represent the field operator for electron, proton or neutron, respectively, and let D designate the Deuteron. Following, Nishijima 5 >, we consider, instead of ( 4 2 
is the covariant amplitude for the electron-deuteron system evaluated at a common time. Now suppose we are dealing with elastic scattering. We introduce the covariant amplitude for the deuteron XJ;(x 10 x 2 , t), and obtain for the matrix element of S, the expression
Equation (50) clearly evidences the existence of a normalization problem. That problem indeed exists also for eq. ( 48) and will be the last matter accorded consideration in this p<:.per. § 5. Normalization of covariant amplitudes
This problem has in fact ·been fully and adequately covered by Nishijima 5 >, and we wish merely to summarize his work for the sake of completeness. He has given two methods, both of which we shall illustrate by means of the deuteron problem. If ¢ (x) is now the nucleon operator, then in ~the first method we employ a conservation principle directly related to the normalization of the state vector, for example the conservation of heavy particles, which in the present example requires that
We must obtain an alternative expression for the left hand side of eq. (51) 
allows us, by choosing n=D, to derive a form for (51) from which the normalization of 'X.D may be inferred 11 l.
Actually the second method, which employs external sources, is merely a more expeditious way of carrying out the program stated above. In the example at hand we introduce into the Lagrange density operator a coupling term L' (x) =: "if! (x) r "'¢ (x): A"' (x), (54) describing the coupling of a fictitious external vector field A"' to the nucleon " p.:rrticle current." Now· consider the equation 12 l (55) for the two-nucleon Green's function G12. By straight-forward functional differentiation and introduction of the definition of the vertex operator
we obtain from (55) the knowledge that iJGt2/iJA"'(~) = -Gt2 {rt"' (~) G2-1 +G~-1 r2"' (f)+ iJI12/iJA"'(~)} G12· 
we can see that 
Through eq. (60) may in principal be used to determine the normalization of Xn> it suffers from the practical difficulty that it requires knowledge of the form of Xn for unequal times. Nevertheless it can easily form the basis of an iterative procedure to determine the required norm.
