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ABSTRACT 
We introduce an approximation method for uncertainty propagation based on a modifi- 
cation of the stratified simulation. The method uses a deterministic or perfect sample and 
calculates the number of times imulated instantiations are selected, avoiding the repetition 
of identical instantiations which occurs in the standard stratified simulation method. A the- 
oretical analysis is presented to evaluate the performance of the method in comparison with 
the stratified simulation scheme. The analysis gives a technique to select he required step 
Jbr the estimation of probabilities with a given error Some experimental studies compare 
the proposed with other simulation methods and show a large performance improvement 
in computation time as well as in simulation errors. 
KEYWORDS: Bayesian networks, simulation, stratified simulation 
1. INTRODUCTION 
Bayesian belief networks offer a practical methodology for handling uncertainty 
in knowledge based systems which has a firm theoretical foundation in statistics. 
One of Bayesian networks, main applications i  as an inference ngine for the 
calculation of beliefs of events given the observation of other events, called evi- 
dence. For a Bayesian belief network, this task consists of the calculation of the 
probability of the occurrence of some events given the evidence. 
*E-mail: cast ie@cca ix3 ,  un ican,  es. 
rE-mail: gut ie r r j  Occa ix3 .  un ican,  es. 
Address correspondence to Remco R. Bouckaert. Utrecht University, Department ofComputer Science, 
P.O. Box 80.089, 3508 TB Utrecht, The Netherlands. E-mail: remco@cs ,  ruu .  n l .  
Received January 1995; accepted August 1995. 
International Journal of Approximate Reasoning 1996; 14:55-80 
(~) 1996 Elsevier Science Inc. 0888-613X/96/$15.00 
655 Avenue of the Americas, New York, NY 10010 SSDI 0888-613X(95)00114-X 
56 Remco R. Bouckaert et al. 
Several algorithms exist for the exact calculation of these probabilities [12, 15, 
16]. However, exact algorithms are not generally applicable, due to computational 
limitations. Every one of these algorithms has difficulties with certain types of 
network structures, which is not surprising, since the task has been proven to be 
NP-hard [4]. 
A widely used method for handling the computational burden in decision the- 
ory and Bayesian statistics is the use of approximation methods. Instead of the 
exact calculation of probabilities, representative samples of the variables in the 
Bayesian network can be generated [11, 14, 18]. These so-called simulation al- 
gorithms have the advantage that the run time is known in advance and that their 
performance is hardly influenced by the network structure. However, the problem 
of approximating the probability of an event given some evidence within a given 
error bound also has been proven to be NP-hard [7]. Recent work in belief up- 
dating for Bayesian networks attempts to approximate posterior probabilities by 
finding instantiations with the highest probabilities (see, for example, Santos and 
Shimony [17]). Another problem with simulation algorithms is their sensitivity to 
the selection of non representative samples, a problem that has been recognized 
for simulation algorithms in Bayesian etworks [5]. 
A well-known method for selecting more representative samples in statistics is 
the use of stratification. The stratified simulation method for Bayesian etworks 
was initially suggested by Bouckaert [2], who presented several variants. These 
algorithms give more representative samples and, due to the possibility of an effi- 
cient implementation, are faster than the previously known simulation algorithms. 
The most successful version chooses adeterministic sample consisting of equally 
spaced sample values. Here we present an improved version of his optimal stratifi- 
cation algorithm, which saves computational effort. We analyze both theoretically 
and experimentally the performance of the stratified algorithm and the results of 
the improvement. 
In Section 2, we start with a general description of sampling methods and 
their application to inference in Bayesian networks. In Section 3, the stratified 
sampling algorithm is explained in detail and some improvements are introduced. 
In Section 4, we make a theoretical nalysis of the performance ofthe algorithm and 
how it is influenced by the imposed improvements. In Section 5, experimental test 
results are presented and interpreted. We conclude with some final considerations 
and suggestions for further esearch in Section 6. 
2. SAMPL ING 
Sampling is a method for approximating a value y = Y~xax f (x)  for some 
function f .  Instead of performing the summation over all elements in X, a subset 
of values $ of X, called the sample, is chosen randomly. An instantiation is an 
element of a sample. Only for the instantiations in the sample is the value of 
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f calculated. The obtained values are added, and the result is the score c. By 
normalizing the score as c. I XI/ISI (where I '  I denotes the cardinality of a set) we 
obtain an estimate of y. 
The selection of a sample of X influences the quality of the approximation 
considerably; when f (S)  is close to zero for almost all instantiations S e X but 
very large for only a few, one should have some of the latter instantiations to get 
a satisfactory score. 
A method to select a more representative sample is by selecting instantiations 
S with probability proportional to f (S).  The probability with which S is chosen 
from X is called the sampling distribution and denoted as Ps. To compensate for 
the extra selection of instantiations with large values of f, the score is not updated 
with f (S)  but with the weighted value of f (S) ,  
f ( s ) /es (S) .  (2.1) 
A Bayesian belief network B over a set of variables V = {Xl . . . . .  xn} is a pair 
(Bs, Be). Bs is a directed acyclic graph over V, called the network structure. The 
parents of a node xi in the network structure are denoted by zri. Be is a set of 
conditional probabilities, one for each variable in V given its parents, represented 
by assessment Junctions. A Bayesian belief network defines a joint probability 
distribution over V [15] 
PB(V) = ~ P(xi ] 7Q). (2.2) 
i=1 
It is this probability distribution/'8 that can be effectively used in knowledge 
based systems. Inference in such knowledge based systems over V consists of 
the calculation of the marginals of the represented distribution for each variable 
in V. In other words, inference is the calculation for each xi ~ V of the function 
Y-]~xj~V\x~ P8(V), where PB is the probability distribution defined by the Bayesian 
network. However, the task is different when evidence is observed, that is, when 
values of certain variables E C V are known to have values ei for xi ~ E. The 
nodes in E are called evidence nodes. With observed evidence, inference is the task 
of calculating for each xi ~ V \E  the probability P(xi I E), that is, the function 
y~, Ps(V I E), (2.3) 
xjEV\Exi 
where PB (V I E) is the probability distribution defined by the Bayes network in 
which the variables in E are instantiated according to their observed values. 
The function (2.3) can be approximated by sampling, as we just described. 
Figure 1 shows the general framework of sampling algorithms for inference in 
Bayesian networks. After a sampling scheme dependent initialization step, m 
instantiations are generated. An instantiation S is a value assignment to all the 
variables in V\E.  A value of (2.1) is calculated as the quotient of the value of 
the function that is approximated [that is, the probability of the sample according 
58 Remco R. Bouckaert et al. 
Init ial ize 
for  i ~-- 1 to  m do  
S ~ generate instant iat ion i 
p ~- PB(S) /Ps (S)  
update scores p 
Normal ize scores 
Figure 1. General sampling framework. 
to the distribution represented by the belief network PB(S)] and the sampling 
distribution P s ( S ). 
So there are three components in a sampling algorithm for Bayesian etworks: 
1. a sampling distribution, 
2. an instantiation generation method, and 
3. a scoring method. 
In general, the sampling distribution can be written as the product of the sampling 
distributions of the nodes that are sampled. So let U _c V be the set of sampled 
nodes, and Ps (xi) the sampling distribution of node xi for xi ~ U; then 
Ps(V)  = H Ps(xi) .  (2.4) 
xi EU 
In most generation schemes, all nodes but the evidence nodes are sampled. We 
distinguish four different sampling distributions for nodes: the uniform distribu- 
tion, the forward sampling distribution, the backward sampling distribution, and 
the Markov blanket distribution. 
The uniform distribution assigns an equal probability to each value of a variable, 
that is, Ps (xi) = 1 /]xi ] [ 11 ]. For an instantiation that is chosen with uniform distri- 
butions, we have p = I-[x~ eu PB (xi ] 7ri). This distribution leads to unsatisfactory 
results, since many nonrepresentative samples are generated. 
A forward sampling distribution for xi is a distribution that uses the assessment 
function of the Bayesian etwork for the node xi [ 11 ]. The condition is that all par- 
ents ofx i  must have been assigned a value already. The parents could have got their 
values either because they are evidence nodes or because they have been forward 
sampled before. The sampling distribution is the part of the assessment function 
applied to the instantiation of the parents, so Ps(xi)  ~ PB(Xi ] 7ri). For instantia- 
tions chosen with the forward sampling, we have p = ]-lx, ev\u PB(Xi ] 7"(i). The 
method results in good samples as long as the probability of the observed evidence 
is not very close to zero. 
The backward sampling distribution is a recently introduced istribution [10] 
where values of the parents of a node xi get assigned a value under the condition 
that xi already has a value. The node xi may have taken this value either because it
is an evidence node or because it had been backward sampled before. The values 
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of 7ri are generated using the assessment function of the node xi, namely with 
probability Ps (7ri) = Pa (xi I zri)/oti, where oti is a normalizing constant to make 
the sampling distribution sum to unity. The backward sampling distribution is less 
sensitive to probabilities close to zero than the other distributions. Since not all 
nodes can be backward sampled, for example, because there is no evidence yet, 
backward sampling must be mixed with another sampling method such as forward 
sampling. Of course, the score has to be compensated for this action. In [ 10] it was 
shown that it can be calculated by p = l'-IxwekR P(xi ] yri) l-lxj~B oQ, where B is 
the set of nodes on which backward sampling was applied and otj the normalizing 
constants as in the sampling distribution. 
In the Markov blanket sampling distribution, the value of a node xi is chosen 
with probability proportional to the product of the probabilities of its so called 
Markov blanket Mi [ 14]. Mi is the set of parents of xi, children of xi, and parents 
of the children of xi except xi itself. ~[]ae condition for sampling xt is that all nodes 
in the Markov blanket have been assigned a value. It is usual to take the values in 
the previous instantiation. So xi is chosen according to the sampling distribution 
Ps(xi) -~- OZi HxjEMi PB(Xj [ ~j), where t~i is a normalizing constant to make the 
sampling distribution add to unity, and xi and zri are instantiated to conform to 
the previous instantiation. The score p is 1. This distribution also results in good 
samples, as long as the probability tables do not contain values close to zero. 
The second component of a simulation algorithm for Bayesian etworks is the 
generation of instantiations. When all nodes are sampled with a uniform sampling 
distribution in random order, the variables can be assigned a value. This method 
is known as equiprobable sampling. 
When all but the evidence nodes are forward sampled, we speak of logic sam- 
pling [ 11 ], evidence weighting [9, 18], or likelihood weighing, depending on the 
way evidence is handled. In this paper, we use the last term. Likelihood weighing 
is performed by first assigning values to the root nodes (if they are not evidence 
nodes), and then assigning values to nodes of which all parents have been assigned 
a value, until all nodes have been assigned a value. 
When nodes are interchangely forward and backward sampled, we have an 
ordering that may be completely different from the topological ordering on the 
nodes; the ordering starts at the parents of a node with evidence and proceeds 
upwards against he direction of the arcs. The three requirements on the ordering 
are: 
1. A node that is backward sampled must be instantiated. 
2. A node that is forward sampled must have instantiated parents. 
3. A node that is not in the ordering is a predecessor f a backward sampled 
node. 
The nodes are assigned a value in the order that fulfills the three requirements. 
When all nodes are sampled with a Markov blanket sampling distribution, an 
initial instantiation needs to be generated. This can be done by one of the other 
60 Remco R. Bouckaert et al. 
simulation methods. The nodes can be assigned a value in random order for the 
next instantiation. 
The third component of a sampling algorithm is the scoring method. Since an 
instantiation has a value of each variable in V\E ,  the score of the instantiation 
contributes toall variables; for all variables and for each value a score is updated 
by adding p to the value that the variable has in the instantiation S. Another 
scoring method is to add p weighted by the product of probabilities over the nodes 
in the Markov blanket. This is computationally more expensive when likelihood 
weighing is used. However, for Gibbs sampling the weighing values are already 
computed for generating the instantiation, sothere is no significant computational 
cost. 
3. STRATIF IED SIMULATION 
Stratified simulation is a well-known statistical technique which leads to better 
performance of simulation schemes, avoiding rare or desequilibrated samples and 
samples with outliers. The basic idea is to divide the sample space into several 
so-called strata and choose in each stratum a previously selected optimal number 
of instantiations. This leads to a better epresentation f the sample space than 
with standard samples; better estimates are obtained for a given sample size, or a 
smaller sample size is required for a predefined error. 
3.1. Stratification in Bayesian Networks 
To understand the basic idea of the method, assume that we have a set V of 
discrete variables and a Bayesian belief network B = (Bs, Bp) over V, and that 
V is ordered as xl, x2 . . . . .  xn following a topological ordering of Bs. Assume 
also that the variable xi has arity ri and takes values (0, 1 . . . . .  ri - 1), and that 
we know the conditional forward sampling distributions of each of the nodes 
given their parents Ps (xi ] rri) for i = 1,2 . . . . .  n. Then we can generate all 
instantiations and calculate their probabilities of occurrence. We can also order 
the set of instantiations of V in the following way. Let II = (xl, x2 . . . . .  xn) and 
12 = (Yl, Y2 . . . . .  Yn); then 
11 < 12 ,', ',. 3k, Y j  < k xj = yj and xk < Yk- (3.1) 
We say that (xl, x2 . . . . .  xn) precedes (Yl, Y2 . . . . .  Yn)" 
For example, let V = {xl,x2, x3} with arit iesrl  = r2 = 2, andr3 = 3, 
and consider the Bayesian etwork in Figure 2. The set of ordered instantiations 
and their associated probabilities of occurrence are given in Table 1, where the 
accumulated probabilities are also shown. Then, we associate ach instantiation 
with a subinterval of [0, 1], li = [1(i), h(i)), corresponding to the cumulative 
Modified Simulation Scheme 61 
f -~  f "N  
Ps (Xl): ~ ,X I~"" -~,~ 9 PS (x21Xl)" 
P(Xl=l ) = 0.6 v x ~ - -  P(x2=I I xl=O) = 0.4 
P(x2=I I xl=l ) =0.6 
PS (x3 I x 2, Xl): 
P(x3=l t X2=0, xl=0) = 0.3 
P(x3=l I x2=0, Xl=l) = 0.4 
P(x3=l I x2=l, Xl--'0) = 0.3 
P(x3=l I x2=l , Xl=l ) = 0.4 
P(x3=2 I x2=0, Xl=0) = 0.4 
P(x3=2 I x2=0, Xl=l) =0.3 
P(x3=2 I x2=l , Xl=O ) = 0.4 
P(x3=2 I x2=l, Xl=l) = 0.3 
F igure 2. Bayesian network used in the stratified sim- 
ulation example. 
' 1.000 
112 : 0.892 
11 111 
: 0.748 
1 110 
: 0.640 
Jo2 :0.568 
to lol ;0.472 
IOO :0.400 
oJ2 :0.336 
OI Oil :0.288 
olo !0.240 
o 002 !0.144 
oo ool !0.072 
~b , ooo ! 0.000 
X 1 X 2 X 3 
F igure 3. Instantiations and accumu- 
lated probabilities. 
p robab i l i t ies ,  that  is, 
li = ~ Ps(I j),  
j<i 
hi = ~-'~Ps(lj), 
j<i 
where  Ij is the  j th  instant ia t ion .  F igure  3 shows  the instant ia t ions ,  the  accumulated  
probab i l i t ies ,  and  the i r  assoc ia ted  interva ls ,  wh ich  are also shown in Tab le  1. 
The  method cons is ts  in d iv id ing  the interval  [0, 1 ] w i th  equa l ly  spaced  va lues,  that  
is, i f  we  des i re  m steps,  we generate  the sequence  of  va lues  {f/ = (i - 0 .5 ) / rn ;  
i = 1, 2 . . . . .  m } and  se lect  the assoc ia ted  instant iat ions .  Thus ,  we start  by  the 
f irst va lue  in the sequence  0.5/m and determine  the assoc ia ted  instant ia t ion;  then  
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Table 1. Ordered Instantiations and Associated Absolute and Ac- 
cumulated Probabilities and Intervals 
Instantiation Probability Accumulated probability Interval 
(0,0,0) 0.072 0.072 (0.000,0.072) 
(0,0,1) 0.072 0.144 (0.072,0.144) 
(0,0,2) 0.096 0.240 (0.144,0.240) 
(0,1,0) 0.048 0.288 (0.240,0.288) 
(0,1,1) 0.048 0.336 (0.288,0.336) 
(0,1,2) 0.064 0.400 (0.336,0.400) 
( 1,0,0) 0.072 0.472 (0.400,0.472) 
(1,0,1) 0.096 0.568 (0.472,0.568) 
( 1,0,2) 0.072 0.640 (0.568,0.640) 
(1,1,0) 0.108 0.748 (0.640,0.748) 
(1,1,1) 0.144 0.892 (0.748,0.892) 
(1,1,2) 0.108 1.000 (0.892,1.000) 
we increase this value by 1/m and determine the new instantiation; and we repeat 
the process until we reach the last value (m - 0.5)/m. 
For example, assume m = 4. Then the sequence Ji = (i - 0.5)/4 of numbers is 
(0.125, 0.375, 0.625, 0.875), 
and the generated sample of instantiations becomes (see Figure 3): 
(001), (012), (102), (111). 
It is clear that when m increases, the frequency of a given instantiation tends 
to the exact frequency. Due to the deterministic character of the procedure, no 
generation of random numbers is required. 
Note that the resulting sample in this method can be considered as a perfect 
sample because its empirical distribution function is a perfect straight line, as it 
corresponds tothe uniform distribution over the unit interval. In this respect, we can 
consider this method as a numerical procedure more than a true simulation method. 
The stratified and the modified stratified scheme contribute to the efficient gen- 
eration of instantiations. They can be applied with any sampling distribution where 
it is possible to choose the values of (possibly groups of) variables based on values 
of variables whose values are chosen in advance. So the stratified scheme can be 
applied with the equiprobable, forward, and backward sampling distributions, but 
it will not work with the Markov blanket sampling distribution. The ordering of 
the variables may be chosen in such a way that the stratification scheme performs 
efficiently. Sorting the variables according to their assessment functions as an 
extra criterion for ordering the variables is also an option. This prevents backward 
simulated nodes, which account for a relatively small number of strata due to their 
high cardinality of assigned values, from being low in the ordering. 
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3.2. Implementation of the Stratified Simulation Scheme 
Though the method is conceptually very simple, its implementation may appear 
a bit complex. In general, we cannot generate or calculate the probabilities of 
all instantiations, because of the associated computational effort (note that for n 
binary variables 2n instantiations need to be generated). Because the method is 
supposed to be utilized when exact methods cannot be, we assume that the number 
of instantiations i much larger than the number of steps, m. This implies that 
many of the instantiations (most of those with lower probabilities) will not appear 
in the simulated sample. The method must be able to skip these instantiations 
avoiding, unnecessary calculations, in an effective way. We can proceed in an 
ordered way and, using an algorithm to evolve monotonically from the instantiation 
(0, 0 . . . . .  0) to the instantiation (rl - 1, r2 - 1 . . . . .  rn - 1), take advantage of 
the order and the deterministic character of the selected sequence to determine the 
instantiations corresponding to the sequence of values f. The main advantage of 
this procedure is that for obtaining the new instantiation we only need to update 
the last k variable values and that we only determine these k values once for 
each simulated instantiation. This allows a rapid procedure which skips many 
instantiations ata time. However, we pay the price of determining which variables 
need to be updated. 
The key problem of this procedure is the determination of the instantiation 
associated with a given value f /o f  the sequence f,  which is in the interval [0, 1], 
and the determination of the variable number k above which the variables need 
to be updated. Let I i be the ith instantiation of V. We associate with variable 
xl ,  1 < k < n, the instantiation I~ of the first k variables Xl . . . . .  xk with values 
corresponding to the values in I i. Note that I F equals I i .  To be able to compare 
such instantiations, we take 
I1 p < I q ,', '., 3k,  Y j  < k x j  : y j  and xk < Yk. 
We define an upper bound hi (k) and a lower bound li (k) < hi (k) for each variable 
Xk, 1 < k < n, which indicate the probability values where each variable undergoes 
its next two value changes: 
l i (k )  = Ps ( I j ) ,  
17 <I~ 
h i (k )  -= ~ Ps ( I j ) .  
17<_1~ 
Because the index i is clear from the context, we omit it and simply write l (k )  and 
h(k) .  
For example, in step 4, which corresponds toa value in the interval (0.240, 0.288) 
(see Figures 3 and 4), the associated instantiation is (010). The next change in the 
variable x3 occurs at 0.288 [instantiation (011)] and the following one at 0.336 
[instantiation (012)]. Thus, we change l(3) from 0.240 to 0.288 and h(3) from 
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0.288 to 0.336. Figure 4 shows how the functions h(-) and l(-) are modified when 
the actual value in the equally spaced sequence f is in each of the shadowed 
intervals. 
To determine the instantiation associated with the new value of ]i we use a binary 
searching method, which allows us to locate this instantiation in ln2 n operations. 
Given a value fi ,  we look for the highest index j such that l ( j )  < f < h( j ) ,  
which is the number of the variable that we need to update, due to the above 
definition of the functions/(-) and h(-). Once we have found this index j ,  we can 
proceed with updating the instantiation and the functions l(.) and h(.), which is 
not trivial. Figures 5 and 6 give the initialization and the simulation steps of the 
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l(0) *-- O; h(0) *-- 1 
for  i~--1 to  n do 
Z(i) *-- 0 
i fx iEEthen  
va l ( i )  ~ ei 
h( i )  , -  h ( i  - 1) 
else 
va l ( i )  ,-- 0 
h( i )  ,-- h( i  - 1) • P( i ,  0) 
Figure 5. Initialization step of the stratified 
simulation algorithm. 
f ~- (i - 0 .5) /m 
j ~- Binsearch (f, h) 
wh i le  j < = n do 
i fx j  EEthen  
l(j) , -  l ( j  - 1) 
h( j )  ,-- h ( j  - 1) 
else 
k , -0  
/,(j) ~- l( j  - 1) 
h( j )  , -  l ( j )  + (h ( j  - 1)  - l ( j  - 1)) • P ( j ,  k) 
whi le  f > h( j )  do 
k , - -k+l  
l ( j )  ~-- h ( j )  
h ( j )  ,-- l ( j )  + (h ( j  - 1) - l ( j  - 1)) * P(j, k) 
va l ( j )  , -  k 
j~- - j+ l  
return(val) 
Figure 6. Simulation step of the stratified simulation algorithm. 
stratif ied simulation algorithm which generates the simulated sample and performs 
the updatings. /5 (i, k) is the probability of node i taking value k given its parents 
as instantiated in the val  array, and E j  is the random evidence for the node x). 
Note that for deterministic evidence this function takes the value 1 for one value 
of k and zero for the rest. 
This algorithm has been optimized to reduce the number of multiplications, 
which is the most costly operation. This is especially useful for variables with 
high arities. 
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h(n) @~-""--I/NI/N fi+7 
I/N 
1/N 
l(n) - fi 
Figure 7. The same 
values of the sequence f 
can be skipped when they 
correspond to the same 
instantiation. 
3.3. A Modif ication of  the Stratified S imulat ion Scheme 
In case there is an instantiation of the variables with high probability, the strati- 
fied scheme may result in a sample that contains this instantiation k (k > 1) times. 
This happens because a number of consecutive values of fi have this instantiation 
associated with them as illustrated in Figure 7. As a result, the algorithm of Fig- 
ure 6 has to be executed k times. In some cases, it is possible to skip the generation 
of the k - 1 duplicate instantiations, saving the computational effort of executing 
the simulation step k - 1 times. 
Consider the stratified simulation scheme. Because we work with a deterministic 
sequence, once we generate one instantiation associated with a given value of Ji, 
we can determine how many of the values in the sequence will lead to the same 
instantiation, using the following formula (see Figure 7): 
3=[h(n)-f~ +l'm-" (3.2) 
where L'J is the integer part and n is the number of variables. Then we increment 
the i counter of the fi sequence in units 3 instead of one. In this way, we save the 
work of searching for the same instantiation again and again when the fi values 
correspond to the same instantiation. With this technique the simulation time is 
greatly reduced because the algorithm of Figure 6 need not be executed 6 times, but 
only once. However, in the case that all instantiations are of such low probability 
that 3 = 1 for all generated instantiations, the modification results in the additional 
work of calculating 3. This extra computational effort is negligible compared to 
that of the rest of the simulation scheme. 
Figure 8 shows how the modified stratification scheme affects the general sam- 
pling framework. The symbols have the same interpretation asbefore. 
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Init ial ize 
fo r i~ l tomdo 
S ~-- generate instant iat ion i 
p ~-- 6 • Ps (S) /Ps (S)  
update  scores p 
i~ - - i+6 
Normal ize scores 
Figure 8. Modified stratified simulation 
scheme, showing modification of general sam- 
piing framework. 
4. EVALUATING SAVINGS 
In this section we evaluate the savings obtained by using the stratified simulation 
methods in comparison with the most popular simulation methods. We start with 
a simple case in the following subsection and deal with the general case in the 
subsequent subsections. 
4.1. A Simple Case 
Assume a set V = {xl, x2 . . . . .  Xn} of n binary identically and independently 
distributed random variables, where p < 0.5 is the probability Pr(xi = 1). From 
a total of 2 n possible instantiations there are (~) such that k of the variables take 
on the value one and the remaining n - k variables the value zero. The probability 
of one such instantiation is given by 
pk(1 _ p)n-~. (4.1) 
Thus, they can be collected in n + 1 different groups, where each group includes 
those instantiations with the same probability. Such a group is referred to by 
its number k. We can order the groups and the instances with respect o their 
corresponding probabilities of occurrence. We define for instantiations I1 and 12 
that Ii < 12 if P ( I i )  > P (12), which is equivalent to saying that the group number 
of I1 is smaller that the group number of 12. 
The total probability associated with group k is 
(~)pk(1 -  p)n-~. (4.2) 
Now we evaluate the performance of the stratified simulation methods by com- 
paring the required sample size s for the standard stratified simulation scheme with 
the required sample size r for the modified scheme. 
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Assume that we use the standard stratified scheme and that we perform s runs. 
Then, in the modif ied scheme, a jump can occur in intervals of probability larger 
than 1 Is. This means that a total ofsp k (1 - p)n-k runs fall inside each instantiation 
of  group k. Then, in the modified scheme, we save [spk(1 - p)n-k _ 1] runs for 
each of  those instantiations. Note that we get a saving only in those groups such 
that 
spk(1 __ p)n-k ~ 2, (4.3) 
which is equivalent to 
2 
s > (4.4) 
- pt(1 - p)n-k" 
Thus, for values of k below the threshold 
- In2  + lns + n ln(1 - p)  
k l imi  t = (4.5) 
ln(1 - p)  - In(p) 
there is no saving. So the total saving, in terms of required sample size, is 
s - - r= Z (~)  [spk(1-p)n-k- l j "  
k_<klimit 
(4.6) 
Figure 9 shows ln[r/s] as a function o fs  for n = 30 and different values of  p. 
Two interesting irregularities can be observed in this figure. The sudden jumps are 
due to the integer part function [.J, and the increasing segments are due to the fact 
that for very small decrements of the step no extra saving occurs because no new 
instantiations are attained. The figure indicates that the percentages of savings are 
significant. 
Log [ r/sJ 
0 
-2 
-3 
-5 
" S 
200000 400000 600000 800000 
Figure9. ln[r/sJ asafunctionofs orn = 30andp = 0.2 
(upper curve), 0.1 (middle curve) and 0.01 (lower curve). 
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When the probability jump is less than or equal to the minimum of the proba- 
bilities of all instantiations, that is, when all instantiations are attained, we have 
1 1 
_ < pn ., ~. S > - -  > 2 n, 
S pn 
and the total saving is 
k=0 k [sp (1 -  -1 ]=s-  (4.7) 
where we have taken into account hat 
~-~ (k )=2n"  (4.8) 
k=0 
So, after all the 2 n instantiations have been generated, there is no increment in the 
simulation time. Note that when s > 2 n there is no reason for simulating, because 
the exact evaluation of the probabilities of all instantiations can be performed with 
the same computational effort. 
We can also compute the savings in terms of computer operations. For each 
binary search we need In2 n comparisons, and for each jump we need a multipli- 
cation. Then the cost difference between r trials with their corresponding jumps 
and their associated standard stratified simulation method is 
C(r, s) = s ln2 n - r (~ + ln2 n) = (s - r) ln2 n + r~, (4.9) 
where ~ is the cost of a multiplication relative to a comparison, and asymptotically 
the influence of the second term vanishes. 
Equation (4.9), taking into account (4.6) and Figure 9, shows that the saving 
dramatically increases with ln2 n and 1 - p. This suggests that the modified 
stratified simulation scheme offers a significant improvement over the standard 
stratification scheme. 
4.2. Genera l  Case 
In the general case, the variables are neither binary nor equally distributed nor 
independent random variables. In that case we can apply the theory developed 
by Druzdzel [8]. The basic idea of this methodology is as follows. Let P(X) 
be the joint probability distribution defined either by a Bayesian network as in 
(2) or as the sampling distribution of a Bayesian network as in (4). In P(X) ,  X 
is an equiprobably distributed variable. Now consider p = P(X) as a random 
variable, and let fp (p )  be the density of the random variable p. Thus, if fp (p )  
were known, we could determine a threshold value P0 such that all instantiations 
with an associated probability lower than P0 contribute a given probability to the 
total probability mass. 
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Fortunately, the joint probability distribution of the random variables can be 
written as 
P(xl, x2 . . . . .  xn) = ~-I P(xi [ rci). (4.10) 
i=1 
and taking logarithms we get 
In P(Xl, x2 . . . . .  xn) = ~ In P(xi I ni). (4.11) 
i=1 
Now, the central imit theorem can be applied, assuming a random selection of 
the variables and a sufficiently regular joint probability for {xl, x2 . . . . .  xn }, when 
n is large enough. As a result, (4.1 I) can be approximated by a normal random 
variable and written as 
1 { --(ln p --/z) 2 } 
Ji, p(ln p) -- c r - - -~ exp ~T ' (4.12) 
where 3'in p (ln p) is the pdf of In p, or, equivalently, p is approximately distributed 
as a log normal random variable. 
Assume we have simulated k instantiations. The elemental contribution of all 
instantiations with probability p to the total probability mass is kpJinp(ln p) d In p 
(on a logarithmic scale), and then the contribution of all instantiations with prob- 
ability smaller than P0 to the total probability mass becomes 
/ ,  In P0 
k I,,_~ pJinp(ln p)dln p. (4.13) 
Taking into account that all instantiations contribute a probability mass of one, we 
can calculate the value of k by 
1 = exp(  --/z -- -~) ,  (4.14) 
k = f _~ pJ'in p(ln p) d In p 
since the integral over the lognormal is exp(# + 0-2/2) [131. Substitution of this 
value into (4.13) leads to 
[lnp,, f lnp0 __~ {[_ lnp_ (#_ l . _0 -2) ]2 ]  
k PJin p (In p) d In p = exp -~-~ d In p, 
J -oo ~/-oo 
(4.15) 
which shows that kpJinp(ln p) is normal N(/z + cr 2, ¢r2). 
It is important to mention here that when we have 
# ~>~> --0 -2 -- 20-, (4.16) 
a large part of the probability mass of this distribution can be above O, a limit value 
above which no In p can be. In this situation, the normal approximation is not 
valid and we need to use extreme value theory to approximate the tails near zero. 
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In addition, if the normal distribution only approximates the empirical data in the 
central part, the approximation is good when 
/z + tr 2 - tier </z  +/~tr, (4.17) 
that is, when cr < 213, where fl is the number of standard eviations away from 
the mean we move (standard values of/~ are 1.5 or 2). 
Following Druzdzel's ideas, from the set of all instantiations, we can choose 
a sample of size m. Then we calculate their associated probabilities and take 
logarithms. In this way we obtain an approximate normal sample, and we can es- 
timate the corresponding mean/z and standard eviation tr by their corresponding 
sampling values. Then we can determine the probability threshold value P0 for 
which all instantiations less likely than P0 together contribute less than f to the 
total probability, by solving the following equation: 
'nP" 1 [ [ -  lnp - (/z + tr2)] 2 } 
cr ~ exp ~-  d In p = f 
¢~ lnpo=IZ +cr2 +cr~-n( f ) ,  (4.18) 
where ~(.)  is the cdf of the standard normal N(0, I). In the next subsection, we 
will give a formula for the exact calculation of/z and a. 
We can calculate the fraction of instantiations l that are less likely than P0 as 
f ,n  p,, f ,n  p,, _ _ .~  {_ ( lnp  _ it)2 } 
l=  f inp( lnp)d lnp = exp ~7 d lnp  (4.19) 
~, - -oo  J - -oo  
,Ca In P0 = tt + cr~ -1 (l). (4.20) 
4.3. Calculation of Mean and Variance 
It is useful to know beforehand what the parameters of the lognormal distribution 
are so that the conditions (4.16) and (4.17) above can be tested and the stepsize for 
the stratified simulation scheme can be determined. The following theorem tells 
how to calculate them. 
THEOREM 1 Let P be a joint probability distribution that can be written as 
1--Iin=l P(xi I ~ri). Let X be a random variable which is uniformly drawn from 
the instantiations of V. Let Y = In P ( X) Then the average Iz and variance a 2 
of Y are 
n 
Iz = E tti 
i=1  
and 
O'2 ~-~'~0 i j - - /£  2, 
i=1  j= l  
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where 
and 
In P (xi [ zri) 
]~Li : Z [Xi)Ti ] 
xi 7ti 
X--" In P(xi ] :rri) In P(xj I 7fj) 
r/q 
xi~rixjrrj~ [Xi)TiXjTr jl ' 
in which [XI denotes the number of instantiations of X. 
Proof First we derive the average of Y, and then the variance. The average of 
Y is by definition 
1 
#=E{Y}= ~ v~InP(V). 
Note that hroughout this proof, we use [S[ to denote the cardinality ofthe set of 
instantiations of the set of variables S. By definition of P (V), we have 
1 ~v ~-~lnP(xi ,2ri). 
]3~ = ]~-~ i=1 
By changing order of summation, this is 
1 n 
lz = T~] ~1 ~v InP(xi ] 
Now we can split the last summation into summations over the instantiations of
the variables xiT"(i and over those not in xiTr i and obtain 
1 ~ Z ~_lnP(x i  I zri). 
# ~ ~ i=l V\xiTr i XiTfi 
Because the summed term remains the same for the second summation, we can 
write this as 
1 ~ IV\xirril Z lne(x i  I rri). 
11~ = T~] i= 1 xiJri 
Bringing the constant ] V [ within the outer summation gives 
]V\xi2ri] Z ln r (x  i In' i) • (4.21) #= 
i :1  IV ]  xi2ri 
Now realizing that ] V \ xi zri I = Fix2 ~ v \x,~, rj (where r j  is the cardinality of variable 
x j) and IVI = ]-[~,~v r~, we can write IV\xirri]/lV] as 1/~Ix, cx,~r ' k. This is 
exactly the same as l/]xiTri]. So we can write (4.21) as 
1 Z lnP(xi 12ri). #= 
i=1 ]xi:rri] x, rri 
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By definition of/xi in the theorem, we get the stated result 
n 
i=1 
The variance of Y is by definition 
0 -2 = E{(Y - tL) 2} = E{Y 2} - -  ]L 2. (4.22) 
Since the last term in the theorem has been already obtained, we concentrate on 
the first. By definition, we have 
1 ~[ ln  p(v)]2 '
and by definition of P(V) this is 
1 u'~ In P (x~ ] ~ri) EIr l = ,= l  D 
Splitting the quadratic gives )(n ) 
E{y2}= I-~ v ~ ~_lnP(xi I:rri) - ~_lnP(xj I zrj) . 
\ i=1 \ j=l 
By reordering terms, we get 
1 n n 
E{y2}= ~V~ ~v i~l j~l lnP(xi lyri)lnP(xj .= 
By changing sums and bringing the constant 1/IVI within the sum just as we did 
for the calculation of/z, we get 
E{Y2} = ~'~ j~l v~i=l   'v ' l lnP(x i ' : r r i ) lnP(x j l : r r J ) "  
Now by the same observation as above, we have that y~v(1/IVI) In P(xi I :rr/i) × 
In P(x j  ] :r'gj) equals ~-~xi~r, xj~j (1/IXi~iXj~j l) In P(xi I ~i) In P(Xj I 7rj). Substi- 
tution gives 
E{Y 2} = ~_. ixiJrixffrj h lnP(xi L lri) lnP(xj  I 7rj). 
i=l j=l XiT[iXjYgj 
By definition of 1"]i j in the theorem, this can be written as 
E{Y 2} = ~r / i j .  
i=1 j= l  
Finally, substitution i to (4.22) gives the stated result, 
n n 
0-2 = E 2 ,j- 2 
i=1 j= l  
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Theorem 1 gives the formulas that make advance calculation of the parameters 
of the lognormal distribution possible. Note that P in the theorem may either be 
a distribution defined by a Bayesian etwork or be a sampling distribution. This 
gives useful insight into the behavior of the stratified algorithm. The complexity 
of calculating the mean # is O (nk), where n is the number of nodes and k the size 
of the largest probability table. The complexity of calculating the variance ~2 is 
O (n2k2). Note that since Oij = 17ji, a lot of terms are the same, and we can write 
the variance as 
of 2 = Oii+ 2 Z ~Tij - #2, 
i=1 i=1 j=i+l  
saving half of the computational effort. Furthermore, when xi:ri tq xj  :rj = 0, then 
we have 
r/i) = Z In P(xi  [ Yri) In P(x j  [ lri) 
xirr'x):'ri IXi 7"f iX j Yg j [ 
In P (xi I "Tgi ) In P (xy I zrj) 
: Z [XiY.fi [ " ~ " : # i lZ J "  xizri xyrrj ]XjTf j I 
So most of the time, l']i j can be calculated simply as the product of the means/zi  
and # j .  The calculation of # and cr need only be performed once. When evidence 
is entered and the distribution that we are interested in changes, the new means 
and variances can be incrementally calculated. 
Let V be a set of variables, P be a distribution over V, and/z and cr be as in 
Theorem 1. Let P '  be equal to P(V[xk  : e), where x, is some variable in V. 
Let # '  and ~,2 be the mean and variance for P '  as defined in Theorem 1. Then #'  
can be calculated using/z with the following formula: 
#t : # -- ,/Zk @ ~ (#i  71- /Zi), (4.23) 
Xt G ge 
where Ke are the children in e that are not evidence nodes. And ~r '2 can be 
calculated using tr 2 by 
a '2= cr 2 -  ~ r/i, + ~ ( - r / i ,  + r / i , )+  #2_  #,2. (4.24) 
i :  1 ,xi •E i=l ,x i EKt 
By storing/zi and crij in memory, (4.23) and (4.24) may be calculated efficiently. 
5. EXPERIMENTAL RESULTS 
We have performed some experiments o compare the stratified simulation and 
the modified simulation scheme with the likelihood weighing and Markov bound- 
ary scheme. Ten Bayesian etworks over twenty binary variables were used. First 
ten network structures were generated. Initially an ordering on the variables is 
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Figure 10. Logarithm of computation time vs. logarithm of error for various algo- 
rithms corresponding to the first experiment. 
made, two nodes xi and x j  are randomly selected, and an arc x j  --+ xi is added 
if i > j and xi --+ x j  otherwise. Then, one of the variables is selected randomly 
that is connected to at least one arc, and one of the variables that is not connected 
to any arc. An arc is placed between these nodes in the direction that satisfies 
the ordering. The process is repeated until all nodes are connected. This method 
generates networks with a bias towards networks with some nodes having a large 
number of arcs connected, as opposed to networks with long strings of nodes. 
Realistic networks eem to have the same kind of bias. 
For these ten networks structures, assessment functions were generated for 
binary variables by selecting arandom number. In the first experiment, the random 
number was selected from the unit interval, and in the second experiment the 
number was uniformly selected from [0, 0.1] U [0.9, 1]. The experiments were 
performed by generating 100 to 1000 instantiations, increasing by 100 in each 
test, and 1000 to 10,000, increasing by 1000 in each test. The performance was 
measured as the time to execute an algorithm, and the error in the approximation 
according to ( l /n )~ i= l  1 n ~k=oP(X i  = k ) ln [P (x i  = k ) /P (x i  = k)], where 
P(x i  = k) is the exact probability that xi takes value k, and P(x i  = k) its 
approximated probability. 
Figure 10 shows the In T versus In E plot of the networks described above for 
likelihood weighing, Markov sampling, the stratified scheme, and the modified 
stratified scheme. As reported in other papers [6, 18], likelihood weighing is more 
efficient han Markov sampling. Also, the outperformance of likelihood weighing 
by the stratified scheme was reported before [1]. 
The experiments show that, for a reduced number of simulations, the modified 
stratified scheme performs as well as the stratified scheme when the probabilities 
in the Bayesian etwork are chosen from the unit interval. This behavior does not 
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Figure 11. Set of values of the logarithms of the instantiations probabilities 
on probability paper for a random 10 node network with assessment functions 
chosen from [0, 1]. 
appear when the probabilities are extreme, that is, chosen from [0, 0.1 ] U [0.9, 1 ]. 
The error is exactly the same for both methods. This is because the calculated 
score is the same for both algorithms. Therefore, the error is also the same for 
both algorithms. However, the modified stratified scheme performs better than the 
stratified scheme with regard to computation time. The reason for this behavior 
is that networks with extreme probabilities result in large strata where skipping 
saves a lot of calculations. These large strata are less frequent in networks with 
nonextreme probabilities, o that skipping does not really help there. So the 
modified stratified scheme performs better when large strata can be expected. 
For two of the generated Bayesian etworks, the set of In p values associated 
with all instantiations has been generated. They are shown in a normal probability 
plot (a graph which has been scaled so that normal samples appear as straight lines). 
Figure 11 shows the result for a network with assessment functions chosen from 
[0, 1 ], and Figure 12 for assessment functions chosen from [0, 0.1] or [0.9, 1 ]. As 
we can see, the normal approximation is very good in the central part but not in 
the tails. 
Figures 13 and 14 show the densities of the logarithms of the instantiation 
probabilities and the contributions to the total probability mass as derived from the 
previously described method. For the example in Figure 11 we get/z = -9.18329 
ando  = 2.2629 (note that{r < 213 forl3 = 2or3) ,  and for the example in 
Figure 12 we get/z = -15.8833 and cr = 5.24777 (note that {r > 2# for 13 = 2 
or 3). The evaluation of the savings is correct for the case of Figure 13 because we 
are using the central part of the normal distribution. Note that we are interested 
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Figure 13. Pdf of the logarithms of the instantiations probabilities 
and density of the contributions to the total probability mass for an 
example of a l0 node network with assessment functions chosen 
from [0, 1]. 
in approximating the left tail of  the normal distribution associated with the right 
curve, that is, we work in the range log p < -8  or -9 ,  for example. Thus, we can 
say that 50% of  the instantiations contribute 98.8% of the total probabil ity mass. 
On the contrary, the above evaluation of  savings is completely inappropriate for 
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Figure 14. Pdfofthelogarithms oftheinstantiations probabilities 
and density of the contributions tothe total probability mass for an 
example of a 10 node network with assessment functions chosen 
from [0, 0.1]. 
the case of Figure 14, where we need to approximate he right tail. Thus, extreme 
value theory should be applied here instead. Note that the area of interest is close 
to log p = 0, which is the upper end of the real distribution. However, the normal 
approximation gives a null but nonzero probability to the set log p > 0, which 
turns out to contribute almost all the probability mass. 
6. CONCLUSIONS AND RECOMMENDATIONS 
A modified version of the stratified simulation scheme for inference in Bayesian 
networks has been presented and analyzed theoretically and experimentally. The 
performance is better than that of previous imulation methods, not only in simu- 
lation time but also in approximation errors. In addition, theoretical results allow 
obtaining probability bounds for the instantiations such that neglecting all instan- 
tiations with probability less than a given threshold value leads to controlled errors 
in marginal probabilities. Calculation of these bounds is based on the use of the 
central imit theorem to approximate he logarithm of the probability of the differ- 
ent instantiations (Druzdzel [8]). It is shown that the parameters/z and ~r of this 
normal distribution can be efficiently calculated from the assessment functions 
associated with the Bayesian belief network. In cases where cr < 2fl, the normal 
approximation seems to give good results; otherwise, the tail must be approxi- 
mated using extreme value theory. A detailed analysis of this case is out of the 
scope of this paper and is analyzed in [3]. 
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The stratified simulation scheme is inherently based on discrete variables. For 
the stratified scheme some adaptations have to be made for applicability to the 
case of continuous variables. By choosing an appropriate sampling distribution, 
the stratified simulation scheme can be applied to the discrete variables in the 
distribution, and the forward sampling scheme to the continuous variables. The 
discrete variables get assigned a value first, with sampling distribution P (xi I 7ri) if 
they have no continuous variable in their parent sets, and P (xi I zri, Izi) otherwise, 
where/zi s some average derived from the distributions of the continuous variables 
in the parent set of xi. Of course, the score has to be adapted appropriately. 
When there are too many continuous variables, this scheme will not be more 
efficient han forward sampling, since larger sample sizes are necessary for getting 
a representative sample. Experimental results will be needed for insight into how 
many continuous variables must appear in the network before the stratified scheme 
is more appropriate than forward simulation. 
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