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Abstract
In this paper, a class of constrained inverse eigenproblem and associated approximation
problem for skew symmetric and centrosymmetric matrices are essentially decomposed into
the same kind subproblems for real antisymmetric matrices with smaller dimensions. We pres-
ent the general solution of the constrained inverse eigenproblem for skew symmetric and
centrosymmetric matrices in real number field. In addition, in corresponding solution set of
the constrained inverse eigenproblem for skew symmetric and centrosymmetric matrices, the
explicit expression of the nearest matrix to a given matrix in the Frobenius norm is obtained.
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1. Introduction
Throughout this paper, the lower-case English letter i denotes a formal symbol sat-
isfying the relation i2 = −1. In is the identity matrix of dimension n. J ∈ Rn×n is the
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flip matrix with ones on the secondary diagonal and zeros elsewhere.SRn×n,ASRn×n
andORn×n denote the sets of real n× n symmetric matrices, real n× n antisymmet-
ric matrices and real n× n orthogonal matrices, respectively. AT and N(A) denote
the transpose and the null space of a matrix A, respectively. Let Cn×kr (Rn×kr ) denotes
the set of all complex(real) n× k matrices with rank r . The notation ⊕∑kj=1 Ajj =
A11 ⊕ · · · ⊕ Akk denotes the direct sum of the matricesA11, . . . , Akk ,Ajj ∈ Rnj×nj .
Define matrix inner product (A,B) = tr(BTA),A,B ∈ Rn×k . ThenRn×k is a Hilbert
inner product space. The norm of matrix produced by the inner product is Frobenius
norm, i.e., ‖A‖ = √(A,A) = (tr(ATA)) 12 .
Definition 1 [1]. Vector z ∈ Cn is called symmetric (skew symmetric) if Jz =
z (J z = −z).
Definition 2. LetA ∈ Rn×n, matrixA is called skew symmetric and centrosymmetric
if AT = −A and JAJ = A. The set of all skew symmetric and centrosymmetric
matrices is denoted by ACSRn×n.
Clearly,ACSRn×n ⊂ ASRn×n. Hence, every eigenvalue of a skew symmetric and
centrosymmetric matrix A is either zero or pure imaginary, and if A has imaginary
eigenvalues, they must occur in complex conjugate pairs. Note that the imaginary
part of zero is zero, then the two problems studied in this paper can be described as
the following problems.
Problem I (Constrained Inverse Eigenproblem). Given a real number b > 0. Let
Z = [z1 . . . zk] ∈ Cn×kk and0 = diag(λ1i, . . . , λki) ∈ Ck×k withλj is a real number
and k < n, j = 1, . . . , k. Find (Z,0) such that the set ϕ(Z,0) = {A ∈ ACSRn×n
|AZ = Z0} is nonempty, and to find the subset ϕ(Z,0, b) ⊂ ϕ(Z,0) such that
the imaginary parts of all of the remaining eigenvalues of any matrix in ϕ(Z,0, b)
are located in the interval [−b, b]. Furthermore, characterize the subset ϕ(Z,0, b)
consisting of matrices with these properties.
Problem II (Approximation Problem). Given B ∈ Rn×n. Find AB ∈ ϕ(Z,0, b)
such that
‖B − AB‖ = min
A∈ϕ(Z,0,b)
‖B − A‖,
where ‖ · ‖ is the Frobenius norm.
The above two problems arose from structural design. In structure design, some-
times the structure must possess the required frequency and frequency range. This
can be described mathematically in a class of constrained inverse eigenproblem. That
is, the remaining eigenvalues of a matrix which is reconstructed from prescribed
spectral data—partial given eigenvalues and/or eigenvectors, must be located in a
given closed disk/or interval. Zhang [6] discussed the above two problems for real
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symmetric matrices 10 years ago, but it seems to have been neglected since. In this
paper, we extend the results in [6] to the class of skew symmetric and centrosymmetric
matrices. The main contribution of this paper are using properties of skew symmetric
and centrosymmetric matrices to decompose the Problems I and II into the same kind
subproblems for real antisymmetric matrices with small dimensions and solving the
above two problems.
A skew symmetric and centrosymmetric matrix is also called anti-bisymmetric
matrix in [5], and the set of all anti-bisymmetric matrices is denoted by ABSRn×n.
It is necessary to point out that the questions considered in this paper are different
from those of reference [5]. In fact, the inverse eigenproblem considered in [5] is a
special case of Problem I (b = +∞) and, for the given eigenvalues {λj i}kj=1 (λj is
a real number, j = 1, . . . , k), this paper consider multiple eigenvalues, however, all
pure imaginary eigenvalues among the k given eigenvalues are distinct one another
in [5] (see Lemma 2, p. 249).
In Section 2 we will use properties of skew symmetric and centrosymmetric matri-
ces to show that Problems I and II are essentially decomposed into the same kind
subproblems for real antisymmetric matrices with smaller dimensions. In Section 3
we will give the solutions of Problems I and II in real number field.
2. Reduction of Problems I and II
In this section, we will use properties of skew symmetric and centrosymmetric
matrices to show that Problems I and II are essentially decomposed into the same
kind subproblems for real antisymmetric matrices with smaller dimensions, and we
will present the same kind subproblems for real antisymmetric matrices in real number
field.
Let m = [n2 ], where [n2 ] is the maximal integer number that is not greater than n2 .
If n = 2m, let
P = 1√
2
[
Im
Jm
]
and Q = 1√
2
[
Im
−Jm
]
,
while if n = 2m+ 1, let
P = 1√
2

 Im Om×1O1×m √2
Jm Om×1

 and Q = 1√
2

 ImO1×m
−Jm

 .
Clearly, [P Q] ∈ ORn×n, JP = P and JQ = −Q.
If λ is an eigenvalue of A ∈ Rn×n let εA(λ) denote the λ-eigenspace of A. As
defined in [2], we say that an eigenvalue λ of A is even if εA(λ) contains a nonzero
symmetric vector, or odd if εA(λ) contains a nonzero skew symmetric vector. By
definition 1, εJ (1) and εJ (−1) are the subspaces of Cn consisting respectively of
symmetric and skew symmetric vectors.
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The following lemma characterizes the special structure of the members of
ACSRn×n, and it follows immediately from Theorem 1 of [3].
Lemma 2.1. A ∈ ACSRn×n if and only if
A = [P Q]
[
APP 0
0 AQQ
] [
P T
QT
]
,
APP ∈ ASR(n−m)×(n−m), AQQ ∈ ASRm×m, (2.1)
where APP = P TAP and AQQ = QTAQ.
Let z ∈ Cn, z1 ∈ Cn−m, z2 ∈ Cm. An arbitrary z can be written uniquely as z =
Pz1 +Qz2 sincen columns of matrix [P Q]are orthonormal basis forCn.Obviously,
P z1 is symmetric and Qz2 is skew symmetric.
The following two lemmas characterize the special spectral properties of skew sym-
metric and centrosymmetric matrices, and Lemma 2.2 is an immediate consequence
of Theorem 5 of [3].
Lemma 2.2. Let A ∈ ACSRn×n. If (λi, z) is an eigenpair of A, then (λi, J z) is also
an eigenpair of A. If λi is an eigenvalue of A, then εA(λi) consists of those vectors
of the form z = Pz1 +Qz2, where
APP z1 = λiz1 and AQQz2 = λiz2.
If z1 /= 0, then λi is an even eigenvalue of A with associated symmetric eigenvector
Pz1. If z2 /= 0, then λi is an odd eigenvalue of A with associated skew symmetric
eigenvector Qz2. If z1 /= 0 and z2 /= 0 then λi is a repeated eigenvalue of A, and is
both even and odd.
Lemma 2.2 implies that a skew symmetric and centrosymmetric matrix of order n
has n−m symmetric and m skew symmetric eigenvectors, and the following lemma
is an immediate consequence of Lemmas 2.1 and 2.2.
Lemma 2.3. Let A ∈ ACSRn×n. Then
(i) Eigenvalues of A are eigenvalues of APP ∈ ASR(n−m)×(n−m) together with
eigenvalues of AQQ ∈ ASRm×m.
(ii) (λi, P z1) is an eigenpair of A if and only if (λi, z1) is an eigenpair of APP .
(iii) (µi,Qz2) is an eigenpair of A if and only if (µi, z2) is an eigenpair of AQQ.
(iv) Pz(1)1 , P z(2)1 , . . . , P z(n−m)1 are linearly independent eigenvectors of A if and
only if z(1)1 , z(2)1 , . . . , z(n−m)1 are linearly independent eigenvectors of APP .
(v) Qz(1)2 ,Qz(2)2 , . . . ,Qz(m)2 are linearly independent eigenvectors ofA if and only
if z(1)2 , z(2)2 , . . . , z(m)2 are linearly independent eigenvectors of AQQ.
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(vi) Pz(1)1 , . . . , P z(n−m)1 ,Qz(1)2 , . . . ,Qz(m)2 are linearly independent eigenvectors
of A if and only if z(1)1 , . . . , z(n−m)1 and z(1)2 , . . . , z(m)2 are linearly independent
eigenvectors of APP and AQQ respectively.
Remark 1. Because of Lemmas 2.1 and 2.3, Problems I and II are essentially decom-
posed into the same kind subproblems for APP ∈ ASR(n−m)×(n−m) and AQQ ∈
ASRm×m. We adopt the viewpoint in [4] to give the formulation of the same kind
subproblems for APP and AQQ in real number field. We state in neutral notation so
their solutions can be applied to obtain the solutions APP and AQQ in (2.1).
Let
X˜ = [X˜1 X˜2] ∈ Rk×qq ,  = ⊕
2∑
j=1
j ∈ Rq×q, (2.2)
where 0 < q < k, X˜TX˜ = Iq . X˜1 = [x˜1 y˜1 x˜2 y˜2 · · · x˜t y˜t ] ∈ Rk×2t , X˜2 =
[x˜2t+1 · · · x˜q ] ∈ Rk×(q−2t); 1 = ⊕∑tj=1 (j), (j) =
[
0 γj
−γj 0
]
∈ R2×2, γj /=
0, j = 1, . . . , t ; 2 = 0 ∈ R(q−2t)×(q−2t).
Problem A. Given X˜ ∈ Rk×qq and  ∈ Rq×q are the same as (2.2). Given a real
number b > 0. Find the subset ϕ(X˜,, b) ⊂ ASRk×k such that not only FX˜ = X˜
for anyF ∈ ϕ(X˜,, b)but also the imaginary parts of all of the remaining eigenvalues
of any matrix in ϕ(X˜,, b) are located in the interval [−b, b], and to characterize the
subset ϕ(X˜,, b).
Problem B. Given E ∈ ASRk×k , find FE ∈ ϕ(X˜,, b) such that
‖E − FE‖ = min
F∈ϕ(X˜,,b)
‖E − F‖,
where ‖ · ‖ is the Frobenius norm.
3. The solutions of Problems I and II in real number field
We first introduce three notations and an operator.
Given E ∈ ASRn×n. Given a real number b > 0. Let ASRn×n[−b,b] denotes all real
n× n antisymmetric matrices with the imaginary parts of all eigenvalues located in
the interval [−b, b]. Let the real Schur decomposition of E be
E = UUT, (3.1)
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where U ∈ORn×n, = 1 ⊕ · · · ⊕ t ⊕t+1 ⊕ · · · ⊕ l ⊕, j =
[
0 λj
−λj 0
]
∈
R2×2, j = 1, . . . , l,= 0 ∈ R(n−2l)×(n−2l), and λ1  · · ·  λt > b  λt+1  · · · 
λl > 0, t is a nonnegative integer and 0  t  l.
Denote(b) =
[
0 b
−b 0
]
. Let []b = (b) ⊕ · · · ⊕ (b) ⊕ t+1 ⊕ · · · ⊕ l ⊕,
where j (j = t + 1, . . . , l) and  are the same as (3.1).
Define an operator
[E]b = U []bUT. (3.2)
Obviously, matrix [E]b is uniquely determined by the matrix E and the real number
b > 0; []b ∈ ASRn×n[−b,b] and [E]b ∈ ASRn×n[−b,b].
Lemma 3.1. Given E ∈ ASRn×n. Given a real number b > 0. Then
‖E − [E]b‖ = min
∀Z∈ASRn×n[−b,b]
‖E − Z‖.
Proof. Without loss of generality, suppose that the matrix E has the same decompo-
sition as (3.1). From the orthogonal invariance of the Frobenius norm, it follows:
‖E − Z‖ = ‖UT(UUT − Z)U‖ = ‖− UTZU‖ ∀Z ∈ ASRn×n[−b,b].
Notice that for any Z ∈ ASRn×n[−b,b], we have UTZU ∈ ASRn×n[−b,b]. It is easy to see
that
‖− []b‖ = min
∀Z∈ASRn×n[−b,b]
‖− UTZU‖ = min
∀Z∈ASRn×n[−b,b]
‖E − Z‖.
Clearly, ‖− []b‖ = ‖− UT(U []bUT)U‖ andU []bUT = [E]b ∈ ASRn×n[−b,b].
Therefore,
‖E − [E]b‖ = min
∀Z∈ASRn×n[−b,b]
‖E − Z‖.
The lemma is established. 
The following lemma gives the solutions of Problems A and B.
Lemma 3.2. Given E ∈ ASRk×k. Given a real number b > 0. Let X˜ ∈ Rk×qq and
 ∈ Rq×q be the same as (2.2). Then
(i) F ∈ ϕ(X˜,, b) if and only if
F = [X˜ Y˜ ]
[
 0
0 C
] [
X˜T
Y˜ T
]
, (3.3)
where Y˜ = [yˆ1 · · · yˆk−q ]and {yˆ1, . . . , yˆk−q} is an orthonormal basis forN(X˜T),
matrix C ∈ ASR(k−q)×(k−q)[−b,b] is arbitrary.
72 X.-p. Pan et al. / Linear Algebra and its Applications 408 (2005) 66–77
(ii) The Problem B has the unique solution
FE = [X˜ Y˜ ]
[
 0
0 Ĉ
] [
X˜T
Y˜ T
]
, (3.4)
where Ĉ = [Y˜ TEY˜ ]b.
Proof. (i) The proof of sufficiency is easy. We only prove the necessity. Let Y˜ =
[yˆ1 · · · yˆk−q ] and {yˆ1, . . . , yˆk−q} is an orthonormal basis for N(X˜T). Then [X˜ Y˜ ] ∈
ORk×k .
Write
F = [X˜ Y˜ ]
[
F11 F12
F21 F22
] [
X˜T
Y˜ T
]
, F11 ∈ Rq×q . (3.5)
Then [
X˜TFX˜ X˜TF Y˜
Y˜ TFX˜ Y˜ TF Y˜
]
=
[
F11 F12
F21 F22
]
. (3.6)
If F ∈ ϕ(X˜,, b), then F T = −F and FX˜ = X˜ and the imaginary parts of all
of the remaining eigenvalues of matrix F are located in the interval [−b, b].
From F T = −F and FX˜ = X˜ and [X˜ Y˜ ] ∈ ORk×k and (3.6), we obtain
F11 = X˜TFX˜ = , F12 = X˜TF Y˜ = 0,
and
F21 = Y˜ TFX˜ = 0, F22 = Y˜ TF Y˜ ∈ ASR(k−q)×(k−q).
Denote C = F22 = Y˜ TF Y˜ . Then (3.5) becomes
F = [X˜ Y˜ ]
[
 0
0 C
] [
X˜T
Y˜ T
]
. (3.7)
Clearly, the eigenvalues ofF are the eigenvalues of together with the eigenvalues of
C ∈ ASR(k−q)×(k−q). This, together with the imaginary parts of all of the remaining
eigenvalues of matrix F are located in the interval [−b, b], implies that (3.3) holds.
(ii) For any F ∈ ϕ(X˜,, b), by (3.3), we have
‖E − F‖2 = ‖E − X˜X˜T − Y˜CY˜ T‖2. (3.8)
From [X˜ Y˜ ] ∈ ORk×k , we obtain
‖E − X˜X˜T − Y˜CY˜ T‖2
= ‖[X˜ Y˜ ]T(E − X˜X˜T − Y˜CY˜ T)[X˜ Y˜ ]‖2
= ‖X˜TEX˜ − ‖2 + ‖X˜TEY˜‖2 + ‖Y˜ TEX˜‖2 + ‖Y˜ TEY˜ − C‖2
= ‖X˜TEX˜ − ‖2 + 2‖X˜TEY˜‖2 + ‖Y˜ TEY˜ − C‖2.
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This, together with (3.8), implies that ‖E − F‖ = min
∀F∈ϕ(X˜,,b)
is equivalent to
‖Y˜ TEY˜ − C‖ = min
∀C∈ASR(k−q)×(k−q)[−b,b]
. (3.9)
It follows from Lemma 3.1 that Ĉ = [Y˜ TEY˜ ]b is the unique solution of (3.9). This
result and (3.3) imply (3.4). This completes the proof. 
Now we present the corresponding Problems I0 and II0 which are the formulations
of Problems I and II in real number field.
Let
X = [X1 X2] ∈ R(n−m)×rr ,  = ⊕
2∑
j=1
j ∈ Rr×r , (3.10)
where 0 < r < n−m, XTX = Ir . X1 = [x1 y1 x2 y2 · · · xl yl] ∈ R(n−m)×2l , X2 =
[x2l+1 · · · xr ] ∈ R(n−m)×(r−2l); 1 = ⊕∑lj=1 (j), (j) =
[
0 λj
−λj 0
]
∈ R2×2,
λj /= 0, j = 1, . . . , l; 2 = 0 ∈ R(r−2l)×(r−2l).
Let
W = [W1 W2] ∈ Rm×ss ,  = ⊕
2∑
j=1
j ∈ Rs×s , (3.11)
where 0 < s < m, WTW = Is . W1 = [u1 v1 u2 v2 · · · up vp] ∈ Rm×2p, W2 =
[u2p+1 · · · us] ∈ Rm×(s−2p); 1 = ⊕∑pj=1(j), (j) =
[
0 µj
−µj 0
]
∈ R2×2,
µj /= 0, j = 1, . . . , p; 2 = 0 ∈ R(s−2p)×(s−2p).
Problem I0. Given X ∈ R(n−m)×rr and  ∈ Rr×r are the same as (3.10). Given W ∈
Rm×ss and  ∈ Rs×s are the same as (3.11). Given a real number b > 0. Let
T = [PX QW ] and  =
[
 0
0 
]
.
Find the subset ϕ(T ,, b) ⊂ ACSRn×n such that not only AT = T for any A ∈
ϕ(T ,, b) but also the imaginary parts of all the remaining eigenvalues of any ma-
trix in ϕ(T ,, b) are located in the interval [−b, b], and to characterize the subset
ϕ(T ,, b).
Problem II0. Given B ∈ ASRn×n. Find AB ∈ ϕ(T ,, b) such that
‖B − AB‖ = min
A∈ϕ(T ,,b) ‖B − A‖,
where ‖ · ‖ is the Frobenius norm.
Note that there is no essential loss of generality in assuming that B ∈ ASRn×n; if
not, then AB will simply be the best approximation in ϕ(T ,, b) to 12 (B − BT).
The following theorem gives the solutions of Problems I0 and II0.
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Theorem 3.1. Given a real numberb > 0.GivenB ∈ ASRn×n.GivenX ∈ R(n−m)×rr
and  ∈ Rr×r be the same as (3.10). Given W ∈ Rm×ss and  ∈ Rs×s be the same
as (3.11). Let
T = [PX QW ] and  =
[
 0
0 
]
.
Then
(i) A ∈ ϕ(T ,, b) if and only if
A = [P Q]
[
XXT + YGY T 0
0 WWT + VHV T
] [
P T
QT
]
, (3.12)
with arbitrary G ∈ ASR(n−m−r)×(n−m−r)[−b,b] and H ∈ ASR(m−s)×(m−s)[−b,b] , where Y =
[y1 · · · yn−m−r ] and {y1, . . . , yn−m−r} is an orthonormal basis for N(XT); V =
[v1 · · · vm−s] and {v1, . . . , vm−s} is an orthonormal basis for N(WT).
(ii) The Problem II0 has the unique solution
AB = [P Q]
[
XXT + YĜY T 0
0 WWT + V ĤV T
] [
P T
QT
]
, (3.13)
where Ĝ = [(PY )TB(PY)]b and Ĥ = [(QV )TB(QV )]b.
Proof. (i) From Lemma 3.2, APP ∈ ϕ(X,, b) and AQQ ∈ ϕ(W,, b) are equiva-
lent to
APP = [X Y ]
[
 0
0 G
] [
XT
Y T
]
(3.14)
and
AQQ = [W V ]
[
 0
0 H
] [
WT
V T
]
, (3.15)
respectively, where Y = [y1 · · · yn−m−r ] and {y1, . . . , yn−m−r} is an orthonormal
basis for N(XT), matrix G ∈ ASR(n−m−r)×(n−m−r)[−b,b] is arbitrary; V = [v1 · · · vm−s]
and {v1, . . . , vm−s} is an orthonormal basis forN(WT), matrixH ∈ ASR(m−s)×(m−s)[−b,b]
is arbitrary.
Hence, (i) follows immediately from Lemma 2.1.
(ii) Write
B = [P Q]
[
BPP BPQ
BQP BQQ
] [
P T
QT
]
, (3.16)
where BPP = P TBP ∈ ASR(n−m)×(n−m), BPQ = P TBQ, BQP = QTBP and
BQQ = QTBQ ∈ ASRm×m.
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For any A ∈ ϕ(T ,, b), by (3.12) and (3.16), we have
‖B − A‖2
=
∥∥∥∥[P Q]
[
BPP −XXT − YGY T BPQ
BQP BQQ −WWT − VHV T
][
P T
QT
]∥∥∥∥2
= ‖BPP −XXT − YGY T‖2 + ‖BQQ −WWT − VHV T‖2
+‖BPQ‖2 + ‖BQP ‖2.
This implies that ‖B − A‖ = min
A∈ϕ(T ,,b) is equivalent to
‖BPP −XXT − YGY T‖ = min
∀G∈ASR(n−m−r)×(n−m−r)[−b,b]
, (3.17)
and
‖BQQ −WWT − VHV T‖ = min
∀H∈ASR(m−s)×(m−s)[−b,b]
. (3.18)
By (ii) of Lemma 3.2, Ĝ = [Y TBPP Y ]b = [(PY )TB(PY)]b and Ĥ =
[V TBQQV ]b = [(QV )TB(QV )]b are the unique solutions of (3.17) and (3.18) res-
pectively, which imply (3.13). This completes the proof. 
Remark 2. We assume, for the sake of argument, that 0 < r < n−m and 0 < s < m
for givenX ∈ R(n−m)×rr , ∈ Rr×r ,W ∈ Rm×ss and ∈ Rs×s in Problem I0. In fact,
the two conditions can be relaxed to 0  r  n−m and 0  s  m and 0 < r + s <
n. In other words, r and s can also be one of the following cases: (1) r = 0 , 0 < s < m;
(2) r = 0, s = m; (3) r = n−m, 0 < s < m; (4) s = 0, 0 < r < n−m; (5) s = 0,
r = n−m; (6) s = m, 0 < r < n−m. It is easy to obtain the solutions of Problems
I0 and II0 for (1)–(6). We give the solutions of Problems I0 and II0 for the first three
cases. For the last three cases, the solutions of Problems I0 and II0 are omitted since
they are similar to the first three cases’ results.
(1) r = 0, 0 < s < m.
Theorem 3.1.1. Given a real number b > 0.GivenB ∈ ASRn×n.GivenW ∈ Rm×s
and  ∈ Rs×s be the same as (3.11) (0 < s < m). Let
T = QW and  = .
Then
(i) A ∈ ϕ(T ,, b) if and only if
A = [P Q]
[
G 0
0 WWT + VHV T
] [
P T
QT
]
,
with arbitrary G ∈ ASR(n−m)×(n−m)[−b,b] and H ∈ ASR(m−s)×(m−s)[−b,b] , where V is given
by (3.12).
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(ii) The Problem II0 has the unique solution
AB = [P Q]
[
Ĝ 0
0 WWT + V ĤV T
] [
P T
QT
]
,
where V is given by (3.12), Ĝ = [P TBP ]b and Ĥ = [(QV )TB(QV )]b.
(2) r = 0, s = m.
Theorem 3.1.2. Given a real number b > 0.GivenB ∈ ASRn×n.GivenW ∈ Rm×m
and  ∈ Rm×m be the same as (3.11) (s = m). Let
T = QW and  = .
Then
(i) A ∈ ϕ(T ,, b) if and only if
A = [P Q]
[
G 0
0 WWT
] [
P T
QT
]
,
with arbitrary G ∈ ASR(n−m)×(n−m)[−b,b] .
(ii) The Problem II0 has the unique solution
AB = [P Q]
[
Ĝ 0
0 WWT
] [
P T
QT
]
,
where Ĝ = [P TBP ]b.
(3) r = n−m, 0 < s < m.
Theorem 3.1.3. Given a real number b > 0. Given B ∈ ASRn×n. Given X ∈
R(n−m)×(n−m) and  ∈ R(n−m)×(n−m) be the same as (3.10) (r = n−m). Given
W ∈ Rm×s and  ∈ Rs×s be the same as (3.11) (0 < s < m). Let
T = [PX QW ] and  =
[
 0
0 
]
.
Then
(i) A ∈ ϕ(T ,, b) if and only if
A = [P Q]
[
XXT 0
0 WWT + VHV T
] [
P T
QT
]
,
with arbitrary H ∈ ASR(m−s)×(m−s)[−b,b] , where V is given by (3.12).
(ii) The Problem II0 has the unique solution
AB = [P Q]
[
XXT 0
0 WWT + V ĤV T
] [
P T
QT
]
,
where V is given by (3.12), Ĥ = [(QV )TB(QV )]b.
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