Abstract. For any K > 2/π we determine the optimal constant L(K) for which the following holds. If u,ũ are conjugate harmonic functions on the unit disc withũ(0) = 0, then
Introduction
The motivation for the results obtained in this paper comes from a classical problem of comparing the sizes of a harmonic function and its conjugate. To be more specific, let p ≥ 1 and suppose that u is a real-valued harmonic function on the open unit disc D ⊂ C, satisfying
Letũ denote the harmonic conjugate of u, normalized so thatũ(0) = 0. A classical theorem of M. Riesz (see [13] and [14] ) states that if 1 < p < ∞, then for some C p depending only on p we have
The optimal values of the constants C p were determined by Pichorides [12] and, independently by Cole (unpublished; see Gamelin [8] ): we have C p = cot(π/(2p * )) for 1 < p < ∞, where p * = max{p, p/(p − 1)}. For p = 1 the inequality (1.1) does not hold with any finite C 1 , but, as shown by Zygmund [17] , there are absolute K, L ≥ 0 such that
provided u belongs to the class LlogL. The latter amounts to saying that
This has been strenghtened by Pichorides in [12] . He showed that for any K > 2/π there is L < ∞ depending only on K for which (1.2) is valid, while for K ≤ 2/π the inequality fails to hold, no matter how large L we take. A further result in this direction is due to Essén, Shea and Stanton [7] . Using Cole's argument, which transferred the problem of proving a given inequality for conjugate harmonic functions to the problem of constructing an appropriate subharmonic majorant, they proved the existence of absolute constants C 1 , C 2 > 0 for which
Here, as above, the integration is with respect to the normalized Lebesgue's measure. Moreover, they showed that the constant 2/π is the best possible, and 4/π cannot be replaced by a constant less than 2/π. See also [6] for a related estimate, in which both constants are equal to 2/π, but the error term is somewhat different.
In the present paper, we come back to (1.2) and determine the optimal value of the constant L = L(K) for any K > 2/π. Throughout, Φ, Ψ : R → [0, ∞) will be given by
and Ψ(t) = |t| log + |t|, with the convention 0 log + 0 = 0. One of our main results can be stated as follows.
In fact, we shall prove much more and establish a probabilistic counterpart of the theorem above. Let (Ω, F, P) be a complete probability space filtered by a nondecreasing family (F t ) t≥0 of sub-σ-algebras of F. In addition, assume that F 0 contains all the events of probability 0. In what follows, X = (X t ) t≥0 , Y = (Y t ) t≥0 will be two real valued martingales adapted to (F t ) t≥0 . Let [X, Y ] denote the quadratic covariance process between X and Y (for details, see e.g. Dellacherie and Meyer [5] 
and the inequality is sharp.
This inequality has some further applications to Riesz transforms. See also [2] , [3] , [9] and [10] for other related results on orthogonal martingales.
Our contribution in this direction is the following version of Theorem 1. 
This theorem allows us to obtain the extension of ( 
The functions u, v are said to be orthogonal if
where the dot · is the standard scalar product in R d . Note that if d = 2, D is a unit disc of R 2 and u, v satisfy Cauchy-Riemann equations, then (1.5) and (1.6) hold; thus, these two conditions extend the classical setting of conjugate harmonic functions.
Fix a point ξ ∈ D and let D 0 be a bounded connected subdomain of D,
the harmonic measure on ∂D 0 with respect to ξ and let
and
where the supremum is taken over all D 0 as above. The generalization of Zygmund's inequality is as follows.
Theorem 1.4. Suppose that u, v are orthogonal harmonic functions on D, v
is differentially subordinate to u and v(ξ) = 0. Then
and the constant L(K) is the best possible.
A few words are given about the organization of the paper and the method of proof. In the next section, using certain special superharmonic functions, we establish the inequality (1.4) and show how it leads to (1.7). In the proof of (1.4), we base on a duality-type argument and the theory of optimal stopping (see also [10] ). Section 3 is devoted to the sharpness of (1.2), which, in turn, implies that the constant L(K) is also the best possible in the preceding estimates (1.4) and (1.7).
Proof of (1.2) and (1.4)
It is easy to check that U satisfies
Let ϕ(z) = ie −iπz/2 be the conformal mapping, which maps the strip
Clearly, U is harmonic in the interior of S. By (2.2), it is continuous on this strip.
Lemma 2.1. The function U enjoys the following properties.
(
Proof. (i) This is an immediate consequence of the following properties of U:
for all α ∈ R and β > 0,
, which can be established by substituting t := −t and t := 1/t in (2.1).
(ii) It suffices to prove the first estimate, then the second follows immediately from the harmonicity of U . We have, after the substitution t = s exp(πy/2),
ds.
Since for any s ∈ R, the function y → Φ ( 2 Kπ log |s| + y K ) is convex, the claim follows.
(iv) Fix y ∈ R and apply Jensen's inequality in (2.3), with respect to the convex function t → KΦ(|t + y|/K). We get
which is the claim, since the integral inside is equal to 0. □
In what follows, we will need the following auxiliary fact. Recall that for any real martingale X, there exists a unique continuous local martingale part 
The inequality is sharp.
Proof. Let t ≥ 0 be fixed. Since U is of class C ∞ in the interior of the strip S, we may apply Itô's formula to obtain
where 
1(ii) imply
Finally, we have that I 4 ≤ 0, by the concavity of U (·, y) for any fixed y ∈ R: see Lemma 2.1(ii). Therefore, by the last part of that lemma,
and it suffices to take supremum over t to obtain (2.4). The optimality of the constant L(K) on the right will follow from the sharpness of (1.2): see Remark 3.1 in Section 3 below. □ Let us turn to the logarithmic estimate (1.4). It will be studied by means of the following optimal stopping problem. Fix K > 2/π and let B = (B (1) , B (2) ) be a two-dimensional Brownian motion starting from (0, 0). Introduce the function V :
τ ), where G(x, y) = |y|−K|x| log + |x| and the supremum is taken over all bounded stopping times of B. As we shall see, V is the special superharmonic function on which the proof of (1.4) will be based. The interesting fact is that we will not find the explicit formula for V ; fortunately, we will manage to extract all the required properties directly from the definition (2.7). This is done in the following lemma.
Lemma 2.4. (i) For any x ∈ R, we have V (x, 0) ≤ L(K).
For any x ∈ R and y 1 , y 2 ∈ R we have
Proof. (i) Fix a bounded stopping time τ and let t ≥ 0. We have E B (2) τ ∧t = EB (2) τ ∧t sgn B (2) τ ∧t .
Consider a martingale
There
r ) r≥0 such that for all r,
(see e.g. Chapter V in Revuz and Yor [15] ). Therefore, using the properties of stochastic integrals, we may write
We easily check that Ψ is the Legendre transform of Φ and, consequently, for any a, b ≥ 0 we have ab ≤ Ψ(a) + Ψ(b) (this inequality can also be verified directly). Apply this to a = |x + B
(1)
s )dB s |/K, and combine the result with the above chain of identities. We obtain
Observe that the martingale
is differentially subordinate and orthogonal to ζ t , and starts from 0. Furthermore, we have ||ζ
τ ∧t || ∞ = 1, so, by (2.4), we get
This is precisely the desired inequality: it suffices to let t → ∞ and take supremum over τ .
(ii) Take a bounded stopping time τ and note that the process (B
τ ∧t ) t≥0 is differentially subordinate and orthogonal to (x + B (1) τ ∧t ) t≥0 . Therefore, by (2.8), for any t ≥ 0,
and this gives the finiteness of V , since τ was arbitrary.
(iii) To show the majorization V ≥ G, it suffices to consider in (2.7) the stopping time τ ≡ 0. The superharmonicity can be established using standard Markovian arguments (see e.g. Chapter I in [11] ).
(iv) Fix x, y 1 , y 2 ∈ R and λ ∈ (0, 1). For any bounded τ , we have, using the triangle inequality,
It remains to take supremum over τ to get the claim.
(v) The reasoning is similar to that from the previous part. Let τ be a bounded stopping time. We have
τ ), so integrating and taking supremum over τ gives V (x, y 1 )−V (x, y 2 ) ≤ |y 1 −y 2 |. The claim follows from the symmetry of the roles of y 1 and y 2 . □ Now we turn to the martingale version of Zygmund's inequality.
Proof of (1.4). We may and do assume that
since otherwise there is nothing to prove. Obviously, we will be done if we show that for any t ≥ 0, (2.10)
We shall proceed as in the proof of (2.4), with U replaced by V . However, we need some extra effort, since V need not be of class C 2 and we cannot apply Itô's formula directly. To overcome this difficulty, we make use of the following approximation argument. Fix δ ∈ (0, 1) and consider a C ∞ function g : R 2 → [0, ∞), supported on the ball with center (0, 0) and radius δ, satisfying
These two functions are of class C ∞ and inherit the key properties from G and V . To be more specific, we have the majorization G δ ≤ V δ , the function V δ is superharmonic and we have V δ yy ≥ 0; thus, V δ xx ≤ 0 on R 2 . Now we are allowed to apply Itô's formula, which yields
where I 1 , I 2 , I 3 and I 4 are analogous to the terms in (2.5) (simply replace U by V δ there). If we repeat the reasoning from the proof of (2.4), we get that EI 1 = 0 and I 2 , I 3 , I 4 are nonpositive. In consequence, we have
Now we are going to let δ → 0. To see what happens, note that using parts (i) and (v) of Lemma 2.4, we get
Similar reasoning yields
Consequently, we obtain
Since for some absolute c 1 , c 2 we have
it remains to use Lebesgue's dominated convergence theorem and (2.9) to obtain (2.10). □ Proof of (1.7). Fix a bounded subdomain 
and we see that the assumptions on u and v imply that Y 0 ≡ 0, Y is differentially subordinate to X and that X, Y are orthogonal. Therefore, by (
It suffices to take supremum over all D 0 to complete the proof. □
As we have already mentioned above, the choice d = 2, D = {(x, y) : x 2 + y 2 ≤ 1} and ξ = (0, 0) leads to Zygmund's inequality (1.2) for conjugate harmonic functions.
Sharpness
Clearly, it suffices to prove that the inequality (1.2) is sharp. For each K > 2/π, we will exhibit a function u for which its (normalized) conjugateũ satisfies
Recall to complete the proof of (3.1).
Remark 3.1. This example shows that the inequality (2.4) is also sharp. Indeed, if it were possible to replace L(K) by a smaller constant there, then the same constant would suffice in (2.8), (2.10) and hence also in (1.2).
