A direct sum theorem for two parties and a function f states that the communication cost of solving k copies of f simultaneously with error probability
In the distributed and streaming models, where one wants to be correct not only on a single query, but simultaneously on a sequence of n queries, we obtain optimal lower bounds on the communication or space complexity. Lower bounds obtained from our direct sum result show that a number of techniques in the sketching literature are optimal, including the following:
• (JL transform) Lower bound of Ω( ) on the dimension of (oblivious) Johnson-Lindenstrauss transforms.
• ( p-estimation) Lower bound for the size of encodings of n vectors in [±M ] d that allow 1 or 2-estimation of Ω(n −2 log n δ (log d + log M )).
• (Matrix sketching) Lower bound of Ω( 
Introduction
We study the two-party communication complexity of solving multiple instances of a function f (x, y). In this setting, Alice has x 1 , . . . , x k , while Bob has y 1 , . . . , y k , and they would like to communicate as few bits as possible in order to compute the list (f (x 1 , y 1 ), . . . , f (x k , y k )) with probability at least 2/3. We call this problem f k ((x 1 , . . . , x k ), (y 1 , . . . , y k )). A natural protocol for f k would be for Alice and Bob to run an independent protocol for each i ∈ [k] to compute f (x i , y i ) with probability at least 1 − 1/(3k). Then, by a union bound, the entire list is computed correctly with probability at least 2/3. If we let R δ (f ) denote the minimal communication cost of a randomized protocol for computing f with probability at least 1 − δ, this gives us the upper bound R 1/3 (f k ) = O(kR 1/(3k) (f )). A natural question is whether this is optimal.
A direct sum theorem in communication complexity states that solving k copies of f with probability at least 2/3 requires at least k times as much communication as solving a single copy with probability at least 2/3, that is, R 1/3 (f k ) = Ω(kR 1/3 (f )). The direct sum problem is the focus of much work [10, 35, 21, 16, 8, 26, 9] . The direct sum theorem is known to hold for a number of specific functions, though it is not true for randomized private coin communication in general, as demonstrated by the Equality function. For this function, Alice and Bob have x ∈ {0, 1} k and y ∈ {0, 1} k respectively, and f (x, y) = 1 if x = y, otherwise f (x, y) = 0. In this case, R 1/3 (f k ) = Θ(k) [15] , yet R 1/3 (f ) = Θ(log k) [28] . One of the most general known results about direct sums for communication is the following. Letting D µ 1/3 (f k ) denote the distributional complexity of f k , that is, the minimal cost of a deterministic protocol for computing f k which errs on at most a 1/3 fraction of inputs, weighted according to distribution µ, then D We can view randomized protocols as distributions over deterministic protocols (both for private-coin and public-coin protocols). We say that a randomized protocol Π (α, β, δ)-computes f with respect to µ if Pr
[Π D (β, δ)-computes f ] ≥ 1 − α. The probability is taken over all randomness of the parties.
One should think of β δ. Notice that a protocol that (β, δ)-computes f is more powerful than a deterministic protocol which errs with probability at most ≈ β on the input distribution µ, since it "knows when it is wrong". On the other hand, it is less powerful than a deterministic protocol which errs with probability at most δ on distribution µ.
Let λ be a distribution on X ×Y ×D with marginals µ on X × Y and ν on D. Let (X, Y, D) ∼ λ and suppose for any value of d ∈ D that X and Y are independent conditioned on D = d. The conditional information cost of Π under λ is defined as I(Π(X, Y ); X, Y |D), where (X, Y, D) ∼ λ. Let IC µ,α,β,δ (f |ν) denote the minimum, over all protocols Π that (α, β, δ)-compute f , of I(X, Y ; Π | D), where with some abuse of notation, Π is also used to denote the transcript of the protocol. We also use the notation IC µ,δ (f |ν) to denote the minimum of I(X, Y ; Π | D) over all randomized protocols Π, which (0, 0, δ)-compute f (that is, which err with probability at most δ on every input, where the probability is over the random coins of Π). Notice that I(X, Y ; Π | D) ≤ H(Π) ≤ |Π| (where |Π| is the maximum number of bits transmitted by Π), and so IC µ,δ (f |ν) is a lower bound on R δ (f ). As we will also be interested in 1-way protocols, we use IC → µ,α,β,δ (f |ν) and IC → µ,δ (f |ν) to denote the above notions, where the minimum is taken over only 1-way protocols Π.
The following is our main theorem. As an example usage of our theorem, we can apply it to the Equality function f on k-bit strings. Namely, we are able to show for certain distributions µ and ν that IC → µ,1/20,1/10,1/k (f |ν) = Ω(log k), matching the lower bound for protocols that are not allowed to abort. Our theorem therefore implies that R → 1/3 (f k ) = Ω(k log k), that is, the randomized 1-way complexity of solving k copies of Equality simultaneously is Ω(k log k). This is matched by a trivial O(k log k) upper bound which solves Equality independently on each instance with probability 1 − O(1/k). To the best of our knowledge, no such result was known in the literature.
More importantly, we are able to apply our theorem to the augmented indexing problem on large domains with low error [23] , denoted by Ind a (k, N ). In this problem, Alice has a list x 1 , x 2 , . . . , x N , each item belonging to the set [k] = {1, 2, . . . , k}, while Bob has input j ∈ [N ], x 1 , x 2 , . . . , x j−1 , and y ∈ [k]. The function f evaluates to 1 if x j = y, and otherwise it evaluates to 0. We consider 1-way protocols Π, where the message is sent from Alice to Bob. It is known that R → 1/k (f ) = Θ(N log k) [23] . We are able to show that for certain distributions µ and ν, we in fact have IC → µ,1/20,1/10,1/k (f |ν) = Ω(N log k). Plugging this in to our main theorem, we obtain that R
, which can be shown by using that IC → µ,1/3 (f |ν) = Ω(N ) [6] , and applying a standard direct sum argument [7] .
Our lower bound is optimal in light of a trivial upper bound in which Alice sends her entire input to Bob. The augmented indexing problem is known to have a long list of applications to data streams and sketching, some of the most recent applications appearing in [25, 24, 23] , and so our lower bound on solving k copies of this problem applies to solving multiple copies of these problems, as described below.
Applications: 1 Our first application is to the sketching complexity [18, 30] of n-point JohnsonLindenstrauss transforms. Here one wants to design a distribution over k × d matrices S so that given any n points p 1 , p 2 , . . . , p n in R d , with probability at least 1 − δ, for all i and j, Sp i − Sp [34] , where this is referred to as JLT( , δ, n). Alon [3] has shown that this problem requires k = Ω( , which is also achievable by applying known Johnson-Lindenstrauss transforms [23] . We note that such work does not imply that for general n there is a lower bound of k = Ω( −2 log n δ ). Indeed, for all we knew, it could have been that k = O(
, since there may be a better strategy than setting the failure probability O(δ/n 2 ) and taking a union bound over the n 2 pairs of points. Our main theorem rules out this possibility, showing that k = Ω( −2 log n δ ) (Theorem 4.3). In fact, the main theorem shows that even if S is allowed to depend on the first n/2 points in an arbitrary way, the same lower bound still holds. In addition, we show that any encoding φ(p 1 ), . . . , φ(p n ) that allows pairwise p -distance estimation for p ∈ {1, 2} requires bit size Ω(n −2 log n δ (log d + log M )), where M is the largest entry in absolute value of the vectors p i 's (Theorem 4.1); this is again optimal and achieved by known dimension reduction techniques [17] .
A related problem is that of sketching matrix product, initiated in [34] . Here one wants to design a distribution over n × k matrices S, so that given n × n matrices A and B, one can "sketch" the matrices to obtain AS and S T B such that the matrix C = ASS T B approximates the product AB for some measure of error. Ideally, we would like k to be as small as possible, and obtain an entrywise error guarantee, namely, for all i, j ∈ [n], we would like
where A i denotes the i-th row of A and B j the j-th column of B. This notion of error has been used in several works, see the end of Section 1.1 of [33] for a discussion. In particular, Sárlos [34] achieves this error guarantee with k = O( −2 log n δ ), for success probability 1 − δ. Later, Clarkson and the second author [12] were able to achieve k = O( −2 log 1 δ ) with the weaker
is possible with the entrywise error guarantee. Using our main theorem, we show that this is not possible, namely that k = Ω( −2 log n δ ) is required in order to achieve the entrywise error guarantee (Theorem 4.5). We therefore separate the complexity of the two problems. Moreover, we show that sketches that satisfy the weaker guarantee that there is a procedure f outputting a matrix such that |f (AS,
n×n , then the bit size of AS is at least Ω(n 1 2 log n δ (log n + log M )), which is achieved in [34] . The final application we discuss is to multiple aggregation queries. While much of the data stream literature involves sequentially processing a large database to answer a single query, such as the number of distinct elements in a certain column or the join size of two tables, what one usually wants is to perform a sequence of such queries to different parts of the database. This issue was raised in [4] , where the authors consider the setting of a relation which holds multiple tables, each of which has multiple columns of attributes. The authors consider the problem of sketching each of the columns of attributes in each of the different tables, so that the storage size of the database can be reduced, yet at any later time, a user can ask for the join size along an attribute shared by two tables. They show that if the number of tables and attributes is poly(n), then each column can be compressed to O( −2 log n δ log M ) bits, where M is an upper bound on the number of records in each table. It was left open whether or not this is optimal. Using our main theorem, we can show that Ω( −2 log n δ log M ) bits are in fact necessary (Theorem 4.6).
All of our results concerning linear sketches also hold for the turnstile model of data streaming [32, 5] and for more general data structures which, given their current state, and an update to the underlying vector, can produce a new state. Such data structures are sometimes referred to as mergeable summaries [2] .
Our Techniques: Our starting point is the direct sum framework of [7] . There the authors show
To show this, they start with any randomized private coin protocol Π for f k , with inputs (
They study the mutual information between the transcript and the inputs, conditioned on
, where X = (X 1 , . . . , X n ), and Y and D are defined similarly. By the chain rule for mutual information,
where X <i and Y <i denote the first i − 1 coordinates of X and Y, respectively. For each summand, we further have
where D −i denotes D with its i-th coordinate removed. The next step is the embedding step, which argues that for any choice of x <i , y <i , and
. This step works by building a protocol Π for solving f by hardwiring the values x <i , y <i and d −i into Π . Then given inputs (A, B) to Π distributed according to µ, the parties set X i = A, Y i = B, and generate X >i and Y >i using private randomness without any communication. This is possible given the conditioning D −i = d −i . A randomized protocol Π for f k , for every input, solves f in each coordinate simultaneously with probability at least 1 − δ, and therefore Π is a correct protocol for f with probability at least 1−δ. Moreover, this simulation guarantees that
Our main idea is to change the embedding step as follows. Observe that
where Π i (X, Y) denotes the i-th coordinate of the output of Π, and f k i (X, Y) the i-th coordinate of the output of f k , and similarly define Π <i (X, Y) and f k <i (X, Y). Hence, by averaging, most of the k terms in the product are at least 1 − O δ k . Qualitatively speaking, conditioned on Π succeeding on a typical prefix of the first i − 1 coordinates, it is much more likely to succeed on the i-th coordinate than it would be without this conditioning.
This motivates the following change to the embedding step: since x <i and y <i are hardwired into Π, the parties know the value f (x j , y j ) for all j < i, and given the output of Π, can first verify whether or not
). If this condition holds, then they can output Π i (X, Y) as usual. However, if this condition fails to hold, the parties output 'abort'. We prove that for a typical prefix x <i , y <i , for most of the random seeds of the protocol and for most choices of random suffixes X >i and Y >i , the following holds: the parties only abort with constant probability over the inputs (A, B) ∼ µ, and given that they do not abort, the output is correct with a very large 1 − O(1/k) probability. Moreover, we still have that the information revealed by this protocol can be used to lower bound the term I(
To complete the direct sum argument, we need a way of lower-bounding the information revealed by a protocol with this abortion property. For this, we directly bound the information revealed by designing an estimation procedure for predicting (X i , Y i ) from the transcript of Π, and applying Fano's inequality.
Other Related Work: In [19, 20] , the authors show that for O(1)-round public-coin randomized communication complexity
, where > 0 is arbitrary. One cannot apply this theorem to our problem, as one would need to set = 1/k to obtain our results, at which point the theorem gives a trivial bound. A similar problem occurs trying to apply the direct sum theorem of [22] . These are not drawbacks of these works, since their study is for a vastly different regime of parameters, namely, for constant , and for every relation f . We instead only consider functions f for which we can lower bound the conditional information cost of protocols with the abortion property. These are of particular importance for sketching and streaming applications and for these functions we obtain the first optimal bounds.
The Direct Sum Theorem
We recall standard definitions from information complexity and introduce the information complexity for protocols with abortion, denoted as IC µ,α,β,δ (f |ν), more formally. Given a communication problem f : X × Y → Z, consider the augmented space X × Y × D for some D. Let λ be a distribution over X × Y × D, which induces marginals µ on X × Y and ν on D. We say that ν partitions µ, if µ is a mixture of product distributions, namely for a random variable (X, Y, D) ∼ λ, conditioning on any value of D makes the distribution of (X, Y ) product.
To simplify the notation, a δ-protocol for f is one that for all inputs (x, y) ∈ X × Y computes f (x, y) with probability at least 1 − δ (over the randomness of the protocol).
The conditional information complexity of f with respect to λ, denoted by IC µ,δ (f |ν), is defined as the minimum conditional information cost of a δ-protocol for f . The information complexity with aborts, denoted by IC µ,α,β,δ (f |ν), is the minimum conditional information cost of a protocol that (α, β, δ)-computes f . The analogous quantities IC → µ,δ (f |ν) and IC → µ,α,β,δ (f |ν) are defined by taking the respective minimums over only one-way protocols.
Our main theorem gives a lower bound the conditional information cost of a δ-protocol for k copies of a communication problem. More precisely, for a function
Moreover, this result also holds for 1-way protocols:
For the remaining part of the section we prove this theorem. Amplifying the success probability by repeating the protocol a constant number of times, it is easy to see that
, and similarly for one-way protocols (see Appendix A).
Thus, without loss of generality we work with (δ/2000)-protocols instead.
We focus on the first part of the theorem. For To make this precise, the guarantee of the protocol gives that
Using the bound p ≤ e −(1−p) (valid for all p ∈ [0, 1]) to each term in the right-hand side, we can then use Markov's inequality to show that for at least half of the indices i ∈ [k] we have the strong conditional guarantee
where the last inequality uses the first-order approximation of ln at 1. We call these indices good. Moreover, using the chain rule, we can express the mutual information I(Π(W, R); W | D) in terms of the information revealed of each component of W:
The idea is then, for each good index i, to obtain from Π a protocol that (1/20, δ/10, δ/k)-computes f k i (W) and which reveals only
. This is accomplished by simulating Π over some of its input. We show next that we can "hardwire" the first i−1 inputs of Π while preserving the relevant properties of the protocol. Unfortunately hardwiring the last k − i inputs of Π and its random seed (and thus leaving only input i free) might change the mutual information with W i drastically; but we show that there is a large set of suffixes that still preserve most properties that we need. The existence of such suffixes is proved via the probabilistic method. i−1 and a set G of fixings of the suffix W >i and the random bits used by Π with the following properties:
(Success probability) For every (w >i , r) in G we have
4. (Conditional success probability) For every (w >i , r) in G we have
Proof. We start by proving the following proposition.
Then there exists w <i ∈ (X × Y) i−1 such that the following hold:
Proof. We use the probabilistic method, so first we analyze the expected value of the quantities in the lefthand side of the above expression with respect to the random variable W <i .
For Item 1, it follows from the definition of conditional mutual information that
For Item 2, the product structure of µ k and the guarantee of Π give
For Item 3, we now use the fact that i is good to obtain
Although this last expectation is with respect to the distribution conditioned on Π <i (W, R) = f k <i (W), because of the guarantee of Π, this conditioning does not change the distribution by much; more precisely, for every event E we have
Using Markov's inequality to upper bound the probability of being 4 times larger than the expectation in each of the 3 items and taking a union bound, we obtain that the there is a w <i satisfying the desired properties in the proposition. This concludes the proof.
The proof of Lemma 2.1 then follows from Proposition 2.1 above and again from the application of Markov's inequality and the union bound. Now we use the protocol Π hardwiring W <i = w <i (for a w <i as above) and D −i = d −i to obtain a protocol to (1/20, δ/10, δ/k)-compute f under the distribution µ. The idea is to simulate the inputs W >i (conditioned on
Then there exists a protocolΠ with input in X × Y and only private randomnessR satisfying the following:
Moreover, if Π is 1-way, thenΠ is also 1-way.
Proof. The protocolΠ is constructed as follows. Suppose that Alice has input x ∈ X and Bob has input y ∈ Y. Since ν partitions µ, Alice and Bob use their private randomness to sample respectively X >i and Y >i according to the distribution µ k−i conditioned on D −i = d −i ; more precisely, the random variable
. They also use their private randomness to obtain a random variable R with same distribution as the random coins used in Π.
Using these random variables, the players run the protocol Π(w <i , (x, y), (X >i , Y >i ), R ) to obtain estimates of the vector-valued function f k (w <i , (x, y), (X >i , Y >i )). Finally, since w <i is known to Bob, he checks whether Π gave the correct values of
, and otherwise he aborts. Let
to denote the transcript exchanged with (and output of) this protocol.
We first analyze the information revealed by the protocol. Consider (W ,D) ∼ λ. Using the definition of our random variables and the product structure of λ k , it follows by substitution of random variables that
which gives the second part of the lemma.
For the correctness of the protocol, let the set G be defined as in Lemma 2.1. Take any (w >i , r) ∈ G; we claim that, conditioned on ((X >i , Y >i ), R ) = (w >i , r), the protocolΠ (δ/10, δ/k)-computes f (notice that conditioned on ((X >i , Y >i ), R ) = (w >i , r) the protocol is indeed a deterministic one). Since the event ((X >i , Y >i ), R ) ∈ G only depends on the randomness of the protocol, and since Pr(
To prove the claim, let E denote the event ((X >i , Y >i ), R ) = (w >i , r). It follows again from the definition of our random variables that the probability thatΠ(X,Ȳ ,R) aborts conditioned on E is equal to the probability that
Using the mutual independence between W i , W >i and R, this is the same as the probability that Π <i (w <i W i w >i , r) = f k <i (w <i W i w ≥i ); by definition of G (Item 3 of Lemma 2.1), this probability is at most δ/10. Similarly, we obtain that
where the last inequality follows again from the product structure of λ k , independence of R from the other random variables, and from the definition of G. This proves the claim and shows thatΠ (1/20, δ/10, δ/k)-computes f , giving the second item in the lemma.
Finally, notice that if Π is one-way thenΠ is also one-way. This concludes the proof of the lemma.
The (f |ν), and similarly for the one-way information complexity. This concludes the proof of Theorem 2.1.
Lower Bounds for Protocols with Abortion
In this section we prove lower bounds on the information cost of one-way protocols with abortion. To illustrate the techniques, we first consider the equality problem. In order to make the argument more formal, we introduce the following formalization of one- 
Equality Problem
Let EQ denote the equality problem: Alice and Bob have respectively the binary strings x and y of length and their goal is to check whether x = y or not. 1/δ) ) . Proof. To construct µ and ν, let D 0 be a random variable uniformly distributed on {0, 1} and let D be a random variable uniformly distributed on {0, 1} . Let (X,
From Fano's inequality [13] we also have
where p e = min g Pr[g(M (X)) = X] is the minimum error over all predictors g. Thus, to prove the lemma it suffices to show that if Π (1/20, 1/10, δ)-computes EQ then we can obtain a predictor with error at most 2/5.
First assume Π is a deterministic protocol that (1/10, δ)-computes EQ . We say that an input x for Alice is good if Π(x, y) = 1 iff x = y; we claim that many inputs are good. Note that the probability mass that our distribution assigns to every input (x, x) is
The probability assigned to every input (x, y) for x = y is equal to p 2 = 200δ 2 . So the number of x's such that Π(x, x) = abort is at most Pr[Π = abort]/p 1 = 1/(10p 1 ) ≤ 1/(100δ). Similarly, the number of x's such that there is at least one y where the protocol does not abort but makes a mistake is at most Pr
Finally notice that if x does not satisfy either of these two conditions then x is good. This implies that there are at most not good x's, and hence the probability that X is not good is at most 3/10. Now notice that if x is good then we can recover x itself from M (x) using Π: simply find the unique y such that Bob outputs 1 upon receiving message M (x). This then gives a predictor g with error probability p e ≤ 3/10 as desired.
For the case where Π only (1/20, 1/10, δ)-computes EQ , we can use the same argument as before and run Bob's part of the protocol over all y upon receiving message M (x), but now we need Bob's private coins R B to do it. This gives a predictor for X using M (X) and R B with error at most 3/10 + 1/20 ≤ 2/5, which shows that (1/20δ) . This concludes the proof.
Augmented Indexing
In the remainder of this section we prove Theorem 3.1. To do so, we consider the following hard distribution for Ind a (k, N ). 
First, using the chain rule for mutual information, we express the above conditional information in terms of the conditional information of each X i revealed by M (X):
We first claim that for each i, the term H(
To see this, notice that conditioned on I = i and D 0 = 0, X i is independent of D ≤I , and H(X i | D 0 = 0, D ≤I , X <i , I = i) = log k. Similarly, conditioned on I < i, X i is independent of D ≤I and hence H(X i | D 0 D ≤I , X <i , I < i) = log k. Since the first event holds with probability 1/2N and the second holds with probability (i − 1)/N , it follows that H(
Adding over all i's then gives that
Now we need to upper bound the second summation in (3.3). For that, we will show that the guarantee of the protocol implies that M (X) together with the prefix X <i leads to a good predictor of X i (for most i's); an application of Fano's inequality will then give the desired upper bound.
To make things more explicit, let R A and R B denote respectively Alice's and Bob's private randomness, and define R = (R A , R B ). To simplify the notation we use Π(x, j, y, r) to denote the transcript (and, as usual, also the output) of the protocol when Alice get x, Bob gets (j, x <j , y) and the random seed is r = (r A , r B ), namely Π(x, j, y, r) = B(M (X, r A ), j, x ≤j , y, r B ). We also use f (x, j, y) to denote the function of the associated communication game, namely f (x, j, y) equals 0 if x j = y and 1 if x j = y.
We first focus on tuples (i, x, r) that allows for a good predictor of x i . To capture the bad tuples, let U 1 be the set of tuples (i, x, r) such that the protocol with random seed r aborts on the instances where Alice has input x and Bob has input (i, x <i , x i ) (so it is an 'equal' input), namely U 1 = {(i, x, r) : Π(x, i, x i , r) = 'abort'}. Also define U 2 as the tuples (i, x, r) where the protocol with random seed r makes a mistake (but does not abort) when Alice gets input x and Bob gets input (i, x <i , y) for some y, namely U 2 = {(i, x, r) : ∃y st Π(x, i, y, r) = f (x, i, y) and Π(x, i, y, r) = abort}. We say that a tuple (i, x, r) is good if it does not belong to either U 1 or U 2 .
Notice that if (i, x, r) is good, then: (i) Π(x, i, x i , r) = 1; (ii) for every y = x i , Π(x, i, y, r) = 1. Good tuples render a good predictor for X i .
Lemma 3.2. For every index i ∈ [N ]
, there is a predictor g i such that
Proof. We are first going to use the protocol and the information M (x, r), x <i , r B to estimate x i as follows: letg i (M (x, r A ), x <i , r B ) be any value y such that Π(x, i, y, r) = B(M (x, r A ), i, x <i , y, r B ) = 1. (If no such y exists, set the function value to any arbitrary value). It follows directly from the paragraph before the statement of the lemma thatg i (M (x, r), x <i , r B ) = x i for all good (i, x, r), and hence
To remove the dependence on R B , simply choose an outcome r B such that
and set g i (m, x <i ) =g i (m, x <i , r B ).
Using this lemma and Fano's inequality [13] , we obtain that
Pr((i, X, R) is not good).
Since we have assumed that k is at least a sufficiently large constant, it suffices to show that Proof. Using the union bound, we get that the probability that (I, X, R) is not good is at most the probability that it belongs to U 1 plus the probability that it belongs to U 2 . We claim that Pr((I, X, R) ∈ U 1 ) ≤ 3/10. Using the definition of U 1 and the fact that the random variable (X, I, X I , R) has the same distribution as (X, I, Y, R)|(D 0 = 1), we get that Furthermore, since the protocol (1/20, 1/10, δ)-computes f , by union bound we see that the probability that it aborts is at most 3/20. Therefore, using the fact that Pr(D 0 = 1) = 1/2, we directly get that Pr((I, X, R) ∈ U 1 ) ≤ 3/10. Now we claim that the second term Pr((I, X, R) ∈ U 2 ) is at most 3/20. To do so, let C denote the event (which is solely determined by the random seed R) that the protocol (1/10, δ)-computes f . Given that C happens with probability at least 1/20, to prove the claim it suffices to show Pr((I, X, R) ∈ U 2 | C) ≤ 1/10. For that, let Err denote the event that Π(X, I, Y, R) = f (X, I, Y ) and Π(X, I, Y, R) = abort. Similar to the previous case, using the definition of U 2 and the fact that the random variable (X, I, y, R)|C has the same distribution as (X, I, Y, R)|(D 0 = 0, Y = y, C), we get
(Π(X, I, y, R) = f (X, I, y) and Π(X, I, y, R) = abort) |C
where the second equality follows from the fact that
By definition of C, we have that Pr(Err | C) ≤ δ, so using the fact that Pr(D 0 = 0 | C) = Pr(D 0 = 0) = 1/2 we obtain that Pr(Err | D 0 = 0, C) ≤ 2δ. Plugging this bound in the last displayed equation and using the fact that δ ≤ 1/20k, we get that Pr((I, X, R) ∈ U 2 | C) ≤ 1/10 as desired. This concludes the proof of the lemma.
Applications
For our application we will often assume that the dimension d of the vectors that we consider satisfies d 1−γ ≥ 1 2 log n δ for some constant γ > 0 (where n is the number of copies of the communication problem), otherwise Alive can simply send her whole input to Bob.
All of our lower bounds come from a reduction to the same hard problem, which is an n-fold version of the augmented indexing problem with a further indexing on top of it. ). Bob has an element k ∈ [1/( 2 δ)] and also the set S ⊆ S consisting of the elements in S which are strictly smaller than k. Their goal is to decide whether k belongs to S or not. Denote this problem by SetInd( , δ).
Hard Problem
We claim that the problem SetInd( , δ) is equivalent to the problem Ind a (u, N ) with N = 1/ 2 and universe size u = 1/δ. To see this, given elements x 1 , x 2 , . . . , x N in [u], we can "concatenate" them to form the set
. Therefore, given an instance of Ind a (u, N ) it is easy to construct an instance of SetInd( , δ) (with the same yes/no answer) using this concatenation. Moreover, we can reverse this operation and use it to obtain the reverse mapping from an instance of SetInd( , δ) to an instance of Ind a (u, N ). Using this correspondence, Theorem 3.1 directly gives the following. Now we consider the n-fold version of this problem: Alice and Bob receive n instances of SetInd( , δ/n) and they want, with probability at least 1 − δ, to solve all of them. Denote this problem by nSetInd( , δ). Our direct sum theorem directly gives the following.
Corollary 4.2.
Assume that δ is at most a sufficiently small constant. Then there is a distribution with marginals µ and ν such that ν partitions µ and IC
Finally, we take an augmented indexing of r copies of this problem to obtain our hard problem Ind(nSetInd( , δ), r). More precisely, an instance of Ind(nSetInd( , δ), r) is obtained as follows: consider r instances (S 
Estimating Multiple p Distances Consider the following communication problem: Alice has
, and their goal is to compute (with probability at least 1 − δ) approximations (1 ±
Theorem 4.1. Assume that n is at least a sufficiently large constant and that is at most a sufficiently small constant. Also assume that there is a constant γ > 0 such that
In the remaining part of this section we prove the above theorem. Since we can amplify the success probability of a protocol by repeating it and taking majority (see Section A), we will assume throughout that δ is at most a sufficiently small constant. We separately obtain the lower bound Ω(n 1 (Lemma 4.3) . It is easy to verify that together these lemmas imply Theorem 4.1.
Lower Bound for Small Alphabet Size. We consider the problem with M = 1 and prove the following.
Lemma 4.1. Assume that n is at least a sufficiently large constant, δ is at most a sufficiently small constant and ≤ 1/25. Also assume that there is a constant γ > 0 such that
To prove this lemma, we show how to use the n-fold p approximation problem p (n, d, 1, /25) to solve the indexing problem Ind(nSetInd(2 , δ), c log d), for some constant c. The main component of the reduction is the following lemma, which is a special case of Lemma 3.1 in [23] ; although in [23] the authors present the lemma for instances of the problem Ind a (k, N ), the equivalence between this problem and SetInd( , δ) directly gives the following.
, each of size 1/4 2 (assumed to be odd). Also consider an index j ∈ [r] and an element k ∈ [1/(4 2 η)] and let S be the set consisting of all the elements of S j that are smaller than k. Then there is an encoding of these objects, based on a random variable R, into vectors u = u(S 1 , S 2 , . . . , S r , R) and v = v(S 1 , S 2 , . . . , S j−1 , S , j, k, R) with the following properties: 
, where for a fixed the sets S 1 , S 2 , . . . , S n correspond to the 'th copy of the n-fold problem in the indexing of Ind (nSetInd(2 , δ), c log d) ; unraveling the definition of the problem, we get that each S i is a subset of [ 2 . Similarly, let Bob's instance be given by the index j ∈ [c log d], the elements k 1 , k 2 , . . . , k n , the sets {S i } i∈[n], <j and the sets S 1 , S 2 , . . . , S n ; again unraveling the definitions we have that for all i the set S i consists of all the elements of S j i less than k i . The players want to decide whether k i ∈ S j i holds or not for all i. For that, they evoke Lemma 4.2 with η = δ/n and use their inputs and shared randomness to make Alice compute u i = u i (S ). It is easy to see that whenever both the guarantees of Lemma 4.2 hold for all n pairs {(u i , v i )} n i=1 and the protocol for p (n, d, 1, /25) succeeds, then Bob outputs the correct answer. Since this happens with probability at least 1 − 2δ, we obtain the lower bound R
(Ind (nSetInd(2 , δ), c log d)) ), where shared randomness is allowed.
A well-know result relates the randomized complexity of private-randomness and shared-randomness protocols (using the assumption that δ is sufficiently small) [27] : (4.4) where I denotes the bit size of the input.
Using this bound and employing our lower bound on R → 4δ (Ind(nSetInd(2 , δ), c log d)) given by Corollary 4.3, we obtain that
where the last inequality uses the fact that n is at least a sufficiently large constant. This concludes the proof of Lemma 4.1.
Lower Bound for Large Alphabet Size. In this part we prove the following. Lemma 4.3. Assume that n is at least a sufficiently large constant, δ is at most a sufficiently small constant and
For that, we need two specific statements of JL-type transforms. 
Proof. [Proof sketch] This result is essentially proved in [29] . More precisely, consider a vector x ∈ R d with x = 1 and define Y i = kS i x, where S i is the i-th row of S. By 2-stability of the normal distribution, Y i is also normal with variance 1. The proof then follows exactly as in the proof of Theorem 5.1 of [29] .
Again the lower bound is proved using a reduction from the indexing problem Ind(nSetInd( , δ), r), but now with r set to c log M , for some constant c to be determined later. Indeed, we simply modify the reduction above as follows, starting with the 2 case. Assume for now that the players can use shared randomness. As before, the players evoke Lemma 4.2 with η = δ/2n and make Alice compute u i = u i (S 
(Ind(nSetInd(2 , δ), c log M ))).
Again using (4.4) and Corollary 4.3 concludes the proof of Lemma 4.3 for the case 2 .
For the case of 1 distance again the players evoke Lemma 4.2 with η = δ/2n and make Alice compute u i = u i (S for all i, which can be used as before to solve their instance of Ind(nSetInd(2 , δ), c log M )). The proof of the lemma then follows just as in the 2 case.
Other Applications
The proof of the lower bound for the remaining applications is similar in spirit to that of Theorem 4.1, and are presented in Section C of the appendix. 
with probability at least 1 − δ. We say that k is the dimension of the transform.
Theorem 4.3. Assume that n is at least a sufficiently large constant and that is at most a sufficiently small constant. Also assume that there is a constant γ > 0 such that 
Theorem 4.4. Assume that n is at least a sufficiently large constant and that is at most a sufficiently small constant. Also assume that there is a constant
Notice that the above lower bound requires the protocol to be a sketching one: otherwise one can apply a JL transform to reduce the dimension and use 2 sampling to solve Ip(n, d, M, ) with communicatioñ O(n 1 2 log n δ log log 1+ M ) [31, 11] . Matrix Sketching. Given a matrix A, we use A i to denotes its i-th row and use A j to denote its j-th column.
Theorem 4.5. Assume that n is a sufficiently large constant and that is at most a sufficiently small constant. Also assume that there is a constant γ > 0 such that n 1−γ ≥ 1 2 log n δ . Let S be a random n × k matrix which has an estimation procedure f outputting a matrix satisfying the following: for every pair of matrices A, B ∈ [±M ] n×n , with probability at least 1 − δ we have f (AS, B) i,j = (AB) i,j ± A i B j for all i, j ∈ [n]. Then the bit size of AS is at least Ω(n 1 2 log n δ (log n + log M )). Moreover, if the estimation is given by f (AS, B) i,j = (ASS T B) i,j , then the dimension k is at least Ω( 1 2 log n δ ). Database Joins. We refer the reader to [4] for more details about this application.
Consider a database consisting of n tables and multiple attributes, with value domain D. Let M denote the maximum number of records over all these tables. Given attribute j in table i, we use f j i (d) to denote the number of records in table i whose value for attribute j is equal to d. We see f j i as a vector in {0, 1, . . . , M } |D| . Given attribute j in table i and attribute j in table i , the join size of these attributes is gives by the inner product f j i , f j i . For simplicity, we assume that there is only one attribute j i in each table i that we are interested in estimating join sizes. We have the following bounds for estimating these join sizes.
Theorem 4.6. Assume that n is at least a sufficiently large constant and that is at most a sufficiently small constant. Consider linear sketches of the n frequency vectors f ji i which allow the join size estimation f
for all i, i ∈ [n] with probability at least δ. Then we have the following lower bounds for the total bit size required by these sketches:
• If there is a constant γ > 0 such that As mentioned earlier, the bounds above actually lower bound the total size of computing a mergeable summary for the n tables.
A Information Cost When Amplifying Success Probability
Consider a function f : X ×Y → Z and let λ be a distribution over X ×Y ×D, with marginals µ over X ×Y and ν over D. We show that IC µ,δ Ω(r) (f |ν) ≤ r IC µ,δ (f |ν).
For that, take a δ-protocol Π for f which achieves
Then letΠ be the protocol on input (x, y) that runs r copies Π(x, y, R 1 ), Π(x, y, R 2 ), . . . , Π(x, y, R r ) with independent coins R 1 , R 2 , . . . , R r and outputs the value obtained by the majority of the runs. It is easy to see thatΠ outputs the correct answer with probability at least 1 − δ Ω(r) . Moreover, by the chain rule for mutual information, we have
But we can expand the i-th term as
where the first equality follows from the fact that, since the R j 's are independent, then conditioned on (X, Y ) we have Π(X, Y, R i ) independent from Π(X, Y, R 1 ) . . . , Π(X, Y, R i−1 ). Plugging this bound on equation (A.1) gives that IC µ,δ Ω(r) (f |ν) ≤ r IC µ,δ (f |ν).
B Auxiliary Results for Lower Bounding Applications
Before proving the lower bound for our applications, we need to spell out some (standard) tools. In the next two subsections, we introduce the hard communication problem from there the lower bounds will come from. This hard problem is essentially based on constructing the n-fold version of augmented indexing and then doing an extra indexing over it. In the following subsection, we present, for completeness, an encoding of augmented indexing into vectors whose inner product depends whether the instance is yes/no; this was already present in the proof of Lemma 3.1 of [23] .
B.1 Generic Indexing problems A generic indexing problem can be defined as follows. Consider a function f : X × Y → Z and the associated (one-way) communication problem where Alice and Bob get respectively an element of X and Y and want to compute the value of the f over this pair; we use f to also denote this problem. Let Ind(f, N ) denote the communication problem where Alice has input x 1 , x 2 , . . . x N ∈ X and Bob has input j ∈ [N ], x 1 , x 2 , . . . , x j−1 ∈ X and y ∈ Y, and they want to compute f (x j , y). To simplify the notation, letX = X N denote the space of Alice's input, letỸ = N −1 i=0 (N × X i × Y) denote the space of Bob's input.
It is folklore that the information complexity of an indexing problem Ind(f, N ) is typically Ω(N ) times the complexity of the base problem of computing f . Moreover,ν partitionsμ.
To make the presentation self-contained, in the remaining part of this section we prove the above lemma. For that, we start by constructing the distributionλ. Recall the notation for one-way protocols used in Section 3. Consider a private-randomness one-way δ-protocol (M, B) for Ind(f, N ) (with Alice's and Bob's private coins respectively denoted by R A and R B ) and attains IC where the second equality follows from the chain rule for conditional mutual information, and the others follows from the product structure of D and X and independence from R A . Now we lower bound each term in this expression using a standard simulation argument. • (M ,B) is a δ-protocol for f .
• For the random variable (X j ,Ȳ ,D j ) ∼ λ, we have I(M (X j ,R A );X j |D j ) = I(M (x <j X ≥j , R A ); X j | D j , D >j = d >j ).
Proof. The desired protocol (M ,B) is the following. Alice uses her private randomnessR
A to obtain the random variableR A with the same distribution as R A , and also the random variableX >j with the same distribution as the conditioned random variable X >j | (D >j = d >j ); Bob uses his private randomnessR B to obtain the random variableR B with same distribution as R B . Then for every input (x, y) ∈ X × Y, we set Alice's message to beM (x,R A ) = M (x <j xX >j ,R A ) and Bob's output upon receiving message m isB(m, y,R B ) = B(m, j, x <j , y,R B ). For every input (x, y) ∈ X × Y, we can use the fact (M, B) is a δ-protocol for Ind(f, N ) to obtain that 
