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Abstract
In this paper, we present a theoretical analysis of the model reduction algo-
rithm for linear switched systems from [1, 2]. This algorithm is a reminiscence
of the balanced truncation method for linear parameter varying systems [3].
Specifically in this paper, we provide a bound on the approximation error in
L2 norm for continuous-time and l2 norm for discrete-time linear switched
systems. We provide a system theoretic interpretation of grammians and
their singular values. Furthermore, we show that the performance of bal-
anced truncation depends only on the input-output map and not on the
choice of the state-space representation. For a class of stable discrete-time
linear switched systems (so called strongly stable systems), we define nice
controllability and nice observability grammians, which are genuinely related
to reachability and controllability of switched systems. In addition, we show
that quadratic stability and LMI estimates of the L2 and l2 gains depend
only on the input-output map.
Keywords: switched systems, model reduction, balanced truncation,
realization theory.
1. Introduction
In this paper, we address certain theoretical problems which arise in model
reduction of continuous- and discrete-time Linear Switched Systems (in this
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work, referred to as LSS).
To describe the contribution of this paper in more details, we will first
present an informal overview of balanced truncation for linear switched sys-
tem which appeared in [1, 2]. In fact, this method has already been used for
linear time varying systems in [3].
Consider a linear switched system of the form
Σ :
{
δ(x)(t) = Aq(t)x(t) +Bq(t)u(t), x(t0) = x0
y(t) = Cq(t)x(t).
(1)
where δ(x)(t) = x˙(t) in continuous-time case, δ(x)(t) = x(t + 1) in discrete-
time case, Aq, Bq, Cq are n× n, n×m and p× n matrices respectively, and
the switching signal q maps time instances to discrete states in a set Q.
We seek to replace the system Σ by another one of smaller dimension,
but which still adequately approximates the input-output behavior of Σ. The
methods for continuous-time and discrete time LSSs are similar. Specifically,
for continuous-time systems, we define the following observability grammian
as any positive definite Q > 0 such that
∀q ∈ Q : ATq Q + QAq + CTq Cq < 0. (2)
Likewise, define a controllability grammian as a positive definite P > 0 that
satisfies
∀q ∈ Q : AqP + PATq +BqBTq < 0. (3)
By applying a suitable state-space isomorphism, the system can be brought
into a form where P = Q = Λ = diag(σ1, . . . , σn) are diagonal matrices and
σ1 ≥ . . . ≥ σn > 0. We will call the numbers σ1 ≥ . . . ≥ σn > 0 the singular
values of the pair (P,Q). We also observe that σi =
√
λi(PQ), where
λ1(PQ) ≥ . . . ≥ λn(PQ) are the ordered eigenvalues of PQ. Following the
classical terminology, we will call a state-space representation balanced, if
P = Q = Λ, where Λ is a diagonal matrix. We reduce the dimension of a
balanced state-space representation by discarding the last n− r state-space
components.
Suppose that Σ is balanced. Consequently, the system matrices Aˆq, Bˆq, Cˆq
of the reduced order system Σˆ are obtained by partitioning the matrices of
the original system as follows
Aq =
[
Aˆq ⋆
⋆ ⋆
]
, Bq =
[
Bˆq
⋆
]
, CTq =
[
CˆTq , ⋆
]
,
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where Aˆq, Bˆq, Cˆq are r×r, r×m and p×r matrices respectively. The perfor-
mance of this procedure has been extensively tested by means of numerical
examples in [1, 2]. However, many theoretical questions remain open.
Problem formulation
We strive to find error bounds and to establish the invariance of the method
with respect to state-space representation. In particular, we seek answers to
the following questions:
1. Error bounds
Can we state a bound on the error between the original system Σ and
the reduced one Σˆ, using some metric ? In particular, can we extend
the well-known result from the linear case, by proving that
||Y Σ − Y Σˆ||2 ≤ 2(σr+1 + · · ·+ σn), (4)
where Y Σ and Y Σˆ are the input-output maps of Σ and Σˆ respectively,
and ||.||2 denotes the L2 norm of the switched system as defined in [4]
?
2. Invariance of the L2 (for continuous-time) and l2 (for discrete-
time) norm estimates on state-space representation
Is it possible to estimate the system norm in a manner which does not
depend on the choice of the basis of the state-space ?
3. Invariance of the grammians on state-space representation
Under which conditions the controllability and observability inequali-
ties (2) and (3) and their discrete counterparts have solutions ? Does
the existence of a solution to these inequalities depend on the choice
of the state-space representation ? Can we characterize the set of ob-
servability/controllability grammians in a way which does not depend
on the choice of the state-space representation but only on the input-
output map ?
4. Invariance of the singular values on state-space representation
Do the singular values of the system (i.e., the values σ1, . . . , σn) depend
only on the input-output map of the system or do they also depend on
the choice of the state-space representation. Do they have a system
theoretic interpretation ?
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5. System theoretic interpretation of the grammians
What is the relationship between grammians and observability / con-
trollability of the switched systems. In the linear case, existence of
strictly positive observability/controllability grammians implies observ-
ability/controllability of the system. Does this extend to the switched
case ?
6. Preservation of system theoretic properties by the reduced
system
If the original system was reachable, observable, minimal, stable, etc.,
then will balanced truncation preserve these properties ?
The motivation for the first problem is clear. The motivation for questions
2–4 is the following. The formulation of balanced truncation does not a
priory exclude the possibility that the choice of the state-space representa-
tion might influence the error bound. This would inhibit the applicability of
the method, since the choice of the initial state-space representation is often
circumstantial. In particular, the existence of a solution to the LMIs that
are used for estimating L2 and l2 gains might depend on the choice of the
state-space representation. In a similar manner, the existence of grammians
and the values of the corresponding singular values might also depend on
the state-space representation. Carrying on, Question 5 is important for ob-
taining a deeper theoretical insight and for answering Question 6. Whereas,
Question 6 is important, because the reduced system is to be used for con-
trol design, which is easier if certain important system-theoretic properties
remain valid.
Contribution of the paper
In this paper, we prove the following results:
• We prove the error-bound (4) for continuous and discrete LSSs.
• We show how to estimate the L2 and l2 norms using LMIs in such a
way that the obtained estimates do not depend on the choice of the
state-space representation.
• If a system admits an observability (controllability) grammian, then
any minimal linear switched system which describes the same input-
output map will admit an observability (controllability) grammian.
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There is a one-to-one correspondence between controllability (resp. ob-
servability) grammians of minimal systems which describe the same
input-output map. This correspondence preserves the singular values.
That is, the existence of grammians is a property of the input-output
map and not of the state-space representation. For minimal state-space
representations, the singular values are functions of the input-output
map and not of the state-space representation. We also relate the
largest singular value to the Hankel-norm of the system.
As a byproduct, we also show that if an input-output map can be
realized by a quadratically stable system1, then any minimal realization
of this map will be quadratically stable.
• For minimal systems, if controllability and observability grammians
exist, then they are necessarily strictly positive definite.
For a class of discrete-time LSS, so called strongly stable LSSs, for
which the matrix
∑
q∈QA
T
q ⊗ATq has all its eigenvalues inside the open
unit disc, the converse result also holds. Specifically, if nice controlla-
bility and observability grammians are positive definite then the system
is minimal.
• Balanced truncation preserves quadratic stability. However, it does
not necessarily preserve minimality. The fact that balanced truncation
does not preserve minimality is a further indication of that the method
might be very conservative.
Related work The current paper is an extension of [5]. With respect to
this work, the main differences are:
1. The current paper contains detailed proofs.
2. It presents results for both the continuous- and discrete-time LSSs.
3. It provides a detailed exposition of the comparison between balanced
truncation of switched systems and balanced truncation of linear pa-
rameter - varying systems and systems with structured uncertainty.
1i.e. a system with a common quadratic Lyapunov function
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A rich literature covers the subject of model reduction for switched sys-
tems, [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. In particular, balanced truncation
was explored in [1, 2, 14, 13, 15, 12, 16]. The procedure dealt with in this pa-
per was already described in [1, 2]. The error bounds of balanced truncation
were investigated in [3] for linear parameter varying systems, in [17] for un-
certain systems, and in [14] for discrete-time jump linear stochastic systems.
The proofs of the error bound in this paper are original and are inspired by
similar proofs for time-varying systems [18]; yet, by introducing certain con-
structions, we show that the results in this paper can be related to the above
works. We will present a detailed comparison between the contribution of
this paper and [3, 17, 14] in §7. In short, the main differences are as follows.
First, this paper deals explicitly with linear switched systems and does so
for both discrete-time and continuous-time. As a consequence, the obtained
results are less conservative than the ones of [3, 17, 14] when applied to lin-
ear switched systems. Second, we address in great detail the independence
of balanced truncation from the choice of state-space representation.
The induced L2 norm for switched systems was introduced and analyzed
in [4, 19, 20]. Nonetheless, the focus in those works was not on the invari-
ance of the computed estimates with respect to the choice of the state-space
representation, addressed in this paper.
Equivalent formulations of the concept of strong stability were used in
[21, 22], but in a completely different setting. In [22] it was also stated that
minimization preserves strong stability, but no proof was provided.
We believe that the paper, as a whole, represents a new contribution,
although some of the results of this paper have appeared in other contexts
in literature. It provides a coherent exposition of the theoretical aspects of
balanced truncation, and it does it in a self-contained manner. The presen-
tation is tailored to linear switched systems. Finally, we believe that the
relationship between the approach presented in the current work and bal-
anced truncation methods of [3, 17, 14] is also interesting on its own right,
since the corresponding system classes are rather far from linear switched
systems.
Outline: In §2, we present the formal definition of continuous- and
discrete-time LSSs. Furthermore, we give a brief overview of realization
theory of LSSs. In §3, we state the formal definition of L2 and l2 norms,
and grammians. Subsequently, we show the relationship between these con-
cepts and conditions which guarantee their existence. In §4, we show that
quadratic stability, estimates of the L2 and l2 norms, existence of grammians
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and the singular values of the system are all independent on the state-space
representation. In §5, we discuss the system theoretic interpretation of gram-
mians and their singular values. For the class of strongly stable discrete-time
LSS, we show that the balanced truncation conserves strong stability and
minimality of the representation. In §6, we present the proof of the error
bound for balanced truncation. Finally in §7, we show how our results are
related to the results on balanced truncation of uncertain systems, linear
parameter varying systems and discrete-time Markov jump linear systems.
Notation: The cardinality of a set S is denoted |S|. By N, we denote
the set of natural numbers including 0, and by T = R+ the set of non
negative reals. We denote by ||x||2 the Euclidean norm of a vector x ∈ Rn.
We denote by Rk×l the set of all k × l matrices with real entries. For a
symmetric matrix A ∈ Rn×n, we write A > 0, A < 0, A ≥ 0 and A ≤ 0 if
A is strictly positive definite, strictly negative definite, positive semi-definite
and negative semi-definite, respectively. By diag(a1, a2, . . . , an), we denote
the n × n diagonal matrix with diagonal entries a1, . . . , an ∈ R. Similarly,
we denote by diag(A1, . . . , Ak) the n × n block-diagonal matrix, such that
Ai ∈ Rni×ni and n =
∑k
i=1 ni.
We use the standard notation of automata theory [23]. For a set X , called
the alphabet, we denote by X∗ the set of finite strings of elements of X , and
by Xω the set of infinite strings of elements of X . Elements of X∗ and Xω
are called finite and infinite words, respectively. That is, a typical element
of X∗ is a finite sequence w0 · · ·wk, w0, . . . , wk ∈ X and a typical element of
Xω is an infinite sequence w0w1 · · · , such that w0, w1, . . . ∈ X .
For a finite word w = w0w1 · · ·wk ∈ X∗, its length is denoted by |w| and
is equal k+1. We denote by ǫ the empty sequence (word) in X∗. In addition,
we define X+ = X∗ \ {ǫ}.
We say that a map f : T → Rn is piecewise-continuous, if f has finitely
many points of discontinuity on any compact subinterval of T , and at any
point of discontinuity the left-hand and right-hand side limits of f exist
and are finite. We denote by PC(T,Rn) the set of all piecewise-continuous
functions of the above form. The notation AC(T,Rn) designates the set of all
absolutely continuous maps f : T → Rn. We denote by L2 = L2(T,Rn) the
set of all Lebesgue measurable maps f : T → Rn for which ∫∞
0
||f(s)||22ds <
∞. For f ∈ L2, we denote by ||f ||2 the standard norm of f , i.e., ||f ||2 =√∫∞
0
||f(s)||22ds. Likewise, we denote by l2 = l2(Rn) = l2(N,Rn) the set
of all sequences x = (x0, x1, . . . ) in R
n with bounded l2 norm, i.e., ||x||2 =
7
√∑∞
i=0 ||xi||22 < ∞. Finally, if M is a k × l matrix, then ||M ||F denotes
the Frobenius norm of M , i.e., ||M ||F =
√∑k
i=1
∑l
j=1M
2
i,j. For M a square
matrix, i.e., k = l, we denote by tr(M) the trace of M , tr(M) =
∑k
i=1Mi,i.
If z : N→ Rr for some r, then denote by δ(z) the forward shift operator
δ(z)(t) = z(t + 1), ∀t ∈ N. If z ∈ AC(T,Rr), then denote by δ(z) the
derivative operator, i.e. δ(z)(t) = dz
dt
(t).
2. Linear switched systems
Below, we formulate the definition of (continuous and discrete) linear
switched systems and their system theoretic properties. The presentation is
based on [24, 25].
Definition 1 (Linear switched systems). A linear switched system with ex-
ternal switching (abbreviated as LSS) is a tuple
Σ = (n,Q, {(Aq, Bq, Cq) | q ∈ Q}),
where Q = {1, . . . , D} for some fixed D ∈ N \ {0}, and for each q ∈ Q,
(Aq, Bq, Cq) ∈ Rn×n×Rn×m×Rp×n. The number n ∈ N, sometimes denoted
dimΣ, is called the dimension of the LSS Σ. The elements of the set Q will
be called the discrete modes, and Q will be called the set of discrete modes.
The phrase “external switching” will be explained after we have intro-
duced the notion of a solution.
In the sequel, we use the following notation and terminology: the state
spaceX = Rn, the output space Y = Rp, and the input space U = Rm. More-
over, to unify notation, we write U , Q, X and Y to denote either L2(T, U),
PC(T,Q), AC(T,X) and PC(T, Y ) (in continuous-time) or l2(U), Q
ω, Xω
and Y ω (in discrete time).
Occasionally, we write q(t) for the tth element qt of a sequence q ∈ Qω.
The same comment applies to the elements of Uω, Xω and Y ω.
With the conventions just stated, we collectively denote by || · ||2 either
the l2 norm (in discrete-time) or the L2 norm (in continuous-time).
Definition 2 (Solution). A solution of the switched system (with external
switching) Σ with initial state x0 ∈ X and relative to the pair (u, q) ∈ U ×Q
is by definition a pair (x, y) ∈ X × Y satisfying
δx(t) = Aq(t)x(t) +Bq(t)u(t) a.e, x(0) = x0
y(t) = Cq(t)x(t),
(5)
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with a.e meaning almost everywhere and δ denoting the derivative operator
in continuous-time, and the forward shift operator in discrete-time.
In both continuous and discrete-time, we shall call u the control input, q
the switching signal, x the state trajectory, and y the output trajectory.
Note that the pair (u, q) ∈ U × Q can be considered as an input to the
LSS. The phrase “external input” in the definition of an LSS refers to the
fact that (u, q) can be chosen externally. Contrary to the situation when q is
state-dependent and the value of q is assigned internally; for instance, when
the state space is partitioned and a specific value of q is assigned for each
cell of the partition.
In the sequel, we only specify whether we consider continuous or discrete-
time when this is not clear from the context. Remarkably, the particular case
is frequently immaterial for reaching our conclusions.
Definition 3 (Input-state and input-output maps). The input-state map
XΣx0 and input-output map Y
Σ
x0
for the LSS Σ, induced by the initial state
x0 ∈ X, are the maps
U ×Q → X ; (u, q) 7→ XΣx0(u, q) = x,
U ×Q → Y ; (u, q) 7→ Y Σx0(u, q) = y,
where (x, y) is the solution of Σ at x0 relative to (u, q).
A natural question is when a map f of the form
f : U ×Q → Y (6)
is indeed realized by an LSS. In the sequel, we refer to a map (6) as an
input-output map. To address the above problem, we will fix a designated
initial state for LSSs. Since we will mostly deal with exponentially stable
LSSs, we will set the initial state to be zero. While this choice seems natural
for the current paper, other choices might be more appropriate in other
circumstances. Nonetheless, many of the results of this paper can be extended
to the case of non-zero initial conditions.
Definition 4 (Realization and equivalence). The input-output map Y Σ of
an LSS Σ is the input-output map Y Σ = Y Σ0 induced by the zero initial state.
The LSS Σ is said to be a realization of an input-output map f of the form
(6), if Y Σ = f . Moreover, the LSSs Σ1 and Σ2 are equivalent if Y
Σ1 = Y Σ2.
9
It is clear that any LSS is a realization of its own input-output map
induced by the zero initial state.
Definition 5 (Minimality). The LSS Σm is said to be a minimal realization
of an input-output map f , if Σm is a realization of f and if for any other
LSS Σ which is a realization of f , dimΣm ≤ dimΣ. We say that Σm is a
minimal LSS , if it is a minimal realization of its input-output map Y Σm.
Definition 6 (Observability). An LSS Σ is said to be observable, if for any
two states x1 6= x2 ∈ X, the input-output maps induced by x1 and x2 are
different, i.e., Y Σx1 6= Y Σx2.
Let Reachx0(Σ) ⊆ X denote the reachable set of the LSS Σ relative
to the initial condition x0 ∈ X , i.e., Reachx0(Σ) is the image of the map
(u, q, t) 7→ XΣx0(u, q)(t).
Definition 7 ((Span-)Reachability). The LSS Σ is said to be reachable if
every state is reachable from the zero initial state, i.e., if Reach0(Σ) = X.
The LSS Σ is span-reachable if X is the smallest vector space containing
Reach(Σ).
We note that span-reachability and reachability are the same in continuous-
time.
As we now recall (in Theorem 1 below), there is a strong relation between
minimality on one side and span-reachability and observability on the other.
Definition 8. (Isomorphism) Two LSS
Σ1 = (n,Q, {(Aq, Bq, Cq) | q ∈ Q}),
and
Σ2 = (n,Q, {(Aaq , Baq , Caq ) | q ∈ Q})
are said to be isomorphic if there exists a non-singular matrix S ∈ Rn×n such
that
∀q ∈ Q : AaqS = SAq, Baq = SBq, CaqS = Cq.
The matrix S is said to be an isomorphism from Σ1 to Σ2 and is denoted by
S : Σ1 → Σ2.
The following theorem summaries various results on minimality, see [26,
27, 24].
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Theorem 1 (Minimality). A LSS realization is minimal, if and only if it
is span-reachable and observable. All minimal LSS realizations of an input-
output map are isomorphic. Finally, if Σ1 and Σ2 are two equivalent and
minimal LSSs, then they are related by an LSS isomorphism.
Remark 1. In [24, 26, 27] a slightly different definition of input-output
maps was used. There, an input-output map YΣ,x0 of Σ induced by the initial
state x0 was a map of the form YΣ,x0 : PC(T, U) × (Q × T )+ → Y for the
continuous-time case and YΣ,x0 : (U × Q)+ → Y for the discrete-time case.
The relationship between YΣ,x0 and Y
Σ
x0
is as follows.
For the continuous-time case, consider a sequence w = (q1, t1) · · · (qk, tk) ∈
(Q× T )+. The interpretation of w is as follows: the discrete mode qi is ac-
tive for duration ti. Assume that w has the property that there exists no
i = 1, . . . , k − 1 such that ti = ti+1 = 0. It is clear from [24, 27] that YΣ,x0
is uniquely determined by its restriction to the switching sequences satisfying
this property. Any such switching sequence can be interpreted as a restriction
of a signal q ∈ Q to the interval [0,∑ki=1 ti] such that q|(∑i−1j=1 tj ,∑ij=1 tj ] = qi,
q(0) = q0, i = 1, . . . , k. Conversely, for any signal q ∈ Q, the restriction of
q to a finite time interval can be interpreted as such a switching sequence.
From the definition of YΣ,x0 presented in [24, 27], it follows that YΣ,x0(u, w)
depends only on the restriction of u to [0,
∑k
i=1 ti]. It is easy to see that for
any u ∈ PC(T, U), there exists a u˜ ∈ U such that on [0,∑ki=1 ti] u and u˜
coincide. As a consequence, YΣ,x0(u, w) = Y
Σ
x0
(u˜, q)(
∑k
i=1 ti). Hence, there is
a one-to-one correspondence between YΣ,x0 and Y
Σ
x0.
For the discrete-time case, YΣ,x0((u0, q0) · · · (ut, qt)) = Y Σx0(u˜, q)(t), where
(u˜, v) is any element of U × Q such that u˜(i) = ui and vi = qi for all
i = 0, . . . , t. Since any element of (U × Q)+ arises from some element of
U ×Q in this way, it follows that there is one-to-one correspondence between
YΣ,x0 and Y
Σ
x0.
It then follows that two LSSs Σ1 and Σ2 are equivalent according to Def-
inition 4 if and only if YΣ1,0 = YΣ2,0, i.e. Σ1 and Σ2 realize the same input-
output map according to [24, 26, 27]. From the discussion above, it is also
easy to see that the definitions of observability and span-reachability and min-
imality presented above coincide with those in [24, 26, 27]. This means that
the results of [24, 26, 27] on minimal realization can indeed be used, despite
the slight difference in the definition of input-output maps.
Remark 2. Note that it is also possible to extend the notion of a Hankel-
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matrix to switched systems (see §5.2) and show that existence of a realization
is equivalent to the finiteness of the rank of the Hankel-matrix. In fact, the
rank of the Hankel-matrix will give the dimension of a minimal realization.
For the purposes of this paper these results are not directly relevant, the
interested reader is referred to [24, 26, 27].
Observability and span-reachability of an LSS can be characterized by
linear-algebraic conditions. To present these conditions, we introduce the
following notation.
Notation 1. Consider an LSS Σ = (n,Q, {(Aq, Bq, Cq) | q ∈ Q}). For a
sequence q ∈ Q∗, we write
Aq =
{
In if q = ǫ,
Aqk · · ·Aq2Aq1 if q = q1q2 · · · qk,
where In denotes the n × n identity matrix; and recall that ǫ is the empty
sequence.
Let Q∗n be the set of all words w ∈ Q∗ of length at most n,
Q∗n = {w ∈ Q∗ | |w| ≤ n}.
Furthermore, denote byM the cardinality of Q∗n (M = |Q∗n|). Fix an ordering
{v1, . . . , vM} of the set Q∗n. The next theorem is due to [28, 25, 26].
Theorem 2.
Span-Reachability: The LSS Σ is span-reachable if and only if rank R(Σ) =
n, where
R(Σ) =
[
Av1B˜, Av2B˜, . . . , AvM B˜
]
∈ Rn×mDM
with B˜ =
[
B1, B2, . . . , BD
] ∈ Rn×Dm.
Observability: The LSS Σ is observable if and only if rank O(Σ) = n,
where
O(Σ) =
[
(C˜Av1)
T , (C˜Av2)
T , . . . , (C˜AvM )
T
]T
∈ RpDM×n.
where C˜ =
[
CT1 C
T
2 , . . . , C
T
D
]T ∈ RpD×n.
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The matrix R(Σ) (resp. O(Σ)) will be called a span-reachability matrix
(resp. observability matrix ) of Σ.
Remark 3. If a linear subsystem of an LSS Σ is observable (reachable),
then Σ is observable (resp. span-reachable). Hence, by Theorem 1, if a linear
subsystem of Σ is minimal, then Σ itself is minimal.
Remark 4. In [28, 25, 26] it is shown that kerO(Σ) = ⋂q∈Q,v∈Q∗ kerCqAv
and Im R(Σ) = Span{AvBqu | v ∈ Q∗, q ∈ Q, u ∈ Rm}.
Remark 5. Note that observability (span-reachability) of an LSS does not
imply observability (reachability) of any of its linear subsystems. In fact, it
is easy to construct a counter example [24]. Together with Theorem 1, which
states that minimal realizations are unique up to isomorphism, this implies
that there exists an input-output map which can be realized by an LSS,
but which cannot be realized by an LSS where all (or some) of the linear
subsystems are observable (or reachable).
Remark 6 (Duality between span-reachability and observability). If Σ =
(n,Q, {(Aq, Bq, Cq) | q ∈ Q}), then define the dual system of Σ as ΣT =
(n,Q, {(ATq , CTq , BTq ) | q ∈ Q}). From Theorem 2 it then follows that Σ
is observable if and only if ΣT is span-reachable. Conversely, Σ is span-
reachable, if and only if ΣT is observable. That is, similarly to linear systems,
reachability and observability are dual properties for LSSs.
From [24, 25, 26], we have the following algorithms for reachability and
observability reduction, and minimal representation.
Procedure 1.
Reachability reduction: Assume that rank R(Σ) = r and choose a basis
b1, . . . , bn of R
n such that b1, . . . , br span Im R(Σ). In the new basis, the
matrices Aq, Bq, Cq, q ∈ Q become as follows
Aq =
[
ARq A
′
q
0 A
′′
q
]
, Cq =
[
CRq , C
′
q
]
, Bq =
[
BRq
0
]
, (7)
where ARq ∈ Rr×r, BRq ∈ Rr×m, and CRq ∈ Rp×r. As a consequence, ΣR =
(r, Q, {(ARq , BRq , CRq ) | q ∈ Q}) is span-reachable, and has the same input-
output map as Σ.
Intuitively, ΣR is obtained from Σ by restricting the dynamics and the
output map of Σ to the subspace Im R(Σ).
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Procedure 2.
Observability reduction: Assume that kerO(Σ) = n−o, and let b1, . . . , bn
be a basis in Rn such that bo+1, . . . , bn span kerO(Σ). In this new basis, Aq,
Bq, and Cq can be rewritten as
Aq =
[
AOq 0
A
′
q A
′′
q
]
, Cq =
[
COq , 0
]
, Bq =
[
BOq
B
′
q
]
,
where AOq ∈ Ro×o, BOq ∈ Ro×m, and COq ∈ Rp×o. Consequently, the LSS
ΣO = (o,Q, {(AOq , BOq , COq ) | q ∈ Q}) is observable and its input-output map
is the same as that of Σ. If Σ is span-reachable, then so is ΣO.
Intuitively, ΣO is obtained from Σ by merging any two states x1, x2 of Σ,
for which O(Σ)x1 = O(Σ)x2.
Procedure 3.
Minimal representation:
Transform Σ to a reachable LSS ΣR by Procedure 1. Subsequently, transform
ΣR to an observable LSS ΣM = (ΣR)O using Procedure 2. Then ΣM is a
minimal LSS which is equivalent to Σ.
3. Stability, grammians and L2 norms
In this section, we briefly review the definition of controllability/observability
grammians, L2 norm, and quadratic stability for LSSs. We also recall the
basic relationships between these concepts.
Definition 9 (Quadratic stability). An LSS
Σ = (n,Q, {(Aq, Bq, Cq) | q ∈ Q})
is said to be quadratically stable if there exists a positive definite matrix P > 0
such that
∀q ∈ Q : S(q,Σ, P ) < 0, (8a)
where
• in continuous-time (Lyapunov equation)
S(q,Σ, P ) = ATq P + PAq, (8b)
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• in discrete-time (Stein equation)
S(q,Σ, P ) = ATq PAq − P. (8c)
It is well-known [29] that quadratic stability implies exponential stability
for all switching signals. For our purposes quadratic stability is convenient,
as it implies the existence of an L2 gain (Definition 11) and controllabil-
ity/observability grammians.
Definition 10. (Controllability/observability grammians)
An observability grammian of Σ is a positive definite solution Q > 0 of the
following inequality
∀q ∈ Q : O(q,Σ,Q) ≤ 0, (9a)
where
• in continuous-time
O(q,Σ,Q) = ATq Q + QAq + C
T
q Cq, (9b)
• in discrete-time
O(q,Σ,Q) = ATq QAq + C
T
q Cq −Q. (9c)
A controllability grammian of Σ is a positive definite solution P > 0 of
the following inequality
∀q ∈ Q : C(q,Σ,P) ≤ 0, (10a)
where
• in continuous-time
C(q,Σ,P) = AqP + PATq +BqBTq , (10b)
• in discrete-time
C(q,Σ,P) = AqPATq +BqBTq − P. (10c)
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We will call the eigenvalues of the product PQ the singular values of the pair
of grammians (P,Q).
Existence of a controllability or observability grammian does not imply
quadratic stability. However, if in (10a) or (9a) we replace inequality by strict
inequality, then existence of a positive definite solution to the thus obtaines
LMIs is equivalent to quadratic stability. More precisely, using techniques
from [30], one can show that
Lemma 1. The following are equivalent:
• (i) Σ is quadratically stable,
• (ii) there exists Q > 0 such that ∀q ∈ Q : O(q,Σ,Q) < 0,
• (iii) there exists P > 0 such that ∀q ∈ Q : C(q,Σ,P) < 0,
The proof of Lemma 1 can be found in Appendix B.
Note that existence of controllability grammian does not imply control-
lability, even if |Q| = 1, i.e. we have the classical linear case. For a counter-
example for the linear case, see [17].
To define the L2 norm for an LSS , we recall that || · ||2 denotes either the
l2 norm (in discrete-time) or the L2 norm (in continuous-time).
Definition 11 ([4]). We say that Y Σ has an L2 gain γ > 0 if
a) Y Σ(u, q) belongs to L2(T, Y ) (in continuous time case) or to l2(Y ) (in
discrete time case) for all (u, q) ∈ U ×Q, and
b)
sup
q∈Q
||Y Σ(u, q)||2 ≤ γ||u||2 ∀u ∈ U . (11)
If Y Σ has an L2 gain, then we define the L2 norm of Y Σ, denoted by ||Y Σ||L2,
as the infimum of all γ > 0 such that (11) holds. If Y Σ does not have an L2
gain, then we set ||Y Σ||L2 = +∞.
Note that existence of a L2 gain of Y Σ means that the outputs of Σ belong
to L2(T, Y ) (cont. time) or l2(Y ) (disc. time) respectively. We note that
since u 7→ Y Σ(u, q) is linear for each q, the L2 norm of Y Σ can equivalently
be defined as
||Y Σ||L2 = sup
q∈Q
sup
||u||2=1
||Y Σ(u, q)||2,
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whenever ||Y Σ(u, q)||2 exists. In other words, ||Y Σ||L2 is the supremum of
the operator norms
||Y Σ(·, q)|| = sup
||u||2=1
||Y Σ(u, q)||2.
Lemma 2. If Σ is quadratically stable, then (12) below has a positive definite
solution P .
∀q ∈ Q : Gγ(q,Σ, P ) < 0, (12a)
where
• in continuous time
Gγ(q,Σ, P ) =
[
ATq P + PAq + C
T
q Cq PBq
BTq P −γ2I
]
, (12b)
• in discrete time
Gγ(q,Σ, P ) =
[
ATq PAq + C
T
q Cq − P, ATq PBq
BTq PAq, B
T
q PBq − γ2I
]
. (12c)
If a positive definite solution to (12) exists, then for any (u, q) ∈ U × Q,
||Y Σ(u, q)||2 is defined and ||Y Σ||L2 ≤ γ.
The proof of Lemma 2 can be found in Appendix C.
4. Invariance of state-space representation
In the previous section, we defined quadratic stability, L2 gains, and
grammians. The concepts were defined in terms of LMIs. We will show that
the existence of a solution to those LMIs is a property of the input-output
map. Furthermore, for equivalent minimal systems, the set of solutions are
isomorphic. In order to formalize this result, we will introduce the following
notation.
Definition 12. For a LSS
Σ = (n,Q, {(Aq, Bq, Cq) | q ∈ Q}),
define the following subsets of the set of n×n strictly positive definite matrices
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• S(Σ) is the “stability” set of all P > 0 which satisfy (8).
• O(Σ) is the “observability” set of all Q > 0 for which (9) holds.
• C(Σ) is the “controllability” set of all P > 0 for which (10) holds.
• For γ > 0, let Gγ(Σ) be the set of all P > 0 which satisfy (12).
Now, we can state the following result.
Theorem 3. Let K be any symbol from {S,O,C,Gγ}.
1. If the LSS Σ is such that K(Σ) 6= ∅, then for any minimal LSS Σm
which is equivalent to Σ, K(Σm) 6= ∅.
2. If P ∈ C(Σ), Q ∈ O(Σ), then for any minimal LSS Σm which is
equivalent to Σ, there exist Pm ∈ C(Σm) and Qm ∈ O(Σm), such
that the following holds: if σ1 ≥, . . . ,≥ σn are the singular values of
(P,Q) and λ1 ≥, . . . ,≥ λk are the singular values of (Pm,Qm), then
σn−k+i ≤ λi ≤ σi, i = 1, . . . , k, k = dimΣm.
3. Let Σ1 and Σ2 be two LSSs of dimension n and let S : Σ1 → Σ2 be an
isomorphism between them. If K ∈ {S,O,Gγ} then define M = S−1 ∈
R
n×n; if K = C, then define M = ST . Then
P ∈ K(Σ1) ⇐⇒ MTPM ∈ K(Σ2). (13)
In particular, for any two minimal and equivalent LSSs Σ1 and Σ2,
there exists a non singular matrix M such that (13) holds.
The theorem above expresses that quadratic stability and existence of
controllability/observability grammians are preserved by minimality. In fact,
if one of these properties holds for a state-space representation, then it holds
for any minimal state-space representation. From Theorem 3 it follows that
it is sufficient to perform balanced truncation on minimal systems. This will
be explained in detail in Remark 9.
Corollary 1. For minimal LSSs, the singular values of grammians do not
depend on the choice of state-space representation. Indeed, assume that Σ1
is a minimal LSS, and consider the singular values σ1, . . . , σn for a choice of
grammians (P1,Q1) of Σ1. Then for any minimal LSS Σ2 which is equivalent
to Σ1 there exists a pair of grammians (P2,Q2) of Σ2 such that the singular
values of (P2,Q2) are also σ1, . . . , σn.
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For an LSS Σ, define γ(Σ) = inf{γ > 0 | Gγ(Σ) 6= ∅}. Then clearly the
L2 norm of the input-output map of Σ is at most γ(Σ). From Theorem 3,
we obtain that
Corollary 2.
• For any minimal LSS Σm which is equivalent to Σ, γ(Σm) ≤ γ(Σ).
• If Σi, i = 1, 2, are two minimal and equivalent LSSs, then γ(Σ1) =
γ(Σ2).
As a consequence, the number γ(Σ), where Σ is minimal, depends only
on the input-output map of Y Σ. Note that γ(Σ) can be computed by solving
a classical optimization problem.
Proof of Theorem 3. The proof for both the discrete- and the continuous-
time case are the same, hence we present both cases together.
The proof of the last part of the theorem follows by an easy computation
and by recalling that if Σ1 and Σ2 are two equivalent and minimal LSSs, then
they are related by an LSS isomorphism.
Next, we prove the first statement of the theorem. In order to make
the proof easier, we denote by Cˆ(Σ) the set of all inverses of elements of
C(Σ). Clearly, showing that Cˆ(Σ) 6= ∅ =⇒ Cˆ(Σm) 6= ∅ is equivalent to
showing Cˆ(Σ) 6= ∅ =⇒ Cˆ(Σm) 6= ∅. Hence, in the sequel, we will show that
K(Σ) 6= ∅ =⇒ K(Σm) 6= ∅ for K ∈ {S, Cˆ,O,Gγ}. To this end, it is enough
to show that if K(Σ) 6= ∅ and we apply Procedures 1–2 to obtain a minimal
LSS Σm, then K(Σm) 6= ∅.
First, we show that the application of Procedure 1 preserves the non-
emptiness of K(Σ). Recall the partitioning of Aq from (7) and consider the
corresponding partitioning of P
P =
[
P11 P12
P21 P22
]
.
A simple computation reveals that
Lemma 3. If P ∈ K(Σ), then P11 ∈ K(Σr) for K ∈ {S,Gγ,O, Cˆ}.
The proof of Lemma 3 can be found in Appendix D.
Next, we show that Procedure 2 preserves non-emptiness of K(Σ). We
will use the duality between observability and reachability, explained in Re-
mark 6. Define the dual system ΣT = (n,Q, {(ATq , CTq , BTq ) | q ∈ Q}). The
following properties of the dual system ΣT hold.
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Lemma 4.
1. For P ∈ S(Σ) ⇐⇒ P−1 ∈ S(ΣT ),
2. P ∈ O(Σ) ⇐⇒ P−1 ∈ Cˆ(ΣT ) and P ∈ Cˆ(Σ) ⇐⇒ P−1 ∈ O(ΣT ).
3. P ∈ Gγ(Σ) ⇐⇒ γ2P−1 ∈ Gγ(ΣT ).
The proof of Lemma 4 can be found in Appendix E.
As a consequence, K(Σ) 6= ∅ if and only if K(ΣT ) 6= ∅ for K ∈ {S,Gγ},
and O(Σ) 6= ∅ =⇒ Cˆ(ΣT ) 6= ∅, and Cˆ(Σ) 6= ∅ =⇒ O(ΣT ) 6= ∅. From the
definition of duality it follows that if Σrt is the result of applying Procedure 1
to ΣT , then ΣTrt = Σo, where Σo is the result of application of Procedure 2 to
Σ. Since Procedure 1 preserves non-emptiness ofK(ΣT ), K ∈ {S,Gγ,O, Cˆ},
we have that K(Σ) 6= ∅ =⇒ K(ΣT ) 6= ∅ =⇒ K(Σrt) 6= ∅ =⇒ K(Σo) 6= ∅,
K ∈ {S,Gγ}, and Cˆ(Σ) 6= ∅ =⇒ O(ΣT ) 6= ∅ =⇒ O(Σrt) 6= ∅ =⇒
Cˆ(Σo) 6= ∅, and O(Σ) 6= ∅ =⇒ Cˆ(ΣT ) 6= ∅ =⇒ Cˆ(Σrt) 6= ∅ =⇒ O(Σo) 6=
∅.
Finally, we show the second statement. Without loss of generality, we
can assume that Σm is the result of applying Procedure 1 and Procedure
2 to Σ. Consider a matrix pair (P ′ ,Q′), (P,Q), P ′ ,Q′ ∈ Rk×k P,Q ∈
R
n×n, P,P ′ ,Q,Q′ > 0. Let λ1 ≥ . . . ≥ λn be the eigenvalues of PQ
and let λ
′
1 ≥ . . . ≥ λ′k be the eigenvalues of P ′Q′. We write (P ′ ,Q′) 
(P,Q), if k ≤ n and λn−k+i ≤ λ′i ≤ λi, i = 1, . . . , k. It is easy to see
that  is a transitive relation. Hence, it is enough to show that if we apply
Procedure 1 or Procedure 2 to Σ, then the resulting system will have a pair
of controllability and observability grammians (P ′ ,Q′), such that (P ′ ,Q′) 
(P,Q). From Lemma 4 it follows that it is enough to prove this only for
Procedure 1.
Let P11 and Q11 be the upper left r×r sub-matrices of P = P−1 and Q in
the basis described in Procedure 1. Then Lemma 3 implies that P−111 ∈ C(Σr)
and Q11 ∈ O(Σr). We claim that (P−111 ,Q11)  (P,Q). Indeed, notice that
the eigenvalues of PQ and P−111 Q11 are exactly the characteristic values of
the regular matrix pencils (Q − λP−1) and (Q11 − λP11) respectively, see
[31, Chapter X.§6]. But (Q11 − λP11) is just the pencil (Q − λP−1) with
n− r independent linear constraints which describe the orthogonal comple-
ment of V∗(Σ). Then from [31, Chapter X.§7, Theorem 14], it follows that
(P−111 ,Q11)  (P,Q).
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5. System-theoretic interpretation of grammians and their singular
values
In this section, we provide a system theoretic interpretation of grammians
and their singular value. To this end, we link them to observability, span-
reachability and Hankel-norms.
Theorem 4. If P be a positive semi-definite matrix which satisfies (9a) and
Σ is span-reachable, then P is positive definite. Similarly, if Q is a positive
semi-definite matrix which satisfies (10a) and Σ is observable, then Q is
positive definite.
The proof of Theorem 4 is based on the following results, which are in-
teresting on their own right.
Lemma 5. Assume that Q ≥ 0 satisfies ∀q ∈ Q : O(q,Σ,Q) ≤ 0. Then for
all q ∈ Q, t > 0
xTQx ≥
{∫ t
0
||Y Σx (0, q)(s)||22ds (cont.)∑t
s=0 ||Y Σx (0, q)(s)||22 (disc.)
Lemma 6. Assume that P > 0 is a solution to ∀q ∈ Q : C(q,Σ,P) ≤ 0.
Then for all (u, q) ∈ U ×Q, and t > 0
xTP−1x ≤
{∫ t
0
||u(s)||22ds∑t
k=0 ||uk||22 ,
where x = XΣ0 (u, q)(t).
The proofs of Lemma 5 and 6 can be found in Appendix F and Appendix G.
Proof of Theorem 4. We prove the statement for the observability by con-
tradiction. Assume that there exists x ∈ Rn \ {0} such that xTQx = 0. By
Lemma 5, this implies that for all q ∈ Q, the map Y Σx (0, q) = 0 and thus
Y Σx (0, q) = Y
Σ
0 (0, q) for all q. Note that Y
Σ
x (u, q) = Y
Σ
x (0, q) + Y
Σ
0 (u, q), and
hence we get that Y Σx (u, q) = Y
Σ
0 (u, q) for all q and u, which contradicts the
observability of Σ.
The statement for controllability grammian follows by duality.
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Notice that an LSS may fail to be observable (resp. reachable), even if
(9) (resp. (10)) has a positive definite solution, see Example 1 of Section 6.
This is due to the fact that in (9) and (10), we require inequalities instead
of equalities.
As we shall see in Section 6, a side effect of this phenomenon is that the
reduced order model obtained by balanced truncation may fail to be minimal.
As a consequence, one is tempted to ask the question what happens if
in (9) (resp. in (10)), we require that for some or for all q ∈ Q, ATq Q +
QAq + C
T
q Cq = 0 (resp. PATq + AqP + BqBTq = 0) holds with equality. In
this case, the existence of a strictly positive definite solution to the equations
will imply observability (resp. controllability) of some (or all) linear subsys-
tems. However, in Remark 5, we have already explained that for a large class
of input-output maps, including those which are realizable by quadratically
stable LSSs, there exist no state-space representation such that the local
linear subsystems are reachable or observable. Hence, by replacing inequali-
ties by equalities we necessarily restrict applicability of the model reduction
approach.
5.1. Nice grammians
As it was mentioned before, existence of a strictly positive definite con-
trollability and observability grammian does not imply span-reachability and
observability. In fact, there might exist many grammians, and it is not clear
which one of them should be chosen. In discrete time, the problem above
can partially be circumvented, by using what we will call nice grammians.
Nice grammians are special cases of grammians which have the property that
they are unique and their existence is equivalent to observability and con-
trollability of the system. Their disadvantage is that they are not preserved
by balanced truncation. However, they are potentially interesting for com-
putational purposes and as canonical forms in system identification, and for
this reason we discuss them here.
For the formal definition, we introduce the following terminology.
Definition 13 (Strong stability). We call the LSS Σ strongly stable, if the
matrix
∑
q∈QA
T
q ⊗ ATq is a stable matrix (all its eigenvalues lie inside the
unit disc).
From [32], we obtain the following result.
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Lemma 7. Consider n×n matrices Fq, q ∈ Q. If
∑
q∈Q F
T
q ⊗F Tq is a stable
matrix, then the equation
P = (
∑
q∈Q
F Tq PFq) + G
has a positive semi-definite solution P ≥ 0 for all positive semi-definite G ≥
0. In fact, this solution is unique and
P =
∑
w∈Q∗
F Tw GFw.
Conversely, if the inequality
P − (
∑
q∈Q
F Tq PFq) > 0
has a positive definite solution, then
∑
q∈Q F
T
q ⊗ F Tq is a stable matrix.
The proof of Lemma 7 can be found in Appendix H. Just like quadratic
stability, strong stability is preserved by minimization.
Lemma 8. If Σ is strongly stable and Σm is a minimal LSS which is equiv-
alent to Σ, then Σm is strongly stable too.
The proof of Lemma 8 can be found in Appendix I. With the above
discussion in mind, we define the concept of nice grammians.
Definition 14. Assume that Σ is strongly stable. Then the unique positive
semi-definite solutions P and Q to
P =
∑
q∈Q
AqPATq +
∑
q∈Q
BqB
T
q
Q =
∑
q∈Q
ATq QAq +
∑
q∈Q
CTq Cq
are called nice controllability and nice observability grammians, respectively.
Notice that AqPATq + BqBTq ≤
∑
σ∈QAσPATσ + BσBTσ and ATq QATq +
CTq Cq ≤
∑
σ∈QA
T
σQAσ+C
T
σ Cσ. Hence, nice grammians are indeed grammi-
ans, since they satisfy (10) and (9) respectively.
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Lemma 9. If Σ is strongly stable, then the nice controllability and observ-
ability grammians exists and they are unique.
The proof of Lemma 9 can be found in Appendix J.
Lemma 10. Σ is span-reachable if and only if the nice controllability gram-
mian P is strictly positive definite. Σ is observable if and only if the nice
observability grammian is strictly positive definite.
Proof of Lemma 10. We prove the statement about observability, its coun-
terpart on span-reachability follows by duality. From Lemma 7, it follows
that
xTQx =
∑
v∈Q∗
xTATv C˜
T C˜Avx =
∑
v∈Q∗
||C˜Avx||22
where C˜ =
[
CT1 , . . . , C
T
D
]T
. Then it follows that xTQx = 0 is equivalent
to CqAvx = 0 for all q ∈ Q, v ∈ Q∗. By Remark 4 the latter is equivalent
to x ∈ kerO(Σ). From this the statement of the lemma follows by using
Theorem 2 and Remark 4.
To sum up, if Σ is a strongly stable system, then the minimization pro-
cedure Procedure 3 preserves strong stability. Moreover, if Σ and Σˆ are two
isomorphic systems related by an isomorphism S from Σ to Σˆ, and if P and
Q are the nice grammians of Σ, then SPST and S−TQS−1 are the nice
controllability and observability grammians of Σˆ. In other words, the sin-
gular values of PQ are independent of the choice of the particular minimal
realization, and existence of strictly positive definite nice observability and
controllability grammians is guaranteed in minimal systems.
5.2. Singular values
We present the interpretation of the largest singular value of a grammian
pair (P,Q) in terms of the Hankel-norm of the input-output map.
Definition 15 (Hankel-norm). Let Σ be a quadratically stable LSS and define
the Hankel-norm ||Y Σ||H as follows. Denote by U0 the set of all inputs u ∈ U
such that there exists a time instant t (t ∈ T in continuous-time, t ∈ N for
discrete time), such that u(s) = 0 for all s > t. Let HG(Σ) be the set of all
γ > 0 such that
∀u ∈ U0, q ∈ Q : ||Y Σ(u, q)||2 ≤ γ||u||2,
Define the Hankel-norm ||Y Σ||H of Y Σ as ||Y Σ||H = infHG(Σ).
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Remark 7. If Σ is quadratically stable, then by Lemma 2, Y Σ has a finite L2
norm and the L2 (or in discrete-time case l2) norm ||Y Σ(u, q)||2 exists and
it is finite. From the definition of ||Y Σ||L2 it follows that ||Y Σ||L2 ∈ HG(Σ)
and hence ||Y Σ||H ≤ ||Y Σ||L2.
Intuitively, the Hankel-norm of Y Σ corresponds to the maximum output
energy of the system, if we first feed in a continuous input u with unit energy
and from some time t we stop feeding in continuous input and we let the
system to develop autonomously.
Theorem 5. Consider an LSS Σ. Assume that P > 0 is a controllability
grammian and Q > 0 is an observability grammian of Σ. The largest singular
value σmax of (P,Q) satisfies
||Y Σ||H ≤ σmax.
Proof of Theorem 5. Pick a switching signal and input (q, u) ∈ Q × U such
that for some time instance t that u(s) = 0 for all s > t and ||u||2 ≤ 1.
Denote by x and y the corresponding state and output trajectories. Note
that by Lemma 2, y belongs to L2(T, Y ) (cont. time) or l2(Y ) (disc. time)
and hence the norm ||y||2 exists and it is finite. By combining Lemma 5 and
Lemma 6, we obtain that x(t)TP−1x(t) ≤ 1 and
xT (t)Qx(t) ≥ ||y||22
Since u, q and t are arbitrary, we then obtain that
sup
xTP−1x≤1
xTQx ≥ ||Y Σ||2H
We proceed to prove that
λmax(PQ) = sup
xTP−1x≤1
xTQx
Let P−1 = STS, and define Qˆ = (S−1)TQS−1. It follows that
{Sx | xTP−1x ≤ 1} = {v | vTv ≤ 1}.
Hence,
sup
xTP−1x≤1
xTQx = sup
vT v≤1
vTQˆv = λmax(Qˆ),
where λmax(Qˆ) is the maximal eigenvalue of Qˆ. But Qˆ = SPQS−1, hence
the eigenvalues of Qˆ and PQ coincide.
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For nice grammians P and Q, the sum of their singular values can be
represented as a Frobenius norm of the Hankel-matrix of the system. In
order to present this result, we will first recall the notion of a Hankel-matrix
for linear switched systems. Although Hankel-matrices can be defined both
for continuous- and discrete-time, we will below concentrate on the discrete-
time case only. Consider a LSS Σ = (n,Q, {(Aq, Bq, Cq) | q ∈ Q}) and
for any v ∈ Q∗, define the Markov-parameter Mv = C˜AvB˜, where C˜ =[
CT1 , . . . , C
T
D
]T
and B˜ =
[
BT1 , . . . , BD
]
. In [26] it was shown that the
definition of the Markov-parameter depends only on the input-output map
Y Σ and not on the choice of Σ itself. Define then the Hankel-matrix of Y Σ
as the infinite block matrix
H = (Hs,v)s,v∈Q∗ ,
rows and columns of which are indexed by sequences fromQ∗ such thatHs,v =
Mvs. Using the notation above, we can relate tr(PQ) and the Frobenius-
norm of H as follows.
Lemma 11. If P and Q are the nice grammians of Σ, then
tr(PQ) =
∑
v,s∈Q∗
||Hs,v||2F ,
where ||.||F denotes the Frobenius norm of a matrix.
Proof of Lemma 11. Notice that
Q =
∑
q∈Q
ATq QAq + C˜
T C˜ and P =
∑
q∈Q
AqPATq + B˜B˜T .
From Lemma 7 it follows that
Q =
∑
w∈Q∗
ATwC˜
T C˜Aw and P =
∑
v∈Q∗
AvB˜B˜
TATv
and hence,
PQ =
∑
w∈Q∗
∑
v∈Q∗
AvB˜B˜
TATvA
T
wC˜
T C˜Aw,
and thus
tr(PQ) =
∑
w∈Q∗
∑
v∈Q∗
tr(AvB˜B˜
TATvA
T
wC˜
T C˜Aw).
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Notice now that
tr((AvB˜)(B˜
TATvA
T
wC˜
T )(C˜Aw))
= tr(B˜TATvA
T
wC˜
T )(C˜AwAvB˜)
= tr(HTw,vHw,v)
= ||Hw,v||2F
If P = Q = diag(σ1, . . . , σn), then tr(PQ) =
∑n
i=1 σ
2
i and hence the
lemma above implies that this quantity does not depend on the state-space
representation.
6. Model reduction for linear switched systems
In this section, we state the procedure for model reduction by balanced
truncation, and we prove a bound of the approximation error.
Procedure 4. Balanced truncation Consider a LSS Σ = (n,Q, {(Aq, Bq, Cq) |
q ∈ Q}).
1. Find a positive definite solution Q > 0 to (9).
2. Find a positive definite solution P > 0 to (10).
3. Find U such that P = UUT and find an orthogonal K such that
UTQU = KΛ2KT , where Λ is diagonal with the diagonal elements
taken in decreasing order. Define the transformation
S = Λ1/2KTU−1
4. Replace Σ with
Σbal = (n,Q, (A¯q = SAqS−1, B¯q = SBq, C¯q = CqS−1)q∈Q).
5. The transformed system Σbal is balanced, i.e., ∀q ∈ Q : O(q,Σbal,Λ) <
0 ∀q ∈ Q : C(q,Σbal,Λ) < 0. Indeed, it is enough to notice that Λ =
(S−1)TQS−1 = SPST and use these expressions to deriveO(q,Σbal,Λ) <
0 and C(q,Σbal,Λ) < 0 from O(q,Σ,Q) < 0 and C(q,Σ,P) < 0 for all
q ∈ Q.
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6. Assume that Λ = diag(σ1, . . . , σn), σ1 ≥ σ2 ≥ · · · ≥ σn. Choose r < n
and let Λ1 = diag(σ1, . . . , σr). Choose Aˆq ∈ Rr×r, Bˆq ∈ Rr×m and
Cˆq ∈ Rp×r so that
A¯q =
[
Aˆq Aq,12
Aq,21 Aq,22
]
, B¯q =
[
Bˆq
Bq,2
]
, C¯Tq =
[
CˆTq
CTq,2
]
(14)
Return as a reduced order model Σˆ = (r, Q, {(Aˆq, Bˆq, Cˆq) | q ∈ Q}).
In the following, we will state an error bound for the difference between
the input-output maps of Σ and Σˆ. To this end, we will use the following
simple fact, due to [1] in the continuous case.
Lemma 12. The LSS Σˆ returned by Procedure 4 is balanced. In addition, if
either ∀q ∈ Q : O(q,Σ,Q) < 0 or ∀q ∈ Q : C(q,Σ,P) < 0, then Σˆ is also
quadratically stable.
Proof of Lemma 12. The first statement of the proof follows by showing that
∀q ∈ Q : O(q, Σˆ,Λ1) ≤ 0 and ∀q ∈ Q : C(q, Σˆ,Λ1) ≤ 0. For the continous-
time case the proof of this claim is straightforward:
A¯Tq Λ =
[
AˆqΛ1 ⋆
⋆ ⋆
]
A¯qΛ =
[
AˆqΛ1 ⋆
⋆ ⋆
]
and hence for K ∈ {C,O},
K(q, Σ¯,Λ) =
[
K(q, Σˆ,Λ1) ⋆
⋆ ⋆
]
.
Hence, if K(q, Σ¯,Λ) ≤ 0, then K(q, Σˆ,Λ1) ≤ 0.
For the discrete-time case, using the notation of Procedure 4, it is easy
to see that if Λ =
[
Λ1 0
0 Λ2
]
where Λ1 ∈ Rr×r, then
A¯qΛA¯
T
q =
[
AˆqΛ1Aˆq + Aq,12Λ2A
T
q,12, ⋆
⋆, ⋆
]
A¯Tq ΛA¯q =
[
AˆTq Λ1Aˆq + A
T
q,21Λ2Aq,21, ⋆
⋆, ⋆
]
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Hence, the corresponding inequalities for the balanced system Σ¯ can be writ-
ten as
0 ≥ A¯qΛA¯Tq + B¯qB¯Tq − Λ
=
[
AˆqΛ1Aˆ
T
q + Aq,12Λ2A
T
q,12 + BˆqBˆ
T
q − Λ1, ⋆
⋆ ⋆
]
0 ≥ A¯Tq ΛA¯q + C¯qC¯Tq − Λ
=
[
AˆTq Λ1Aˆq + A
T
q,21Λ2Aq,21 + Cˆ
T
q Cˆ
T
q − Λ1, ⋆
⋆ ⋆
]
Thus, we get that
AˆqΛ1Aˆ
T
q + BˆqBˆ
T
q − Λ1
≤ AˆqΛ1AˆTq + Aq,12Λ2ATq,12 + BˆqBˆTq − Λ1 ≤ 0
AˆTq Λ1Aˆq + Cˆ
T
q Cˆq − Λ1
≤ AˆTq Λ1Aˆq + ATq,21Λ2Aq,21 + CˆTq Cˆq − Λ1 ≤ 0
from which it follows that Λ1 is both a controllability and observability gram-
mian.
The proof above also yields that if ∀q ∈ Q : O(q,Σ,Q) < 0 or ∀q ∈
Q : C(q,Σ,P) < 0, then ∀q ∈ Q : O(q, Σˆ,Λ1) < 0 or respectively ∀q ∈
Q : C(q, Σˆ,Λ1) < 0. By Lemma 1 the latter implies that Σˆ is quadratically
stable.
Remark 8 (Nice observability/controllability grammian). In the discrete-
time case, one could take the nice observability and controllability gram-
mians from Definition 14 as inputs for Procedure 4. It is clear that the
balancing step then leads to a nice controllability and observability grammi-
ans which are diagonal and equal to each other. However, from the proof
of Lemma 12, it is clear that the resulting reduced order system might be
balanced, but the grammian Λ1 of the reduced system is not necessarily the
nice grammian. However, from the proof of Lemma 12, it follows that Λ1
is the nice observability and controllability grammian of the system Σˆ =
(r, Q, {(Aˆq,
[
Bˆq, Aq,12
]
,
[
Cˆq
Aq,21
]
) | q ∈ Q}). It remains a topic of future
research to find out if the balanced truncation procedure can be adapted in
such a way that Λ1 remains a nice grammian.
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One may wonder if the system Σˆ returned by Procedure 4 is minimal,
at least when Σ was minimal. The answer is negative, as demonstrated by
Example 1. The fact that the reduced system need not even be minimal
already indicates that Procedure 4 might be too conservative.
Example 1. Assume Q = {1} consists of one element, A =
−2 0 00 −1 1
0 0 −3
,
B =
10
1
, C = [1 1 0]. Then (A,B,C) is balanced according to our
definition with Λ = diag(2, 1, 0.5). However, Aˆ =
[−2 0
0 −1
]
, Bˆ =
[
1
0
]
and
Cˆ =
[
1 1
]
, which is clearly not minimal.
Theorem 6 (Error bound). For the system Σˆ returned by Procedure 4,
||Y Σ − Y Σˆ||L2 ≤ 2
n∑
k=r+1
σk. (15)
Proof of Theorem 6. The proof of Theorem 6 is based in the following lemma
whose proof is in Appendix K.
Lemma 13. For r = n− 1, (15) is true.
Suppose that Σˆ1 is the reduced system obtained by removing the singular
value σn. It is easy to see that Σˆ1 is again balanced with grammian Λ1. We
can again apply the model reduction procedure to Σˆ1, remove its smallest
singular value σn−1 and obtain Σˆ2. Suppose that the balanced system Σˆi
with grammian Λi = diag(σ1, . . . , σn−i) is given. Define Σˆi+1 as the system
which is obtained from Σˆi by applying the balanced truncation to the last
state, i.e., to the state which corresponds to σn−i. In this way, we obtain
systems Σˆ1, . . . , Σˆn−r such that dim Σˆi = n− i and ||Y Σˆi−1−Y Σˆi ||L2 ≤ 2σn−i+1,
where Σˆ0 = Σ. Notice that Σˆn−r = Σˆ
||Σ− Σˆ||L2 ≤
n−r∑
i=1
||Σˆi−1 − Σˆi||L2 ≤ 2
n∑
k=r+1
σk,
i.e., the error bound holds.
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Remark 9. Theorem 6 and the second statement of Theorem 3 imply that
it is enough to apply balanced truncation to minimal LSSs. Indeed, let us
apply balanced truncation to an LSS Σ with controllability and observability
grammians (P,Q). Assume that σ1 ≥ . . . ≥ σn are the singular values
of (P,Q), n = dimΣ. Then the approximation error will be bounded by
2
∑n
i=r+1 σi. If we replace (P,Q) by the correspondig grammians (Pm,Qm)
of a minimal LSS Σm, as described in Theorem 3, and we perform a balanced
truncation by keeping the first r singular values, then the error bound becomes
2
∑k
i=r+1 λi ≤ 2
∑n
i=r+1 σi, i.e. the error bound obtained by using the minimal
LSS does not exceed that of for the original system.
7. Relationship with Other Work
Results similar to those presented in this paper have already been ob-
tained by [3, 17, 15]. More precisely, [3] studies the model reduction of a
linear parameter varying system,
LPV :
{
x˙(t) = Aq(t)x(t) +Bq(t)u(t), x(0) = x0
y(t) = Cq(t)x(t),
(16)
where q is a continuous function T → B ⊂ Rs, B = [ρ
1
, ρ1]× . . .× [ρs, ρs] for
some ρ
i
< ρi, and Aq, Bq, Cq are assumed to be continuous functions of q. In
the following, we will refer to the system (16) as LPV.
The L2 norm of the LPV system is
||Y LPV ||L2 = sup
q∈C(T,B)
sup
||u||2=1
||Y LPV (u, q)||2.
Furthermore, [3] uses similar LMI characterization of the L2 norm. Specifi-
cally, if ||Y LPV ||L2 < γ then there exists a solution P > 0 to
∀q ∈ B : Gγ(q, LPV, P ) < 0.
The controllability and observability grammians in [3] are solutions Q and
P to O(q, LPV,Q) ≤ 0 and C(q, LPV,P) ≤ 0 for all q ∈ B. Hence, they are
also similar to the continuous-time grammians used in this paper.
Despite apparent similarity between the LPV and LSS formulations, the
two systems are not compatible as q signal in (16) is assumed to be a contin-
uous function. Hence, the results of [3] are not directly applicable to linear
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switched systems. Nonetheless, the proof of the error bounds in [3] does not
use the continuity of the signal q nor the continuous dependence of Aq, Bq, Cq
on q; hence, the proof technique can be adapted to the switched case. As a
result, the error bounds for the balanced truncation provided in [3] are sim-
ilar to (15). Note however, that the style of the proof of Theorem 6 is closer
to that of [18] than to [3]. Moreover, counterparts of Theorem 4 and Theo-
rem 5 and Lemma 5, Lemma 6 can be found in [3]. While [3] did state that
their model reduction procedure and the estimate of L2 norm do not change
under a state-space isomorphism, the analysis in [3] does not conclude that
the existence of LMI estimates of the L2 norms, or indeed the existence and
singular values of the grammians is independent of the choice of state-space
realizations. In fact, the latter would be difficult, since there seem to be no
realization theory for the type of LPV systems which is considered in [3].
Note that realization theory of certain classes of LPV systems was developed
by [33].
In [17], model reduction of uncertain discrete-time systems was inves-
tigated. A structured uncertain system was viewed as a Linear Fractional
Transformation (LFT),
M ⋆∆ = D + C∆(I − A∆)−1B,
where ∆ : l2(N,R
n) → l2(N,Rn) represents the uncertainty, and M =[
A B
C D
]
. The norm of the system M is the supremum of the H∞ norms of
G ⋆∆, where ∆ is any element of a bounded set of structured disturbances.
The model reduction procedure presented in [17] and the corresponding
error bounds are similar to the ones presented here for discrete-time linear
switched systems. The main steps of the proofs are also similar. Nonetheless,
the precise relationship between the results of [17] and the ones presented
above is not yet clear. In an attempt to clarify this connection, we represent
a linear switched system as a structured uncertain system as follows.
Let the structured uncertain system associated with a discrete-time switched
system Σ = (n,Q, {(Aq, Bq, Cq) | q ∈ Q}) be
MΣ =
[
A B
C D
]

0 A1 . . . AD B1 . . . BD
I 0 . . . 0 0 . . . 0
...
... . . .
... . . .
...
I 0 . . . 0 0 . . . 0
0 C1 . . . CD 0 . . . 0

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We fix an infinite switching sequence v = q0q1 · · · ∈ Q. For a k ∈ N, we
define the operators dvq : l2(N,R
k)→ l2(N,Rk) as follows
dvq(z)(t) =
{
z(t)χ{τ |qτ=q}(t− 1) if t > 0
0 if t = 0.
where χ{τ |qτ=q} is the characteristic function of the set {τ ∈ N| qτ = q}. Let
δ−1 : l2(N,Rn)→ l2(N,Rn), δ−1(z)(t) = z(t−1) for t > 1 and δ−1(z)(0) = 0,
be the backward shift operator. By abuse of notation, we will apply the
operators dvq and δ
− to signals in Euclidean spaces of different dimensions
without specifying the dimension.
We define the uncertainty structure
∆v = diag(δ−1, dv1, . . . , d
v
D).
For an inputs u ∈ l2(N,Rm), define wq = wq(u) = dvq(δ−1(u)) and let
x = (x0, x1, . . .) be the state trajectory of Σ which corresponds to the inputs
u and switching sequence v. If Σ is quadratically stable, then by Lemma 2
x ∈ l2(Rn). Define zq = δ−1(x). With this notation,

x
z1
z2
...
zD
δ−1(y)

=
[
A∆v B
C∆v 0
]

x
z1
z2
...
zD
w1
...
wD

,
where A,B,C are the corresponding sub-matrices of MΣ. As a consequence,
δ−1(y) = (MΣ ⋆∆v)w with w = w(u) = (wT1 , . . . , w
T
D)
T .
We notice that the induced l2 operator norm of ∆
v is 1 for any v ∈ Q;
hence, following the notion of [17], ∆v ∈ B∆ with
B∆ = {∆ : l2(N,Rn(D+1))→ l2(N,Rn(D+1))| ||∆|| ≤ 1}.
Furthermore, l2-norm of w = (w1, . . . , wD) equals the l2 norm of δ
−1(u). In
[17], the norm ||MΣ|| of MΣ is defined as follows
||MΣ|| = sup
∆∈B∆
sup
w∈l2(N,RmD),||w||2=1
||(MΣ ⋆∆)w||2.
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We claim that ||Y Σ||L2 ≤ ||MΣ||. Indeed, from δ−1(y) = (MΣ ⋆∆v)w(u),
it follows that ||δ−1(y)||2 ≤ ||MΣ|| · ||w(u)||2. Since ||w(u)||2 = ||δ−1(u)||2, it
then follows that ||δ−1(y)||2 ≤ ||MΣ|| · ||δ−1(u)||2 But δ−1(y) is the response
of Σ to the input δ−1(u) and the switching signal δ−1(v). Since the range of
all possible choices of δ−1(u) and δ−1(v) covers the whole space U × Q, we
get that
∀(u, q) ∈ U ×Q : ||Y Σ(u)||2 ≤ ||MΣ||||u||2
which implies that ||Y Σ||L2 ≤ ||MΣ||.
Below, we state what we know about the relationship between the model
reduction procedure of this paper and that of [17].
Lemma 14. Let Σ be a discrete-time LSS, and let MΣ be the associated
structured uncertain system. Then the following holds.
1. If MΣ is stable according to the terminology of [17], then Σ is strongly
stable.
2. The LSS Σ is minimal if and only if MΣ is minimal according to the
terminology of [17].
3. Assume that the block-diagonal matrix P = diag(P1, . . . , PD+1), 0 <
Pi ∈ Rn×n, i = 1, . . . , D + 1 (resp. Q = diag(Q1, . . . , QD+1) 0 <
Qi ∈ Rn×n, i = 1, . . . , D + 1) is a controllability (resp. observability)
grammian of MΣ according to the terminology of [17]
2.
Then the following holds.
(a) P1 (resp. Q1) is a controllability (resp. observability) grammian
of Σ, and ∑
q∈Q
(AqP1A
T
q +BqB
T
q )− P1 ≤ 0∑
q∈Q
(ATq Q1Aq + C
T
q Cq)−Q1 ≤ 0.
(17)
(b) If MΣ is balanced, i.e., P = Q is diagonal, then Σ is balanced.
2Note that according to [17], controllability and observability grammians are by defi-
nition block-diagonal
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(c) If MΣ is balanced and Σˆ is the result of applying Procedure 4 with
the grammians P1 = Q1, then MΣˆ is a result of applying balanced
truncation to MΣ.
The proof of Lemma 14 is presented in Appendix L. One is tempted
to try to use [17] for model reduction of LSSs. However, this leads to the
following challenges.
• In order to apply the methods of [17], MΣ has to be stable. By Lemma
14, stability of MΣ implies strong stability of Σ. Note that strong
stability is a more restrictive property than quadratic stability. Hence,
the scope of applicability of [17] appears to be smaller than that of the
current paper.
• Even if MΣ is stable, we face restrictions. While by Lemma 14, gram-
mians of MΣ yield grammians of Σ, it is not clear that the converse
holds. Hence, the error bound obtained by using [17] might be more
conservative.
• Let Mˆ be the result of balanced truncation applied toMΣ, as described
in [17]. Then Mˆ is a structured uncertain system, but it is not clear
how to convert the Mˆ to an LSS. In fact, even balancing might destroy
the very specific structure ofMΣ and hence make it difficult to interpret
the balanced version of MΣ as an LSS.
• Finally, while for balanced MΣ, the results of Procedure 4 and the
procedure from [17] are comparable, it is not very clear how these two
procedures are related in the general case.
Despite the difficulties mentioned above, exploring the relationship with [17]
remains worthwhile. In particular, the results of Lemma 14 indicate that
the relationship might be much closer than it appears at the first sight. In-
tuitively, it is also clear why [17] seems to yield more conservative results:
the behavior of an LSS corresponds to a subset of behaviors of a structured
uncertain system. Hence, the model reduction procedure of [17] has to pre-
serve a much richer behavior than the one presented in this paper. To sum
up, despite numerous similarities, it is unclear if [17] can be used for model
reduction of LSSs.
Concerning the work of [15], the main difference is that we consider de-
terministic systems, while [15] considers stochastic systems with switching
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modeled as a Markov process on Q. The nice grammians of the present pa-
per correspond to the grammians of [15], if we associate with the discrete-time
deterministic Σ the following stochastic system
Σst :

x˜(t+ 1) =
1√
p
Aθ(t)x˜(t) +
1√
p
Bθ(t)u(t)
y˜(t) =
1√
p
Cθ(t)x˜(t),
where θ(t) ∈ Q is an identically distributed independent process, u(t) is
deterministic, x0 = 0, and p = P (θ(t) = q) > 0 for all q ∈ Q. In [15], the
norm of the system is smaller than γ if
∑∞
t=0E[||y˜(t)||2] ≤ γ2||u||22. To ensure
that the system norm is finite, the stochastic systems at hand are assumed to
be mean-square stable and only inputs u ∈ l2(N,Rm) are considered. With
the correspondence above, the balancing procedure in our work becomes
similar to that of [15]. This is summarized in the following lemma.
Lemma 15. Consider the discrete-time LSS Σ and let Σst be the associated
stochastic system. Then the following holds.
1. If Σ is strongly stable if and only if Σst is mean-square stable according
to [15].
2. P (resp. Q) is a controllability (resp. observability) grammian of Σst
according to the terminology of [15] if and only if∑
q∈Q
(AqPATq +BqBTq )− P ≤ 0∑
q∈Q
(ATq QAq + C
T
q Cq)−Q ≤ 0.
(18)
In particular, controllability and observability grammians of Σst are
controllability and observability grammians of Σ. Conversely, nice con-
trollability and nice observability grammians of Σ are controllability and
observability grammians of Σst.
3. The balanced reduction algorithm presented in [15] coincides with Pro-
cedure 4, if the latter is applied to grammians of (15).
4. If the norm of Σst is γ according to [15], then ||Y Σ||l2 ≤ γ.
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The proof of Lemma 15 is presented in Appendix M. From Lemma 15,
it follows that the error bound for the balanced truncation in (15) follows
from the error bound derived in [15], if one uses nice grammians. However,
in [15] the questions related to minimality and dependence of the grammi-
ans on state-space realization were not discussed. Note that the results [15]
are directly applicable only to strongly stable linear switched systems, while
the results of the current paper are formulated for quadratically stable LSSs.
Furthermore, note that [15] is applicable only to a subset of grammians. For
this reason, the model reduction procedure from [15], when applied to deter-
ministic LSSs via the embedding above, is likely to yield a more conservative
error bound. This is not suprising, since [15] addresses model reduction of
stochastic systems, of which deterministic systems form a subclass.
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Appendix A. Technical proofs
For some of the proofs below we will need the following simple conse-
quence of using Schur complements.
Lemma 16. Let A, P ∈ Rn×n, S ∈ Rk×n, P > 0. Let ǫ ∈ {<,≤} Then the
following holds.
1. ATP +PA+STS ǫ 0, if and only if AP−1+P−1AT +P−1STSP−1 ǫ 0,
or, equivalently [
P−1AT + AP−1 P−1ST
SP−1 −I
]
ǫ0.
2. −P + ATPA+ STS ǫ 0, if and only if[−P−1 + AP−1AT −AP−1ST
−SAP−1 −I + SP−1ST
]
ǫ 0.
Proof of Lemma 16. The first statement follows by multiplying ATP +PA+
STS by P−1 from left and right and noticing that since P−1 is symmetric,
ATP + PA + STSǫ0 is equivalent to P−1(ATP + PA + STS)P−1ǫ0. By
taking Schur complements, it follows that AP−1+P−1AT +P−1STSP−1 ǫ 0
is equivalent to [
P−1AT + AP−1 P−1ST
SP−1 −I
]
ǫ 0.
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In order to prove the second statement, the discrete case, notice that
−P + ATPA+ STS ǫ 0 is equivalent to
−(P −
[
A
S
]T [
P 0
0 Ik
] [
A
S
]
) ǫ 0.
Using Schur complements again, the latter is equivalent to
−
P AT STA P−1 0
S 0 Ik
 ǫ 0
Multiplying the latter inequality by S =
[
0 Ik+n
In 0
]
from right and by ST
from left, we get the following equivalent LMI
−
P−1 0 A0 Ik S
AT ST P
 ǫ 0.
By using Schur complement again, from this we obtain that the latter LMI
is equivalent to [−P−1 + AP−1AT −AP−1ST
−SP−1AT −Ik + SP−1ST
]
ǫ 0.
Appendix B.
Proof of Lemma 1. (ii) implies (i) It is clear that if ∀q ∈ Q : O(q,Σ,Q) <
0, then ∀q ∈ Q : S(q,Σ,Q) < 0.
(iii) implies (i) If ∀q ∈ Q : C(q,Σ,P) < 0, then by taking A = ATq and
S = BqB
T
q , it follows from Lemma 16 that ∀q ∈ Q : S(q,Σ,P−1) < 0.
(i) implies (ii) and (iii). We present the proof separately for the
discrete-time and for the continuous-time case.
Continuous-time: Assume that for some P > 0, ∀q ∈ Q : ATq P +
PAq < 0. Then for any q ∈ Q, the exists a scalar γq > 0 such that ATq P +
PAq + γqMq < 0. Take Mq = C
T
q Cq and let γ = min{γq | q ∈ Q}. Then
ATq P + PAq + γMq < 0. Define S = 1γP . Then
∀q ∈ Q : ATq S + SAq +Mq < 0.
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By choosing M to be CTq Cq and Q = S, we obtain a solution to (9). If we
choose Mq = PBqB
T
q P , then using the fact that S = 1γP and Lemma 16, we
get that
∀q ∈ Q : AqS−1 + S−1ATq +BqBTq γ2 < 0.
By choosing P = 1
γ2
S−1 = 1
γ
P−1 and using Schur complements, we get that
(10) holds.
Discrete-time: If P > 0 is such that P − ATq PAq > 0, then for any
Mq ≥ 0, there exists γq > 0 such that P −ATq PAq−γqMq > 0. In particular,
by taking γ = min{γq | q ∈ Q}, P − ATq PAq − γMq > 0, or, in other words
∀q ∈ Q : ATq SAq +Mq − S < 0,
where S = 1
γ
P . If we chooseMq = CqC
T
q and set Q = S, then we get that (9)
holds. From the second part of Lemma 16 it follows that if P −ATq PAq > 0,
then P−1 − AqP−1ATq > 0. By interchanging Aq and ATq and using P−1
instead of P , we can repeat the argument above. We thus get that for any
Mq ≥ 0, there exists P > 0 such that
∀q ∈ Q : AqPATq +Mq − P < 0.
By taking Mq = BqB
T
q , it follows that (10) holds.
Appendix C.
Proof of Lemma 2. In continuous-time, the proof that existence of a solution
P > 0 to (12) implies that ||Y Σ||L2 exists and ||Y Σ||L2 ≤ γ follows from [20,
Theorem 1] by taking V (x) = xTPx. A similar argument can be done for
the discrete-time case.
In order to be self-contained, we present an elementary proof of the im-
plication
∀q ∈ Q : Gγ(q, P,Σ) < 0 =⇒ ||Y Σ||L2 < γ
both for the continuous- and discrete-time case.
Fix an input and switching signal (u, q) ∈ U ×Q and denote by x and y
the corresponding state and output trajectory of Σ. We have to show that
for u ∈ U , the output y belongs to L2(T,Rp) for continuous-time case and to
l2(N,R
p) for the discrete-time case.
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Notice that if we define
||y||2 =

√
limt→∞
∫ t
0
||y(s)||22ds cont.√
limt→∞
∑t
s=0 ||y(s)||22ds disc.
then ||y||2 is well-defined (possibly equal +∞) and y belongs to the L2(T,Rp)
(resp. l2(N,R
p)) if and only if ||y||2 < +∞. In the latter case, ||y||2 is
just the standard L2 and l2 norm respectively. Hence, it is enough to show
||y||22 ≤ γ2||u||22, if we use the extended definition of ||y||2 described above.
Assume P is a solution to (12). Define
∆(xT (t)Px(t))
=
{
d
dt
(xT (t)Px(t)) (cont.)
xT (t + 1)Px(t+ 1)− xT (t)Px(t) (disc.)
Then a simple calculation reveals that both for continuous and discrete-time
cases,
∆(xT (t)Px(t)) =
[
x(t)
u(t)
]T
Gγ(q(t), P,Σ)
[
x(t)
u(t)
]
+ γ2||u(t)||22 − x(t)TCTq(t)Cq(t)x(t)
≤ γ2||u(t)||2 − ||y(t)||2
Notice that for continuous-time systems∫ t
0
∆(xT (s)Px(s)) = xT (t)Px(t)− xT (0)Px(0)
= xT (t)Px(t).
Similarly, for the discrete-time systems,
t−1∑
s=0
∆(xT (s)Px(s)) = xT (t)Px(t)− xT (0)Px(0)
= xT (t)Px(t).
In both cases, we used the fact that x(0) = 0 (see page 9). Recall that for
continuous-time case
||u||22 =
∫ ∞
0
||u(s)||22ds ≥
∫ t
0
||u(s)||22ds.
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Similarly, for the discrete-time case,
||u||22 =
∞∑
s=0
||u(s)||22 ≥
t−1∑
s=0
||u(s)||22.
Hence, by taking integral in the continuous-time case and sums in the discrete-
time case, we obtain
xT (t)Px(t) ≤ γ2||u||22 −
{∫ t
0
||y(s)||22ds (cont.)∑t−1
s=0 ||y(s)||22 (disc.)
.
Since P > 0, xT (t)Px(t) ≥ 0 and thus the inequality above yields{∫ t
0
||y(s)||22ds (cont.)∑t−1
s=0 ||y(s)||22 (disc.)
≤ γ2||u||22.
By taking limit of the left-hand side as t→∞, it follows that ||y||22 ≤ γ2||u||22.
If Σ is quadratically stable, then by Lemma 1, there exists P > 0 such
that ∀q ∈ Q : C(q,Σ,P) < 0. By taking A = ATq , S = BTq in Lemma 16, it
then follows that for all q ∈ Q,
G1(q,Σ,P−1)−
[
CTq Cq 0
0 0
]
< 0.
Since CTq Cq ≥ 0, it then follows that there exists a large enough γ > 0 such
that
G1(q,Σ,P−1) + ( 1
γ2
− 1)
[
CTq Cq 0
0 0
]
< 0. (C.1)
Notice now that
γ2G1(q,Σ,P−1) = Gγ(q,Σ, γ2P−1) + (γ2 − 1)
[
CTq Cq 0
0 0
]
By multiplying (C.1) with γ2 and using the equality above,
0 > Gγ(q,Σ, γ
2P−1) + (γ2 − 1)
[
CTq Cq 0
0 0
]
+ (1− γ2)
[
CTq Cq 0
0 0
]
= Gγ(q,Σ, γ
2P−1).
Hence, γ2P−1 satisfies (12).
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Appendix D.
Proof of Lemma 3. In the proof we will used the notation (7) of Procedure
1. The lemma follows from the following observations.
Observation 1
ATq P + PAq =
[
(ARq )
TP11 + P11A
R
q ⋆
⋆ ⋆
]
Observation 2
ATq PAq =
[
(ARq )
TP11 ⋆
⋆ ⋆
] [
ARq A
′
q
0 A
′′
q
]
=
[
(ARq )
TP11A
R
q ⋆
⋆ ⋆
]
Observation 3
CTq Cq =
[
(CRq )
TCRq ⋆
⋆ ⋆
]
Observation 4
PBq =
[
P11Bq
⋆
]
.
Observation 5
BTq PBq = (B
R
q )
TP11B
R
q .
If K = S, then Observation 1 implies the statement of the lemma for
the continuous-time case and Observation 2 implies the statement of the
lemma for discrete-time case.
Finally, by combining Observation 3, Observation 1 and Observa-
tion 4, it follows that for continuous time
Gγ(q,Σ, P )
=
(ARq )TP11 + P11ARq + (CRq )TCRq ⋆ P11BRq⋆ ⋆ ⋆
(BRq )
TP11 ⋆ −γ2I
 . (D.1)
It is easy to see that Gγ(q,Σ, P ) < 0 implies that[
(ARq )
TP11 + P11A
R
q + (C
R
q )
TCRq P11B
R
q
(BRq )
TP11 −γ2I
]
< 0,
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and the latter is equivalent to Gγ(q,ΣR, P11) < 0. By combining Obser-
vation 3, Observation 2 and Observation 5 for discrete-time case, we
obtain that
Gγ(q,Σ, P )
=
(ARq )TP11ARq + (CRq )TCRq ⋆ (ARq )TP T11BRq⋆ ⋆ ⋆
ARq P11B
R
q ⋆ B
R
q P11(B
R
q )
T − γ2I
 . (D.2)
Hence, by a similar argument as for the continuous-time case, Gγ(q,Σ, P )
< 0 implies Gγ(q,Σr, P11) < 0.
By combining Observation 3, Observation 2, and Observation 1, it
follows that
O(q,Σ, P ) =
[
O(q,Σr, P11) ⋆
⋆ ⋆
]
,
and hence O(q,Σ, P ) ≤ 0 implies O(q,Σr, P11) ≤ 0.
Finally, we will show that if ∀q ∈ Q : C(q,Σ, P−1) ≤ 0, then ∀q ∈ Q :
C(q,Σr, P
−1
11 ) ≤ 0. From Lemma 16 it follows that ∀q ∈ Q : C(q,Σr, P−1) ≤
0 if and only if ∀q ∈ Q : G1(q,Σ, P ) − CTq Cq ≤ 0. From Observation 3
and (D.1) – (D.2) it follows that ∀q ∈ Q : G1(q,Σ, P ) − CTq Cq ≤ 0 implies
∀q ∈ Q : G1(q,Σr, P11) − (CRq )TCRq ≤ 0. From Lemma 16 it then follows
that C(q,Σr, P
−1
11 ) ≤ 0 for all q ∈ Q.
Appendix E.
Proof Lemma 4. The first part of the statement follows directly from Lemma
16 by taking S = 0. The second statement follows by noticing that P ∈
O(Σ) ⇐⇒ P ∈ C(ΣT ) and P ∈ C(Σ) ⇐⇒ P ∈ O(ΣT ). The third
statement can be seen as follows. For the continuous-time case, notice that
P ∈ Gγ(Σ) is equivalent to
∀q ∈ Q : ATq P + PAq + CTq Cq +
1
γ2
PBqB
T
q P < 0. (E.1)
By applying Lemma 16 to (E.1) it then follows that (E.1) is equivalent to
∀q ∈ Q : P−1ATq + AqP−1 + P−1CTq CqP−1 +
1
γ2
BqB
T
q < 0. (E.2)
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If we multiply (E.2) by γ2, we immediately get that R = γ2P−1 satisfies
∀q ∈ Q : AqR +RATq +BqBTq +
1
γ2
RCTq CqR,
and the latter is equivalent to R ∈ Gγ(ΣT ).
For the discrete-time case, notice that P ∈ Gγ(Σ) is equivalent to
∀q ∈ Q :
[− 1
γ2
P + ATq
1
γ2
PAq +
1
γ2
CTq Cq A
T
q
1
γ2
PBq
(ATq
1
γ2
PBq)
T BTq
1
γ2
PBq − I
]
< 0 (E.3)
From (E.3) it follows that
∀q ∈ Q : Pˆ − AˆTq Pˆ Aˆq > 0 (E.4)
where
Aˆq =
[
Aq Bq
1
γ
Cq 0
]
and Pˆ =
[
1
γ2
P 0
0 I
]
.
Applying the discrete-time part of Lemma 16 with S = 0, P = Pˆ andA = Aˆq,
we get that (E.4) is equivalent to
∀q ∈ Q : Pˆ−1 − AˆqPˆ−1AˆTq > 0. (E.5)
Using the definition of Aˆq and the fact that Pˆ
−1 = diag(γ2P−1, I), it follows
that (E.5) is equivalent to
∀q ∈ Q :
[−R + AqRATq +BTq Bq 1γATq RCq
( 1
γ
ATq RCq)
T 1
γ2
CTq RCq − I
]
< 0, (E.6)
where R = γ2P−1. By multiplying (E.6) by diag(In, γIp) from left and right,
it follows that (E.6) is equivalent to γ2P−1 ∈ Gγ(ΣT ).
Appendix F.
Proof of Lemma 5. Fix a switching signal q ∈ Q and denote by x(t) and y(t)
the state trajectory of Σ such that x(0) = x and u = 0, i.e. x = XΣ0 (0, q)
and y = Y Σ0 (0, q). Define
∆(xT (t)Qx(t))
=
{
d
dt
(xT (t)Qx(t)) (cont.)
xT (t+ 1)Qx(t + 1)− xT (t)Qx(t) (disc.)
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and denote
S(q,Q) =
{
ATq Q + QAq (cont.)
ATq QAq (disc.)
.
Then Q satisfies ∀q ∈ Q : S(q,Q) ≤ −CTq Cq and
∆(xT (t)Qx(t)) = xT (t)S(q(t),Q)x(t).
Hence, it follows that
∆(xT (t)Qx(t)) ≤ −xT (t)CTq(t)Cq(t)x(t) = −||y(t)||22. (F.1)
Notice that
xT (t)Qx(t) − xTQx =
{∫ t
0
∆(xT (s)Qx(s))ds (cont.)∑t−1
s=0∆(x
T (t)Qx(t)) (disc.)
and that xT (t)Qx(t) ≥ 0 and hence −xTQx ≤ xT (t)Qx(t)−xTQx. By tak-
ing integrals
∫ t
0
||y(s)||22ds in the continuous-time case and sums
∑t−1
s=0 ||y(s)||22
in the discrete-time case, and using (F.1) it follows that
−xTQx ≤
{
− ∫ t
0
||y(s)||22ds (cont.)
−∑tk=0 ||y(s)||22 (disc.) .
By multiplying the inequality above by −1 the statement of the lemma fol-
lows.
Appendix G.
Proof of Lemma 6. Denote by Σ0 the LSS Σ0 obtained from Σ by replacing
Cq, q ∈ Q by zero matrices. For any input u ∈ U and switching signal qQ,
the state trajectory x(t) of Σ0 and Σ are the same, but the output trajectory
y0 of Σ0 is identically zero. By taking A = A
T
q , S = B
T
q , q ∈ Q, from Lemma
16 it follows that P−1 satisfies
∀q ∈ Q : G1(q,P−1,Σ0) ≤ 0.
Hence, from the proof of Lemma 2 (when applied to Σ0 instead of Σ) it
follows that
xT (t)P−1x(t) ≤ ||u||22 − ||y0||22 = ||u||22.
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Appendix H.
Proof of Lemma 7. One can easily see that the matrix A˜ =
∑
q∈Q F
T
q ⊗ F Tq
is in fact a matrix representation of the linear map Z : Rn×n → Rn×n defined
as
Z(V ) =
∑
q∈Q
F Tq V Fq.
This result is obtained by identifying Rn×n with Rn
2
, as it is done in [32,
Section 2.1]. As a consequence, the eigenvalues of Z and A˜ coincide. Since the
eigenvalues of Z are inside the unit circle, it follows from [32, Proposition 2.6]
that P = Z(P )+Q has a unique solution. Notice that using the terminology
of [32, page 17] Z is a Hermitian map and positive operator. Indeed, if V
is symmetric, then so is Z(V ) and if V is positive semi-definite, then so is
Z(V ). Hence, by [32, Proposition 2.6] the solution of P = Z(P )+G is positive
semi-definite, and if G > 0, then P is positive definite. Moreover, notice that
Zk(G) =∑w∈Q∗,|w|=k F Tw GFw and hence by [32, Proposition 2.6], the solution
P =
∑∞
k=0 Z
k(G) =∑w∈Q∗ F Tw GFw.
Conversely, assume that P −∑q∈QATq PAq > 0 for some P > 0. Consider
an n× n matrix V such that V ≥ 0. Define the map K(V ) =∑q∈QAqV ATq
and notice that using the coordinate representation of [32, page 17], A˜T =∑
q∈Q Fq⊗Fq is the matrix representation of K. Since taking transposes pre-
serves eigenvalues, it then follows that it is enough to show that A˜T is a stable
matrix. If we can show that limk→∞Kk(V ) = 0, then by [32, Proposition 2.5]
it follows that A˜T is a stable matrix. In order to show limk→∞Kk(V ) = 0,
we use a Lyapunov-like argument. That is, we define W (V ) = tr(V TP )
and we show that it behaves like a Lyapunov function. More precisely, de-
note by P the set of all n × n positive semi-definite matrices. Notice that
K : P → P is a continuous map, if P is viewed as a metric space with the
metric d(V1, V2) = ||V1 − V2||F = tr((V1 − V2)T (V1 − V2)). Notice moreover
that K(0) = 0. Hence, if W satisfies the properties below, then by [34,
Theorem 2.12] the dynamical system Vk+1 = K(Vk) defined on P is globally
asymptotically stable for the equilibrium point 0, i.e. limk→∞Kk(V ) = 0 for
any V ∈ P. The properties W has to satisfy are the following.
1. W : P → R is continuous, W (S) ≥ 0 for any S ∈ P,
2. W (S) = 0 iff S = 0, for all S ∈ P,
49
3. W (K(S)) < W (S) for all S ∈ P, S 6= 0,
4. W is radially unbounded3, more specifically
lim
||S||F→∞
W (S) = +∞.
The first two properties follow from the definition. To see W (K(V )) ≤
W (V ) for any V ≥ 0, notice that V 12 exists 4 (V 12 )T = V 12 and that
W (V ) = tr(V TP ) = tr(V P ) = tr(V
1
2PV
1
2 )
=
n∑
i=1
eTi V
1
2PV
1
2 ei
≥
n∑
i=1
∑
q∈Q
eTi V
1
2ATq PAqV
1
2 ei
=
∑
q∈Q
tr((V
1
2ATq )PAqV
1
2 )
=
∑
q∈Q
tr(AqV A
T
q P ) =
∑
q∈Q
tr((AqV A
T
q )
TP ) =W (K(V )).
In order to see that W is radially unbounded, notice that there exists m > 0
such that P −mI > 0. Hence for any S ≥ 0,
W (S) = tr(STP ) = tr(SP ) = tr(S
1
2PS
1
2 )
=
n∑
i=1
eTi S
1
2PS
1
2 ei
≥ m
n∑
i=1
eTi Sei = tr(V ) = ||S
1
2 ||2F
Since the Frobenius norm is subadditive, it follows that ||S||F ≤ ||S 12 ||2 and
hence
∀S ≥ 0 : m||S||F ≤W (S). (H.1)
Hence, W (S) is radially unbounded, i.e., lim||S||→∞W (S) = +∞.
3Using the terminology of [34], this property implies that W is uniformly unbounded
4here V
1
2 is the unique matrix such that V = (V
1
2 )2)
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Appendix I.
Proof of Lemma 8. Notice that state-space isomorphism preserves strong sta-
bility. Indeed, if Σ1 and Σ2 are related by an isomorphism S and their
corresponding matrices are Aq and Fq, q ∈ Q, then Fq = SAqS−1 and
hence,
∑
q∈Q F
T
q ⊗ F Tq = (S−T ⊗ S−T )(
∑
q∈QA
T
q ⊗ ATq )(ST ⊗ ST ). That
is,
∑
q∈Q F
T
q ⊗ F Tq and
∑
q∈QA
T
q ⊗ ATq are similar matrices, and hence they
have the same eigenvalues.
Since all equivalent minimal realizations are isomorphic, it then follows
that it is enough to show that if Σ is strongly stable, then the result of
application of Procedure 3 is also strongly stable. Note that Procedure 3 is
just the subsequent application of Procedure 1 or Procedure 2, hence it is
enough to show that Procedures 1 – 2 preserve strong stability. Recall from
Remark 6 the notion of the dual system ΣT and recall that if Σˆ is the result
of applying Procedure 1 to ΣT , then ΣˆT is the result of applying Procedure 2
to Σ. Notice that the matrices of ΣT are ATq , q ∈ Q, and (
∑
q∈QAq⊗Aq)T =∑
q∈QA
T
q ⊗ATq . Since taking transposes preserves eigenvalues, it then follows
that an LSS is stable if and only if its dual system is stable. Hence, if we
show that Procedure 1 preserves strong stability, then by a duality argument
we get that Procedure 2 also preserves strong stability.
Thus, it is left to show that Procedure 1 preserves strong stability. If
Σ is strongly stable, then by Lemma 7, there exists P > 0 such that P −∑
q∈QA
T
q PAq > 0. Consider the partitioning of the matrix Aq described in
Procedure 1 to Σ, and let P =
[
P11 P12
P21 P22
]
be a compatible partitioning of
P , i.e., P11 is r × r. From Observation 1 in the proof of Lemma 3 it then
follows that
P −
∑
q∈Q
ATq PAq =
[
P11 −
∑
q∈Q(A
R
q )
TP11A
R
q ⋆
⋆ ⋆
]
.
Hence, P−∑q∈QATq PAq > 0 implies that P11−∑q∈Q(ARq )TP11ARq > 0. From
P > 0 it follows that P11 > 0. From Lemma 7, it follows that
∑
q∈Q(A
R
q )
T ⊗
(ARq )
T is stable, i.e., the result of applying Procedure 1 to Σ is strongly
stable.
51
Appendix J.
Proof of Lemma 9. That nice observability grammian exists, it is unique and
it is positive semi-definite follows from Lemma 7 by setting G =∑q∈QCTq Cq
and Fq = Aq. The corresponding statement for observability grammians
follows from Lemma 7, by applying it to Fq = A
T
q , q ∈ Q and G =
∑
q∈QBqB
T
q
and by noticing that (ATq ⊗ATq )T = Aq ⊗Aq; hence,
∑
q∈QA
T
q ⊗ATq is stable
if and only if
∑
q∈QAq ⊗ Aq is stable.
Appendix K.
Proof of Lemma 13. The proof is inspired by the PhD thesis [18]. Without
loss of generality, we assume that Σ is already balanced and hence Σbal = Σ.
Assume that the balanced observability and controllability grammians are of
the following form.
Λ =
[
Λ1 0
0 β
]
.
We use the notation of the partitioning in (14). Moreover, we will use the
continuous time notation generically, e.g., u(t) will denote either a continuous
time input or a discrete time input depending on the context.
Fix an input u ∈ U and a switching signal q ∈ Q and denote by x(t)
the corresponding state trajectory of Σ and by xˆ(t) the corresponding state
trajectory of the reduced order model Σˆ. Consider the decomposition x(t) =
(x1(t), x2(t)) where x1(t) ∈ Rn−1, and define
z(t) = Aq(t),21xˆ(t) +Bq(t),2u(t).
With this notation, consider the following vectors
Xc(t) =
[
x1(t) + xˆ(t)
x2(t)
]
, Xo(t) =
[
x1(t)− xˆ(t)
x2(t)
]
.
An easy calculation reveals that (with δ the derivative- or forward shift op-
erator)
δXc(t) = Aq(t)Xc(t)−
[
0
z(t)
]
+ 2Bq(t)u(t)
δXo(t) = Aq(t)Xo(t) +
[
0
z(t)
] .
We will show that
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Lemma 17.
4β2||u||22
≥
{∫ t
0
Xo(s)
TCTq(s)Cq(s)Xo(s)ds (cont.)∑t−1
s=0Xo(s)
TCTq(s)Cq(s)Xo(s) (disc.)
(K.1)
Before proving Lemma 17, notice that Cq(t)Xo(t) = y(t)− yˆ(t), where y(t)
is the output trajectory of Σ and yˆ(t) is the output trajectory of Σˆ. Hence,
(K.1) is equivalent to
||y − yˆ||22 ≤ 4β2||u||22
From this Lemma 13 follows.
In order to prove Lemma 17, we proceed as follows. Notice that
δ(XTo (t)ΛXo(t))
=

2Xo(t)
TATq(t)ΛXo(t) + 2βz(t)
Tx2(t) (cont.)
XTo (t)A
T
q(t)ΛAq(t)Xo(t)
+2βXo(t)
TATq(t)
[
0
z(t)
]
+ β||z(t)||22 (disc.).
In the derivation above we used that
Λ
[
0
z(t)
]
= β
[
0
z(t)
]
.
Using this and the fact that Λ satisfies the observability grammian inequality
(9), it follows that
δ(XTo (t)ΛXo(t))
≤

−Xo(t)TCTq(t)Cq(t)Xo(t) + 2βz(t)Tx2(t) (cont.)
−Xo(t)TCTq(t)Cq(t)Xo(t) +Xo(t)TΛXo(t)
+2βXo(t)
TATq(t)
[
0
z(t)
]
+ β||z(t)||22 (disc.).
(K.3)
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By noticing that Xo(0) = 0 and hence
0 ≤ XTo (t)ΛXo(t)
=

∫ t
0
d
dr
(XTo (r)ΛXo(r))|r=sds (cont.)
∑t−1
s=0
(
XTo (s+ 1)ΛXo(s+ 1)
−XTo (s)ΛXo(s)
)
, (disc.)
and combing it with (K.3), it follows that
0 ≤ −
∫ t
0
Xo(s)
TCTq(s)Cq(s)Xo(s)ds
+ 2β
∫ t
0
z(s)Tx2(s)ds, (cont.)
0 ≤ −
t−1∑
s=0
Xo(s)
TCTq(s)Cq(s)Xo(s)
+
t−1∑
s=0
(2βXo(s)
TATq(s)
[
0
z(s)
]
+ β||z(s)||22). (disc.)
If we can show that
Lemma 18.
4β||u||22
≥

2
∫ t
0
z(s)Tx2(s)ds (cont.)∑t−1
s=0(2Xo(s)
TATq(s)
[
0
z(s)
]
+ ||z(s)||22) (disc.)
then Lemma 17 follows.
Proof of Lemma 18. We split the proof of Lemma 18 into two parts: one for
the continuous-time case, and one for the discrete-time case.
Continuous-time
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Notice that by applying Lemma 16 with A = ATq , S = B
T
q and using the
fact that Λ is a controllability grammian, it follows that[
ATq Λ
−1 + Λ−1Aq Λ−1Bq
BTq Λ
−1 −I
]
≤ 0.
Hence,
d
dt
(Xc(t)
TΛ−1Xc(t))
=
[
Xc(t)
2u(t)
]T [
ATq(t)Λ
−1 + Λ−1Aq(t) Λ−1Bq(t)
BTq(t)Λ
−1 −I
] [
Xc(t)
2u(t)
]
+ 4||u(t)||22 − 2XTc (t)Λ−1
[
0
z(t)
]
≤ 4||u(t)||22 − 2XTc (t)Λ−1
[
0
z(t)
]
A simple computation reveals that XTc (t)Λ
−1
[
0
z(t)
]
= 1
β
xT2 (t)z(t), and thus
d
dt
(XTc (t)Λ
−1Xc(t)) ≤ 4||u(t)||22 − 2
1
β
xT2 (t)z(t)
By noticing that Xc(0) = 0, we get that
Xc(t)
TΛ−1Xc(t) =
∫ t
0
d
ds
(Xc(s)
TΛ−1Xc(s))ds
≤ 4
∫ t
0
||u(s)||2ds− 2
∫ t
0
1
β
xT2 (s)z(s)ds
Since Xc(t)
TΛ−1Xc(t) ≥ 0,
2
∫ t
0
z(s)Tx2(s)ds ≤ 4β
∫ t
0
||u(s)||22ds ≤ 4β||u||22 (K.5)
Discrete-time
By applying Lemma 16 with A = ATq and S = B
T
q for the discrete-time
case, equation (10) for P = Λ can be rewritten as[
ATq Λ
−1Aq − Λ−1 ATq Λ−1Bq
BTq Λ
−1Aq BTq Λ
−1Bq − I
]
≤ 0. (K.6)
Hence, by using (K.6),
Xc(t+ 1)
TΛ−1Xc(t+ 1)−XTc (t)Λ−1Xc(t)
=
[
Xc(t)
2u(t)
]T [
ATq Λ
−1Aq − Λ−1 ATq Λ−1Bq
BTq Λ
−1Aq BTq Λ
−1Bq − I
] [
Xc(t)
2u(t)
]
− 2(Aq(t)Xc(t) + 2Bq(t)u(t))TΛ−1
[
0
z(t)
]
+ zT (t)Λ−1z(t) + 4||u(t)||22
≤ −2(Aq(t)Xc(t) + 2Bq(t)u(t))TΛ−1
[
0
z(t)
]
+ zT (t)Λ−1z(t) + 4||u(t)||22
(K.7)
Notice that [
2xˆ(t+ 1)
0
]
= Xc(t + 1)−Xo(t + 1)
= Aq(t)Xc(t) + 2Bq(t)u(t)
− Aq(t)Xo(t)− 2
[
0
z(t)
]
,
from which it follows that
Aq(t)Xc(t) + 2Bq(t)u(t) = Aq(t)Xo(t) + 2
[
xˆ(t+ 1)
z(t)
]
. (K.8)
By substituting (K.8) into (K.7) and using that
zT (t)Λ−1z(t) =
1
β
||z(t)||22
and
(Aq(t)Xc(t)+2Bq(t)u(t))
TΛ−1
[
0
z(t)
]
=
1
β
(Aq(t)Xc(t) + 2Bq(t)u(t))
T
[
0
z(t)
]
,
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it follows that
Xc(t + 1)
TΛ−1Xc(t+ 1)−XTc (t)Λ−1Xc(t)
≤ −2 1
β
Xo(t)
TATq(t)
[
0
z(t)
]
+ 4||u(t)||22 −
3
β
||z(t)||2
≤ −2 1
β
Xo(t)
TATq(t)
[
0
z(t)
]
− 1
β
||z(t)||2 + 4||u(t)||22.
(K.9)
Since Xc(t)
TΛ−1Xc(t) ≥ 0 and Xc(0) = 0, (K.9) can be rewritten as
0 ≤ Xc(t)TΛ−1Xc(t)
=
t−1∑
s=0
(Xc(s+ 1)
TΛ−1Xc(s+ 1)−Xc(s)TΛ−1Xc(s))
≤ 1
β
(
t−1∑
s=0
−2Xo(s)TATq(s)
[
0
z(s)
]
− ||z(s)||22) + 4||u||22.
From which it follows that
t−1∑
s=0
(2Xo(s)
TAq(s)
[
0
z(s)
]
+ ||z(s)||22) ≤ 4β||u||22 (K.10)
Appendix L.
Proof of Lemma 14. In order to present the proof, we will use the following
auxiliary result. Using the terminology of [17], define
A =

0 A1 . . . AD
I 0 . . . 0
...
... . . .
...
I 0 . . . 0
 , B =

B1 . . . BD
0 . . . 0
... . . .
...
0 . . . 0

C =
[
0 C1 . . . CD
]
.
It then follows that MΣ =
[
A B
C 0
]
. Denote by T the set of all matrices
of the form diag(S1, . . . , SD+1) such that Si are n × n matrices. Denote
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by T + the subset of all the matrices diag(S1, . . . , SD+1) such that Si are
n×n positive definite matrices. In order to define grammians and quadratic
stability, in [17] expression of the following form were investigated ATXA−X
and AY AT − Y for X, Y ∈ T +. An easy calculation leads to the following
proposition.
Proposition 1. Assume that X = diag(S1, . . . , SD+1) ∈ T +. The ith n× n
diagonal block of ATXA−X is of the form ATi S1Ai−Si for i = 2, . . . , D and
it is of the form
∑D+1
i=2 Si − S1 for i = 1. Similarly, the first n× n diagonal
block of AXAT −X equals ∑q∈QAqXq+1ATq −X1 and the ith diagonal n×n
block equals P1 for i = 2, . . . , D + 1.
Based on Proposition 1 we can show the following.
MΣ is quadratically stable =⇒ Σ strongly stable IfMΣ is quadrat-
ically stable, then for some X ∈ T +, ATXA−X < 0. By Proposition 1 the
diagonal elements of ATXA − X are ∑Dq=2 Sq+1 − S1 and ATq S1Aq − Sq+1,
q ∈ Q. If ATXA−X is negative definite, then so are its diagonal elements
and hence
∑D
q=2 Sq+1 − S1 < 0 and ATq S1Aq − Sq+1 < 0, q ∈ Q. Hence,∑
q∈QA
T
q S1Aq −
∑
q∈Q Sq+1 < 0. Using S1 >
∑
q∈Q Sq+1, it follows that∑
q∈QA
T
q S1Aq − S1 < 0. Then from Lemma 7 it follows that Σ is strongly
stable.
If P and Q are the controllability and observability grammians of
MΣ, then P and Q are controllability and observability grammians
of Σ and (17) holds.
If P and Q (more precisely, P1 and Q1) satisfy (17), then they are clearly
controllability and observability grammians of Σ. Hence, it is enough to
show that (17) holds. To this end, recall that if P and Q are controllability
(resp. observability) grammians of MΣ, then A
TQA + CTC − Q ≤ 0 and
APAT +BBT −P ≤ 0. From Proposition 1 it then follows that the diagonal
n×n blocks of ATQA+CTC−Q are of the form∑q∈QQq+1−Q1, ATq Q1Aq+
CqC
T
q −Qq+1. Hence,
∑
q∈QQq+1−Q1 ≤ 0, ATq Q1Aq+CTq Cq−Qq+1 ≤ 0. By
taking the sums of ATq Q1Aq−Qq+1 and by taking into account
∑
q∈QQq+1−
Q1 ≤ 0, it follows that
∑
q∈QA
T
q Q1Aq+C
T
q Cq−Q1 ≤ 0. From Proposition 1
it then follows that the first n×n diagonal block of APAT +BBT −P equals∑
q∈Q(AqPq+1A
T
q +BqB
T
q )−P1, and all the other diagonal blocks are P1−Pq+1,
q ∈ Q. Hence, P1 ≤ Pq+1 and
∑
q∈Q(AqPq+1A
T
q + BqB
T
q ) − P1 ≤ 0. Since
then AqP1A
T
q < AqPq+1A
T
q , it follows that
∑
q∈Q(AqP1A
T
q +BqB
T
q )− P1 ≤ 0
holds.
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MΣ is minimal ⇐⇒ Σ is minimal By [17], MΣ is minimal if and
only if it is reachable and observable. The latter conditions are equiva-
lent to Rn =
∑∞
k=0
∑D+1
i1,...,ik=1
Im Ai,ik · · ·Ai2,i1Gi1 and {0} =
⋂∞
k=0
⋂D+1
i1,...,ik=1
kerCikAik,ik−1 · · ·Ai1,i for all i = 1, . . . , D. Here A1,q+1 = Aq, Aq+1,1 = In,
q ∈ Q, and Ai,j = 0 otherwise, Similarly, C1 = 0 and Cq = Cq−1 for
q > 1. Finally B =
[
GT1 . . . G
T
D+1
]T
and thus G1 =
[
B1 . . . BD
]
and Gq = 0 for q > 1. It then follows that Ai,ik · · ·Ai2,i1Gi1 = AvG1, if
v = q1 · · · ql and i1 · · · ik = 1(q1 + 1)1(q2 + 1) · · · 1(ql + 1)1 or i1 · · · ik =
1(q1+1)1(q2+1) · · ·1(ql+1)1(q+1) for some q ∈ Q, and Ai,ik · · ·Ai2,i1Gi1 = 0
otherwise. Similarly, CikAik ,ik−1 · · ·Ai1,i = CqlAv, if vql = q1 · · · ql, i1 · · · ik =
(q1 + 1)1(q2 + 1) · · · (ql−1 + 1)1(ql + 1) or and it is zero otherwise. Hence,
by Remark 4 reachability of MΣ is equivalent to span-reachability of Σ and
observability of MΣ is equivalent to observability of Σ.
MΣ is balanced =⇒ Σ is balanced Assume that P = Q diagonal,
then the first n×n block of P = Q is also diagonal and it is an observability
and reachability grammian of Σ. That is, Σ is balanced.
MΣˆ arises from balanced truncationAssume that P = Q = diag(Λ1, ..
..,ΛD+1) and assume that in Procedure 4 we discard the n−r smallest singu-
lar values of Λ1. Let us apply balanced truncation to MΣ by discarding the
n−r smallest singular values from Λ1, . . . ,ΛD+1. From the formula presented
in [17] it then follows that the resulting uncertain system equals MΣˆ.
Appendix M.
Proof of Lemma 15. Proof of Part 1 Notice that
∑
q∈QA
T
q PAq − P < 0 is
equivalent to
∑
q∈Q p((
1
p
ATq PAq)−P < 0. The existence of a positive definite
solution to former LMI is equivalent strong stability of Σ, and the latter LMI
is equivalent to mean-square stability of Σst.
Proof of Part 2 Notice that∑
q∈Q
(AqPATq +BqBTq )
=
∑
q∈Q
p((
1√
p
Aq)P( 1√
p
ATq ) + (
1√
p
Bq)(
1√
p
Bq)
T )
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and ∑
q∈Q
(ATq QAq + C
T
q Cq)
=
∑
q∈Q
p((
1√
p
ATq )Q(
1√
p
Aq) + (
1√
p
CTq )(
1√
p
Cq)).
From this it the first part of the claim follows. Since clearly AqPATq +
BqB
T
q − P ≤
∑
q∈Q(AqPATq + BqBTq ) − P and ATq QAq + CTq Cq − Q ≤∑
q∈Q(A
T
q QAq + C
T
q Cq) − Q, it follows that if P and Q satisfy (18), then
they are controllability resp. observability of Σ.
As for the second part of the claim, if P and Q are nice controllability
resp. observability grammians, then they satisfy (18) and hence they are also
controllability resp. observability grammians of Σst.
Proof of Part 3 Assume that we apply Procedure 4 to grammians P and
Q which satisfy (18). Let S be the state-space isomorphism which renders Σ
balanced. Denote the resulting balanced LSS by Σ¯. Since Σst has the same
state-space as Σ, we can apply the state-space transformation to obtain a
jump-linear system
Σ¯st =
{
z(t + 1) = A¯θ(t)z(t) + B¯θ(t)u(t)
y˜(t) = C¯θ(t)z(t)
where A¯q =
1√
p
SAqS−1, B¯q = 1√pSBq, C¯q = 1√pCqS−1. It is then easy to
see that the matrices (S−1)TQS−1 = SPST = Λ are equal and diagonal
and satisfy (18) with Aq, Bq and Cq being replaced by SAqS−1,SBq and
CqS−1, q ∈ Q respectively. Hence they are also grammians of Σ¯st, i.e. Σ¯st is
balanced according to [14]. Finally, if Λ = diag(σ1, . . . , σn), σ1 ≥ · · ·σn and
we truncate the singular values σr+1, . . . , σn, then Procedure 4 returns the
system Σˆ = (n,Q, {Aˆq, Bˆq, Cˆq}q∈Q), where Aˆq the is upper left r× r block of
SAqS−1, Bˆq is formed by the first r rows of SBq, and Cˆq is formed by the
first r columns of CqS−1. But then the stochastic system
Σˆst =

z¯(t + 1) =
1√
p
Aˆθ(t)z¯(t) +
1√
p
B¯θ(t)u(t)
y˜(t) =
1√
p
C¯θ(t)z¯(t)
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is easily seen to coincide with the result of applying balanced truncation to
Σ¯st.
Proof of Part 4 With a slight abuse of notation, for u ∈ U , v ∈ Q+,
we will denote by Y (u, v) the value Y Σ(u, q)(t), where t = |v| − 1 and the
switching signal q such that q(0) · · · q(t) = v. Note that due to the definition
of Y Σ, the value of Y Σ(u, q)(t) does not depend on the choice of q(l), l > t.
Hence, Y (u, v) is well-defined. Define the random variable
χ(θ = v)(ω) =
{
1 θ(0)(ω) · · · θ(t)(ω) = v
0 otherwise.
It is then easy to see that the output process y˜t of Σst satisfies
y˜(t) =
∑
v∈Q+,|v|=t
1
(
√
p)t
Y (u, v)χ(θ = v).
From this, by noticing that P (χ(θ = v)) = pt it follows that
E[y˜T (t)y˜(t)] =
∑
v∈Q+,|v|
||Y (u, v)||22 ≥ ||Y (u, v)||2.
Hence, for any (u, q) ∈ U ×Q, E[y˜T (t)y˜(t)] ≥ ||Y Σ(u, q)(t)||22 and thus
||Y Σ(u, v)||22 ≤
∞∑
t=0
E[y˜T (t)y˜(t)] ≤ γ2||u||22,
from which the statement follows.
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