Protein-protein interaction (PPI) extraction from published scientific literature provides additional support for precision medicine efforts. Meanwhile, knowledge bases (KBs) contain huge amounts of structured information of protein entities and their relations, which can be encoded in entity and relation embeddings to help PPI extraction. However, the prior knowledge of protein-protein pairs must be selectively used so that it is suitable for different contexts. This paper proposes a Knowledge Selection Model (KSM) to fuse the selected prior knowledge and context information for PPI extraction. Firstly, two Transformers encode the context sequence of a protein pair according to each protein embedding, respectively. Then, the two outputs are fed to a mutual attention to capture the important context features towards the protein pair. Next, the context features are used to distill the relation embedding by a knowledge selector. Finally, the selected relation embedding and the context features are concatenated for PPI extraction. Experiments on the BioCreative VI PPI dataset show that KSM achieves a new state-ofthe-art performance (38.08% F1-score) by adding knowledge selection.
Introduction
The intricate networks of protein-protein interaction (PPI) contribute to controlling cellular homeostasis and the development of diseases in specific contexts. Understanding how gene mutations and variations affect the cellular interactions provides vital support for precision medicine efforts. Numerous PPIs are manually curated into structure knowledge databases (KBs) by biomedical curators, such as IntAct [1] and BioGrid [2] . However, manually extracting these PPIs from rapidly-growing biomedical literature is expensive and difficult to keep up-to-date. Automatically extracting these relations from biomedical literature is of great importance to expediting database curation.
To promote these issues, the BioCreative VI proposes a challenging task of applying text-mining methods to automatically extract protein-protein interaction affected by genetic mutations [3] . The novel challenge for the biomedical natural language processing community receives growing interests. Many automatic PPI extraction methods have been proposed [4] , [5] , [6] , [7] , [8] , still, most of which focus on capturing the semantic information in the given contexts.
At the same time, KBs contain huge amounts of structured data as the form of triples (head entity, relation, tail entity) (denoted as ( , , ) h r t ),where relation indicates the relation between the two entities. These triples could provide rich prior knowledge indicating relations between entities, which are useful for relation extraction. Nevertheless, the prior knowledge must be selectively used so that it is suitable for different contexts.
This paper proposes a Knowledge Selection Model (KSM), which consists of two modified Transformer encoders, a knowledge selector and a mutual attention, to combine the selected prior knowledge of protein-protein pairs and context information for PPI extraction. Experiments on the BioCreative VI PPI dataset show that both the selected prior knowledge and context information are effective in PPI extraction.
The major contributions of this paper are summarized as follows:
 We apply two modified Transformers to encode the context sequence of a protein pair according to each protein embedding, respectively, which could acquire entity-related dependencies of the sequence.
 A mutual attention is employed to capture the important context features towards a protein pair, and establish the connection between the two proteins.
 We devise a novel knowledge selector to distill the relation embedding based on the context features, making the prior knowledge suitable for different contexts.
Related Work
Many automatic PPI extraction methods have been proposed, which can be divided into three categories: rulebased methods, feature-based methods and neural network-based methods. Rule-based methods [4] are simple and effective, but hard to apply to a new dataset. Chen et al. [4] use a simple rule-based co-occurrence strategy, and get an F1-score of 27.4% on the BioCreative VI PPI dataset. Feature-based methods [4] , [5] , [6] extract PPIs based on one-hot represented lexical and syntactic features.
Chen et al. [4] also use support vector machine with graph kernel, obtaining 33.66% F1-score on the BioCreative VI PPI dataset. Generally, feature-based methods rely heavily on suitable features, which require extensive feature engineering.
Recently, neural network-based methods have been proposed to learn low-dimensional semantic representations of word sequences for relation extraction without manual feature engineering. Zeng et al. [9] first employ Convolutional Neural Network (CNN) [10] to learn distributed representations for relation extraction. Their method achieves better performance than feature-based methods. As for Bi-oCreative VI PPI extraction task, Tran and Kavuluru [7] employ CNN to extract local semantic features and get an F1-score 36.33%. Rios et al. [11] use CNN as a base model, and then improve the model with unlabeled data via an adversarial process. They finally improve F1-score to 36.77%. CNN pays more attention to local features by performing convolutions within the varying filter windows, but neglects the long-range dependencies.
Some efforts have been made to capture long-term dependencies by using recurrent neural network (RNN) [12] , long short-term memory network (LSTM) [13] or memory network models [14] , [15] . Wang et al. [8] Transformer, is proposed for neural machine translation tasks and achieves a state-of-the-art performance [19] .
Transformer relies entirely on self-attention and multihead attention to compute direct dependencies between any two context words in a sequence. Due to its superior performance, Transformer is used to pre-train language models, such as OpenAI GPT-2 [20] and BERT [21] , which can be fine-tuned with just one additional output layer and obtain state-of-the-art results on a wide range of tasks.
On the other hand, large-scale KBs usually store prior knowledge in the form of triplet ( , , ) h r t . The prior knowledge in KBs is effective for relation extraction. Previous work expresses prior knowledge as one-hot features to improve relation extraction performance [22] , [23] .
However, such one-hot features assume that all the objects are independent of each other. Recently, knowledge representation learning methods [24] , [25] , [26] , [27] , [28] have been proposed to encode the entities and relations in KBs into low-dimensional vectors, which could find the potential semantic relations between entities and relations.
Among these methods, TransE [24] are the positions of the two protein entities. For a given text
, the context word sequence can be expressed as
As can be seen, Furthermore, we incorporate position information through position embeddings to reflect the relative distance from the words to the two protein mentions. Position embeddings have been shown to be effective in boosting relation classification performance [9] . The position of each context word is defined as the absolute distance from it to the protein mention. Since there are two entities 12 ( , ) mm , two sequences of position embeddings are obtained, which are represented as   
Knowledge Selection Model (KSM)
This section describes the details of KSM. The overall structure of KSM is shown in Fig. 1 , which has three components, two modified Transformer encoders, a mutual attention and a knowledge selector.
Firstly, two sequences   and 2 e are the inputs of two encoders, respectively. We anticipate that the modified Transformer encoder could learn entity-related long-range dependencies of the context. Next, the outputs of the two sequence encoders are fed into the mutual attention mechanism to establish the connection between the two entities and extract important context features with regard to the protein pair. Finally, the context features are used to distill relation embeddings by the knowledge selector. The selected relation embeddings and the context features are concatenated for relation extraction. In following subsections, we describe the three components in detail.
Sequence Encoder
The sequence encoder of our model is built upon the Transformer encoder. Transformer originally has an encoder-decoder architecture and is firstly applied in machine translation task [19] . Our sequence encoder consists of N blocks, each of which contains two sublayers: a multi-head attention layer and a position-wise feed-forward layer.
(1) Multi-head attention builds upon scaled dot product attention for mapping a query and a set of key-value pairs to an output:
where the query (Q), keys (K), values (V) and output are all list of vectors with equal length and K d is the dimension of K. Vaswani et al. [19] point out that the input of softmax grows large in magnitude, pushing the softmax function into regions where it has extremely small gradients. Therefore, the dot productions are scaled by 1 K d to counteract this effect. Instead of performing a single attention function with ddimension Q, K and V, the multi-head attention performs the scaled dot product attention multiple times on linearly projected Q, K and V. The multi-head self-attention allows the model to jointly attend to information from different representation subspaces at different positions [19] . In this paper, entity embeddings learned from KBs are introduced so that Transformer encoders could take the prior knowledge of protein embeddings into consideration. Specifically, we concatenate the entity embedding to each position of input sequence, forming the Q of each block. There are two entities 1 e and 2 e for the two sequence encoders, respectively. Here we take 1 e as an example, and Q, K, V are as follows:
, , , , In this way, we expect to effectively compute dependencies between any two context words and encode the prior knowledge of the protein embedding into each sequence word.
(2) The second sublayer in each encoder block is a position-wise feed-forward layer defined as: For each sublayer, a residual connection [31] followed by layer normalization [32] is applied. For regularization, dropout [33] is inserted before residual connections. 
Mutual Attention
To establish the connection between the two entities, we adopt a mutual attention on the two encoded sequences 
Classification and Training
We feed 12 [ , , ] (10) where N is the number of labelled instances in the training set, i I is the i-th instance, i y is the golden label, and  is the parameters of the entire model.
Experiments and Results

Dataset and Evaluation Metrics
Dataset. Experiments are conducted on the BioCreative VI Track 4 PPI extraction task dataset ("PPI dataset" for short) [29] . Table 1 lists the statistics of the training set, test set and test set annotated by GNormPlus ("Test-G" for short). 
For the backward LSTM, the representation is similar: 
Then, lstm s is concatenated with relation embeddings for classification.
BiLSTM+KS:
The structure of this model is the same as BiLSTM, except that a knowledge selector is added to distill relation embeddings.
KSM-KS:
The structure of this model is the same as KSM, In our experiments, we use BERT-base-uncased with 12layer, 768-hidden, 12-heads and 110M parameters, which is pre-trained on English news text.
BERT+KS:
The structure of this model is the same as BERT, except that a knowledge selector (KS for short) is added to distill relation embeddings.
GPT-2:
This method applies the well-known pre-trained language model GPT-2 [22] to encode context sequences.
Similar to KSM, two GPT-2 encoders are employed for a pro- Then, a max-pooling layer is added on the top of two GPT-2 encoders to get the two results, which are concatenated with entity embeddings and relation embeddings for classification.
In our experiments, we use OpenAI GPT-2 Small-sized English model with 12-layer, 768-hidden, 12-layer, 768-hidden, 12-heads and 117M parameters, which is pre-trained on English news text.
GPT-2+KS:
The structure of this model is the same as GPT-2, except that a knowledge selector (KS for short) is added to distill the relation embeddings. The results of baselines are shown in Table 2 . From the results, we can conclude the follows:
(1) CNN+KS, BiLSTM+KS, BERT+KS, GPT-2+KS and KSM all benefit from the knowledge selector. Especially for CNN+KS, 2.04% increase in F1-score is achieved.
CNN+KS beats BiLSTM+KS, which illustrates that knowledge selector might be more suitable for non-recursive model. KSM-KS succeeds in capturing the longrang entity-related dependency information and gets a higher F1-score than CNN-based models and LSTMbased models. With the help of knowledge selector, KSM provides the highest F1-score.
(2) Although BERT and GPT-2 obtain state-of-the-art re-sults on many NLP tasks of common domains, they perform poorly in PPI extraction. This shows that the pretrained language models do not work well in the biomedical domain with simple fine-tuning.
Influence Factors of Knowledge Selector
To verify the effectiveness of each part of the knowledge selector, we explore three factors that could affect the perfor- 
For the second factor, we develop KSM(sum). KSM(sum)
has the same structure as KSM except that the elementWiseOp of knowledge selector is the element-wise summation operation:
For the third factor, we make KSM-R, KSM and KSM(sum) each apply three kinds of activation , namely
ReLU, sigmoid and tanh, to explore the effects of activation in the knowledge selector. The F1-scores of all combinations are shown in Table 3 . From the results, we can conclude the follows: (2) KSM(sum) uses element-wise summation as its elementWiseOp . This kind of knowledge selector has a similar fashion to residual networks [31] , whose input r e is added to the output g . From Table 3 , although KSM(sum) beats KSM with ReLU activation , KSM succeeds when using tanh and sigmoid activation . (3) KSM-R and KSM both use Hadamard product as their elementWiseOp . In this case, g is a gating unit, controlling the flow of relation embeddings. ReLU does not have upper bound on positive inputs but strictly zero on negative inputs, which acts just as breaking rather than gating relation embeddings. Sigmoid and tanh both scale their inputs to a fixed range, which is more compact.
From Table 3 , we can conclude that sigmoid and tanh are more suitable to control the magnitude of relation embeddings than ReLU.
In summary, the knowledge selector need relation embeddings and tanh activation to calculate g . Based on this, KSM then uses a Hadamard product as elementWiseOp , which provides the highest F1-score. 
Entity Knowledge Selection vs. Relation Knowledge Selection
A knowledge selector can also be used for the entity embedding selection. Therefore, we put knowledge selector on relation embeddings, entity embeddings and both to compare the performances.
For the knowledge selector of entity embeddings, we average V as an input. Take m1 as an example: The results are shown in Table 4 . We also list results of KSM-KS in the table for comparison. From the results, we can find that:
(1) All the three models with knowledge selectors outperform KSM-KS, which illustrates that knowledge selectors could effectively distill not only entity embeddings but also relation embeddings. (3) Interestingly, the knowledge selector of relation embeddings (Relation) seems more powerful than that of both entity and relation embeddings (Entity&relation). This is perhaps that crucial knowledge would be filtered out when knowledge selection is applied on both entity embeddings and relation embeddings. One block: KSM has two encoders, each of which has two blocks. This method contains only one block in each encoder.
Sharing encoder: KSM uses two different encoders corresponding to two entities. This method shares the same encoder between two entities. From Table 5 , we see that KSM achieves the highest F1score, 0.19% higher than Average, 1.69% higher than Max, 1.06% higher than Separate attention, which verifies that the mutual attention pooling is more powerful than other pooling methods in capturing the important context features. Furthermore, the mutual attention could establish the connection between the two entities, making the context features of two entities depend on each other.
Besides, the poor precision of One block verifies that oneblock sequence encoder is apparently not enough to encode the semantic information in sequences. Sharing encoder shares the sequence encoder between two entities, which is a way of reducing the number of parameters but has a negative effect on the precision.
Discussion
Comparison with Related Work
We fully compare our work with related work by using both Exact Match evaluation measures in Table 6 and HomoloGene evaluation measures in Table 7 . In order to make a fair comparison with every system and eliminate the influence of the accumulated errors introduced by different named entity recognition tools, all the systems are reported on the test dataset with the entity annotations recognized by GNormPlus [36] toolkits. We only compare Machine Learning-based (ML) methods without the post-processing rules, and divide these relevant systems into two groups: Machine
Learning-based methods with or without knowledge bases, namely ML with KB and ML without KB.
In Table 6 , among ML without KB methods, Rios et al. [11] achieve the best F1-score 36 Therefore, KSM keeps the balance between the precision and the recall, and achieves a state-of-the-art F1-score. 
Generalizability Analysis
To verify the generalizability of our method, we conduct an external experiment on BioCreative V Track 3 Chemical Disease Relation (CDR) dataset [40] .
A fair comparison is hard to make on the classical PPI tasks (e.g. AIMed [41] and BioInfer [42] ), since normalized identifiers of entities are not provided, which are necessary for knowledge extraction from KBs. We process the CDR task data in the same way as Zhou et al. [43] .
The results of some baselines mentioned above are compared in Table 8 .
As can be seen from the results, KSM performs better than KSM-KS and Average, which shows that both the knowledge selector and mutual attention are effective for CDR extraction. Our proposed method can be generalized well to other relation extraction tasks.
To further demonstrate the effectiveness of our KSM method, the results of the other two state-of-the-art systems are also shown in the Table 8 . 
Conclusion
This paper develops a PPI extraction model KSM, which could selectively introduce prior knowledge and explicitly capture context information. Two modified Transformers are adapted to effectively compute dependencies between any two context words and encode entity knowledge into contexts.
In addition, the mutual attention mechanism is used to establish the connection between the two entities and extract important context features with regard to the protein pair. Furthermore, the knowledge selector is employed to distill relation knowledge based on context features. Experimental results show that KSM could effective take advantage of prior knowledge and contexts for PPI extraction. KSM outperforms the state-of-the-art systems on the BioCreative VI PPI dataset, and can be generalized well to other relation extraction tasks.
