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Rede
 in verkorte vorm uitgesproken bij de openbare aanvaarding
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 aan de Open Universiteit op donderdag 22 juni 2017
 door




GEACHTE rector, familie, vrienden en collega’s. Welkom in Heerlen opde Brightlands Smart Services Campus. Deze campus is opgericht in
2015 met als doel kennis, talent en ondernemerschap op het gebied van
data science, informatietechnologie en servicedesign in de regio te binden
en te verbinden. Ik vind het een eer om hier, in deze indrukwekkende zaal,
mijn oratie te mogen uitspreken.
Op 1 Januari 2016 ben ik aangesteld als hoogleraar Software Enginee-
ring aan de Open Universiteit Nederland. Anderhalf jaar lang waren velen
in afwachting van mijn oratie. Vandaag 22 juni 2017 is de dag daarvoor
eindelijk aangebroken.
Voor mij is het afgelopen anderhalf jaar werken bij de Open Universiteit
omgevlogen. Mogen werken met slimme en enthousiaste mensen, die
gedreven zijn om de beste resultaten af te leveren, hart hebben voor hun
vak en altijd klaar staan om iets aan te pakken, is een waar privilege.
De Open Universiteit, of OU, is een niet-traditionele, publieke uni-
versiteit. Het onderwijsmodel staat voor persoonlijk en activerend online-
onderwijs, met veel flexibiliteit voor studenten. Voor het bachelor-onderwijs
zijn er geen vooropleidingseisen en het onderwijs is ingericht op studeren
in deeltijd.
De wetenschappelijke opleidingen krijgen veel waardering van studen-
ten en experts. In de Nationale Studenten Enquête van 2016, scoren vijf
bacheloropleidingen (waaronder de bachelor informatica) en vier master-
opleidingen van de Open Universiteit de eerste plaatsen in de ranglijsten
van hun studierichtingen. Van alle veertien Nederlandse universiteiten
geven studenten deze opleidingen het hoogste cijfer van alle opleidingen in
deze studierichtingen. Als instelling scoort de Open Universiteit de tweede
plaats in de ranglijst van de veertien universiteiten.
Vandaag zal ik iets vertellen over het soort onderzoek dat ik met mijn
groep doe op het gebied van software-engineering. Ik zal uitleggen wat
we doen en waarom, en wat de uitdagingen zijn. Ik zal enkele onder-
zoeksresultaten presenteren en proberen een beeld te schetsen van wat
we de komende jaren willen gaan doen op het gebied van de software-
engineering. Ook zal ik iets vertellen over hoe ik in mijn rol als docent
en programmaleider van de bachelor informatica wil bijdragen aan een
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cultuur van software-kwaliteit. Het is mijn voornemen om aan de OU
het informaticaonderwijs zodanig in te richten dat testen en kwaliteit als
een rode draad door het curriculum lopen en zo als een onlosmakelijk
onderdeel worden gezien van software-engineering.
2 Software is overal om ons heen
LATEN we eerst eens nagaan hoeveel software we allemaal al hebben ge-bruikt voordat we hier in Heerlen aan konden komen. Bijna iedereen
heeft een smartphone. Daar staat een heleboel software op. We kunnen in
een oogwenk berichtjes de hele wereld oversturen, nieuws lezen, e-mails
checken en nog veel meer. Misschien heeft u vanmorgen uw tanden wel
gepoetst met een tandenborstel die uw poetspatronen bijhoudt? Misschien
ook heeft u zich wel gedoucht onder een intelligente douchekop die pro-
beert water te besparen en kalkaanslag te voorkomen. Als u met de trein
bent gekomen, of met de auto, dan heeft u zich al door heel veel verschil-
lende software laten bedienen. Autobedrijven, net zoals de banken, zijn
softwarehouses geworden: de hoeveelheid software die in een auto zit is
de afgelopen jaren verdubbeld. Er is nu niet alleen software voor bijvoor-
beeld cruisecontrol of centrale deurvergrendeling. Onze auto’s kunnen
tegenwoordig online zelf updates doen van applicaties voor navigatie, au-
tomatische regendetectie, assistentie bij het remmen of bij het tussen de
belijningen van de weg blijven. Verleden jaar kwamen de eerste auto’s op
de markt die zelfstandig van A naar B kunnen rijden. Vliegtuigen worden
bijna altijd via een automatische piloot op de grond gezet.
We worden dus omringd door software. Het is overal en ons leven wordt
er steeds meer door bepaald. Maar toch is goedwerkende software niet
vanzelfsprekend. Iedereen is wel eens in aanraking gekomen met fouten in
software. Wie kent het niet, het bekende blauwe scherm van het Windows
besturingssysteem dat aangeeft dat de hele computer is gecrasht omdat
er een probleem was met een software-applicatie? Wie heeft er niet eens
foutmeldingen gezien op schermen op het vliegveld, supermarkt, of als je
geld aan het pinnen was? Bij wie is zijn tekstverwerker (Word bijvoorbeeld)





Is dat nou echt zo erg?
En wat kunnen we ertegen doen dan?
Daar wil ik het vandaag over hebben, in de context van mijn onderzoek naar
software-testen. Laten we beginnen met kijken wat software nu precies is
en hoe daar fouten in komen.
3 Wat is software? En hoe komen er fouten in?
SOFTWARE is een algemene term voor de programma’s die kunnen wer-ken op een computersysteem. Die programma’s zijn geschreven in een
bepaalde programmeertaal en geven eigenlijk instructies aan de computer
over wat die onder bepaalde condities moet doen.
Kleine foutjes maken als je een programmeertaal gebruikt, kunnen
soms grote gevolgen hebben. Een voorbeeld dat ik vaak tegen kom [Ger15]
in het Engels gaat over een telegram dat antwoord moest geven op de vraag
of een miljoenendeal wel of niet door moest gaan. Er moest staan:
NO, PRICE IS TOO HIGH.
De komma was vergeten en er stond dus:
NO PRICE IS TOO HIGH.
Eén gemiste komma kostte de afzender van het telegram miljoenen!
Softwareprogramma’s zijn ook geschreven in een taal, een program-
meertaal. Zinnen zijn daarin dus de instructies die aangeven wat er moet
gebeuren als bepaalde condities gelden. Bijvoorbeeld de pinautomaat
waarmee je je geld pint, zal misschien een stukje programmacode bevatten
dat een beetje lijkt op:
if (saldo + kreditlimiet > het bedrag dat klant wil opnemen)
then (de klant mag geld opnemen)
else (zet op het scherm dat het saldo onvoldoende is)
Dit heet een if-then-else-instructie. De expressie die na de if komt heet een
predicaat en afhankelijk van de waarde van het predicaat (True of False)
wordt het then-gedeelte if het else-gedeelte uitgevoerd.
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Figuur 1: Voorbeeld van een foute berekening bij het voorschrijven van
medicijnen (linksboven Daily Mail [Dai16], linksonder Technica [UK16],
rechts TheTelegraph [The17])
In je tandenborstel zit misschien zoiets als:
if (gepoetste tijd < 2 min)
then (zet op scherm dat je minimaal 2 minuten moet poetsen)
Of om te bepalen of iemand de juiste leeftijd heeft om te mogen stemmen:
if (geboortedatum < verkiezingsdatum - 18 jaar)
then (mag je stemmen)
In dit soort programmeerregels kunnen op vele manieren fouten komen.
Bijvoorbeeld:
• een typefout of een vergissing met de operatoren < of > of + om be-
rekeningen uit te voeren of om condities te checken. Hetzelfde als
de vergeten komma van daarnet, die miljoenen kostte. Stel dat we
per ongeluk een ’groter dan’ neerzetten als een ’kleiner dan’ bedoeld
werd, of een plus in plaats van een min! Dan krijgen we incorrecte
berekeningen. Dat was bijvoorbeeld wat er mis ging bij de NHS in
Open Universiteit
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een programma om te berekenen wat het risico was dat een patiënt
hartziekten had (zie Figuur 1). Als gevolg van deze fout kregen men-
sen die het niet nodig hadden medicijn toegediend, terwijl mensen
die het wel nodig hadden, niets kregen.
• Het niet in acht nemen van bepaalde situaties die zich toch wel voor
kunnen doen. Dat is wat er recentelijk misschien is gebeurd bij
onze belastingdienst (zie Figuur 2). Bij het invullen van de voorlo-
pige aanslag in de situatie dat je meer dan 3 inkomens uit vroegere
dienstbetrekking hebt gehad, werd het belastbare inkomen verkeerd
berekend. Misschien dat men er geen rekening mee heeft gehouden
dat iemand meer dan 3 inkomstenbronnen zou kunnen hebben en
is dat dus niet goed afgehandeld in de programmeercode.
• Verkeerd representeren van gegevens, zoals bijvoorbeeld een datum.
Als je maar 2 cijfers neemt om het jaartal van een datum te represente-
ren, dan krijg je problemen als je van eeuw wisselt! Dit voor de mees-
ten van ons bekende probleem stond in de jaren ‘90 bekend als de
millenniumbug. Maar verleden jaar nog haalde dit soort fouten weer
de krant (zie Figuur 3). Een Zweedse vrouw die is geboren in 1912
kreeg een bericht dat ze naar de kleuterschool kon gaan, dus net zoals
de rest van de kinderen die in 2012 waren geboren! Er zijn nog meer
van dit soort voorbeelden te vinden [BBC15]. En er komen er nog een
paar aan! Bijvoorbeeld in het jaar 2038 krijgen Unix systemen een pro-
bleem met de signed 32-bit integer-representatie van tijd die maar ge-
noeg is tot03:14:07 UTC on Tuesday, 19 January 2038 [Spi06].
• Soms hoef je helemaal niets te doen en leidt het blijven gebruiken
van eerder goed werkende software later tot fouten. Doordat er in-
middels bijvoorbeeld bepaalde regels zijn veranderd, die dan in de
software niet goed worden aangepast. Dat gebeurt ook vaak bij de
belastingdienst, waar de regels erg vaak aangepast worden.
Fouten kunnen dus om heel veel redenen software binnenkomen. Het
voorgaande is maar een kleine opsomming van mogelijke situaties die fou-
ten kunnen veroorzaken; er zijn nog veel meer factoren die fouten kunnen
introduceren. Daarbij komt dat systemen steeds groter en complexer wor-
den. Software moet ook in steeds minder tijd gemaakt worden (reduce the
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Figuur 3: Voorbeeld van een recente millenniumbug in de krant rechts De
Gelderlander [Gel16], links RTL nieuws [RTL16])
time to market). Bovendien groeit en verandert het aantal technologieën
dat gebruikt kan worden om het te maken in een hoog tempo. Ook het
aantal platformen waarop ze moeten functioneren breidt steeds meer uit,
van computer, mobiele telefoon, horloge tot tandenborstel.
4 Fouten zijn menselijk! Is het echt zo erg?
JA het is erg! Sterker nog, als we zo doorgaan zouden we weleens heeldichtbij een softwarekwaliteitscrisis kunnen uitkomen. Een crisis waarin
het gebrek aan softwarekwaliteit meer kost dan de software zelf en de be-
sparing die het gebruik ervan zou moeten opleveren.
Laatst las ik een artikel waarin stond dat uit een recent onderzoek
[Eva15] was gebleken dat 75% van de mobiele apps met 1 tot 10 bugs
gelanceerd wordt. Ook de Software Fail Watch [Tri16] analyseert elk jaar
alle softwarefouten die in Engelstalige nieuwsartikelen te vinden zijn. In
2016 beoordeelden ze 1159 nieuwsartikelen. Het totaal geschatte aantal
mensen dat door softwarefouten werden getroffen, is in het rapport 4.4
miljard. Dat is meer dan 50% van de wereldbevolking! De totale kosten als
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Figuur 4: Software-falen in 2015 en 2016 per sector (uit [Tri16]).
gevolg van die fouten, liggen rond de 1.1 biljoen USD. In Figuur 4 zien we
een voorbeeld van de resultaten die ze presenteren. Er is te zien dat het
aantal nieuwsartikelen met gerapporteerde fouten in de meeste sectoren
toegenomen is, met als absolute uitschieter de overheidssector. Het rapport
concludeert dan ook:
With 4.4 billion people and 1.1 trillion in assets impacted by
software failures in 2016, it’s hard to argue that “more of the
same” is the best path forward for software development pro-
fessionals. —- Wolfgang Platz Founder and CPO of Tricentis,
2017.
Soms is falende software slechts eventjes irritant voor de gebruiker. Als
je een keuze hebt, haal je die applicatie gewoon weer weg van je computer
of telefoon en zoek je een alternatief dat wel werkt. En als er geen alternatief
is voor die applicatie, dan gebruik je het toch gewoon niet. Maar wat als
het gaat om een applicatie die je ’verplicht’ moet gebruiken voor je werk
bijvoorbeeld? Dan kun je er niet omheen. Dan leidt irritatie al snel tot
Open Universiteit
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productiviteitsverlies. Wat als het gaat om een applicatie die verkeerd
jouw belastingaanslag berekent? Dan gaat het mogelijk om het verlies van
geld! Of wat als het gaat om een applicatie die de hoeveelheid medicijnen
die je moet gebruiken verkeerd berekent? Dan gaat dat ten koste van
je gezondheid. Of wat als het gaat om software die in auto’s, treinen of
vliegtuigen zit? Dat wordt het een kwestie van onze veiligheid (en die van
anderen) en kunnen er zelfs levens op het spel staan!
5 Wat is eraan te doen?
ENERZIJDS kunnen we de kans op fouten reduceren door beter te werken.Anderzijds moeten we automatiseren wat er te automatiseren valt,
zodat mensen efficiënt kunnen doen waar ze, tot nu toe nog, beter in zijn
dan machines: nadenken.
Het is niet dat we niet weten welke aspecten van software-ontwikkeling
belangrijk zijn, boekenkasten vol kunnen we vullen met boeken die be-
schrijven hoe software gebouwd moet worden. Technieken en methodolo-
gieën zijn voorhanden en iedereen is het met elkaar eens wat belangrijk is.
Om er maar een paar te noemen:
• Bewerkstellig meer communicatie tussen de gebruiker en de ontwik-
kelaar van de software.
• Schrijf meer en duidelijkere specificaties die beter te onderhouden
zijn.
• Maak een ontwerp voordat je gaat programmeren.
• Doe risico-analyses. Door goed van te voren over mogelijke risico’s
na te denken kunnen er al een hoop onverwachte gebeurtenissen
voorkomen worden.
• Houd je aan bepaalde programmeerstijlen, waarvan aangetoond is
dat ze resulteren in betere programmacode.
• Becommentarieer programmacode om informatie mee te geven,
waarin bijvoorbeeld uitgelegd wordt wat de programmacode doet,




• Doe reviews van programmacode.
• Test! Ga continu op zoek naar fouten zodat ze opgelost kunnen
worden voordat de software in productie gaat.
Het is net zoals met het gaan naar de sportschool en fruit eten. Ook
van die dingen weten we heus wel dat ze goed en gezond zijn. Maar we
doen ze niet, of niet vaak genoeg, om allerlei redenen. We moeten een
cultuur van kwaliteitsdenken kunnen creëren als het gaat om software-
ontwikkeling. En die begint in het onderwijs! Programmeeronderwijs moet
onlosmakelijk verbonden worden met kwaliteit. Vanaf het begin weten dat
je je programma’s moet becommentariëren, testen. En dat daarbij goede
specificaties van belang zijn. Testen, bijvoorbeeld, moet niet langer een
van de technieken zijn die je kunt gebruiken om je code te checken. Testen
is iets dat je moet doen als je programmeert, no test, no code! En net zoals
met mijn dochter Samanta die tijdens dit schrijven 7 jaar is. Zij gaat niet
doen wat ik haar zeg, zij gaat doen wat ik ook doe! Goed voorbeeld doet
goed volgen.
Een ander belangrijk aspect dat ik hiervoor al aangaf is automatiseren
wat er te automatiseren valt, zodat mensen efficiënt kunnen doen waar ze,
tot nu toe nog, beter in zijn dan machines: nadenken. Boris Beizer zei in de
jaren 90:
One of the saddest sights to me has always been a human at a
keyboard doing something by hand that could be automated.
It’s sad but hilarious.
–Boris Beizer in Black-Box Testing: Techniques for Functional
Testing of Software and Systems 1995
Vanuit mijn leerstoel wil ik aan deze twee punten mijn steentje bijdra-
gen. De afgelopen vijftien jaar heeft mijn onderzoek zich gericht op het
beter testen van software en dan met name door het te automatiseren. In
mijn rol als docent en programmaleider van de bachelor informatica kan
ik het programmeeronderwijs zodanig sturen, dat testen en kwaliteit als
onlosmakelijke onderdelen worden gezien van het programmeren.
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6 Wat is software testen?
SOFTWARE testen is het uitvoeren van de software met als doel daarbijde kwaliteit daarvan te kunnen meten en te waarborgen. Dat klinkt
misschien makkelijk, maar dat is het allerminst. Testen moet niet alleen
aan het einde gebeuren, maar moet tijdens het ontwikkelen van de software
op verschillende niveaus plaats vinden. Op het laagste niveau, dat is waar
de programmacode geschreven wordt, moeten unit-testen worden gedaan.
Daar moet dan voor kleine stukjes programmacode getest worden of die
doen waarvoor ze geschreven zijn.
We zagen eerder een stukje programmeercode:
if (geboortedatum < verkiezingsdatum - 18 jaar)
then (mag je stemmen)
Op unit-testniveau zouden we dit stukje programmacode kunnen testen
met verschillende testwaarden, bijvoorbeeld:
test- geboorte- verkiezings- resultaat commentaar
geval datum datum
1 08-10-1971 22-06-2017 stemmen
2 04-03-2010 15-05-2019 niet stemmen
3 29-02-2012 13-04-2017 niet stemmen schrikkeljaar
4 11-11-1947 29-02-2011 foutmelding dag bestaat niet
5 29-05-2015 11-11-2011 niet stemmen nog niet geboren
6 45-02-2015 22-06-2017 foutmelding dag bestaat niet
7 16-02-1939 22-13-2017 foutmelding maand bestaat niet
... ... ... ... ...
Dit is maar een voorbeeld van enkele testwaarden. Als we even doordenken
kunnen we de lijst makkelijk langer maken wanneer we alle uitzonderingen
goed zouden willen testen (denk aan jaartallen die niet bestaan, of die heel
ver in het verleden zijn of juist weer in de toekomst, meer combinaties van
schrikkeljaar met wel of niet stemmers, enz.). Merk op dat we hier niet
alleen testen of de functionaliteit goed is geïmplementeerd, maar ook of
uitzonderingen goed zijn opgevangen, bijvoorbeeld worden schrikkeljaren
herkend en worden datums die niet bestaan adequaat afgehandeld.
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Code Unit (stemmen of niet)
if (geboortedatum <  verkiezingsdatum - 18 jaar)
then (mag je stemmen)
Code Unit (stuur brief)
for alle personen p {
     if p mag stemmen











Figuur 5: Verschillende niveaus waarop getest moet worden
Als we alle stukjes programmacode op unit-testniveau hebben getest,
dan moeten we testen of al die stukjes wel op de juiste manier samenwer-
ken, integratie-testen noemen we dat. Stel er is een ander stukje program-
macode dat verantwoordelijk is voor het sturen van de stemkaarten naar
de stemgerechtigden (zie Figuur 5). Hier zal het eerder genoemde stukje
programmacode worden aangeroepen met een geboortedatum. Het ant-
woord zal gebruikt worden om te bepalen of er wel of niet een stemkaart
gestuurd moet worden. In de integratie-testen zal de juiste werking van
deze interactie getest moeten worden (worden de datagegevens goed ont-
vangen? Worden de foutmeldingen bij onjuiste datums goed afgehandeld?
Enz.).
Na de unit-testen en de integratie-testen kunnen we het hele systeem
in zijn geheel testen door middel van systeem- en acceptatie-testen. Dan
komen er nog andere aspecten bij kijken. Hier testen we niet alleen de
functionaliteit van een applicatie, maar ook onder andere of die veilig is,
bruikbaar, robuust, gebruikersvriendelijk en tot goede presentaties leidt.
Systeem- en acceptatie-testen kun je bijvoorbeeld doen via de Grafi-
sche User Interface (GUI). Als we via de GUI testen, moeten we niet alleen
testwaarden bepalen (bijvoorbeeld de datum van de verkiezingen), maar
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ook de volgorde van de actie-sequentie die we op de GUI moeten uitvoeren.
Stel we hebben een GUI om stemkaarten te versturen naar de personen die
stemgerechtigd zijn. Daar is eerst een menu waar we uit moeten kiezen
dat we de stemkaart willen versturen. Daarna moeten we de datum van
de verkiezingen invullen. En vervolgens op de knop ’sturen’ drukken. Een
test-sequentie zou er dan als volgt uitzien:
1. Klik op het menu met label: Communicatie
2. Selecteer optie: Stemkaart
3. Vul in het daarvoor bestemde veld de verkiezingsdatum in
4. Klik op de knop: Stuur stemkaart
7 We kunnen niet alles testen
EDSGER Dijkstra, de Nederlandse computerpionier, zei het al in 1974:
Testing may be convincingly demonstrate the presence of bugs,
but can never demonstrate their absence
—- Edsger W. Dijkstra (1930-2002) in “Programming as a
discipline of mathematical nature”, Am. Math. Monthly, 81
(1974), no. 6, pp.608-12.
We kunnen dus nooit na het testen zeggen: deze software werkt foutloos!
Aangezien we niet weten hoeveel fouten er in totaal in de software kunnen
zitten, kunnen we nooit weten of we alle fouten hebben gevonden en of we
eigenlijk wel goed getest hebben.
Laten we wat voorbeelden bekijken waarmee snel duidelijk wordt dat
het onmogelijk is om een software-programma compleet te testen.
Er zijn te veel waarden die ingevoerd kunnen worden. Eerder hebben we
een programma gezien om te bepalen of iemand stemgerechtigd is.
Het programma heeft een datum nodig en op basis van die datum
maakt het een bepaalde berekening. We zagen hiervoor al dat we
snel veel testgevallen konden verzinnen. Maar als we het compleet
zouden willen testen, dan zouden we alle datums die er bestaan één
voor één moeten invoeren om te kijken of er geen fouten optreden.
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Bovendien zouden we ook verkeerde datums moeten invullen om
te kijken of het programma dat adequaat afhandelt. Dat is bijna
onmogelijk en kost heel veel tijd.
Er zijn te veel sequenties die je door een software programma kunt belo-
pen. Een sequentie, of pad, door een programma zijn alle stappen
(kliks, scrolls, typen van tekst, beslissingen, enz.) die je maakt totdat
je klaar bent met een taak of een programma. Laten we bijvoorbeeld
naar Figuur 6 kijken waar een heel versimpeld stroomdiagram staat
om geld op te nemen uit een PIN-automaat. Een ’ruit’ stelt daar
een keuze of beslissing voor in het programma. Als aan de conditie
is voldaan dan gaan we de kant van de “ja”-pijl op en anders die
van de “nee”-pijl. In een ’rechthoek’ staat iets dat de software doet
(bijvoorbeeld iets laten zien op het scherm, geld geven of de kaart
inslikken). Eerst wordt gecheckt of de bankkaart OK is. Als dat niet
het geval is, dan krijg je een foutmelding te zien, krijg je jouw kaart
terug en kun je het nog een keer proberen. Als de kaart wel OK is
wordt jouw PIN-code gevraagd. Als de PIN-code niet OK is kun je dat
tot maximaal 3 keer opnieuw proberen, daarna wordt de kaart door
het apparaat ingeslikt. Als de PIN-code wel goed is, kun je het bedrag
invoeren dat je wilt opnemen. Als je genoeg saldo hebt, krijg je jouw
geld, pak je jouw kaart terug en kun je die handelingen desgewenst
herhalen. Als je niet genoeg saldo hebt, dan mag je tot 4 keer toe een
nieuw bedrag invoeren waar jouw saldo dan mogelijk wel toereikend
voor is.
Laten we eens kijken op hoeveel verschillende manieren we van
START naar EIND kunnen gaan:
• We kunnen op (3 × (4+4+1)) + 3 = 30 verschillende manieren
van START naar Einde transactie gaan.
• Al deze manieren kunnen we tot 5 keer herhalen.
• Dus dat zijn 301 + 302 + 303 + 304 + 305 = 25.137.930 mogelijke
sequenties om van START naar Einde transactie te gaan.




















































Figuur 6: Stroomschema dat aangeeft hoe een PIN-automaat kan werken
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• De enige manier om naar Kaart ingeslikt te komen is door
middel van een sequentie die 3 keer een verkeerde PIN ingeeft:
PIN OK? →nee Foutmelding → Nog een keer? → j a 1<3 → j a
PIN OK? →nee Foutmelding → Nog een keer? → j a 2<3 → j a
PIN OK? →nee Foutmelding → Nog een keer? → j a 3<3 →nee
Kaart ingeslikt. En van Kaart ingeslikt gaan we meteen door
naar EINDE .
• We kunnen op 1 + 301 + 302 + 303 + 304 manieren bij PIN OK?
komen en vanaf daar dus 3 keer een verkeerde PIN invoeren.
Dat zijn 837.931 manieren.
• Dus dat zijn dus totaal 25.137.930 + 1 + 837.931 = 25.975.862.
• Als het 5 minuten zou kosten (wat optimistisch is) om één test
te bedenken, uit te voeren en te evalueren, dan komt dat neer
op ongeveer 2.164.655 uur of 54.116 werkweken van 40 uur.
• Als er 42 werkweken in een jaar zitten dan komt compleet testen
dus neer op meer dan 1288 jaar!
Dat is natuurlijk te lang. Daarbij komt, zulke simpele stroomdia-
grammen staan alleen in instructieboeken. In werkelijkheid is het
stroomdiagram voor geld pinnen veel uitgebreider, met nog meer
paden.
Er zijn te veel combinaties van inputwaarden, paden en verschillende plat-
formen. Denk aan verschillende:
• browsers (Firefox, Chrome, Internet Explorer, Safari, enz.);
• besturingssystemen (Windows, Linux, macOS, Android, iOS,
enz.);
• en hun versies (Windows XP, Vista, Windows 7, Windows 8,
Windows 10, enz.);
• of distributies (Suse, Redhat, Ubuntu, Debian, enz.).
De voorbeelden hiervoor tonen aan dat het voor hele simpele applicaties
al onmogelijk is om door middel van testen alle gevallen af te vangen. Laat
staan echte applicaties die vele malen complexer zijn dan de hiervoor
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gegeven voorbeelden. En we zijn er nog niet: software-applicaties worden
alsmaar complexer en het aantal apparaten en systemen waarop we ze
kunnen gebruiken, groeit razendsnel. Testen wordt dus ook steeds maar
complexer.
8 Hoe kunnen we dat aanpakken?
HET probleem is dus duidelijk. Software bevat fouten. We kunnendoor gestructureerd en netjes te werken sommige fouten voorkomen.
Maar software is te complex en mensen zijn geen perfecte denkers, dus
foutloos zal het nooit zijn [Ger08]. Testen is dus altijd nodig. Maar, er is
te veel om alles te testen: veel verschillende aspecten van software, op
verschillende niveaus, met heel veel testwaarden en test-sequenties en
hun combinaties leiden tot oneindig veel mogelijke testgevallen. Daarbij
komt, dat we nooit kunnen weten wat voor soort en hoeveel fouten er in
een software-applicatie kunnen zitten.
Testen is dus het zoeken naar een onbekende hoeveelheid onbekende fou-
ten in een software-applicatie, door middel van het kiezen van een beperkt
aantal testgevallen uit een oneindig aantal mogelijkheden.
Dat klinkt niet eenvoudig en dat is het ook niet. Dus, hoe pak je dat dan
aan? We hebben hier twee problemen op te lossen:
1. We hebben een oneindig aantal testgevallen. Hoe kunnen we nu die
gevallen kiezen die je zou moeten gaan gebruiken voor het uitvoeren
van jouw testen?
2. We weten niet hoeveel fouten er in onze software kunnen zitten. Dus
hoe weten we achteraf of we goed getest hebben?
8.1 Testontwerptechnieken
Als je gestructureerd op zoek gaat naar fouten dan pas je een testontwerp-
techniek toe die je in staat stelt een weloverwogen keuze te maken voor
de testgevallen die je kiest. Er bestaan een heleboel van die technieken.
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Figuur 7: Modellen: bruikbare simplificaties van de werkelijkheid.
Helaas is er nog niet echt consensus bereikt over een eenduidige manier
om die testtechnieken te benoemen en in de literatuur te beschrijven. De
vele boeken die geschreven zijn over software-testen (bijv. een kleine se-
lectie [Bei90, Bei95, Bin00, PTV02, Cop04, KvdABV06, Ryb07, MSB11, Jor14,
SLS14, AO17]) gebruiken nog allemaal hun eigen manier en definities om
veelal dezelfde soort technieken te beschrijven. Ook zijn er nog niet echt
veel richtlijnen die aangeven welke techniek het beste en snelste werkt, af-
hankelijk van welke software en welke testdoelen je hebt. Er is hier voor een
hoogleraar Software Engineering dus ook nog veel te doen op testgebied !
De meeste technieken die beschreven worden in de literatuur komen
echter neer op:
1. maak een model;
2. kies een dekkingscriterium (of coverage criterium in het Engels);
3. genereer je testgevallen gebaseerd op het criterium.
In het dagelijks leven en in de de wetenschap worden altijd modellen ge-
bruikt om onze complexe realiteit weer te geven [Wei01, Ryb07]. In Figuur
7 zien we twee voorbeelden. Ook al zijn er daarbij een heleboel details weg-
gelaten, deze twee modellen zijn bruikbaar om bijvoorbeeld te begrijpen
waarom het dag en nacht wordt, hoe ver het reizen is van het ene land naar




In de vakdiscipline van het software-testen is
dat niet anders. Verschillende modellen, met
verschillende niveaus van detail en verschil-
lende niveaus van formaliteit, geven aanlei-
ding tot verschillende testontwerptechnieken.
Een van de meest beschreven testontwerp-
techniek is gebaseerd op het model waarin
het inputdomein D van het te testen pro-
gramma kan worden opgesplitst in subdomei-
nen D1,D2, . . . ,Dn . Dit op een zodanige ma-
nier dat alle elementen in hetzelfde subdomein leiden tot een hetzelfde ge-
drag van het programma. Je gebruikt dus kennis over het System Under Test
(SUT) om testgevallen die tot eenzelfde soort verwerking leiden, binnen
het systeem te groeperen. Dit heet partitie-testen en werd voor het eerst
gepubliceerd in de jaren ‘80 [WO80]. We komen het in de literatuur ook
tegen onder de namen domein-testen, equivalentieklassentest, boundary
value-analyse, grenswaardentest, datacombinatietest en categorie-testen.
Ook al is dit partitiemodel een simplificatie van de realiteit, het geeft
ons een belangrijk handvat voor het testen. Het oneindige domein is nu ver-
deeld in een eindig aantal subdomeinen en het aantal te kiezen testgevallen
krijgt dus een beheersbare omvang.
Even terug naar het stukje software dat verantwoordelijk was voor het











We nemen hier de karakteristieken van de datums in acht (schrikkeljaar of
niet) en het gedrag zoals we verwachten van de applicatie voor de verschil-
lende datums. Hier gebruiken we de domeinkennis dat de stemgerechtigde
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leeftijd 18 jaar en ouder is en dat er geen mensen zijn die ouder zijn gewor-
den dan 146 jaar[HLN17]. Om het kort te houden nemen we alleen even de
valide inputwaarden in acht en laten we de niet-valide (bijv. niet bestaande
datums) even buiten beschouwing.
Als het model is gemaakt volgt stap twee, het kiezen van een dekkings-
criterium. Testdekking geeft aan hoe de testgevallen de verschillende onder-
delen van het partitiemodel raken. We kunnen dan dus de test-effectiviteit
("hoe goed hebben we getest") meten in termen van de gekozen dekking
van het partitiemodel. Bijvoorbeeld, de tester kan één testgeval per sub-
domein kiezen, d.w.z. each choice coverage. Voor het hiervoor gegeven
voorbeeld zou dat neerkomen op de volgende 6 testgevallen waarin elke
partitie minstens één keer is gedekt:
test- geboorte- verkiezings- resultaat dekt partitie
geval datum datum
1 08-10-1971 22-06-2017 stemmen P2, P4, P7
2 04-03-2010 15-05-2019 niet stemmen P2, P4, P6
3 29-02-2012 13-04-2017 niet stemmen P1
4 04-03-2010 29-02-2012 niet stemmen P3
5 29-08-2016 13-04-2014 foutmelding P5
6 13-05-1880 22-06-2017 foutmelding P8
Een ander dekkingscriterium bestaat uit alle combinaties van partities,
d.w.z. het all combinations coverage. Dat zou betekenen dat we testgeval-
len moeten hebben die de 16 combinaties dekken voor (geboortedatum,
verkiezingsdatum, verkiezingsdatum-geboortedatum):
(schrikkeljaar, schrikkeljaar, < 0)
(schrikkeljaar, schrikkeljaar, ∈ [0,18[)
(schrikkeljaar, schrikkeljaar, ∈ [18,146])
(schrikkeljaar, schrikkeljaar, > 146)
(schrikkeljaar, geen schrikkeljaar, < 0)
(schrikkeljaar, geen schrikkeljaar, ∈ [0,18[)
(schrikkeljaar, geen schrikkeljaar, ∈ [18,146])
(schrikkeljaar, geen schrikkeljaar, > 146)
(geen schrikkeljaar, geen schrikkeljaar, < 0)
(geen schrikkeljaar, geen schrikkeljaar, ∈ [0,18[)
(geen schrikkeljaar, geen schrikkeljaar, ∈ [18,146])
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(geen schrikkeljaar, geen schrikkeljaar, > 146)
(geen schrikkeljaar, schrikkeljaar, < 0)
(geen schrikkeljaar, schrikkeljaar, ∈ [0,18[)
(geen schrikkeljaar, schrikkeljaar, ∈ [18,146])
(geen schrikkeljaar, schrikkeljaar, > 146)
Bovenstaande testgevallen zijn zogenaamde logische testgevallen. Ze heb-
ben nog geen concrete waarden voor de inputparameters: geboortedatum
en verkiezingsdatum, die moeten nog berekend worden. Zodra we die
concrete waarden wel hebben, noemen we ze fysieke testgevallen.
Dit zijn maar twee voorbeelden van dekkingscriteria. Er zijn nog vele
meer, bijvoorbeeld pairwise coverage en het meer algemene T-wise cover-
age. Maar het gaat te ver om daar nu allemaal op in te gaan. Mocht u
geïnteresseerd zijn dan verwijs ik naar één van de publicaties daarover




Figuur 9: Drie stappen
We hebben nu één testontwerptech-
niek in detail gezien, zodat u een idee
krijgt wat het betekent “een testontwerp-
techniek toe te passen”. Het moge duide-
lijk zijn geworden dat het best veel werk is
om zo handmatig een testtechniek toe te
passen. En weer geldt, dit was maar een
heel simpel stukje programmacode met
twee variabelen! Om met de complexiteit
van echte software-applicaties om te gaan,
kunnen we natuurlijk meer abstractieni-
veaus aanbrengen in ons model, maar het
blijft een arbeidsintensief werkje om hand-
matig testgevallen te maken.
Er zijn nog vele andere testtechnieken,
maar simpel bekeken volgen ze eigenlijk allemaal dezelfde drie stappen (zie
Figuur 9): voor verschillende soorten modellen en verschillende soorten
dekkingscriteria. Grafen zijn een veel gebruikt model. In Figuur 6 hebben
we een voorbeeld gezien van een graafmodel. Een graaf bestaat uit een
verzameling punten, knopen genoemd, waarvan sommige verbonden zijn
door lijnen, ook wel zijden, kanten of takken genoemd. De grafen die we ge-
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bruiken voor testen, hebben tenminste één beginknoop en één eindknoop.
In het stroomdiagram van Figuur 6 zijn de knopen de ’rechthoeken’ en de















ja ja ja nee Kaart 
terug EINDE
(PIN-automaat pad 1)
geeft het pad weer dat een gebruiker doorloopt als hij succesvol in één
keer geld kan opnemen. Het volgende pad uit de graaf van Figuur 6 wordt








Deze paden vormen twee logische testgevallen voor de software die door
de graaf wordt beschreven. Dekkingscriteria voor grafen zijn onder andere
gebaseerd op de elementen die in de paden voorkomen (bijv. knopen en
kanten) of het aantal paden zelf. Bijvoorbeeld: knopendekking (of node
coverage in het Engels), alle knopen worden minstens één keer geraakt in
de testgevallen. Voor het testgeval weergegeven door pad 1 is de knopen-
dekking 10 van de in totaal 18 knopen (dat is 55,6%). De knopendekking
van pad 2 is 27,8%. Samen doorlopen ze 11 van de 18 knopen (61,1%). Met
hoeveel testgevallen kunnen we 100% knopendekking bereiken?
Een ander dekkingscriterium is kantendekking (of edge coverage in het
Engels): alle kanten worden bij kantendekking minstens één keer geraakt in
de testgevallen. Voor het testgeval weergegeven door pad 1 van hiervoor is
de kantendekking 9 van de in totaal 26 kanten (dat is 34,6%). De kantendek-
king van pad 2 is 15,4%. Samen doorlopen ze 11 van de 26 kanten (42,3%).
Met hoeveel testgevallen kunnen we 100% kantendekking bereiken?.
Hiervoor hadden we al gezien dat er 25.975.862 paden zijn van START
naar EIND in de graaf van Figuur 6. Complete padendekking (of path
coverage in het Engels) zou dus bestaan uit hetzelfde aantal testgevallen.
We hadden echter al gezien dat een dergelijke complete test onhaalbaar is.
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Ik denk dat ik me een beetje heb laten meeslepen in het beschrijven van
gestructureerd testen. Mijn bedoeling was om te laten zien hoe complex
het testen eigenlijk kan zijn, als je het goed wilt uitvoeren. Ik denk dat dat
wel aangetoond is.
Hoe past dat nu in het onderzoek waar ik me de afgelopen 10 jaar mee
heb bezig gehouden?
Om testontwerp allemaal handmatig te doen, dat kost een hoop tijd.
Handig zou het dus zijn om dit te automatiseren, zo veel als we kunnen.
Helaas komt er bij het ontwerpen van het benodigde testmodel dezelfde
creativiteit kijken als bij het ontwikkelen van de software zelf. Dit is een cre-
ativiteit die door het imperfecte menselijk brein goed gedaan kan worden
(al is het met hier en daar een foutje), maar het automatiseren ervan is erg
uitdagend. Met die uitdaging houdt mijn onderzoek zich bezig.
8.2 Willekeurig, ofwel random, testen
Een manier om testgevallen te kiezen die relatief makkelijk te automatise-
ren zijn, is willekeurig, ofwel random, kiezen. We gebruiken geen domein-
kennis, we maken geen creatief testmodel. Maar we selecteren gewoon
willekeurig testgevallen uit het inputdomein van een software-applicatie.
Herinnert u zich de twee problemen die we eerder hebben gezien, die
testen zo complex maken:
1. We hebben een oneindig aantal testgevallen. Hoe kunnen we nu die
gevallen kiezen die je zou moeten gaan gebruiken voor het uitvoeren
van jouw testen?
2. We weten niet hoeveel fouten er in onze software kunnen zitten.
Dus hoe weten we achteraf of we goed getest hebben? Of met an-
dere woorden, welke dekkingscriteria kunnen we gebruiken als we
random testen?
Probleem nummer 1 is opgelost als we lekker makkelijk random kiezen.
Het andere probleem blijft echter bestaan. En zoals het vaak betaamt in
het leven, het oplossen van het ene probleem resulteert weer in een ander




3. Hoe weten we dan eigenlijk wat een fout is? Hoe kunnen we die
fouten herkennen?
Dit laatste staat bekend als het orakelprobleem in de testwereld [Wey82,
BHM+15, OKN15]. Een orakel1 is een mechanisme dat correct en incorrect
gedrag van een softwaresysteem van elkaar kan onderscheiden. Als we
automatisch testen dan kunnen er in korte tijd heel veel testgevallen uitge-
voerd worden. Het is vervolgens natuurlijk niet te doen om alle resultaten
van die testen handmatig te checken. De orakels moeten in dit geval dus
ook geautomatiseerd worden.
Het automatiseren van orakels is nog grotendeels een open probleem.
Het is niet heel vreemd dat dit nog een open probleem is, want opnieuw
komt bij het maken van orakels diezelfde creativiteit kijken die je nodig
hebt om de software of een testmodel te ontwikkelen. Stel bijvoorbeeld dat
het mogelijk is om een compleet geautomatiseerd orakel te schrijven dat
in staat is om alle fouten in een programma te kunnen vinden. Het is dan
niet meer nodig om het programma te schrijven want het orakel kon dan
gewoon gebruikt worden [OKN15].
De ontbrekende orakels zijn een belangrijk knelpunt voor effectieve
testautomatisering en het op grote schaal oppakken van geautomatiseerd
testmethoden en testtools door bedrijven. Ik kom daar straks nog even op
terug. Eerst even verder met random testen.
Random testen is namelijk erg omstreden in ’onze’ geschiedenis. In de
jaren ’70 waren de meningen daarover erg verdeeld. Girard en Rault (1973)
[GR73] noemden het een:
waardevol schema om testgevallen te genereren.
Dit wordt bevestigd door Thayer, Lipow en Nelson (1978) [TLN78] waarin
ze schrijven dat het de:
noodzakelijke laatste stap is na alle testactiviteiten.
Echter, Glenford Myers (1979) in zijn baanbrekende boek op het gebied van
Software Testing [Mye79] duidt random testen aan als:
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waarschijnlijk de slechtste testmethode.
In 1984, echter, voerden Duran en Ntafos [DN84], een reeks experimenten
uit waarin ze aantoonden dat random testen effectiever zou kunnen zijn
dan meer gestructureerd testen. Hamlet en Taylor [HT88] herhaalden meer
experimenten en kwamen tot dezelfde resultaten. Weyuker met Jeng verge-
leken beide testmethoden vanuit een analytisch oogpunt [WJ91]. Echter,
de resultaten wezen weer in dezelfde richting: een duidelijke superioriteit
van meer gestructureerd testen kon niet worden aangetoond.
Deze resultaten openden de deuren naar een grote hoeveelheid on-
derzoek naar de eigenschappen en de voordelen van random testen. Veel
auteurs onderzochten de voorwaarden waaronder random testen effec-
tiever kon zijn dan gestructureerd testen of andersom (zie bijvoorbeeld
[TDN93, CY94, Gut99, AB11, AIB12]). Een recente studie [BP16] waarin de
tijd die het testen kost ook als factor wordt meegenomen, concludeert dat:
zelfs de meest effectieve testtechniek inefficiënt is in vergelijking met
random testen als het genereren van een testcase relatief te lang duurt.
Hier ligt nog een onontgonnen onderzoeksterrein, waar ik de komende
jaren bij mijn onderzoek op het gebied van softwaretesten zeker nog het
één en ander in zal gaan verkennen. Het is namelijk zo dat de testtool
TESTAR2 die we de afgelopen jaren heb ontwikkeld ook gebaseerd is op de
krachten van het random testen. Het is belangrijk om te onderzoeken wat
we achteraf - na random getest te hebben - weten over de kans dat er nog
fouten in de software achter zijn gebleven. En ook hebben we natuurlijk
orakels nodig.
Maar voordat ik op TESTAR inga wil ik eerst nog even wat vertellen
over ander onderzoek dat ik heb gedaan op het gebied van automatisch
testen. Uiteindelijk komen die technieken namelijk allemaal samen in het
toekomstige onderzoeksplan van TESTAR.
8.3 Zoekgebaseerd testen
In plaats van de testgevallen willekeurig te kiezen, kunnen we ook proberen
ze op zo een manier te kiezen dat we een bepaald doeleinde optimaliseren.
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Als we het over testen hebben is dat doel bijvoorbeeld het vinden van
bepaalde fouten of het optimaliseren van een bepaald dekkingscriterium.
Voor optimalisatie-problemen in grote en complexe zoekruimten wor-
den sinds de jaren 70 al met veel succes evolutionaire algoritmen [Gol89,
Hol75] gebruikt. De term evolutionaire algoritmen omvat alle stochasti-
sche zoekalgoritmen die zijn gebaseerd op reproductie + selectie van kandi-
daatoplossingen. Evolutionaire algoritmen bootsen de processen van de
natuurlijke genetica en Darwin’s theorie van biologische evolutie na.
Het toepassen van evolutionaire algoritmen op testen wordt vaak evo-
lutionair testen genoemd en is als eerste toegepast door Wegener in 2000
[WG00]. Dit lijkt een goede match te zijn; de afgelopen 15 jaar is er een hoop
onderzoek naar gedaan (goede overzichtsartikelen vind je hier [WBS02,
HHH+02, McM04, McM11, HJZ15] of neem een kijkje in de hele repository
(database van artikelen) [ZHM17]). Aangezien het onmogelijk is om op alle
mogelijke fouten in een stuk software te anticiperen, kunnen evolutionaire
algoritmen een prominente rol spelen bij het testen. Evolutionaire algorit-
men maken zeer weinig aannames over het onderliggende probleem dat
ze proberen op te lossen. Daarnaast zijn stochastische optimalisatie- en
zoektechnieken adaptief en kunnen die hun gedrag aanpassen wanneer
ze geconfronteerd worden met nieuwe onvoorziene situaties. Deze twee
eigenschappen - hun vrijheid van beperkende veronderstellingen en hun
inherente adaptiviteit - maken evolutionaire testbenaderingen ideaal voor
het omgaan met complexe software.
Evolutionaire algoritmen worden gekenmerkt door een iteratieve proce-
dure die in parallel werkt aan een verzameling van potentiële oplossingen.
Deze verzameling wordt populatie genoemd en de potentiële oplossin-
gen individuen. Individuen hebben een fitness-waarde die aangeeft hoe
goed de potentiële oplossing is die ze representeren. In de context van
evolutionair testen zijn de individuen bijvoorbeeld de testgevallen en de
fitness geeft aan hoe goed ze een bepaald deel van de software dekken. Een
typische procedure van een evolutionaire algoritme bestaat uit:
1. initialiseer een populatie van potentiële oplossingen
2. evalueer de fitness van elk individu




4. combineer deze twee individuen om een nieuwe te produceren (ana-
loog aan biologische voortplanting)
5. pas mutatie toe indien gewenst
6. evalueer de fitness van het nieuwe individu
7. beslis op basis van een vooraf gedefinieerde herintroductie-strategie
of de nieuwe individuen geschikt zijn om een de volgende iteratie te
maken
8. herhaal tot het optimum is bereikt, of een andere stopwaarde is
vervuld.
Evolutionaire algoritmen zijn generiek en kunnen toegepast worden
op een breed scala aan optimalisatieproblemen. Om een evolutionair
algoritme voor een specifiek probleem te ontwikkelen, moet men een
probleemspecifieke fitness-functie definiëren. De fitness-functie vergelijkt
en contrasteert oplossingen van de zoekopdracht met betrekking tot het
zoekdoel. Met behulp van deze informatie is de zoekopdracht gericht op
potentiële veelbelovende gebieden van de zoekruimte.
Om softwaretesten te automatiseren met behulp van evolutionaire
algoritmen, moet het testdoel worden omgezet in een optimalisatietaak.
Afhankelijk van welk testdoel wordt nagestreefd, moeten er fitnessfuncties
worden gedefinieerd om de testgevallen te evalueren.
Als een geschikte fitnessfunctie kan worden gedefinieerd voor het test-
doel en evolutionaire algoritmen worden gebruikt als de zoektechniek, dan
volgt de Evolutionaire Test de stappen zoals hierboven beschreven. De
initiële populatie-testgegevens worden gegenereerd, meestal willekeurig.
Maar in plaats van willekeurige initialisatie kan men ook testgegevens ge-
bruiken die zijn verkregen door een vorige systematische test. Op deze
manier kan de evolutionaire test profiteren van de kennis van de tester over
de SUT. Na initialisatie vertegenwoordigt elk individu binnen de popula-
tie een testgeval waarmee de SUT wordt uitgevoerd. Voor elke testgeval
wordt de fitnesswaarde bepaald door de SUT uit te voeren met dat testge-
val. Vervolgens worden testgevallen met hoge fitnesswaarden geselecteerd
met een hogere kans dan die met een lagere waarde en worden die, zoals
eerder uitgelegd, onderworpen aan combinatie- en mutatieprocessen om
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nieuwe nakomelingen te genereren. Een nieuwe populatie van testgege-
vens wordt gevormd door nakomelingen en oudere individuen samen te
voegen volgens de vastgestelde overlevingsprocedures.
Hieraan heb ik gewerkt tijdens een Europees project dat ik heb gecoör-
dineerd van 2006 tot 2010. EvoTest heette dat project, een acroniem voor
Evolutionary Testing ofwel EVOlutionair TESTen [Vos09, SVW09]. Dit was
een project gesubsidieerd door de Europese Commissie3. In het project
hebben we evolutionair testen toegepast op twee soorten testen:
1. Structureel, of white-box, testen, dat als doel heeft het dekken van de
programmacode van de software [GKWV09, VBL+10].
2. Functioneel, of black-box, testen, dat als doel heeft fouten te vinden
in de implementatie van een bepaalde functionaliteit [VLW+13].
Ik ga hier in de volgende subsecties even op in.
8.3.1 Structureel evolutionair testen
Figuur 10: Stroomdiagram
Om verschillende dekkingscriteria van de pro-
grammacode te definiëren wordt vaak het
zogenaamde programmastroomdiagram (of
control-flow graph in het Engels) van de bron-
code gebruikt. Dat is een abstracte voorstel-
ling van alle mogelijke opeenvolgingen van
programmacode-elementen (bijv. instructies
en beslissingen) die zich kunnen voordoen tij-
dens de uitvoering van een stuk programma-
code. Zie bijvoorbeeld Figuur 10, daar zijn
de ’rechthoeken’ instructies en de ’ruiten’ stel-
len de beslismomenten voor. De takken (in
het Engels branches) tussen de verschillende
programmacode-elementen kunnen samen
paden vormen die door een programma door-




















Uitvoer : Fitness 
Invoer : Testgeval
Testen
Figuur 11: Workflow van evolutionair structureel, of white-box, testen
De meeste gebruikte dekkingscriteria zijn:
Instructiedekking of programmaregeldekking (statement coverage in het
Engels) is het percentage van instructies die zijn uitgevoerd door een
verzameling testgevallen.
Beslissings- of takkendekking (decision coverage of branch coverage in
het Engels) is het percentage van beslissingsuitkomsten die zijn uit-
gevoerd door een verzameling testgevallen.
Programmapaddekking (path coverage in het Engels) is het percentage
programmapaden dat door een verzameling testgevallen is uitge-
voerd. 100% programmapaddekking impliceert zowel 100% beslis-
singsdekking als 100% instructiedekking.
In het EvoTest-project hebben we samengewerkt met Joachim Wegener,
de pionier op het gebied van evolutionair testen. We hebben evolutio-
naire algoritmen toegepast om takkendekking te optimaliseren [GKWV09,
VBL+10]. In Figuur 11 wordt dat geïllustreerd. De individuen (d.w.z. de
testgevallen) bestaan uit inputwaarden voor een stuk programmacode. Een
afzonderlijke zoekopdracht wordt uitgevoerd voor elke onontdekte tak (de
doeltak) die is vereist voor volledige takkendekking.
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De fitness-evaluatie van een testgeval wordt berekend door het pro-
gramma uit te voeren met het desbetreffende testgeval. Deze uitvoering
resulteert in het bewandelen van een programmapad (bijvoorbeeld het
blauwe pad in Figuur 11). Als de doeltak (de tak die naar het rode ’recht-
hoekje’ leidt in Figuur 11) deel uitmaakt van het programmapad, is de
tak gedekt en de fitnesswaarde is minimaal (dus 0) en is voor deze deel-
zoekopdracht het optimum behaald. Wanneer echter de doeltak gemist
wordt, wordt het kritische predicaat bepaald: dat is de beoordeling die
hoort bij het beslissingspunt in het programmastroomdiagram waarbij het
bewandelde programmapad afwijkt van de richting naar de doeltak.
De variabele voor het benaderingsniveau(approach_level) is gedefini-
eerd als de afstand tussen het beslissingspunt waar het kritieke predicaat
zich bevindt en de doeltak. Vervolgens wordt de afstand tussen de takken
(de variabele branch_dist) bepaald door de afstand tussen de werkelijke
waarden van de variabelen bij het kritieke predicaat te berekenen en de
waarden die nodig zijn om de kritische predicaat die waarde te laten heb-
ben dat het programmapad wel de kant van de doeltak opgaat.
De (minimaliserende) fitnessfunctie heeft de volgende basisvorm: t is
de doeltak van de zoekopdracht en i het individu dat geëvalueerd wordt:
fitness(i , t ) = approach_level(i , t )+branch_dist(i , t )
De approach_level is een natuurlijk (dus geheel) getal en de branch_dist
is een reëel getal in het interval [0 : 1]. We hebben deze evolutionaire
testen met succes toegepast en gevalideerd op een aantal programmaco-
defragmenten geschreven in de programmeertaal C door autofabrikant
DaimlerChrysler [VBL+12]. Het ging hier om onder andere programma-
codefragmenten voor rem-assistenten die als ’embedded’ software in de
auto’s wordt gebruikt. In het artikel [VBL+12] kunt u de positieve resulta-
ten van deze studie nalezen. We laten daar zien hoe we automatisch en
zonder domeinkennis testgevallen kunnen genereren die hoge dekkings-
percentage op programmacodeniveau bereiken! Voor veiligheidskritische
systemen (waaronder auto’s) wordt een bepaalde mate van programmaco-
dedekking verplicht door veiligheidsnormen en voorschriften (bijvoorbeeld
[ISO08, IEC98, RTC92]). Automatisch en evolutionair testen, zodat deze
dekking wordt verkregen, is dus erg interessant voor dit soort software.
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Figuur 12: Automatisch inparkeren
8.3.2 Functioneel evolutionair testen
Voor functioneel testen is het testdoel een fout te vinden ten opzichte van
een geselecteerde functionele eigenschap. De fitnessfunctie moet dus zo
worden gedefinieerd dat het mogelijk is om te meten hoe dicht een test-
geval in de buurt is om de geselecteerde eigenschap te breken. Ook dit
hebben we gedaan in het EvoTest-project [BVD10, VLW+13]. Het voorbeeld
aan de hand waarvan dit soort testen het makkelijkste kan worden uitge-
legd is door middel van een voorbeeld uit het dagelijks leven: het parkeren
van een auto. Bij DailerChrysler, een partner van het EvoTest-project, is
jarenlang gewerkt aan een autonome parkeermodule, die bedoeld is om
een auto te parkeren in een scenario zoals in Figuur 12 [BW04]. Voor dit
doel is de auto uitgerust met omgevingssensoren die voorwerpen registre-
ren rondom de auto. Bij het passeren kan het systeem voldoende grote
parkeerplaatsen herkennen en kan aan de bestuurder signaleren dat er een
parkeerplaats is gevonden. Als de bestuurder besluit om te parkeren, kan
dit automatisch gebeuren. De parkeersoftwaremodule maakt gebruik van
de geregistreerde gegevens van de parkeerplaats, samen met de positie van
de auto. De software manoeuvreert de auto in de parkeerplaats door de
snelheid en de stuurhoek te regelen. Dit moet natuurlijk gebeuren zonder
ergens tegenaan te botsen! Dat is een fundamentele functionele eigen-
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schap van deze software en die moet dan ook goed getest worden voordat
die daadwerkelijk opgenomen kan worden in auto’s die in productie gaan.
Handmatig testen van dit complete systeem is duur en tijdrovend. Elk
testgeval zou bestaat uit het opbouwen van een parkeerscenario met echte
auto’s en iemand zou de autonome parkeerassistent elke keer in de parkeer-
plek moeten laten manoeuvreren. Geautomatiseerde functionele tests in
een gecontroleerde simulatie-omgeving zijn veel minder duur en daarvan
kunnen er dan ook meer worden uitgevoerd. Als we evolutionair testen
willen toepassen moeten we het testen dus vertalen naar een optimalisatie-
probleem. Eerst moeten we dan definiëren hoe we de testgevallen kunnen
generen. Daarna moeten bepalen hoe we die testgevallen kunt evalueren
met behulp van een fitnessfunctie.
De testgevallen (de individuen van de evolutionaire zoektocht) bestaan
uit de waarden die nodig zijn om een parkeermanoeuvre te simuleren: de
grote van de parkeerplek en de positie van de auto. Een simulatie-omgeving
bootst dan een parkeermanoeuvre na, gebruikmakende van de software
die we aan het testen zijn.
Zoals uitgelegd, bij evolutionair testen, wordt de evaluatie van de test-
gevallen uitgevoerd door de fitnessfunctie. De fitnesswaarde geeft een indi-
catie over hoe goed of slecht de parkeermanoeuvre is. Deze fitnesswaarde
vertegenwoordigt de kwaliteit van het bijbehorende testgeval en is bedoeld
om de evolutionaire zoektocht naar een richting van foutieve invoersitua-
ties te leiden. Een foute parkeermanoeuvre is wanneer de auto botst met
andere voorwerpen, of, in andere woorden, als de afstand tussen de in te
parkeren auto en andere auto’s of voorwerpen 0 is. Om fouten in de par-
keermodule te vinden willen we dus testen of het mogelijk is die afstand te
minimaliseren! In Figuur 13, die erg lijkt op Figuur 11, wordt geïllustreerd
hoe de evolutionaire lus het systeem uitvoert, de fitness-waarden evalueert
en individuen evolueert. De resultaten van de evolutionaire testen van
dit systeem kunt u lezen in [BW04]. Op soortgelijke manier hebben we
in [BVD10, VLW+13] evolutionaire testen gedaan van automodules voor
















Uitvoer : Fitness 
Invoer : Testgeval
Testen
Figuur 13: Workflow van evolutionair functioneel, of black-box, testen van
parkeermodule
9 TESTAR: Automatisch testen op GUI-niveau
NA het EvoTest-project had ik het voorrecht om een nieuw Europeesproject te mogen coördineren. Het FITTEST-project, ofwel het ‘’Fu-
ture Internet Testing”-project. Opnieuw een project gesubsidieerd door
de Europese Commissie4. In dit project werd het toekomstige internet
beschreven als een complexe interconnectie tussen diensten, applicaties,
inhoud en media, eventueel aangevuld met semantische informatie. Het
is gebaseerd op technologieën die een rijke gebruikerservaring bieden,
waarmee de bestaande hyperlink-gebaseerde navigatie wordt uitgebreid en
verbeterd. Steeds meer diensten worden aangeboden via het Internet, zelfs
voor kritieke activiteiten zoals openbare diensten, sociale diensten, over-
heid, leren, financiën, zaken en entertainment. Testen van het toekomstige
internet is dus erg belangrijk en het doel van FITTEST was testtechnieken
en tools te ontwikkelen voor applicaties van het toekomstige Internet.
Met acht partners uit Nederland, Spanje, Verenigd Koninkrijk, Duits-
land, Israël, Italië, Frankrijk en Finland hebben we gewerkt aan testtechnie-
ken voor continue testen, regressie-testen, concurrency-testen, combina-
torisch testen en automatisch testen op gebruikersinterface-niveau. Ik ga
nu niet al die technieken de revue laten passeren, want daar is simpelweg
geen tijd voor. U kunt de resultaten van het project en de genoemde test-
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technieken nalezen in de volgende overzichten: [BLVW11, VTW+11, VLB14,
VTW+13, VTP+14].
Ik wil het hier alleen hebben over de testtechnieken en gereedschappen
voor het automatisch testen op gebruikersinterface-niveau. Daar heb ik mij
veel mee bezig gehouden tijdens het project en na het project en ook mijn
toekomstige onderzoekswerkzaamheden zullen daar over gaan. U raadt
het al, het gaat over TESTAR, de eerder genoemde tool om automatisch
te testen op het niveau van de Grafische User Interface (GUI) van een
applicatie [VKC+15].
9.1 Wat is TESTAR?
TESTAR is een tool die applicaties automatisch kan testen via de GUI. In
sectie 6 hebben we al een voorbeeld gezien van dit soort systeemtesten. We
zagen dat testgevallen via de GUI bestaan uit test-sequenties die aangeven
welke acties je moet doen op de GUI. Bijvoorbeeld:
1. Klik op het menu met label: Communicatie
2. Selecteer optie: Stemkaart
3. Vul in het daarvoor bestemde veld de verkiezingsdatum in
4. Klik op de knop: Stuur stemkaart
Nadat deze acties zijn uitgevoerd in deze sequentie, moet er met behulp
van een orakel gecheckt worden of de test geslaagd is of niet.
Er zijn een heleboel tools beschikbaar die de activiteiten van het tes-
ten van applicaties op het GUI-niveau ondersteunen. De meeste tools
zijn gebaseerd op de zogenaamde Capture and Replay (CR)-methode, de
“Opnemen en herspelen”-methode [SHS10, MS03, LCRT13, NB13].
Die tools werken als volgt. Stel een tester heeft een testgeval ontwikkeld,
zoals in het voorbeeld hierboven: een sequentie van acties en invoerwaar-
den zoals klikken, toetsaanslagen, slepen, typen en neerzetten, enz. Terwijl
de tester dit handmatig uitvoert, neemt de tool deze sequentie op in een
script dat achteraf automatisch kan worden herspeeld. Denk bijvoorbeeld









Dat testscript kan dan later weer automatisch door de computer worden
uitgevoerd. Het belangrijkste probleem bij deze aanpak is dat de opge-
nomen sequenties vaak breken, door wijzigingen in de gebruikersinter-
face (een knop wordt bijvoorbeeld verwijderd, veranderd van naam of
wordt op een andere plek gezet, enz.). Dit betekent dat de testers de
opgenomen scripts voortdurend moeten repareren om de testgevallen
te kunnen blijven onderhouden. In de praktijk resulteert dit in een tes-
ter die oude testgevallen bijschaaft, in plaats van nieuwe te maken die
nieuwe fouten vindt! In de praktijk worden deze tools vaak aangeduid als
"Shelfware"[Kan98, MS03, Mem02, Sil03]. Ze blijven meestal na aankoop
op de plank liggen en worden niet gebruikt. Een ander probleem met deze
soort tools is, dat ze zich uitsluitend richten op een bepaalde gebruikersin-
terfacetechnologie waardoor de testen dus zeer moeilijk zijn te porteren
naar andere platformen.
Naast CR-tools zijn er zogenoemde Visuele GUI Test (VGT)-tools (bij-
voorbeeld Eggplant [Tes17], Sikuli [Sik17], eyeAutomate[Auq17]5). Deze
tools zijn gebaseerd op beeldherkenning en worden visueel genoemd om-
dat ze de GUI-elementen visueel kunnen identificeren (of ’zien’ zeg maar),
net als een menselijke tester. VGT-tools kunnen testen automatiseren voor
elk type gebruikersinterface, ongeacht de gebruikte technologieën en be-
sturingssystemen [YCM09, ANO13].
Laten we naar een heel simpel testvoorbeeld kijken, de website van
IKEA (zie Figuur 14). Ik ken weinig mensen die geen ’Billy’ thuis of op
hun werk hebben staan. Stel we willen de prijs van die Billy checken. Een
typisch visueel testscript in dit scenario ziet er dan uit als in Figuur 156.
Deze tools vertrouwen ook op de stabiliteit van de grafische weergave van
de gebruikersinterface. Wijzigingen in een applicatie zijn vaak ook veran-
deringen in de gebruikersinterface, waardoor ook de visuele benadering
bedreigd wordt. Ook bij deze aanpak zijn we tijd kwijt aan het onderhou-
den van de testscripts. Daarbij komt ook dat visuele aanwijzingen in de
gebruikersinterface de beeldherkenning kunnen misleiden. Dit heeft als
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Figuur 14: Stel we willen het IKEA-web testen...
gevolg dat er valse positieven (verkeerde UI-elementidentificatie) en valse
negatieven (gemiste UI-elementen) ontstaan [AFR13, ASM16, AF17].
Het gebruiken van testscripts voor het automatiseren van testen op
GUI-niveau zorgt dus voor een groot onderhoudsprobleem als de GUI
wijzigt. En dat gebeurt nogal eens. GUI’s veranderen tijdens de ontwerpfase
(layout-veranderingen bijvoorbeeld), de ontwikkelfase (bijvoorbeeld door
restricties van het platform of the technologieën die worden gebruikt)
en tijdens de uitvoerfase (bijvoorbeeld omdat ze zich moeten aanpassen
aan verschillende schermresoluties en -oriëntaties). De scripts kunnen
vaak niet makkelijk hergebruikt worden en de tester is constant bezig om
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Figuur 15: Voorbeeld van een visueel test-script
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bestaande tests werkend te houden.
Vandaar dat onze TESTAR aanpak scriptless is, dat wil zeggen er worden
geen scripts opgenomen of geschreven om de testen te automatiseren. En
wat er niet is, dat zorgt ook niet voor onderhoudsproblemen! Op deze
manier kunnen testers zich concentreren op het vinden van fouten en
raken ze geen tijd kwijt aan onderhoud.






























TESTAR voert de stappen uit zoals die zijn te zien in Figuur 16:
1. Start de software die je wilt testen (Software Under Test (SUT)).
2. Scan de GUI en verkrijg de toestand waarin deze GUI van de SUT zich
bevindt. Deze toestand bestaat uit alle widgets die in die bepaalde
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Figuur 17: Voorbeeld van een toestand waarin de GUI van Word kan zijn.
Figuur 18: Voorbeeld van een toestand waarin de GUI van Word kan zijn.
Zoeken naar fouten
40
Figuur 19: Voorbeeld van een toestand waarin de GUI van Word kan zijn.




toestand van de GUI zijn te zien (d.w.z. alle knoppen, menu’s, tekst-
velden, plaatjes, enz.) en al hun bijbehorende eigenschappen zoals:
weergave positie, grootte, kleur, titel, enz. In de Figuren 17 tot en
met 20 zie je voorbeelden van toestanden. De groene bolletjes, pijlen
en teksten zijn voorbeelden van widgets waar de gebruiker in deze
toestand op zou kunnen klikken, mee zou kunnen schuiven of in zou
kunnen schrijven.
3. Leid een verzameling van mogelijke acties af die een gebruiker zou
kunnen uitvoeren in deze specifieke toestand. Als we weer kijken
naar Figuren 17 tot en met 20 zijn dat alle mogelijke groene bolletjes,
pijlen, teksten, enz.
4. Selecteer één van deze acties (groene bolletjes) uit de verzameling. In
Figuren 17 tot en met 20 is de geselecteerde actie het rood gekleurde
bolletje. Hier komen we dan, zoals beloofd, terug op random (waar
we het in Sectie 8.2 over hadden). In de standaard modus van TESTAR
wordt deze uit te voeren actie random gekozen uit de verzameling. In
de meer geavanceerde modus kunnen we slimmer selecteren (daar
komen we hierna op terug).
5. Voer de geselecteerde actie uit (bijvoorbeeld klik, typ, schuif).
6. Pas de beschikbare orakels toe om de correctheid van de nieuwe
toestand waarin de gebruikersinterface zich bevindt te controleren.
Als er een fout is gevonden, stop dan de SUT en sla de testreeks op
die de fout heeft gevonden. Als dat niet het geval is ga naar stap (2).
Om de toestand waarin de GUI van de SUT zich bevindt te verkrijgen,
gebruikt TESTAR de toegankelijkheids-API (Application Program Interface)
van een besturingssysteem. Oorspronkelijk is deze API bedoeld om de
toegankelijkheid van softwareproducten te verhogen voor personen met
een fysieke handicap, zoals een beperkte motoriek of een verminderd ge-
zichtsvermogen. Deze API voorziet toegankelijkheidstoepassingen van
informatie over een GUI die gebruikt kunnen worden om bijvoorbeeld de
GUI voor te lezen of om te zetten in braille. TESTAR gebruikt deze infor-
matie dus om te weten wat er op de GUI staat en welke mogelijke acties er
geselecteerd kunnen worden om testreeksen te construeren.
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Figuur 21: Informatie via de toegankelijkheids-API van Windows 7
Figuur 21 toont een voorbeeld van de informatie die is te verkrijgen via
de GUI met de toegankelijkheids-API van het Windows 7-besturingssysteem
voor een simpele rekenmachineapplicatie.
Met behulp van TESTAR kunt je dus meteen beginnen met random
testen. Je hoeft vooraf geen testgevallen te specificeren, noch testscripts te
schrijven of op te nemen. TESTAR genereert automatisch testreeksen op
basis van de acties die mogelijk zijn in elke toestand waarin de GUI komt.
Zoals aangegeven in Sectie 8.2 moeten we nu twee problemen oplossen:
• Dekkingscriteria - We weten niet hoeveel fouten er in onze software
zitten, dus hoe weten we achteraf of we goed getest hebben?




9.3 Hoe herkennen we fouten? Orakels in TESTAR.
Zonder iets te specificeren, kan TESTAR fouten detecteren in algemene
systeemvereisten door middel van impliciete orakels.
Impliciete orakels zijn gebaseerd op algemene en impliciete kennis,
die gebruikt wordt om te beslissen over juist of onjuist gedrag van een
systeem. Deze impliciete kennis bevat situaties die bijna altijd fout zijn
voor de meeste applicaties. Het gaat om orakels zoals:
• de SUT mag niet crashen;
• de SUT mag zich niet bevinden in een niet-responsieve toestand
(‘bevroren’ zijn);
• de GUI-toestand mag geen widget bevatten met verdachte woorden
zoals error, problem, exception enz.
Deze orakels vereisen geen domeinkennis, noch een formele specificatie.
Ze zitten standaard in TESTAR en evalueren deze aspecten in elke toestand.
Andere orakels, die wel domeinkennis vereisen, zal de tester moeten
toevoegen aan TESTAR.
Naast impliciete orakels, zijn er nog twee categorieën van mogelijke
orakels: gespecificeerde orakels en afgeleide orakels.
Gespecificeerde orakels worden gemodelleerd aan de hand van een
formele specificatie-taal. Er zijn door de jaren heen heel veel verschil-
lende talen en formalismen gebruikt, die we zouden kunnen gebruiken
om orakels te specificeren. Ik noem er hier een paar; voor een uitgebreide
uiteenzetting verwijs ik naar [BHM+15, OKN15].
Formele specificatie-talen met namen als bijvoorbeeld Z [Spi89], B
[Abr96] en VDM [Jon90] maken het mogelijk een programma te specifice-
ren door middel van pre- en post-condities en invarianten. Pre-condities
specificeren de eigenschappen waaraan de invoer van een applicatie moet
voldoen. Post-condities definiëren het effect dat een programma (of een
deel daarvan) heeft op de toestand van het programma. Een invariant is
een eigenschap die blijft gelden tijdens de hele uitvoering van het software-
programma.
Een probleem echter met dit soort specificaties is vaak dat ze te abstract
zijn en te ver af liggen van de concrete uitvoer van een programma. Het is
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dan moeilijk om een post-conditie te gebruiken als orakel om automatisch
de juistheid of onjuistheid te berekenen van een concrete uitvoer van een
programma [Aic99]. Voor invarianten geldt hetzelfde.
Een ander voorbeeld van een veel gebruikt formalisme voor het specifi-
ceren van software is een toestandsdiagram. Voorbeelden zijn formalismen
als IOCO [Tre08], I/O Automata [LSV03] en Mealy/Moore-machines [LY96].
Het toestandsdiagram als formalisme beschrijft de software als een graaf.
Het gedrag van de applicatie wordt beschreven door middel van de toestan-
den waarin de software kan zijn en de transities die er gemaakt kunnen
worden van de ene toestand naar de andere. Het woord ‘toestand’ heeft
hier echter een andere betekenis dan de toestand van de GUI waarover
we het hebben bij TESTAR. Een GUI-toestand zoals in de vorige sectie
werd uitgelegd is een ’snapshot’ (momentopname) van een concrete toe-
stand waarin het systeem zich bevindt na het uitvoeren van een actie. Een
toestand in een toestandsdiagram is een abstractie van verschillende ’snap-
shots’. Ook hier geldt dat de concrete uitvoer van het systeem vertaald moet
worden naar het abstractieniveau van de toestandsdiagrammen, willen we
ze kunnen gebruiken als orakel in TESTAR.
Een algemeen overkoepelend probleem met het gebruiken van specifi-
caties als orakels is dat ze vaak niet beschikbaar zijn. Informele specificaties
zijn er vaak niet eens, laat staan formele. Daarbij komt ook dat als die er
wel zijn, ze vaak verouderd zijn en niet meer actueel zijn met het systeem.
Daarom is er veel onderzoek gedaan naar het afleiden van orakels.
Afgeleide orakels kunnen worden afgeleid uit informatie die kan wor-
den verkregen uit aanwezige documentatie, bijvoorbeeld een gebruikers-
handleiding of eerdere versies van het systeem. In het eerder genoemde
FITTEST-project hebben we orakels afgeleid door de executies van het
systeem te loggen [EPH+15, NMC+13]. Aangezien orakels die afgeleid zijn
uit een systeem beschrijven wat het systeem doet, kunnen we deze ora-
kels alleen gebruiken om te testen of nieuwe versies van het systeem nog
steeds voldoen aan de eigenschappen van het oude systeem (tijdens de zo-
genaamde regressietesten). Maar ook deze orakels zijn vaak niet compleet
en het kan duur zijn om ze af te leiden. Andere methoden zijn specification
mining en learning-technieken, maar ik heb voor dit moment simpelweg
geen tijd om alles gedetailleerd te beschrijven. Voor een overzicht verwijs
ik weer naar [BHM+15, OKN15].
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Bovenstaande technieken zijn gericht op het aanwezig zijn van een ’ar-
tefact’ (een reeds beschikbaar gegeven, zoals specificaties, handleidingen
en zelfs de software zelf) als de basis voor het maken of afleiden van orakels.
Maar als die artefacten er niet zijn, of niet voldoen, of weer voor andere
onderhoudsproblemen zorgen, dan moeten we simpelweg de menselijke
tester inschakelen als orakel om de (on)juistheid van de uitvoer van een
SUT te bepalen wanneer we een bepaalde testreeks uitvoeren. Waar we
dus naar moeten streven, is om de tester zo veel mogelijk te helpen dit op
een efficiënte manier te kunnen doen [MSH10, SGH12].
Dat is de richting die we met TESTAR in de toekomst op willen gaan.
Denk bijvoorbeeld aan:
• Het makkelijker maken om test-orakels te schrijven.
• Het makkelijker maken om testresultaten te evalueren.
Op dit moment moet het schrijven van een test-orakel in TESTAR ge-
beuren door middel van het programmeren van een stukje Java-code. Voor-
beelden van impliciete orakels staan in Figuur 22.
Elk orakel krijgt als parameter de huidige toestand van de GUI van
de applicatie (State). Deze toestand wordt gebruikt om een oordeel te
geven over de (on)juistheid van die toestand (bijvoorbeeld voor de eerder
genoemde impliciete orakels: er is een crash, de applicatie antwoordt niet
of er is een verdacht woord gevonden in een titel van een widget).
In de toekomst willen we werken aan een formele specificatie-taal waar-
mee orakels geschreven kunnen worden die abstract genoeg zijn om een-
voudig te onderhouden, maar ook concreet genoeg zijn om automatisch de
(on)juistheid te berekenen van een concrete uitvoer van een programma.
Die specificatie-taal moet het de tester makkelijk maken om efficiënt ora-
kels te schrijven en zelf te bepalen welke trade-offs hij of zij wil en kan
maken tijdens het specificeren van de orakels, bijvoorbeeld complexiteit
versus effectiviteit.
TESTAR levert de testreeksen op waarmee fouten zijn gevonden in
de software samen met een toestandsgraaf met alle toestanden waarin
de software is geweest tijdens de uitgevoerde testen. Deze testreeksen
worden snel te groot om efficiënt handmatig te analyseren en de testen
te kunnen evalueren. Door deze uitvoer slim te reduceren kunnen we de
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protected Verdict oracle_Crash (State state){
if(!state.get(IsRunning,false))
return new Verdict("System offline! It crashed?");
}
protected Verdict oracle_Responsiveness (State state){
if(state.get(NotResponding, true))
return new Verdict("System is unresponsive!");
}
protected Verdicts oracle_SuspiciousTitles(State state){
verdicts = new Verdicts():
String titleRegEx = settings().get(SuspiciousTitles);
// search all widgets for suspicious titles
for(Widget w : state){






Figuur 22: Impliciete orakels in TESTAR
tester misschien tijd besparen zodat hij of zij sneller de resultaten van de
testen kan interpreteren. Ook willen we gaan werken aan de presentatie
van die uitvoer. We kunnen bijvoorbeeld alleen de big picture laten zien
zodat de tester kan inzoomen op bepaalde details, mocht hij of zij dat nodig
hebben voor het vinden van meer onjuistheden in de software. Ook kunnen
we bijvoorbeeld alle resultaten van de testen opslaan in een database zodat
de tester ze kan raadplegen om bepaalde patronen te ontdekken of details
te onderzoeken. Ook kunnen we profileringsinformatie verzamelen, denk
aan gebruik van hulpbronnen (in het engels resources) zoals geheugen
(RAM), de centrale processor eenheid (CPU), enz. die kunnen aangeven
waar dingen misgaan en waarom.
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9.4 Hoe weten we achteraf wat we getest hebben?
We hebben TESTAR tot nu toe bij vijf bedrijven in vier verschillende landen
toegepast om te evalueren hoe goed of slecht TESTAR werkt als we echte
software gaan testen in een echte industriële omgeving. En dat is nog maar
het begin; steeds meer bedrijven beginnen interesse te krijgen in deze
nieuwe aanpak van testen.
Clave Informatica7, is een Spaans bedrijf gevestigd in Alicante. Zij
hebben de afgelopen twintig jaar een ERP (Enterprise Resource Planning)-
desktop-applicatie ontwikkeld die ze verkopen aan meer dan duizend klan-
ten op de Spaanse markt. De applicatie is geschreven in de programmeer-
taal Visual Basic voor het Windows-besturingssysteem. Deze applicatie
hebben we getest met TESTAR; de resultaten zijn gepubliceerd in [BdRV14].
De random actie-selectie en de impliciete orakels van TESTAR gaven goede
resultaten bij dit bedrijf: we waren in staat om tien kritieke fouten te vinden
in de software die nog niet bekend waren bij dit bedrijf zelf. Dat hadden de
testers bij dit bedrijf niet verwacht. De mankracht die het heeft gekost om
alles op te zetten en te analyseren zat rond 28 uur; de automatische testen
met TESTAR hebben 91 uur achterelkaar gedraaid.
Berner & Mattner, dat nu bekent staat onder de name Assystems8,
is een Duits bedrijf, dat partner was in het FITTEST-project. Naast vele
andere services, verkoopt dit bedrijf een testtool onder de naam TESTONA9.
Deze testtool helpt de tester een testmodel te maken in de vorm van een
combinatorische boom, zodat het daarna makkelijker wordt een testsuite
te genereren. TESTONA hebben wij getest met TESTAR; de resultaten zijn
gepubliceerd in [VKC+15]. Ook hier gaven random selectie van de acties
en de impliciete orakels hele bevredigende resultaten voor het bedrijf,
aangezien er binnen een paar uur getest kon worden en na een nacht
TESTAR te hebben gedraaid er meteen een kritieke fout werd gevonden.
Softeam10 is een Frans bedrijf dat een product heeft ontwikkeld dat Mo-
delio SAAS heet. Dit product is geschreven in de programmeertaal PHP en
heeft een webinterface waar een systeembeheerder verschillende accounts
kan beheren voor gebruikers en software-projecten die worden gemaakt
met behulp van hun andere open source-product Modelio UML Modeling
Tool1112. Wij hebben Modelio SAAS getest met TESTAR; de resultaten zijn
gepubliceerd in [BVC+14]. Deze studie gaf ons de mogelijkheid om meer
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aspecten van TESTAR te evalueren dan alleen het aantal gevonden fouten.
Ten eerste hadden we hier ook de mogelijkheid om de testresultaten
van TESTAR te vergelijken met de handmatige testaanpak die het bedrijf
hanteert om de software te testen.
Ten tweede was het mogelijk om fouten uit vorige versies in de software
te her-injecteren in de huidige versie [VMEM12]. Op deze manier kennen
we in elk geval een aantal fouten die in de software zitten en kunnen we de
FoutDetectieRatio (FDR) berekenen:
FDR = Aantal gevonden fouten
Aantal geïnjecteerde fouten
×100%
De effectiviteit en efficiency van TESTAR kon in deze studie zeker concurre-
ren met de handmatige aanpak. Gebruikmakende van random testen en
de standaard impliciete orakels, was de FDR van de handmatige testsuite
83% en die van TESTAR 61%. Hoewel het testresultaat voor TESTAR iets
minder is, is het op zich indrukwekkend, als je je realiseert dat TESTAR
automatisch en random test, terwijl de handmatige aanpak gebaseerd is op
een testsuite die gemaakt was met het doel om functionaliteiten te dekken
met de testen.
Indenova13 is een Spaans bedrijf gevestigd in Valencia. Ook zij verkopen
een ERP-oplossing. Ze zijn begonnen op de Spaanse markt en langzaam
uitgebreid naar de Latijns-Amerikaanse markt. Aangezien ze initieel in
Spanje zijn begonnen, zijn veel woorden in de applicatie Castiliaans Spaans;
de Zuid-Amerikaanse klanten klagen hierover.
Bijvoorbeeld:




Helaas zitten deze woorden hard in hun programmeercode gebakken, dus
het enige dat dit bedrijf kon doen was zoeken naar de ongewenste woorden
en ze veranderen voor de desbetreffende markt. TESTAR biedt een goede
uitkomst voor dit probleem. Als we aan het impliciete orakel, dat test op
verdachte woorden, de Castiliaanse boosdoeners toevoegen, kunnen we




De 5de studie wordt gedaan in de context van een Master of Science-
thesis van twee studenten aan de OU: één werkt bij Cap Gemini en de
ander bij Prorail. Ze passen TESTAR toe op een applicatie voor Prorail.
Deze studie is nog in volle gang tijdens dit schrijven en hun resultaten zijn
nog niet gereed, noch gepubliceerd. We kunnen wel alvast verklappen dat
TESTAR met random actie-selectie en impliciete orakels tot meer functio-
nele dekking leidt dan de bestaande handmatige testsuites. Bovendien zijn
er een aantal belangrijke fouten gevonden die met de handmatige testen
niet boven water kwamen. Ook al deinzen de testers eerst een beetje terug
van TESTAR (omdat het niet past in de traditionele kijk die ze hebben op
testen), al snel zien ze de voordelen van compleet automatische testen die
ook daadwerkelijk fouten vinden!
De studies die hiervoor beschreven zijn, hebben TESTAR allemaal laten
testen met random actie-selectie, gebruik makend van de impliciete orakels.
De resultaten waren zeker hoopgevend! Hoe we in de toekomst TESTAR
willen uitbreiden met technieken die de tester zo veel mogelijk helpen
om op een efficiënte manier meer effectieve orakels te maken hebben we
hiervoor uitgelegd. In de volgende sectie kijken we hoe we in de toekomst
willen werken aan een slimmere manier om de acties te selecteren.
9.5 TESTAR slimmer maken
Een TESTAR die willekeurig acties selecteert werkt dus in de gevallen die
we hebben gezien best goed! Maar, wat als we die random selectie kunnen
verbeteren?
Wat als we, in plaats van willekeurig, de acties slimmer kiezen zodat we een
bepaald doeleinde optimaliseren?
Dat is de vraag waar ons onderzoek zich de laatste tijd mee heeft bezig-
gehouden - en in de toekomst mee gaat bezighouden. En sterker nog, in
plaats van zelf te bedenken hoe we acties slim kunnen kiezen:




Voor de optimalisatie kunnen we meta-heuristische zoekmethoden
gebruiken, zoals bijvoorbeeld evolutionaire algoritmen, mierenkolonie-
optimalisatie, enz. [BDGG09]. Om TESTAR te laten leren, kunnen we
technieken gebruiken als Machinaal Leren (ML) (Machine Learning in het
Engels) [Mit97] .
Eerst moeten we dan nadenken over wat we kunnen gaan leren of opti-
maliseren om meer fouten te vinden. Aangezien we het aantal fouten nooit
van te voren weten, hebben we bij het testen altijd surrogaat-metrieken no-
dig die, als we ze optimaliseren, hopelijk leiden naar meer fouten [Mun03].
Surrogaat-metrieken hebben bijvoorbeeld te maken met: meer diversiteit,
meer dekking en meer nieuwigheid. Voorbeelden zijn dat we de acties zo
kiezen dat we proberen zoveel mogelijk:
• verschillende acties uit te voeren tijdens de testen;
• in verschillende toestanden van de SUT te komen (ook al weten we
niet van te voren hoeveel er zijn);
• in nieuwe toestanden te komen waar we nooit eerder zijn geweest;
• verschillende events te laten aanroepen;
• programmeercodedekking te verkrijgen (als we toegang hebben tot
de source code kunnen we kijken in welke programmaregeldekking,
beslissingsdekking, programmapaddekking, enz. het testen met
TESTAR resulteert).
Er is nog veel onderzoek nodig naar meer surrogaat-metrieken die ons
iets kunnen vertellen over de kwaliteit van de testen en de kans op het
vinden van fouten. In het werk van McMaster en Memon [MM08] wordt
een surrogaat-metriek beschreven die Maximale Call Stack (MCS) wordt
genoemd. Een call stack is een datastructuur (een stapel of stack dus) die in
het geheugen van een computer wordt bijgehouden tijdens de uitvoering
van een programma. Terwijl het programma wordt uitgevoerd, worden
allerlei gegevens die nodig zijn tijdens de uitvoering van het programma
op elkaar gestapeld (denk bijvoorbeeld aan de inhoud van registers die
tijdelijk hergebruikt worden). In hun werk [MM08] tonen ze empirisch aan
dat grotere call stacks kunnen leiden tot het vinden van meer fouten. In
[BWW11] hebben we geprobeerd dat toe te passen in TESTAR. We hebben
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mierenkolonie-optimalisatie [CDM92, DB05] toegepast om de testreeksen
zo te genereren dat de MCS wordt geoptimaliseerd. Het mierenkolonie-
optimalisatiealgoritme is gericht op het zoeken naar een optimale weg
gebaseerd op het gedrag van mieren die een pad zoeken tussen hun ko-
lonie en een bron van voedsel. Mieren beginnen normaliter willekeurig
te wandelen op zoek naar voedsel. Bij het vinden van voedsel - en als ze
terugkeren naar hun kolonie - leggen ze feromonen neer om te communi-
ceren aan de andere mieren dat dit een goede weg is op zoek naar eten. Als
andere mieren een pad vinden met feromonen, dan zullen ze waarschijnlijk
niet willekeurig reizen, maar in plaats daarvan het feromonentraject volgen.
Als ze uiteindelijk voedsel vinden en dan terugkeren, leggen ze meer fero-
monen op het pad. De feromonen accumuleren en andere mieren weten
zo dat dit het beste pad is om te kiezen.
Als we dit vertalen naar onze testuitdaging, dan zijn:
• de keuzes die de mieren moeten maken op hun pad naar voedsel: de
acties die TESTAR moet kiezen op weg naar het zoeken van fouten,
• de paden die de mieren afleggen: de testreeksen die TESTAR uitvoert.
Alle acties krijgen een initiële feromoon-waarde toegekend, en TESTAR
wordt gestart. Acties worden geselecteerd op basis van hun feromoon-
waarde. Na elke run van TESTAR worden de feromoon-waarden geactuali-
seerd: acties die in testreeksen voorkomen die een hoge MCS bereiken krij-
gen een hoge feromoon-waarde, zodat goede reeksen feromonen kunnen
accumuleren en dus vaker gekozen worden. De resultaten in [BWW11] la-
ten zien dat mierenkolonie-optimalisatie MCS waarden bereikt van 144.082
terwijl random niet verder komt dan 91.587. In de toekomst moeten we
uitzoeken of we door deze metriek te optimaliseren met TESTAR ook daad-
werkelijk meer fouten kunnen vinden.
Een andere surrogaat-metriek die we hebben geoptimaliseerd, is het
aantal verschillende soorten acties die geselecteerd worden. Dit hebben
we gedaan door TESTAR te laten leren welke acties beter zijn om te kiezen
als het doel is steeds meer verschillende acties te kiezen [BV12, Vos14,
EAAM+16, AEMR16]. Hiervoor hebben we een simpel Machine Learning
algoritme gebruikt dat bekend staat onder de naam reinforcement learning
of Q-learning [WD92]. Het idee is als volgt:
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Input: Ri ni t /* initiële beloning */
Input: 0 < γ< 1 /* discount factor */
1 begin
2 start SUT
3 ∀s ∈ S, a ∈ As : Q(s, a) ← Ri ni t ;
4 obtain current state s and available actions As
5 repeat
6 a∗ ← maxa{Q(s, a)|a ∈ As} /* kies de beste */
7 execute a∗
8 ec(a∗)++ /* teller */
9 obtain state s′ and available actions As′
10 Q(s, a∗) ← R(s, a∗)+γ ·maxa∈As′Q(s′, a) /* leer */
11 s ← s′




• We hebben een verzameling S van mogelijke toestanden waar in een
SUT zich kan bevinden.
• Voor elke toestand s ∈ S hebben we een verzameling acties As die we
in deze toestand kunnen uitvoeren.
• Als we willen proberen zoveel mogelijk verschillende acties te kiezen,
moeten we dus acties die al een keer uitgevoerd zijn zoveel mogelijk
vermijden. Om dat te weten moeten we dus per actie een teller
bijhouden die aangeeft hoe vaak die actie al is gekozen en uitgevoerd.
Laten we die teller bijvoorbeeld voor alle acties a ∈ As weergeven
met ec(a).
• We kunnen dan als volgt een reward (of belonings)-functie definiëren
voor de acties:
∀s ∈ S, a ∈ As : R(s, a, ) =
{

































Figuur 24: TESTAR en Q-learning
Acties die nog nooit zijn uitgevoerd hebben een initiële beloning
(Ri ni t ). Naarmate de ec(a) omhoog gaat omdat de actie a wordt
uitgevoerd, gaat de beloning om die actie te kiezen naar beneden.
• Het Q-Learning algoritme werkt zoals te zien is in Figuur 23. In Figuur
24 is te zien hoe dat precies past in de TESTAR-aanpak. In plaats van
willekeurig te kiezen, wordt die actie gekozen met de maximale Q-
waarde die stap voor stap wordt geleerd in de instructie in regel 10.
De Q-waarde van actie a∗ in toestand s is gelijk aan de beloning R
van die actie a∗ in toestand s plus de maximale Q-waarde van acties
die in toestand s′ gekozen kunnen worden. Op die manier kunnen
we als we een actie kiezen in toestand s (zie Figuur 25) één stap
vooruitkijken om acties met een hoge beloningswaarde in s′ niet te
missen. Als de waarde van parameter γ dicht bij 0 is zijn we gretig
en willen we alleen snel in toestand s al de hoogste beloning hebben.
Naarmate γ naar de waarde 1 gaat, nemen we ook meer eventuele







In [EAAM+16, AEMR16] hebben we deze Q-lerende versie van TESTAR
losgelaten op een webapplicatie ODOO14 en Powerpoint15. Om de kwaliteit
van de testen te meten hebben we gekeken naar metrieken als:
1. het aantal fouten dat gevonden is met de impliciete orakels;
2. het aantal verschillende GUI-toestanden dat is doorlopen tijdens de
testen;
3. lengte van de langste testreeks die bestaat uit unieke toestanden
zonder herhalingen (zo kunnen we zien of TESTAR ook daadwerkelijk
wat dieper de applicatie is ingegaan, in plaats van alleen maar wat
aan de oppervlakte te klikken);
4. maximale en minimale actiedekking per toestand, dat wil zeggen,
in een bepaalde toestand s kunnen we misschien As verschillende
acties kiezen. De actiedekking in die toestand is gedefinieerd als het
percentage van acties uit As die ook daadwerkelijk een keer gekozen
zijn tijdens de testen.
Op al deze metrieken scoorde Q-learning beter dan puur random kiezen,
mits de parameters (Ri ni t en γ) goed gekozen waren. Ook hier moet toe-
komstig werk opleveren of we door deze metrieken te optimaliseren met
TESTAR ook daadwerkelijk meer fouten kunnen vinden. En, zoals al gezegd,
















Uitvoer : Fitness 
Invoer : Actieselectieregel
Testen
Figuur 26: Evolueren van actieselectieregels
We hebben dus twee verschillende manieren geïmplementeerd om
acties, in plaats van willekeurig, slimmer te selecteren. We zouden nog heel
veel andere selectiemechanismen kunnen bedenken en ze allemaal probe-
ren met verschillende meta-heuristieken en Machine Learning-algoritmen.
Maar ons doel voor de toekomst is:
TESTAR zelf te laten leren wat de beste manier is om acties te selecteren!
Drones, auto’s en robots worden niet geprogrammeerd met regels die aan-
geven hoe ze moeten werken. Ze worden geprogrammeerd zodat ze kunnen
leren hoe ze moeten werken. Dat is wat we hierboven hebben aanggeven
als Machinaal Leren, een breed onderzoeksveld binnen de Kunstmatige
Intelligentie, dat zich bezighoudt met de ontwikkeling van algoritmes en
technieken waarmee computers kunnen leren [Mit97].
Met onderzoek om TESTAR te laten leren zijn we het afgelopen jaar
begonnen en het is ons plan om daarmee door te gaan. De eerste resul-
taten hebben we al gepubliceerd in [EARV17]. Daar laten we zien hoe
we evolutionaire algoritmen hebben toegepast om actieselectieregels te
evolueren. Deze keer zijn de individuen dus niet de testgevallen maar
de actieselectieregels, zoals in Figuur 26. En de fitness-functie het aantal
unieke toestanden waarin de GUI kan komen te optimaliseren. De resul-
taten zijn veelbelovend en laten zien dat de geëvolueerde selectie-regels




Ik wil het tot slot nog even hebben over mijn plannen in het onderwijs.
Zoals eerder aangegeven denk ik dat we een cultuur van kwaliteitsdenken
moeten creëren als het gaat om software-ontwikkeling. En die moet begin-
nen in het onderwijs. We weten namelijk welke aspecten van belang zijn
om software van kwaliteit te ontwikkelingen, alleen het lukt ons nog niet
om studenten zo te vormen dat ze die ook daadwerkelijk gaan gebruiken.
Software-engineering-vakken in een informatica-opleiding zijn meestal
geneigd zich meer te concentreren op de creatieve aspecten van program-
meren en codering. Dit is natuurlijk niet verwonderlijk. Veel technieken
om de kwaliteit van de software te verbeteren zijn moeizaam en geven het
gevoel van het doen van ”dubbel werk”. Denk bijvoorbeeld aan het schrij-
ven van een unit-test. Je hebt dan bijvoorbeeld al een methode geschreven
om een bepaald probleem op te lossen, moet je dan toch nog een methode
schrijven die dan ook test dat het wel werkt zoals je verwacht? Dat kost
dan toch twee keer zoveel tijd, of niet? En vaak moet je dan je methode
aanroepen met lange reeksen van invoeren die een klein beetje verschillen
om randvoorwaarden te testen. Denk bijvoorbeeld aan de 16 testgevallen
op pagina 20 die we hadden ontworpen om alle combinaties van partities
te dekken voor het stukje software dat verantwoordelijk is voor het sturen
van de stemkaart. Om die allemaal in een stukje code te zetten, dat is
helemaal niet zo enerverend. Je herhaalt gewoon 16 keer bijna dezelfde
aanroep en dat is het dan. Je kunt het ook andersom doen: als je de test-
eerst-methode toepast: eerst een test schrijven die de methode die je nog
niet hebt geprogrammeerd kan testen zodra je hem wel hebt geschreven.
Veel studenten hebben veel meer zin om meteen nieuwe code te schrijven
die iets doet, in plaats van een code die iets test. Ook als we denken aan het
becommentariëren van code: werkt je stukje code net, moet je nog eens op
gaan schrijven hoe en waarom. Vaak wordt dat uitgesteld en gebeurt het
nooit meer.
En natuurlijk in het klaslokaal, waar de levensduur van de code die we
schrijven vaak niet langer is dan de tijd die nodig is om het vak te halen, voe-
len we vaak niet echt de pijn van niet of slecht testen en becommentariëren.
Ook haal je soms met spaghetticode nog wel een magere voldoende.
Om het toenemende probleem van slechte softwarekwaliteit aan te pak-
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ken, hebben we daarom een fundamentele verandering nodig in de manier
waarop software-engineering wordt geleerd. Toekomstige softwarebou-
wers moeten worden opgeleid met een waardering voor softwarekwaliteit
en kwaliteitsborgingstechnieken moeten een natuurlijk aspect van soft-
wareontwikkeling worden, in plaats van een niche-onderwerp. Studenten
moeten bewust gemaakt worden van de schoonheid van compacte oplos-
singen, korte methoden, veelzeggende namen en modulair opgebouwde
systemen. Dit vereist een fundamentele verandering in de houding van de
docenten en de studenten en van hun perceptie van dit onderwerp en de
manier waarop het wordt onderwezen.
Programmeeronderwijs moet onlosmakelijk verbonden worden met
kwaliteit. Vanaf het begin weten dat je je programma’s moet becommenta-
riëren en testen. Een student die niet aantoonbaar zijn of haar programma
uitvoerig heeft getest, kan en mag geen voldoende beoordeling krijgen.
Programmeren moet netjes gebeuren; studenten moeten zo onderwezen
worden dat ze hun spaghetticode niet eens durven in te leveren.
Om dit voor elkaar te krijgen zal ons lesmateriaal veranderd moeten
worden. Standaard tekstboeken die bijvoorbeeld de programmeertaal Java
leren aan studenten, behandelen kwaliteit veel te laat. Eerst worden studen-
ten de syntactische constructen van de taal geleerd, dan hoe ze methoden
kunnen schrijven die een bepaald probleem oplossen, hoe ze die methoden
kunnen groeperen in klassen en vervolgens hoe hun systeem bestaat uit al
die klassen. Meestal wordt er dan snel nog iets gezegd over hoe je netjes
moet programmeren en dan. . . , dan laten we de studenten los op hun eer-
ste programmeeropdracht. Veel later pas wordt er dan verteld dat ze ook
hadden moeten testen. Maar vaak is het dan al te laat. De studenten heb-
ben geproefd van de lekker snel gemaakte spaghetti. Veelzeggende namen?
Waarom? Ik begrijp wat er staan! En het werkt toch? Kortere methodes? Ik
vind dit best kort en volgens mij is het niet op te splitsen! En . . . het werkt
toch? Testen? Waarom? Dat kost toch veel extra tijd? En . . . . . . het werkt
toch? Modulair? Het is toch opgedeeld in klassen? En . . . . . . . . . het werkt
toch?
We moeten dus het lesmateriaal veranderen en kwaliteit en testen veel
eerder introduceren. Software-engineering-technieken moeten niet in een
gelijknamig vak allemaal tegelijk de revue passeren. Deze technieken moe-
ten als een rode draad door het hele curriculum doorlopen, te beginnen bij
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de eerste lessen in het programmeren.
Maar we moeten ook de studenten de pijn laten voelen van slechte
en niet geteste code. We moeten de studenten bewust maken van de
voordelen en de schoonheid van goede code. En dat alles moeten we
proberen zo te doen dat het voor de studenten leuk en motiverend is. Naast
het veranderen van lesmateriaal moeten we ook de manier van lesgeven
veranderen. Het introduceren van gamificatie in het onderwijs is een van
de oplossingen waaraan ik wil werken. Gamificatie is het gebruiken van
spelprincipes en speeltechnieken in een niet-spelcontext (zoals onderwijs
of wetenschappelijk onderzoek) om menselijk gedrag op een positieve
wijze te sturen [DDKN11].
Spellen en gamificatie zijn heden ten dage populaire benaderingen
in het onderwijs. En er zijn bewijzen uit verschillende domeinen dat
spelomgevingen de motivatie en de betrokkenheid van de student ver-
groten. Hierdoor wordt effectiever leren bevorderd [US14]. Het gebruik
van gamificatie-concepten in het software-engineering-onderwijs is tot
op heden is echter zeer beperkt. Een reden hiervoor is dat de vertaling
naar spelconcepten alleen voor creatieve activiteiten zoals programmeren
eenvoudig is [RF16, Lak13, TdHXB13], maar niet voor analytische kwali-
teitsborgende technieken zoals bijvoorbeeld testen. Dit zal een van de
belangrijke punten zijn om mee te beginnen. Stel we laten studenten zoe-
ken naar fouten in de programmeercode van een medestudent. Wie het
snelste tien fouten vindt heeft gewonnen en kan daarmee munten verdie-
nen. Wie het eerste boven een bepaalde score komt mag dan door naar het
volgende level: het toevoegen van fouten aan de software die niet gevonden
worden door de bijgeleverde testen. Elke niet gevonden fout levert munten
op. Elke test die toegevoegd wordt en die de fout wel vindt levert nog meer
munten op. Munten kunnen bijvoorbeeld ook verdiend worden met het
zoeken naar de verschillen tussen een mooie modulaire oplossing en spa-
ghetticode oplossing. Deze munten kun je dan uiteindelijk gebruiken als
je een nieuwe functionaliteit moet toevoegen aan een bestaand systeem.
Met verkregen munten kun je betere kwaliteit-code verkrijgen met meer
en uitgebreider commentaar, waardoor het uitbreiden van het systeem
makkelijker wordt en je veel eerder klaar bent.
Het zijn maar een paar ideeën. In de komende jaren gaan we ze vorm-




Software van slechte kwaliteit. Tijdens het schrijven van deze oratie kwa-
men er verschillende nieuwsartikelen voorbij waarin datgene wat ik net
had opgeschreven weer bevestigd werd. Het meest recente, de problemen
bij British Airways – een major IT system failure – zorgde voor chaos alom.
Jeff Offutt, collega, docent aan de George Mason University in Virginia USA,
en schrijver van een aantal boeken over testen, kon het niet beter verwoord
hebben:
We don’t need terrorists to disrupt our infrastructure when we are too
cheap to TEST the software.
Er is nog een heleboel te onderzoeken en te evalueren. De problemen
bij British Airways zullen niet de laatste zijn. Maar bij de Open Universiteit










5Eerder bekend onder de naam JAutomate.
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