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The paper deals with algorithms for applying classical list scheduling to a project
scheduling problem where the units of resources are produced or consumed at the
occurrence of precedence-related events. It is shown that the feasibility variant of
the project scheduling problem is NP-complete. Moreover, polynomial-time scheduling
algorithms are devised for the three caseswhere the occurrence time sequence of all events
or the consuming events or the producing events is given in advance. By enumerating
these sequences (called linear orders), one obtains a list-scheduling based algorithm
for minimizing the makespan of a project scheduling problem with production and
consumption of resources.
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1. Introduction
Project scheduling has attracted increasing attention in recent years from both a scientific and a practical point of
view. One of the most widely studied cases of project scheduling problems is the Resource-Constrained Project Scheduling
Problem (RCPSP). This concerns single-item or small batch productionwhere scarce resources have to be allocated over time
to dependent activities. It constitutes only one of a variety of project scheduling applications [18]. Resource-constrained
project duration problems with general time lag constraints have been the subject of several papers [4,9,20]. They concern
only renewable resources such as the workforce. Renewable resources are allocated to activities at their start time and
released at their completion time. Note that the resource units are required throughout the entire processing time of the
activity. But there also exist non-renewable resources such asmoney. By non-renewablewemean that a resource unitwhich
is consumed by an activity at its start time is not returned at its completion time.
Our research is motivated by problems occurring in project scheduling with both renewable and non-renewable
resources. An activity requiring renewable resources can be separated into two events requiring non-renewable resources.
The search for solutions to a project scheduling problem that takes into account non-renewable resources is therefore an
interesting one. Project scheduling with inventory constraints and general temporal constraints generalizing these two
types of resources has been formalized by Neumann and Schwindt [16]. On the assumption that the available resource
is at any time upper and lower bounded, they propose an efficient branch-and-bound algorithmwith a filtered beam search
heuristic to solve the problem. Beck [5] also describes heuristics for constraint-directed scheduling with inventory which
exploit dynamic constraint criticality and achieve good performances. Laborie [14] puts forward the concept of a Resource
Temporal Network (RTN), which has a great expressive power. He also introduces very powerful algorithms for constraint
propagation. Bouly et al. [6] develop a model which allows resource production by tasks, and provide algorithms to solve
the problem for makespan minimization. Moreover, a continuous reservoir model, in which the activity fills or empties
the reservoir at a constant rate from its start time to its completion time, has been introduced by Sourd and Rogerie [22].
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They also generalize Laborie’s constraint-based algorithm to this case. A branch-and-bound method for solving scheduling
problems with continuous reservoirs can be found in Neumann et al. [17].
Several methods have been proposed to enumerate solutions of RCPSP and several surveys are to be found [7,13]. One of
them is based on the notion of complete linear order of activities, which corresponds to the order of their execution, and is
also termed arbitrament by Carlier in [8]. It is termed arbitrament because for every linear order we can compute an earliest
schedule which respects it or we can show its infeasibility, so to optimize we only need to enumerate all linear orders. The
aim of this paper is to extend this notion to the project scheduling problemwith production and consumption of resources.
We show how to associate an earliest schedule with a linear order. The drawback of this approach is, of course, the large
number of linear orders. So we restrict ourselves to the linear order of consumption events. We show that there also exists
an earliest schedule, and we describe polynomial algorithms to compute it.
After presenting in Section 2 some basic concepts and formulating the optimization problem to be solved, we discuss in
Section 3 the decision problem. Then in Section 4we report an algorithmwhich computes the earliest schedule of a complete
linear order [8]. In Section 5 we restrict ourselves to a linear order on consumption events and we report several algorithms
depending on the existence of directed cycles in the graph and on positive or negative arc weights. Section 6 is restricted to
the notion of linear order on production events. In Section 7 we generalize the list algorithm notion, and finally we present
our conclusion, along with some perspectives, in Section 8.
2. Model and notation
An instance I = (X,U, a, v) for this problem consists of a set X = A ∪ {0, n + 1} of events where A = {1, 2, . . . , n}
is the set of real events and 0 (resp. n + 1) is the fictitious beginning (resp. termination) event of the project, U the set of
precedence relations on the set X of events, ai a resource production of event i, and vij a time lag value for every precedence
relation (i, j) ∈ U . ai defines the number of resource units produced by event i, where a0 corresponds to the initial resource
units of the project. If ai < 0, then event i consumes |ai| resource units, whereas if ai > 0, then event i produces |ai| resource
units. The time lag from event i to event j is equal to vij. If vij > 0, then event j cannot occur before time ti + |vij|, where ti
is the occurrence time of event i. If vij < 0, this implies that event i has to occur no later than time tj + |vij|. The problem
defined coincides with the single-resource case of the problem considered by Neumann and Schwindt [16] and Laborie [14]
where no upper bound on the resource availability is prescribed.
We say that an event i is a direct predecessor of an event j if there exists a non-negative arc from i to j in the graph, which
is equivalent to saying that j is a direct successor of i. piij denotes the largest path length from i to j. We say that an event
i is an ascendant of an event j if there exists a path from i to j with non-negative piij, which is to say that j is a descendant
of i. j is a strict-descendant if piij > 0 and 0-descendant if piij = 0. We denote the set of direct successors of an event i as
Children(i), and the set of all descendants of i, not including i, as Descendant(i). The corresponding sets of direct predecessors
and ascendants are denoted respectively as Father(i) and Ascendant(i).
A schedule S on an event set X is a function assigning an occurrence time ti to each event i ∈ X .The makespan of a
schedule S can be computed as Cmax = maxi∈X ti. A schedule is feasible if it satisfies all precedence constraints tj ≥ ti + vij,
where (i, j) ∈ U and resource constraints∑j∈X,tj≤ti aj ≥ 0 for every event i ∈ X . In order for an event to occur, three
conditions have to be satisfied. First, all its direct predecessors must have occurred; second, all time lags with other events
must be respected; third, theremust be sufficient resources for its execution. Of course for production events we can always
disregard the third condition. An optimal schedule is a feasible schedule which minimizes the makespan.
In order to illustrate the presentation, we shall use the following example.
Example 1. Let X = {0, 1, 2, 3, 4, 5} be the set of events. a0 = 0, a1 = −3, a2 = 2, a3 = 2, a4 = 3, a5 = 0, v01 = 0, v02 =
0, v14 = 3, v23 = 2, v31 = −2, v35 = 2, v41 = −3 and v45 = 3.
The graph resulting from Example 1 is shown in Fig. 1. The number corresponding to an arc represents the time lag,
and the number corresponding to a node represents the number of resource units required for that event. The number
corresponding to event 0 is equal to the initial number of resource units for the project. We have an optimal schedule
S = {t0 = 0, t1 = 2, t2 = 0, t3 = 2, t4 = 5, t5 = 8}. Since event 4 cannot occur before event 1, we have to schedule events
2 and 3 before event 1 in order to produce sufficient resources for it.
This model can represent activities which require renewable resources or consume (resp. produce) non-renewable
resources well [16]. In the case of activity i with processing time pi requiring |ai|(ai < 0) units of a renewable resource,
we can separate it into two events j and j′, where event j consumes |ai| resource units, and event j′ produces |ai| resource
units with time lags vjj′ = pi and vj′j = −pi. In Example 1, we can view events 1 and 4 as an activity with processing time p
equal to 3 and requiring 3 units of the renewable resource. For activities with consumption or production of non-renewable
resources, we use this model directly, with ai < 0 representing consumption and ai > 0 representing production.
3. Decision problem
Let I = (X,U, a, v) be an instance of our problem. TheDecision Problem is determiningwhether I has a feasible schedule.
This decision problem is NP-complete, inasmuch as determining the existence of a schedule for the included Resource-
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Fig. 1. The graph resulting from Example 1.
Constrained Project Scheduling Problem (RCPSP) is NP-complete [10]when generalminimumandmaximum time lags come
into play.
A question remains: can the Decision Problem be solved in polynomial time if only positive arcs are permitted? In
Section 3.1 we introduce the cumulative cost problem, which illustrates that even when we do not permit negative time
lags and ai ∈ {−1,+1}, the problem remains NP-complete.
However, in the case of some specific precedence relations, the Decision Problem can be solved in polynomial time.
The strategy is essentially the following. We calculate the change or potential change in resource level to which each event
may give rise. Thenwe sort the events in order of their (potential) change in resource level, and schedule them in decreasing
order. It is natural thatwe always have the intention to schedule production events as early as possible. In Section 3.2 through
3.4, we present three cases in which the decision problem can be solved in polynomial time by using such a strategy: the
relocation problem, the parallel chain case and the series–parallel case.
3.1. The cumulative cost problem
The cumulative cost problem is the following. Let I = (X,U, a, v) be an instance with ai ∈ {−1,+1} for 1 ≤ i ≤ n and
vij = 1. Does I have a feasible schedule?
This special case of our problem is equivalent to the decision problem in a precedence-constrained project scheduling
problem with cumulative cost [1]. In the cumulative cost problem, we have a set of jobs X = {1, 2, . . . , n}with precedence
constraints which is represented by a graph G = (X,U) and a constant K . Job i produces (ai = 1) or consumes (ai = −1) one
unit of resource which equals ai. Does there exist a permutation δ of X with aδ(1)+ aδ(2)+ · · ·+ aδ(i)+K ≥ 0 for 1 ≤ i ≤ n?
Sethi [21] proved that such a problem is NP-complete.
3.2. The relocation problem
The relocation problem [12,15] is a resource-constrained single-machine scheduling problem. A pool of v0 units of a
single type of resource is available for processing jobs. Job Ji of duration pi acquires and consumes ci units of the resource
from the pool for its processing, and returns bi units of the resource to the pool when it is completed. A sequence on the
machine is said to be feasible if each job following the sequence can be successfully processed. In our problem, a job Ji can
be represented as two events i and i′ with ai = −ci, ai′ = bi and two arcs vii′ = pi and vi′i = −pi; however, the arc
vi′ i = −pi can be ignored in the decision problem. So an instance of the relocation problem RP = (J, c, b, p, v0) where
J = {J1, J2, . . . , Jn} can be represented by an instance of our problem I = (X,U, a, v)where X = {1, 1′, 2, 2′, . . . , n, n′} and
a0 = v0. In the conjunctive graph G = (X,U), all consumption events have only one direct predecessor corresponding to
the fictitious beginning event of the project, and all production events have only one direct successor corresponding to the
fictitious termination event of the project. Each consumption event i has only one direct successor i′ and each production
event i′ has only one direct predecessor i.
Kaplan andAmir [12] showed that the relocation problem is equivalent to the two-machine flowshop problem [11]which
is solved in O(n log n) by Johnson’s rule. The resource corresponds to the idle time on the second machine in the flowshop.
The quantity of resources provided by job Ji is bi− ci. Since an instance I is equivalent to the relocation problem, we can find
a feasible schedule of I in O(n log n) if any exists.
In fact, the relocation problem can also be considered as a problem with parallel chain precedence constraints where
there are only two activities in each chain. The strategy can be extended to solve the parallel chain case.
3.3. The parallel chain case
In the casewith parallel chain precedence constraints, Abdel-wahab [1] proposed an algorithm forminimizingmaximum
cumulative cost, subject to parallel chain precedence constraints. This algorithm calculates the change of resource level,
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then determines N-humps, L-humps and P-humps in each chain, where N-humps are roughly equivalent to consumption,
P-humps to production, and L-humps to equalizations. It merges the N-humps of the chains in nondecreasing order of their
rises, then attaches the L-humps followed by P-humps in nonincreasing order of their falls. Thus it obtains a dominant chain
which minimizes the maximum cumulative cost.
3.4. The series–parallel case
We now consider a more general case, where the precedence relation involved can be represented by a series–parallel
graph. The problem has been solved by Abdel-wahab and Kameda [2] by the method presented below. As there are positive
time lags, every precedence relation (i, j) ∈ U can also be denoted as i ≺ j which implies that event j occurs strictly after
event i.
A partial order is a pair (X,≺) consisting of a set X and a strict order relation ≺, i.e. a transitive and asymmetric binary
relation, denoted by u ≺ v. A partial order (X,≺) is said to be series–parallel if and only if it can be obtained recursively from
singletons by two operations, the series composition and the parallel composition of two (series–parallel) sub-orders [24].
• The smallest series–parallel order consists of a single element, called a singleton.
Suppose that G1 = (X1,U1) and G2 = (X2,U2) are two series–parallel orders on disjoint sets. Then the series and the
parallel composition of G1 and G2 are again series–parallel orders.
• The series composition Gs = (Xs,Us) of two series–parallel orders G1 = (X1,U1) and G2 = (X2,U2) with X1 ∩ X2 = ∅ is
defined by Xs = X1 ∪ X2 and i ≺ j ∈ Us if and only if i ≺ j ∈ U1 ∪U2, or i ∈ X1 and j ∈ X2. Loosely speaking, Gs introduces
the additional precedence constraints i ≺ j for all i ∈ X1 and j ∈ X2. Gs is denoted by Gs = G1 × G2. The sets X1 and X2
are termed the series blocks of Gs.
• The parallel composition Gp = (Xp,Up) of two series–parallel orders G1 = (X1,U1) and G2 = (X2,U2) with X1 ∩ X2 = ∅
is defined by Xp = X1 ∪ X2 and i ≺ j ∈ Up if and only if i ≺ j ∈ U1 ∪ U2. Loosely speaking, Gp is the disjoint union of G1
and G2. Gp is denoted by Gp = G1 ∪ G2. The sets X1 and X2 are termed the parallel blocks of Gp.
If the precedence relation of all events is represented by a series–parallel digraph, we first convert the digraph to the
series–parallel digraph defined by Abdel-wahab and Kameda [2] by using their method, we then apply the algorithm for
parallel chains and we replace them by the resulting single chains. Thus we obtain another simpler series–parallel graph. If
we continue to repeat this operation, the outcome is a single chain which corresponds to a total order of events. So in this
case, if for every series composition Gs = G1 × G2, G1 generates enough resources for the execution of G2, we can replace
every parallel composition Gp = G1 ∪ G2 by a single chain which respects all precedence constraints and then decide if the
project is feasible.
The feasibility of the problem in the series–parallel case can be calculated using an O(n2) algorithm [2].
4. Complete linear order
In this section we define a linear order of a scheduling problem with production and consumption of resources
and we associate an earliest schedule with it [8]. A linear order of the resource R is a set of conjunctive arcs αR =
{(i1, i2), (i2, i3), . . . , (in−1, in)} with null valuations, while ΠR = (i1, i2, . . . , in) is a permutation on the set of events
requiring the resource R. We say a linear order is complete when it contains all events in the project. In order to simplify
the presentation, we assume throughout the paper that there is only one resource and that all events are in the linear order
α = {(1, 2), (2, 3), . . . , (n − 1, n)}. However we discuss the case of several resources in Section 4.3. Moreover, when we
wish to add an arc from i to jwith valuation ϕ in the graph and there is already an existing arc from i to jwith valuation ψ ,
we will take the larger valuation among ϕ and ψ as the arc weight.
4.1. Compatibility
In this section we are interested in how to check the compatibility of a complete linear order.
We say a complete linear order α = {(1, 2), (2, 3), . . . , (n − 1, n)} is compatible if there exists a feasible schedule
S = {t1, t2, . . . , tn} where ti is the occurrence time of event i, such that for each arc (i, j) in α we have tj ≥ ti. In order to
have a feasible schedule,
n∑
j=0
aj ≥ 0
is necessary, because the sum of productions should be larger than the sum of consumptions. So in order to test the
compatibility of a complete linear order, we have to check the existence of a feasible schedule which satisfies resource
constraints in the graph G = (X,U ∪ α). Our method changes the problem into a precedence-constrained problem by
introducing the set β of implicit precedence constraints.
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The only resource constraint in our problem is that we can start an event only when there are sufficient resources for it.
Now, let us assume that we wish to start event r and
r∑
j=0
aj < 0.
In this case, if there is no other event which produces resources occurring at the same time, the resource constraint will
not be satisfied. So we have to force a production event t to occur at the same time as event r , where
t∑
j=0
aj ≥ 0 and t > r.
For s, t ∈ {1, . . . , n} where s + 1 < t , we say that the arc from t to s + 1 valued by 0 is implied by α if and only if for
every r where s < r < t the following conditions are satisfied:
(1)
∑s
j=0 aj ≥ 0
(2) ∀r ∈]s, t[∑rj=0 aj < 0
(3)
∑t
j=0 aj ≥ 0.
β is the set of all arcs implied by α in this way. In order to generate β , let
B =
{
j
∣∣∣∣∣ j∑
k=0
ak ≥ 0
}
.
Without loss of generality, we suppose that there arem elements in B and B = {j1, j2, . . . , jm} such that j1 < j2 < · · · <
jm. If j1 6= 1, we add the arc (j1, 1) of zero valuation to β , and for every s such that js+1 > js + 1, we add the arc (js+1, js + 1)
of zero valuation to β .
Proposition 1. All schedules which respect precedence constraints of U ∪ α ∪ β are feasible schedules where β contains all
implicit precedence constraints deduced from α, and conversely.
Proof. First of all, schedules which respect β and α also respect all resource constraints. For r = 1, 2, . . . , n, if∑rj=0 aj ≥ 0,
the resource constraint for event r is respected. Otherwise, if
∑r
j=0 aj < 0, we have forced an event t > r with
∑t
j=0 aj ≥ 0
to occur at the same time as event r , so the resource constraint for event r is also respected. Schedules which respect U
respect all precedence constraints. So they are feasible schedules. The converse clearly also holds. 
In addition, if we modify the three conditions above (1), (2) and (3) as follows:
(1′)
∑s
j=0 aj ≤ ub,
(2′) ∀r ∈]s, t[∑rj=0 aj > ub,
(3′)
∑t
j=0 aj ≤ ub,
we can also have an upper bound ub on the level of resources. So this method can be generalized to the project scheduling
problem with inventory constraints [16] by adding arcs with zero weight to β .
4.2. EST schedule of a complete linear order
Since the Modified Label Correcting Algorithm [3] can compute a time-feasible Earliest Start Time (EST) schedule for a
graph without a directed cycle of strictly positive length, Algorithm 1, which takes a complete linear order as input, will
yield the earliest start time schedule if G(α, β) = (X,U ∪ α ∪ β) has no directed cycle of positive length.
Algorithm 1 Computation of the earliest start time schedule for a complete linear order.
Input: A complete linear order α = {(i1, i2), (i2, i3), . . . , (in−1, in)}.
An instance I = (X,U, a, v).
Output: An Earliest Start Time Schedule S for the linear order α
Generate the set β of all implicit precedence constraints deduced from α;
Use the Modified Label Correcting Algorithm to compute S in graph G(α, β);
return S
Theorem 2. Algorithm 1 returns an optimal schedule in O(mn) if the directed graph G(α, β) = (X,U ∪ α ∪ β) contains no
directed cycle of strictly positive length, where m = |U| + |α| + |β| denotes the number of arcs in the underlying graph.
We can apply Algorithm 1 to Example 1 (see Section 2), for linear order α = {(2, 1), (1, 3), (3, 4)}. We get the following:
B = {j1 = 1, j2 = 3, j3 = 4}, because only j2 > j1 + 1. So we obtain β = {(3, 1)} and the graph G(α, β). Then we apply the
Modified Label Correcting Algorithm and we obtain the earliest start times S = {t1 = 2, t2 = 0, t3 = 2, t4 = 5, t5 = 8} for
linear order α = {(2, 1), (1, 3), (3, 4)}.
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4.3. Case of multiple resources
The case of multiple resources is more complicated than the one resource problem. For two resources the feasibility
problemhas been shown to beNP-complete evenwhen the precedence graph only contains one arc (reduction to PARTITION,
see [19], Section 2.12). However, the algorithmwith complete linear order for one resource can apply to multiple resources
directly. We only have to generate implicit precedence constraints set βR for each resource R separately and then compute
the EST schedule in the graph (X,U ∪ α ∪ β1 ∪ β2 · · · ∪ βr), where r is the number of resources.
5. Linear order of consumption events
Weshall now study caseswherewe restrict the linear order to consumption events. All algorithms and complexity results
below are based on one resource model. We will discuss in Section 5.4 how to adapt them to the multiple resource case.
A consumption linear order αc = {(i1, i2), (i2, i3), . . . , (ic−1, ic)} is the linear order of all consumption events. In
order to simplify the presentation, we assume that {1, 2, . . . , c − 1, c} is the set of consumption events and αc =
{(1, 2), (2, 3), . . . , (c − 1, c)} is the linear order of consumption events, so events from c + 1 to n are production events.
We denote G = (X,U ∪ αc) as G(αc).
Our aim in this section is to determine a schedule which minimizes the makespan for a consumption linear order. First
of all we prove that we have an earliest start time schedule for a given linear order of all consumption events. Then we
distinguish three cases: the case of positive arc weights, the case of non-negative arc weights and the case of negative arc
weights.
Theorem 3. For a given consumption linear order, there exists an earliest start time schedule provided that there exists at least
one feasible schedule.
Proof. If there is only one feasible schedule, it is the earliest start time schedule. Suppose now there is more than one
feasible schedule. For any pair of feasible schedules ξ ′ = {t ′0, t ′1, . . . , t ′n+1} and ξ ′′ = {t ′′0 , t ′′1 , . . . , t ′′n+1}, we can verify that
ξ = {t0, t1, . . . tn+1}, where ti = min{t ′i , t ′′i } for i = 0, 1, . . . , n + 1, is also a feasible schedule. We have t ′j ≥ t ′i + vij and
t ′′j ≥ t ′′i + vij. So tj = min{t ′j , t ′′j } ≥ min{t ′i + vij, t ′′i + vij} = min{t ′i , t ′′i } + vij = ti + vij. This implies that ξ respects all
precedence constraints. We have to prove that all consumption events respect resource constraints. Let k be a consumption
event. We have a linear order of consumption events αc = {(1, 2), (2, 3), . . . , (k − 1, k), . . . (c − 1, c)}. Given that we
have the linear order and ξ respects all precedence constraints, we have t0 ≤ t1 ≤ · · · ≤ tk ≤ tk+1 ≤ · · · ≤ tc . So for all
consumption events qwhere t ′q ≥ t ′k and t ′′q ≥ t ′′k , we still have tq ≥ tk, which indicates that the consumption events which
are after k do not change because of the linear order. If tk = t ′k, then for all production events pwhere t ′p ≤ t ′k, we still have
tp ≤ tk as tp ≤ t ′p ≤ t ′k = tk, which means there is enough resources for event k. If tk = t ′′k , we have a similar reasoning
as tk = t ′k. So resource constraints for event k are respected in ξ . As all precedence constraints and resource constraints
are respected in ξ , ξ is also a feasible schedule. So we have an earliest start time schedule which dominates all feasible
schedules. 
5.1. The case of positive arc weights
In this section we restrict ourselves to the case of positive arcs. Before we present our algorithm, we introduce the notion
of the cut associated with a consumption event j. A cut is a separation of the graph. The cut associated with the event j
separates the set of nodes X in graph G(αc) into two parts: Descendant(j) and (X − Descendant(j)). We denote the cut
associated with event j by Cut(j). We say that Cut(j) is feasible if
∑
i∈X−Descendant(j) ai ≥ 0, otherwise it is infeasible.
Proposition 4. Assuming that all arc weights are positive, there is no feasible solution to the problem if there exists an infeasible
cut Cut(j).
Proof. If there exists an infeasible cut Cut(j), according to the definition it implies that
∑
i∈X−Descendant(j) ai < 0. As all events
in Descendant(j) have to be executed strictly after event j, it is not possible to have a sufficient quantity of resource for the
execution of event j. So there is no feasible solution to the problem. 
In order for a graph to be feasible, it must not contain any directed cycle. So there is at least one node without a direct
predecessor. Our strategy for calculating the earliest start time schedule involves starting production events as early as
possible. This implies that we can also start consumption events without unscheduled direct predecessors as early as
possible. In Algorithm 2, after each consumption event has occurred we check whether it is possible to start production
events. As there are no resource conflicts resulting from production events, we start every production event all of whose
direct predecessors have occurred. This enables us to compute the earliest start times for all production events. Then, as
we know the production times for all resources, we can easily schedule the next consumption event. In order to record the
availability of resources, we use bi to represent the resource availability at time ti where ti is the occurrence time of event
i. For a consumption event, provided that there are time instants where there is a sufficient resource for its execution after
all its direct predecessors have occurred, we can schedule this consumption event at its earliest occurrence time.
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Algorithm 2 Algorithm to compute the earliest start time schedule of a linear order of all consumption events when arcs
are strictly positive.
Input: An instance I = (X,U, a, v).
A linear order of consumption events αc = {(1, 2), (2, 3), . . . , (c − 1, c)}with G(αc)without directed cycles.
A setW = {1, 2, . . . , n, n+ 1} of unscheduled events.
Output: Schedule S = {t0, t1, t2, . . . , tn, tn+1}
set t0 = 0, b0 = a0, ti = ∞, bi = 0 for i = 1, 2, . . . , n+ 1;
for j = 1 to c do
while there is a production event p in W with all events in Father(p) scheduled do
ScheduleProduction(p);
if there exists an event k which is either j− 1 or a scheduled production event with tk ≥ tj−1 and bk + aj ≥ 0 then
ScheduleConsumption(j);
else
STOP without feasible Schedule;
while there is a production event p in W with all events in Father(p) scheduled do
ScheduleProduction(p);
return S
Function ScheduleProduction(x)
{
W = W − {x}, set x scheduled:
1 set tx = max{ti + vix|(i, x) ∈ U};
2 set bx =∑i∈X−W ,ti≤tx ai;
3 for i ∈ X −W − {x}where ti ≥ tx, set bi = bi + ax;
}
Function ScheduleConsumption(x)
{
W = W − {x}, set x scheduled:
4 set t ′ = min{ti|i ∈ X −W , ti ≥ tx−1, bi + ax ≥ 0};
5 set tx = max{t ′, ti + vix|(i, x) ∈ U ∪ αc};
6 set bx =∑i∈X−W ,ti≤tx ai;
7 for i ∈ X −W − {x}where ti ≥ tx, set bi = bi + ax;
}
Theorem 5. Algorithm 2 is valid: If there exists a schedule for the given linear order of consumption events, Algorithm 2 will
return the EST schedule. Otherwise the algorithm stops before determining any feasible schedule and there exists an infeasible cut.
Proof. If there exists a feasible schedule for the given linear order, Algorithm 2will not stop without determining a feasible
schedule. When event 1 has not been scheduled, all production events which are not descendants of event 1 are scheduled
as early as possible, having only precedence constraints. So the occurrence time of each production event does not depend
on the resource availability but only on the occurrence time of its direct predecessors. Moreover, event 1 is also scheduled
as early as possible, except if Cut(1) is infeasible. As it is a consumption event, it has precedence constraints and resource
constraints, and consequently its occurrence time is equal to the maximum between its feasible time due to its precedence
constraints and the earliest timewhen there is a sufficient resource for it. By induction, for j = 2 to c , all events are scheduled
as early as possible, except ifCut(j) is infeasible for some j. So the schedule S = {t0, t1, t2, . . . , tn, tn+1} returned byAlgorithm
2 is the earliest start time schedule for the given linear order of consumption events. Otherwise the algorithm stops without
determining any feasible schedule. 
Corollary 6. There exists at least one feasible schedule if and only if all cuts Cut(j) of graph G = (X,U), where j is a consumption
event, are feasible.
Theorem 7. Algorithm 2 can be implemented to run in O(n2) where n is the total number of events.
Proof. Each production event is planned only once and there are n− c production events. For each production event, lines
1, 2 and 3 take O(n) time, so execution time for the planning of production events is O(n2). Since there are c consumption
events, planning all consumption events will take O(n2) time, as lines from 4 to 7 take O(n) time. So the complexity of
Algorithm 2 is O(n2). 
Example 2. As in Fig. 2, let X = {0, 1, 2, 3, 4, 5, 6} be the set of events. a0 = 0, a1 = −3, a2 = 2, a3 = 3, a4 = 2, a5 =
−3, v01 = 0, v02 = 0, v13 = 3, v24 = 4, v35 = 2, v46 = 4 and v56 = 1. We have a consumption linear order αc = {(1, 5)}.
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(a) The graph G(αc) = G(X,U ∪ αc) resulting from
Example 2.
(b) The graph G(αc) = G(X,U ∪ αc) resulting
from Example 3.
Fig. 2. Graphs G(αc) resulting from Examples 2 and 3.
Applying the above algorithmwe obtain the following results. Loop 1: start event 2, t2 = 0, b2 = 2; start event 4, t4 = 4,
b4 = 4; start event 1, t1 = 4, b1 = 1, b4 = 1. Loop 2: start event 3, t3 = 7, b3 = 4; start event 5, t5 = 9, b5 = 1; start event
6, t6 = 10. So we obtain the earliest start times S = {t0 = 0, t1 = 4, t2 = 0, t3 = 7, t4 = 4, t5 = 9, t6 = 10}.
5.2. Case of non-negative arc weights without directed cycles
In this section, we present a polynomial algorithmwhich deals with non-negative arcs without directed cycles. Although
there are no directed cycles in the graph, we cannot use the algorithm in Section 5.1, since arcs with zero weight exist.
Example 3 may be used as an illustration.
Example 3. As in Fig. 2, let X = {0, 1, 2, 3, 4, 5, 6, 7} be the set of events. a0 = 0, a1 = −5, a2 = 3, a3 = 3, a4 = −6, a5 =
2, a6 = 5, and we have a consumption linear order αc = {(1, 4)}.
If we apply the algorithm of Section 5.1, the result returned is that we do not have a feasible schedule for this problem,
because we do not have sufficient resources for the execution of event 1. But in fact we do have a feasible schedule, and we
can start events 1, 2 and 3 at the same time. The feasible schedule S = {t0 = 0, t1 = 5, t2 = 5, t3 = 5, t4 = 6, t5 = 6, t6 =
6, t7 = 12}. Because in Algorithm 2, if there is a path from event i to event j, it means that event imust occur before event
j. But in the case of non-negative arc weights, if there is a path from event i to event j with zero weight, we can start these
two events at the same time. So we propose an algorithm which checks all available events for every time instant.
We say that an event is ready at time t when its earliest available time is smaller than or equal to t , implying that there
is a possibility for its execution at this time. We schedule an event when it is ready and all three conditions are satisfied.
We can say an event is ready at time t if all of its direct predecessors have occurred no later than time t and all time lags are
respected. But events whose unscheduled direct predecessors are ready and have zero time lags related to them can also be
ready, since it is possible for them to occur at the same time as their direct predecessors. We denote T as the set of events
which are ready at time t . We also say that an event j is nearly ready if all its ascendants with paths of strictly positive length
have already been scheduled and all ascendants with zero length paths are in T . We denoteW1 as the set of events which
are nearly ready at time t .
A rough outline of the algorithm is as follows. We proceed over time starting at t = 0. For the current time t we compute
recursively all events which are ready and nearly ready. Then we compute the largest subset of T which can be scheduled.
Next we adjust t by considering the first available event inW1 if any exists, and iterate. At the end of the algorithm,W1 is
empty, which means either that all events are scheduled, or that the given instance is infeasible.
We take resource constraints into consideration. We use BT to record the resource requirement of all events in T and B
to record available resources at t . If BT ≤ B, which means that we have sufficient resources for executing all the events in
T , we schedule all of them by removing them from the waiting list T and updating B and BT . Otherwise for a consumption
event r in T , if
∑
k∈(T−Descendant(r)−{r}) ak + B ≥ 0, this implies that we can schedule all events in T − Descendant(r) − {r}
at time t . We plan these events and remove them from the waiting list T and update B. Since we still have a linear order of
consumption in T , we can consider consumption events in T in decreasing order, in order to find the maximum subset of T
which we can schedule.
In the algorithm, in(j) is the indegree of node j. For all events jwe initialize c(j) to in(j). When an event i is scheduled, we
decrease c(j) by 1 where (i, j) ∈ U ∪ αc . Moreover when an event i is ready, we also decrease c(j) by 1 where (i, j) ∈ U ∪ αc
with vij = 0. So when c(j) has decreased to 0, we calculate its earliest available time as tj = max{ti+ vij|(j, i) ∈ U ∪αc} and
choose from among events of the same type an event with the minimum earliest available time. Take its available time as
the next time t to be considered. As there are no directed cycles in the graph, successor relations can be obtained from the
distance matrixΠ . We denoteW as the set of all events which have not been scheduled and are not in T ∪W1. Details are
provided in Algorithm 3.
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Function Initialization {
t = 0, ti = ∞ for i = 1, 2, . . . , n+ 1
u0 = 0, ui = ∞ for i = 1, 2, . . . , n+ 1
B = 0, BT = 0,W = {1, 2, . . . , n+ 1},W1 = {0}, T = ∅;
1 for j ∈ X do c(j) = |in(j)|;
}
Function Put_in_Scheduled(x)
{ *Event x is scheduled*
T = T − {x}, tx = t , BT = BT + ax, B = B+ ax;
2 for (x, j) ∈ U ∪ αc with vxj 6= 0 do c(j) = c(j)− 1;
if there exists event i in W with c(i) = 0 then
for i ∈ W where c(i) = 0 do
ui = max{t, tj + vji|(j, i) ∈ U ∪ αc, j /∈ W1 ∪ T };
W1 = W1 + {i},W = W − {i}
}
Function Adjust_t_T_W1
{ *T andW1 are enlarged, t is adjusted*
Select an event k ∈ W1 with uk minimal;
t = uk,W1 = W1 − {k}, T = T + {k}, BT = BT − ak;
3 for (k, j) ∈ U ∪ αc with vkj = 0 do c(j) = c(j)− 1;
if there exists event i in W with c(i) = 0 then
for i ∈ W where c(i) = 0 do
ui = max{t, tj + vji|(j, i) ∈ U ∪ αc, j /∈ W1 ∪ T };
W1 = W1 + {i},W = W − {i}
}
Function Schedule_Subset
{ *A maximal subset of T is scheduled, s1 is the first consumption event in T while s2 is the last.*
if BT ≤ B then
For all i ∈ T Put_in_Scheduled(i);
else
r=s2;
while
∑
k∈(T−Descendant(r)−{r}) ak + B < 0 and r ≥ s1 do r = r − 1;
4 if r 6= s1 − 1 then
For all i ∈ (T − Descendant(r)− {r}) Put_in_Scheduled(i);
}
Algorithm 3 Algorithm to compute the earliest start time schedule of a linear order of all consumption events when arcs
are non-negative.
Input: An instance I = (X,U, a, v).
A linear order of all consumption events αc = {(1, 2), (2, 3), . . . , (c − 1, c)} with G(αc) = G(X,U ∪ αc) without
directed cycles.
Output: Schedule S = {t0, t1, t2, . . . , tn, tn+1}
Initialization
whileW1 6= ∅ do
Adjust_t_T_W1;
Schedule_Subset;
if T 6= ∅ then STOP without feasible Schedule
return S = {t0, t1, t2, . . . , tn, tn+1}
If we apply Algorithm 3 to Example 3, we get the following: For t = 0, T = {1, 2}, there are insufficient resources. For
t = 3, T = {1, 2, 4, 5}, there are also insufficient resources. For t = 5, T = {1, 2, 4, 5, 3}, a1 + a2 + a3 = 3, we have
sufficient resources for event 1 but not for event 4. So we start events 1, 2 and 3 at time 5. For t = 6, T = {4, 5, 6}, there
are sufficient resources, and we start all of them at time 6. So we obtain S = {t0 = 0, t1 = 5, t2 = 5, t3 = 5, t4 = 6, t5 =
6, t6 = 6, t7 = 12}.
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Fig. 3. The graph G(αc) resulting from Example 4.
Theorem 8. Algorithm 3 is valid: If there exists a feasible schedule for the given linear order of consumption events,
Algorithm 3 will return the EST schedule. Otherwise the algorithm stops before determining a feasible schedule.
Proof. Let us suppose that the earliest schedule exists. We can split the set of events into m subsets T1, T2, . . . , Tm, where
each subset is composed of events which are scheduled at the same time, i.e., i, j ∈ Tu if and only if ti = tj = αu. If Tu
contains an event k, its strict ascendants are in T1 ∪ T2 ∪ · · · ∪ Tu−1, but 0-ascendants of k can belong to Tu. Suppose
that Algorithm 3 has computed successively T1, T2, . . . , Tu−1. At time t it computes the maximal subset of T that satisfies
the resource constraints. If it is not empty, this maximal subset is Tu. Of course, this maximal subset can be empty. If W1
is not empty, t is increased, possibly allowing the resource constraints to be satisfied. IfW1 is empty, we now show that it
contradicts the existence of the earliest schedule. Let us denote r as the last consumption event in the maximal subset of T
whose occurrence time is t in the earliest schedule, clearly
∑
k∈(T−Descendant(r+1)−{r+1}) ak + B < 0, which is a contradiction
of the satisfaction of resource constraints. Consequently if W1 = ∅, no feasible schedule exists. So Algorithm 3 computes
the earliest schedule if it exists. Otherwise there is no schedule, and the algorithm exits without a feasible schedule. 
Proposition 9. Algorithm 3 can be implemented to run in O(n3).
Proof. In lines 1, 2 and 3, computing c(j) takes O(|U ∪ αc |) time where |U ∪ αc | is the number of arcs in graph G(αc).
Given that in each while-loop we move at least one event from W to T , there are at most n while-loops. The function
Put_in_Scheduled and Adjust_t_T_ W1 can run in O(n) and the function Schedule_Subset can run in O(n2). So the complexity
of Algorithm 3 is O(n3). 
The complexity of Algorithm 3 can be improved to get O(n2) in the general case and O(n log n + m) in the case of
positive arcs. First a balanced tree is used for storing the ui value of the different events in W1. Then we can associate
with each production event its largest consumption ascendant. This can be incorporated into Algorithm 3 in O(1) when
the production event becomes part of T . Consequently the complexity of the function Schedule_Subset becomes O(n). The
complexity bottleneck is computing
∑
k∈(T−Descendant(r)−{r}) ak. This can be done in O(1) because we know in advance the
total resources associated with any consumption event in T . This can be updated in advance when an event is put into T .
The complexity therefore becomes O(n2).
5.3. Case of non-negative arc weights with directed cycles of zero valuation
As an extension of the case discussed in Section 5.2 we present a polynomial algorithm which deals with non-negative
arcs and directed cycles of zero valuation. All events in a cycle with zero valuation must occur at the same time, so we can
integrate them as a single event. But there is a possibility that after the integration, a consumption event turns out to be
a production event. However, we will always have a consumption linear order even when this happens. The problem thus
becomes equivalent to the problem without directed cycles in Section 5.2. Though it is difficult to find all the cycles in a
graph, here we are not obliged to seek them all individually, but it is sufficient to integrate all pairs of events with two
reversed paths of zero valuation. This can be achieved in O(m+ n) in computing strongly connected components by using
the algorithm of Tarjan [23].
Example 4. Let X = {0, 1, 2, 3, 4, 5, 6, 7} be the set of events. a0 = 0, a1 = −3, a2 = 2, a3 = −2, a4 = 2, a5 = −2, a6 =
5, v01 = 0, v02 = 0, v13 = 3, v12 = 4, v23 = 0, v34 = 0, v42 = 0, v35 = 2, v45 = 1, v16 = 0, v67 = 0 and v57 = 3. We have
a consumption linear order αc = {(1, 3), (3, 5)}.
The graph resulting from Example 4 is depicted in Fig. 3. As we can see, there is a directed cycle of zero valuation
{(2, 3), (3, 4), (4, 2)}, so we integrate events 2, 3 and 4 as a single event 2. Although the new event 2 is a production event,
we still have a consumption linear order αc = {(1, 5)}.
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5.4. Case of multiple resources
Algorithms 2 and 3 can be generalized to the multiple resource case by considering a linear order on the subset of events
which consume a resource of any type. It needs to verify that the availabilities of all resources are non-negative before
scheduling an event or a subset of events at time t .
5.5. Case of negative arc weights
To obtain a pseudo-polynomial time algorithm in the case of the earliest start time schedule with negative arc weights,
we can begin by using the same method as for non-negative arc weights, without considering negative arcs. Then if there
is a negative arc (k, j) which is not respected, we can delay the event j in order to satisfy the negative arc and recalculate
occurrence times of all events related to j. If the makespan exceeds a given time horizon H which is sufficiently large, then
stop and return the given instance as infeasible. The time horizon H can be chosen as
H =
n∑
j=1
max{vji|∀i, (j, i) ∈ U}
where vji is the arc weight of (j, i). The complexity status problem of the general scheduling problem with linear order
of consumption events is unknown. Proving its polynomiality or NP-hardness in the weak sense presents a significant
challenge, which we were unable to meet.
The method works also for the multiple resources case. It needs for each resource a linear order on consumption
events.
6. Linear order of production events
A production linear order αp = {(i1, i2), (i2, i3), . . . , (ip−1, ip)} is the linear order of all production events.
Theorem 3 is replaced by Theorem 10.
Theorem 10. For given production linear order, there exists a latest start time schedule provided that there exists at least one
feasible schedule.
We can have a Latest Start Time (LST) schedule of a linear order of all production events, since this corresponds
symmetrically to the EST schedule of a consumption linear order. We obtain a new graph by reversing all the arcs in the
graph and keeping their values. The initial availability should refer to the project termination event, i.e., a′n+1 =
∑n
j=0 aj. We
also set a′i = −ai (i = 0, . . . , n). Then we can use the methods presented in Section 5 to calculate the LST schedule.
7. List algorithms: Exact and approximate methods
We can associate an earliest schedule with a consumption linear order. So an exact method would be the list-based
scheduling algorithm which enumerates all consumption linear orders. But if it is too costly, we have to deal with
approximate methods. We now propose a straightforward generalization of the list algorithm introduced for scheduling
problemswith renewable resources.We first choose a priority function on the event set. The list algorithm schedules events
at certain decision times. These decision times are t = 0 and the available times of events. For every time t , the algorithm
chooses the event with the highest priority from among all unscheduled ready events and schedules it at time t . This is
repeated until no further events can be started at time t , then t is adjusted to the time where an event becomes available,
unless all events are scheduled.
We can also use a list of consumption events. In this case we only have consumption events in the priority list and the
algorithm is the same as the previous list algorithm, except that we schedule all production events when they are ready.
The list algorithm can be applied to graphs with non-negative arc weights and without directed cycles.
8. Conclusion
We have presented a model for project scheduling which takes account of the production and consumption of resources.
It is a special case of a model dealt with in [16,14]. We have reported some complexity results and have proposed several
linear order algorithms which enable us to build the earliest schedule associated with a complete or consumption linear
order. In the case of production linear order the latest schedule can be computed. Consequently if the number of production
events (resp. consumption events) is bounded, it is possible to determine a scheduleminimizing themakespan in polynomial
time when arc weights are non negative. These algorithms may be also helpful in solving, either exactly or heuristically, the
project scheduling problem with production and consumption of resources. We are currently working on methods based
on the implicit enumeration of linear orders.
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