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ON GENERALIZED MAX-LINEAR MODELS AND THEIR
STATISTICAL INTERPOLATION
MICHAEL FALK, MARTIN HOFMANN, MAXIMILIAN ZOTT
Abstract. We propose a way how to generate a max-stable process in C[0, 1]
from a max-stable random vector in Rd by generalizing the max-linear model
established by Wang and Stoev (2011). It turns out that if the random vector
follows some finite dimensional distribution of some initial max-stable process,
the approximating processes converge uniformly to the original process and
the pointwise mean squared error can be represented in a closed form. The
obtained results carry over to the case of generalized Pareto processes. The
introduced method enables the reconstruction of the initial process only from
a finite set of observation points and, thus, reasonable prediction of max-
stable processes in space becomes possible. A possible extension to arbitrary
dimension is outlined.
1. Introduction and Prelimiaries
1.1. Introduction. A max-stable process (MSP) ξ = (ξt)t∈K with sample paths
in C(K) := {g ∈ RK : g is continuous} with a compact set K ⊂ R has the charac-
teristic property that there are continuous functions an > 0, bn ∈ C(K) for every
n ∈ N such that
max
1≤i≤n
(ξ(i) − bn)/an =
(
max
1≤i≤n
(ξt(i)− bn(t))/an(t)
)
t∈K
=d ξ,
where ξ(i), i = 1, . . . , n, are independent copies of ξ and “=d” denotes equality in
distribution. It is well known (e.g. de Haan and Ferreira (2006)), that MSP are
the only possible limit processes of linearly standardized maxima of independent
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and identically distributed processes. This is in complete accordance to the well-
established finite dimensional case of extreme value analysis, see Falk et al. (2010)
and de Haan and Ferreira (2006), among others.
The theory of continuous max-stable processes is essentially based on the early
works of de Haan (1984), Gine´ et al. (1990) and de Haan and Lin (2001), followed
by recent findings with the focus on different aspects within the theory, e.g. Hult
and Lindskog (2005, 2006), Stoev and Taqqu (2005), Davis and Mikosch (2008),
Kabluchko (2009), Wang and Stoev (2010), Aulbach et al. (2012).
Moreover, the class of excursion stable generalized Pareto processes, which is
closely related to the class of max-stable processes, was examined in Buishand
et al. (2008) and Aulbach et al. (2012), the most recent advances on that issue can
be found in Ferreira and de Haan (2012).
There is a very crucial problem of the theory on stochastic processes concerning
its relevance in practice: as (continuous) processes as a whole cannot be measured
exactly, the question is how to construct those processes (with some characteristic
stochastic behavior such as max-stability) from a finite set of observations. As an
example one can think of data from a finite set of measuring stations metering the
sea level along a coast and one is interested in predicting the sea level between those
measuring stations. This means the “prediction” of a stochastic process in space,
not in time.
In the case of max-stable processes (or fields, if the domain has more than one
dimension) there are (partial) answers on the arising questions in Wang and Stoev
(2011) and Dombry et al. (2012) based on conditional sampling. Different to that,
our approach is conditionally deterministic.
In this paper we pick up the so-called “max-linear model” introduced in Wang
and Stoev (2011): for arbitrary nonnegative continuous functions g0, . . . , gd satis-
fying condition (1) below, one obtains an MSP η = (ηt)t∈[0,1] by setting
ηs = max
j=0,...,d
Xj
gj(s)
, s ∈ [0, 1],
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where X = (X0, . . . , Xd) is a max-stable rv with independent components. The
obvious restriction of this model is the required independence of the margins of X
which results in the fact that η always has a discrete spectral measure (the spectral
measure is in our setup descripted below represented by the distribution of the
generator process Z; see Aulbach et al. (2012) for details).
In Section 2, we generalize this model by allowing arbitrary dependence struc-
tures of the margins of the max-stable rv X. This immediately leads to the main
issue of this paper, namely the reconstruction of a max-stable process which is
observed only through a finite set of indices: it is shown in Section 3 that if the
random vector is some finite dimensional projection of some initial MSP, the pro-
cesses resulting from the construction in Section 2 converge uniformly to the original
process as the grid of indices gets finer. Moreover, the mean squared error between
the predictive and the original process is computed at a fixed index, which is useful
for practical purposes.
It is also possible to interpolate generalized Pareto processes with the same
techniques as for MSP which is the content of Section 4.
To begin with, the following subsection recalls some basic theory needed in what
follows and introduces some notation. For the ease of notation we choose K = [0, 1]
as domain of the processes, being aware of the fact that all results are valid for an
arbitrary compact set K ⊂ R as well. The extension of the results to more general
domains (in particular higher dimensions of the domain) is not immediately obvious
and subject of current research, see Section 5 for an outline.
1.2. Prelimiaries. We call a random vector (rv) X = (X0, . . . , Xd) standard
max-stable, if it is max-stable and each component follows the standard negative
exponential distribution, i.e., P (Xi ≤ x) = exp(x), x ≤ 0, i = 0, . . . , d. Differ-
ent to that, a max-stable rv with unit Fre´chet margins is commonly called simple
max-stable in the literature; see, for instance, de Haan and Ferreira (2006). It is
well-known (e.g. de Haan and Resnick (1977), Pickands (1981), Falk et al. (2010,
Sections 4.2, 4.3)) that X is standard max-stable if and only if (iff) there exists
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a rv Z = (Z0, . . . , Zd) with Zi ∈ [0, c] almost surely for some number c ≥ 1, and
E(Zi) = 1, i = 0, . . . , d, such that
P (X ≤ x) = exp(−‖x‖D) := exp
(
−E
(
max
0≤i≤d
(|xi|Zi)
))
, x ≤ 0 ∈ Rd+1.
The condition Zi ∈ [0, c] almost surely can be weakened to P (Zi ≥ 0) = 1. Note
that ‖·‖D defines a norm on Rd+1, called D-norm, with generator Z. The D means
dependence: We have independence of the margins of X iff ‖·‖D equals the norm
‖x‖1 =
∑d
i=0 |xi|, which is generated by (Z0, . . . , Zd) being a random permutation
of the vector (d + 1, 0 . . . , 0). We have complete dependence of the margins of X
iff ‖·‖D is the maximum-norm ‖x‖∞ = max0≤i≤d |xi|, which is generated by the
constant vector (Z0 . . . , Zd) = (1, . . . , 1). We refer to Falk et al. (2010, Section 4.4)
for further details of D-norms.
We call a stochastic process η with sample paths in C¯−[0, 1] := {h ∈ C[0, 1] : h ≤
0} a standard max-stable process (SMSP), if it is a max-stable process with stan-
dard negative exponential univariate margins. Again, an MSP with unit Fre´chet
margins is commonly called simple MSP in the literature; see, for instance, de Haan
and Ferreira (2006).
Denote by E[0, 1] the set of those bounded functions f : [0, 1]→ R that have only
a finite number of discontinuities, and let E¯−[0, 1] be the subset of those functions
in E[0, 1], which attain only non-positive values.
From a mathematical point of view it is quite convenient to introduce the space
E[0, 1]. It allows the incorporation of the finite dimensional marginal distributions
of a stochastic process X with sample paths in C¯−[0, 1] in the form P (X ≤ f)
with a suitable choice of f ∈ E[0, 1]. This entails the following characterization of
an SMSP in terms of its distribution function, which is due to Gine´ et al. (1990):
A stochastic process η in C[0, 1] is an SMSP iff there exists a stochastic process
Z = (Zt)t∈[0,1] with sample paths in C¯+[0, 1] := {g ∈ C[0, 1] : g ≥ 0} with Zt ≤ c
GENERALIZED MAX-LINEAR MODELS 5
a.s. for some constant c ≥ 1, and E(Zt) = 1, t ∈ [0, 1], such that
P (η ≤ f) = exp(−‖f‖D) := exp
(
−E
(
sup
t∈[0,1]
(|f(t)|Zt)
))
, f ∈ E¯−[0, 1].
A proper choice of the function f ∈ E¯−[0, 1] provides the finite dimensional mar-
ginal distribution P (η ≤ f) = P (ηti ≤ xi, 1 ≤ i ≤ d).
The condition P (supt∈[0,1] Zt ≤ c) = 1 on the generator process Z can be weak-
ened to E
(
supt∈[0,1] Zt
)
<∞, see de Haan and Ferreira (2006, Corollary 9.4.5).
Note that ‖·‖D defines a norm again, this time on the linear space E[0, 1]. It is
also called D-norm with generator process Z, and we have
‖f‖∞ ≤ ‖f‖D ≤ εD ‖f‖∞ , f ∈ E[0, 1],
where ‖f‖∞ = supt∈[0,1] |f(t)| and εD = ‖1‖D = E (‖Z‖∞) is the extremal
coefficient, cf. Smith (1990). This implies ‖·‖D = ‖·‖∞ iff εD = 1, cf. Aulbach
et al. (2012). Moreover, the preceding inequality shows that each D-norm on the
space E[0, 1] is equivalent to the sup-norm ‖·‖∞, which is itself a D-norm by putting
Zt = 1, t ∈ [0, 1].
We conclude this section by introducing generalized Pareto processes as con-
sidered in Section 4. For the purpose of this paper, the following definition is
sufficient: we call a stochastic process V in C¯−[0, 1] a standard generalized Pareto
process (SGPP), if there exists a D-norm ‖·‖D on E[0, 1] and some c > 0, such
that P (V ≤ f) = 1 − ‖f‖D for all f ∈ E¯−[0, 1] with ‖f‖∞ ≤ c. For a detailed
examination of GPP we refer to Ferreira and de Haan (2012).
2. The generalized max-linear model
Let X = (X0, . . . , Xd) be a standard max-stable rv with pertaining D-norm
‖·‖D0,...,d on Rd+1 generated by Z = (Z0, . . . , Zd), d ∈ N, i. e.
P (X ≤ x) = exp
(
−‖x‖D0,...,d
)
= exp
(
−E
(
max
i=0,...,d
|xi|Zi
))
,
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x = (x0, . . . , xd) ≤ 0. Choose arbitrary deterministic functions g0, . . . , gd ∈ C¯+[0, 1]
with the property
(1) ‖(g0(t), . . . , gd(t))‖D0,...,d = 1, t ∈ [0, 1].
For instance, in case of independent margins of X, we have ‖·‖D0,...,d = ‖·‖1, and
condition (1) becomes
d∑
i=0
gi(t) = 1, t ∈ [0, 1],
i. e. gi(t), i = 0, . . . , d, defines a probability distribution on the set {0, . . . , d} for
each t ∈ [0, 1]. This is the setup in the max-linear model introduced by Wang and
Stoev (2011). An example for this case is given by the binomial distribution
gi(t) :=
(
d
i
)
ti(1− t)d−i, i = 0, . . . , d, t ∈ [0, 1].
Put now for t ∈ [0, 1]
(2) ηt := max
i=0,...,d
Xi
gi(t)
.
The model (2) is called generalized max-linear model. It defines an SMSP as the
next lemma shows:
Lemma 2.1. The stochastic process η = (ηt)t∈[0,1] in (2) defines an SMSP with
generator process Zˆ = (Zˆt)t∈[0,1] given by
Zˆt = max
i=0,...,d
(gi(t)Zi) , t ∈ [0, 1].
Proof. At first we verify that the process Zˆ is a generator process indeed. It is
obvious that the sample paths of Zˆ are in C¯+[0, 1]. Furthermore, we have by
construction for each t ∈ [0, 1]
E(Zˆt) = ‖(g0(t), . . . , gd(t))‖D0,...,d = 1.
As ‖·‖∞ ≤ ‖·‖D for an arbitrary D-norm, we have ‖(g0(t), . . . , gd(t))‖∞ ≤ 1, t ∈
[0, 1], and, thus, Zˆt ≤ maxi=0,...,d Zi, t ∈ [0, 1].
GENERALIZED MAX-LINEAR MODELS 7
In addition, we have for f ∈ E¯−[0, 1]
P (η ≤ f) = P (Xi ≤ gi(t)f(t), i = 0, . . . , d, t ∈ [0, 1])
= P
(
Xi ≤ − sup
t∈[0,1]
(gi(t) |f(t)|), i = 0, . . . , d
)
= exp
(
−
∥∥∥∥∥
(
sup
t∈[0,1]
(g0(t) |f(t)|), . . . , sup
t∈[0,1]
(gd(t) |f(t)|)
)∥∥∥∥∥
D0,...,d
)
= exp
(
−E
(
max
i=0,...,d
(
sup
t∈[0,1]
(
gi(t) |f(t)|
)
Zi
)))
= exp
(
−E
(
sup
t∈[0,1]
(
|f(t)| max
i=0,...,d
(gi(t)Zi)
)))
= exp
(
−E
(
sup
t∈[0,1]
(
|f(t)| Zˆt
)))
which completes the proof. 
Remark 2.2. Condition (1) ensures that the univariate margins ηt, t ∈ [0, 1], of
the process η in model (2) follow the standard negative exponential distribution
P (ηt ≤ x) = exp(x), x ≤ 0. If we drop this condition, we still obtain a max-stable
process: Take for n ∈ N i. i. d. copies η(1), . . . ,η(n) of η. We have for f ∈ E¯−[0, 1]
P
(
n max
1≤k≤n
η(k) ≤ f
)
= P
(
Xi ≤ inf
t∈[0,1]
(
gi(t)f(t)
n
)
, i = 0, . . . , d
)n
= exp
(
−
∥∥∥∥∥
(
sup
t∈[0,1]
(g0(t) |f(t)|) , . . . , sup
t∈[0,1]
(
gd(t) |f(t)|
))∥∥∥∥∥
D0,...,d
)
= P (η ≤ f).
The univariate margins of η are now given by
(3) P (ηt ≤ x) = exp
(
‖(g0(t), . . . , gd(t))‖D0,...,d · x
)
, x ≤ 0, t ∈ [0, 1].
Note that the above calculations also give an alternative proof of Lemma 2.1, except
we do not obtain the generator process of η with this approach.
In model (2) we have not made any further assumptions on the D-norm ‖·‖D0,...,d ,
that is, on the dependence structure of the random variables X0, . . . , Xd. The
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special case ‖·‖D0,...,d = ‖·‖1 characterizes the independence of X0, . . . , Xd. This is
the regular max-linear model, cf. Wang and Stoev (2011).
On the contrary, ‖·‖D0,...,d = ‖·‖∞ provides the case of complete dependence
X0 = · · · = Xd a. s. with the constant generator Z0 = · · · = Zd = 1. Thus,
condition (1) becomes maxi=0,...,d gi(t) = 1, t ∈ [0, 1], and therefore
Zˆt = max
i=0,...,d
(gi(t)Zi) = max
i=0,...,d
gi(t) = 1, t ∈ [0, 1].
3. Reconstruction of SMSP
The preceding approach offers a way to reconstruct an SMSP in an appropriate
way. Let η = (ηt)t∈[0,1] be an SMSP with generator process Z = (Zt)t∈[0,1] and
D-norm ‖·‖D. Choose a grid 0 =: s0 < s1 < · · · < sd−1 < sd := 1 of points within
[0, 1]. Then (ηs0 , . . . , ηsd) is a standard max-stable rv in Rd+1 with pertaining
D-norm ‖·‖D0,...,d generated by (Zs0 , . . . , Zsd).
The aim of this section is to define some SMSP ηˆ = (ηˆt)t∈[0,1] for which ηˆsi =
ηsi , i = 0, . . . , d, holds, i.e. ηˆ interpolates the finite dimensional projections
(ηs0 , . . . , ηsd) of the original SMSP η in an appropriate way. This will be done
by means of a special case of the generalized max-linear model, i.e., by a partic-
ular choice of the functions gi in equation (2). We show that this way of pre-
dicting the original MSP η in space is reasonable, as the pointwise mean squared
error MSE
(
ηˆ
(d)
t
)
:= E
((
ηt − ηˆ(d)t
)2)
diminishes for all t ∈ [0, 1] as d increases.
Moreover, we establish uniform convergence of the “predictive” processes and the
corresponding generator processes to the original ones.
3.1. Uniform convergence of the discretized versions. As we have shown in
Lemma 2.1, the stochastic process ηˆ = (ηˆt)t∈[0,1],
ηˆt = max
i=0,...,d
ηsi
gi(t)
, t ∈ [0, 1],
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defines an SMSP with generator process Zˆ = (Zˆt)t∈[0,1], given by
Zˆt = max
i=0,...,d
(gi(t)Zsi) , t ∈ [0, 1],
for arbitrary functions g0, . . . , gd in C¯
+[0, 1] that satisfy condition (1). We are going
to specialize them now.
Denote by ‖·‖Di−1,i the D-norm pertaining to the bivariate rv (ηsi−1 , ηsi), i =
1, . . . , d. Put
g∗0(t) :=

s1 − t
‖(s1 − t, t)‖D0,1
, t ∈ [0, s1],
0, else,
g∗i (t) :=

t− si−1
‖(si − t, t− si−1)‖Di−1,i
, t ∈ [si−1, si],
si+1 − t
‖(si+1 − t, t− si)‖Di,i+1
, t ∈ [si, si+1],
0, else,
i = 1, . . . , d− 1,
g∗d(t) :=

t− sd−1
‖(sd − t, t− sd−1)‖Dd−1,d
, t ∈ [sd−1, sd],
0, else.
Clearly, g∗0 , . . . , g
∗
d ∈ C¯+[0, 1] since the fact that a D-norm is standardized implies
lim
t↑si
g∗i (t) =
si − si−1
‖(0, si − si−1)‖Di−1,i
= 1 =
si+1 − si
‖(si+1 − si, 0)‖Di−1,i
= lim
t↓si
g∗i (t).
Moreover, we have for t ∈ [si−1, si], i = 1, . . . , d,
‖(g∗0(t), . . . , g∗d(t))‖D0,...,d =
∥∥(g∗i−1(t), g∗i (t))∥∥Di−1,i = 1.
Hence, the functions g∗0 , . . . , g
∗
d are suitable for the generalized max-linear model
(2). In addition, they have the following property:
Lemma 3.1. The functions g∗0 , . . . , g
∗
d defined above satisfy
‖g∗i ‖∞ = g∗i (si) = 1, i = 0, . . . , d.
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In view of their properties described above, the functions g∗i can be viewed as
kernel functions quite similar to kernels in nonparametric kernel density estimators.
Each function g∗i (t) has maximum value 1 at t = si and, with the distance between
t and si increasing, the value g
∗
i (t) shrinks to zero. This view provides also the idea
behind the extension of this approach to higher dimension as outlined in Section 5.
Proof of Lemma 3.1. From the fact that a D-norm is monotone and standardized
we obtain for i = 1, . . . , d− 1 and t ∈ [si−1, si)
g∗i (t) =
t− si−1
‖(si − t, t− si−1)‖Di−1,i
=
1∥∥∥( si−tt−si−1 , 1)∥∥∥Di−1,i ≤
1
‖(0, 1)‖Di−1,i
= 1,
and for t ∈ [si, si+1)
g∗i (t) =
si+1 − t
‖(si+1 − t, t− si)‖Di,i+1
=
1∥∥∥(1, t−sisi+1−t)∥∥∥Di,i+1 ≤
1
‖(1, 0)‖Di,i+1
= 1.
Analogously, we have g∗0 ≤ 1 and g∗d ≤ 1. The assertion now follows since g∗i (si) = 1,
i = 0, . . . , d. 
The SMSP ηˆ = (ηˆt)t∈[0,1] that is generated by the generalized max-linear model
with these particular functions g∗0 , . . . , g
∗
d is given by
ηˆt = max
(
ηsi−1
g∗i−1(t)
,
ηsi
g∗i (t)
)(4)
= ‖(si − t, t− si−1)‖Di−1,i max
(
ηsi−1
si − t ,
ηsi
t− si−1
)
, t ∈ [si−1, si], i = 1, . . . , d.
Note that ηsi < 0 almost surely, i = 0, . . . , d. This implies that the maximum taken
over d + 1 points in (2) goes down to a maximum taken over only two points in
(4) since all except two of the gi vanish in t ∈ [si−1, si], i = 1, . . . , d. We have,
moreover,
ηˆsi = ηsi , i = 0, . . . , d,
so the above process interpolates the rv (ηs0 , . . . , ηsd).
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To give an example, put ‖(x1, x2)‖Di−1,i := ‖(x1, x2)‖λ := (|x1|
λ
+ |x2|λ)1/λ,
1 ≤ λ ≤ ∞ for every 1 ≤ i ≤ d, i. e. each bivariate D-norm ‖·‖Di−1,i is the logistic
one. For λ <∞, the logistic D-norm is generated by Zi := Xi/Γ(1−λ−1), i = 1, 2,
where X1, X2 are independent and identically unit Fre´chet distributed rv and Γ(·)
denotes the gamma function. In this case, we obtain the representation
ηˆt = ((si − t)λ) + (t− si−1)λ)1/λ max
(
ηsi−1
si − t ,
ηsi
t− si−1
)
,(5)
t ∈ [si−1, si], i = 1, . . . , d.
In summary, we have proven the following result.
Corollary 3.2. Let η = (ηt)t∈[0,1] be an SMSP with generator Z = (Zt)t∈[0,1],
and let 0 := s0 < s1 <, . . . , < sd−1 < sd := 1 be a grid of points in the interval
[0, 1]. The process ηˆ = (ηˆt)t∈[0,1] defined in (4) is an SMSP with generator process
Zˆ = (Zˆt)t∈[0,1], where
(6) Zˆt =
max
(
(si − t)Zsi−1 , (t− si−1)Zsi
)
‖(si − t, t− si−1)‖Di−1,i
, t ∈ [si−1, si], i = 1, . . . , d.
The processes ηˆ and Zˆ interpolate the rv (ηs0 , . . . , ηsd) and (Zs0 , . . . , Zsd), respec-
tively.
We call ηˆ the discretized version of η and Zˆ the discretized version of Z, both
with grid {s0, . . . , sd}. Next we show that the preceding approach allows the ap-
proximation of an underlying SMSP based on multivariate observations; that is,
the discretized version of the underlying SMSP converges to this very process in
a strong sense. We need the following two lemmata which provide some technical
insight in the strucure of the chosen max-linear model.
Lemma 3.3. The SMSP defined in (4) fulfills for i = 1, . . . , d
sup
t∈[si−1,si]
ηˆt = max
(
ηsi−1 , ηsi
)
,
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and
inf
t∈[si−1,si]
ηˆt = −
∥∥(ηsi−1 , ηsi)∥∥Dsi−1,si .
This minimum is attained for t = (si−1ηsi−1 + siηsi)/(ηsi−1 + ηsi).
Proof. We know from Lemma 3.1 that g∗i−1(t), g
∗
i (t) ≤ 1 for an arbitrary i = 1, . . . , d
and t ∈ [si−1, si]. Hence,
ηˆt = max
(
ηsi−1
g∗i−1(t)
,
ηsi
g∗i (t)
)
≤ max(ηsi−1 , ηsi)
for i = 1, . . . , d and t ∈ [si−1, si], which yields the first part of the assertion. Recall
that ηsi < 0 with probability one, i = 0 . . . , d.
Moreover, we have for t ∈ (si−1, si)
ηsi−1
si − t ≤
ηsi
t− si−1 ⇐⇒
si − t
t− si−1 ≤
ηsi−1
ηsi
⇐⇒ t ≥ si−1ηsi−1 + siηsi
ηsi−1 + ηsi
,
where equality in one of these expressions occurs iff it does in the other two. In
this case of equality we have
ηˆt = ‖(si − t, t− si−1)‖Di−1,i ·
ηsi
t− si−1 = −
∥∥(ηsi−1 , ηsi)∥∥Di−1,i .
On the other hand, the monotonicity of a D-norm implies for every t ∈ (si−1, si)
with t ≥ (si−1ηsi−1 + siηsi)/(ηsi−1 + ηsi)
ηˆt ≥ ‖(si − t, t− si−1)‖Di−1,i
ηsi
t− si−1
=
∥∥∥∥( si − tt− si−1 , 1
)∥∥∥∥
Di−1,i
ηsi
≥
∥∥∥∥(ηsi−1ηsi , 1
)∥∥∥∥
Di−1,i
ηsi
= −∥∥(ηsi−1 , ηsi)∥∥Di−1,i .
Recall again that ηsi < 0 almost surely. The case t ≤ (si−1ηsi−1+siηsi)/(ηsi−1+ηsi)
works analogously. 
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As an immediate consequence of the preceding result we obtain for x ≤ 0
ηˆ ≤ x ⇐⇒ max (ηs0 , . . . , ηsd) ≤ x
and
ηˆ > x ⇐⇒ max
1≤i≤d
∥∥(ηsi−1 , ηsi)∥∥Di−1,i < −x.
In order to visualize the interpolation scheme of this particular generalized max-
linear model, we plot some discretized versions with different grids and bivariate
D-norms ‖·‖Di−1,i . For the sake of simplicity, the underlying path η(ω) in this
example shall not arise from a simulation of an actual SMSP, but rather is replaced
by a smooth deterministic continous function on [0, 1].
More precisely, we choose in the following picture ηt(ω) := 7.5(0.16t − 0.5t2 +
t3/3)− 0.125, t ∈ [0, 1] which is represented by the dashed curve. The solid line in
each plot is the discretized version ηˆ(ω) of this path. We use equidistant grids of
dimension d = 5, d = 10 and d = 20. Each bivariate D-norm ‖·‖Di−1,i are logistic
norms such that the discretized versions are given by formula (5) with λ = 2, λ = 4
and λ = 8.
The plots apparently show that the approximation of the original process through
a discrtized version improves as the dimension d gets higher and as the bivariate
D-norms get closer to complete dependence case.
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Figure 1. Plots of logistic type discretized versions (solid) of a
deterministic function that stands for a path of an SMSP (dashed).
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The next lemma is on the structure of the underlying generator processes. It
can easily be proven by arguments that are very similar to those of the proof of
Lemma 3.1.
Lemma 3.4. The generator process defined in (6) fulfills for i = 1, . . . , d
sup
t∈[si−1,si]
Zˆt = max
(
Zsi−1 , Zsi
)
.
In particular, the extremal coefficient E
(∥∥∥Zˆ∥∥∥
∞
)
of the SMSP ηˆ coincides with
the extremal coefficient E(maxi=0,...,d Zsi) of the rv (ηs0 , . . . , ηsd). Moreover, for
i = 1, . . . , d,
inf
t∈[si−1,si]
Zˆt =

(∥∥(1/Zsi−1 , 1/Zsi)∥∥Di−1,i)−1 if Zsi−1 , Zsi > 0,
0 else.
In the first case, the minimum is attained for t = (si−1Zsi+siZsi−1)/
(
Zsi−1 + Zsi
)
.
So far we have only considered a fixed discretized version of an SMSP. The
next step is to examine a sequence of discretized versions with certain grids whose
diameter converges to zero. It turns out that such a sequence converges to the
initial SMSP in the function space C[0, 1] equipped with the sup-norm. Thus, our
method is suitable to reconstruct the initial process.
Let
Gd := {s(d)0 , s(d)1 . . . , s(d)d }, 0 =: s(d)0 < s(d)1 < · · · < s(d)d := 1, d ∈ N,
be a sequence of grids in [0, 1] with diameter
κd := max
i=1,...,d
(
s
(d)
i − s(d)i−1
)
→d→∞ 0.
Let ηˆ(d) = (ηˆ
(d)
t )t∈[0,1] be the discretized version of an SMSP η = (ηt)t∈[0,1] with
grid Gd. Denote by Zˆ(d) = (Zˆ(d)t )t∈[0,1] and Z = (Zt)t∈[0,1] the generator processes
pertaining to ηˆ(d) and η, respectively.
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Theorem 3.5. The processes ηˆ(d) and Zˆ(d), d ∈ N, converge uniformly to η and Z
pathwise, i. e.
∥∥ηˆ(d) − η∥∥∞ →d→∞ 0 and ∥∥∥Zˆ(d) −Z∥∥∥∞ →d→∞ 0 with probability
one.
Proof. Denote by [t]d, d ∈ N, the left neighbor of t ∈ [0, 1] among Gd, and by 〈t〉d,
d ∈ N, the right neighbor of t ∈ [0, 1] among Gd. Choose a sequence s(d) ∈ [0, 1], d ∈
N, with s(d) →d∈N s ∈ [0, 1]. Then obviously [s(d)]d →d→∞ s and 〈s(d)〉d →d→∞ s.
Hence we obtain by Lemma 3.3, and the continuity of the process η
ηˆ
(d)
s(d)
≤ max
s∈[[s(d)]d,〈s(d)〉d]
ηˆ(d)s = max
(
η[s(d)]d , η〈s(d)〉d
)→d→∞ ηs,
as well as
ηˆ
(d)
s(d)
≥ min
s∈[[s(d)]d,〈s(d)〉d]
ηˆ(d)s = −
∥∥(η[s(d)]d , η〈s(d)〉d)∥∥D
[s(d)]d,〈s(d)〉d
→d→∞ ηs,
where ‖·‖D
[s(d)]d,〈s(d)〉d
denotes the D-norm pertaining to
(
η[s(d)]d , η〈s(d)〉d
)
. Hence
the first part of the assertion is proven.
Now we show that Zˆ(d) →d→∞ Z in (C[0, 1], ‖·‖∞). If Zs 6= 0, the continuity
of Z implies Z[s(d)]d 6= 0 6= Z〈s(d)〉d for sufficiently large values of d. Repeating the
above arguments, the assertion now follows by Lemma 3.4. If Zs = 0, the continuity
of Z implies
Zˆ
(d)
s(d)
≤ 2 max (Z[s(d)]d , Z〈s(d)〉d)→d→∞ 2Zs = 0,
which completes the proof. Check that
∥∥(〈s(d)〉d − t, t− [s(d)]d)∥∥D ≥ 1/2 since
every D-norm is monotone and standardized. 
The preceding theorem is the main reason why we consider the discretized version
ηˆ of an SMSP η a reasonable predictor of this process, where the prediction is done
in space, not in time. The predictions ηˆt of the points ηt, t ∈ [0, 1], only depend
on the multivariate observations (ηs0 , . . . , ηsd). More precisely, the only additional
thing we need to know to make these predictions is the set of the adjacent bivariate
marginal distributions of (ηs0 , . . . , ηsd), that is, the bivariate D-norms ‖·‖Di−1,i ,
i = 1, . . . , d. This might, however, be a restrictive condition in praxis and suggests
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the problem to fit models of bivariate D-norms to data, which is, however, beyond
the scope of the present paper and requires future investigation.
The following results, however, are obvious. Let ηˆt be a point of the discretized
version defined in (4) and define a defective discretized version via
η˜t := ‖(si − t, t− si−1)‖D˜i max
(
ηsi−1
si − t ,
ηsi
t− si−1
)
, t ∈ [si−1, si], i = 1, . . . , d,
where ‖·‖D˜i is an arbitrary norm on R2 which we call the defective norm. Then for
every t ∈ [si−1, si], i = 1, . . . , d,
|ηˆt − η˜t| =∣∣∣‖(si − t, t− si−1)‖Di−1,i − ‖(si − t, t− si−1)‖D˜i∣∣∣min(−ηsi−1si − t , −ηsit− si−1
)
.
In particular, we have η˜si = ηˆsi = ηsi , i = 0, . . . , d. This means that we obtain
an interpolating process even if we replace the D-norm ‖·‖Di−1,i by the defective
norm ‖·‖D˜i . Futhermore, the defective discretized version still defines an MSP with
sample paths in C¯−[0, 1]. Its univariate marginal distributions are given by
P (η˜t ≤ x) = exp
(‖(si − t, t− si−1)‖Di−1,i
‖(si − t, t− si−1)‖D˜i
x
)
, x ≤ 0, t ∈ [si−1, si], i = 1, . . . , d.
In addition to this, the assertions in Lemma 3.3 also hold for the defective dis-
cretized version in case we know that each defective norm ‖·‖D˜i is monotone and
standardized. Repeating the arguments in the proof of Theorem 3.5 now shows
that the uniform convergence towards the original process η is retained if we re-
place the norms ‖·‖Di−1,i by arbitrary monotone and standardized norms ‖·‖D˜i . In
that case, the only property of the discretized version that we have to drop is the
standardization of the univariate margins.
3.2. The Mean Squared Error of the Discretized Version. Considering ηˆt a
predictor of ηt we can ask for further properties such as the mean squared error,
which is our next aim. For that purpose, we formulate the following lemma. It
applies to bivariate standard max-stable rv in general.
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Lemma 3.6. Let (X,Y ) be a bivariate standard max-stable rv, i. e. there exists
some D-norm ‖·‖D such that P (X ≤ x, Y ≤ y) = exp (−‖(x, y)‖D), x, y ≤ 0. Then
E(XY ) =
∫ ∞
0
1
‖(1, t)‖2D
dt.
In particular, the covariance and the correlation coefficient % of X and Y are given
by
Cov(X,Y ) =
∫ ∞
0
1
‖(1, t)‖2D
dt− 1 = %(X,Y ).
Proof. Elementary calculations show
E(XY ) =
∫ 0
−∞
∫ 0
−∞
P (X ≤ x, Y ≤ y) dx dy
=
∫ 0
−∞
∫ 0
−∞
exp (−‖(x, y)‖D) dx dy
= −
∫ ∞
0
∫ 0
−∞
x exp (x ‖(1, u)‖D) dx du
=
∫ ∞
0
1
‖(1, u)‖2D
du.
The remaining assertions follow from the fact that E(X) = E(Y ) = −1 and
Var(X) = Var(Y ) = 1. 
Example 3.7. In accordance to the characterization of the independence and com-
plete dependence case in terms of D-norms, we obtain in case of ‖·‖D = ‖·‖1
Cov(X,Y ) =
∫ ∞
0
1
(u+ 1)2
du− 1 = 0
and in case of ‖·‖D = ‖·‖∞
Cov(X,Y ) =
∫ ∞
0
1
(max(u, 1))
2 du− 1 = 1.
In particular, we have Cov(X,Y ) = %(X,Y ) ∈ [0, 1] for every bivariate standard
max-stable rv (X,Y ) since the maximum norm is the least D-norm and the sum
norm is the largest D-norm. In addition to this, we obtain for a general logistic
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D-norm ‖·‖λ with parameter λ ∈ [1,∞) by substituting u 7→ u1/λ
Cov(X,Y ) =
∫ ∞
0
1
(uλ + 1)2/λ
du−1 = 1
λ
∫ ∞
0
u1/λ−1
(u+ 1)2/λ
du−1 = 1
λ
B
(
1
λ
,
1
λ
)
−1,
where B(x, y) =
∫ 1
0
ux−1(1 − u)y−1 du = ∫∞
0
ux−1
(1+u)x+y du denotes the Euler beta
function.
In order to calculate the mean squared error of the predictor ηˆt, we have to
determine the mixed moment E(ηtηˆt). For this purpose, we want to apply the
previous lemma which is why we need to ensure that the vector (ηt, ηˆt) is standard
max-stable itself. This is the content of the following Lemma.
Lemma 3.8. Let η = (ηt)t∈[0,1] be an SMSP and denote by ηˆ = (ηˆt)t∈[0,1] its
discretized version with grid {s0, . . . , sd}. Then the bivariate rv (ηt, ηˆt) is standard
max-stable for every t ∈ [0, 1] with D-norm of the two-dimensional marginal
‖(x, y)‖Dt :=
∥∥∥(x, g∗i−1(t)y, g∗i (t)y)∥∥∥
Dt,i−1,i
, t ∈ [si−1, si], i = 1, . . . , d,
where ‖·‖Dt,i−1,i is the D-norm pertaining to (ηt, ηsi−1 , ηsi).
Proof. We have for every t ∈ [si−1, si], x, y ≤ 0 and i = 1, . . . , d
P (ηt ≤ x, ηˆt ≤ y) = P
(
ηt ≤ x, ηsi−1 ≤ g∗i−1(t)y, ηsi ≤ g∗i (t)y
)
= exp
(
− E
(
max
(
|x|Zt, g∗i−1(t) |y|Zsi−1 , g∗i (t) |y|Zsi
)))
= exp
(
− E
(
max
(
|x|Zt, |y|max
(
g∗i−1(t)Zsi−1 , g
∗
i (t)Zsi
))))
.
The vector (
Zt,max
(
g∗i−1(t)Zsi−1 , g
∗
i (t)Zsi
))
defines a generator for every t ∈ [si−1, si], i = 1, . . . , d as for all such t
E
(
max
(
g∗i−1(t)Zsi−1 , g
∗
i (t)Zsi
))
=
∥∥(g∗i−1(t), g∗i (t))∥∥Di−1,i = 1.

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Let us recall the sequence of processes we have discussed in Theorem 3.5. Sup-
pose η is an SMSP and choose a sequence of grids Gd of the interval [0, 1] with
diameter κd →d→∞ 0. Denote by ηˆ(d), d ∈ N, the sequence of dicretized versions
of η with grid Gd. Denote further by ‖·‖D(d)t the D-norm pertaining to (ηt, ηˆ
(d)
t ),
t ∈ [0, 1], d ∈ N.
Theorem 3.9. Let η and ηˆ(d), d ∈ N, be as above. The mean squared error of ηˆ(d)t
is given by
MSE
(
ηˆ
(d)
t
)
:= E
((
ηt − ηˆ(d)t
)2)
= 2
2− ∫ ∞
0
1
‖(1, u)‖2
D
(d)
t
du
→d→∞ 0.
Proof. The second moment of a standard negative exponentially distributed random
variable is two and, therefore, we obtain by Lemma 3.6 and Lemma 3.8
MSE
(
η
(d)
t
)
= E
(
η2t
)− 2E (ηtηˆ(d)t )+ E ((ηˆ(d)t )2) = 4− 2 ∫ ∞
0
1
‖(1, u)‖2
D
(d)
t
du.
Next, we show ‖·‖
D
(d)
t
→d→∞ ‖·‖∞ for all t ∈ [0, 1]. Denote by Z and Zˆ(d), d ∈ N,
the generator processes of η and ηˆ(d), d ∈ N. Define
m := E
(
sup
t∈[0,1]
Zt
)
<∞ and Z˜ := supt∈[0,1] Zt
m
.
Then E(Z˜) = 1 and, thus, (Zt, Z˜) defines a generator for all t ∈ [0, 1]. Denote by
‖·‖D˜ the D-norm pertaining to this generator. Lemma 3.1 and Corollary 3.2 imply
Zˆ(d) ≤ Z for all d ∈ N. Therefore, we have for arbitrary x, y ∈ R, d ∈ N and
t ∈ [0, 1]
max
(
|x|Zt, |y| Zˆ(d)t
)
≤ max
(
|x|Zt, |my| Z˜t
)
,
where
E
(
max
(
|x|Zt, |my| Z˜t
))
= ‖(x,my)‖D˜ <∞.
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Hence, the dominated convergence theorem, together with the fact that Zˆ
(d)
t →d→∞
Zt for all t ∈ [0, 1] by Theorem 3.5, implies
‖(x, y)‖
D
(d)
t
= E
(
max
(
|x|Zt, |y| Zˆ(d)t
))
→d→∞ E (max (|x|Zt, |y|Zt))
= ‖(x, y)‖∞
for all x, y ∈ R.
In Example 3.7, we have already calculated
∫∞
0
‖(1, u)‖−2∞ du = 2. Since ‖·‖∞
is the least D-norm, we have for all d ∈ N and t ∈ [0, 1]
1
‖(1, u)‖2
D
(d)
t
≤ 1‖(1, u)‖2∞
,
and therefore by the dominated convergence theorem again∫ ∞
0
1
‖(1, u)‖2
D
(d)
t
du→d→∞
∫ ∞
0
1
‖(1, u)‖2∞
du = 2,
which completes the proof. 
4. Reconstruction of SGPP
The preceding technique of discretizing and reconstructing a given SMSP can
also be applied to the case of SGPP by simply replacing the standard max-stable
rv in the model (2) by a standard generalized Pareto distributed rv. Again, the
generalized max-linear model results in an SGPP. Once this statement is proven,
most of the results of the previous sections carry over in a very straightforward way.
Recall that a stochastic process V in C¯−[0, 1] is an SGPP, if there exists a D-
norm ‖·‖D on E[0, 1] and some c0 > 0, such that P (V ≤ f) = 1 − ‖f‖D for all
f ∈ E¯−[0, 1] with ‖f‖∞ ≤ c0.
4.1. Uniform Convergence of the Discretized Versions. Let (Y0, Y1, . . . , Yd)
follow a standard generalized Pareto distribution (GPD), i. e. there is a D-norm
‖·‖D0,...,d on Rd+1 generated by (Z0, . . . , Zd), and a vector y(0) = (y
(0)
0 , . . . , y
(0)
d ) <
0, such that P (Y0 ≤ y0, . . . , Yd ≤ yd) = 1− ‖y‖D0,...,d for all y = (y0, . . . , yd) with
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y(0) ≤ y ≤ 0. Note that this implies that each univariate marginal distribution
of (Y0, . . . , Yd) coincides in the upper tail with the uniform distribution on [−1, 0].
For a detailed examination of GPD rv, see e. g. Falk et al. (2010).
We apply the generalized max-linear model to the GPD rv and obtain a stochas-
tic process V = (Vt)t∈[0,1],
(7) Vt := max
i=0,...,d
Yi
gi(t)
,
where g0, . . . , gd ∈ C¯+[0, 1] are functions satisfying condition (1). Again, this pro-
cess defines an SGPP as the next lemma shows.
Lemma 4.1. The stochastic process V = (Vt)t∈[0,1] in (7) defines an SGPP with
generator process Zˆ = (Zˆt)t∈[0,1],
Zˆt = max
i=0,...,d
(gi(t)Zi) , t ∈ [0, 1].
Proof. We have already shown in Lemma 2.1 that Zˆ defines a generator process.
Put c0 := −maxj=0,...,d
(
y
(0)
j / ‖gj‖∞
)
. Then we have for all f ∈ E¯−[0, 1]
‖f‖∞ ≤ c0 ⇐⇒ inf
t∈[0,1]
f(t) ≥ max
j=0,...,d
(
y
(0)
j / ‖gj‖∞
)
and therefore for i = 0, . . . , d
inf
t∈[0,1]
(gi(t)f(t)) ≥ inf
t∈[0,1]
(
gi(t) max
j=0,...,d
(
y
(0)
j
‖gj‖∞
))
= max
j=0,...,d
(
inft∈[0,1] gi(t)
supt∈[0,1] gj(t)
· y(0)j
)
≥ inft∈[0,1] gi(t)
supt∈[0,1] gi(t)
· y(0)i
≥ y(0)i .
Hence, we have for all f close enough to zero
P (V ≤ f) = P (Yi ≤ gi(t)f(t), i = 0, . . . , d, t ∈ [0, 1])
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= P
(
Yi ≤ inf
t∈[0,1]
(gi(t)f(t)) , i = 0, . . . , d
)
= 1− E
(
sup
t∈[0,1]
(|f(t)|Z ′t)
)
,
by the exact same arguments as in the proof of Lemma 2.1. 
Just like in the SMSP case, we can use this model to discretize and reconstruct a
given SGPP. Let V = (Vt)t∈[0,1] be an SGPP with generator process Z = (Zt)t∈[0,1]
and D-norm ‖·‖D. Choose a grid 0 =: s0 < s1 < · · · < sd−1 < sd := 1 of points
within [0, 1]. Then (Vs0 , . . . , Vsd) is a standard GPD rv in Rd+1 with pertaining
D-norm ‖·‖D0,...,d generated by (Zs0 , . . . , Zsd).
Now choose deterministic functions g0, . . . , gd ∈ C¯+[0, 1] with the property (1)
and put for t ∈ [0, 1]
(8) Vˆt := max
i=0,...,d
Vsi
gi(t)
.
As we have shown in Lemma 4.1, the stochastic process Vˆ = (Vˆt)t∈[0,1] in (8)
defines an SGPP with generator process Zˆ = (Zˆt)t∈[0,1],
Zˆt = max
i=0,...,d
(gi(t)Zsi) , t ∈ [0, 1].
By choosing the exact same functions g∗0 , . . . , g
∗
d as in the special case of the gener-
alized max-linear model in Section 3, we obtain the process
Vˆt = max
(
Vsi−1
g∗i−1(t)
,
Vsi
g∗i (t)
)(8’)
= ‖(si − t, t− si−1)‖Di−1,i max
(
Vsi−1
si − t ,
Vsi
t− si−1
)
, t ∈ [si−1, si], i = 1, . . . , d.
In order to show that this process defines an SGPP as well, we only have to verify
that the functions g∗0 , . . . , g
∗
d realize in C¯
+[0, 1] and satisfy condition (1), which we
have already done in Section 3. Thus, the following result is proven.
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Corollary 4.2. Let V = (ηt)t∈[0,1] be an SGPP with generator Z = (Zt)t∈[0,1], and
0 := s0 < s1 <, . . . , < sd−1 < sd := 1 be a grid in the interval [0, 1]. The process
Vˆ = (Vˆt)t∈[0,1] defined in (8’) is an SGPP with generator process Zˆ = (Zˆt)t∈[0,1],
where
Zˆt = max
(
g∗i−1(t)Zsi−1 , g
∗
i (t)Zsi
)
, t ∈ [si−1, si], i = 1, . . . , d.
The processes Vˆ and Zˆ interpolate the rv (Vs0 , . . . , Vsd) and (Zs0 , . . . , Zsd), respec-
tively.
In complete accordance to the SMSP case we call Vˆ the discretized version of
V with grid {s0, . . . , sd}.
Remark 4.3. Let the original SGPP V satisfy P (V ≤ f) = 1 − ‖f‖D for all
f ∈ E¯−[0, 1] with ‖f‖∞ ≤ c0, with some D-norm ‖·‖D and some c0 > 0. It is clear
that this implies
P (Vs0 ≤ y0, . . . , Vsd ≤ yd) = 1− ‖(y0, . . . , yd)‖D0,...,d
for all y := (y0, . . . , yd) with −c0 ≤ yi ≤ 0, i = 0, . . . , d. Now denote by ‖·‖Dˆ the
D-norm pertaining to the discretized version Vˆ of V with grid {s0, . . . , sd}. Just
like in the proof of Lemma 4.1 we obtain P (Vˆ ≤ f) = 1−‖f‖Dˆ for all f ∈ E¯−[0, 1]
with ‖f‖∞ ≤ cˆ0, where
cˆ0 = − max
i=0,...,d
( −c0
‖g∗i ‖∞
)
= c0,
since ‖g∗i ‖∞ = 1 holds for all i = 0, . . . , d according to Lemma 3.1. Thus, the upper
tail where we know the distribution of the discretized version Vˆ coincides with that
of the initial SGPP V .
It is obvious that the pathwise structure of the discretized version of an SMSP
we have established in Lemma 3.3 now carries over to the SGPP case since the
assertion in this lemma follows solely from the structure of g∗0 , . . . , g
∗
d and the fact
that the initial process is nonpositive with probability one.
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Lemma 4.4. The SGPP defined in (8’) fulfills for i = 1, . . . , d
sup
t∈[si−1,si]
Vˆt = max
(
Vsi−1 , Vsi
)
,
and
inf
t∈[si−1,si]
Vˆt = −
∥∥(Vsi−1 , Vsi)∥∥Dsi−1,si .
This minimum is attained for t = (si−1Vsi−1 + siVsi)/Vsi−1 + Vsi).
Now consider a sequence of discretized versions Vˆ (d) of an SGPP V with grid
Gd, where the diameter of Gd converges to zero. Repeating the arguments in the
proof of Theorem 4.5 yields the following result.
Theorem 4.5. The sequence of processes Vˆ (d), d ∈ N, converges uniformly to V
pathwise, i. e.
∥∥∥Vˆ (d) − V ∥∥∥
∞
→d→∞ 0 with probability one.
4.2. The Mean Squared Error of the Discretized Version. The aim of this
section is the calculation of the mean squared error of the predictor Vˆt of Vt. We
obtain again some kind of pointwise convergence in mean square of a sequence of
discretized versions with decreasing diameter to the initial SGPP. Nevertheless,
there is a difference to the considerations in the previous section. In contrast to the
case of max-stable distributions, we typically only know the distribution of a GPD
rv in the upper tail. Note that the function W (x) := 1− ‖x‖D, x ≤ 0, ‖x‖D ≤ 1,
does not define a multivariate df in general, see cf. Falk et al. (2010). This fact
forces us to consider conditional expectations in this section.
In the bivariate case, however, W defines a df, and we can assume that a GPD has
this representation on the whole domain. The next Lemma is on some conditional
moments of bivariate standard GPD rv in general. It can be shown by elementary
computations similar to those in the proof of Lemma 3.6.
Lemma 4.6. Let (U, V ) be a standard GPD rv, i. e. there exists some D-norm
‖·‖D such that P (U ≤ u, V ≤ v) = 1−‖(u, v)‖D, u, v ≤ 0, ‖(u, v)‖D ≤ 1. Then we
have for all such u, v
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(i)
P (U > u, V > v) = ‖(u, v)‖1 − ‖(u, v)‖D ,
and, in case of ‖·‖D 6= ‖·‖1,
(ii)
E(U2|U > u, V > v)
= −
2
3u
3 + u2 (u+ ‖(u, v)‖D) + v3
∫ u/v
0
∫ u/v
0
‖(max(s, t), 1)‖D ds dt
‖(u, v)‖1 − ‖(u, v)‖D
,
(iii)
E(UV |U > u, V > v) =−
∫ 0
v
∫ 0
u
‖(s, t)‖D ds dt+ v3
∫ u/v
0
‖(r, 1)‖D dr
‖(u, v)‖1 − ‖(u, v)‖D
− u
3
∫ v/u
0
‖(1, r)‖D dr + uv ‖(u, v)‖D
‖(u, v)‖1 − ‖(u, v)‖D
.
Note that the case ‖·‖D = ‖·‖1 has to be treated with caution. It represents
the case of uniform distribution on the line {(x, y) : x, y ≤ 0, x + y = −1}, which
means that no observations fall in any rectangle [u, 0]× [v, 0], u+ v ≥ −1, cf. Falk
et al. (2010).
Example 4.7. In case of total dependence of U and V (i. e. ‖·‖D = ‖·‖∞) and
u = v =: c, the formulas in Lemma 4.6 (ii) and (ii) become
E(U2|U > u, V > v) = −
2
3c
3 + c2(c− c) + c3
−c =
5
3
c2
and
E(UV |U > c, V > c) = −−
∫ 0
c
∫ 0
c
min(s, t) ds dt+ c3 + c3 − c3
−c =
5
3
c2.
We now return to the discretized Version Vˆ of an SGPP V . Again, we have
to show that for every t ∈ [0, 1] the rv (Vt, Vˆt) follows a standard GPD. The exact
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same arguments as in Lemma 3.8 provide the bivariate df of this rv, at least in the
upper tail.
Lemma 4.8. Let V = (Vt)t∈[0,1] be an SGPP with generator Z = (Zt)t∈[0,1].
Denote by Vˆ = (Vˆt)t∈[0,1] its discretized version with grid {s0, . . . , sd} and generator
Zˆ = (Zˆt)t∈[0,1]. Then (Vt, Vˆt) defines a bivariate standard GPD rv for every t ∈
[0, 1]. Its df is given by
P (Vt ≤ x, Vˆt ≤ y) = 1− ‖(x, y)‖Dt
= 1−
∥∥∥(x, g∗i−1(t)y, g∗i (t)y)∥∥∥
Dt,i−1,i
, t ∈ [si−1, si], i = 1, . . . , d,
for x, y close enough to zero, where ‖·‖Dt is the D-norm gernerated by (Zt, Zˆt) and
‖·‖Dt,i−1,i is the D-norm generated by (Zt, Zsi−1 , Zsi).
We close this section with the calculation of the mean squared error of Vˆt, under
the condition that Vt and Vˆt attain values that are close enough to zero, such that
we have a representation of the df of (Vt, Vˆt) available in this area. Again, this
means squared error converges to zero.
Suppose V is an SGPP with generator Z and choose a sequence of grids Gd of
the interval [0, 1] with fineness converging to zero as d increases. Denote by Vˆ (d),
d ∈ N, the sequence of dicretized versions of V with grid Gd, and by Zˆ(d), d ∈ N,
their generators. Denote further by ‖·‖
D
(d)
t
the D-norm generated by (Zt, Zˆ
(d)
t ),
t ∈ [0, 1], d ∈ N.
Theorem 4.9. Let V and Vˆ (d), d ∈ N, be as above. Suppose ‖·‖
D
(d)
t
6= ‖·‖1,
d ∈ N. Then we have for c close enough to zero
E
((
Vt − Vˆ (d)t
)2 ∣∣∣Vt > c, Vˆ (d)t > c)→d→∞ 0.
Proof. According to Lemma 4.8, the rv
(
Vt, Vˆ
(d)
t
)
, d ∈ N, is a standard GPD rv
with pertaining D-norm ‖·‖
D
(d)
t
. We have already shown in the proof of Theorem
3.9 that ‖·‖
D
(d)
t
→d→∞ ‖·‖∞ pointwise. Substituting ‖·‖D by ‖·‖1 in the numerators
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of Lemma 4.6 (ii) and (iii) leads to finite integrals exclusively, which is why we can
apply the dominated convergence theorem in each of these integrals. Therefore, we
obtain by the calculations in Example 4.7 for all t ∈ [0, 1]
E
((
Vt − Vˆ (d)t
)2 ∣∣∣Vt > c, Vˆ (d)t > c)
= E
(
V 2t
∣∣Vt > c, Vˆ (d)t > c)− 2E (VtVˆ (d)t ∣∣Vt > c, Vˆ (d)t > c)
+ E
((
Vˆ
(d)
t
)2 ∣∣∣Vt > c, Vˆ (d)t > c)
→d→∞ 10
3
c2 − 10
3
c2 = 0.

5. Generalized Max-Linear Models in Arbitrary Dimension
The preceding considerations can partially be extended from the function space
C[0, 1] to arbitrary dimension C([0, 1]m), m ∈ N. Only an outline is presented
here, details will be given in a separate paper. In dimension m ≥ 2 we lose the
natural ordering of the index space and, thus, the results will not be as precise as
in dimension m = 1 in general.
Let K : [0,∞) → [0, 1] be a continous and monotonically decreasing function
(kernel) with the two properties
(9) K(0) = 1, lim
t→∞
K(xt)
K(yt)
= 0, 0 ≤ y < x.
The exponential kernel Ke(t) = exp(−t), t ≥ 0, is a typical example. The conven-
tion 00 := 0 in (9) further allows us to consider kernels with bounded support such
as the triangular kernel K∆(t) = 1− t, t ∈ [0, 1], K∆(t) = 0, else.
Put for the bandwidth h > 0
Kh(t) := K
(‖t‖
h
)
, t ∈ Rm,
where ‖·‖ is an arbitrary norm on Rm.
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Let now s1, . . . , sd be a grid of different points in [0, 1]
m and put for i = 1, . . . , d
and h > 0
g∗i,h(t) :=

0 , if Kh(t− sj) = 0, 1 ≤ j ≤ d,
Kh(t−si)
‖(Kh(t−s1),...,Kh(t−sd))‖D elsewhere,
where ‖·‖D is an arbitrary D-norm on Rd.
Define for i = 1, . . . , d
N(si) := {t ∈ [0, 1]m : ‖t− si‖ ≤ ‖t− sj‖ , j 6= i} ,
which is the set of those points t ∈ [0, 1]m that are closest to the grid point si.
Lemma 5.1. We have for arbitrary t ∈ [0, 1]m and 1 ≤ i ≤ d
g∗i,h(t)→h↓0

1 , if t = si
0 , if t 6∈ N(si)
as well as g∗i,h(t) ≤ 1.
Proof. The convergence g∗i,h(si) →h↓0 1 follows from the fact that K(0) = 1 and
that the D-norm of a unit vector is 1. The fact that an arbitrary D-norm is bounded
below by the sup-norm together with the monotonicity of K implies for t ∈ [0, 1]m
g∗i,h(t) ≤
Kh(t− si)
max1≤j≤dKh(t− sj) =
K
(
‖t−si‖
h
)
K
(
min1≤j≤d‖t−sj‖
h
) ≤ 1.
Note that K (‖t− si‖ /h) /K (min1≤j≤d ‖t− sj‖ /h) →h↓0 0 if t 6∈ N(si) by the
required growth condition on the kernel K in (9). 
We, obviously, have ∥∥(g∗1,h(t), . . . , g∗d,h(t))∥∥D = 1
for all t ∈ [0, 1]m such that (g∗1,h(t), . . . , g∗d,h(t)) 6= 0. This vector cannot vanish,
for example, if K is the exponential kernel.
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Suppose now that η = (ηt)t∈[0,1]m is a standard max-stable process on [0, 1]
m,
which we observe only through the grid of indices s1, . . . , sd. Put
η˜t,h := max
i=1,...,d
ηsi
g∗i,h(t)
, t ∈ [0, 1]m,
where the functions g∗i,h are defined as above via the D-norm corresponding to the
rv (ηs1 , . . . , ηsd).
If (g∗1,h(t), . . . , g
∗
d,h(t)) 6= 0 for all t ∈ [0, 1]m, then η˜ = (η˜t,h)t∈[0,1]m is a standard
max-stable process in C ([0, 1]m) since the continuity of K implies the continuity of
the paths of η˜ and each finite dimensional marginal distribution of η˜ is standard
max-stable. Furthermore, in that case,
η˜sj ,h →h↓0 ηsj , 1 ≤ j ≤ d.
Further details of this approximation will be developed in a forthcoming paper.
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