The relative excess odds or risk due to interaction (ie, RERI OR and RERI) play an important role in epidemiologic data analysis and interpretation. Previous authors have advocated frequentist approaches based on nonparametric bootstrap, the method of variance estimates recovery, and profile likelihood for estimating confidence intervals. As an alternative, we propose a Bayesian approach that accounts for parameter constraints and estimates the RERI OR in a case-control study from a linear additive odds-ratio model, or the RERI in a cohort study from a linear additive risk-ratio model. We show that Bayesian credible intervals can often be obtained more easily than frequentist confidence intervals. Furthermore, the Bayesian approach can be easily extended to adjust for confounders. Because posterior computation with inequality constraints can be accomplished easily using free software, the proposed Bayesian approaches may be useful in practice. (Epidemiology 2011;22: 242-248) T he relative excess risk due to interaction (RERI), also referred to as the interaction contrast ratio, is defined as a departure from additivity of effects on a relative-risk scale.
T he relative excess risk due to interaction (RERI), also referred to as the interaction contrast ratio, is defined as a departure from additivity of effects on a relative-risk scale. [1] [2] [3] This measure is sometimes used in epidemiologic studies of the joint effects of 2 binary exposures on disease risk. Frequentist approaches for the estimation of additive interaction and associated confidence limits have recently been proffered by Zou, 4 Richardson and Kaufman, 5 Nie et al, 6 and others 7, 8 ; as an alternative, we describe a Bayesian approach to the estimation of the RERI. To the best of our knowledge, Bayesian methods have not previously been applied to the estimation of RERIs.
METHODS

Background and Definitions of the Relative Excess Risk due to Interaction
After the notation of Hosmer and Lemeshow, 1 we let A and B denote the presence of 2 binary risk factors, and A and B denote their absence. Let the quantity RR and OR denote the risk ratio and odds ratio, respectively. RERI (the relative excess risk due to interaction 1 ) is defined as:
RERI ϭ RR(AB) -RR(A B) -RR(AB ) ϩ 1.
Lack of interaction is expressed as RERI ϭ 0. As noted by Richardson and Kaufman, 5 this can be equivalently written in terms of excess relative risk (ERR) as follows:
RERI ϭ ERR(AB) -ERR(A B) -ERR(AB ),
where ERR ϭ RR Ϫ 1. Specifically, in a case-control study, the linear additive odds-ratio model proposed by Richardson and Kaufman 5 has the form of
Odds ϭ e ␤0 ͑1 ϩ ␤ 1 A ϩ ␤ 2 B ϩ ␤ 3 AB͒, (2) in which the coefficient ␤ 3 measures the departure from additivity of exposure effect on an odds ratio scale; that is RERI OR ϭ ␤ 3 ϭ OR(AB) Ϫ OR(A B) Ϫ OR(AB ) ϩ 1.
In the absence of covariates, Eq. (3) is equivalent to the maximum likelihood estimator of RERI OR ϭ e 1 ϩ 2 ϩ 3 Ϫ e 1 Ϫ e 2 ϩ 1 proposed by Hosmer and Lemeshow, 1 based on a logistic regression of log(Odds) ϭ 0 ϩ 1 A ϩ 2 B ϩ 3 AB , because both models are saturated. The parameterization of a linear additive odds-ratio model allows us to construct the confidence intervals of ␤ i (i ϭ 0, 1, 2, 3) by profile likelihood as presented by Richardson and Kaufman. 5 Profile likelihood often performs better than Wald-type confidence intervals, and Wald-type intervals have been shown to perform poorly when fitting nonmultiplicative models. 9 To have valid odds estimates (ie, 0 Յ odds Ͻ ϱ), the coefficients ␤ 1 , ␤ 2 , and ␤ 3 in a linear additive odds-ratio model must simultaneously satisfy the following 3 inequality
Similarly, in a cohort study, one can propose a linear additive risk-ratio model with the form of
Further, the coefficient ␣ 3 measures the departure of exposure effect from additivity on a risk-ratio scale; that is, the relative excess risk due to interaction (RERI). Similarly, this parameterization of a linear additive risk-ratio model allows us to construct the confidence intervals of ␣ i (i ϭ 0, 1, 2, 3) by profile likelihood. To have valid risk estimates (ie, 0 Յ risk Յ 1), the coefficients ␣ 0 , ␣ 1 , ␣ 2 , and ␣ 3 in a linear additive relative-risk model must simultaneously satisfy the following 4 inequality constraints:
In cohort studies where the RR is readily estimable, one should not use the RERI OR as an estimator for RERI. 4 Otherwise, the well-known problem of the ORs exaggerating the RR may have a severe impact on the estimation. 10 Some of the inequality restrictions can be enforced by reparameterization, such as, the restriction of 1 ϩ ␤ 1 Ͼ 0 in equation (2) can be simply imposed by using the reparameterization of ␤ 1 ϭ Ϫ1 ϩ exp ( 1 ). However, not all of the inequality restrictions in equations (2) and (4) can be enforced by reparameterization. Specifically, it is difficult to use reparameterization to impose 1 ϩ ␤ 1 ϩ ␤ 2 ϩ ␤ 3 Ͼ 0 in equation (2) and exp(Ϫ␣ 0 ) Ն 1 ϩ ␣ 1 ϩ ␣ 2 ϩ ␣ 3 Ն 0 in equation (4) . In general, it is computationally challenging to incorporate the inequality constraints among parameters in equations (2) and (4) for estimation and construction of confidence intervals using maximum likelihood. [11] [12] [13] For example, neither the method of variance estimates recovery approach of Zou 4 nor the profile-likelihood approach of Richardson and Kaufman 5 implemented the inequality constrains. One can easily see the impact of not implementing inequality constraints in the estimation of RERI OR or RERI for studies with zero cells, where the maximum likelihood (ML) method often fails because the ML solution for some parameters is on the boundary of the parameter space. Consequently, the standard errors and confidence intervals cannot be calculated for those parameters. Furthermore, although the parameter restrictions for point estimates will be automatically satisfied using a frequentist approach in the absence of covariates (because the models are saturated), the 95% upper confidence limit (CL) of predicted probability of outcome may be greater than the natural boundary of one, which violates the parameter restrictions.
Bayesian Estimation of the Relative Excess Risk due to Interaction
It is reasonably straightforward to allow for inequality constraints on the parameters using Bayesian approaches. As a result of recent developments in computational algorithms, 14, 15 Bayesian approaches are rapidly expanding in epidemiology and other applied fields. 16 -19 We propose a Bayesian approach using Markov chain Monte Carlo methods, with a focus on implementing the constraints of parameters, for estimation of the relative excess risk due to interaction (see Appendix A). The posterior computation can be accomplished easily using an adaptive rejection Metropolis sampling within Gibbs sampling algorithm 20 -22 in a free software WinBUGS (D. J. Spiegelhalter et al, unpublished data, 2002) and the R interface to BUGS (BRugs) (http://www.r-project.org/). The WinBUGS code to fit these models is provided in Appendix B. Specifically, we used the "step trick" in WinBUGS to implement arbitrary constraints on functions of parameters, which performs reasonably well based on simulation studies in a recent publication implementing parameter constraints for Bayesian log-binomial regression. 23 Specifically, burn-in consists of 500,000 iterations; 1,000,000 subsequent iterations are used for posterior summaries. To monitor convergence, we ran multiple chains from different initial positions and visually examined trace plots. Convergence of Markov chains was further assessed using the standard convergence statistic. 24, 25 We select proper but diffuse prior probability distributions for the parameters because improper prior distributions may lead to inaccurate posterior estimates. 26, 27 Similar priors have been used in other settings. 19, 28 Alternatively, one can use uninformative priors, such as uniform priors with proper bounds. Specifically, the priors for the parameters are assumed to be as follows: (1) 2 ), which corresponds to a 95% interval of (Ϫ9.80 to 9.80) for the RERI OR ; (2) for the linear additive risk model, ␣ 0 ϳ N(0,5
2 ) ϫ I(␣ 0 Յ 0), which corresponds to a 95% interval of (1.36 ϫ 10 Ϫ5 to 0.85) for the baseline risk; and ␣ i ϳ N(0,5 2 )I(␣ i Ն -1) (i ϭ 1, 2) which corresponds to a 95% interval of (Ϫ0.82 to 10.92) for the excess relative risk; and ␣ 3 ϳ N(0,5
2 ), which corresponds to a 95% interval of (Ϫ9.80 to 9.80) for the RERI. Following the burn-in period, the Markov chain Monte Carlo samples are random draws from the posterior distributions of interest. Note that when the frequentist confidence intervals are very wide (as in Example 1), it is beneficial to increase the prior variance of RERI to be large (eg, 20
2 ) to avoid obtaining narrow credible intervals simply due to an informative prior.
EXAMPLES
To illustrate the performance of the proposed Bayesian approaches, we reanalyze 3 previously published examples. The first example is a case-control study of 458 male veterans under the age of 60 years, concerning the interaction of smoking and alcohol use on oral cancer. 29 The data are summarized as follows: n 111 ϭ 225, n 110 ϭ 166, n 101 ϭ 6, n 100 ϭ 12, n 011 ϭ 8, n 010 ϭ 18, n 001 ϭ 3, and n 000 ϭ 20. reported a 95% CI of (Ϫ3.29 to 17.21), and also noted that the nonparametric bootstrap approach proposed by Assmann et al 31 does not perform well when applied to this data set because of sparse cells in some bootstrapped simulations.
Using the proposed Bayesian approach for a linear additive odds-ratio model, Table 1 summarizes the posterior means, standard errors, medians, and 95% equal-tail credible intervals for the parameters. The posterior median is estimated to be 3.00 with a 95% highest probability density credible interval of (Ϫ2.27 to 8.90). Because the 95% confidence interval of ␤ 3 from frequentist approaches is wide, we conducted a sensitivity analysis of the prior distribution of ␤ 3 by setting ␤ 3 ϳ N(0,10 2 ), which corresponds to a 95% interval of (Ϫ19.60 to 19.60) for the RERI OR . The posterior median is estimated to be 4.05 with a 95% highest probability density credible interval of (Ϫ2.54 to 12.65). If we further increase the variance of the prior distribution of ␤ 3 to 20 2 (which corresponds to a 95% interval of (Ϫ39.20 to 39.20) for the RERI OR ), the posterior median is estimated to be 4.75 with a 95% highest probability density credible interval of (Ϫ2.63 to 15.60). As expected, the posterior credible intervals become slightly wider when the prior distribution is less informative. The second example is a case-control study concerning the interaction of sports participation and smoking on herniated lumbar disc, 32 with the following data: n 111 ϭ 36, n 110 ϭ 28, n 101 ϭ 31, n 100 ϭ 20, n 011 ϭ 138, n 010 ϭ 113, n 001 ϭ 82, and n 000 ϭ 126, which has also been previously analyzed. 5, 30, 31 Specifically, the approach by Hosmer and Lemeshow 1 gives RERI OR ϭ Ϫ2.18 with an asymptotic 95% CI of (Ϫ3.12 to 0.55). Using the variance-estimates-recovery approach, 4 the 95% CI is (Ϫ3.66 to 0.42). Based on the profile-likelihood approach, 5 the 95% CI is (Ϫ3.62 to 0.43). Table 2 summarizes the posterior means, standard errors, medians, and 95% equaltail credible intervals for the parameters using the proposed Bayesian approach for a linear additive odds-ratio model. The posterior median is estimated to be Ϫ1.41 with a 95% highest probability density credible interval of (Ϫ3.67 to 0.56).
Similarly, Figure 2A The third example is a cohort study that assesses the interaction of age (coded as 1 if age Ն40 years and 0 if age Ͻ40 years) and body mass index (BMI) (coded as 1 if BMI Ն25 kg/m 2 and 0 if BMI Ͻ25 kg/m 2 ) on diastolic blood pressure (coded as 1 for hypertension if diastolic blood pressure Ն90 mm Hg and 0 if diastolic blood pressure Ͻ90 mm Hg). 33 The data are as follows: n 111 ϭ 278, n 110 ϭ 743, n 101 ϭ 100, n 100 ϭ 581, n 011 ϭ 153, n 010 ϭ 1232, n 001 ϭ 79, and n 000 ϭ 1731, which has been previously analyzed by Zou. 4 The approach by Hosmer and Lemeshow 1 gives RERI ϭ 1.34 with an asymptotic 95% CI of (0.39 to 2.30). Using the variance-estimates-recovery approach, 4 the 95% CI is (0.31 to 2.37). Based on a profile-likelihood approach similar to Richardson and Kaufman 5 but using a linear relative-risk model as in equation (4), the 95% CI is (0.37 to 2.33). Table 3 summarizes the posterior means, standard errors, medians, and 95% equal-tail credible intervals for the parameters using the proposed Bayesian approach for a linear additive risk-ratio model. The posterior median is estimated to be 1.34 with a 95% highest probability density credible interval of (0.34 to 2.34).
As with Figures 1 and 2 , Figure 3A 
DISCUSSION
In the analysis of joint exposure effects, additive interactions such as RERI OR and RERI play an important role. We have proposed a novel Bayesian approach for the estimation of the RERI OR from a linear additive odds-ratio model, and the RERI from a linear additive relative-risk model. The confidence intervals of RERI OR and RERI based on frequentist approaches using nonparametric bootstrap, 31 variance estimates recovery, 4 or profile likelihood 5 as advocated by previous authors do not enforce the inequality constraints on the parameters. These constraints are intrinsic in the linear additive odds-ratio model and the linear relative-risk model. 
It has been argued by some epidemiologists that the assessment of interaction should be based on departures from additive models. 34 -36 The use of RERI as surrogate measures of interaction is problematic because RERI is not unique when confounding variables are included, whereas the fundamental interaction parameter for which RERI is a surrogate is unique. 37 To allow the measure of RERI not to depend on the values of confounding variables Z, one can extend the linear additive odds ratio model in equation (2) in a case-control study by
Similarly, one can extend the linear additive risk ratio model in equation (4) in a cohort study by
The coefficient ␤ 3 in equation (5) measures the departure from additivity of the exposure effects on an odds-ratio scale (ie, RERI OR ). Likewise, the coefficient ␣ 3 in equation (6) measures the departure from additivity of the exposure effects on a risk-ratio scale (ie, RERI). Neither depends on the values of confounding variables Z. However, the estimation of models (5) and (6) using a traditional frequentist approach will be computationally challenging because of the higher dimension of parameter constraints. The computational issues can be circumvented by extending the proposed Bayesian approach with appropriate constraints. We 23 have discussed similar issues in more detail for the estimation of relative risk using a logbinomial model with continuous covariates. Furthermore, many different biologic causal pathways or mechanisms can lead to similar results of a statistical model, and the concepts of biologic interaction (including synergism) do not in general correspond to the concept of statistical interaction. [37] [38] [39] [40] In particular, RERI Ͼ0 implies synergism under monotonicity assumptions about the effects of exposures, while RERI Ͼ1 implies synergism without monotonicity assumptions. 39 The purpose here is not to debate how interaction should be conceptualized, nor whether RERI should be used in epidemiology. Rather, we confine our investigation to the utility of a Bayesian approach for the estimation of RERI and its uncertainty with proper inequality constraints on the parameters, as an alternative approach to commonly used frequentist approaches.
The Bayesian approach presented here allows for the inequality constraints on the parameters, which in turn may provide a better interval-particularly if the sample size is small or if there are zero cell counts, in which case the frequentist approaches have to depend on some ad hoc continuity correction. As an illustrative hypothetical example, consider a data set from a cohort study with n 111 ϭ 50, n 110 ϭ 50, n 101 ϭ 20, n 100 ϭ 80, n 011 ϭ 0, n 010 ϭ 100, n 001 ϭ 10, and n 000 ϭ 90. Without a continuity correction for n 011 or n 010 , the closed-form maximum likelihood estimates from a linear additive risk-ratio model as in equation (4) are ␣ 0 ϭ -2.30, ␣ 1 ϭ 1.00, ␣ 2 ϭ -1.00, and ␣ 3 ϭ 4.00. However, SAS NLMIXED (version 9.2) and other standard software will be unable to find the estimates because it uses some form of Newton's iterative method to find where the likelihood function has a maximum. If the maximum likelihood solution is on the boundary of the parameter space, the derivative will not be equal to 0, and Newton's iterative method will not work. 41 Furthermore, because ␣ 2 is on the boundary of its parameter space, standard errors and confidence intervals cannot be calculated for both ␣ 2 and ␣ 3 . By adding 0.5 to both n 011 and n 010 , the maximum likelihood estimate of ␣ 3 becomes 3.95, with a profile likelihood 95% CI of (2.38 to 7.31). However, in other applied fields continuity correction has been reported to produce bias. For example, in the meta-analyses of sparse data, several authors have discussed the need to avoid various continuity corrections, and the bias associated with a 0.5 zero-cell continuity correction. 42, 43 When a continuity correction is applied to all cells, one can view the continuity correction as a nullcentered, weakly-informative data-augmentation prior. 17 However, it is beyond the scope of this article to discuss the general performance of continuity corrections. Furthermore, in the absence of covariates, continuity correction seems to perform well for the estimation of confidence intervals of RERI when a resampling-based method is used, and the data contain no zero cells. 6 Without any continuity correction, the Bayesian posterior median for RERI is estimated to be 4.45 with a highest probability density 95% credible interval (2.30 to 7.53).
The frequentist and Bayesian methods use different frameworks and software, and can be considered complementary. In well-identified generalized linear models, inferences obtained by Bayesian and frequentist methods agree when weak prior distributions are specified. However, the Bayesian framework is particularly attractive when suitable proper prior distributions can be constructed to incorporate known constraints and subject-matter knowledge into model parameters. 44 Furthermore, the Bayesian framework provides better small-sample inferences and direct construction of 100(1 Ϫ ␣)% equal-tail and highest probability density credible intervals of general functions of the estimated parameters from posterior samples, without having to rely on asymptotic approximations. 45 Once a posterior distribution is obtained by Bayesian methods, one can provide information such as the probability that the RERI is larger than some predetermined value of interest (eg, zero) or that the RERI lies between 2 values. Such probability statements are scientifically desirable from a Bayesian perspective.
In summary, we have proposed a novel Bayesian approach for the estimation of the RERI OR based on a linear additive odds-ratio model, and the RERI based on a linear relative-risk ratio model, incorporating inequality constraints on the parameters. As a result of major developments computational algorithms, posterior computation can be accomplished easily using an adaptive rejection Metropolis sampling within Gibbs sampling algorithm, and thus may be useful in practice.
