



Do qui alcuni esempi, così da pervenire in modo naturale alla definizione di
BN-coppia attraverso un esame delle proprietà rintracciabi1i in tali esempi. Omet
terò gran parte delle dimostrazioni, salvo alcune, che sceglierò tra le più sem-
•
p1ici, come esemplificazioni del tipo di ragionamenti che qui si impiegano. Per
il resto, le dimostrazioni omesse si rifanno ad argomenti affatto generali, per
i quali rimando al cap. IV di [4J e a [26J. Terminologia e definizioni verranno
assestate via via, nel corso degli esempi. Ma resta inteso che devono pensarsi
stabilite in generale, e non solo per gli esempi che ne hanno offerto il prete-
sto.
Esempio 1). - Sia V uno spazio vettoria1e n+1 dimensionale su un campo K, e sia
G = GL l(K) il gruppo delle trasformazioni lineari (invertibi1i) di V in sé. Sia
n+
poi V la geometria proiettiva di V.
00
E' noto che possono associarsi a V o a V altri gruppi notevoli: il gruppo
00
speciale lineare SL l(K) (costituito dalle matrici a determinante 1) e i gruppi
n+





e SL l(K) quozientando rispetto ai loro
n+
più al gruppo GL l(K). Ma resta inteso
n+
centri. Nel seguito mi rife-
che l'essenziale di quanto
dirò può estendersi facilmente a ciascuno degli altri tre gruppi ora elencati.
Premetto un po' di terminologia. Dovremmo denominare i sottospazi propri e non
vuoti di V col termine v~età o elementi
00
(di V ). Ma, almeno ano' inizio, pre
00
ferisco mantenere la parola ~otto~pazio (intesa qui come sinonimo di varietà o
elemento); ciò per non rendere l'esposizione troppo ermetica a causa di terminolo-
gie insolite. Per punti intendo in questo esempio i punti della geometria proiet-
tiva V. Resta definita tra i sottospazi (o varietà, o elementi, che dir si vo-
00
glia) una relazione di ~J1cidenza, stabilendo di dire incidenti due sottospazi qua~
do uno dei due contenga l'altro. Una bandi~ sarà un insieme di sottospazi a due
a due incidenti, e una Qam~ sarà una bandiera massimale. Ovvio che una camera
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m è l a !unghez-
(C ,Cl' ...C )o m
a C. per i = 1,2, ...m. Il numero
1
adiacentee C. l1-C=C,C'=Co m
camere C e C', una ga.e..e.~ da C a C' è una sequenza
contiene esattamente n sottospazi, uno per ogni dimensione da O ad n-l. Due ca-
mere si dicono a~ce~ se hanno esattamente n-l sottospazi in comune: Date due
di camere con
za della galleria. E' poi ovvio che due qualunque camere di V sono sempre connet
00
tibili da qualche galleria. Tale circostanza, unitamente al fatto che ogni bandie
ra di V è sempre contenuta in qualche camera, si riassume dicendo che V de-
00 00
finisce un comp!eb60 di cam~e. Ciò premesso, possiamo parlare della più piccola
tra Te Tungirezze di garlerie àa una ca"'e~ C a UrTa calDera C". e- questa sa. à: l'Cf
di6tanza di C da C'. Una galleria da C a C' sarà minima!e se la sua lunghezza è la
distanza di C da C'. Data poi una camera C e una bandiera F, una galleria da C ad
una camera C' contenente F sarà detta una ga.e..e.~ da C ad F. Ovvio in che senso
si parlerà di distanza di F da C, di gallerie minimali da C ad F ecc.
Osservo qui che questo apparato di definizioni richiede, per essere formulato,
solo una relazione riflessiva e simmetrica, in ruolo di incidenza. L'adiacenza tra
due camere può definirsi facilmente stabilendo che due camere abbiano da dirsi
adiacenti quando la loro differenza simmetrica (in senso insiemistico) consta di
due elementi. Il resto non presenta alcuna difficoltà. Ciò premesso, è presto vi-
sto che due camere adiacenti hanno la stessa cardinalità. Con ciò, fissata una ca-
e ragionando per induzione sulla distanza di una qualunque altra
le camere
vede subito che in un complesso di camere tutte'!nanno la stessa
mera C
o
da C , si
o






Le seguenti definizioni sono invece più legate alla struttura di V . Chiamo
00
aromatuka di V un insieme di n+l punti generante per V . E, data un'armatura A,
00 00
chiamo ap~ento (sostenuto da A) la sottogeometria di V costituita dai sot-
00
tospazi generati da sottoinsiemi (propri e non vuoti) di A. E' facile vedere che
un'appartamento è qui null 'altro che una geometria discreta su n+l punti (un trian
golo se n=2, un tetraedro se n=3, ecc.).
Le seguenti proprietà sono di facile verifica:
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(B.1) Il complesso di camere (definito da V )
=
ha rango finito ed è g4a6~O, nel se~
so che, data una bandiera cui manchi un elemento per essere massimale, essa
appartiene ad almeno tre camere.
(B.2) Gli appartamenti sono complessi di camere mag4i, nel senso che, data in un
\
appartamento una bandiera cui manchi un elemento per essere massimale, essa
appartiene ad esattamente due camere dell 'appartamento.
Più pazienza occorre per ricostruire dimostrazioni delle proprietà seguenti:
(B.3) Date due camere, esiste sempre un appartamento che le contiene entrambe.
(B.4) Data una camera C e una bandiera F e due appartamenti El e E2 contenenti
sia C che F, esiste sempre un isomorfismo di El su E2 che fissa C ed F
elemento per elemento.
(G) Il gruppo G (cfr. sopra) dà un gruppo di automorfismi transitivo su11 'insie
me delle coppie (C,E) ove E è un appartamento e C è una camera di E. E
per ogni geG e per ogni camera C, g fissa gli elementi di g(C) {)C.
Possiamo ora dimostrare la seguente proprietà, che tornerà utile nel seguito.
(b.l) Sia E un appartamento, e C ed F una camera e una bandiera in E. Allora E
contiene ogni galleria minima1e (in V ) condotta da C ad F.
=
La dimostrazione prescinde totalmente dalle particolarità del1 'esempio scelto. La
riporto, ad esemplificazione del tipo di ragionamenti che qui sono consueti. Si
precede per induzione sulla distanza d di F da C. Se d = O non v'è nulla
da provare. Si a d > O, e sia C = C'
o '
Ci, ... ,Cd :> F una galleria minima1e
(in V=) da C ad F. Per la (B.3), esiste un appartamento E' contenente C e Cd' e,
per l'ipotesi induttiva applicata a C ed F' = Cd ()Cd_1, l'appartamento t' contie-
ne tutta la galleria C~'Ci , ... Cd_1.per la (B.4) applicata a E , E', C ed F,l'a.E
partamento E contiene una galleria C = Co,Cl , .. ,Cd ~ F da C ad F di lunghezza
d. Se Cd = Cd' l'asserto segue applicando l'ipotesi induttiva a C e alla bandiera
F'. Supponiamo allora Cd
tamento E" contenente
Otterremo un assurdo. Per la (B.3), esiste un appa~
Cd' Per l'ipotesi induttiva applicata a Ci e ad
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F, l'appartamento E" contiene tutta la galleria C~,C~, ... C~ da c; ad F.
E per l'ipotesi induttiva applicata a Cd ed F" = CriC l , l'appartamento Eli
contiene tutta la galleria Cl'CZ""Cd_l da Cd ad F". Sicch§, intanto, F ha di
stanza d-l in Eli sia da C; che da Cl' Per di più, siccome Cl è immagine di C;
in un isomorfismo da E' a che fissa C, e C; è adiacente a C, si ha CliC; =
cncl = ClriC; = F". Applichiamo ora la (B.4) a E, E", Cl ed F. L'isomorfismo da
E a E" stabilito dalla (B.4), fissando Cl' deve portare C in C;, poich§ fissa
F" e perch§ C; i, oltre a Cl' l'unica camera di E" per F"Sicchè la distanza di
C da F in E è uguale alla distanza di C; da F in E". Ma questa è d-l. E si ha
l'assurdo.
che so
S 1 su n+1
n+
che costituiscono l'armatura
po degli automorfismi di un appartamento è il gruppo simmetrico
Possiamo poi supporre di avere ordinato i punti
Gli appartamenti godono di proprietà assai interessanti. Partendo qui dalI 'es~
me di quanto accade nell'esempio preso in considerazione, indicherò poi in che
direzione le proprietà individuate sono suscettibili di generalizzazione. Nel no-
stro esempio, un appartamento è una geometria discreta su n+l punti. Sicchéil gru p
punti.
stiene l'appartamento, sì da indentificarli con i numeri da O ad n (secondo una
consueta convenzione, che consente di identificare un oggetto col suo indice). Una
camera dell'appartamento, essendo una sequenza crescente di n sottoinsiemi di
{O,l, ... ,n}, è identificabile con una permutazione sui numeri O,l, ... n.Precisamente,
la permutazione p individua la camera:
(p(O)},{p(O),p(I)},{p(O),p(l),p(Z)}, ...
Con ciò, identificate camere e permutazioni, è presto visto che camere adiacenti
differiscono per una trasposizione. Precisamente, se la camera individuata dalla
punti, allora p
-l(= q·(k-l,k).q
differisce da quella individuata dalla permutazione q solo perpermutazione p
un insieme di k
-lt = p·(k-l,k)·p
e q differiscono per la trasposizione
-l -l
- qp - pq ). Sia poi C la camera corrispon
o
dente alla permutazione identica (ovvero: la camena 60ndamentaie dell'appartamento
relativamente all'ordinamento dato sui punti dell 'armatura). Sia C una qualunque






è generato da traspo
k = 2, ... n
per
per
q=t l t 2'·· t l . Em- m-
sulla distanza della camera C da C . Peraltro, è
o
r k = (k-l,k) le identità:
3(rk_lrk) = lk = l, ... n,per




noto che si può dire ancor di più: posto
per p, la trasposizione t è
m
l'asserto segue per induzione
da C
o
t. è la trasposizione su cui differiscono C. e C. l (per i=l, ... m) risulta1 1 1-
p=t t l ... t l . Da ciò si ritrova il ben noto fatto che S lm m- n+
sizioni del tipo (k-l,k), per k= 1,2, ... n. Infatti, nella decomposizione ora
-lde l t i po q. (k - l , k) .q , ove
per h,k ta l i che Ih- kl > l
danno una presentazione di S l'n+
Sulle bandiere dell 'appartamento, ora. Ad una bandiera F possiamo associare
la stella di camere che la contengono. Se poi p e la permutazione corrispondente
(k-l,k).
al lateraleF
è generato dalle trasposizioni




pSp-l(F) dello stabilizzatore Sp-l(F) della famiglia p-l(F) di sottoinsiemi di
{O,l, ... n}. Ai sottospazi dell'appartamento corrispondono dunque in modo naturale
•
S1
per i=l, ... n. Si vede facilmente che
i laterali degli stabilizzatori
ad una di tali camere, la stella delle camere per
per kfi. L'incidenza tra due sottospazi X ed Y si traduce nel fatto che X ed Y
appartengono ad una stessa camera, e cioé che i laterali corrispondenti ad X e
Y abbiano qualche elemento in comune (si osservi che non resta traccia dell 'inclu
S l' sopra defi ni ti .
n+
sione tra sottospazi, intesa come relazione d'ordine, se non per il tramite degli
•
indici 1 degli S1). In definitiva: la struttura dell 'appartamento è interame~
•
te individuata dal sistema dei sottogruppi S1 ed
Nell 'esempio scelto, un'indagine tanto pedante delle proprietà degli apparta-
menti può sembrare un'esercitazione gratuita, e scontata nei suoi esisti. Ma non
lo è, proprio perché i suoi risultati sono generalizzabili ad altre situazioni.
Per indicare cosa di ciò è generalizzabile, è necessaria un po' di terminologia.
Rammento che un gnuppo ~ Cox~~ di rango finito è un gruppo presentato su un







= l, per i, j e I; ave è, naturalmente, m.. = m.. > 2
1J J1 -
e m.. =2. E'
1J
anche consentito attribuire il valore 00
dinalità di I viene detta ~ngo di S. Il
ad alcuno degli esponenti m... La car
1J
grafo pesato (o multiplo) costruito sui
vertici ieI congiungendo due vertici i,j con un lato contrassegnato dalla marca
(m .. ) (o con m.. - 2 lati, a seconda di quale convenzione si preferisca), si di-
l J l J
rà diag~amma del gruppo. Per le connessioni tra ciò e i sistemi di radici, i gruppi
di riflessioni e i diagrammi di Dynkin , rimando ai capp. V e VI di [4].
per una dimostrazione).non è banale; cfr. [4J cap. IV,
Sia dato un gruppo di Coxeter
ma SJ =< r j lieJ>s . Poniamo poi
•
S ::,(ì SlJ- i tJ
S sulle riflessioni
•l
S =SI_{i}' Risulta SJ
r. (ieI). Dato J c I, poni~
l .
=n itJSl (l'inclusione
Possiamo definire un complesso di camere su S. Assumiamo come v~eià i latera-
•
li dei sottogruppi del tipo Sl e stabiliamo tra essi una relazione di incidenza as
• •
sumendo che due tali laterali xS 1 e ySJ siano incidenti quando hanno qualche
elemento in comune. Si verifica che ciò definisce un complesso di camere magro di
rango I Il. Tale complesso sarà detto eompt~~o di Cox~~ (del gruppo di Coxeter
S). Possiamo assegnare un tipo alle varietà del complesso (il tipo costituisce
l'analogo di ciò che usualmente è la dimensione di un sottospazio). Precisamente,
alla varietà xS 1 assegnamo l'indice i come tipo. Nel seguito diremo spesso'na-
turali'i tipi così definiti. Ciò premesso, il diagramma del gruppo di Coxeter as-
sume sul complesso di Coxeter un chiaro significato geometrico. Sia infatti data
una bandiera F cui manchino solo le varietà di tipo i e j per essere massimale,
e consideriamo il ~~~duo di F, ovvero l'insieme delle varietà di tipo i o j che
sono incidenti a (tutte le varietà di) F. Congiungiamo poi due varietà nel residuo
di F con un trattino quando siano incidenti. Otteniamo un poligono ordinario






lati (una catena infinita se




Infatti, una varietà di tipo •l
<r .>
J S
sia proprio il sottogruppo
po <rj>S di S (del sottogruppo
gruppo <r., r .>S corri spandente ad
l J
che il laterale individuato da F
così riferirci ai laterali di
<ri>S di S), contenuto nel laterale del sotto-
F. Non c'è perdita di generalità nell 'assumere
<r.,r.>S' Possiamo
l J
in <r.,r.>S . Ed il risultato ora
l J
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segue da una verifica diretta. E' ora presto visto che possiamo anche assumere,
nel residuo di F, le varietà di tipo •l in ruolo di vertici (o di lati) e quel
le di tipo j in ruolo di lati (o di vertici), traducendo l'incidenza tra tali
varietà nella usuale incidenza vertice-lato. Ed il residuo di F appare allora
come un pol igono ordinario di m.. lati (un m. . -gona o!tcL<.Y!L1JVi.o).
lJ lJ
In conclusione: il complesso di Coxeter individua il diagramma del gruppo da
cui proviene; sicché individua il gruppo stesso. E' dunque lecito parlare del
gJtuppo cL<. Cox~eJt cL<. un complesso di Coxeter, del cL<.agJtamma cL<. un complesso di
Coxeter, oltre che del complesso di Coxeter e del gruppo di Coxeter associati ad
un dato diagramma (brevemente: ~n un dato diagramma). Il gruppo di Coxeter di un
complesso di Coxeter può anzi essere caratterizzato come il gruppo degli automor-
fismi !.>pe.c..ùl.U del complesso di Coxeter (ove "speciali" intende "che conservano
i tipi"). La cosa è pressoché immediata. Il gruppo di Coxeter di un complesso di
Coxeter è per l'appunto un gruppo di automorfismi speciali per il complesso, reg~
lare sull 'insieme delle camere del complesso. Infatti le camere, essendo i latera
•
li del sottogruppo identico l = S0 =lìiEISl, sono gli elementi del gruppo, e l'azio
ne del gruppo sulle camere è null 'altro che la rappresentazione Cayleyana del gruQ
po su sé stesso. D'altra parte, siccome un complesso di Coxeter e magro, e una ca-
mera prende esattamente una varietà per ogni tipo, se un automorfismo speciale fis
sa una camera, allora esso fissa tutte le camere a questa adiacenti. Quindi, poi-
ché un complesso di Coxeter è un complesso di camere, di adiacenza in adiacenza ta
le automorfismo fissa tutte le camere. Ed allora esso è l'identità, essendo spe-
ciale. In definitiva, un gruppo di automorfismi speciali di un complesso di Coxeter
transitivo sull 'insieme delle camere è di necessità il gruppo totale degli auto-
morfismi speciali del complesso. E l'asserto è provato.
Nota -Per una caratterizzazione puramente geometrica dei complessi di Coxeter,
rimando al cap. II di [26]; oppure, all 'Appendice, in queste note.
Torniamo al nostro esempio. Sappiamo che
gramma:
S




l 2 3 n-l n
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semplicemente che essi sono complessi di Coxeter di
le (B. l )-(B.4) si può dedurre:
Quanto si è visto circa gli appartamenti di v si può ora riassumere dicendo
S l. In generale, anzi, dal-
n+
(b.Z) Gli appartamenti sono complessi di Coxeter.
Per una dimostrazione rimando al cap. III di [4J. Qui mi limito ad osservare che
la dimostrazione fa uso essenziale dell 'ipotesi che la struttura sia grassa, sta
bilita nella (B.l)).
E' poi quasi immediato che le (B.3) e (B.4) implicano:
(b.3) Gli appartamenti sono a due a due isomorfi.
Infatti, dati due appartamenti e L', si scelgano due camere C e C', in
e L' rispettivamente. Per la (B.3), esiste un appartamento L" che contiene
C e C'. Ora basta applicare la (B.4) prima
C· e C'.
C •e p01 a >:;11 ,El,
Sicché possiamo parlare del gruppo di Coxeter e del diagramma (degli appart~
menti) di una struttura che verifichi le condizioni (B.l)-(B.4). Il gruppo di
Coxeter (degli appartamenti) di una tale struttura è spesso detto gkUppo ~ Weyl
(della struttura).Sicché: S l è il gruppo di Weyl di V.n+ 00
Passo ora a mostrare come la struttura evidenziata in V Sl riflette nella
struttura del gruppo G=GL l(K) (e dei gruppi SL l' PGL l(K), PSL l(K)).
n+ n+ n+ n+
i nomi di appaJuament:o 60ndamentale e




l n L , CU1 assegnamo
o
, rispettivamente. Pos-
siamo sempre supporre di avere scelto la base i n modoV
L , e che l'or
o
sia tale che la camera fondamentale
{e , ...el, ...e} di
o n
diano l'armatura che sostiene
e ,el, ... e
o n
che i sottospazi <e >,<e l >, ... <e >o n
dine in cui prendiamo i vettori
sia la famiglia di sottospazi:
<e >,<e ,el>,<e ,e l ,e Z>'" .<e ,el,···e l> .o o o o n-
Indichiamo con lo stabilizzatore in e con N lo stabilizzatore 1n






viene spesso detto Bo~el{ano 6ondamentale.
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Negli esempi che stiamo trattando, è facile dare una descrizione matriciale di
B ed N. Sia T = B()N. Risulta:
l) Sia G = GL l(K). Allora B è il gruppo delle matrici superiormente trian-
n+
golari, ed N è il prodotto semidiretto del gruppo T, costituito qui dalle
matrici diagonali (ovvero: matrici che portano valori non nulli solo sulla
diagonale), per il gruppo delle matrici permutazionali (ovvero: individuate
da permutazioni sui vettori della base). Risulta dunque N/T ~ S l. A sua
n+
volta, B si spezza nel prodotto semidiretto del gruppo U delle matrici uni-
potenti (ovvero: superiormente triangolari e che portano sulla diagonale so
lo valori uguali ad l), per T.
2) Sia G = PGL l(K). Basta
n+
Ma possiamo dire di più.
quozientare sul
-Sia T il gruppo
centro di GL l(K), naturalmente.
n+
delle matrici diagonali che porta-
l sull' ul tima " " Allora B è identificabile col prodotto semidi-no pos 1 Z1 one.
-
retto di U (vedi sopra) e di T, ed N e identificabile col prodotto semidiret
- 'V
to di T e di Sn+l . Di nuovo: Sn+l = N/T.
3) S i a
ove
G = SL l(K). Come nel primo caso, B e prodotto normale di U e di T,
n+
U è il gruppo delle matrici unipotenti e T è, qui, il gruppo delle ma-
trici diagonali a determinante l. Per ogni permutazione p sui vettori della









'Vha, ancora, N/T =
-t' = tt se pp p
-l. Otteniamo così un
sia t la matrice individuata da p. Associamo a pp
è pari, e la matricep
base,
se
4) G - PSL l (K). In questo cas:o B è i somorfo a l prodotto norma l e di U e di T e T
n+
è isomorfo al prodotto di n copie del gruppo moltiplicativo K* di "K, una del-
le quali quozientata sul gruppo moltiplicativo delle radici (n+l)-esime di l.
'VRisulta poi N/T - S l' poiché analogo isomorfismo vale nel caso G =
n+ SL l(K).n+
Il sottogruppo T = BnN riceve il nome di :tolta nO ndame YLta..te. Negli esempi ora
esaminati è sempre:
(BN. l) T ~ N.
- la -
Di fatto ciò segue solo dalla (B.2) e dalla seconda parte della (G). Infatti
la seconda parte della (G) e il fatto che gli appartamenti sono magrl implica che
se un elemento g di G fissa una camera C e un appartamento L che contiene C,
allora fissa ogni camera di L che sia adiacente a C. Sicché, siccome gli apparta
menti sono complessi di camere, g deve fissare ognl camera di L • Quindi induce
l'identità su L, per la seconda parte della (G). Ne segue che T induce l'identi
tà su L . E la normalità di T in N segue.
o
Il quoziente W= N/T viene detto g~ppo ~ Weyt della coppia di sottogruppi
'"B ed N. Anche l'isomorfismo W= S l' rilevato negli esempi precedenti, discen-
n+
de da considerazioni del tutto generali. Si é visto infatti che gli appartamenti
sono complessi di Coxeter (cfr. (b.2), sopra). La seconda parte della (G) garant~
dice). Per di più, la prima parte della
definisce un gruppo di automorfismi speciali disce poi che W L
o
(G) assicura la transitività
(vedi Appe.':.l.
di N sull'in
sieme delle camere di L. Pertanto W é un gruppo di automorfismi speciali del
o
complesso di Coxeter L, transitivo sull 'insieme delle camere di L . Sicché,
o o
per quanto visto in precedenza:
(bn.l) We un gruppo di Coxeter (anzi: é il gruppo di Coxeter degli appartamenti).
Dalla (B.3) e dalla prima parte della (G) si ricava poi:
(BN.2) < B,N > = G.
Si prova anzi di più. Precisamente che:
(bn.2) (Vecompo~~~one ~ B~uh~). Risulta
(ovvio il senso di scritture quali
G = U BwB
weW
BwB,wB,Bw,wBw' , ... con w,w' e W).
Infatti sia geG. Per la (B.3), esiste un appartamento
Co e g(C
o
)' e per la (G), esiste un beG che porta L su
che contiene le camere
L e fissa C (e per-
o o
che portatanto beB). Sempre per la (G), esiste un neG
sa L (e pertanto neN). Infine, nbg fissa C .
o o








La seguente propnietà, benché ln apparenza poco espressiva, risulta a posterio-
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ri assai importante. Segue anch'essa da considerazioni generali.
(BN.3) (come si è visto) Wè generato da un insieme finito R di involuzioni.
Per ogni reR •e per ogm weW ri sulta:
(BN.3.a) w Br c BwB U Bwr B
(BN.3.b) r Br F B.
W.E r(C )
o
gruppo di Coxeter del comple~
= C nr(C ). Per la (B.l) esi
o o -
(B.3) esiste un appartamento E conte-F. Per laperC
e cheE ,
o
Cominciamo col provare la (BN.3.b). La dimostrazione sfrutta in modo essen-
r Br è
ste una terza camera
so
è adiacente a
lo stabilizzatore della camera
ziale il fatto che operiamo su strutture grasse (cfr. (B.l)). Intanto,
r(C ), perché r è un'involuzione in
o
C in E (si rammenti che W e il
o o
r e una riflessione in W). Sia F
nente C e C, e, per la (B.2), E non contiene r(C ). Per la (G), esiste
o o
beB che porta E su E- Si cché b sposta r(C ), poiché E non contiene
o o
r (C ). Pertanto B non stabil i zza r(C ). Sicché r Br F B.
o o
brerB. Sicché wbr e wrB. E in questo caso siamo a posto .
-
--- -
beB, e sia F - C (ìr(C ). Per la seconda parte
o o
F, ed è, ovviamente, br(C ) F C. Sia r
o o
di w in W. Se risulta r(C )=br(C ),
o o
- - l
r breB, e pertanto•e
Proviamo ora la (BN.3.a). Sia
della (G), la camera br(C) contiene
o
-
un rappresentante di r e w un rappresentante
Sia allora br(C) F r(C ). Allora w(C ), wr(C) e wbr(C) sono tre camere di
o o o o o
stinte passanti per w(F). Sia C ,Cl, ... C ::;,w(F)
o m-
una galleria minimale da C
o
per la (b.l) (dimostrata
-
e wbr(C ) (un tale E
o








a W(F). Tale galleria è interamente contenuta in
in precedenza). Sia poi E un appartamento
esiste per (B.3)). Sempre per la (B.l), E
Sicché, tanto in E che in Eo' Cl e l'unica camera adiacente a C su CO n cl 'C2o
è l'unica camera adiacente a Cl su Cl n C2 ecc. (si rammenti che, per (B.2), gli
appartamenti E e E sono magri) . Ora, esiste per (G) un b'eB che porta E su E •o o
E, per la seconda parte della (G), b' fissa ogni elemento di C. Sicché fissa
o






fissa C, e pertanto fissa F (sempre per la seconda
m
-porta wbr (C ) i n una delle due camere '01 (C) e
o o
F. Se b' porta wbr(C) in w(C), risulta
o o
- - -b' porta wbr in wr(C) risulta invece wbreBwrB.
o
b'to , si ha infine che
parte della (G). Allora
wr( C) di E
o o
w- l b 'wb reB. Da
La (B.3.a) è infine provata.
Le condizioni fin qui elencate sulla coppia di sottogruppi B ed N non sono
indipendenti. Precisamente: te (BN.l), (BN.2) e (BN.3) ba6tano p~ nicavane te
(bn.1) e (bn.2).
Che da (BN.1),(BN.2) e (BN.3.a) si possa ricavare la (bn.2) è presto visto.
Meno facile è dimostrare che le (BN.1)-(BN.3) bastano per ottenere la (bn.l).
Rimando al Cap. IV di [4} per una dimostrazione. Qui mi limito ad osservare che
nel ricavare la (bn.1) è essenziale il ruolo della (BN.3.b). Del resto, la (BN.3.b)
appare come la contropartita diretta dall 'assunzione, fatta nella (B.1), di ope-
rare su strutture grasse. E tale assunzione è essenziale nel ricavare la (b.2) del
le (B.1)-(B.4). E la (b.2) è appunto il corrispettivo geometrico della (bn.l).
Non è inopportuno a questo proposito insistere sulla potenza della (B.l); la (B.1)
permette, per esempio, di sostituire la (G) con una versione a priori più debole:
(G. bis) Per ogni camera C,lo stabilizzatore BC in G della camera C opera
transitivamente sull'insieme degli appartamenti contenenti C, e fissa ogni
el eme nto di C.
Dalla (G.bis), usando la (B.l), è possibile rlcavare la (G). Cominciamo col prova-
opera transitivamente su1-re che lo stabilizzatore NE di un appartamento
l'insieme delle camere di E.
Siano C e C' camere adiacenti in E, e sia C" una terza camera per CnC' (C" esiste
per la (B.l)). Siano E' e E" due aooartamenti, uno contenente C e C" e l'altro con-
tenente C" e C'. Per la (G.bis) esiste beBC che porta E su E', esiste b'eBC" che po.!:.
ta E' su E" e b"eBC' che porta E" su Lo Allora b"b'beN e porta C su C'. E
la transitività di N sull'insieme delle camere di E segue ora dal fatto che E è
E
un comolesso di camere. Siano ora e due
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o
rispettivamente; o un appartamento contenente Clcamere, 1n El e E2 Sla
e C2. Esiste b1eB C che porta
o
neN che porta Cl
o C2 b2eB CEl 1n E, 1n eE1 2
che o L'elemento b2nb 1 di G porta allora Cl
o C2 e
oporta E 1n E2 • 1n El 1n
E2· La (G) è così dimostrata.
Passiamo ora a ricostruire all'interno di G la struttura di V. Avverto an
=
cora una volta che la costruzione è però affatto generale. Premetto un po' di de
finizioni. Rammento che ho indicato con R l'insieme delle riflessioni di W.
In obbedienza alle convenzioni precedentemente stabilite per i gruppi di Coxeter,
dato J C R poniamo WJ = <rj\jeJ>w e dato reR poniamo W
r
= WR_{r}' E' pre-
visto (usando la (BN.3.a)) che gli insiemi del tipo BWJB sono sottogruppi di G
(contenenti B, naturalmente). Si prova anzi che:
(bn.3) I sottogruppi H di G contenenti B sono quelli rappresentabili nella forma
BWJB per qualche J c R (in tal caso è WJ = (H(1N)/T).
(La dimostrazione sfrutta solo le (BN.1 )-(BN.3), ma non è affatto banale. Rimando
per essa al Cap. IV di [4]. Chiameremo )JCVl.LtbolicJ. 6oYldameYJ.ta.U i sottogruppi
(propri) di G contenenti B. E' ovvio che i parabolici fondamentali massimali
sono i sottogruppi del tipo BWrB. Chiamiamo poi bo~eliani i coniugati di B e
)Ja4abolicJ. i sottogruppi propri di G contenenti boreliani (ovvero: i coniugati
dei parabolici fondamentali). Poiché G è transitivo sull'insieme delle camere,
i boreliani (ovvero: parabolici minimali) sono gli stabilizzatori delle camere.
La ricostruzione della struttura geometrica di partenza (V nel nostro esem
=
pio·) dalla struttura di G( suggerisco di tenere presente GL l(K) quando si
n+
voglia trovare riscontri in fatti familiari per quanto dirò nel seguito) poggia
in modo essenziale sulla seguente proprietà, deducibile in via affatto generale:
(g.l) Bandiere distinte hanno in G stabilizzatori distinti.
Siano i nfa tti F ed F' bandiere distinte, o assurdo, che loe suppomamo, per
stabil izzatore PF di F
o G sia uguale allo stabilizzatore PF, di F'
o1n 1n
G. Indicato con BC lo stabilizzatore in G di C,
o ha PF;><BCIC ,F>Guna camera Sl
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F f F'. posso sempre trovare una camera che•pOle PF, :> <Be' Ic' J F!>G' Siccome
contenga una delle due bandiere ma non l'altra. Infatti. se F non è incidente
ad F'. ogni camera contenente F non contiene F'. Se F ed F' sono incidenti.
cià significa che FU F' è una bandiera. Ma siccome F f F'. (F-F') U (F'-F) f 0.
-Poniamo sia aeF-F'. Sia C una camera contenente FU F'. Per la (B.2), esiste
una camera C adiacente a ( sulla bandiera (-{a}. E C j F'. Possiamo sempre su~
porre dunque di avere trovato una camera C tale che F c C ~ F'. Per la (B.3).
esiste un appartamento L contenente C ed F'. Per la (b.l). L contiene ogni gal-
leria minimale da C ad F'. Sia ora beB(" Siccome BC c PF = PF" b stabiliz-
za F'. Sicché. se C = C .Cl •... C :::> F' è una galleria minimale da C ad F'.
o m-
la galleria C = b(C ),b(Cl) •... b(C ):;lb(F') = F' è minimale da C ad F'. Sic-
o m -
ché, per quanto detto sopra. entrambe queste gallerie sono contenute in L. Ma b,
fissando C. fissa anche la bandiera C(ìCl • per la seconda parte della (G). Sic-
ché b(Cl ) - Cl' perché L è magro. Ne segue che BC fissa Cl' Possiamo ora as-
sumere C in ruolo di camera fondamentale e in ruolo di appartamento fondamen
tale. E contraddiciamo così la (BN.3.b).
Nota - La dimostrazione ora data per la (g.l) dipende visibilmente dalla (BN.3.b).
e quindi dalla (B.l). Sicché la possibilità di ricostruire nel gruppo la struttura
geometrica di partenza dipende in modo essenziale dalla (B.l). Torneremo su cià
più oltre.
Si ha poi:
(g.2) Gli stabilizzatori dei sottosoazi sono i parabolici massimali.
Anche cià segue solo dalle (B.l)-(B.4) e dalla (G). Intanto. ogni sottospazio è
Coxe-gruppi di
Wr di W.
immagine mediante qualche elemento di G di un opportuno sottospazio nella camera
fondamentale C . Detti 6otto6paZ~ 6ondame~gli elementi di C • possiamo dunque
o o
limitarci a verificare che gli stabilizzatori dei sottospazi fondamentali sono i
parabolici fondamentali massimali. Ora. C si identifica con l'identità di W
o
(si confronti quanto detto in precedenza su complessi di Coxeter e
ter). e i sottospazi fondamentali si identificano coi sottogruppi
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sono incidenti. Infatti, poniamo per assurdo che X é C. Lo stabilizzatore BC
di C stabilizza però X, perché BC CPX. Ed ora, ripetendo passo passo il ra
gionamento svolto per provare la (g.l), si ha l'assurdo.
Nota - Anche la dimostrazione della (g.3), procedendo sulla falsariga di quella
costruita per la (g.l), usa in modo essenziale la (B.l).
E' du.nqu.e poM-<'bM'.e Jr..-i.eoJ.>:t!w.JAe fu J.>t:Jw.;t;twr.a geomebUea M patLtenza J.>u.t J.>~:te­
ma de;. ~abo~e;. individuati dalla coppia (B,N). I sottospazi diventano i para-
bo1ici massimali, e l'incidenza tra sottospazi si traduce nel requisito che due
parabo1ici massimali si intersechino su un parabo1ico.
Per completezza, indico qui anche il corrispettivo degli appartamenti.




W, r e R} . Ne11 'esempio che si
Il corrispettivo de11 'appartamento
r -1parabo1ici P ={ w BW Bw I w e
LO
il sistema {w BWro Bw- 1 Il weW} è il corrispettivo dell'atunatuJr.a 6ondamert:tae.e,
sostegno de11 'appartamento fondamentale. Siccome poi, per la (G), ogni appartamen-
to è trasformato
sarà il sistema P
L
di L mediante un opportuno geG, il
o
-1 r -1 -l
= gP
L
g = {gw BW Bw g IweW, reR}.
o
corrispettivo di L
Esempio 2) - Spaz-<. po-i'.aJr..-i. e gJu.tpp;. OM:ogonaU.
Sia V uno spazio vettoriale di dimensione m su un campo K di caratteristi
ca f 2, e ~ una forma bilineare non degenere e simmetrica su V (molto di quanto
dirò vale anche se su ~ si assumono ipotesi più deboli di queste. Rimando ai cap.
VII,VIIle IX di [26] per ogni informazione al riguardo). Due vettori x,y di V
sono detti oM:ogon~ (in ~); o anche ~-~nea;t;. (o, semplicemente, ~nea;t;.,
ove non sorgano equivoci), risulta ~(x,y) = o. Nel qual • •se caso Sl usa SCrl vere
x.Ly o, semplicemente, x -L y. Due sottospazi X,Y di V sono detti OM:ogo~
~.
(e si • xty, o XlY) • xJ-y • xeX yeX. Un sottospazio diSCrlve se e per ogn1 e
~
V è detto :Co ta.e.men:te ~o:t!l.opo (per ~) se è ortogonale a sé stesso. E' noto che •l
sottospazi totalmente isotropi massimali hanno una stessa dimensione n, detta
-<.nd;.ce M W;.;t:t (della forma ~).
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[ Wr dà anche la
. d Wr .rlspon ente a
stella di camere











uscenti da X . Pertan-
G. Ma è immediatamente vi-
G. Sicché è un parabolico, e
deve coincidere con questo.
essere
un parabolico o tutto
contenendo il parabolico massimale
perché b e b', fissando C, ne fissano tutti gli elementi.
o
Wr in sé, sicché muta in sé la stella di camere di I
o
to w(Xr ) = Xr . Sicché BWrB stabilizza Xr . Del resto, lo stabilizzatore di
Xr contiene B, ed è pertanto o
sto che lo stabilizzatore di Xr
<e , ... e.> è allora
o 1
mostrare questi fatti
con la matrice individuata dalla trasposizi~r.
1
base. Lo stabilizzatore divettori della
facile. Ma gli argomenti che si usano nel
ne (e. ,e. l) dei
1 1+
r'BW 1 B. Il res to è
La scelta che si è effettuata nel nostro esempio per la camera fondamentale
permette di scegliere un sistema di indici per le riflessioni r di W che fac-
cia coincidere l'indice di r con la dimensione dei sottospazi stabilizzati da
parabolici del tipo BWrB. Allo scopo basta fare variare l'indice i da o ad n-l,
ed identificare la riflessione
sono, nell 'essenziale, assai più generali di quanto a prima vista non appaia. ['
possibile infatti ripartire in ~pi (nel nostro esempio: dimensioni), coerentemen
te con la ripartizione in tipi vigente in ogni appartamento in virtù del fatto
che questo è un complesso di Coxeter, tutte le varietà, solo usando le (B.l)-(B.4).
Tornerò in seguito su ciò. Si tratta di cose per ora di secondaria importanza, ma
destinate ad acquistare maggior rilievo più avanti.
(g.3) Due sottospazi sono incidenti se e solo se i loro stabilizzatori si interse-
cano su un parabolico.
Proviamo il se. Se due sottospazi X e X' sono incidenti, c'è una 'G<lmera C con
tenente X e X'. Lo stabilizzatore BC di C è allora contenuto sia nello sta-
bilizzatore Px di X che nello stabilizzatore PX' di X'. Sicché p/ìPX"
contiene il boreliano BC' e, pertanto, è un parabolico. Viceversa, sia PX(ìPX'
parabolico. C'è allora un boreliano B incluso in Px e PX" Ma ogni borelia-
no è lo stabilizzatore di una camera. Sia dunque C la camera stabilizzata da
-B -(C è individuata da B, per la (g.l)). Si ha che C~ X, X'; sicché X e X'
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Nota - E' facile mostrare che, se il campo K è algebricamente chiuso, allora
2n+l - m se m e dispari e 2n = m se m è pari. (Sicché l~ lè il massimo va-
lore possibile per m o in ogni caso). Per un controesempio, nel caso che K
non si a al gebri camente chi uso, bas ta porre K = CR, campo dei rea l i, e V = CR 2,
e supporre che ~ sia l'usuale prodotto scalare. L'indice di Witt di
lora O.
è al-
Supponiamo di qui in poi che sia n > 2. Sia ora ~~ il sistema dei sot
tospazi totalmente isotropi per ~, non nulli. Diciamo eodùmenòione di un sot
tospazio X in ~~ la differenza tra n (indice di Witt) e la dimensione di X
(in quanto sottospazio di V). Chiamiamo poi punti i sottospazi in ~ di dimen-
~
sione l (in V), e usiamo per di più il termine .6O;Uo~pazio per designare solo i
sottospazi di V in '1~, omettendo di qui in poi la soecificazione "totalmente iso
tropo". Basta un po' di pazienza per verificare che valgono su <J::~ le seguenti
propri età:
(P.l) I sottospazi massimali, assieme ai sottospazi ln eSSl inclusi, costitui-
scono spazi proiettivi di dimensione n-l.
(P.2) Dato un sottospazio massimale X e un punto x fuori di esso, esiste un uni
co sottospazio massimale Y contenente x e intersecante X su un sottospazio
di codimensione l.
(P.3) Esistono almeno due sottospazi massimali disgiunti.
(P.4) L'intersezione di due sottospazi è un sottospazio.
Una qualunque struttura di punti e sottospazi verificante gli assiomi (P.l)-(P.4)
vi ene detta ~pauo po!aJte di !tango n (nella (P.l),si concede però la possibili
tà di geometrie proiettive degeneri). La denominazione è motivata dal fatto che
spesso la relazione di ortogonalità .1. è detta polaJU;ta. Altre volte si designa
~
col termine di polarità l'applicazione che ad xeV associa il sottospazio <x>
di V costituito dai vettori ortogonali ad x, o l'applicazione indotta da questa
sulla geometria proiettiva v
00
di V. Essenzialmente, è lo stesso.
La dùmenòione di un sottospazio in uno spazio polare sarà la sua dimensione in
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quanto geometria proiettiva (cfr. proprietà (P.1)), e la sua co~en6~one sarà
allora la differenza tra n-l e la sua dimensione. Due sottospazi di uno spazio
polare si dicono poi co~n~ (o a1l1n~ o, anche, o~ogor~) se esiste un
sottospazio che li contenga entrambi. Le seguenti proprietà sono conseguenza del
le (P.1)-(P.4) (rimando al cap. VII di [26J per una dimostrazione):
(p.1) Dato un sottospazio massimale X ed un sottospazio Y disgiunto da X, di
dimensione d, esiste un unico sottospazio di X di codimensione d ed al
1ineato con Y. Indichiamo tale sottospazio con PX(Y).
(p.2) Dato un sottospazio massimale, c'è sempre un altro sottospazio massimale da
esso disgiunto.
Vediamo ora come in uno spazio polare possa definirsi una struttura di comp1e~
so di camere e appartamenti, simile a quella rintracciata 1n V ne11 'esempio pr~
~
cedente. Come prima, assumiamo i sottospazi come varietà, e definiamo tra essi
un'incidenza mediante l'inclusione. Possiamo allora parlare di bandiere, camere,
gallerie ecc. Ed è presto visto che 10 spazio polare resta strutturato come un com
p1esso di camere; non è però necessariamente grasso. Restano da scoprire gli ap-
partamenti. Allo scopo, scelto un sottospazio massimale X, sia












Y esiste per la (p.2)). Per ogni
X, generante per X. Sia p01
-
, e s i a e. = Py (X.) (cfr. (p. 1) ). L'i ns i eme
1 1
unitamente alla biezione che associa
stema di punti di
to da X (un tale
X. = <e. Ij f i >X1 J
-
una biezione è presto visto), costituisce ciò che chiameremo un'anmatuna. Un'appaA
tame~o sarà la sottogeometria dello spazio polare costituita dai sottospazi dello
spazio polare generati da insiemi di punti ne11 'armatura. Dato il rango n di
uno spazio polare, è individuata la struttura dei suoi appartamenti. Essi sono in-
fatti tutti isomorfi al seguente spazio polare, '~~~o'. Si scelga un insieme
A di 2n oggetti, e si definisca su A una permutazione invo1utoria p senza punti
fissi. Un sottoinsieme non vuoto X di A sarà poi detto p-com~b~e se
Il sistema dei sottoinsiemi p-compatibili di A fornisce 10 spazio polare
X(ì p(X)=0.
(di-
screto) che volevamo. Nel caso n=2 è dato dai vertici e dai lati di un quadrangolo
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ordinario. Nel caso di n=3, dai vertici, dai lati e dalle faccie dell 'ottaedro
E' ora quasi immediato controllare che uno spazio polare, strutturato in ap-
partamenti come ho detto ora, verifica le proprietà (B.2)-(B.4) rinvenute nel pre
cedente esempio. Non vale necessariamente la (B.l). Peraltro, esistono spazi po
lari che soddisfano anche la (B.1), e ciò qualunque valore si assegni al rango n.
Siccome la struttura degli appartamenti è individuata dal rango, la proprietà
(b.2), rammentata nell 'esempio precedente, porta subito che:
(p.3) Gli appartamenti di uno spazio polare sono complessi di Coxeter.
Si assegni come tipoad un sottospazio la sua dimensione. Conveniamo poi di
chiamare tipo di una bandiera F l'insieme dei tipi dei suoi elementi, e eoti-
po di F l'insieme dei tipi che non rientrano nel tipo di F. Usiamo poi la conven
zione, già introdotta in precedenza per i complessi di Coxeter, di rappresentare
le incidenze tra varietà di due tipi assegnati rappresentando le varietà di un
tipo come vertici, quelle dell'altro come lati, e raffigurando l'incidenza come
un'usuale incidenza vertice-lato.




di gana il poligono degenere:
-
~~~duo di una bandiera F il sistema
delle varietà incidenti ad F ma non appartenenti ad F, munito della relazione di
incidenza. Naturalmente, il residuo di una bandiera F è immediatamente strutturato
in bandiere. Sotto questo aspetto, è isomorfo alla ò~etta di bandiere contenenti F.
E' ora presto visto che, data in uno spazio polare discreto di rango n una ban-
diera F di cotipo {l,j} (O < i < j < n), il residuo di F e un digono se j-i>l,
e un triangolo se n-l>j e j-l= l, ed è un quadrato se j=n-l e i=n-2. Sic-
ché, per quanto detto in precedenza a oroposito dei complessi di Coxeter, si ha:






O l 2 n-3 n-2 n-l
(ovvio come diviene tale diagramma per n=l o 2. Noto poi che al posto della sigla
(C) è usata altrettanto frequentemente la (B ). Le due sigle hanno, sì, sensi
n n
diversi, ma solo in riferimento alle lunghezze delle radici in un sistema di radi-
ci. E ciò qui non interessa). Il gruppo di Coxeter dello spazio polare discreto di ran
qo n è dunque presentato su involuzioni sl' .. sn dalle identità:
2(s.s.) - l
l J
per Ii - j I > l
4(sn_2 sn_l) = 1.
3(s.s. l) - ll 1+ per i=l, ... n-2
•COl
Non è difficile indicare in concreto come scegliere le riflessioni sl" .. sn .
Possiamo sempre identificare i punti dello spazio polare discreto di rango n
numeri da l a 2n (2n incluso), e supporre che la permutazione involutoria che de-
finisce lo spazio polare porti x in x+n (le somme essendo calcolate modulo 2n,
dello spazio polare sarà
La verifica è presto fatta.
sottogruppo di S2n generato da queste permutazioni.
E' intanto immediato verificare che le identità pre-
sarà la permutaziones. (per i < n-l)
l
trasposizione (n,2n). Il gruppo di Coxeter
2n anziché O). Allora
sarà l a
e scri vendo
(i,i+l)(i+n,i+l+n), e la s
n
i l
cedenti sono soddisfatte. Con un po' di pazienza, si riesce poi a mostrare che il
sottogruppo del gruppo simmetrico S2n ora definito agisce transitivamente sul-
l'insieme delle camere. E, per quanto detto in precedenza sui complessi di Coxeter,
ciò basta a garantire che detto gruppo sia proprio il gruppo di Coxeter di diagram-
ma (C ).
n
Passiamo ora alla discussione di due casi notevoli. Torniamo allo spazio polare
~~ costruito a partire dalla forma bilineare ~ , come all 'inizio. E supponiamo
che l'indice di Witt n abbia il massimo valore possibile.
Ca60 1 - La dimensione m dello spazio vettoriale V è dispari. E' dunque m=2n+l,
per le ipotesi fatte su n. Si prova allora che il complesso di camera costruito
su ~~ verifica, oltre alle (B.2)-(B.4), anche la (B.l). E possiamo riprodurre in
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G = G02n+l(K,~), ove
in sé che conservano
un opportuno gruppo di trasformazioni la struttura di Sì . Allo scopo, poniamo
~
G02n+l(K,~) è il gruppo delle trasformazioni lineari di V





Si sceglierà un appartamento
G. Allora tutta la costruzione data nel primo esempioe su~~
in questo nuovo caso.può ripetersi
nirà B come lo stabilizzatore di
tamento fondamentale, una camera
cui G = PG02n+l(K,~), ove PG02n+l(K,~) è il quoziente di G02n+l(K,~) sul suo




C , N come lo stabilizzatore di l:, si porra
o o
T = BrlN, e Sl riotterranno le (BN.l)-(BN.3), dipendendo queste solo dalle
(B.l )-(B.4) e dalla (G). Come nel precedente esempio, la J.,;f:Jw;t;tuJw. eli 'J; è. .{.n-
.q,
.teJtame.YJ:te. fÙplloduub.<1.e. nel. ,6-Ù>.tema de.;. pMaboliu della coppia (B,N), dipende.'!.
do ciò solo dalle (BN.l)-(BN.3), e dalle (B.l)-(B.4).
Qui aggiungo solo una descrizione matriciale di B,N e T. Siano el ,·· .en, l'J
Assumiamo di averli dati in1l: .
o





vettori di V nelle direzioni indi-
- -
rispettivamente. I vettori ul,···u
n
' ul, ... u
n
ul ' ... un '
- -
el,···en,
elle. (i,j = l, ... n), e.l e.
J l J
ora
el , ... en l punti dell' armatura che sostiene
ordine così che
(<e .1 jFi > ) •Si ano
J
vi duate da
generano un sottospazio 2n-dimensionale di V. Possiamo oerciòscegliere un ulte-
riore vettore u in modo che u,u l ,u 2' ... un'u l , ... un diano una base di V. In









diagonale invertibile di rango
e XT e yT sono le loro
ove
n,c
o è la matrice nulla nxn,M e una matrice
n
è uno scalare ~ O, e X e Y sono matrici lxn,
trasposte. Possiamo poi scegliere opportunamente i vettori ul ,u 2' ... un' senza
mutarne le direzioni, ma in modo che Msia la matrice identica. Possiamo infine
scegliere u in modo che sia X che Y siano matrici nulle (e che c=l, se il cam










O l + ll , n
matrice superi ormente triangolare di rango T è la traspostaove A e una n,A
di A, 0,0 l e 01 sono le matrici nulle nxn, nxl e lxn, rispettivamente, ln n, , n
è un'arbitraria matrice lxn, l' è la matrice nxl ottenuta moltiplicando ter
mine a termine la sequenza l per la sequenza dei valori sulla diagonale di A,
-
e moltiplicando tutti i termini così ottenuti per +1, e C è una matrice verifi
-l -l T T
cante la condizione (A C) + (A C) = -cl ·l. Le matrici permutazionabili indi




viduate da permutazioni generate dalle (ul,u. l)(u.,u. l) per i=1,2, ... n-l e
l + l 1+
portano E in sé e costituiscono un gruppo isomorfo al gruppo di Co-
o
diagramma (C ) (per quanto detto in precedenza) e perciò isomorfo al
n
gruppo di Weyl W= N/T (per la (bn.l), ricavata in precedenza). Ed è presto vi-
sto che N è prodotto normale di T per il gruppo delle matrici permutazionali
ora descritte. Infine,
ze del tipo (al'·· .a
n
,
T è il gruppo delle matrici diagonali individuate da sequen
-l -l
al , ... a
n
' +1). Il passaggio a PG0 2n+l (K,~) è immediato:
il centro di G02n+l(K,~) è costituito dalle matrici diagonali individuate dalle
sequenze (1,1, ... 1,1,+1). Sicché il toro fondamentale, se si pone G=PG0 2 l(K,~),- n+
risulta isomorfo al gruppo delle matrici diagonali di rango n. Il boreliano fon-
damentale B mantiene la stessa descrizione che nel caso di G02n+l(K,~), salvo che





m pari, ed n=m/2. In tal caso si dimostra che la (B.l) è
si prova che, nelle ipotesi assunte, per ogni sottospazio
CMD 2 - Sia
'Z . Infattiq,
codimensione l escono esattamente due sottospazi massimali
za si riassume dicendo che lo spazio polare ~ e 6~ne, o
~
evitare qui il termine "magro", che si presterebbe ad equivoci: "fine" infatti
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intende qui qualcosa di piO che "magro", e tuttavia di meno che "grasso"; inoltre
la definizione di fine si applica solo a spazi polari). Sicché dato il ruolo gio
cato dalla (B.l) nel ricostruire su un sistema di parabolici la struttura di un
complesso di camere, non possiamo sperare di riadattare tali costruzioni al no-
stro caso. Le difficoltà possono essere evidenziate in modo chiaro. Supponiamo di
avere un gruppo G che agisce su ~~ conservando i tipi (le dimensioni, cioé). E
ciò avviene senz'a1tro se G verifica la condizione (G) data all 'inizio. Dato
un sottospazio Y di codimensione l, siano X e X' i due sottospazi massimali
per Y, e poniamo F = {V,X} e F' = {V,X'}. Lo stabilizzatore in G di F
stabilizza Y, perché G conserva i tipi. Sicché porta
X' 1n un sottospazio massimale (perché G conserva i tipi) incidente ad Y. Pertan
to fissa X' perché <J, è fine. Sicché F ed F' hanno lo stesso stabilizzato-
~
re. La condizione (g.l), dedotta nella discussione del primo esempio, cade, e, con
essa, cade la speranza di riprodurre fedelmente la struttura di ~~ in un siste-
ma di parabolici di G, a meno di non cambiare tipo di costruzione.
E' però possibile costruire su ~. un'altra struttura geometrica, esente dalle
,
pecche cui va soggetto qui .~, e che, perciò, si autopropone come la geometria
'giusta' in questo caso.
-Fissiamo a caso un sottospazio massimale X
la marca O. Procediamo quindi a contrassegnare
di ;G~ , ed assegnamo ad esso
tutti i sottospazi massimali con
-
una marca i=O o l, partendo da X e secondo la seguente regola:
Se Y e Z si intersecano su un sottospazio di codimensione l e Y e marcato
da i (=0, l) allora Z deve essere marcato da i+1 (modulo 2).
La seguente proprietà assicura che possiamo assegnare una marca a C1ascuno dei
sottospazi massimali.
(p.5) Dati due sottospazi massimali Y e Y', esiste sempre una seguenza di sotto-
spazi massimali Y = Y
O
'Y l 'Y 2''''Ym = Y' tale che
ca no su un sottospazio di codimensione l.
Y. l1- e Y.l s i i nterse-
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Riporto la dimostrazione di tale proprietà, in quanto, rifacendosi ad argomen-
tazioni affatto generali, sarà trasportabile senza sforzo a situazioni diverse da
quella qui esaminata, e ciò tornerà assai utile più avanti.
Yl, rieY
C. (i=O, l, ..m:,
che cerchiamo. (Os-
C' camere contenenti
il sottospazio massimale nella camera
Dati due sottospazi Y e Y', siano C e
spettivamente. Siccome 2~ è un complesso di camere, possiamo trovare una galleria
C=C,Cl, ... C =C'.Sia Y.
o ". m ,
La sequenza Y ,Yl, ... Y dà, salvo eventuali ripetizioni, ciò
o m
servo che è essenziale in questo ragionamento che le camere prendano ciascuna esat
tamente una varietà (sottospazio) .da ogni tipo (dimensione)).
Si dimostra poi che la regola sopra data non produce conflitti (rimando per qu~
sto al cap. VII di [26}. I sottospazi massimali restano così ripartiti in due clas-
si disgiunte, contraddistinte dalle marche O e l rispettivamente.(E' poi facile v~
-dere che questa bipartizione non dipende dalla scelta di X, se non per lo scambio
di O ed l, eventualmente). Assegnamo allora come nuovo tipo il numero n-l-i ai sot
tospazi massimali contrassegnati da i (per i=O,l); cancelliamo tutti i sottospazi di
codimensione l, e manteniamo tutti gli altri, mantenendo ad essi come tipo la loro
dimensione (nel caso non siano sottospazi massimali, naturalmente). Su questo nuovo
insieme di varietà definiamo una nuova relazione di incidenza, stabilendo che l'in
cidenza tra due varietà di tipo i e j, con {i,j} f {n-2,n-l} , coincide con la vec
chia incidenza definita su 2 ~, mentre due varietà, di tipo n-l ed n-2 rispetti-
vamente, sono dette incidenti se in ~~ si intersecano su un sottospazio di co-
dimensione l. Chiamiamo ()@~) la struttura di incidenza così ottenuta. Essa vie
ne detta c.ompLuM otù6.wmma di 2!?,~ .
E' importante notare che la costruzione ora descritta si applica a qualunque sp~
zio polare fine ~ , permettendo così di definire il complesso orifiamma ~(~~) .
In particolare si applica agli appartamenti di uno spazio polare. Assumiamo allo
ra come appartamenti di O~~) i complessi orifiamma degli appartamenti di ~~ .
Con un po' di pazienza si prova allora che:
(p.6 ) Le (B.l)-(B.4) valgono su OQ;<j» .
Noto che, delle particolarità di ~~, la dimostrazione usa, oltre al fatto
che
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st 4> è fine, solo il fatto che ogni retta (sottospazio di dimensione 1)
ha almeno tre punti; e ciò solo per quanto attiene alla dimostrazione della gras
sezza di O'&A» (cfr. (B.l)). Sicché il risultato si estende immediatamente ad
ogni spazio polare fine le cui rette contengano tutte almeno tre punti (diciamo:
che sia /101'1 degel'leAe). E se S1 rinuncia alla pretesa che OGt4» sia grasso, allo
ra tutto si estende al caso di un arbitrario spazio polare fine.
Inoltre, siccome gli appartamenti di
e questi sono individuati dal rango n
menti di O'(~) dipende solo dal rango
O(~) sono individuati da quelli di ~ ,
di re4>' allora la struttura degli apparta-
n di IJ:J. E siccome per ogni n esistono
spazi polari fini non degeneri (basta scegliere la forma 4> su uno spazio vettori~
le di dimensione 2n, in un campo algebricamente chiuso di caratteristica F 2), la
(p.6) unitamente alla (b.2) (cfr. esempio precedente) mostra che:
(p.7) Dato uno spazio polare fine ~, gl i appartamenti di (j(~) sono complessi
di Coxeter. In dettaglio: se:r ha rango n, gl i appartamenti di (ffj,) sono
isomorfi al complesso orifiamma dello spazio polare magro di rango n (che,
dunque, è un complesso di Coxeter).
Indicato con 0n il complesso di Coxeter costituito dal complesso ori fiamma
dello spazio polare magro di rango n, descriviamone il diagramma. Possiamo farlo
descrivendo i residui di bandiere di cotipo {i,j} (per l < i < j < n), per quanto
detto all'inizio sui complessi di Coxeter. Ora, finché j < n-2, oppure i<n-2, le
cose vanno qui esattamente come nello spazio polare magro. Il residuo di una ban-
diera di cotipo {n-l,n} è poi un digono (rappresentando le varietà di un tipo come
vertici e quelle nell'altro come lati). Infatti, fissato un sottospazio X dello
spazio polare magro, di dimensione n-3, restano utilizzabili solo quattro punti
per costruire sottospazi massimali dello spazio polare magro contenenti X. Sicché
il residuo cercato è null'altro che il complesso orifiamma dello spazio polare ma-
gro di rango 2. E questo è appunto un digono. Il residuo di una bandiera di (Y
n
di cotipo {n-2,n-i} (per i=O,l) è, infine, un triangolo. Infatti, fissato un sotto-
spazio massimale X nello spazio polare magro, sia Y un sottospazio di X di
dimensione n-4 (Y=0 se n=3). X-V consta di tre punti, ciascuno dei quali, aggiun
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se n > 3




(D ) o o o ... o re::::n 2 3 n-3] n-2 n-l
to ad Y, dà un sottospazio di dimensione n-3; e ogni coppia di tali punti indi
vidua (assieme ad Y ed al punto non ortogonale al rimanente punto della terna)






Nel caso n=2 si ottiene dunque un digono, e la costruzione sortisce un esito





essenzialmente identico ad (A3) 0----0-----0 (basta mutare la assegnazionel 2 3
dei tipi). Sicché ff3 è la geometria proiettiva discreta su quattro punti .
sistema di riflessioni • dare la presentazio-un su CU1
- -u. Siano • punti delloel ,e2,·· .en, el ,e 2,·· .en 1n
n, dati in modo che la permutazione involutoria che
Possiamo ora ricostruire
ne del gruppo di Coxeter di
spazio polare magro di rango
definisce tale spazio scambi e.
1
-
con e. (per i=l, ... ,n). Poniamo s. = (e.,e. l)
1 1 1 1+
- -(e.,e. l)
1 1+
per l ( i , n-l, ed - -s =(e l,e)(e l,e). Le identità riassunte in
n n- n n- n
sopragenera to da 11 e(jn
sl , ... S . Queste permutazioni conservano poi la strut
. n
sottogruppo di S2n da esse generato opera poi transitivamente sul
camere di a. Sicché, per quanto detto sui gruppi di Coxeter, il
n
è il sottogruppo di
sono soddisfatte dalle(D )
n
tura di ff. Il
n
l'insieme delle
gruppo di Coxeter di
definite.
E' fac i l e vedere che nel caso di n=2 si ottiene i l gruppo abeliano elementare di
ordine 4. La coincidenza di (D3) ed (A3) indica che, nel caso di n=3, il sottogrup-
po di 56 ora definito coincide con 54· Non è difficile esibire in concreto ta l e
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isomorfismo. Siano X -
o
X3 = {e l ,e2,e3} . Allora
- - --{e l ,e2,e3} , Xl = {e l ,e2,e3}
s. è identificabile con la
l
- -
, X2 = {e l ,e2,e3},
trasposizione (X. l'X.)'1- l
per i=1,2,3. Il sottogruppo di 56 generato da sl ,s2 ed s3 è il gruppo delle
permutazioni sui quattro oggetti XO'Xl 'X 2'X3 .
Torniamo ora all 'esempio che avevamo scelto:2~ di rango n,V di dimensione 2n.
Assumiamo ora n ~ 4. La restrizione non deve stupire, ormai: (02) e (03) sono
i due casi anomali del diagramma (D ). Poniamo G = 502 (K,~) o G=PS02 (K,~)n n n
(ove è SD2n(K,~) = G02n(K,~)nSL2n(K) e PS02n(K,~) = S02n(K,~)/Z(S02n(K,~))).
Si può provare che G •ag1sce su ff('M ) soddisfando la condizione (G). Fissato
un appartamento L
o
•1n come appartamento fondamentale e una camera C
o
sui parabolici definitini (BN.l )-(BN.3),
da B.




B edL • [' ormai ovvio che valgono sulla coppia
o




Ometto la descrizione matriciale di B,N e T: credo sia ormai evidente che aggiu~
gerebbe ben poco a quello che già sappiamo. Ad ogni modo: la descrizione di B e
T può ottenersi con calcoli diretti, come nel caso di G02n+l(K,~) esaminato 1n
precedenza. Allo scopo converrà scegliere la base di V2n in modo da farla coinci-










descrizione del sistema di riflessioni del Gruppo di Coxeter






di diagramma (D ) data sopra, e la descrizione di T.
n
Naturalmente non è necesario che sia m=2n+l perché X~ sia grasso. Infatti:
(il complesso di camere individuato da) ~~ è grasso se n < m/2 (sia m pari o
dispari) (cfr. [26], Teorema 8.3.4). Sicché se n < m/2 le cose vanno bene non
appena si trovi un opportuno gruppo G che agisca su 'd&~ salvaguardando la condi-
zione (G). Non è detto che a questo scopo basti sempre assumere G = GOm(K,~)(av-
verto che, nell'eventualità che





sia soddisfatta da GO (K,$), allora
m




gue da ben note proprietà delle forme quadratiche). Dò qUl un controesempio. Sia
K il campo dei reali, m=6 e sia individuata dalla matrice:
l D D O O O
O l O O O O
O O l D O O
O O O l D O
O O O D -l O
O O O O O -l
L'indice di Witt di e 2. Consideriamo ora i vettori:
a = (1,0,0,0,0, l) b - (O, 1,0,0, l,O)
al: (0,0, l,D,O, l) b'= (0,0,0, l, l,O)
a ll = (0,0,0, l,O, l) b";: (0,0, l,O, l,O)
E' presto visto che sono isotropi e che {a,b,a' ,b'} e {a,b,a",b"} danno le
armature di due appartamenti di ~i . Nel primo appartamento le coppie di vettori
non ortogonali sono (a,a') e (b,b'), nel secondo sono (a,a") e (b,b"). Un calcolo
un po' laborioso mostra che non esiste alcun elemento di G06(K,$) che fissi la
camera {<a>, <a,b>} e porti il primo appartamento sul secondo. Sicché (G) è
•
Nell 'esempio ora riportato, e m pari ed n = (m-2)/2. E' però n >.-4. A tito-
lo di notizia: la condizione (G)
n > 4.
vale su SO (K,$) e
m
non appena m=2n+2 ed
Esempio 3) - Spa.zi potaJu:. e gJw.pp-i. 6.unpte-tU.U.
Sia V uno spazio vettoriale di dimensione m su un campo K di caratteri-
sti ca l' 2, •e Sla una forma bilineare antisimmetrica, non degenere. Esattamen
te come nel caso in cui $ era simmetrica, è possibile parlare di ortogonalità (spe~
so detta pot~, anche in questo caso), di sottospazi totalmente isotropi, indi-
ce di Witt n, ecc ... E, se n > 2, come nel caso in cui $ era simmetrica, ~$ è
uno spazio polare. Ora, però, ~$ è sempre grasso. Mi limito qui al caso in cui
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m=2n. In tale caso possiamo scegliere come gruppo G il gruppo GSP2n(K,~) delle
matrici che conservano ~, o il gruppo PGSP2 (K,~) = GSP2 (K,~)/Z(GSP2 (K,~)).(,) n n n
Vale la condizione (G) su G e ~ ~ . Osservo che, esattamente come nel caso in
cui ~ era simmetrica, un'opportuna scelta della base di V permette di porta





GSP2n(K,~) è spesso detto g~uppo ~~pt~QO, e denotato semplicemente con
GSP2n(K).
Che gli esempi sin qui forniti abbiano tutti a che fare in qualche modo con
BN-coppie su gruppi algebrici non è del tutto casuale. Ma non mi è possibile ap-
profondire questo aspetto, tanto meno qui. Rimando comunque al cap. 11 di I26J.
