Abstract
Introduction
Sympathetic movement between the nominal interest rate on long-term government bonds and the price level fi rst observed by Gibson (1923) remains an open academic debate. Academic debates on Gibson paradox range from being nothing more than a spurious statistical relation to a fact strongly disputing standard micro and macroeconomic theory. The debate today is revived in a period of historic low-interest rates and defl ation in many world economies. Keynes (1930 Keynes ( /2011 speaks of the observed relation as the most completely established empirical fact in economics.
Economic laws backed by empirical facts are rare in the science of economics. From studying the Gibson paradox policy makers and academics can try to explain present awkward interest rates dynamics. The strange interest rates behaviour of today is followed by equally peculiar price level dynamics. Quantitative easing mechanism today stand as the last line of defence against damages of the 2008 crisis. Relating the Crisis of 1929 to 2008 points to the FED behaviour on the matter. Others point to the deepening crisis in the EU with European Central Bank (ECB) lagging behind the FED's quantitative easing policy. Supporters of Friedman's (1963 Friedman's ( /2008 explanation of the Great Depression offer the same remedies for the crisis of 2008. However, the Crisis of 2008 did not hit all the economies in the same way. Germany and Poland in Europe stand as a fact. Another important aspect to consider when studying the Crisis of 2008 is the difference between market and transitional economies. The same approach is followed in this study by studying the Gibson paradox in transitional economies. Studies on the Gibson paradox focused on Western economies. Investigating the Gibson paradox in transitional economies can offer academics additional insight into the phenomenon. Answering the question why the Gibson paradox was observed in some economies and not in others could shed new light on the nature of the paradox.
The extensive literature on the Gibson paradox deals with western economies when trying to explain this established empirical fact. Different theories were offered to unravel the nature of the phenomenon that remains unanswered. Among the most important theories attempting to unravel the paradox are classical interest theory, liquidity preference theory, loanable funds theory, rational expectation theory, Fisher/Keynes effect, Barsky-Summer effect, and the Cogley-Sargent-Surico effect.
Past research on the paradox has concentrated on long time series span or individual, group of western economies. Consequently, an important insight into transitional economies (central eastern European countries -CEE) is missing. Finding evidence for the existence of the paradox in the CEE countries would mean that ownership and economy structure are not important elements in explaining the paradox. Past studies concentrate just on the money supply, monetary policy, infl ation, gold standard and prices and other monetary phenomena. Proving the existence of the paradox in the CEE countries would open the debate on the importance of real economy factors in understanding the paradox. Lack of research on the Gibson paradox in CEE countries makes it diffi cult to prove or disprove Keynes' (1930 Keynes' ( /2011 observation of the paradox as established empirical fact. Finding evidence of the paradox in the CEE countries would offer new evidence in favour of Keynes's observation. Otherwise, if the paradox cannot be traced in CEE countries, then this established empirical fact would be constrained to only a set of countries, punching a hole in the Gibson's (1923) theory.
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The purpose of this paper is to contribute to the empirical and theoretical understanding of the Gibson paradox by searching for the paradox's presence in the CEE countries. This research attempts to offer new evidence on the thesis that the paradox is an established empirical fact by using the methodology of Serletis and Zestos (1999) that followed the work of Kydland and Prescott (1977) on the data for CEE countries. The literature is almost silent on the nature of the paradox in transitional economies. To broaden the body of literature in economics on the nature of the paradox in CEE countries this paper uses data on government bond nominal interest rates and the price level using unit root and cointegration techniques. Thus, the study tries to determine the presence of the paradox in transitional economies. The second objective is to analyse the impact of the common path for CEE countries on the paradox, i.e. is the paradox traditional for market economies or also for former socialist economies transitioning to market economies. Another important aspect of the study is the application of modern time series techniques challenging the thesis of the paradox being just a spurious statistical relationship.
Results of this paper can assist future research on developing a broader focus when researching the paradox's nature. Practical implications of the study for the policy maker consist of pointing to the possible connection between today's' historically low-interest rates and the paradox.
The remainder of the article is structured as follows. Section 1 offers a body of literature perspective on the paradox while section 2 shows methodology and data used in the analysis. Chapter 3 presents time series techniques and data used for the analysis. The last section provides a summary of the unit root testing and cointegration analysis results on data for nominal long-term interest rates and the price level. The paper concludes with a summary of the empirical outcomes of the study and directions for future research on the Gibson paradox. Gibson (1923) Gibson (1923) explains the observed dynamics by stating that long-term interest rates (yield on government bonds) are positively affected (caused) by an increase in the price level. Keynes (1930 Keynes ( /2011 remained silent on the issue that observed dynamics exists between yields and prices but with no correlation present between yields and infl ation. Wicksell (1936) , using the idea of a natural interest rate explain that changes in interest rates are caused by a mismatch between money and natural interest rate level. Clayton et al. (1971) , using the notion of real interest rates, try to undermine the observed empirical movements making a clear distinction between nominal and real interest rates' connection to the price level. Fisher (1930) explains the dynamics of the paradox by introducing infl ation expectations in the equation, pointing to the lag between price changes and infl ation expectations. However, infl ation expectations appear to be highly persistent (Misztal, 2017) . Empirical support for Gibson paradox was found by Ozdemir and Yildirim (2018) and Škare and Benazic (2015) and Tanriover and Yamak (2015) . Their study fi nds out that the course of the long-term relationship between price level and interest rate is from nominal interest rate to the price level.
Literature Review
Global liquidity dynamics also affect bond yields' volatility, particularly in time of distress, having an impact on prices (Belke, 2016) . Another aspect to consider when studying the paradox is the interconnection between fi nancial markets (Vychytilová, 2015) . Volatilities among important stock markets could also infl uence the relationship between bond yields and prices (Ahmad et al., 2016) . Microeconomic aspects are an important trigger for the paradox (Škare & Mošnja-Škare, 2014) . The lag expectation dynamic was later challenged by Cagan (1965 ), Friedman and Schwartz (1963 /2008 . Correlation between the price of gold and the general price level in gold regimes could, in fact, be a latent variable causing the observed sympathetic movement between yield and prices as studied in Barsky and Summer (1988) . Shiller and Siegel (1977) , following the theory of unanticipated price changes, argue that wealth effects redistribution of nominal assets in turn causes the observed correlation between yield and price level. Empirical studies challenge the observed correlation between yield and prices as spurious and statistically misleading as researched in Dwyer (1984) , Corbae and Ouliaris (1989) . Other empirical research of Klein (1975) , Muscatelli and Spinelli (1996) offer evidence of a weak correlation between yield and price level. Volatility of yields on interconnected fi nancial markets has a strong impact on the bond yield spreads (Heryán & Ziegelbauer, 2016) . Serletis and Zestos (1999) studied the phenomena and fi nd no evidence of cointegration between interest rates and the price level, casting doubt on the foundation for this empirical fact as pointed by Gibson and later by Keynes. Another line of studies is the one connecting changes in monetary policy with the Gibson paradox in the USA as studied in Cogley et al. (2011) . Also study on U.S. data was done by Casares and Vazquez (2018) and they pointed out that in recent business cycles, U.S. infl ation has experienced a reduction of volatility and a severe weakening in the correlation to the nominal interest rate (Gibson paradox) . The fi ndings point at a fl atter New Keynesian Phillips Curve (higher price stickiness) and a lower persistence of markup shocks as the main explanatory factors. In addition, a higher interest-rate elasticity of money demand, an increasing role of demandside shocks, and a less systematic behavior of Fed's monetary policy also account for the recent patterns of U.S. infl ation dynamics.
Lower interest rates appear to be associated with expansion of margin trading (Chovancova & Arendas, 2015) . Financial behaviour factors also appear to be closely connected with the fi nancial asset allocation on the fi nancial markets and effects on treasury bond yields (Kushnirovich, 2016) . Interest rate dynamics are highly infl uenced by macroeconomic and fi scal policy factors as the study of Temur et al. (2017) shows. The same relationship holds for Romania according to the results from the study Simionescu et al. (2017) . Cheng et al. 2013 confi rm Gibson paradox for China during China's silver-cored metallic standard era . They argue that the Gibson correlation is more accurately classifi ed as a statistical artifact of commodity money systems, with the gold standard merely representing one such system.
Methodology and Data
To test the Gibson paradox within European transition countries, we applied the method used by Serletis and Zestos (1999) that followed the work of Kydland and Prescott (1977) as they calculated cyclical nominal interest rate -price level correlations. Similar to them, we will extract cyclical components using the Hodrick-Prescott (HP) fi lter and then relate cross-correlation between the price level and interest rates for each country alone. Furthermore, we will test integration and cointegration properties of the data to evaluate methodological possibilities for the estimation of the Gibson paradox.
The popularity of the HP fi lter to detrend a time series is certainly due to the fact it is easy to estimate and to comprehend. Hodrick and Prescott (1997) analysis was based on the assumption that time series consist of cyclical and growth components, so if growth accounting can provide estimates of growth components for errors that are small relative to the cyclical component, computing the cyclical component is just a matter of calculating the difference between the observed value and the growth component. It resulted in the creation of the fi lter that became the standard method for removing long run movements from the time series in the business cycle literature. The HP fi lter focuses on removing a smooth trend τ t from some given data y t by solving next equation:
(1) so the residual y t − τ t is then commonly referred to as the business cycle component. A linear fi lter that requires the previous specifi cation of a parameter known as lambda (λ). Giving the form of the observation (annually, quarterly or monthly) this parameter tunes the smoothness of the trend i.e. penalises the acceleration in the trend component relative to the cycle component. Many points that the parameter λ does not have an intuitive interpretation for the user and that its choice is to consider the main weakness of the HP fi lter. Non-the-less, HP fi lter has been applied in some relevant studies as in De Archangelis and Di Giorgio (2001), Serletis and Zestos (1999), Franke (2006) . To measure the degree of co-movements of the series we will estimate contemporaneous co-movements i.e. correlation coeffi cient as well as cross-correlations over time, indicating whether the variables lead, lag or coincide one another. We measure the correlation between x t and y t+k , where x t is the fi ltered series, and y t+k is the k-quarter lead of the main variable. A substantial positive correlation at k = 0 (i.e. around lag zero) indicates the pro-cyclical behaviour of the series; a high negative correlation at k = 0 indicates counter-cyclical behaviour, and no correlation indicates the acyclical conduct of the series. A maximum correlation at, for example, k = -1 indicates that the cyclical component of the variable tends to lag the main variable by one-quarter. In other words, if the absolute maximum (or minimum) is achieved at the specifi c variable lead, then the variable is denoted as leading, whereas it is called lagging in the opposite case. The concept of lags/leads is usually used to describe phase relations between the variables in the time domain. Specifi cally, it is a notion of a lag in the time domain as a 'pure delay' in a relationship. Finally, coincident variables are those displaying the bulk of their crosscorrelation with the main variable at lag zero.
To test the integration properties, we will analyse graphical displays of the variables and apply two unit root tests: the Augmented Dickey-Fuller test -ADF (1979) and the Phillips-Perron test -PP (1988). If we fi nd that the price level and interest rates of long-term bonds are integrated of the same order, i.e. of order one, then we are also able to test if they are cointegrated as well and to test the possible existence of the Gibson paradox. If they are integrated of different orders, then testing the Gibson paradox in cointegration fashion would be misleading. Quarterly data for the price level (P) -CPI (2010 = 100) and nominal interest rate of long-term government bond yields (R) were collected from International Financial Statistics of IMF for each of 13 transitional countries for the period selectively ranging from 1993Q1-2014Q2 (different times are evaluated due to data availability whereas some data needed to be interpolated). A problem in estimation could arise from relatively short time series. Data were seasonally adjusted using the Census X12 seasonal adjustment procedure, and then price level variables were transformed to their logarithmic form. To extract the business cycle component that presents the stationary cycle of the variable, we used a smoothing parameter λ of 1,600 which is the standard value for quarterly frequencies.
Gibson Law in CEE CountriesEmpirical Results
Before we get to any conclusion, we have to be very strict by saying that this analysis comprises a limited time span and maybe some deductions will not be an appropriate description of the long-run relationship. Tab. 1 presents extracted cyclical components of both the logarithm of the price level (log P) and the nominal interest rate on government bonds (R), whereas we simply completed cross-correlations with lags/ leads between R and selected variable log P. In addition to current correlation coeffi cients (t-0), lag/lead analysis was also introduced in order to determine if variable log P lag, lead or coincide with the fl uctuations in R. Tab. 2 displays autocorrelations (ACF; persistence analysis) suggesting that all variables are persistent in a phase of a cycle for at least 2 to 3 periods. It means that variables fl uctuate persistently and stabilise within a certain period, indicating that we can observe their fl uctuations and compare them. In general, results reveal weak contemporaneous correlations between the R and log P for all countries. The additional problem could be seen in the time perspective of cross-correlations which suggest a weak correlation with log P lagging R in Armenia, Bulgaria, Estonia, Latvia, Lithuania, Moldova, Russia and Slovakia and, on the other hand, leading R in Czech Republic, Hungary, Poland and Slovenia. Romanian data show no correlation at all.
Graphical displays (see Figs. 1 and 2 ) of the variables across the countries indicate certain co-movements between the observed variables and log P tends to lag R. In most of the countries we can notice pro-cyclical behaviour of log P and R, as well as the weak correlation between their cyclical components, cast some doubt on 2018, XXI, 4 To test such a statement, the next step is to analyse the integration properties of the data. The basic idea behind this step is to fi nd out whether cyclical components of log P and R are integrated of the same order which will resolve the question of their cointegration properties; two series that are individually integrated of different orders cannot be cointegrated. For this purpose, we used the ADF and PP unit root tests (Tab. 3) including 'with' and 'without' trend versions. Following the results of unit root tests, the aggregate conclusion would be that the Gibson paradox cannot be tested because selected variables across all the countries seem to be integrated of different orders. Namely, in 10 of the 13 countries (Bulgaria, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Moldova, Romania, Russian Federation and Slovenia) either log P or R is integrated of order one -I(1) meaning that they cannot establish a linear combination that is itself stationary. Though we fi nd some possible exceptions within unit root tests for the Czech Republic, Estonia and Slovenia in 'without' trend version for the variable R (possible I(1) variables), graphical displays of the variables clearly suggest that log P and R do not move in the same manner. The remaining three countries (Armenia, Poland and the Slovak Republic) display values that lead to the conclusion that selected variables are stationary at their levels -I(0), hence they also cannot be comprehended within cointegration procedure. Again, if we follow graphical depictions, we can notice that for these countries variable log P could be evaluated as non-stationary in levels yet be integrated of order one. Accordingly, we can conclude that variables log P, and R are de facto integrated of a different order for most if not all European transitional countries, therefore they cannot be tested for cointegration (the Gibson Law does not hold).
Empirical results show that the Gibson paradox is ambiguous, which means that satisfying the non-stationarity conditions is not a strong proof that it does not exist. However, it certainly suggests that for transitional countries in a selected time perspective we have every argument for the rejection of the paradox. Nonetheless, a few facts should be brought up in conclusion. Even though we found weak correlation coeffi cients and noticed the procyclical behaviour of both log P and R, we must not overlook that graphical expression indicates some co-movements between the variables, log P tends to lag R and that we analysed a relatively short time span. Thus, a longer time perspective could clear that doubt. Note: "*", "**", "***" denote 1%, 5% and 10% level of signifi cance
Tab. 2: Autocorrelations (ACF) -(persistence analysis) (Part 2)
2018, XXI, 4 Serletis and Zestos (1989) , Corbae and Ouliaris (1989) . The presence of a weak correlation between interest rates and prices because of adopted monetary policies supports the study of Cogley et al. (2011) . Since the Gibson law does not apply to transitional CEE countries, researchers and others interested in the Gibson Law can use this fact to explore and set future theories why the law is not present in CEE states. Studying the factors behind the non-existent Gibson law in CEE economies can unravel the factors pushing western economies in and out of the Gibson regime. Lack of data was the primary limitation of the study with limited data from 2000-2014 used in the analysis. That could affect the study 
Augmented Dickey-Fuller test (ADF)

