). The right-most (green) grid combination is the best model, having the lowest RMSD (red) with highest R 2 (blue). The hyperparameters nrounds=150, lambda=0.0001, and alpha=0.1 were selected and used for the final CS prediction. Other hyperparameters are shown in Table S1 . (B) Absolute errors between experimental CS and predicted CS for the validation set were calculated by using 10-fold CV to evaluate over-learning and over-fitting. Boxplots show absolute errors of 128 CSs (dot) in each fold. The 128 CSs in the validation set were calculated by using a predictive model, which was learned by using 1149 CSs as a learning set. The statistics (absolute minimum error, absolute 1st quarter error, absolute median error, absolute mean error, absolute 1st quarter error, absolute maximum error, and variance) are shown in (C). 
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). The right-most grid combination (green) is the best model, having the lowest RMSD (red) with highest R 2 (blue). The hyperparameters nrounds=100, lambda=0, and alpha=0.1 were selected and used for the final CS prediction. Other hyperparameters are shown in Table S1 . (B) Absolute errors between experimental CS and predicted CS for the validation set were calculated by using 10-fold cross validation to evaluate overlearning and over-fitting. Boxplots show absolute errors of 108 CSs (dot) in each fold. The 108 CSs in the validation set were calculated by using a predictive model, which was learned by using 970 CSs as a learning set. The statistics (absolute minimum error, absolute 1st quarter error, absolute median error, absolute mean error, absolute 1st quarter error, absolute maximum error, and variance) are shown in (C). Table S7.   75  68  70  34  47  39  32  67  74  69  73  40  46  45  72  48  52  53  54  49  33  36  25  29  30  42  88  6  7  10  5  3  4  61  9  1  11  55  8  22  43  44  57  28  41  80  78  79  87  82  71  81  77  85  86  83  84  17  15  90  89  12  21  76  13  59  16  14  60  50  51  23  18  19  20  65  64  62  63  56  91  35  58  31  38  37  27  26  66  2  24   75  68  70  34  47  39  32  67  74  69  73  40  46  45  72  48  52  53  54  49  33  36  25  29  30  42  88  6  7  10  5  3  4  61  9  1  11  55  8  22  43  44  57  28  41  80  78  79  87  82  71  81  77  85  86  83  84  17  15  90 Table S7 . The nodes are connected by Jaccard similarity (>0.56). Node colors indicate the performance of the δ 13 C predictive model ( Fig. S2B ): good models show low RMSDs; poor models show high RMSDs. (Table 4 ). In total, 402 CSs of test data set were plotted for δ 1 H. QM1 shows the theoretical CSs calculated at the B3LYP/6-31G*//GIAO/B3LYP/6-31G* level, and QM1' shows the theoretical CSs calculated at the B3LYP/6-311++G**//GIAO/B3LYP/6-311++G** level using Gaussian09 software. QM1+ML and QM1'+ML show the results of the predictive approach described in this study, in which the ML algorithm xgbLinear calculates an SF that is applied to QM1 and QM1'. QM2 shows the theoretical CSs calculated at the EDF2/6-31G* level using Spartan'14 software. The theoretical CSs of QM2 were corrected with the weighted average using a Boltzmann distribution after conformational analysis. (Table S4 ). In total, 376 CSs of test data set were plotted for δ 13 C. QM1 shows the theoretical CSs calculated at the B3LYP/6-31G*//GIAO/B3LYP/6-31G* level, and QM1' shows the theoretical CSs calculated at the B3LYP/6-311++G**//GIAO/B3LYP/6-311++G** level using Gaussian09 software. QM1+ML and QM1'+ML show the results of the predictive approach described in this study, in which the ML algorithm xgbLinear calculates an SF that is applied to QM1 and QM1'. QM2 shows the theoretical CSs calculated at the EDF2/6-31G* level using Spartan'14 software. The theoretical CSs of QM2 were corrected with the weighted average using a Boltzmann distribution after conformational analysis. (Table S4 ). In total, 256 CSs in 402 CSs of test data set were plotted for δ 1 H. These CSs of partial structure were well learned. QM1 shows the theoretical CSs calculated at the B3LYP/6-31G*//GIAO/B3LYP/6-31G* level, and QM1' shows the theoretical CSs calculated at the B3LYP/6-311++G**//GIAO/B3LYP/6-311++G** level using Gaussian09 software. QM1+ML and QM1'+ML show the results of the predictive approach described in this study, in which the ML algorithm xgbLinear calculates an SF that is applied to QM1 and QM1'. QM2 shows the theoretical CSs calculated at the EDF2/6-31G* level using Spartan'14 software. The theoretical CSs of QM2 were corrected with the weighted average using a Boltzmann distribution after conformational analysis. (Table S4 ). In total, 216 CSs in 376 CSs of test data set were plotted for δ 13 C. These CSs of partial structure were well learned. QM1 shows the theoretical CSs calculated at the B3LYP/6-31G*//GIAO/B3LYP/6-31G* level, and QM1' shows the theoretical CSs calculated at the B3LYP/6-311++G**//GIAO/B3LYP/6-311++G** level using Gaussian09 software. QM1+ML and QM1'+ML show the results of the predictive approach described in this study, in which the ML algorithm xgbLinear calculates an SF that is applied to QM1 and QM1'. QM2 shows the theoretical CSs calculated at the EDF2/6-31G* level using Spartan'14 software. The theoretical CSs of QM2 were corrected with the weighted average using a Boltzmann distribution after conformational analysis. Table S5 .
2J(N)_1 3J(N)_1
Chemical shift(theor)(ppm) Chemical shift(theor)(ppm)
A B Importance Importance The RMSDs between the experimental and predicted CSs are given in Table S2 . The algorithm name was set to the method argument in the train function of the caret library in R. 2 R libraries other than the caret library are called by the caret library in the background for using each ML algorithm. 3 Hyperparameters available for tuning. 4 Hyperparameter argument in the train function of the caret library in R. 5 Up to three variables of each hyperparameter argument were used for tuning. These variables were generated automatically by the tuneLength argument in the train function of the caret library in R. The RMSD of 10-fold CV was calculated when each grid was combined, and the combined model that had the lowest RMSD (Fig. S4) was ultimately chosen as the optimal model. Hyperparameters of the ML models were optimized for QM at the B3LYP/6-31G* level. Table S5 List of the objective and explanatory variables used to explore the scaling factor calculated by the 91 ML algorithms. These variables were collected and were generated as a training data set automatically from log files Gaussian09 software by using a Java program. The example is shown in Table S6 . 
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