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Abstract
Is is shown that for n→+∞ the Leibnizian combination L′n(fg)− fL′n(g)− gL′n(f )
converges uniformly to zero on a compact interval W if the positive operators Ln belong to
a certain class (including Bernstein, Gauss–Weierstrass and many others), and if the moduli
of continuity of f,g satisfy ωW(f ;h)ωW (g;h) = o(h) as h→ 0+. A counterexample
shows that Lipschitz conditions are not appropriate to bring about a second-order version
of this formula.  2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In the last decades, different approaches have been proposed for embedding
distribution theory into a differential algebra of generalized functions, thus
allowing operations (like multiplication) which are generally impossible within
distribution theory. Is is well known that such an embedding is impossible
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without giving up some elementary property (like associativity) or modifying
some elementary operation (like the product of functions).
On the other hand, Zorn’s lemma allows to construct a hyperreal number sys-
tem, containing, besides real numbers, also infinitely small numbers (infinitesi-
mals) and infinitely large numbers. It also allows to prove that the usual rules of
arithmetic continue to hold (nonstandard or infinitesimal analysis; see, e.g., [1]).
In such a framework it makes sense to talk about infinitely large hypernatural
numbers, or to say that certain hyperreal numbers are infinitely close to each other.
It seems natural to look for an embedding of distributions (real valued for this
purpose) into a differential algebra of hyperreal functions, that would preserve
properties and operations up to infinitesimals. One such approach ([4] and related
work) is based upon the well known fact that every distribution is, locally, the
distributional derivative (of some finite order) of some continuous function. In
this approach, the distribution D̂pfˆ (D̂ being distributional derivation, and fˆ
the regular distribution defined by the continuous function f ) is replaced by
DpBN(f ), where BN(f ) is the Bernstein polynomial of a fixed infinite order N ,
its derivatives being defined by the same formulas as for the finite-order case.
The choice of the Bernstein operator is motivated by its strong shape preserving
properties.
In replacing f by BN(f ), only infinitesimal modifications occur; this fact
is equivalent to the sequence Bn(f ) converging uniformly to f for n→ +∞.
Moreover, whenever Dpf (x0) happens to exist, it is infinitely close to the
hyperreal replacement derivative DpBN(f ;x0) (which always exists); this is
equivalent to the well known fact that the sequence DpBn(f ;x0) converges to
Dpf (x0) as n→+∞.
The uniform convergence equation (9), established below, amounts to saying
that for this generalized differentiation, Leibniz’ formula holds up to infinitesi-
mals; i.e.,
B ′N(fg)= fB ′N(g)+ gB ′N(f )+ infinitesimals.
This result is valid for many positive operators besides Bernstein’s. Unfortu-
nately, the operators and conditions considered in this paper do not allow to carry
this formula to higher orders.
2. A class of positive operators
Set ei(t) := t i (t ∈R, i = 0,1, . . .), and denote by Cb(I) (respectively, D(J ))
the set of real functions which are bounded and continuous on the interval I
(respectively, differentiable in the open interval J ).
We shall consider positive linear operators Ln :Cb(I) → D(I ◦), where I ◦
denotes the interior of I . For the value of Lnf := Ln(f ) in x ∈ I ◦ we use the
notations (Lnf )(x) and Ln(f ;x) interchangeably.
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Our sequence of positive linear operators Ln :Cb(I) → D(I ◦) has the fol-
lowing properties:
Ln(e0)= e0, (1)
nLn
(
(e1 − x)f ;x
)= p(x)(Lnf )′(x) (x ∈ I ◦), (2)
where the weight function p satisfies
p(x) > 0 (x ∈ I ◦), (3)
p′′ bounded on every compact subinterval of I ◦. (4)
Many operators have the properties described here. Thus we have I = [0,1],
p(x)= x(1− x) for the Bernstein operator
n∑
k=0
(
n
k
)
xk(1− x)n−kf
(
k
n
)
,
I = [0,+∞), p(x)= x for the Szász–Mirakian operator
e−nx
+∞∑
k=0
(nx)k
k! f
(
k
n
)
,
I = [0,+∞), p(x)= x(1+ x) for the Baskakov operator
+∞∑
k=0
(
n+ k − 1
k
)
xk(1+ x)−n−kf
(
k
n
)
,
I = (0,+∞), p(x)= x2 for the Post–Widder operator
(n/x)n
(n− 1)!
+∞∫
0
e−nu/xun−1f (u) du,
I = (−∞,+∞), p(x)= 1 for the Gauss–Weierstrass operator
√
n
2π
+∞∫
−∞
e−n(u−x)2/2f (u) du.
For references and further results on these operators we may refer to [3,
Chapters 9 and 10]. The relationship with the so-called exponential-type operators
(or Bernstein-type operators), introduced by May in [6], is also discussed there.
The relation (2), written as
Ln(e1f ;x)= xLn(f ;x)+ p(x)
n
(Lnf )
′(x),
may be used as an induction formula, successively generating from (1)
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Ln(e1;x)= x,
Ln(e2;x)= x2 + p(x)
n
,
Ln(e3;x)= x3 + 3xp(x)
n
+ p(x)p
′(x)
n2
,
Ln(e4;x)= x4 + 6x
2p(x)
n
+ p(x)(3p(x)+ 4xp
′(x))
n2
+ p(x)((p
′(x))2 + p(x)p′′(x))
n3
,
from which one deduces
Ln(e1 − x;x)= 0, (5)
Ln
(
(e1 − x)2;x
)= p(x)
n
, (6)
Ln
(
(e1 − x)4;x
)= p(x)
n
(
(p′(x))2 +p(x)p′′(x)
n2
+ 3p(x)
n
)
. (7)
These identities will be used below.
3. First order
In the theorem that follows we use the modulus of continuity of f with respect
to h > 0, defined by
ωW(f ;h) := sup
{∣∣f (t)− f (t ′)∣∣: t ∈W, t ′ ∈W, |t − t ′| h},
while the notation
W
⇒ denotes uniform convergence on W , for n→+∞.
Theorem 1. Assume that the sequence of positive linear operators Ln :Cb(I)→
D(I ◦) has the properties (1)–(4), and that W is a compact subinterval of I ◦. If
f,g ∈Cb(I) and
ωW(f ;h)ωW(g;h)= o(h) (h→ 0+), (8)
then ∥∥(Ln(fg))′ − f (Lng)′ − g(Lnf )′∥∥W → 0. (9)
Proof. Applying (2) we have by linearity(
Ln(fg)
)′
(x)− f (x)(Lng)′(x)− g(x)(Lnf )′(x)
= n
p(x)
Ln
(
(e1 − x)
(
f − f (x))(g − g(x));x)
− nf (x)g(x)
p(x)
Ln(e1 − x;x).
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From (5) we know that Ln(e1 − x;x)= 0. There remains to be shown that the
remaining term of the right-hand member converges uniformly to 0 on W . The
absolute value of this term is at most equal to
n
p(x)
Ln
(|e1 − x||f − f (x)||g− g(x)|;x)
= n
p(x)
Ln
(
(e1 − x)2Q(· , x);x
)
,
with
Q(t, x) :=
{ |f (t)−f (x)||g(t)−g(x)|
|t−x| (t = x),
0 (t = x).
Note that condition (8) is necessary and sufficient to make Q continuous on
W ×W .
By (6) we have
n
p(x)
Ln
(
(e1 − x)2;x
)= 1. (10)
Hence the identities
(e1 − x)2e1 = x(e1 − x)2 + (e1 − x)3,
(e1 − x)2e2 = x2(e1 − x)2 + 2x(e1 − x)3 + (e1 − x)4
lead to
n
p(x)
Ln
(
(e1 − x)2e1;x
)= x + n
p(x)
Ln
(
(e1 − x)3;x
) (11)
and
n
p(x)
Ln
(
(e1 − x)2e2;x
)
= x2 + 2nx
p(x)
Ln
(
(e1 − x)3;x
)+ n
p(x)
Ln
(
(e1 − x)4;x
)
. (12)
Now (4) and (7) imply that there are constants A and B such that
0 n
p(x)
Ln
(
(e1 − x)4;x
)
 A+Bn
n2
(x ∈W)
and the Cauchy–Schwarz inequality for positive functionals leads to
0 n
p(x)
Ln
(
(e1 − x)3;x
)
 n
p(x)
Ln
(|e1 − x|(e1 − x)2;x)

√
n
p(x)
Ln
(
(e1 − x)4;x
)

√
A+Bn
n
(x ∈W).
Combining these two estimates with (10)–(12) we see that
n
p(x)
Ln
(
(e1 − x)2ei;x
) W
⇒ ei (i = 0,1,2).
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It is well known that, if Ln :C[a, b]→C[c, d] is a sequence of positive operators
(−∞< a  c < d  b <+∞), one has
Ln(f )
[c,d]
⇒ f
(
f ∈ C[a, b])
as soon as this relation holds for f = ei (i = 0,1,2) (Korovkin’s theorem; see,
e.g., [2, Theorem 2.1]). Applying this theorem with [a, b] = [c, d] =W we find
n
p(x)
Ln
(
(e1 − x)2Q(· , x);x
) W
⇒Q(x,x)= 0
and this concludes the proof. ✷
The following special cases of the condition (8) are worth noticing:
f ∈ Lip1(W), g ∈ C(W), (13)
f ∈ Lipα(W), g ∈ Lipβ(W) (α + β > 1). (14)
If f ∈ Lip1(W), there is a constant M > 0 such that ωW(f ;h)Mh. Hence
ωW(f ;h)ωW(g;h)Mhω(g;h)= o(h) (h→ 0+),
which proves (13) to be sufficient. Next, if f ∈ Lipα(W), g ∈ Lipβ(W), there exist
constants Mf ,Mg > 0 such that ωW(f ;h) Mf hα and ωW(g;h) Mghβ , so
that
ωW(f ;h)ωW(g;h)MfMghα+β = o(h) (h→ 0+)
if α + β > 1. This proves the sufficiency of (14).
4. Higher order
As for higher-order generalizations of (9), it seems natural to conjecture that∥∥(Ln(fg))′′ − f (Lng)′′ − 2(Lnf )′(Lng)′ − g(Lnf )′′∥∥W → 0 (15)
will hold under suitable assumptions. Lipschitz conditions are not appropriate to
achieve this, as (15) is false even for the simplest f ∈ Lip1 and g ∈ C∞. For
reasons of symmetry our counterexample deals with Bernstein polynomials on
[−1,1]. Bernstein polynomials on a general interval [a, b] are defined by
1
(b− a)n
n∑
k=0
(
n
k
)
f
(
a + k(b− a)
n
)
(x − a)k(b− x)n−k.
For the sequel we fix a =−1, b = 1 and we write Bn for the Bernstein operator
on [−1,1].
For e1 ∈C∞(R) and e+1 := max{e1,0} ∈ Lip1(R) the conjecture (15) is
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(
Bn
(
e1e
+
1
))′′
(x)− x(Bne+1 )′′(x)
− 2(Bne1)′(x)
(
Bne
+
1
)′
(x)− e+1 (x)(Bne1)′′(x)
W
⇒ 0. (16)
Using Bne1 = e1 and (e1e+1 )′ = 2e+1 we rewrite this as
2
((
Bn
(
D−1e+1
))′′ − (Bne+1 )′)− x(Bne+1 )′′ W⇒ 0, (17)
D−1 denoting antidifferentiation. Now it follows from [5, Theorem 2], that
(
Bn(D
−1F)
)′′ − (BnF )′ W⇒ 0
if F ∈ Lip1[−1,1]. Applying this result with F = e+1 shows that the conjecture
(17) is equivalent to
x
(
Bne
+
1
)′′
(x)
W
⇒ 0.
This, however, is false. An explicit computation shows that(
B2ke
+
1
)′′ = (2k)! k
4k(k!)2 (1− x
2)k−1
and that |x(B2ke+1 )′′(x)| has a maximum, at the point x = 1/
√
2k− 1, which
tends to 1/
√
2e = 0 for k→∞. Hence (16) is false for all compact subintervals
0 ∈W ⊆ [−1,1].
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