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ABSTRACT
AN IMPLICIT LEVEL SET MODEL FOR FIRESPREAD
Pallop Huabsomboon 
Old Dominion University, 2006 
Director: Dr. David E. Keyes
The level set method is a m athem atical and com putational technique for tracking 
a moving interface over time. It can naturally handle topological changes such as 
merging or breaking interfaces. Intrinsic geometric properties of the interface, such 
as curvature and normal direction, are easily determined from the level set function 
4>. There are many applications of the level set method, including kinetic crystal 
growth, epitaxial growth of thin films, image restoration, vortex dominated flows, and 
so forth. Most applications described in the growing literature on the applications 
of level sets advance the level set equation with explicit tim e integration. Hence, 
small CFL-respecting time steps are needed to  m aintain stability. In this thesis, an 
implicit level set method is introduced and applied to  wildland firespread models, 
removing vulnerability to  instability.
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1CHAPTER 1 
INTRODUCTION
The level set method, introduced by Osher and Sethian in [31], is a numerical tech­
nique designed for tracking the evolution of moving interfaces. Level sets can be 
found in many applications such as crystal growth, image processing, vortex domi­
nated flow and shape recognition. Osher and Fedkiw provide an overview and some 
recent results on level set methods in [29]. Eulerian level set methods are among 
many m athem atical formalisms used to  track interfaces.
Lagrangian marker methods are also popular for tracking moving interfaces. 
Marker methods involve planting marker particles along the propagating interfaces 
and follow their movement (see Figure 1). This technique is very economical in term s 
of storage. They are algorithmically complex, especially for surfaces of co-dimension 
one in three-dimensional settings, where for large and complex deformations marker 
points m ust be removed as they get too close or added as they get too far apart, 
and where complex da ta  structures are required to  accommodate topological change, 
such as pinch-off or merge, and to  prevent tangling of the interface in regions of 
high curvature. Nevertheless algorithms and software for front tracking have been 
perfected in recent years [17].
Volume-of-fluid methods, introduced by Noh and Woodward [28], embed the in­
terface in an Eulerian grid in which it is tracked implicitly. A fixed grid is laid 
over the com putational domain (see Figure 2), and a value assigned to  each grid cell 
based on the fraction of the interior currently located in th a t cell. The cell value is 
zero if the cell is completely outside the interface. The cell value is one if the cell 
is completely inside the interface. A fraction between 0 and 1 is assigned to  cells 
th a t straddle the interface. An advantage of the volume-of-fluid technique is th a t 
topological complications boundaries are accommodated without effort. However, 
calculation of intrinsic geometric properties of the interface, such as curvature and 
normal direction, is difficult and inaccurate.
Eulerian level set methods are well known for their gracefulness in handling topo­
logical changes such as merging or breaking interfaces. The position of the interface 
a t tim e t  is defined by the zero level set of a scalar function of space and time, which
This dissertation follows the style of SIAM Journal on Scientific computing.
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2Fig. 1. Marker particles are planted along the interface and their movement tracked.






Fig. 2. A grid is fixed in the computational domain and values assigned to each grid 
cell based on the fraction of the cell that is interior to the boundary.
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4can represent the signed distance to  the front (see Figure 3); i.e., p{x, t) — 0. Intrinsic 
geometric properties of the interface are easily calculated from the level set function 
<p] for example, a normal direction to  the interface is given by and the curvature 
of the interface is given by V  • Level set methods are relatively easy to
implement. They build on the established theory of Hamilton-Jacobi equations see, 
e.g. [14]. Thus, we can exploit techniques borrowed from the numerical solution of 
Hamilton-Jacobi equations.
It is well known th a t solutions of Hamilton-Jacobi equations can develop kinks 
(or discontinuities in the first derivative) even when the initial condition is smooth. 
However, viscosity solutions of Hamilton-Jacobi equations can provide a path  to 
existence and uniqueness results. The study of viscosity solutions of Hamilton-Jacobi 
equations was pioneered by Crandall and Lions in [9, 10]. They introduced a class of 
monotone first-order accurate numerical schemes for Hamilton-Jacobi equations and 
proved th a t these monotone schemes converge to  the viscosity solution. Later, Osher 
and Shu exploited the relationship between conservation laws and Hamilton-Jacobi 
equations to  construct higher-order numerical schemes in [32],
This thesis focuses on the application of level set methods to  wildland firespread. 
Understanding and control of wildfire is a high priority in contemporary forest man­
agement. A century of active fire suppression has led to ecosystems out of balance 
with respect to  fire. There are ten of thousands of wildfires each year in the United 
States [26]. Billions of dollars in property damage occur annually and up to  15 mil­
lion dollars per day are spent fighting wildfires during peak season. Com putational 
simulation of firespread is employed to  predict the speed of wildland fires in order 
to  help containment and manage resources during a fire incident, as well as to  plan 
controlled burns.
In 1982, Anderson et. al. [1] proposed a commonly used firespread model in which 
the fire appears as an elliptical front with the long axis stretched out in the wind 
direction. However, such models are too crude for firespread in practice. The USDA 
Forest Service code FARSITE [15] employs a Huygens mechanism and advances the 
local firefront by a large number of semi-empirical rules, taking into account local 
wind, topography, and landcover. O ther first-principles approaches, e.g. [7], use 
conservation of mass, momentum, and energy for modeling and predicting the speed 
of firefront. However, it is difficult to  measure and calculate the required constituent
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




Fig. 3. A t any time t, the interface is defined by the zero level set (<f> =  0).
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6properties and to  accurately model three-dimensional geometry of forests in large- 
scale simulation of wildfire. This is a classic multiscale problem for which routine 
simulation, or simulation th a t can interact with real-time fire fighting, is not yet 
possible. In our application, we use semi-empirical firespread models derived from 
one originally proposed by Fendell and Wolff [16] th a t requires a minimal amount of 
information about properties of the environment around the firefront, corresponding 
to  the rudim ents th a t are often available. This model specifies the speeds of a wind- 
driven firefront a t each point along its perimeter. Later, Mallet [25] proposed a 
simplified version of the Fendell-Wolff firespread model. These firespread models are 
not based on first-principles theory but contain param eters to  be tuned by comparison 
with historical fire data. We refer to  the simplified model as the Fendell-Mallet model.
Experience with explicit level set implementations of these firespread models 
shows numerical instability unless the tim estep is carefully chosen and sufficiently 
small. Therefore, in this thesis, we develop an implicit solver for the level set equa­
tion, which is nonlinear. Newton’s m ethod is a leading candidate for solving a non­
linear system of equations of the discrete form F ( x ) =  0, where F  is a vector-valued 
nonlinear function of sta te  variables x. It can be applied on each time step of an 
implicit time discretization of a partial differential equation. It is attractive because 
of the asymptotically quadratic rate of convergence. However, computing a Newton 
step can be expensive when the size of the problem is large. Instead of exactly com­
puting a Newton step, Dembo et. al. [11] introduce an inexact Newton method in 
which an iterative m ethod is used to  compute a Newton step approximately. Both 
Newton’s method and inexact Newton methods require explicitly formation of a 
complete Jacobian matrix. For very large problems, it can be expensive to  form and 
store a Jacobian matrix. However, we can use Jacobian-free Newton-Krylov methods 
[23], such as Newton-GMRES, to  overcome the Jacobian complexity. The Newton- 
GMRES m ethod requires only products between a Jacobian m atrix and a vector. 
These can be approxim ated by using finite differences. Hence, the Newton-GMRES 
can be implemented without explicitly forming the Jacobian matrix.
This thesis is organized as follows. A background discussion of level set methods 
is given in C hapter 2. C hapter 3 presents some theory and numerical approximation 
schemes for the Hamilton-Jacobi equations. C hapter 4 discusses methods of solving 
large systems of nonlinear equations, focusing on the case of a sparse Jacobian com­
monly arising in partial differential equations. Firespread models are presented in
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
7Chapter 5. Chapter 6 contains idealized numerical experiments including a circular 
expansion th a t allows error verification. Finally, conclusions and future plans are 
given in Chapter 7.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2
LEVEL SET METHOD
In this chapter, we provide some background of the level set method. Most material 
covered in this chapter comes from [30] and [36].
To derive a formula for a  moving interface, we start with a curve in two- 
dimensional space. This curve moves in a direction normal to  itself w ith a speed 
F  (see Figure 4). This speed function F  may depend on local or global properties of 
the interface, or on features independent of the interface, itself.
Local properties are properties determined by local information such as curvature. 
Global properties are those th a t depend on the shape and position of the interface. 
Examples of independent properties are underlying flow or other features embedded 
in the medium.
2.1 B O U N D A R Y  VALUE FORM ULATION
We first consider th a t the speed F  is nonnegative. Therefore, the front will always 
expand outward. If a function T (x ,y )  is the arrival time of the front as it crosses a 
point (x , y ), then we can use the relation distance =  rate  x t im e  to  get
i=pd£  «
In higher dimensions, we have
|V T |F  =  1 ,T  =  0 on T, (2)
where T is the initial location of the front. Equation (2) is the boundary value 
formulation of the level set method. We can see in equation (2) th a t we require 
no time step in the boundary value formulation. We can use a method called Fast 
Marching [36] to  solve the equation (2).
2.2 INITIAL VALUE FO RM ULATION
We suppose now th a t the speed function F  is neither strictly positive nor negative, 
so th a t the front can move forward or backward as it evolves. As the result, the front 
can pass a point x  multiple times. Hence, the crossing time function T (x )  is not a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9F ig. 4. A curve moves in a direction normal to itself with a speed F  > 0.
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single-valued function. To take care of multi-valued T[x),  we embed the initial 
position of the front as the zero level set of a function (f>. In other words, a t any time 
t, the position of the interface is defined as the locus of points x  such th a t <p(x, t ) =  0. 
Writing
<f>(x{t),t) =  0, (3)
the chain rule yields a partial differential equation for <f>
4>t +  V 0(£(t), t) ■ x(t) '  =  0. (4)
Let n  be a normal vector directed outward from the curve. Then n  can be w ritten 
in term s of <f>(x(t),t) as follows:
-  V<^B _ iv?r (5)
The speed function F,  defined in the outward normal direction, is
F  =  x(t) ' ■ n. (6)
Substituting equations (5) and (6) into equation (4), we obtain an evolution equation 
for <j>,
<j>t + F  \V(f)\ =  0, given t  =  0). (7)
This is the initial value formulation of the level set method.
2.3 ADVANTAG ES OF THE LEVEL SET M ETHOD
There are several advantages of the level set method, as mentioned in the previous 
chapter.
1. Although the level set function remains well defined, the level set surface may 
change topology. The interface may merge or break. At any time t, the position 
of the interface is given by 4>(x,y,t) =  0 (in the initial value formulation) or by
T ( x , y ) =  t  (in the boundary value formulation).
2. Both initial value formulation and boundary value formulation generalize in 
their coordinate-invariant form to  propagation in higher dimensions.
3. Intrinsic geometric properties of the interface are easy to evaluate. For exam­
ple, the normal direction to  the interface is given by
^ V 0 _ v r
n =  ,7 or n —  ——— , (8)
|V<£| |V T | v '
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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and, the curvature of the interface is given by
V 6  V T
=  <9)
4. Level set methods are easy to implement. They can be linked to  hyperbolic 
conservation laws. Hence, we can use techniques borrowed from numerical solution 
of hyperbolic conservation laws.
2.4 N A R R O W  B A N D  LEVEL SET M ETHOD
The initial value formulation of the level set method (7) can be solved in the en­
tire com putational domain. This approach is called a full matrix approach because 
all values of 4> are updated. A more efficient approach to  solving the initial value 
formulation (7) is to  use only com putational domain close to the zero level set. 
This approach was introduced by Chopp [6] and is called the Narrow Band  level set 
method.
In the narrow band level set method, we place a narrow band around the initial 
front. A square array is used to  store the entire two-dimensional grid of data. We use 
a one-dimensional array to  keep track of the points in this band. Then, we update 
only the values of (j> within this band. The calculation halts tem porarily when the 
front gets too close to the edge of the band. Then, we rebuild a new band around 
the front and repeat the process.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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CHAPTER 3 
THEORY AND NUMERICAL APPROXIMATIONS
In this chapter, we provide some theoretical background and numerical approxima­
tion techniques for the Hamilton-Jacobi equation. Most m aterial covered in this 
chapter comes from [14] and from [36, 38].
3.1 HAM ILTO N-JACO BI EQUATION
An initial-value problem for the Hamilton-Jacobi equation is given by
J  ut +  H (D u) — 0 in R n x (0, oo)
^  u = u0 on Rn x {t  =  0}
where u  : M" x [0, oo) —► R is unknown, u = u(x, t ) and Du = D xu  =  D{uXy, • ■ ■ , uXn). 
Here H  : R n —> M. is called the Hamiltonian. Both the Hamiltonian H  and uq : R n —:► 
R  are given. If we wish to  study the Hamilton-Jacobi equations, and recover corners 
or shocks, then non-smooth solutions u of the Hamilton-Jacobi equation, known 
as weak solutions, must be allowed. One approach for capturing these non-smooth
solutions is to  add an artificial viscosity term  to  the right-hand side of equation (10),
th a t is,
j  u\ +  H e(D u€) = eAu€ in Rn x (0,oo)
[ u£ = Uq on R n x {t =  0}
where e is a small positive number. The limit of the solution u£ o f ( l l ) a s e —>0
gives the physically correct weak solution when no classical solution exists.
Instead of defining the weak solution as a limit of smooth solution, Crandall and 
Lions define a weak solution in [9] as follows:
Definition 1 (viscosity solution) A bounded, uniformly continuous function u is 
said to be a viscosity solution of the initial-value problem for  the Hamilton-Jacobi 
equation (10) i f  for  all smooth test functions v,
(i)  i f  u — v has a local maximum at a point (xo,t0) E l n x (0, oo), then
vt(x0, t 0) + H (Dv(xo,to),xo) < 0, (12)
(ii) i f  u — v has a local minimum at a point ( x q , t0) £ Kn x (0,oo), then
vt (xo, t0) + H (D v (x 0, t0) , x 0) > 0. (13)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Now, we want to  show th a t any smooth classical solution of the Hamilton-Jacobi 
equation is also a viscosity solution. The proof is straightforward. Let u  be a solution 
of equation (10). Suppose u  is bounded and uniformly continuous. If v  G C°°(Mn x 
(0, oo)) and u — v  has a local maximum at a point (xq, to), then
D u(x0, t 0) = D v(x0, t 0), 
M x o,to) = vt(x0, t Q).
(14)
Since u is the solution of (10), then
ut(x0, t 0) + H (D u (x 0, t 0) , x 0) =  0. (15)
Using equation (14) in (15), we have
vt(x0, t 0) +  H (D v (x 0,to ) ,x0) =  0. (16)
Hence, (12) holds for a smooth function v. Similarly, if u — v  has a local maximum, 
then (13) also holds.
To show th a t viscosity solution provides an appropriate weak solutions for the 
initial value problem for the Hamilton-Jacobi equation, we only need to  verify con­
sistency and uniqueness of the viscosity solution.
T h e o re m  1 (C o n s is te n c y  o f  v isco s ity  so lu tio n s)  (cf. [14]) Suppose a viscosity
solution u of (10) is differentiable at some point (xo,to) G Mn x (0 ,oo). Then u
satisfies the Hamilton-Jacobi equation at (x0,to), that is,
ut (x0, t 0) +  H (D u (x 0, t 0) , x 0) =  0. (17)
Next we need to  establish the uniqueness of a viscosity solution to  the initial-value 
problem (10).
T h e o re m  2 (U n iq u en ess  o f  v isc o s ity  so lu tio n s)  (cf. [14]) Suppose the Hamil­
tonian H  is Lipschitz continuous, that is, V x ,y ,p ,q  G Mn, and some constant C  > 0, 
we have
( \ H ( p , x ) - H ( q , x ) \ < C \ p - q \
\  \ H ( p , x ) - H ( p , y ) \ < C \ x - y \ ( l  + \p\).
Then there exists at most one viscosity solution of the initial-value problem for  
Hamilton-Jacobi (10).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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3.2 H AM ILTON-JACOBI EQUATION A N D  CONSERVATION LAWS
Consider the one-dimensional Hamilton-Jacobi equation
4>t +  H(</>x) =  0. (19)
By applying a spatial derivative to  equation (19), we have
(cj>x)t + H(<px)x = 0. (20)
Setting u = 4>x, we obtain an equation for a scalar hyperbolic conservation law
ut +  [H(u)]x =  0. (21)
Hence, in one-dimensional space, we can connect Hamilton-Jacobi equations to  hy­
perbolic conservation laws. In other words, the solution 0  of a Hamilton-Jacobi
equation can be obtained by integrating a  solution u  of a conservation law. Con­
versely, a solution u  of a conservation law can be obtained differentiating a solution 
0 of a Hamilton-Jacobi equation.
Since conservation laws may have nonunique solutions, we use an entropy con­
dition to  pick out the physically correct solution. This is the vanishing viscosity 
solution discussed in the previous section.
The relationship between Hamilton-Jacobi equations and conservation laws pro­
vides some useful information. For example, solutions to Hamilton-Jacobi equations 
can develop kinks even from the smooth initial data. We need an entropy condition 
for Hamilton-Jacobi equations because conservation laws can have nonunique solu­
tions. Finally, successful numerical methods for solving hyperbolic conservation laws 
can be inherited for Hamilton-Jacobi equations.
Although the relationship between Hamilton-Jacobi equations and conservation 
laws fails to hold in two or higher spatial dimensions, we can still perform numerical 
discretizations to  a Hamilton-Jacobi equation in a dimension by dimension fashion. 
In [32], Osher and Shu use successful methods from the theory of conservation laws to 
propose a general framework for the numerical solution of Hamilton-Jacobi equation.
3.3 N UM ERICAL A PPR O X IM A TIO N
For simplicity, we consider numerical schemes for a two-dimensional Hamilton-Jacobi 
equation
4>t +  H(4>x, 4>y) =  0. (22)
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A forward Euler tim e discretization of (22) can be written as
(23)
where H  is a numerical approximation of H(f)x ,(f>y). Here, the spatial derivative 
4>x and (j)y can be either forward or backward differencing or the high-order ac­
curate ENO (Essentially Non-Oscillatory) or W ENO (Weighted Essentially Non- 
Oscillatory) scheme (see [19, 37]).
decreasing function of all its arguments.
It is known th a t numerical solutions of a conservative, monotone scheme satisfy the 
entropy condition (see [39] for a proof). Hence, if we want to  construct a numerical 
scheme to  approxim ate a solution of a Hamilton-Jacobi equation, we only need to 
check th a t it is in conservation form, and th a t it satisfies monotonicity.
3 .3 .1  L ax -F rie d rich s  S chem e
The Lax-Friedrichs (LF) scheme for the approximation of H  from [10] is given by
Here Hrf>x and are partial derivatives with respect to <fx and (f>y, respectively, and 
the com putational domain is [A,.B] x [C, D].
D e fin itio n  2 (C o n se rv a tio n  fo rm ) A numerical scheme to approximate the solu­
tion of (21) is said to be in  conservation form i f  it can be written in the form
Hj+1/2 ~  Hj_x/2 (24)
A t Ax
where H i+1/2 =  H (u i-P, ■■■ , ui+q).
Here, the numerical flux functions H  m ust be Lipschitz continuous and satisfy the 
consistency requirement H (u, - ■ ■ ,u) = H(u).
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In the above scheme, the dissipation coefficients a x and a y are used to  control 
the amount of numerical viscosity. The dissipation coefficients are set to  be the 
maximum values of |H^x\ and \H^y\, respectively. However, it is sometimes difficult 
to  evaluate the maximum values of \H$X | and |H$y |. Osher and Fedkiw suggest in [30] 
estimates for the coefficients a x and a v. Since |</>x|/|V0| <  1 for all <j)x and (py and 
H*, — F  \<f)x \/\V(f>\ where F  is the speed function, we have the bound \H^x\ <  |F |. 
Similarly, we have the bound |H^y\ < |F |. Hence, both dissipation coefficients a x 
and a y can be set to  the maximum value of |F | on the Cartesian mesh.
The artificial viscosity coefficients should be chosen as small as possible because 
large values will increase the am ount of artificial dissipation, degrading the quality of 
the solution. Hence, it makes little sense to  choose the dissipation coefficient globally. 
Some regions of the grid may need a small value of the artificial coefficients while 
other regions may need a large value of a. These considerations lead to  a Stencil 
Lax-Friedrichs (SLF) scheme, where we use only grid points close to  the point Xij 
to  determine artificial dissipation [30].
3.3.2 Local Lax-Friedrichs Schem e
The Local Lax-Friedrichs (LLF) scheme [38] is introduced by Shu and Osher. Instead 
of looking a t neighboring grid points, they use only the value of (f>~ and </>+ to 
determine an interval I x(4>~,(f>+) = , <j>+), max(</>“ , </>+)] a t each grid point.
Then the dissipation coefficient a x is chosen from the interval / x(0~, </>+), while the 
dissipation coefficient a v is still determined in the LF fashion. Similarly, a y uses an 
interval I v (<f>~, <j>+), defined using only value of 4>~ and <p+, while a x is determined in 
the LF fashion. Hence, the LLF scheme is given by
j j L L F  =
(27)
where
(<f>x,<t>y)l ^ V{.4>yAy)= | ^ ( ^ , ^ ) | . ( 2 8 )
C<4>y<D 4>y£lV (4>y ,4>y )
The Local Local Lax-Friedrichs (LLLF) scheme, proposed by Osher and Shu [32], 
has even smaller numerical dissipation than  the LLF scheme. At any grid point, we
aX(.<t>xAx ) =  max
<t>x£lx (<t>x )
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determine the interval I x (<p~, <p^ ) using the value of <f)~ and f i t  a t th a t grid point. 
Similarly, we determine the interval I y </>+) by using the value of <f>~ and (j)y a t 
th a t grid point. Then we use the intervals I x(4>~, <fix ) and I y{4>y, <fiy) to  determine 




=  m a x  . W M x A y ) ] ,  0tV ( < l > t i 4 > v ) =  m a x  . | ^ ( ^ , ^ ) | . ( 3 0 )
4> xelx {<t>x,4>x) 4> xeix (4>x,4>t)
<t>y £ l y { 4 > y ^ )  4 > y € ly (<t>y,<t>i)
3.3.3 G odunov’s Scheme
The Godunov scheme can be w ritten as





« < r < * if ^  *  **
max i -  ^  i +
-  if (px > <PZ
min j. if d> < d>^~,+ 11 Y y  Y y4>y <4>y ^ 0;
(32)
(33)
max ■ r . ,+
i>y<4>v<^ >y Jf  V y  ^  T y
Here, intervals I x (4>x , (f>x ) and I y(4>y , 4>y) are defined as in the LLLF manner. Since
<t>x£ixf$x ,<t>t) <t>yeiyf^ y,<i>t)H ^ x^ v ^  ^  <l>y&iyf^ y,<Pt)<t>x€ixf^x,<Pt)H ^ x^ y ^  we obtain differ­
ent versions of Godunov’s scheme by changing the order of min and max [30].
3 .3 .4  R o e -F ix  S c h e m e
A Roe-Fix (RF) scheme, proposed by Shu and Osher [38], uses a Roe upwind method 
along with an LLF entropy correction. In this scheme, intervals I x and I y are de­
termined as in an LLF scheme. We use the partial derivatives and
H ^ ^ x i ^ y ) to  estim ate the potential for upwinding. If H,px((f>x ,(f)y) does not change
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a sign in 4>x G I x and C  < (f>y < D,  then we can apply up winding. Hence, we do not 
need a dissipation coefficient a x , and set a x =  0. Similarly, If H^y{^ )x , 4>y) does not 
change sign in A  < <f>x < B  and all (f)y G I y , then the dissipation coefficient a y can be 
set to  zero. W hen either or H<f,y changes sign, we need an artificial dissipation 
to  pick out the physically correct vanishing viscosity solution.
If ^  0) then information travels along characteristics from left
to  right, and we use a  backward difference for approximating <px. Otherwise, if 
H^x(4>x, (fry) <  0, we use a forward difference for approximating (j)x . Similarly, 
H ^ ^ x A y )  >  0 indicates using a backward difference for 0V, and H^y{(j)x ,(f)y) < 0 
indicates using a  forward difference for approximating <py Hence, the RF scheme can 
be summarized as follows:
3 .3 .5  U p w in d  S c h e m e
It has been pointed out in [30] th a t truncation errors in a upwind scheme serve the 
same purpose as the artificial term  eA4>. In [36], Sethian examines a one-dimensional 
wave equation with nonconstant speed and demonstrates the importance of upwind 
scheme in propagating interface. We give an outline of the study as follows.
A one-dimensional wave equation with a velocity a(x) is given by
if both and H# ((f>x ,<f>y) have the same sign in
4>x £■ I Xi <t>y £■ I V>
~/A+-
if H^tyxjcffy) changes sign but H ^ ^ x ,  <py) has the same sign in
(34)
if H ^ ^ x j ^ y )  has the same sign but H ^y((f)x , 4>y) changes sign in 
(f)x G I X, C<<f>y< D,
A  <  4>x <  B ,  4>y £  I v ,
\ .. / ac^~—sh.. \




ut ( x , t ) +  a(x)ux(x ,t)  =  0. (36)
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A forward Euler time discretization of the equation (36) can be w ritten as
un+ 1 _  un
A t
+ a(x)ux -  0, (37)
where un — u(tn) represents the current values of u  a t time tn. Next, we have to 
find an appropriate finite difference operator (forward, backward or central) for the 
spatial derivative ux. Recall th a t these difference operators are given by
D + x u n = _j±i_-----L (forward),
I—A <X/
u n  — u i}
D ~xu" — * 1 — (backward), (38)
D °x<  =  (central),
respectively. The method of characteristics applied to  the equation (36) helps decide 
what numerical operator to  use. Let the param eter s be a characteristic curve with 
the relations
dt , dx
— =  1 and —  =  a. (39)
ds ds
Then the chain rule and equation (36) yield
du d u d x  du dt dt I \  /An.
Ts = d iT s +  diT s = Ts { Ut + <"‘‘) = 0- ( 4 0 )
Thus we can express equation (36) as the ordinary differential equation
T s = ° -  < 4 1 >
Hence, given the value of u at some arbitrary  point (x0, yo), we can determine the co­
ordinates of the characteristic curve passing through (x0l Vo) by integrating equations 
(39). A solution along this characteristic can be obtained by integrating equation 
(41). Using equations (39), we obtain ^  =  a which the solution is x  = at + c. There­
fore, the direction of the propagating wave depends on the sign of the propagation 
speed a. If the speed a is positive, then information travels from left to right. Hence,
the backward operator is desired th a t uses information a t node i and i — 1 to  com­
pute a new value of u a t node i. By physical analogy, the backward operator is often 
referred as an upwind operator. Similarly, if the propagation speed a is negative, 
then information travels from right to  left. Hence, we prefer the forward operator in
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this case. As the result, Osher and Sethian [31] construct a numerical scheme to  suit 
the sign of the propagating speed a as follows:
u, max (0, a/)D xu" +  min (0, ai)D+xu” . (42)
We can see from the above equation th a t the backward operator is selected when the 
propagation speed a is positive, and the forward operator is selected if the propagat­
ing speed a is negative.
In [31], Osher and Sethian use the idea above to propose a numerical approxima­
tion of |V 0 | where
|V * | =  +  (43)
If the speed function F  > 0 then the approximation of |V</>| is given by 
V + =  ^ max (D ~ x(f)ij, 0)2 +  m in(D+X<pij, 0)2
.  i
+  m ax(D~v(f)ij , 0)2 -I- m in{D+V(f>ij, 0)2 j  2. (44)
If the speed function F  <  0 then the approximation of |V 0| is given by
V~ =  ^ min(D~x(f)ij, 0)2 +  max (D +x(j>ij, 0)2
-I- m.in(D~y(f>ij, 0)2 +  max (D +v<f>ij, 0)2^ 2. (45)
However, if we do not know the sign of the speed function F  ahead of time then the 
product between the speed function F  and |V 0| is approximated by
F\V(j)\ «  (max (F y , 0) V + +  min (Fy, 0) V - ) . (46)
Finally, the implicit numerical scheme of a level set equation used in this thesis is 
given by
C / 1 -  <t>?j +  max { F ^ \  0) V (n+1)+ +  min (F £+1, 0) V (n+1)~^ =  0, (47)
where (/>”■ is the value of 4> a t point (xi, yj) a t time n.
If an explicit numerical scheme is used, then we need to enforce numerical stability 
by using the Courant-Friedrichs-Lewy (CFL) condition first discussed in [8]. Since 
the propagation speed of numerical waves should be a t least as fast as the speed of
the physical waves, we have A x / A t  >  l-F1]. Hence, the CFL condition is
A 7*
A t  <  TTFiT ’ (48)m ax{|F |}
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where m ax{|i?|} is chosen to  be the largest value of \F\ over the entire com putational 
domain. In practice, we can enforce equation (48) by choosing a CFL number v  w ith
v  =  A t(, max{l^ ’|h
and 0 <  v  <  1. A common choice of v  is 0.5. In two dimensions, a CFL condition 
can be w ritten as
/  m axflF]} \  (50)
V mm{Aa:,Ay} I v ’
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CHAPTER 4 
SOLVING THE NONLINEAR EQUATION
In this chapter, we discuss methods of solving nonlinear equations. Most m aterial 
covered in this chapter comes from [20], [21], [22] and [27]. Since we need to  solve 
a nonlinear system on each implicitly differenced tim e step, and have a good initial 
guess from the previous time step, we employ a version of Newton’s method, which 
offers up to  quadratic convergence. In practice, we adopt an economical inexact 
Newton’s method. Newton’s m ethod requires a t each iteration the solution of a 
linear system involving a Jacobian matrix. For this purpose, we employ a Krylov 
method tailored to  the properties of the Jacobian and the inexact requirements for 
the solution of the linear system. In introducing these methods, we quote some 
well-known convergence results th a t motivate our choices.
4.1 RATE OF CO NVERG ENCE
The performance of an algorithm can be measured, in part, by its ra te  of convergence. 
Let {xk}  be a sequence of real numbers th a t converges to x*. We say th a t the rate 
of convergence is linear  if there is a constant c G (0, 1) such th a t
Hxfe+i — £*|| <  c\\xk — x*||, for all k  sufficiently large. (51)
We say th a t the rate of convergence is superlinear if
lim U ^ £ ! i  =  0. (52)
oo | [£cfc — rc* 11 ’
We say th a t the rate  of convergence is quadratic if there is a positive constant M  
(not necessarily less than  1) such th a t
||a:fc+i — £c*|| <  M \\xk  — £*||2, for all k sufficiently large. (53)
In general, we say that the rate of convergence is at least order a  if there is a positive
constant M  such th a t
||xfc+i — x*\\ < M  \ \xk — x*\\a, for all k sufficiently large. (54)
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4.2 N E W T O N ’S M ETHOD
Newton’s method is an iterative scheme for solving a nonlinear system. It is a ttrac­
tive because the method converges quadratically from any initial guess sufficiently 
close to  the root. We first discuss the Newton’s method in one dimension because dia­
grams readily illustrate its strengths and weaknesses. Then, we discuss the Newton’s 
m ethod in higher dimensions.
4.2.1 O ne-Dim ensional Version of N ew ton’s M ethod
We want to  find solutions of
f ( x )  =  0. (55)
Let x* be a zero of /  and let x  be an approximation to  x*. If f "  exists and is 
continuous, then by Taylor’s theorem
0 =  f (x* )  = f ( x  + h) = f ( x )  + h f ' ( x )  +  0 ( h 2), (56)
where h = x* — x. If x* is close to  x , then h will be small. Thus, we can ignore the 
0 ( h 2) term  and then solve for h. We have h = — f ( x ) / f ' ( x ) .  If x  is an approximation 
to  x* then x  — f ( x ) / f ( x )  should be a better approximation to  x*. Newton’s method 
starts with an initial estim ate Xq of x* and then defines inductively
x k+1 =  x k -  p ^  , (k >  0). (57)
A geometric interpretation of a Newton’s method in one dimension is simple. At 
each step, we approximate a function f ( x )  by its tangent at point (xk, f ( x k)), and 
find where the tangent line intersects the x-axis (see Figure 5).
The Newton’s method works well when the initial guess Xo is close to  the solution 
x*. However, the method has difficulties when the initial guess x 0 is far from the 
solution x*, or when f ( x )  is close to  zero (see Figure 6). For problems in which a good 
initial guess is lacking, including many practical problems th a t are not time-stepped, 
Newton’s m ethod requires globalization strategies, whether based on heuristics from 
the application or general-purpose mathem atical approaches.
4.2.2 Higher D im ensional Version o f N ew ton’s M ethod
The system of n  equation in n  unknowns
f i ( x  i , x 2, . . . , x n) =  0, 1 < i < n ,  (58)






Fig. 5. Newton’s method in one dimension.




F ig. 6. Example of divergence of Newton’s method.
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can be expressed as
F (x)  =  0 (59)
by letting x  =  (aq, x 2, . . . ,  x n)T and F  = ( f i ,  f 2 , ■ ■ ■, fn )T ■ Similar to  the one­
dimensional case, Taylor’s theorem gives
0 =  F (x  +  a) «  F (x)  + F '(x) s, (60)
where s = (h i ,h 2, . . .  ,h n)T and F'(x)  is the Jacobian m atrix J (x )  w ith elements
d f i / d x j ; namely,
J(x)  =
(  d f i / d x i  d f i / d x 2 ••• d f i / d x n ^  
d f 2/d x  i d f 2/ d x 2 ■■■ d f 2/d x n
(61)
y d f n/d x  1 d f n/ d x 2 ••• d f njd x n )
We obtain the correction vector s by solving the system of equations (60). Thus,
s =  —J(x )~ 1F (x).  (62)
Hence, Newton’s m ethod for n  nonlinear equations in n unknowns variable is given
by
x k+i = x k + sk, (63)
where the Jacobian system is
J{xk)sk = - F ( x k). (64)
An algorithm for computing a Newton iteration is shown in Figure 7.
Solving for a Newton step in the equation (64) may require evaluation and fac­
torization of the Jacobian m atrix, which can be very expensive. However, we can 
avoid explicit com putation of the Jacobian m atrix by using finite difference approx­
imations of Jacobian-vector products in conjunction with a solver th a t requires only
such products, and not the construction and storage of a full Jacobian, such as a
Krylov method.
We note th a t each element of a Jacobian m atrix J  can be approxim ated by
Jtj «  +  (65)
where e >  0 is some small number and ej is a vector th a t has all zeros and the value 
1 a t the j t h  location.
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A lgorithm
1 Choose an initial guess xq
2 For k =  0 , 1 , . . .
3 Find a step sk from the Newton equations J {x k) sk =  —F ( x k)
4 Update x k+1 = x k + sk
5 End
Fig. 7. Newton’s method.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
28
4.2.3 Local Convergence Theory
We recall the fundamental theorem of calculus:
Theorem  3 (cf.[20]) Suppose F  is differentiable in an open set SI C 1" and let 
x* E fL Then for  all x  G SI sufficiently near x*, we have
F (x )  — F(x*) = f  J(x* + t(x  — **))(* — x*)dt, (66)
Jo
where J (x )  = F '(x).
Throughout this chapter, we let x* be a solution of F,  and we make assumptions on 
F  as follows [20]:
A ssum ption 1 (The Standard A ssum ptions)
1. Equation (59) has a solution x*.
2. J (x )  is Lipschitz continuous near x*; that is, there exists a positive number 7 
such that
\ \ J ( x ) - J ( y ) \ \ < 'Y \ \ x - y \ \ ,  (67)
for all x  and y sufficiently close to x* .
3. J(x*) is nonsingular.
We denote the ball of radius S about x* as
B{5) =  {x| ||x  — a;*|| <  <5}. (68)
We can use the standard assumptions to  prove the following Lemma:
Lemma 1 (cf.[20j) Suppose the standard assumptions hold. Then there is a 5 > 0 
such that fo r  all x  6 B(S)
(i). | | J ( * ) | | < 2||J(®*)||,
(n). | |J(£)-1| | < 2 | | J ( x r 1||,
(in). ||*  -  aJ*||/(2|| J(**)_1||) <  ||F (* ) || <  2|| J(**)|| ||*  -  **||.
Then, the convergence result for Newton’s method is given in the following theorem.
Theorem  4 Suppose the standard assumptions hold and the initial guess * 0  is suf­
ficiently close to x*. Then the Newton iteration Xk+i = x^ — J(xk)~1F(xk) converges
quadratically to x*.
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Proof, (cf. [20]) Let 8 > 0 and xk G B(5), k > 0, be the Newton iterate. Since 
x* is a solution of F  and by Theorem 3,
Let &k =  Xk — x*. Then by Newton iteration and the equation (69), we have
Hence, Xk+i  € B((8)  C B{8). By assumption, we have xq G B(8). Therefore, the 
entire sequence {x/.} C B(8). Thus, the inequality (72) implies th a t Xk converges 
quadratically to  x*. □
4.3 IN E X A C T  N E W TO N  M ETHOD
Since computing the Newton step can be expensive, we can solve the equation (64) 
approximately. Dembo et.al. [11] introduce an inexact Newton m ethod in which the 
Newton step satisfies the following condition
r]k, then the iteration will more closely approximate Newton’s method. However, a
(69)
Jo




Since J  is Lipschitz continuous and by Lemma 1,
^  PO^fc) 1\\ [  \\J(xk) -  j (x*  + tek)\\\\ek \\dt 
Jo
<  (2 ||J (x> )-'||) (7 | N | 2/2 )
=  M \\e , \ \ \ (71)
where M  =  7|| J(x*) 1||. We reduce 8 so th a t M S = (  < 1 .  Since xk G B(8), we have
l|e*+i|| <  A l||e* ||2 <  Clletll <  |(efc11. (72)
ll^(^fc)Sfc +  F(Xfc)|| < (73)
where rjf. is a forcing term  and Sk is a Newton step. If we choose a small value of
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small value of r/fc may make the com putation of a Newton step th a t satisfies (73) very 
expensive.
In [12], Eisenstat and Walker propose two choices of the forcing term  in an inexact 
Newton method. The first choice is given by
where 7  G [0,1], a  G (1,2] and 7]0 €  [0,1) are given.
W hen we use iterative methods for solving the equation for the Newton step, 
we typically use (73) as a  stopping criterion. Therefore, we usually call the overall 
nonlinear solver a  Newton iterative method. The inexact Newton algorithm is shown 
in Figure 8.
In line 5 of the inexact Newton algorithm (see Figure 8), we can use a linear 
iterative method to  solve for a Newton step sk. This linear iteration is then referred 
as an inner iteration while the overall (nonlinear) iteration is called an outer iteration.
T h e o re m  5 ( In e x a c t N e w to n  m e th o d )  Suppose the standard assumptions hold. 
Then, there exists 8 > 0 and fj >  0 such that i f  ||xo — ®*|| <  8, {rjk} C [0, fj\, then 
the sequence of inexact Newton iterates x k+i = x k + sk where || J (xk )sk + F(xfc)|| <  
r]k\\F(xk)\\ converges linearly to x*. Moreover, ifrjk 0 then 3 7  converges superlin- 
early to x*.
Proof, (cf. [20]) Let 8 > 0 and Xk e  13(8), k >  0 be the Newton iterate. If
11^0^)11 - \\F(xk- i )  +  J ( x k- i ) s k-i\\
Vk = , k —  1 , 2 , . . . , (74)
for any given rjo G [0,1). Another choice of the forcing term  is given by
(75)
r  =  - J ( x k)sk -  F ( x k) (76)
is the linear residual, then
J ( x k) V  =  - J ( x fc) 1J ( x k)sk -  J ( x k) 1F (x k) 
= - s k -  J ( x ky 1F ( x k). (77)
Hence, we have
Sk = -J{%k) lr - J ( x k) 1F ( x k). (78)
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1 Given 77
2 Choose an initial guess xq
3 For k  =  0 , 1 , . . .
4 Choose forcing term rjk £ [0,77]
5 Find Sk that satisfies || J(xk)sk +  <  Vk\\F(xk)\\
6 Update x k+i =  x k + Sk
7 End
Fig. 8. Inexact Newton algorithm.
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Since ek+i = ek + sk and by equation (78), we have
efc+i =  efc -  J (x fc)_1r  -  J{xk)~1F {xk). (79)
Using equation (78), the condition (73) and Lemma 1, we have
ll-Sfc +  J ( x k)~l F {xk) || <  || J(a;fc)-1 || | |r | |  =  || J (x fc)_1|| ||^(^fc)sfc +  ^(zfc)ll
<  ( 2 | | J ( ^ ) - 1||) (r?fc||F(o;fc)||)
<  2 \\J (x * ) -1\\ ■ 2r)k \\J(x*)\\\\xk -  x*\\
= ir]k K(J(x*))\\ek \\, (80)
where k (J (x *)) =  || J(x*)|| ||J(a;*)-1 || is a condition number. Using inequality (71) 
and equation (79), we have
11 Cfc+i 11 =  ||efc — J{x ky 1r — J ( x ky 1F (x k)\\
< 11efc -  J ( x k)~1F ( x k)\\+Ar}k K(J(x*)) ||efe||
<  M \\ek \\2 +4:f]k K(J(x*))\\ek \\
< M /( ||e fc|| +  ?7fc) ||efc||, (81)
where M i — M  + 4 n(J(x*)).
Now, we reduce S and fj if needed so th a t
M /(5 + f})<  1. (82)
Since x k G B(5) and with inequality (81), we have
Ilefc+i|| <  M i(\\ek \\+r)k) |[efc11 <  M /(5 +  ^ )||e fe|| <  ||efe||. (83)
This prove th a t x k converges linearly to  x*.
If ?7fc —^ 0 then super linear convergence is obtained by the definition. □
4.4 N EW TO N -G M R ES
Newton-GMRES uses the GMRES (Generalized Minimal RESidual) method as a 
linear solver. GMRES was proposed by Saad and Schultz in [35] as an iterative 
method for approximating the solution of a nonsymmetric linear system. In our 
problem, the nonlinear system is J (x )s  = b where J(x )  is a Jacobian matrix, s is a
Newton step, and b =  —F(x).  We refer the interested reader to  [3, 18, 20, 33, 40] for
more details and background concerning GMRES, and to [41] for some detail about 
iterative Krylov methods.
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4 .4 .1  G M R E S
At every step k  of GMRES, the norm of the residual vector ||rfc|| =  ||fe — Jsk\\ is 
minimized over a Krylov subspace
the form 2 =  14 y. Hence, the least squares problem (85) in /Q  can be converted 
to  a least squares problem in R fc for the coefficient vector y  of z — s — so- Since 
z  =  s — s0 and 2 =  14y, we have s — s0 = V^y  for some y E R k. Hence, we must 
have Sfc =  so +  Vfc y where y minimizes
In the GMRES method, Arnoldi’s m ethod is used to  form an orthonorm al basis for 
the Krylov subspace Kk, which is stored in the columns of a m atrix 14- The Arnoldi 
algorithm (cf. [33]) is shown in Figure 9.
The Arnoldi algorithm uses Gram-Schmidt orthogonalization to  form an orthonor­
mal basis for Kk- After k  steps, it produces a (k +  1) x k  upper Hessenberg m atrix 
Hk, whose entries hij satisfy hij — 0 if i > j  +  1, and an n  x  k  m atrix 14 whose 
columns form an orthonorm al basis { iq , . . . ,  Vk}. It follows from lines 5, 6, and 8 of 
Algorithm 4.4.1 (Figure 9) th a t (see also [33, 34, 35])
which, in turn, shows up as the last term  in (87), where e*, =  ( 0 , . . . ,  0 ,1)T E  Mfe. 
This relation can also be w ritten as
(84)
Hence, we have the least squares problem
mm (85)
Let Vk be an orthogonal projector onto Kk-  Then any z  E K k  can be w ritten in
||fe -  J s k\\ =  ||fe -  J ( s 0 +  Vfcy)|| =  ||fe -  JSq -  JVky\\ =  Iko -  JVky ||.
Hence, the least squares problem in the reduced space Mfc is
y € R k
min ||r0 -  JV*.y||. (86)
JVk — VkH k +  hfc+ijfe 'Vk+i '^k > (87)
where Tfy is the k  x  k  Hessenberg matrix formed by dropping the bottom  row of Hk
JVk = Vk+1H k. (88)
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Algorithm
1 Given an arbitary vector r 0
2 Define vi = rQ/\\r0\\
3 For j  =  1 , 2 , k  Do
4 Compute — (Jvj,V i) for  i — 1, 2 , . . . ,  j
5 Compute Wj+1 =  Jv j — X3i=i ^ijvi
6 hj+ltj =  IK+iH
7 I f  h j+i j  = 0 then Stop
8 vj+i = wj+1/\\wj+1\\
9 EndDo
Fig. 9. Arnoldi algorithm.
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For notational convenience, we set (3 =  ||ro|| and let ei =  (1 ,0 , . . .  , 0)T € M.k. Using 
ro =  (3vi, the relation (88), and the orthonorm ality of Vk+i, we have, for some yk €  R fc
||r fc|| =  | l^o — J{sk — so) 11 =  \\(3vi — JVkyk\\ 
=  P W r  -  Vk+1H kyk\\ = \\Vk+1(j3ei -  H kVk)\\
=  \\Pei — H kyk\\. (89)
Hence, the solution of the least squares problem (85) is given by
S k  =  So +  Vkyk, (90)
where yk minimizes (89) over yk G Mfc.
Introducing a relative tolerance e >  0 for the solution of (85), we want to  find a 
vector s such tha t
| | & - J * | | < e | | & | | .  (91)
Equation (91) is the stopping criterion for the method. The GMRES algorithm is 
shown in Figure 10.
The GMRES m ethod uses orthogonality of the Krylov basis to  estim ate the resid­
ual. However, we may loose orthogonality because of floating point rounding errors. 
As a result, the iteration could term inate prem aturely and the approxim ate solution 
could be inaccurate. A standard  remedy to  preserve orthogonality of the basis in 
floating point arithm etic is to  replace the classical Gram-Schmidt orthogonalization 
with modified Gram-Schmidt orthogonalization (Figure 11). However, as a practical 
m atter in large-scale parallel com putation, modified Gram-Schmidt has the disad­
vantage of requiring frequent inner products, which impose synchronizations th a t 
can reduce parallel performance, so standard Gram-Schmidt is often used despite its 
poorer numerical pedigree, and loss of orthogonality carefully monitored.
In the GMRES method, the basis for the Krylov subspace m ust be stored. For 
large problems, this may become burdensome as the iteration progress. In practice, 
the size of the Krylov subspace must often be limited. This can be imposed by 
restarting the iteration when a storage space for a basis vector is exhausted. The 
restarted version of GMRES algorithm is called GMRES(m)  (see Figure 12). How­
ever, strong convergence results for GMRES(m) are lacking and restarting will slow 
down the convergence.
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Algorithm
1 Compute r0 = b — J s 0, 0  — 11T o11 and v\ =  T o / | | t 0 | |
2 For j  =  1 , 2 , . . . ,  k Do
3 =  (Jvj,  for  i =  1 , 2 , . . . ,  j
4 wj + 1 J vj ~  S i = l  ^ij  Vi
5 hj+i,j — Ilw j + i | |
6 I f  hj+i j  =  0 set k  = j  and go to 9
7 vj+1 = wj+1/\\wj+1\\
8 EndDo
9 Compute yk the minimizer of  ||/3ei — HkVk 11 and Sk = So + VkVk
10 End
Fig. 10. GMRES algorithm.
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A lgorithm
1 Compute ro = b — Jso, (3 — ||ro || and Vi =  ro / ||r0||
2 For j  =  1 , 2 , . . . ,  k Do
3 Compute wj+1 - Jvj
4 For i = Do
5 =  (wj+i,Vi)
6 u ' j i — u)j-\.\ Vi
7 EndDo
8 hj+1j  =  | K +i||
9 I f  hj+ij  =  0 set k = j  and go to 12
10 Vj+i =  Wj+i/\\wj+i\\
11 EndDo
12 Compute yk, the minimizer o f \\(3ei — HkVkW, and set Sk = s0 + VkVk
13 End
Fig. 11. GMRES algorithm using modified Gram-Schmidt process.
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A lg o r ith m
1 Choose e
2 Compute r 0 =  b — J s 0) f3 =  | |r 0|| and Vi =  r 0/ | | r 0||
3 O
QcnII£
4 Compute Wj+\ =  Jvj
5 For % — 1 , . . . ,  j  Do
6 hij — (Wj+\,Vi)
7 U)j+1 — Wj^-i hij Vi
8 EndDo
9 hj+i,j — ||^ j+ i ||
10 I f  hj+i tj = 0 set k = j  and go to 13
11 V j + 1 =  Wj+1/\\wj+1\\
12 EndDo
13 Form sm = s0 +  Vmym, where yrn minimizes \\f3ei —
U Compute rm =  b — J s m
15 I f \ \ r m\\ < e|lbll then
16 stop
17 else
18 set so — sm, v-i — rm/ | | r m|| and go to line 2
Fig. 12. GM RES(m) algorithm.
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4 .4 .2  C o n v erg en ce  o f  G M R E S
The k th  GMRES residual in JCk can be w ritten as a polynomial in J  multiplied by 
the residual b as follows:
We define the set of k th  degree monic polynomial V k as
Vk — { p \p  is a polynomial of k  degree with p(0) =  1}. (92)
If x  G /Cfc, then x  can be w ritten as a linear combination of powers of J  times b, i.e.,
x  =  Co6 -F Ci Jb T  c2J 2b T  . . .  4" ck—\ J k ^ b. (93)
Defining q €  V k- i  as the polynomial
q(z) = Co +  cxz  +  c2z 2 +  . . .  +  ck~ izk~l , (94)
equation (93) can be rew ritten as
x  =  q(J)b. (95)
Then
rk = b -  J s k = ( I  -  Jqk(J))b. (96)
Define a polynomial pk €  V k by
pk(z) =  1 -  zq(z). (97)
The equations (96) and (97) give
rk = Pk(J)b- (98)
Then
I N I  =  \\Pk(J)b\\ <  ||p fc(J)||||6 ||. (99)
Hence, we have
W - « " . I W J ) I 1 ' (100)
Inequality (100) can be used to  prove finite term ination of the GMRES algorithm 
[20],
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T h e o re m  6 Suppose J  is a nonsingular m atrix. Then the GMRES algorithm  w ill 
find, the solution of J s  = b within N  iterations where N  is the dimension of J .
Proof. Let p (z ) be a characteristic polynomial of J , i.e.,
p(z) = de t(J  — z l ) ,  (101)
where I  is an N  x N  identity matrix. Then p is a polynomial of degree N .  Since J  
is nonsingular, p(0) =  det( J)  0. We define
P n ( z ) = p(z) /p (  0). (102)
Hence, Pn (x ) £ P n  is a residual polynomial. Then by the Cayley-Hamilton theorem 
(see [24] for example), we have
Pn (J)  = p (J ) /p (  0) =  0. (103)
The inequality (100) gives rjv =  b — J x jv =  0. Hence, is the solution. □
Now, we recall th a t J  is diagonalizable if there is a nonsingular m atrix B  and a
diagonal m atrix of eigenvalues A =  diag(Ai, . . . ,  \ n ) such th a t J  = B A B ~ l . And, if
a m atrix J  is diagonalizable, then we have
p(J)  = B p ( A ) B ~ \  (104)
where p  is a  polynomial.
The structure of a diagonalizable m atrix can be used to  prove the following basic 
theorem on convergence of GMRES (see [18, 20, 40]).
Theorem  7 Suppose J  is a nonsingular diagonalizable matrix. A t  the kth step of 
the GMRES iteration, the residual r^ satisfies
<  k (B)  min max \pk(Xi)\, (105)||o|| pkevki=i-N
where k(B) = ||H || ||H _1|| is the condition number of the eigenvector matrix B .
Proof. Let pk € Vk- Then
||rfc|| <  min \\B pk(A )B ~ 1b\\ <  k ( B)  min ||pfc(A)|| ||b||. (106)Pk&vk pk€Vk
Hence,
I N I <  k ( B )  min max |pfc(Aj)|.
||6|| Vk£Pk »=i...jv
as was to be shown. □
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4 .4 .3  J a co b ia n -V e cto r  P r o d u c ts
GMRES requires only products between a m atrix and a vector. These can be ap­
proximated by finite differences. For our problem, the product between the Jacobian 
m atrix J(x )  and a vector s can be approxim ated by using the first two term s of the 
Taylor series
J{x)s  «  +  (107)
I t
where h is some small user-supplied scalar. The technique described in (107) is 
sensitive to  choices of h. A simple choice of h given in [23] is
7 _  \ / ( l  +  ||a:||)emach /'in0'!
h ------------------- p ] — ’ * ( 1 0 8 )
where emac/, is the value of machine epsilon. Another choice of h proposed by Brown 
and Saad [5] is
h =  ^ max{|xr s | , t y p x r |.s|}sign(ar g), (109)
where typ a; is a typical size of x  supplied by the user.
We note th a t the approximation in (107) is first-order. The second and fourth 
order approximations are given, respectively, by
J (x )s  «  +  hs) — F (x  — h s ) ^ , (110)
J (x )s  «  - ^ ( s F ( x  +  ^ s )  — 8F (x  — ^ s )  — F (x  + hs) +  F (x  — h s ) j .  ( I l l )
However, the higher-order approximations such as equations (110) and (111) are not 
popular because they increase the cost of function evaluations.
4.4.4 Preconditioning o f th e N ew ton-G M R ES M ethod
We can reduce the number of GMRES iterations by preconditioning the GMRES 
method. In general, preconditioning here means th a t we apply the GMRES method 
to the equivalent system
( P f 1 J P 2- 1)(P 2s) =  P r \  (112)
where b — —F. We choose the matrices Pi and P2 in advance so th a t the precondi­
tioned system will be easier to  solve than  the original system. The matrices P i and
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Pi are referred to  as left and right preconditioners, respectively. The system (112) is 
called two-sided preconditioning. If P\ (or P2) is an identity matrix, then the linear 
system is called right (or left) preconditioning. The GMRES algorithm using left and 
right preconditioning is shown in Figures 13 and 14, respectively.
Using the standard residual norm estim ate available as a by-product of the 
Arnoldi iteration, left and right preconditioning term inate the linear iteration dif­
ferently. Left preconditioning term inates the iteration when ||-Pi_1&|| is minimum 
while right preconditioning term inates the iteration when ||6|| is minimum. Only 
right preconditioning uses the residual for the original linear problem to  term inate 
the linear iteration. However, left preconditioning term inates based on an estimate 
for the error, rather than  the residual, as Pi approaches the full Jacobian. Therefore, 
it is sometimes preferred.
In the right preconditioning, we actually solve two linear systems. First, we set 
y = P2.s and solve for y  in
( J P ^ y  =  b. (113)
Then we solve
s =  P - fV  (H4)
Ideally, we choose a preconditioner to  be close to the inverse of the Jacobian 
matrix.
4.4.5 Globalization
Globalization of the Newton’s method can be achieved by using a line search method. 
A line search m ethod begins with a search direction Sk and decides how far to  move 
along th a t direction. Thus, a line search method finds a positive scalar A in
x k+i = x k + A sk. (115)
The scalar A is called the step length. We want to  choose a A th a t gives a substantial 
reduction of F.  At the same time, we do not want to  spend too much time making 
an optimal choice for any particular interm ediate step A. A simple condition used 
for choosing a step length A is th a t the step length A should provide a reduction in 
F, i.e.,
F ( x k +  Ask) < F ( x k). (116)
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Algorithm
1 Compute r0 = P f 1^  ~  J so), /? =  IM I and, v\ =  ro / ||r 0||
2 For j  =  1 , 2 , . . . ,  k Do
3 Compute Wj+i = P f 1Jvj
4 For i =  1 , . . . ,  j  Do
5 hij  —  (vjj+i,Vi)
6 wj+i =  wj + 1 -  hijVi
7 EndDo
8 hj+hj = ll^j+ill
9 I f  hj+i j  =  0 set k  = j  and go to 12
10 vj+1 =  wj+1/\ \wj+1\\
11 EndDo
12 Compute yk the minimizer of ||/3ei — HkPk\\ and Sk =  s0 +  VkUk
13 End
Fig. 13. Left-preconditioned GMRES algorithm.
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Algorithm
1 Compute r0 = b — J s 0, ft =  | |r 0|| and Vi =  r 0/ | | r 0||
2 For j  — 1 , 2 , . . . ,  k Do
3 Compute Wj+i = J P ^ V j
4 For % =  1 , . . . ,  j  Do
5 hij  —  (wj-
G Wj-f-i — ujj-^ -2 h{j Vj,
7 EndDo
8 hj+u  = |K -+ i||
9 I f  hj+ij  =  0 set k = j  and go to 12
10 vj+1 = wj+i / | K +1||
11 EndDo
12 Compute yk the minimizer of | |/3ei — HkVkW and Sk = s0 +  Pff1
13 End
Fig. 14. Right-preconditioned GMRES algorithm.
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A popular line search condition is called sufficient decrease condition or the Armijo  
condition. Under this condition, the reduction in F  is proportional to both  step 
length and directional derivative, and it is given by [27]
F ( x k +  Ask) <  F ( x k) + c1X V F ( x k)Tsk, (117)
where V F ( x )  = ( d F / d x i, ■ • ■ , d F / d x x ) T and ci € (0,1) is some constant. We refer 
the interested reader to  [13] and [4] for detaild concerning global convergence of 
inexact Newton and Newton-GMRES methods, respectively.




In this chapter, we examine simple empirical models of wildland firespread. Most 
material covered in this chapter comes from [16].
5.1 FENDELL-W OLFF M ODEL
In [16], Fendell and Wolff use experiments in an experimental fire tunnel test facility 
to  motivate a semi-empirical firespread model. We outline their study of the model 
here. At any time t, the burned and unburned zones of the fire are dem arcated by a 
smooth two-dimensional curve r ( s ,  t), where s parameterizes distance along the curve 
(Figure 15). The direction of the firespread a t any point Xi(s,t)  is perpendicular to 
the interface where smooth. A finite set of cusps along T can be accommodated by 
defining the direction of firespread as the average of the normals on either side. The 
speed of the interface F  a t any point on the interface depends on model param eters 
n 0) We keep the number of param eters to  a minimum: properties of the surface 
fuel, the terrain, and the weather believed necessary to reproduce im portant gross 
fire behavior. Thus, for any time t  > 0, * =  1 or 2, a general formula for the advance 
of a point on in the interface is given by
= ri i (s , t ) j  , given X i( s ,0 ) ,  (118)
where rii(s, t) denotes the outward normal (or a suitable average of normals). We
rewrite equation (118) to  identify the dependence of the propagation speed function
F  on the environment-describing variables as,
Ox • /  \
= F \ U , 9 \ m , . . . ) n u given Xi(9,0), % =  1, 2, (119)
where U denotes the m agnitude of the wind velocity (see Figure 16), n* denotes the 
local outward normal to  the firefront, 9 denotes the angle (measured counterclock­
wise) between front normal and wind direction, m  denotes the mass loading of thin 
fuel burned, and other param eters independent of the wind speed U and the angle 9 
can be added as arguments of the propagation speed function F.
For simplicity, we first assume a homogeneous fuel distribution so th a t a value of 
the angle 9 is uniquely defined for each point on the firefront. The speed function








T(t j), the firefront at time t j 
f ( t 2), the firefront at time ^  ( 12 > t ] )
Flank burned area
burned area during interval At 
unbumed area
Fig. 15. Burned, area during the time interval A t under the wind of magnitude U in 
the direction from left to right (6 = 0). A t any time t, the interface of the fire is denoted 
by T(t).
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
48
y
flank ( s = r  jTt 12)




burned area during interval At 
unbumed area
firefront at time A t
flank (s = rj 3rt 12)
Fig. 16. A circular initial burned area with radius r\. The wind of magnitude U in 
the direction 6 = 0 results the fire growing in an elliptical shape during the time interval 
At.
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should depend only on the wind speed U and the angle 0. We param eterize the 
speed function in three key directions: downwind (9 =  0), upwind (9 =  7r), and 
cross-wind (9 =  f ,  —■). Following [16], we smoothly interpolate in angle between 
these directions. We denote the speed function in the downwind direction F(U,  0), 
upwind direction F(U, n)  and cross-wind direction F(U,  7r/2) by the symbols Vf, P(U)  
and e(C/), respectively. In [16], Fendell and Wolff suggest th a t the local speed for a 
firefront, based on the wind speed and direction with respect to  the local front, is 
given by (/r ss 2 — 4)
{ Vf(U cos2 9) +  (3(U sin*19) if |0| <  |
(120)
P ( U sinM 9) -I- t ( U cos2 9) if |0| >  |
Since the value of the speed rate  F  a t the head is higher than  the value of the speed 
rate at the flank or a t the back, we expect
t (U) < /3(U) < vf (U). (121)
Let a vector u be the direction of the wind. Then the angle between the front normal 
n  and the wind direction u is given by
n • u
9 — cos 1
n  it
(122)
If we set (j, — 2 in the equation (120) and the wind speed a t the head, flank and back 
to  be
Vf ( U)  =  e0 +  ci VU,
(3(U) — e0 +  a U  exp( -bU) ,
e ( U)  = e0 ex p (-e i 17),





e0 cos2 9 +  d V U  cos 9
+  I e0 sin 9 +  a U  sin 9 exp[— b U  sin 0] ) if |0| <
( 126)
e0 cos2 9 exp [—ei U cos2 0]
+  ^eo sin29 + a U  sin29 exp{—bU  sin20]^ if |^| >  j
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where the param eters c1; e0, ei, a and b generally depend only on the mass loading 
of fuel param eter m.  We use the equation (126) for a speed function F  in the level 
set equation (7) in our research.
5.2 FENDELL-M ALLET M ODEL
In [25], Mallet applies the narrow band level set method to a simplified Fendell-Wolff 
model. He proposes th a t the speed of the firefront is given by
where v  is the CFL number given in (50). This model is not directly based on
driven firespread. Mallet also proposes th a t using /i =  3 /2  in equation (120) or 
(127) yields the best results in eye-ball comparisons to  the test facility experiments 
of Fendell and Wolff.
(127)
physical theories of firespread but qualitatively captures essential features of wind-




In this chapter, we perform some tests of numerical accuracy of the level set method 
and illustrate the firespread model. We implement the implicit level set method using 
the PETSc (Portable, Extensible Toolkit for Scientific Computation) [2] software 
library. The code is run in parallel on either a SUN Enterprise 2900 server (Hydra) 
or a SUN Enterprise 10000 Starfire (ElOk) server (Helios) a t Old Dominion University
scheme. The param eters for the test are shown in Table 1.
6.1.1 Spatial Error
To perform spatial error analysis, we allow a circle of radius 0.5 expanding with
and compare it with the exact radius. We measure an effective radius at the end of 
simulation by
In this test, we allow the circle to  expand until the final tim e T/ =  0.3. Hence the 
exact radius of circle, rexact, a t the final time is 0.8. We choose time step A t =  
0.0008. Then, we choose small spatial steps satisfying CFL condition (Ax >  A t and 
A y  >  A t). In our test, we keep A x =  A y. The spatial error is shown in the Table 
2. We can see th a t the spatial error of Lax-Friedrichs scheme is higher than those of 
Upwind scheme due to  a dissipation presented in the Lax-Friedrichs scheme. We plot 
the absolute spatial error for both upwind and Lax-Friedrichs scheme on logarithmic
(ODU).
6.1 ERRO R ANALYSIS
We use a circle expanding with unit speed to  test the accuracy of the numerical




v '  (x,y)er
(128)
where T is a set of points on the circle, and card(T) is the number of elements (points) 
in T. Then, the spatial error can be estim ated by
approx. | • (129)
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T able 1 




Center of circle 
Initial radius 
Speed of front




F  =  1.0
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T able 2
Spatial Error analysis when A t, A x  and A y satisfy CFL condition.
Number of points
<1IIH<1 Upwind (xlO 2) Lax-Friedrichs (xlO )
50x50 0.06122 0.7033 1.4278
100x100 0.03030 0.3336 0.7234
225x225 0.01339 0.1434 0.3200
500x500 0.00601 0.0636 0.1414
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scale. The graphs of the absolute spatial error are shown in Figure 17. We obtain 
perfectly linear curves with slope 1.0355 for the upwind scheme and 0.9962 for the 
Lax-Friedrichs schemes. This confirms th a t both schemes are of order 1.
Next, we set time step A t =  0.1 and then choose small spatial step A x and 
A y  such th a t they violate the CFL condition. The spatial errors for this test are 
shown in Table 3. We can see th a t the spatial error when A t, A x and A y  violate 
CFL condition is slightly higher than  the spatial error when A t, A x and A y  satisfy 
the CFL condition. Graphs of the absolute spatial error using upwind and Lax- 
Friedrichs scheme are shown in Figure 18. The slopes of the graph for upwind and 
Lax-Friedrichs scheme are 1.0416 and 0.9952, respectively. Again, both the upwind 
and Lax-Friedrichs schemes are of order 1.
6.1.2 Tem poral Error
To perform error analysis in time, we use a circle of radius 0.5 centered at (1.5,1.5) 
as an initial curve. Then, we allow the circle to  expand w ith speed F  = 1 until the 
circle crosses the point p = (2.3,1.5). We keep a time history of the local value of (f> 
a t point p  and use interpolation in tim e to  find the time tc when <fi equals to  zero. 
This is the time to  take the zero level set to  reach the point p. We refer th a t time
as the crossing time. The exact crossing tim e texact can be computed by using the
equation of a sign distance function
(j)(x, y) = y / (x  -  x0)2 + (y -  yo)2 -  a -  F  *t ,  (130)
where (xo,yo) is a center of the circle, and a is an initial radius. Hence, the exact 
crossing time, when the front crosses the point p  =  (2.3,1.5), is 0.3. Thus, the 
absolute crossing time error can be computed by
Inexact tc|. (131)
In this test, we keep A x =  A y  =  0.01339. Thus, the dimension of the com putational 
grid is 225 x 225. We use a forward Euler method to  perform a discretization in time. 
The absolute crossing tim e errors for both upwind and Lax-Friedrichs schemes are 
shown in Table 4. There is nonnegligible monotonic improvement in tem poral error 
for the upwind scheme with decreasing A t. However, for the Lax-Friedrichs scheme, 
the improvement is not consistent. Temporal convergence needs further investigation. 
From [9] we expect a one-half order convergence rate  in A t. We conclude th a t the









Fig. 17. Absolute spatial error (log-log scale) when A t, A x  and A y satisfy CFL 
condition. Top: upwind scheme. Bottom: Lax-Friedrichs scheme. The slopes are 1.0355 
and 0.9962, respectively.
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T able 3
Spatial Error analysis when A t, A x  and A y violate CFL condition.
Number of points
<1IISi<1 Upwind (x l O-2) Lax-Friedrichs (xlO )
50x50 0.06122 0.7225 1.4447
100x100 0.03030 0.3388 0.7328
225x225 0.01339 0.1453 0.3244
500x500 0.00601 0.0644 0.1434




F ig. 18. Absolute spatial error (log-log scale) when A t, A x  and A y  violate CFL 
condition. Top: upwind scheme. Bottom: Lax-Friedrichs scheme. The slopes are 1.0416 
and 0.9952, respectively.
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T able 4
Absolute crossing time solution error of upwind scheme and Lax-Friedrichs scheme.
Number of iteration A t Upwind (xlO 2) Lax-Friedrichs (xlO 2)
30 0.0100 0.0310 0.3078
100 0.0030 0.0288 0.2708
250 0.0012 0.0246 0.3004
3000 0.0001 0.0049 0.2951
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dependence of the accuracy of the solution on the tim estep is weak within practical 
stable ranges.
6.2 EXPLICIT A N D  IM PLICIT M ETH O DS
In this section, we perform an numerical experiment th a t dem onstrates superior 
stability properties for the implicit level set method relative to  explicit. We use a 
circle of radius 0.5 centered a t (1,1.5) as the initial curve. We choose a com putational 
domain Q =  [0,4] x [0,4] and use the Fendell-Wolff model with U = 1.0, a = 0.1, b = 
1.0, eo =  0.1, €i =  0.003, Ci =  0.5 and n  =  1.5 in this experiment. The spatial step 
A x  = A y  =  0.02. We choose A t  =  0.1, in violation of the CFL condition. The 
results of the experiment using explicit and implicit forms of the level set method 
are shown in Figure 19 and 20, respectively. The explicit level set m ethod w ith a 
sufficiently large tim e step yields an unstable result (see Figure 19). The head of the 
fire front, where the CFL violation is greatest disintegrates as time progresses. W hen 
we use the implicit m ethod with a  large time step, we m aintain a stable result (see 
Figure 20). The head of the fire front is smooth for all the time. This robustness is a 
useful feature in a code intended to  be passed on fire modelers and incorporated in a 
param eter identification loop for tuning model param eters. For the implicit method, 
the average number of Newton iterations per time step is 4 for the Lax-Friedrichs 
scheme and 6 for the upwind scheme, using PETSc’s rather stringent relative-absolute 
error tolerance defaults.
6.3 NU M ER IC AL E X PER IM EN TS
In this section, we perform numerical experiments on our firespread models. We 
use both Fendell-Wolff model (120) and Fendell-Mallet firespread model (127) with 
fj, = 1.5 in our experiment. The code is run parallel using 8 processors on a SUN 
enterprise 2900 server. We use m atrix free method and PETSc’s default convergence 
criterion in the experiments. We choose com putation domain Q, = [0,3] x [0,3]. The 
spatial step A x  =  A y  = 0.01. Thus, the dimension of the computational grid is 
301 x 301. We choose time step A t =  0.02, and the final time T f  is 0.8. Since data  
for realistic fires is not available a t the time of writing, we arbitrarily choose fire 
param eters as shown in Table 5. Note th a t only param eters U, e0 and ci are needed 
for the Fendell-Mallet model.









Fig. 19. Instability results from using a too large a time step (A t =  0.1)  in the explicit 
level set method. Top left comer: t  — 0. Top right comer: t  =  2.0. B ottom  left comer: 
t  =  2.2. Bottom  right comer: t  =  2.4.






0.5 2.5 3.5 0.5
Fig. 20. Stability results from using a large time step (A t =  O.lJ in the implicit level 
set method. Top left comer: t  =  0. Top right comer: t  =  2.0. Bottom  left comer: t  =  2.2. 
Bottom  right comer: t  =  2.4.
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T able 5
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For comparison purposes, each figure shows superimposed front positions a t reg­
ularly spaced times. Also, two figures of the same numerical experiment are shown 
together on the same page. In most of the figures, the top shows the history ob­
tained from the upwind scheme, while the bottom  one shows th a t obtained from 
Lax-Friedrichs.
We begin our experiment with a comparison between Fendell-Wolff and Fendell- 
Mallet model. We use a circle of radius 0.5 centered at (1,1.5) as an initial curve. We 
allow a wind constantly blows from the west to  the east. The result of experiment 
using upwind scheme and Lax-Friedrichs scheme are shown in Figure 21 and 22, 
respectively. For both fire model, the fire advance a t the head much faster than  at 
the flank and rear as intended. Figure 23 shows a fire simulation of the Fendell-Mallet 
model using upwind scheme and Lax-Friedrichs scheme from the same experiment. 
Since Lax-Friedrichs scheme introduces considerable diffusion into the solution, the 
fire front a t the head computed by using Lax-Friedrichs scheme is less sharp than 
those computed by using upwind scheme.
Next, we perform an experiment when a wind blows from the west and slowly 
turns to  acquire a  southerly component. We use a Fendell-Mallet model in this 
experiment. All set ups for the initial curve and fire param eters are as in Table 5. 
The result is shown in Figure 24. Both upwind and Lax-Friedrichs scheme yield a 
similar result. The fire initially advances to  the east and then gradually advances to 
the north-east.
Next, we perform an experiment in which we have three initial curves. The first 
curve is a circle of radius 0.5 centered a t (1,1), the second is a circle of radius 0.3 
centered at (1.5,1.8), and the th ird  is a circle of radius 0.25 centered a t (1,1). Here, 
the th ird  curve demarcates an unburnt island inside of a burning region. We use the 
Fendell-Wolff model in this experiment. The fire param eters are as shown in Table 
5. All A x , A y  and A t  are the same. The final time is T f = 0.5. The result is shown 
in Figure 25. We observe the unburnt island gradually disappearing and the two fire 
fronts eventually merging into a single fire.
Finally, we perform an experiment for which the energy density of the fuel varies 
across an east-west line. We begin w ith a circular fire of radius 0.4 centered at 
(1.5,1.5). We set the region above the line y =  2 to have a low energy density while 
the region below the line y = 2 has high density. In this test, there is no wind. We 
use A x  — A y  — 0.01, A t =  0.02 and Tf =  0.8. The result is shown in Figure 26. As







F ig. 21. A comparison between Fendell-Wolff and Fendell-Mallet model using upwind 
scheme. Top: Fendell-Wolff model. Bottom: Fendell-Mallet model.
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Fig. 22. A comparison between Fendell-Wolff and Fendell-Mallet model using Lax- 
Friedrichs scheme. Top: Fendell- Wolff model. Bottom: Fendell-Mallet model.




0 0.5 1 1.5 2 2.5 3
Fig. 23. Fire propagation under a steady wind. Top: upwind scheme. Bottom: Lax- 
Friedrichs scheme.










F ig. 24. Fire propagation under a turning wind. Top: upwind scheme. Bottom: 
Lax-Friedrichs scheme.
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Fig. 25. Fire propagation of two elliptical fires, one with an unbumt area. The fires 
evolve under a wind from the west and gradually turns to be from the south. Top: upwind 
scheme. Bottom: Lax-Friedrichs scheme.
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F ig. 26. An elliptical fire propagates without wind from a region of high fuel density 
into a region of low fuel density. Top: upwind scheme. Bottom: Lax-Friedrichs scheme.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
70
intended, the fire advances more quickly within the high energy density region. Once 
the fire reaches the low density region, it advances more slowly.
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CHAPTER 7 
CONCLUSION AND FUTURE WORK
In this thesis, we apply the level set m ethod to  a two-dimensional empirical model 
of wildland firespread. The derivation of the level set method and some theoretical 
background of the Hamilton-Jacobi equation and its numerical approximation are 
reviewed. This leads to  a discussion of methods of solving large systems of nonlinear 
algebraic equations. We implemented the implicit level set method for a firespread 
model using the PETSc [2] software library. We have used matrix-free Newton- 
GMRES as a nonlinear solver in order to  avoid explicitly forming a Jacobian matrix. 
The code is natively parallel.
The main goal of this thesis is to  introduce a implicit new level set method for 
wildland firespread. An advantage of an implicit method is th a t it is possible to 
use a time step of arbitrary  size, determined only by accuracy criteria and free of 
instability. Our numerical experiments show th a t the implicit level set method works 
well with a large tim e step.
We have checked spatial and tem poral errors. Although we do not possess exact 
solutions for general problems, we can compare the numerical results to  the analytical 
solution of a circle expanding with unit speed. We confirm th a t both upwind and 
Lax-Friedrichs schemes are of first order in space.
For tem poral error analysis, we use crossing tim e to  measure error. We calculate 
a time when the circle crosses a given point, and then we compare it with the exact 
crossing time. We use a  forward Euler method as a time discretization. However, 
in our experiments, we cannot verify th a t the m ethod is of order 0.5 in time, as 
expected from the theory. The same result was reported in [30] and remains to  be 
explained.
We have implemented the implicit level set methods on firespread models. The 
Fendell-Mallet model gives results similar to  those of the Fendell-Wolff model, for 
which it is intended as a simple replacement, particularly for follow-on studies in pa­
ram eter estimation, where Fendell-Mallet is easier to differentiate. We also compare 
upwind and Lax-Friedrichs scheme on the same model.
The upwind and Lax-Friedrichs schemes yield similar results. However, the Lax- 
Friedrich scheme appears slightly more diffusive, as indicated by the smoothing of 
corners in Figure 23. In the Lax-Friedrichs scheme, we need to  calculate dissipation
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coefficients. Hence, for each time step, the Lax-Friedrichs scheme requires more 
calculations than  the upwind scheme. However, introducing some dissipation in the 
Lax-Friedrichs scheme seems to  allow the Newton-GMRES algorithm to  more easily 
find a solution.
Although our implicit level set method works well, several improvements can 
be made to  the method to make it more efficient. In this thesis, we have used a 
full m atrix approach of the level set m ethod where the value of 4> is calculated at 
every point on the com putational domain. This can be expensive. A narrow band 
approach in which only com putational grids close to  the zero level set are used would 
be worthwhile to  implement. This would require dynamic da ta  structures, bu t would 
significantly reduce the com putational complexity. We can also improve the solver 
by by developing preconditioners for the GMRES solves in Newton-GMRES th a t use 
partial Jacobian information.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
73
REFERENCES
[1] D. H. ANDERSON, E. A. CATCHPOLE, N. J. DE MESTRE, AND T. PARKES, Mod­
eling the spread of grass fires, J. Aust. M ath. Soc. (Ser. B), 23 (1982), pp. 451— 
466.
[2] S. B a la y ,  K. B u sc h e lm a n , V. E i jk h o u t ,  W. G ro p p , D. K au sh ik , 
M. K n e p le y , L. C. m c in n e s , B. f .  S m ith , a n d  H. Z h a n g , P E T S c home 
page, http://w w w -unix.m cs.anl.gov/petsc/petsc-2, 2005.
[3] R. Ba r r e t t , m. Berr y , t .  f .  Ch an , J. Dem m el, J. M. Do nato , 
J. Do ng arra , V. Eijk h out , r . p o z o , C. Romine, and  h . van der  v o r s t , 
Templates fo r  the Solution o f Linear Systems: Building Blocks for Iterative 
Methods, SIAM, Philadelphia, PA, 1994.
[4] S. BELLAVIA AND B. MORINI, A globally convergent Newton-GM RES sub­
space bethod fo r  systems of nonlinear equations, SIAM J. Sci. Comput., 23 
(2001), pp. 940-960.
[5] P. N. BROWN AND Y. SAAD, Hybrid Krylov methods fo r  nonlinear systems of 
equations, SIAM J. Sci. S tat. Comput., 11 (1990), pp. 450-481.
[6] D. CHOPP, Computing m inim al surfaces via level set curvature flow, J. Com­
put. Phys., 106, pp. 77-91, 1993.
[7] T. L. CLARK, J. COEN, AND D. LATHAM, Description o f a coupled atmosphere- 
fire model, Int. J. W ildland Fire, 13 (2004), pp. 49-63.
[8] R. COURANT, K. FRIEDRICHS, AND H. LEWY, Ueber die partiellen Dif- 
ferenzengleichungen der mathematischen Physik, Mathematisiche Annalen, 100 
(1928), pp. 32-74.
[9] M. G. CRANDALL AND P. L. L ions, Viscosity solutions o f Hamilton-Jacobi 
equations, Trans. Am. M ath. Soc., 227 (1983), pp. 1-42.
[10] M. G. CRANDALL AND P. L. LIONS, T w o  approximation of solutions of 
Hamilton-Jacobi equations, M ath. Comput., 43 (1984), pp. 1-19.
[11] R. S. DEMBO, S. C. ElSENSTAT, AND T. STEIHAUG, Inexact Newton methods, 
SIAM J. Numer. Anal., 19 (1982), pp. 400-408.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
74
[12] S. C. ElSENSTAT AND H. F. WALKER, Choosing the forcing terms in an inexact 
Newton method, SIAM J. Sci. Comput., 17 (1996), pp. 16-32.
[13] S. C. ElSENSTAT AND H. F. WALKER, Globally convergent inexact Newton meth­
ods, SIAM J. O pt., 4 (1994), pp. 393-422.
[14] L. C. EVANS, Partial Differential Equations, American M athem atical Society, 
Rhode Island, 1998.
[15] M. A. FINNEY, FARSITE: Fire Area Simulator-Model Development and Evalu­
ation, Tech. Rep., USDA Forest Service, 1998.
[16] F. E. FENDELL AND M. F. WOLFF, Wildland fire spread models, in Forest Fires: 
Behavior and Ecological Effects, E. A. Johnson and K. Miyanishi, eds., Academic 
Press, New York, 2001, pp. 171-223.
[17] J. GLIMM, J. W. GROVE, X. L. Li, AND N. Zhao , Simple front tracking, Con­
tem porary M ath., 238 (1999) pp. 133-149.
[18] A. GREENBAUM, Iterative Methods for Solving Linear Systems, SIAM, Philadel­
phia, PA, 1997.
[19] A. HARTEN, B. ENGQUIST, S. OSHER, AND S. R. CHAKRAVARTHY, Uniformly 
high order accurate essentially non-sscillatory schemes, III, J. Comput. Phys., 
71 (1987), pp. 231-303.
[20] C. T. KELLEY, Iterative Methods fo r  Linear and Nonlinear Equations, SIAM, 
Philadelphia, PA, 1995.
[21] C. T. KELLEY, Solving Nonlinear Equations with Newton’s Method, SIAM, 
Philadelphia, PA, 2003.
[22] D. KINCAID AND W. Cheney , Numerical Analysis, 2nd Edition, Brooks/Cole, 
Pacific Grove, CA, 1996.
[23] D. A. KNOLL AND D. E. KEYES, Jacobian-free Newton-Krylov methods: a survey 
of approaches and applications, J. Comput. Phys., 193 (2004), pp. 357-397.
[24] P. D. LAX, Linear Algebra, John Willey &; Sons, NY, 1996.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
75
[25] V. MALLET, Simulation numerique de la propagation d ’interfaces, M.S. thesis, 
Ecole Centrale de Lyon, France, 2002.
[26] National INTERGENCY Fire Cen t e r , Retrieved March 29, 2006 from 
http://www .nifc.gov
[27] J. NOCEDAL AND S. J. WRIGHT, Numerical Optimization , Springer- 
Verlag, 1999.
[28] W. NOH AND P. WOODWARD, A Simple Line Interface Calculation, Springer- 
Verlag, 1976.
[29] S. OSHER AND R. P. FEDKIW, Level set methods: an overview and some recent 
results, J. Comput. Phys., 169 (2001), pp. 463-502.
[30] S. OSHER AND R. P. FEDKIW, Level Set Methods and Dynamic Implicit Surfaces, 
Springer-Verlag, 2003.
[31] S. OSHER AND J. A. SETHIAN, Fronts propagating with curvature dependent 
seed: algorithms based on Hamilton-Jacobi formulations, J. Comput. Phys., 79 
(1988), pp. 12-49.
[32] S. OSHER AND C.-W. SHU, High-order essentially non-os dilatory schemes for  
Hamilton-Jacobi equations, SIAM J. Numer. Anal., 28 (1991), pp. 907-922.
[33] Y. SAAD, Iterative Methods for Sparse Linear Systems, SIAM, Philadelphia, PA, 
2000 .
[34] Y. SAAD, Krylov subspace methods for solving large unsymmetric linear systems, 
M ath. Comput., 37 (1981), pp. 105-126.
[35] Y. SAAD AND M. H. SCHULTZ, GMRES: A generalized m inim al residual algo­
rithm  for solving nonsymmetric linear systems, SIAM J. Sci. Stat. Comput., 7 
(1986), pp. 856-869.
[36] J. A. SETHIAN, Level Set Methods and Fast Marching Methods: Evolving In­
terfaces in Computational Geometry, Fluid Mechanics, Computer Vision, and 
Materials Science, Cambridge University Press, Cambridge, 2002.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
76
[37] C.-W. SHU, Essentially Non-Oscillatory and Weighted Essentially Non- 
Oscillatory Schemes fo r  Hyperbolic Conservation Laws, Tech. Report 1997-65, 
ICASE, NASA Langley Research Center, Hampton, VA, 2000.
[38] C.-W. SHU AND S. OSHER, Efficient implementation of essentially non- 
oscillatory shock capturing schemes, II, J. Comput. Phys., 83 (1989), pp. 32-78.
[39] G. A. SOD, Numerical Methods in Fluid Dynamics: Initial and Initial Boundary- 
Value Problems, Cambridge University Press, Cambridge, 1985.
[40] L. N. TREFETHEN AND D. BAU, III, Numerical Linear Algebra, SIAM, Philadel­
phia, PA, 1997.
[41] H. VAN DER VORST, Iterative Krylov Methods for Large Linear Systems, Cam­
bridge University Press, Cambridge, 2003.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
77
APPENDIX A 
PETSC CODE FOR NUMERICAL EXPERIMENTS
A .l PETSC  R O U TIN E FO R SOLVING A LEVEL SET EQUATIO N
The following PETSc routine contains the setup for solving a level set equation using 
upwind scheme.
/ * $ I d : l e v e l s e t U p w i n d .c  0 7 / 2 7 / 0 5  $ * /
/ *  Program u sa g e :  qsub -p e  mpich <procs>  - q
h p c -m p ic h @ h y d r a . l io n s .o d u .e d u  l e v e l s e t 2 d  * /
s t a t i c  char  h e l p [ ]  = " L e v e l s e t  e q u a t io n  i n  2 d . \ n \
We s o l v e  t h e  l e v e l s e t  problem  i n  a 2D r e c t a n g u l a r \ n \  
domain, u s in g  d i s t r i b u t e d  a r r a y s  (DAs) t o  p a r t i t i o n . \ n \  
th e  p a r a l l e l  g r i d .  The command l i n e  o p t io n s  i n c l u d e : \ n \
-p a r  <param eter> , where <param eter> i n d i c a t e s \ n \  
p ro b le m ’ s  n o n l i n e a r i t y \ n \ n " ;
/*T
C o n c e p ts : S N E S ~ p a ra l le l
C on cepts:  DA~using d i s t r i b u t e d  a r r a y s ;
P r o c e s s o r s :  n
T */
/ * ---------------------------------------------------------------------------------------------------------------
L e v e l  s e t  prob lem . T h is  problem i s  m odeled  by  
t h e  p a r t i a l  d i f f e r e n t i a l  e q u a t io n
d u /d t  + v * |g r a d (u )I  = 0 ,
T h is  code was programmed by P a l lo p  Huabsomboon b a sed  on e x 5 . c  
 * /
/ *
N ote: The o u tp u t s  w i l l  be w r i t t e n  i n t o  ASCII f i l e s  (x??.m ) i n  th e  
d i r e c t o r y  OUTPUT. Make su re  t h a t  you c r e a t e  t h e  d i r e c t o r y  OUTPUT. 
Then a  MATLAB r o u t i n e  w i l l  rea d  th e  ASCII f i l e  and produce a
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co n to u r  p l o t .  However, u s e r s  can u se  a command l i n e  - c o n t o u r  
s e e  t h e  co n to u r  p l o t  on x-window i n t e r f a c e .
* /
# in c lu d e  " p e tscd a .h "  
# in c lu d e  " p e t s c s n e s .h "
t y p e d e f  s t r u c t  {
DA da; / *  d i s t r i b u t e d  a rr a y  d a ta  s t r u c t u r e  *
P e t s c R e a l d x , d t ;
P e t s c R e a l c u r r e n t . t im e ;
Vec p h i . o l d ;  / *  p h i  a t  t im e  n * /
i n t i t e r ;  / *  i t e r a t i o n  * /
P e t s c S c a l a r x . s t a r t ,  x . s t o p ;
i n t N;
P e t s c R e a l C enterX , C enterY ;
P e t s c R e a l r a d i u s ;
P e t s c T r u th RotateWind;
i n t model; / * ty p e o f  f i r e  model * /
P e t s c R e a l U; / * wind sp eed  * /
P e t s c R e a l e p s i l o n O , e p s i l o n l ; / * f i r e param eter * /
P e t s c R e a l a l p h a ,b e t a ; / * f i r e param eter * /
P e t s c R e a l c l ; / * f i r e param eter * /
}  AppCtx;
t y p e d e f  s t r u c t  {  
char  t x t  [2 0 ] ;  
}  TextC tx;
e x t e r n  i n t  F o r m I n i t ia lC u r v e (D A L o c a lI n fo * ,P e t s c S c a la r * * ,
P e t s c S c a la r * * ,A p p C t x * ) ; 
e x t e r n  i n t  F o r m I n i t ia lG u e s s (A p p C tx * ,V e c ) ; 
e x t e r n  i n t  F o rm F u n ct io n L o ca l(D A L o c a lIn fo * ,P e tsc S c a la r* * ,
P e t s c S c a l a r * * ,  AppCtx*);
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e x t e r n  i n t  F orm T ext(T extC tx* , i n t ) ;
#undef  FUNCT__
# d e f i n e   FUNCT  "main"
i n t  m a in ( in t  a r g c ,c h a r  **argv)
■C
SNES s n e s ; / * n o n l in e a r  s o l v e r  * /
KSP ksp; / * KSP c o n t e x t  * /
PC pc; / * PC c o n t e x t  * /
MPI_Comm comm; / * co n to u r  p l o t  p aram eter  * /
PetscDraw draw; / * co n to u r  p l o t  param eter  */
Vec x , r ; / * s o l u t i o n ,  r e s i d u a l  v e c t o r s  * /
Mat A, J; / * J a co b ia n  m a tr ix  * /
AppCtx u s e r ; / * u s e r - d e f i n e d  work c o n t e x t  * /
i n t i t s ; / * i t e r a t i o n s  f o r  co n v er g en ce  */
i n t i e r r ;
i n t i , j , k ; / * in d e x e s  * /
i n t N;
i n t x s , y s , xm,ym;
i n t m ax_t; / *  f i n a l  t im e  * /
Vec u ,v ;
P e t s c S c a l a r **p h i;
P e t s c S c a l a r g r i d _ s t , g r id _ s p ;
MatFDColoring
I S C o lo r in g
P e t s c S c a l a r
P e t s c R e a l
P e t s c R e a l
P e t s c R e a l
P e t sc T r u th
P e ts c T r u th
P e tsc T r u th
P e tsc T r u th
m a t f d c o lo r in g  = 0; 
i s c o l o r i n g ;
t ;  / *  t im e  * /
d x , d t ;
C enterX , C enterY , r a d i u s ; 
a a , b b ;
draw _contour;  
w r i t e _ o u t p u t ; 
r o ta te _ w in d ;  
f l a g ;




P e t s c R e a l
P e t s c R e a l
P e t s c R e a l
P e t s c R e a l
P e t s c R e a l
* fp ;  / *  f i l e  p o i n t e r s  * /
model; / *  t y p e  o f  f i r e s p r e a d  m o d e l* /
U; / *  wind sp eed  * /
e p s i l o n O . e p s i l o n l ;  / *  f i r e  p aram eter  * /
a lp h a ;  / *  f i r e  param eter  * /
b e ta ;  / *  f i r e  p aram eter  * /
c l ;  / *  f i r e  p aram eter  * /
P etscL ogD ouble
P e t s c R e a l
P e t sc V ie w e r
T extC tx
v l , v 2 , e l a p s e d _ t i m e ; 
m in u te .se c o n d ;  
v ie w _ o u t ; 
msgs;
P e t s c l n i t i a l i z e ( & a r g c , & a r g v , ( c h a r  * ) 0 , h e l p ) ; 
comm = PETSC_C0MM_W0RLD; 
i e r r  = PetscG etTim e(& vl);C H K ERR Q (ierr); 
i e r r  = SNESCreate(comm,&snes);CHKERRQ(ierr);
/ * -  -  Param eter s e tu p  -  -  -  * /
dx = 0 .0 1 ;  d t  = 0 .0 2 ;
g r i d _ s t  = 0; g r id _ s p  = 3;
CenterX = 1; CenterY = 1 .5 ;  r a d iu s  = 0 .5 ;
max_t = 40;  
model = 2 ;  / *
S e t  model = 1 f o r  F e n d e l l - W o l f f  m odel,  
model = 2 f o r  F e n d e l l - M a l l e t  m odel,
O th erw ise
we w i l l  have an exp an din g  c i r c l e  w i th  u n i t  sp eed
* /
U = 5 .0 ;  
a lp h a  = 0 .1 ;  
b e t a  = 1 .0 ;  
ep s i lo n O  = 0 . 1 ;  
e p s i l o n l  = 0 .0 0 3 ;
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c l  = 0 . 5 ;
/ * -  -  end s e t u p  -  -  * /
d raw _contour = PETSC_FALSE; 
w r it e _ o u t p u t  = PETSC_FALSE; 
r o t a te _ w in d  = PETSC_FALSE;
ierr=PetscOptionsGetReal(PETSC_NULL,"-dx",&dx,PETSC_NULL); 
CHKERRQ(ierr);




ierr=P etscO ption sG etR ea l(P E T SC _N U L L ,"-x_stM,&grid_st,PETSC_NULL); 
CHKERRQ(ierr);
ierr=PetscO ptionsG etR eal(PE T SC _N U L L,M-x_sp",&grid_sp,PETSC_NULL); 
CHKERRQ(ierr);
ierr=P etscO ptionsG etIn t(P E T SC _N U L L ,"-m ax_t" , &max_t, PETSC_NULL); 
CHKERRQ(ierr);
ierr=PetscO ptionsH asNam e(PETSC _N U LL,"-contour",& draw_contour); 
CHKERRQ(ierr);
ierr=P etscO ptionsH asN am e(P E T SC _N U L L ,"-output" ,& w rite_output); 
CHKERRQ(ierr);
ierr=P etscO ptionsH asN am e(P E T SC _N U L L ,"-rotate_w ind" ,& rotate_w ind);
CHKERRQ(ierr); 
ierr=PetscOptionsHasName(PETSC_NULL,M-s n e s _ m f" , & f l a g ) ; 
CHKERRQ(ierr);
/* *  S e t  up f o r  t h e  wind sp eed  p aram eter  * * /  
ierr=PetscOptionsGetInt(PETSC_NULL,"-model",&model,PETSC_NULL); 
CHKERRQ(ierr);
ierr= P etscO ption sG etR ea l(P E T SC  JJULL,"-U")&UJPETSC_NULL); 
CHKERRQ(ierr);
ierr=PetscOptionsGetReal(PETSC_NULL,"-epO",&epsilonO,PETSC_NULL);
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CHKERRQ(ierr);






ierr=PetscO ptionsG etR eal(PETSC_NULL,"-cl",& cl,PETSC_NULL); 
CHKERRQ(ierr);
N = ( i n t ) c e i l ( g r i d _ s p / d x ) + l ;
u s e r .N  = N; u s e r .d x  = dx; u s e r . d t  = d t ;
u s e r . x _ s t a r t  = g r i d _ s t ;  u s e r . x _ s t o p  = g r id _ s p ;
u s e r .C e n te r X  = CenterX; u se r .C e n te r Y  = CenterY;
u s e r . r a d iu s  = r a d i u s ;
u s e r .m o d e l  = model;
u ser .R o ta teW in d  = r o ta te _ w in d ;
u s e r .U  = U;
u s e r . e p s i lo n O  = ep s i lo n O ;  
u s e r . e p s i l o n l  = e p s i l o n l ;  
u s e r . a l p h a  = a lp h a ;  
u s e r . b e t a  = b e ta ;  
u s e r . c l  = c l ;
i e r r =  P e t s c P r i n t f  (comm, " F ire  model °/0d :N = °/0d \n " , u s e r .m o d e l ,N ) ;
CHKERRQ(ierr); 
ierr=DACreate2d(comm,DA_N0NPERI0DIC,DA_STENCIL_STAR,
N, N, PETSC_DECIDE, PETSC.DECIDE, 1 , 1 , PETSC.NULL, 
PETSC.NULL, feuser . d a ) ;CHKERRQ(ierr); 
i e r r = D A C r e a te G lo b a lV e c to r (u s e r . d a ,& x ) ;CHKERRQ(ierr); 
i e r r = V e c D u p l i c a t e ( x ,& r ) ; CHKERRQ(ierr); 
i e r r = V e c D u p l i c a t e ( x ,& u ) ;CHKERRQ(ierr); 
i e r r = V e c D u p l i c a t e ( x ,& v ) ; CHKERRQ(ierr);
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/ * ------------------------------------------------------------------------------------------
Form i n i t i a l  curve
 * /
i e r r = D A S e tL o c a lF u n c t io n (u s e r .d a ,(D A L o c a lF u n c t io n l )
F o r m ln i t i a l C u r v e ) ;CHKERRQ(ierr); 
i e r r = S N E S S e tF u n c t io n (s n e s , r , SNESDAFormFunction, & u s e r ) ;
CHKERRQ( i e r r ) ;
S N E S C o m p u te F u n c t io n (sn es ,v ,u ) ; 
u s e r . p h i _ o l d  = u;
/ *  W rite  i n i t i a l  cu rve  t o  an ASCII f i l e  (m atlab  fo rm a t)  * /  
i f ( w r i t e _ o u t p u t ) {
ierr=PetscView erASCIIOpen(comm ,"OUTPUT/xstart.m M,
& v iew _ o u t) ;CHKERRQ(ierr); 
ie rr = P e tsc V ie w e r P u sh F o r m a t(v ie w _ o u t ,
PETSC_VIEWER_ASCII_MATLAB); CHKERRQ(ierr); 
i e r r = P e t s c O b j e c t S e t N a m e ( ( P e t s c O b j e c t ) u ," x " ) ;CHKERRQ(ierr); 
i e r r = V e c V ie w ( u ,v ie w _ o u t ) ; CHKERRQ(ierr);
>
/ *  W rite some in f o r m a t io n s  t o  a t e x t  f i l e  * /  
i f ( w r i t e _ o u t p u t ) {
f p  = fo p en (" O U T P U T /in fo .tx t" , "w"); 
i e r r  = P e t s c F P r i n t f  (comm .fp, "°/,d\n" ,N) ; 
i e r r  = P e t s c F P r i n t f  (comm ,fp, "°/0d\n" ,m a x _ t ) ; 
i e r r  = P e t s c F P r i n t f  (comm,fp, "°/0g\n"  , g r i d _ s t ) ; 
i e r r  = P e t s c F P r i n t f  (comm.fp, "°/0g\n" ,g r i d _ s p )  ; 
i e r r  = P e t s c F P r i n t f  (comm,fp,"°/0g \ n " ,u s e r ,  dx) ; 
i e r r  = P e t s c F P r i n t f  (comm, f p ,  "°/0g\n" , u s e r . d t )  ; 
i e r r  = P e t s c F P r i n t f  (comm,fp, "0/0d\n" . u s e r .m o d e l ) ; 
i f ( r o t a t e _ w i n d ) {
i e r r = P e t s c F P r i n t f ( c o m m .f p ," l \ n " ) ; CHKERRQ(ierr);
>
e l s e {
i e r r = P e t s c F P r i n t f ( c o m m .f p ," 0 \ n " ) ; CHKERRQ(ierr);
>
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f c l o s e ( f p ) ;
>
i f  ( f l a g )  -C
ie r r = P e ts c P r in t f ( c o m m ," U s e  M a tr ix -F r e e  m e th o d ! \n " ) ;
CHKERRQ(ierr);
>
e l s e {
ie r r = P e t s c P r in t f ( c o m m ," U s e  f i n i t e  d i f f e r e n c e  a p p r o x . ! \ n " ) ; 
CHKERRQ(ierr);
>
t  = d t ;
u s e r . c u r r e n t_ t im e  = t ;  
f o r  ( k = l ;k<=max_t;k++)
{
u s e r . i t e r  = k;
i e r r  = P e t sc P r in t f ( c o m m ," k  = %d t  = %g " , k , t ) ;  CHKERRQ( i e r r ) ; 
i e r r  = D A S e tL o c a lF u n c t io n (u s e r . da ,
(D A L o c a lF u n c t io n l)F o rm F u n ct io n L o ca l) ;CHKERRQ(ierr); 
i e r r  = SN E SS etF un ct ion (sn es ,r ,S N E S D A F orm F u nction ,& u ser);
CHKERRQ(ierr);
i e r r  = DAGetMatrix(user.da,MATMPIAIJ,&J);CHKERRQ(ierr);
A = J;
/ * --------------------------------------------------------------------------------------------------------
Form a ja c o b ia n  m a tr ix :
-  With t h e  p e t s c  o p t io n  - s n e s _ m f ,  th e  M a tr ix -F re e  method  
w i l l  be u se d .  O th erw ise ,  u se  f i n i t e  d i f f e r e n c e  a p p r o x im a tio n .  
  * /
i f  (f lag)-C
i e r r  = SNESGetKSP(snes,& ksp); CHKERRQ(ierr); 
i e r r  = KSPGetPC(ksp,&pc); CHKERRQ( i e r r ) ;
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i e r r  = PCSetType(pc.PCNONE); CHKERRQ(ierr);
>
e l s e {
ie r r = D A G e tC o lo r in g (u s e r . d a , IS_C0L0RING_L0CAL, f t i s c o l o r i n g ) ;
CHKERRQ(ierr); 
i e r r = M a t F D C o lo r in g C r e a te ( J , i s c o lo r in g ,& m a t fd c o lo r in g ) ;
CHKERRQ(ierr); 
i e r r = I S C o l o r i n g D e s t r o y ( i s c o l o r i n g ) ;CHKERRQ(ierr); 
ie r r = M a tF D C o lo r in g S e tF u n c t io n (m a tfd c o lo r in g ,
( i n t  ( * ) (void))SN E SD A Form Function ,& user);
CHKERRQ(ierr); 
ie rr = M a tF D C o lo r in g S e tF ro m O p tio n s (m a tfd co lo r in g );
CHKERRQ(ierr);
ie r r = S N E S S etJ a co b ia n (sn es ,A ,J ,S N E S D e fa u ltC o m p u teJ a co b ia n C o lo r ,
m a t f d c o l o r i n g ) ;
CHKERRQ(ierr);
}
i e r r  = S N E S S etF rom O p tion s(sn es);CHKERRQ(ierr); 
i f  (k  <= 1 ) {
/ * —  A f t e r  1 s t  t im e  s t e p ,  u se  t h e  p r e v io u s  s o l u t i o n  as  
t h e  i n i t i a l  g u e s s  — * /  
i e r r  = F o r m I n i t ia lG u e s s ( & u s e r ,x ) ;CHKERRQ(ierr);
>
/ * --------------------------------------------------------------------------------------
S o lv e  n o n l in e a r  problem
 * /
ie r r = S N E S S o lv e ( s n e s , x ) ;CHKERRQ(ierr); 
ierr = S N E S G etI ter a t io n N u m b er (sn es , & i t s ) ; 
ierr= P etscP r in tf(co m m ," N u m b er  o f  Newton i t e r a t i o n s " ) ;
CHKERRQ(ierr); 
i e r r = P e t s c P r in t f ( c o m m ," = % d \n " , i t s ) ;
CHKERRQ(ierr);
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i e r r = V e c C o p y ( x ,u s e r .p h i_ o l d ) ;CHKERRQ(ierr);
t  = t+ d t ;
u s e r . c u r r e n t _ t i m e  = t ;
/ * ------------------------------------------------------------------------------------------
W rite  t h e  s o l u t i o n  t o  ASCII f i l e s  (m atlab  fo r m a t ) .
 * /
i f ( w r i t e _ o u t p u t ) {
F orm T ext(& m sgs,k ); / *  Form a new v a r i a b l e  name */  
ie rr = P etscV iew erA S C IIO p en (co m m ,m sg s .tx t ,& v iew _ o u t);
CHKERRQ(ierr);
ie r r = P e tsc V ie w e r P u sh F o r m a t(v ie w _ o u t ,
PETSC_VIEWER_ASCII_MATLAB);CHKERRQ(ierr); 
i e r r = P e ts c O b je c tS e tN a m e ( ( P e t s c O b j e c t ) x , " x " ) ;CHKERRQ(ierr); 
i e r r = V e c V ie w ( x ,v i e w _ o u t ) ; CHKERRQ(ierr);
>
i f ( d r a w _ c o n t o u r ) {
ierr=PetscViewerDrawGetDraw(PETSC_VIEWER_DRAW_(comm),
0 ,& draw );CHKERRQ(ierr); 
i e r r = P e ts c D r a w S e tD o u b le B u ffe r (d r a w ); CHKERRQ(ierr); 
ierr=VecView(x,PETSC_VIEWER_DRAW_(comm)) ;  CHKERRQ(ierr);
>
}  / * *  End k lo o p  * * /
/ * -----------------------------------------------------------------
F ree  work sp a ce  
 * /
i f ( w r i t e _ o u t p u t ) {
i e r r  = P e t s c V ie w e r D e s t r o y (v ie w _ o u t ) ; CHKERRQ(ierr);
>
i f  (A ! = J) {
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i e r r  = M a tD estr o y (A ); CHKERRQ(ierr);
>
i e r r  = M a tD estro y ( J ) ;CHKERRQ(ierr); 
i f  ( m a t fd c o lo r in g )  {
i e r r  = M a tF D C o lo r in g D e s tr o y (m a t fd c o lo r in g ) ;CHKERRQ(ierr);
>
i e r r  = V e c D e s t r o y ( x ) ;CHKERRQ(ierr); 
i e r r  = V e c D e s t r o y ( r ) ;CHKERRQ(ierr); 
i e r r  = V e c D e s t r o y ( u ) ;CHKERRQ(ierr);
i e r r  = S N E S D e s tr o y ( s n e s ) ; CHKERRQ(ierr); 
i e r r  = D A D e s tr o y (u s e r .d a ) ; CHKERRQ(ierr);
i e r r  = P e tscG etT im e(& v 2 );CHKERRQ(ierr); 
e la p s e d _ t im e  = v2 -  v l ;  
m inute = f l o o r ( e l a p s e d _ t i m e / 6 0 ) ; 
seco n d  = ( in t )e la p s e d _ t im e ° /060;
i e r r  = P e t s c P r in t f ( c o m m ," T o ta l  t im e  u se d  i n  com pu tation  = ") 
CHKERRQ(ierr);
i e r r  = P e t s c P r i n t f  (comm, "°/0g min. °/,g s e c .  \n" .m in u te ,  s e c o n d ) ; 
CHKERRQ(ierr) ;
i e r r  = P e t s c F i n a l i z e O  ; CHKERRQ ( i e r r )  ;
P e t s c F u n c t io n R e tu r n (O );
>
#undef  FUNCT__
# d e f in e   FUNCT  " F in d ln i t ia lC u r v e "
/ *
F o r m ln i t ia lC u r v e  -  Forms i n i t i a l  cu rv e .
* /
i n t  F o r m ln it ia lC u r v e (D A L o c a l ln fo  * i n f o , P e t s c S c a l a r  **X,
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P e t s c S c a l a r  * * p h i ,  AppCtx * u s e r )
i n t
P e t s c R e a l
P e t s c R e a l
P e t s c R e a l
P e t s c R e a l
i , j , x s , y s , x m , y m ;
d x , d y , d t ;
a a ,b b ;
x c , y c ;
r a d i u s ;
P e t s c F u n c t io n B e g in ;
dx = u s e r -> d x ;  d t  = u s e r - > d t ;  dy = dx;
xc = u ser -> C en terX ; y c  = u s e r -> C e n te r Y ; 
r a d iu s  = u s e r - > r a d i u s ;
f o r  ( j = i n f o - > y s ;  j< in fo - > y s + in f o -> y m ;  j+ +) {  
aa = u s e r - > x _ s t a r t + j * d x ;
f o r  ( i = i n f o - > x s ;  i< in fo -> x s + in fo - > x m ;  i+ + )  {  
bb = u s e r - > x _ s t a r t  + i* d x ;
p b i [ j ] [ i ]  = s q r t ( p o w ( a a - y c , 2 . 0 )+ p o w (b b -x c ,2 . 0 ) ) - r a d i u s ;
>
>
P e t s c F u n c t io n R e tu r n (O );
>
/ *  * /
#undef  FUNCT__
# d e f i n e   FUNCT  " F o rm ln it ia lG u ess"
/*
F o r m ln i t ia lG u e s s  -  Forms i n i t i a l  a p p ro x im a tio n .
* /
i n t  F o rm ln it ia lG u e ss (A p p C tx  * u s e r ,V e c  X)
i n t  i , j ,M x ,M y , i e r r ,x s ,y s ,x m ,y m ;
P e t s c R e a l  te m p ,h x ,h y ;
P e t s c S c a l a r  **x;
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P e t s c F u n c t io n B e g in ;
i e r r  = DAGetInfo(user->da,PETSC_IGNORE,&Mx,&My,PETSC_IGNORE, 
PETSC_IGNORE,PETSC_IGNORE,PETSC_IGNORE, 
PETSC_IGNORE, PETSC.IGNORE, PETSC.IGNORE, 
PETSC_IGNORE); CHKERRQ(ierr); 
i e r r  = D A V ecG etA rr a y (u se r -> d a ,X ,(v o id * * )& x );CHKERRQ(ierr); 
i e r r  = DAGetCorners(user->da,&xs,&ys,PETSC_NULL,
&xm, &ym, PETSC_NULL);CHKERRQ(ierr); 
f o r  ( j = y s ;  j<ys+ym; j+ + ) {  
f o r  ( i = x s ;  i<xs+xm; i+ + )  {  
x [ j ]  [ i ]  = 0 .0 ;
>
>
i e r r  = D A V e c R e s to r e A r r a y (u se r -> d a ,X ,(v o id * * )& x );CHKERRQ(ierr); 





# d e f i n e  
/*
Form FunctionL ocal -  E v a lu a te s  n o n l in e a r  f u n c t i o n ,  F ( x ) .
* /
i n t  F orm F un ction L oca l(D A L oca lln fo  * i n f o , P e t s c S c a l a r  * * p h i ,
P e t s c S c a l a r  * * f ,  AppCtx * u ser )
i n t  i e r r , i , j  ;
P e t s c R e a l  d x ,d y ;
P e t s c R e a l  sp eed ;  / *  F ir e  f r o n t  sp eed  * /
P e t s c R e a l  temp; / *  Temporary v a l i a b l e  * /
P e t s c R e a l  D x p lu s ,  Dxminus; / *  Forward, backward d i f f . i n  x * /
P e t s c R e a l  D y p lu s ,  Dyminus; / *  Forward, backward d i f f .  i n  y  * /
P e t s c S c a l a r  **Phi_01d;
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P e t s c R e a l  p i  = 2 2 /7 ;
P e t s c R e a l  t h e t a ;  / *  A ngle b etw een  t h e  wind d i r e c t i o n  and
u n i t  normal o f  t h e  cu rve  * /
P e t s c R e a l  s i n t h e t a . c o s t h e t a ;  / *  s i n ( t h e t a ) ,  c o s ( t h e t a )  * /
P e t s c R e a l  s i n 2 , c o s 2 ;  / *  s i n ( t h e t a ) "2, c o s ( t h e t a ) "2 * /
P e t s c R e a l  gamma; / *  a n g l e - f o r  th e  c a s e  r o t a t i n g  wind * /
P e t s c R e a l  a lp h a ,  b e t a ,  c l ,  G; / *  F ir e  p a ra m eters  * /
P e t s c R e a l  e p s i lo n O ,  e p s i l o n l ;  / *  F ir e  param eter  * /
P e t s c R e a l  U; / *  Wind Speed * /
P e t s c R e a l  U l ,  U2; / *  Wind d i r e c t i o n  (U1,U2) * /
P e t s c R e a l  norm, NormalX, NormalY;
P e t s c R e a l  d o t .p r o d u c t ;
P e t s c R e a l  Dx,Dy; / *  D e r i v e r t i v e  o f  P h i w r t .  x and y*/ 
P e t s c R e a l  CFL;
P e t s c F u n c t io n B e g in ;  
sp eed  = 1 .0 ;  
dx = u s e r - > d x ;  dy = dx; 
ep s i lo n O  = u s e r - > e p s i lo n O ;  
a lp h a  = u s e r -> a lp h a ;  
c l  = u s e r - > c l ;
e p s i l o n l  = u s e r - > e p s i l o n l ; 
b e t a  = u s e r - > b e ta ;
U = user->U ;
Ul = 1; U2 = 0;
i e r r  = D A V e c G e tA r r a y (u se r -> d a ,u s e r -> p h i_ o ld , (v o id * * )& P h i_ 0 1 d ) ; 
CHKERRQ(ierr);
/ *
Compute f u n c t i o n  o v er  th e  l o c a l l y  owned p a r t  o f  th e  g r i d
* /
f o r  ( j = i n f o - > y s ;  j< in fo - > y s + in f o -> y m ;  j+ +) {  
f o r  ( i = i n f o - > x s ;  i< in f o -> x s + in f o - > x m ;  i+ + )  {
i f  ( i= = 0 )  / *  Bottom boundary. * /
Dxminus = ( p h i [ j ] [ i ] - P h i _ 0 1 d [ j ] [ i ] ) / d x ;
e l s e
Dxminus = (p h i  [ j ] [ i ] - p h i [ j ] [ i - 1 ] ) / d x ;
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i f  ( j= = 0 )  / *  L e f t  boundary. * /
Dyminus = (p h i  [ j ]  [ i ]  - P h i_ 0 1 d [ j ]  [ i ]  ) /d y ;
e l s e
Dyminus = ( p h i [ j ] [ i ] - p h i [ j - 1 ] [ i ] ) / d y ;
i f  ( i  == in f o - > m x - l )  / *  Top boundary. * /
D xplus = (P h i_ 0 1 d [ j ]  [ i ] - p h i [ j ]  [ i ]  ) /d x ;
e l s e
D xplus = ( p h i [ j ]  [ i + l ] - p h i [ j ]  [ i ] ) / d x ;
i f  ( j  == in f o - > m y - l )  / *  R ig h t  boundary. * /
D yplus = (P h i_ 0 1 d [ j ]  [ i ] - p h i [ j ]  [ i ]  ) /d y ;
e l s e
D yplus = ( p h i [ j + l ]  [ i ]  —p h i  [ j ] [ i ] ) / d y ;
/ * -------------------------------------------------------------
Compute a  s p eed  f u n c t i o n  F
 * /
Dx = 0 .5 * (D x p lu s+ D x m in u s );
Dy = 0 .5 * (D y p lu s+ D y m in u s ); 
norm = sqrt(D x*Dx+Dy*D y);
i f ( norm != 0 . 0 ) {
NormalX = Dx/norm; NormalY = Dy/norm;
>
e l s e {
NormalX = 0 . 0 ;  NormalY = 0 .0 ;
}
i f  (u ser -> R o ta teW in d ){
gamma = (1 0 0 * u s e r - > c u r r e n t _ t im e /2 ) * p i /1 8 0 ;
U1 = cos(gamma); U2 = s in (g a m m a );
>
d o t_ p ro d u c t  = NormalX*Ul+NormalY*U2;
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t h e t a  = a c o s ( d o t _ p r o d u c t / s q r t ( U l* U i+ U 2 * U 2 ) ) ; 
c o s t h e t a  = c o s ( t h e t a ) ;  s i n t h e t a  = s i n ( t h e t a ) ;  
c o s 2  = c o s t h e t a * c o s t h e t a ;  s i n 2  = s i n t h e t a * s i n t h e t a ;  
i f ( u s e r - > m o d e l  == 1 ) {  
i f ( c o s t h e t a  > 0)
sp eed  = e p s i l o n O + c l* s q r t ( U ) * p o w ( c o s t h e t a ,1 .5 )  
+ a lp h a * U * s in 2 * e x p ( - b e ta * U * s in 2 ) ;
e l s e {
G = e p s i l o n O * c o s 2 * e x p ( - e p s i lo n l * U * c o s 2 ) ; 
sp eed  = e p s i l o n 0 * s i n 2
+ a lp h a * U * s in 2 * e x p ( -b e ta * U * s in 2 )+ G ;
>
>
e l s e  i f ( u s e r - > m o d e l  == 2 ) {  
i f ( c o s t h e t a  > 0)
sp eed  = e p s i l o n O + c l* s q r t ( U * c o s t h e t a ) * c o s t h e t a ;
e l s e {
CFL = 0 .1 ;
sp eed  = epsilonO *(CFL + ( 1 - C F L ) * f a b s ( s i n t h e t a ) ) ;
}
>
i f  ( s p e e d  > 0 ) {
temp = P e tscS q r (P e tsc M a x (D x m in u s ,0 ) )
+ P e t s c S q r ( P e t s c M i n ( D x p l u s ,0 ) ) ; 
temp += P e tscS q r (P e tsc M a x (D y m in u s ,0 ) )
+ P e t s c S q r ( P e t s c M i n ( D y p l u s ,0 ) ) ;
>
e l s e {
temp = P e t s c S q r (P e t sc M in (D x m in u s ,0 ) )
+ P e t s c S q r ( P e t s c M a x ( D x p lu s ,0 ) ) ; 
temp += P e t s c S q r (P e t sc M in (D y m in u s ,0 ) )
+ P e t s c S q r ( P e t s c M a x ( D y p lu s ,0 ) ) ;
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f [ j ] [ i ]  = p h i  [ j ]  [ i ]  -P h i_ 0 1 d [j ] [ i ]  + u s e r -> d t* s p e e d * s q r t  (temp) ;
>
>
i e r r  = P e tscL o g F lo p s( l l* in fo -> y m * in fo -> x m );C H K E R R Q (ie rr ) ;
i e r r  = D A V e c R e s to r e A r r a y (u se r -> d a ,u se r -> p h i_ o ld ,  (v o id * * )& P h i_ 0 1 d ) ;
CHKERRQ(ierr);
P e t s c F u n c t io n R e tu r n (O );
}
/ *  * /
#undef  FUNCT__
# d e f in e   FUNCT  "FormText"
/*
Form a  t e x t  and th e n  th e  t e x t  a s  a MATLAB v a r i a b l e .  The t e x t  
w i l l  have t h e  form 0UTPUT/x??.m where "?" i s  some number.
* /
i n t  Form Text(TextC tx * u s e r , i n t  v a lu e )
{
char number[11] = "0123456789";
char t x t 2 [2 0 ] ;
i n t  k;
i n t  l e n g t h  = 1;
i n t  temp, d iv  = 1;
P e t s c T r u th  f l a g  = PETSC_TRUE;
u s e r - > t x t [ 0 ]  = ’O'; u s e r - > t x t [ l ]  = ’U’ ; u s e r - > t x t [ 2 ]  = ’T ’ ;
u s e r - > t x t [ 3 ]  = ’P ’ ; u s e r - > t x t [ 4 ]  = ’U ’ ; u s e r - > t x t [ 5 ]  = ’T ’ ;
u s e r - > t x t [ 6 ]  = u s e r - > t x t [ 7 ]  = Jx ’ ; u s e r - > t x t [8] = ’ NO’ ;
/ *  F in d  l e n g t h  o f  v a lu e  * /  
do{
d iv * = 1 0 ;
i f  ( ( i n t )  ( ( d o u b le ) v a lu e  /  ( d o u b l e ) ( d i v ) ) = = 0 ){  
f l a g  = PETSC_FALSE;
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>
l e n g t h  +=1;
} w h i l e ( f l a g ) ; 
l e n g t h  -=  1;
f o r  (k = l e n g t h ;  k > = l;  k— ) {
temp = v a lu e  % 10; / *  Modulo t o  g e t  t h e  l a s t  number * /
t x t 2 [ k - l ]  = n um ber[tem p]; / *  Add Number t o  t h e  S t r i n g  * /  
v a lu e  = ( v a lu e  -  t e m p ) / 10; / *  S u b s tr a c t  t h e  l a s t  number
from th e  I n g e t e r  * /
temp *= 10 ;
>
t x t 2 [ l e n g t h ]  = ’ \ 0 ’ ;
s t r c a t ( u s e r - > t x t , t x t 2 ) ; 
s t r c a t ( u s e r - > t x t , " .m ");
P e t s c F u n c t io n R e tu r n (O );
>
A.2 PETSC  R O U TIN E FO R FIN D IN G  TH E DISSIPATION COEFFI­
CIENTS
The following PETSc routine contains a function evaluation of dissipation coefficients 
in the Lax-Friedrichs scheme.
i n t  F indA lpha(D A L ocalInfo  * i n f o , P e t s c S c a l a r  * * p h i ,  P e t s c S c a l a r  * * V f, 
AppCtx * u ser )
{
i n t  i , j ;
P e t s c R e a l  D x p lu s ,  Dxminus; / *  Forward, backward d i f f .  i n  x * /
P e t s c R e a l  D y p lu s ,  Dyminus; / *  Forward, backward d i f f .  i n  y  * /
P e t s c R e a l  d x ,d y ;
P e t s c R e a l  a_x_max, a_x_m in, a_y_max, a_y_min;
P e t s c R e a l  max, min;
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P e t s c R e a l  p h i_ x ,  p h i_ y ;
P e t s c R e a l  a lp h a _ x ,  a lp h a _ y ,  d e l t a _ x ,  d e l t a _ y ;
i n t  N;
P e t s c F u n c t io n B e g in ; 
dx = u s e r -> d x ;  dy = dx; 
a_x_max = - l e + 1 6 ;  a_x_min = le+ 1 6 ;  
f o r  ( j = i n f o - > y s ;  j< in fo - > y s + in f o -> y m ;  j + + ) {  
f o r  ( i = i n f o - > x s ;  i< in fo -> x s + in fo - > x m ;  i+ + ) {  
i f  ( i= = 0 )
Dxminus = ( p h i [ j ] [ i + 1 ] —p h i [ j ] [ i ] ) / d x ;
e l s e
Dxminus = ( p h i [ j ] [ i ] - p h i [ j ] [ i —1 ] ) / d x ;  
i f  ( j= = 0 )
Dyminus = (p h i  [ j+ 1]  [ i ] - p h i  [ j ]  [ i ]  ) / d y ;
e l s e
Dyminus = ( p h i [ j ]  [ i ] - p h i [ j - 1 ]  [ i ] ) / d y ;  
i f  ( i  == in f o - > m x - l )
D xplus = (p h i  [ j ]  [ i ] - p h i [ j ]  [ i - 1 ]  ) / d x ;
e l s e
D xplus = ( p h i [ j ]  [ i + l ] - p h i [ j ]  [ i ] ) / d x ;  
i f  ( j  == in f o - > m y - l )
D yplus = ( p h i [ j ]  [ i ] - p h i [ j - 1 ]  [ i ] ) / d y ;
e l s e
Dyplus = ( p h i [ j + l ]  [ i ] - p h i [ j ]  [ i ] ) / d y ;
max = P etscM a x (D x p lu s ,D x m in u s); 
i f (m a x  > a_x_max) 
a_x_max = max; 
min = P e tsc M in (D x p lu s .D x m in u s ); 
i f ( m i n  < a_x_min)  
a_x_min = min;
max = P etscM a x (D y p lu s ,D y m in u s);
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i f (m a x  > a_y_max) 
a_y_max = max; 
min = P e t s c M in (D y p lu s , D ym in u s); 




N = u ser->N ;
a lp h a .x  = - l e + 1 0 ;  a lp h a _ y  = - l e + 1 0 ;  
d e l t a _ x  = (a_x_m ax-a_x_m in)/N ;  
d e l t a _ y  = (a_y_m ax-a_y_m in)/N ;  
f o r ( i  = 0 ;  i  < N; i + + ) {
p h i_ x  = a_x_min + i * d e l t a _ x ;  
f o r ( j  = 0; j  < N; j + + ) {
p h i_ y  = a_y_min + j * d e l t a _ y ;
max = f a b s ( p h i _ x / s q r t ( p h i _ x * p h i _ x + p h i _ y * p h i_ y ) ) ; 
i f (m a x  > a lp h a _ x )  
a lp h a _ x  = max; 
max = f a b s ( p h i _ y / s q r t ( p h i _ x * p h i _ x + p h i _ y * p h i_ y ) ) ; 
i f (m a x  > a lp h a _ y )  
a lp h a _ y  = max;
}
>
u s e r -> a lp h a _ x  = a lp h a _ x ;  u s e r - > a lp h a _ y  = a lph a_y;  
P e t s c F u n c t io n R e tu r n (O );
>
A .3 SET U P  FO R TW O-CIRCLE FIRE W ITH  A N  U N B U R N T  IS­
LAND
The following PETSc routine contains an initial curve setup for two-circle fire with 
an unburnt island shown in Figure 25.
i n t  F o rm In it ia lC u rv e (D A L o ca lIn fo  * i n f o , P e t s c S c a l a r  **X,
P e t s c S c a l a r  * * p h i ,  AppCtx * u s e r )
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i n t i » j , x s , y s ,x m ,y m ;
P e t s c R e a l d x , d y , d t ;
P e t s c R e a l a a ,b b ;
P e t s c R e a l f  i r s t _ c i r , s e c o n d _ c i r , t h i r d _ c i r ;
P e t s c R e a l x c l , y c l . r a d i u s l ;
P e t s c R e a l x c 2 , y c 2 , r a d i u s 2 ;
P e t s c R e a l x c 3 , y c 3 , r a d i u s 3 ;
P e t s c R e a l d i s t a n c e ;
P e t s c F u n c t io n B e g in ;
dx = u s e r - > d x ;  d t  = u s e r - > d t ;  dy = dx; 
x c l  = u s e r - > C e n t e r X l ; y c l  = u s e r - > C e n t e r Y l ;
xc2  = u se r -> C e n te r X 2 ; y c2  = u s e r -> C e n te r Y 2 ;
x c3  = u ser-> C en terX 3 ;  y c3  = u s e r -> C e n te r Y 3 ;
r a d i u s l  = u s e r - > r a d i u s l ;  r a d iu s 2  = u s e r - > r a d iu s 2 ;  
r a d iu s 3  = u s e r - > r a d iu s 3 ;
f o r  ( j = i n f o - > y s ;  j< in fo - > y s + in f o -> y m ;  j + + ) {  
aa  = u s e r - > x _ s t a r t + j * d x ;
f o r  ( i = i n f o - > x s ;  i< in f o -> x s + in fo - > x m ;  i + + ) {  
bb = u s e r - > x _ s t a r t  + i* d x ;
f i r s t _ c i r  = s q r t ( p o w ( a a - y c l , 2 ) + p o w ( b b - x c l , 2 . 0 ) ) - r a d i u s l ;  
s e c o n d _ c ir  = s q r t ( p o w ( a a - y c 2 ,2 ) + p o w ( b b - x c 2 ,2 .0 ) ) - r a d i u s 2 ;  
t h i r d _ c i r  = - I * ( s q r t ( p o w ( a a - y c 3 , 2 ) + p o w ( b b - x c 3 , 2 . 0 ) ) - r a d i u s 3 ) ; 
d i s t a n c e  = P e t s c M i n ( f i r s t _ c i r , s e c o n d _ c i r ) ; 
i f  ( d i s t a n c e  < 0)
p h i [ j ] [ i ]  = P e t s c M a x ( d i s t a n c e , t h i r d _ c i r ) ;
e l s e
p h i [ j ] [ i ]  = d i s t a n c e ;
>
>
P e t s c F u n c t io n R e tu r n (O );
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APPENDIX B 
MATLAB ROUTINE FOR DISPLAYING THE RESULTS
For each step k  (k  =  0 ,1 , . . . ) ,  the PETSc main routine will create an output file 
named xk.m. The following MATLAB routine (print_curve.m) will read the file xk.m  
and then show a contour plot of the zero level of the level set function.
7, p r in t _ c u r v e  .m
7. —  Read ASCII f i l e s  ’x^m * and th e n  p l o t  con to u r
7. Open an in f o r m a t io n  f i l e  
[ fp .m sg ]  = f o p e n O  i n f o ,  t x t ’ , ’r ’ ) ; 
i f  fp  == -1  
d isp (m sg )
end
f  = f s c a n f  ( f p , ' 7 « f ’ ) ;  
f c l o s e ( f p ) ;
Nx = f ( 1 ) ;  max_t = f ( 2 ) ;  X begin  = f ( 3 ) ;  Xend = f ( 4 ) ;
dx = f ( 5 ) ;  d t  = f ( 6 ) ;  model = f ( 7 ) ;  r o t a te _ w in d  = f ( 8 ) ;
f p r i n t f p N x  = 7 .g \n , ,N x);  
t  = 0;
f o r  k = 0:m ax_t  
i f  k == 0
t x t  = ’x s t a r t ’ ;
f p r i n t f ( ’k = 7«g < i n t i a l  curve> t  = 7«g Xn’ . k . t ) ;
e l s e
t x t  = [ ’x ’ ,n u m 2 s t r ( k ) ] ;
f p r i n t f ( ’k = 7«g t  = 7«g \ n ’ , k , t ) ;
end;
e v a l ( t x t ) ; 
f i g u r e ( l ) ;
Cl = c o n t o u r ( r e s h a p e ( x ,N x ,N x ) ’ , 0 , ’b ’ ) ;
N = l e n g t h ( C l ) ;
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C = C I ( : ,2 :N )* d x -d x ;  
f i g u r e ( 2 ) ;  
h o ld  on;
i f  (m od(k ,2 )  == 0)  
p l o t ( C ( l , : ) , C ( 2 , : ) ) ;
% Change v ie w in g  window
h o ld  on; p l o t ( 0 , 0 , ’w’ ) ; p l o t ( 3 , 3 , ’w’ ) ; h o ld  o f f ;  
end;
t  = t  + d t ;
end;
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