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COMMUTING MAPS ON CERTAIN INCIDENCE ALGEBRAS
HONGYU JIA AND ZHANKUI XIAO
Abstract. Let R be a 2-torsion free commutative ring with unity, X a locally
finite pre-ordered set and I(X,R) the incidence algebra of X over R. If X
consists of a finite number of connected components, in this paper we give a
sufficient and necessary condition for each commuting map on I(X,R) being
proper.
1. Introduction
Let A be an associative algebra over R, a commutative ring with unity. Then
A has the Lie algebra structure under the Lie bracket [x, y] := xy − yx. An R-
linear map θ : A → A is called a commuting map if [θ(x), x] = 0 for all x ∈ A. A
commuting map θ of A is said to be proper if it can be written as
θ(x) = λx+ µ(x), ∀x ∈ A,
where λ ∈ Z(A), the center of A, and µ is an R-linear map with image in Z(A). A
commuting map which is not proper will be called improper. The purpose of this
paper is to identify a class of algebras on which every commuting map is proper.
As far as we know, the first result about commuting maps is due to Posner. He
showed in [11] that the existence of a nonzero commuting derivation on a prime
algebra A implies the commutativity of A. One of the major promoter for studying
commuting maps is Bresˇar. He [3] initially related the commuting maps to some
Herstein’s conjectures [7] which described the forms of Lie-type maps (for example,
Lie isomorphisms, Lie derivations) on associative simple or prime rings. We warmly
encourage the reader to read the well-written survey paper [4], in which the author
presented the development of the theory of commuting maps and their applications,
especially to Lie theory. More results related to commuting maps are considered in
[1, 2, 5, 6, 9, 10, 17] etc.
We now recall another notion, incidence algebras [12], with which we deal in
this paper. Let (X,6) be a locally finite pre-ordered set (i.e., 6 is a reflexive and
transitive binary relation). Here the local finiteness means for any x 6 y there are
only finitely many elements z ∈ X satisfying x 6 z 6 y. The incidence algebra
I(X,R) of X over R is defined on the set of functions
I(X,R) := {f : X ×X −→ R | f(x, y) = 0 if x 
 y}
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with the natural R-module structure and the multiplication given by the convolu-
tion
(fg)(x, y) :=
∑
x6z6y
f(x, z)g(z, y)
for all f, g ∈ I(X,R) and x, y ∈ X . It would be helpful to claim that the full matrix
algebra Mn(R), the upper (or lower) triangular matrix algebras Tn(R), and the
infinite triangular matrix algebras T∞(R) are examples of incidence algebras. The
incidence algebra of a partially ordered set was first considered by Ward [14] as a
generalized algebra of arithmetic functions. Rota and Stanley developed incidence
algebras as fundamental structures of enumerative combinatorial theory and the
allied areas of arithmetic function theory (see [13]).
Recently, the second author [16] studied the Herstein’s Lie-type mapping research
program (see [4]) on incidence algebras and proved that every Jordan derivation of
I(X,R) degenerates to a derivation, provided that R is 2-torsion free. Since then
more and more Lie-type maps were considered on incidence algebras, see [8, 15, 18]
etc. Roughly speaking, all the known Lie-type maps of I(X,R) are proper or of
the standard form. On the other hand, it is well-known that the commuting maps
of the triangular matrix algebras Tn(R) and the full matrix algebra Mn(R) are
proper (see [6, 17]). Therefore, it is hopefully that every commuting map of the
incidence algebra I(X,R) is proper. Unfortunately, we can find a counter-example
as follows. Let X be the partially ordered set with Hasse diagram
1
◦ ←
3
◦ →
2
◦.
Then
I(X,R) =




a11 0 a13
0 a22 a23
0 0 a33


∣∣∣∣∣∣
aij ∈ R

 .
The reader can verify that the R-linear map θ defined by
θ :


a11 0 a13
0 a22 a23
0 0 a33

 7−→


a11 0 a13
0 a33 0
0 0 a33


is a commuting map, but generally improper. Hence it is fascinating to study
the relationship between commuting maps and the structure of incidence algebras,
especially the combinatorial structure. This is our main motivation of this paper.
2. The finite rank case
From now on, we always assume that all the rings and algebras are 2-torsion
free. In this section, we study commuting maps of the incidence algebra I(X,R)
when X is a finite pre-ordered set. For reader’s convenience, let’s start with two
well-known results for general algebras.
Lemma 2.1. ([6, Proposition 2]) Let A,B be two R-algebras. Then A and B have
no improper commuting maps if and only if A ⊕ B has no improper commuting
maps.
Lemma 2.2. Let A be an R-algebra with an R-linear basis Y . Then an R-linear
map θ : A → A is a commuting map if and only if [θ(x), y] = [x, θ(y)] for all
x, y ∈ Y .
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We now introduce some standard notations for the incidence algebra I(X,R).
The unity element δ of I(X,R) is given by δ(x, y) = δxy for x 6 y, where δxy ∈
{0, 1} is the Kronecker delta. If x, y ∈ X with x 6 y, let exy be defined by
exy(u, v) = 1 if (u, v) = (x, y), and exy(u, v) = 0 otherwise. Then exyeuv = δyuexv
by the definition of convolution. Clearly the set B := {exy | x 6 y} forms an
R-linear basis of I(X,R) when X is finite. For i 6 j and i 6= j, we write i < j or
j > i for short.
When X is finite, I(X,R) is also known as a digraph algebra. This means that
there is a directed graph with the vertex set X associated with I(X,R). This graph
contains all the self loops and the matrix unit exy corresponds to a directed edge
from y to x. We now define an equivalent relation on D := {(x, y) | x < y}, the set
of all directed edges associated with the pre-ordered set X . Let ∼ be the relation
on X defined by x ∼ y if and only if x 6 y or y 6 x, in other words, there is at
least one directed edge between the vertices x and y. We also write y ∼ x for x ∼ y
by the symmetry. Let x1, x2, . . . , xn be n different vertices in X with n ≥ 2. We
say that {x1, x2, . . . , xn} forms a circle if
(i) x1 ∼ x2 when n = 2;
(ii) x1 ∼ x2, . . . , xi−1 ∼ xi, . . . , xn−1 ∼ xn, xn ∼ x1 when n ≥ 3.
Definition 2.3. For any two directed edges (x, y) and (u, v) inD, we define (x, y) ∼=
(u, v) if and only if there is a circle contains both x ∼ y and u ∼ v.
The reader can verify that the binary relation ∼= is in deed an equivalent relation
on the set D. We remark here that the n = 2 case does not satisfy the standard
notion, circle, in combinatorial theory, but it provides the reflexivity of the rela-
tion ∼=. The example appeared in the introduction, where (1, 3) ≇ (2, 3), and the
following Example 2.4 can help us get a more clear picture for the relation ∼=.
Example 2.4. Let X = {1, 2, 3, 4} with partially ordered relations (or arrows) 1 <
2, 2 < 3, 2 < 4. Then the associated set of directed edges isD = {(1, 2), (2, 3), (1, 3),
(2, 4), (1, 4)}. We have (2, 3) ∼= (2, 4), since 2 ∼ 3, 3 ∼ 1, 1 ∼ 4, 4 ∼ 2, and D forms
one equivalent class under the relation ∼=.
The main result of this section is as follows.
Theorem 2.5. Let R be a 2-torsion free commutative ring with unity and X be
finite. Then every commuting map θ of I(X,R) is proper if and only if the set of
all directed edges associated with each connected component forms one equivalent
class under the relation ∼=.
We only need to prove Theorem 2.5 when X is connected. In fact, assume that
X =
⊔
i∈I Xi be the union of its distinct connected components, where I is a
finite index set. Let δi :=
∑
x∈Xi
exx. It follows from [12, Theorem 1.3.13] that
{δi | i ∈ I} forms a complete set of central primitive idempotents. In other words,
I(X,R) =
⊕
i∈I δiI(X,R). Clearly δiI(X,R)
∼= I(Xi,R) for each i ∈ I. Hence we
only need to prove Theorem 2.5 when X is connected by Lemma 2.1.
From now on until the end of this section, we assume X is finite and connected.
Let θ : I(X,R) → I(X,R) be an arbitrary commuting map. We denote for all
i, j ∈ X with i 6 j
θ(eij) =
∑
exy∈B
Cijxyexy.
We also make the convention Cijxy = 0, if needed, for x 
 y.
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Lemma 2.6. The commuting map θ satisfies
θ(eii) =
∑
x∈X
Ciixxexx; (1)
θ(eij) =
∑
x∈X
Cijxxexx + C
ij
ij eij , if i 6= j. (2)
Proof. Without loss of generality, we assume that |X | ≥ 2. Since [θ(eii), exx] =
[eii, θ(exx)] for any i, x ∈ X , multiplying this identity by exx on the left and by eyy
on the right, we have
Ciixy = 0, if i 6= x < y 6= i. (3)
Then left multiplication by exx on [θ(eii), eii] = 0 leads to
Ciixi = 0, if x < i. (4)
Similarly, right multiplication by eyy on [θ(eii), eii] = 0 leads to
Ciiiy = 0, if i < y. (5)
Combining the identities (3), (4) and (5), we obtain
θ(eii) =
∑
x6y
Ciixyexy =
∑
x∈X
Ciixxexx +
∑
x<y
Ciixyexy
=
∑
x∈X
Ciixxexx +
∑
i6=x<y 6=i
Ciixyexy +
∑
x<i
Ciixiexi +
∑
i<y
Ciiiyeiy
=
∑
x∈X
Ciixxexx,
which proves (1).
Noting that [θ(eij), eyy] = [eij , θ(eyy)] for any i < j and y ∈ X , multiplying this
identity by exx on the left and by eyy on the right, we have
Cijxy = 0, if i 6= x < y 6= j. (6)
Taking the identity (1) into account, then left multiplication by exx on [θ(eij), ejj ] =
[eij , θ(ejj)] leads to
Cijxj = 0, if i 6= x < j. (7)
Similarly, right multiplication by eyy on [θ(eij), eii] = [eij , θ(eii)] leads to
Cijiy = 0, if i < y 6= j. (8)
Combining the identities (6), (7) and (8), we obtain
θ(eij) =
∑
x6y
Cijxyexy =
∑
x∈X
Cijxxexx +
∑
x<y
Cijxyexy
=
∑
x∈X
Cijxxexx +
∑
i6=x<y 6=j
Cijxyexy +
∑
i6=x<j
Cijxjexj +
∑
i<y 6=j
Cijiyeiy + C
ij
ij eij
=
∑
x∈X
Cijxxexx + C
ij
ij eij ,
which proves (2). 
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Lemma 2.7. Let X be connected and θ : I(X,R) → I(X,R) be an R-linear map
satisfying the formulas (1) and (2). Then θ is a commuting map if and only if the
coefficients Cijxy are subject to the following relations:
(R1) Cilil = C
ii
ii − C
ii
ll , if i < l;
(R2) Ckiki = C
ii
ii − C
ii
kk, if k < i;
(R3) Ciikk = C
ii
ll , if k < l and k 6= i 6= l;
(R4) Cijxx = C
ij
yy, ∀ x, y ∈ X ;
(R5) Cijij = C
jl
jl , if i < j < l.
Proof. By Lemma 2.2, we have θ is a commuting map if and only if [θ(eij), ekl] =
[eij , θ(ekl)] for all i 6 j and k 6 l. There are four cases occurring depending on the
formulas (1) or (2).
Case 1. If i = j and k = l, then [θ(eii), ekk] = [eii, θ(ekk)] always holds.
Case 2. If i = j and k 6= l, then the formulas (1) and (2) imply that
(Ciikk − C
ii
ll )ekl = (δik − δil)C
kl
kl ekl. (9)
Noting that k 6= l, hence we can get (R1) (resp. (R2)) from the identity (9) by
setting i = k (resp. i = l). We can also get the relation (R3) from (9) by setting
k 6= i 6= l.
Case 3. If i 6= j and k = l, this case is symmetric to the Case 2.
Case 4. If i 6= j and k 6= l, it follows from the formula (2) that
(Cijkk − C
ij
ll )ekl + δjk(C
ij
ij − C
kl
kl )eil = (C
kl
jj − C
kl
ii )eij + δil(C
ij
ij − C
kl
kl )ekj . (10)
When j 6= k and i 6= l, the identity (10) is equivalent to
Cijkk = C
ij
ll for j 6= k < l 6= i. (11)
When j 6= k and i = l (hence k < i < j), the identity (10) can be rewritten as
(Cijkk − C
ij
ii )eki = (C
ki
jj − C
ki
ii )eij + (C
ij
ij − C
ki
ki )ekj , which gives
Cijkk = C
ij
ii for j 6= k < i; (12)
Ckiii = C
ki
jj for i < j 6= k; (13)
Ckiki = C
ij
ij for j 6= k < i < j. (14)
For convenience, substituting the indices we here rewrite the identity (13) as
Cijjj = C
ij
ll for j < l 6= i. (15)
When j = k and i 6= l, by symmetry we can also get the identities (12)-(15).
When j = k and i = l (hence i < j < i), the identity (10) is equivalent to
(Cijjj − C
ij
ii )eji + (C
ij
ij − C
ji
ji )eii = (C
ji
jj − C
ji
ii )eij + (C
ij
ij − C
ji
ji )ejj , which gives
Cijjj = C
ij
ii for j < i; (16)
Cijij = C
ji
ji for i < j < i. (17)
Combining (14) and (17), we obtain the relation (R5). The identities (11), (12),
(15) and (16) imply that
Cijxx = C
ij
yy for all x < y. (18)
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Since X is connected, for any x, y ∈ X there is a sequence x = x0, x1, . . . , xs = y
in X such that xi−1 covers or is covered by xi for 1 ≤ i ≤ s. Then a recursive
procedure, using (18), on the length s implies the desired relation (R4). 
Remark 2.8. The reader may find that the set of the relations (R1-R5) in Lemma
2.7 is not minimal. For example, the relations (R1), (R2) and (R5) can imply the
relation (R3). However, we present here the Lemma 2.7 for later use.
Proof of Theorem 2.5. Let θ be an arbitrary commuting map of the incidence alge-
bra I(X,R). Then θ has the form (1) and (2) in Lemma 2.6, where the coefficients
Cijxy satisfy the relations (R1-R5) in Lemma 2.7. If |X | = 1, the incidence algebra
I(X,R) ∼= R, and hence Theorem 2.5 is clear. We now assume |X | ≥ 2 and first
study the sufficiency.
We claim that the relation (R3) can be strengthened as Ciixx = C
ii
yy for x 6= i 6= y.
Since the set of all directed edges associated with X (is assumed connected) forms
one equivalent class under the relation ∼=, there is a circle contains both x and
y. Breaking the circle at x and y, there exists a sequence x = x1, x2, . . . , xs = y
of different vertices in X such that x1 ∼ x2, . . . , xi ∼ xi+1, . . . , xs−1 ∼ xs and
i /∈ {x1, x2, . . . , xs}. A recursive procedure, using (R3), on the length s implies the
desired claim.
We then claim that Cijij = C
kl
kl for all i < j and k < l. By (R1), we have
Cijij +C
ii
jj = C
ii
ii = C
il
il +C
ii
ll and we just proved that C
ii
jj = C
ii
ll for j 6= i 6= l. Hence
Cijij = C
il
il for i < j and i < l. (19)
Similarly, we have
Cijij = C
kj
kj for i < j and k < j. (20)
Since X is connected, there is a path (forget the direction) form j to k, i.e.,
there exists a series j = x1, x2, . . . , xs = k in X such that x1 ∼ x2, . . . , xi ∼
xi+1, . . . , xs−1 ∼ xs. Using (19), (20) and the relation (R5), an induction on the
index s implies the desired claim.
For any i ∈ X , since X is connected and |X | ≥ 2, there is a vertex comparable
with i. Let’s define an R-linear map L : I(X,R)→ I(X,R) by L(eij) = C
ij
ij eij for
i < j and L(eii) = C
ij
ij eii if there exists a vertex j such that i < j, or L(eii) = C
ki
kieii
if there exists a vertex k such that k < i. Note that Cijij = C
kl
kl for all i < j and
k < l. The map L is well-defined and is of the form L(f) = λf , where λ = Cijij for
i < j and f ∈ I(X,R).
Let µ := θ−L. If there is a vertex j such that i < j, then µ(eii) =
∑
x 6=iC
ii
xxexx+
(Ciiii − C
ij
ij )eii. Combining the fact C
ii
xx = C
ii
yy for x 6= i 6= y and the relation
(R1), we get µ(eii) ∈ Z(I(X,R)), the center of I(X,R). Similarly, we can get
µ(eii) ∈ Z(I(X,R)) if there is a vertex k such that k < i. Finally the relation (R4)
implies µ(eij) ∈ Z(I(X,R)) for all i < j. Hence µ is a central-valued linear map
and θ is proper.
We now prove the necessity. By the hypothesis, θ is proper. Hence Cijij = C
kl
kl
for all i < j and k < l. For any i ∈ X , since X is connected and |X | ≥ 2, there
is a vertex comparable with i. Therefore, either Ciiii − C
ij
ij = C
ii
xx for x 6= i < j
or Ciiii − C
ki
ki = C
ii
xx for k < i 6= x. We can get C
ii
xx = C
ii
yy for x 6= i 6= y from
each case. If the set of all directed edges associated with X does not form one
equivalent class under the relation ∼=, then there exist two vertices j and k such
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that they can not be contained in any circle. In this case, we must have |X | ≥ 3.
In fact, when |X | = 2, every commuting map of I(X,R) is proper and the set of all
directed edges associated with X forms one equivalent class. Fix one vertex i which
is different from j and k. The connectivity of X shows that there is a path (forget
the direction) form i to j (resp. a path from i to k). By (R3), we can assume j
and k are comparable to i without lose of generality. Noting that j and k do not
be contained in any circle, we can construct, by Lemmas 2.6 and 2.7, a commuting
map θ such that Ciijj 6= C
ii
kk, a contradiction. We completes the proof of Theorem
2.5. 
From Theorem 2.5, we immediately have the following corollaries.
Corollary 2.9. Let R be a 2-torsion free commutative ring with unity and Tn(R)
be the upper (or lower) triangular matrix algebra over R. Then every commuting
map of Tn(R) is proper.
Corollary 2.10. Let R be a 2-torsion free commutative ring with unity and Mn(R)
be the full matrix algebra over R. Then every commuting map of Mn(R) is proper.
3. The general case
In this section, we extend the Theorem 2.5 to the case of X being a locally
finite pre-ordered set. Let I˜(X,R) be the R-subspace of I(X,R) generated by the
elements exy with x 6 y. That means I˜(X,R) consists exactly of the functions
f ∈ I(X,R) which are nonzero only at a finite number of (x, y). Clearly I˜(X,R)
is a subalgebra of I(X,R). Hence I(X,R) becomes an I˜(X,R)-bimodule in the
natural manner. Let θ : I˜(X,R)→ I(X,R) be a commuting map, i.e.
[θ(f), f ] = 0
for all f ∈ I˜(X,R). Observe that Lemmas 2.6 and 2.7 remain valid, when we
replace the domain of θ by I˜(X,R). In fact, although the formal sums L(eij) =∑
x6y C
ij
xyexy are now infinite, multiplication by euv on the left or on the right
works as in the finite case.
Let’s now recall some notations and results from [18]. For any f ∈ I(X,R) and
x 6 y, the restriction of f to {z ∈ X | x 6 z 6 y} is defined by
f |yx =
∑
x6u6v6y
f(u, v)euv
Observe that the sum above is finite, and hence f |yx ∈ I˜(X,R). For any f ∈ I(X,R)
and x 6 y, the observation
exxfeyy = f(x, y)exy (21)
will be frequently used.
Lemma 3.1. ([18, Lemma 3.2 (ii)]) For any f ∈ I(X,R) and x 6 y, we have
(fg)(x, y) = (f |yxg)(x, y) = (fg|
y
x)(x, y) = (f |
y
xg|
y
x)(x, y).
Lemma 3.2. Let θ be a commuting map of I(X,R) and x < y. Then
θ(f)(x, y) = θ(f |yx)(x, y).
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Proof. It follows from (21) that
θ(f)(x, y) = [exx, θ(f)](x, y) = [θ(exx), f ](x, y)
= [θ(exx), f |
y
x](x, y) = θ(f |
y
x)(x, y),
where the third identity relies on Lemma 3.1. 
For the locally finite pre-ordered set X , we set D := {(x, y) | x < y} and also
define the equivalent relation ∼= on D as those in Definition 2.3.
Theorem 3.3. Let θ be a commuting map of I(X,R). If D forms one equivalent
class under the relation ∼=, then θ is proper.
Proof. Restricting θ to I˜(X,R), denoting as θI˜ , we get that θI˜ : I˜(X,R)→ I(X,R)
is a commuting map. Then θI˜ is proper by Theorem 2.5. By the hypothesis, X is
connected and hence Z(I(X,R)) ∼= R by [12, Corollary 1.3.15]. There exists λ ∈ R
such that θI˜(f) = λf + µ˜(f), where f ∈ I˜(X,R) and µ˜ : I˜(X,R)→ Z(I(X,R)) is
an R-linear map.
Define µ : I(X,R)→ I(X,R) by µ(f) := θ(f)−λf for all f ∈ I(X,R). We only
need to prove the commuting map µ is central-valued. Notice that µ(f) = µ˜(f) ∈
Z(I(X,R)) for all f ∈ I˜(X,R). For x < y and f ∈ I(X,R), Lemma 3.2 shows
µ(f)(x, y) = µ(f |yx)(x, y) = µ˜(f |
y
x)(x, y) = 0. We now prove µ(f)(x, x) = µ(f)(y, y)
for all f ∈ I(X,R) and x, y ∈ X . Since X is connected, we only need to prove
µ(f)(x, x) = µ(f)(y, y) for x < y. On one hand, by (21),
[exy, µ(f)](x, y) = µ(f)(y, y)− µ(f)(x, x).
On the other hand, by Lemma 3.1,
[exy, µ(f)](x, y) = [µ(exy), f ](x, y) = [µ(exy), f |
y
x](x, y)
= [exy, µ(f |
y
x)](x, y) = µ(f |
y
x)(y, y)− µ(f |
y
x)(x, x)
= µ˜(f |yx)(y, y)− µ˜(f |
y
x)(x, x) = 0.
Therefore, it follows from [12, Theorem 1.3.13] that µ is central-valued and hence
θ is proper. 
Corollary 3.4. Let R be a 2-torsion free commutative ring with unity. Let T∞(R)
be the ring of countable upper triangular R-matrices. Then every commuting map
of T∞(R) is proper.
It is obvious that Theorem 3.3 can be generalized to the case of X consisting of a
finite number of connected components. Hence the following conjecture is natural.
Conjecture 3.5. Let (X,6) be a locally finite pre-ordered set and R be 2-torsion
free. If the set D associated with each connected component forms one equivalent
class under the relation ∼=, then every commuting map of I(X,R) is proper.
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