It is known that a standard Gaussian random matrix G (we will refer to it just as Gaussian) (i) has full rank with probability 1, (ii) is well conditioned with a probability close to 1, and (iii) is normalized with a probability close to 1, so that the sum ||G||2 + 1/||G||2 is not large. We call the matrices with these 3 properties random normalized and numerically regular and propose 2 policies of randomized preprocessing with Gaussian matrices that turn normalized ill-conditioned matrices into random normalized and numerically regular. Namely suppose that an ill conditioned m × n matrix A has numerical rank ρ < l = min{m, n} and is normalized, so that the sum ||A||2 +1/||A||2 is not large. Under our first policy, of randomized augmentation, we augment this matrix by appending to it a Gaussian block made up of at least m − ρ columns or n − ρ rows. Under our second policy, of randomized additive preprocessing, we add to the matrix A a matrix U V T for Gaussian matrices U and V T of sizes m × r and r × n, respectively, for r ≥ l−ρ. Then according to our Main Theorem, in both cases the resulting matrices are random normalized and numerically regular, whereas (and this claim can be verified immediately) the resulting matrices are ill conditioned or rank deficient unless the above restrictions on the sizes of the Gaussian blocks and matrices hold. Some by-products of our study can be of independent interest. E.g., we extend a basic result of the celebrated smoothed analysis by Spielman and Teng to the cases of randomized augmentation and additive preprocessing, and we also reveal and exploit the link between our 2 preprocessing policies. Empirically, under both policies, our preprocessing achieves the claimed results even if we replace Gaussian matrices with random structured, in particular random Toeplitz matrices, defined by much fewer random parameters. For sample applications of our randomized preprocessing to matrix computations, we accelerate dramatically the solution of an ill conditioned Toeplitz linear system of equations, approximate the singular space associated with the small singular values of an ill conditioned matrix, and compute its approximate 2 × 2 block diagonalization. In the latter case we enhance the power of our present techniques by applying randomized multiplicative preprocessing.
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Introduction
The solution of a nonsingular linear system of n equations Ay = b can be readily recovered from the vector −1/β y , which annihilates the matrix K = (βb | A) for a nonzero scalar β. If the matrix A has numerical rank n − 1 and if the ratio ||A||/||βb|| is neither large nor small, then the matrix K is nonsingular and well conditioned for the average vector b [PQ12, Section 13.1]. The result demonstrates the power of randomized preprocessing of a matrix for countering degeneracy and ill conditioning. Presently we extend this result dramatically. At first assume a standard Gaussian random matrix (hereafter referred to as a Gaussian matrix) and recall from [D88] , [E88] , [ES05] , [CD05] , and [SST06] that such a matrix G
• has full rank with probability 1,
• with a probability close to 1 is normalized so that the sum ||G|| 2 + 1/||G|| 2 is not large, and
• with a probability close to 1 is well conditioned.
Hereafter we refer to a matrix having these three properties as random normalized and numerically regular. Next we state our Main Theorem, which defines preprocessing with Gaussian matrices that turns a normalized ill conditioned matrix into random normalized and numerically regular. Hereafter V T denotes the transpose of a matrix V .
Theorem 1.1. The Basic Property of randomized augmentation and additive preprocessing of an ill conditioned matrix. Suppose that an ill conditioned m × n matrix A has numerical rank ρ < l = min{m, n} and is normalized so that the sum ||A|| 2 + 1/||A|| 2 is not large.
(i) Assume augmentation of this matrix by means of appending to it a Gaussian block made up of q columns or s rows. Then the resulting matrix is random normalized and numerically regular if q + ρ ≥ l = min{m, n} or if s + ρ ≥ l, but is rank deficient or ill conditioned otherwise.
(ii) Alternatively assume additive preprocessing of the matrix A by means of adding the product U V T of two Gaussian matrices U and V T of sizes m × r and r × n, respectively, where the Gaussian matrices U and V T may depend on each other, e.g., U can equal to W T when m = n. Then the resulting matrix is random normalized and numerically regular if r + ρ ≥ l, but is rank deficient or ill conditioned otherwise.
(iii) Now suppose that we augment the matrix A by means of appending to it two Gaussian blocks made up of q columns and s rows, respectively, where the Gaussian block row and block column may depend on one another. Then the preprocessed matrix is rank deficient or ill conditioned if q < l − ρ and s < l − ρ, but is random normalized and numerically regular otherwise.
Actually we prove part (iii) even in the case where the intersection of the Gaussian block row and block column is allowed to have any non-random entries (see Section 4.3).
Some of our proof techniques and auxiliary results can be of independent interest. In particular we proved that a random normalized and numerically regular matrix remains random normalized and numerically regular if we add to it a Gaussian matrix or the product of two Gaussian matrices or if we append to it a block made up of Gaussian rows or columns (see our Theorems 3.4 and 3.5). The results naturally extend to our preprocessing the celebrated smoothed analysis of [SST06] , [ST09] . For another example of our auxiliary results of general interest, we reveal some links between augmentation and additive preprocessing in Section 5.2.
In our formal proofs randomized preprocessing is actually Gaussian preprocessing, that is, in Theorem 1.1 we assume augmentation with Gaussian blocks and additive preprocessing with Gaussian matrices U and W . Empirically, however, our preprocessing keeps its power when we replace Gaussian matrices with random structured matrices, defined by much fewer random parameters (see Table D .1). Our Table 9 .1 shows dramatic acceleration of the solution of an ill conditioned Toeplitz linear system of equations obtained by means of randomized Toeplitz augmentation.
For other sample applications of our study, we approximated closely the trailing singular space associated with the r smallest singular values of the matrix A where r+ρ = n ≤ m and r > 0 and then approximated the 2 × 2 block diagonalization of this matrix. By using this block diagonalization we consistently computed accurate solutions of nonsingular ill conditioned linear systems of n equations Ax = b, for which MATLAB produced corrupted outputs.
Our present study continues the work in [BP94, Section 2.13], [PGMQ] , [PIMR10] , [PQ10] , [PQ12] , [PQYa] , [PQZC] , [PQZ13] , and [PY09] on numerical matrix algorithms by means of randomized preprocessing, although our main results in Theorem 1.1 as well as Theorems 3.4 and 3.5 are new. Our randomized preprocessing policies naturally complement randomized multiplicative preprocessing A → P AN for random multipliers P and N , one of which can be replaced by the identity matrix (cf. [BP94, Section 2.13], [PGMQ, Section 12 .2], [HMT11] , [PQZ13] , [PQYa] , and [PZa] , and the references therein). Our Algorithms 8.2 and 8.3 demonstrate that the power of that approach and our preprocessing policies can be enhanced when we combine them together.
We organize our paper as follows. In the next two sections we recall some basic definitions of matrix computations and some known estimates for the norms and condition numbers of Gaussian matrices. In Sections 4 and 5 we prove Theorem 1.1. In Section 6 we discuss briefly the impact of structured randomized preprocessing, and then apply randomized Toeplitz preprocessing to accelerate the solution of an ill conditioned Toeplitz linear system of equations. In Sections 7 and 8 we approximate trailing singular spaces of a matrix and its 2 × 2 block factorization, respectively. In Section 9 we present the results of our numerical tests, which constitute the contribution of the last two authors, mostly of Liang Zhao. We briefly summarize our study in Section 10. In the Appendix we cover some auxiliary results.
Some basic definitions
We assume computations in the field R of real numbers, but a large part of our study can be extended to the computations in the field C of complex numbers (cf. [E88] , [ES05] , [CD05] ). Hereafter "flop" stands for "arithmetic operation", "expect" and "likely" mean "with probability 1 or close to 1" (we do not use the concept of the expected value), and the concepts "large", "small", "near", "closely approximate", "bounded", "confined", "ill conditioned" and "well conditioned" are quantified in the context.
A real variable v is bounded if the value |v| is not large. This variable is confined if also its reciprocal is bounded. Assumption 1. Hereafter we assume that the product of a small number of variables is bounded or confined if so are all the variables.
is a k ×k block diagonal matrix with diagonal blocks B 1 , . . . , B k . O and O k,l denote the k × l matrix filled with zeros. We keep writing A T for the transpose of a matrix A (as in the Introduction) and let A −T denote (A −1 ) T = (A T ) −1 . I and I k denote the k × k identity matrix. σ j (A) is the jth largest singular value of a matrix A. ||A|| = ||A|| 2 = σ 1 (A) denotes its spectral norm. A matrix A is normalized if its norm ||A|| 2 is confined. For two scalars a and b we write a b and b a if the ratio |b/a| is large. We write a ≈ b if |a − b| |a| + |b|. In Section 6.2 we introduce some additional definitions and auxiliary results for the computations with Toeplitz matrices covered in Section 6.3. In Sections 7 and 8 we use further definitions and auxiliary results introduced in Sections 7.1 and 7.2. Besides, in Appendix A we recall some other basic concepts, namely, SVD of a matrix A = S A Σ A T T A , its Moore-Penrose pseudo-inverse A + , numerical rank, denoted nrank(A), numerical nullity, denoted nnul(A), and condition number κ(A), as well as the classes of ill and well conditioned matrices.
3 A Gaussian matrix. Estimates for its rank, norm and condition number Definition 3.1. A random variable ν is random bounded or random confined if it is bounded or confined with probability close to 1.
Definition 3.2. Gaussian Variables and Matrices.
• A matrix is said to be standard Gaussian random (hereafter referred to just as Gaussian) if it is filled with i.i.d. Gaussian random variables having mean 0 and variance 1.
• G m×n denotes the class of m × n Gaussian matrices.
• G m,n denotes the class of the factor Gaussian m × n matrices of the form G 0 G 1 where G 0 and G 1 are Gaussian matrices.
Definition 3.3. Random normalized and numerically regular matrices.
• A random matrix is random regular if it has full rank with probability 1.
• Such a matrix is random normalized and numerically regular if in addition it is normalized and well conditioned with a probability close to 1.
Lemma 3.1. Invariance of the products of Gaussian matrices under orthogonal multiplications.
Suppose that H ∈ R m×n , S ∈ R k×m , and T ∈ R n×k for some positive integers k, m, and n, and suppose that the matrices S and T are orthogonal. Then (i) SH ∈ G k×n and HT ∈ G m×k if H ∈ G m×n and (ii) SH ∈ G k,n and HT ∈ G m,k if H ∈ G m,n .
Hereafter we call a vector t unit if ||t|| = 1. Lemma 3.2. Assume two positive integers n and r, a real µ, a positive x, a unit vector u ∈ R k×1 , and two independent Gaussian vectors g k ∈ G k×1 for k = r and k = r. Then
. To prove part (ii), define random variable z = ||g n ||, independent of the vector g r , and random unit vector g = g n /z. Note that
Apply part (i) for scalar µ replaced by µ/z and vector u replaced by g, recall that the variable z is independent of the vector g r , and obtain that p ≤ 2 π x y Probability{z ≤ y} for y > 0 .
The first coordinate g of the vector g n is a Gaussian variable such that z ≥ |g|. Apply part (i) for n = 1, µ = 0, vector u T replaced by the scalar 1, and a Gaussian variable g n = g, and obtain that Probability{z ≤ y} ≤ 2 π y for y > 0.
Combine the latter two probabilistic bounds.
Theorem 3.1. A Gaussian matrix has full rank with probability 1.
Proof. Assume a rank deficient m × n matrix where m ≥ n, say. Then the determinants of all its n × n submatrices vanish. This implies m n polynomial equations on the entries, that is, rank deficient matrices form an algebraic variety of a lower dimension in the linear space R m×n . (See an estimate for the dimension in Fact C.1.) (V is an algebraic variety of a dimension d ≤ N in the space R N if it is defined by N − d polynomial equations and cannot be defined by fewer equations.) Clearly, such a variety has Lebesgue (uniform) and Gaussian measures 0, both being absolutely continuous with respect to one another.
Remark 3.1. In our subsequent study of random matrices we simplify our statements and discussions by omitting the restriction "with probability 1". For example, by saying that a random matrix A has full rank and showing an estimate for the norm ||A + ||, we assume by default (although do not state explicitly) that these property and estimate hold with probability 1.
Hereafter ν j,m,n denotes the random variables σ j (G) for Gaussian m × n matrix G and all j. ν m,n , ν + m,n , and κ m,n denote the random variables ||G||, ||G + ||, and κ(G) = ||G|| ||G + ||, respectively. Note that ν j,n,m = ν j,m,n , ν n,m = ν m,n , ν • Then Probability{ν m,n > z}
Theorem 3.3. Suppose that m ≥ n and x > 0 and write
Γ(m−n+2) for n ≥ 2 and (ii) Probability {ν
is a vector of length m. So, with probability 1 it holds that G = 0, rank(G) = 1, ||G + || = 1/||G||. Consequently,
Note that exp(−mt 2 /2) ≤ 1. Hence
Theorems 3.2 and 3.3 together imply that a Gaussian matrix is random normalized and numerically regular. Quite tight estimates for the condition numbers κ m,n can be found in [D88] , [E88] , [CD05, Theorem 4.5], and [ES05] .
Multiplications by square orthogonal matrices preserve singular values of a matrix by virtue of Lemma A.1 and preserve the classes G m×n and G m,n by virtue of Lemma 3.1. By applying such multiplications we can turn the matrix A + G into the sum Σ A +Ḡ provided that A, G ∈ R m×n , A = S A Σ A T T A is SVD (cf. (A.1)), and in this caseḠ is a Gaussian or factor Gaussian matrix as long as the matrix G is Gaussian or factor Gaussian, respectively. We call such a technique Gaussian diagonalization and use it in the next section and in the proofs of Theorems 3.4, 3.5 and 5.2.
Theorem 3.4. Suppose that A, G ∈ R n×n , A is a normalized matrix, G is a Gaussian or factor Gaussian matrix, and M = A+G. Then M is a random normalized and numerically regular matrix.
Proof. We only estimate the norm ||M −1 || because the other claimed properties are readily verified. In the case where G is a Gaussian matrix we just recall the following estimate of [SST06, Theorem
To prove the latter estimate, the paper [SST06] at first deduces that
for a positive x, a unit vector u, and the matrix B = (b 1 | . . . | b n ) = QM for a square orthogonal matrix Q, then combines bound (3.1) and part (i) of Lemma 3.2 to obtain that
and finally proves Theorem 3.3 by extending this bound.
In the case where G is a factor Gaussian matrix, that is, where G = U V T and U, V ∈ G n×r , we reuse the proof in [SST06] except that instead of bound (3.2) we deduce that
To prove this bound write B = QM = QA + QU V T and b 1 = Be 1 = QAe 1 + QU V T e 1 for the first coordinate vector
by virtue of part (i) of Lemma 3.1, and g r = V T e 1 ∈ G r×1 . Deduce bound (3.3) by combining the latter equation u T b 1 = g T n g r − µ with (3.1) and part (ii) of Lemma 3.2.
Theorem 3.5. Augmentation by means of appending a Gaussian block keeps a matrix random normalized and numerically regular.
Proof. We readily verify that Gaussian augmentation keeps a matrix random normalized, and it remains to verify that it also keeps a matrix numerically regular.
Suppose that K = (U | A) where U ∈ G m×q . If m ≤ n, then the theorem follows because σ j (K) ≥ σ j (A) for all j by virtue of Lemma A.3.
If m > n, adjust Gaussian diagonalization to augmentation.
, and
×q by virtue of Lemma A.1 and σ j (K) = σ j (K) for all j by virtue of Lemma 3.1.
Finally we prove that the matrixK has full rank and estimate the norm ||K + ||. At first, by truncating this matrix, we obtain its n × n nonsingular submatrix K of the maximal size and deduce that σ j (K) ≤ σ j ( K), for all j, by virtue of Lemma A.3. Hence rank( K) = rank(K) and || K −1 || ≥ ||K + || = ||K + ||, and it remains to select the submatrix K and to estimate the norm || K −1 ||. In the next section we repeatedly apply such a combination of truncation with Gaussian diagonalization, but next we adjust this technique to augmentation in order to prove Theorem 3.5.
Delete some of the leftmost columns of the matrixK or some rows on its bottom to define the 
Here the norm ||A + || is bounded for a random numerically regular matrix A, the random values ν n,s and ν + s,s are bounded by virtue of Theorems 3.2 and 3.3, and so Assumption 1 implies that the norm || K −1 || is bounded.
The Basic Property of randomized augmentation
Row and column permutations make no impact on the Basic Property of randomized augmentation, and so we restrict our next study to western, northern and northwestern augmentation, that is, to appending the Gaussian rows on the top or Gaussian columns on the left of a matrix.
The cases of western and northern augmentations
Assume that an m × n matrix A has numerical rank ρ and is normalized and define western augmentation A =⇒ K = (U | A) for U ∈ G m×q and q ≥ m − ρ. To prove the Basic Property of this augmentation, at first we verify readily that the matrix K is ill conditioned or rank deficient if q +ρ < l+min{m, n} and has full rank otherwise. Then we observe that the matrix K is random normalized by virtue of Theorem 3.2 because ||K|| ≤ ||A|| + ||U || ≈ 1 + ν m,q .
To complete the proof, we combine truncation with Gaussian diagonalization to deduce that ||K + || = O(f gh) where f , g, and h are bounded random variables (cf. Assumption 1).
We proceed as in the proof of Theorem 3.5, but this time obtain Σ A = diag(Σ ρ , Σ m−ρ,n−ρ ),
×q . Delete the n − ρ rightmost columns and the ρ + q − m leftmost columns of the matrixK, and
Recall Theorem 3.1 and Remark 3.1 and note that the matrices Σ ρ are U 1 are nonsingular. Hence rank( K) = rank(K) = m. Combine equation (A.2) and Lemma A.2 and deduce that σ j (K) ≥ σ j ( K) for j = 1, . . . , m, and so || K
To complete the proof of Theorem 1.1 in the case of western augmentation, combine the latter estimate with Theorems 3.2 and 3.3 and Assumption 1 and recall that nrank(A) = ρ. By applying this result to the matrix A T , extend it to prove the theorem also in the case of northern augmentation, that is, of appending a Gaussian block of s ≥ n − ρ rows on the top of the matrix A.
The case of northwestern augmentations
Next assume again that an m × n matrix A is normalized and has numerical rank ρ and define its randomized northwestern augmentation by the map
where W ∈ G s×q , U ∈ G m×q , V ∈ G n×q , and the matrices U , V , and W are filled with i.i.d. variables. Clearly, the matrix K is random normalized, and it is easy to verify that the matrix K is rank deficient or ill conditioned unless n ≤ ρ + s or m ≤ ρ + q. To complete the proof of part (iii) of Theorem 1.1, it remains to prove that this matrix is random numerically regular if n ≤ ρ + s or m ≤ ρ + q. The proof is similar in both cases, and we cover only the case where m ≤ ρ + q. In this case the matrix (U | A) is random numerically regular by virtue of part (i) of the theorem. This property is extended to the matrix K by virtue of Theorem 3.5.
The case of weakly randomized northwestern augmentation
In the next section we prove the Basic Property of randomized additive preprocessing by linking it to the case of northwestern augmentations of (4.2) where r = q = s and W = I r . Next we extend part (iii) of Theorem 1.1 to cover the more general case where W can be any matrix having norm at most 1 and where the Gaussian matrices U and V may depend on one another and may even share all their entries if m = n and q = s. We call such augmentation weakly randomized.
Theorem 4.1. Suppose that an m×n matrix A is normalized and has numerical rank ρ, W ∈ R s×q , ||W || ≤ 1, U ∈ G m×q , and V ∈ G n×s . Then the matrix K of (4.2) is random normalized and numerically regular unless ρ + q < m and ρ + s < n or ρ + q > m and ρ + s > n.
Remark 4.1. Clearly, the matrix K is rank deficient or ill conditioned for any choice of block W if ρ + q < m and ρ + s < n as well as in the case where W = O q,s and both dimensions q and s are large. Appending a Gaussian block column or block row to a matrix K of Theorem 4.1 keeps it random numerically regular by virtue of Theorem 3.5. By appending Gaussian blocks of larger sizes, we can extend Theorem 4.1 to the case where ρ + q > m, ρ + s > n, and the appended blocks of the leading submatrix W of the matrix K are Gaussian.
Proof. Recall that the matrix A is normalized and bound the norm ||K|| ≤ ||A||+||U ||+||V ||+||W || ≤ ||A|| + 1 + ν m,q + ν s,n by applying Theorem 3.2. Then verify that the matrix K has full rank and estimate the norm ||K + || by combining Gaussian diagonalization with truncation. At first assume that nrank(A) = rank(A) = ρ.
, for all j by virtue of Lemma A.2, and consequently rank(K) = rank(K) and
×s by virtue of Lemma 3.1. Truncate the matrixK to obtain its nonsingular submatrix of the maximal size (g + h + ρ) × (g + h + ρ) such that
, and U 0 , U 1 , V 0 , V 1 and W are the submatrices of the matricesŪ 0 ,Ū 1 ,V 0 ,V 1 , and W , respectively. Recall that the case where ρ + q > m and ρ + s > n is excluded and deduce that rank(K) = rank(K) = g + h + ρ, and so
and so ||K + || ≤ ||K −1 || ≤n wherē
Together with Theorems 3.2 and 3.3, this implies Theorem 4.1 provided that nrank(A) = rank(A).
Finally relax the latter assumption. Proceed as before and, instead of the submatrix K of the matrixK, arrive at a (g + h + ρ)
) for the matrix K of (4.4). Hence the norm ||K − K|| ≤ σ ρ+1 (A) is small because nrank(A) = ρ. Apply Theorem B.2 for C =K and θ < 1/3 and deduce that
(4.6)
Randomized additive preprocessing
In this section we prove the Basic Property of randomized additive preprocessing, that is, part (ii) of Theorem 1.1.
The full rank property of the matrix C readily follows (see [PQ10] ). Clearly, the matrix C is random normalized if the norm ||A|| is bounded. Furthermore this matrix is rank deficient or ill conditioned if nrank(A) + r < l = min{m, n}.
It remains to estimate the norm ||C + || provided that nrank(A) + r ≥ l. At first we do this via a link of additive preprocessing to augmentation, but then a direct proof yields a little tighter bound.
In both cases at first we restrict somehow the size of the matrix A, but in Section 5.4 we relax this restriction.
The links between additive preprocessing and augmentation
The following simple theorem links generalized additive preprocessing A =⇒ C = A + U W −1 V T for a nonsingular r × r matrix W and the augmentation A =⇒ K of (4.2).
is defined by (4.2), and
and
Furthermore, both matrices C and K have full rank or are rank deficient simultaneously. They are rank deficient if r + rank(A) < l. If m = n and if both matrices C and K are nonsingular, then
Corollary 5.1. Under the assumptions of Theorem 5.1, let W = I r . Then
Proof. Combine equation (5.2) and Lemmas A.1-A.3.
Remark 5.1. The corollary can be readily extended to the case of any matrix W ∈ R r×r .
The Basic Property of randomized additive preprocessing via a link to augmentation
Combining Theorem 4.1 and Corollary 5.1 enables us to extend our results on weakly randomized northwestern augmentation of (4.2) for W = I r and r = q = s to randomized additive preprocessing.
Corollary 5.2. The Basic Property of randomized additive preprocessing holds for an m × n matrix A unless r + ρ > max{m, n}. Moreover, if the integer r + ρ lies in the range [m, n] or [n, m], then the matrix C has full rank and ||C + || ≤ 1.5nt forn of (4.5) and t = (1 + ν m,r )(1 + ν n,r ).
Remark 5.2. The assumption of the corollary that r + ρ ≤ max{m, n} has been extended from its basic Theorem 4.1, which covers the case where W = O. For W = I r and r = q = s, we can immediately relax this assumption, simply by combining our results of the next subsection and equation (5.2). Can one relax the assumption directly, without referring to equation (5.2)?
5.3 The Basic Property of randomized additive preprocessing of square matrices directly
Next we prove the Basic Property of randomized additive preprocessing directly provided that A is an n × n matrix. At first we obtain a desired bound on the ratio κ(C)/κ(A) in the case where rank(A) + r = n. Corollary 5.4 extends this bound to the case where nrank(A) + r = n. Finally, we relax the restriction that nrank(A) + r = n by applying Theorem 3.4.
Theorem 5.2. Suppose that A, S, T ∈ R n×n and U, V ∈ R n×r for two positive integers r and n, r ≤ n, A = SΣT T is SVD of the matrix A (cf. (A.1)), S and T are square orthogonal matrices, Σ = diag(σ j ) n j=1 , ρ = rank(A) = n − r, σ ρ > 0, and the matrix C = A + U V T is nonsingular. Towards diagonalization of the matrix C, introduce the matrices
where U r and V r are r × r matrices. Then
, and so
(5.4)
Furthermore suppose that ||A|| = 1 and the r × r matrices U r and V r are nonsingular. Write
Proof. Part (a) is readily verified. Let us prove part (b). Combine the equations S −1 = S T , T −1 = T T and (5.4) and obtain
U ||. Substitute equations (5.5), ||D −1 || = 1/σ ρ (A) (implied by the equations ||A|| = 1 and (5.4)), and ||C −1 || = 1/σ n (C) and obtain that σ ρ (A)/σ n (C) ≤ p. Next deduce from (5.3) and (5.4) that
Substitute these expressions into the matrix product R
This completes the proof of part (b).
(c) Observe that R −1
and ||V || ≤ ||V ||. Then combine these relationships with (5.5).
Corollary 5.3. Suppose that A ∈ R n×n and U, V ∈ R n×r for two positive integers n and r such that ρ = rank(A) = n − r, ||A|| = 1, and
σn(C) , ||A|| = 1, ||C|| ≤ ||A|| + ||U || ||V ||, and so equations (5.5) and parts (c) and (d) of Theorem 5.2 together imply the corollary.
Corollary 5.4. The Basic Property of randomized additive preprocessing A → C = A + U V T holds for a normalized n × n matrix A provided that U, V ∈ G n×r , even if the matrices U and V depend on one another, e.g., if U = V .
Proof. Note that U r and V r are Gaussian matrices by virtue of Lemma 3.1 because U, V ∈ G n×r . At first assume that (i) nrank(A) = ρ = n − r and (ii) the matrix A is rank deficient and well conditioned, and so nrank(A) = rank(A). Then
by virtue of Corollary 5.3, and so Corollary 5.4 follows from Theorems 3.2 and 3.3. Similarly to the proof of bound (4.6), a small norm perturbation of the matrix A enables us to extend this estimate to the case of an ill conditioned matrix, whose rank may exceed its numerical rank nrank(A) = ρ.
Finally we allow to have nrank(A) exceeding n − r. Assume that r − = n − nrank(A) < r and
We have already proved Corollary 5.4 in the case where nrank(A)+r = n, and so we can apply this corollary to the case where the matrices A, U − , V − , and C − = A + U − V T − replace the matrices A, U , V , and C, respectively. Now extend the result to the case of the matrices A, U , V , and C = A + U V T = C − + U V T by applying Theorem 3.4.
Extension to additive preprocessing of rectangular matrices
With no loss of generality we assume that m ≥ n in Theorem 5.3 (our next result), which extends Corollary 5.4 to the case where nrank(A) + r ≥ n, thus completing the proof of the Basic Property of additive preprocessing in the general case.
Theorem 5.3. Assume randomized additive preprocessing of (5.1) for a normalized m × n matrix A such that nrank(A) = ρ ≥ n − r, m ≥ n > ρ, U ∈ G m×r , V ∈ G n×r , and C = A + U V T . Then the Basic Property of randomized additive preprocessing holds.
Proof. Then again we only estimate the norm ||C + ||. Gaussian diagonalization reduces the problem to the case where the matrix A is replaced by the diagonal matrix Σ A of its singular values. Premultiply the equation C = A + U V T by the matrix I n,m = (I n | O n,m−n ), write C n = I n,m C, Σ A,n = I n,m Σ A , and U n = I n,m U , and obtain that C n = Σ A,n + U n V T , σ j (C) ≥ σ j (C n ) for all j, and so ||C + || ≤ ||C −1 n ||. Apply Corollary 5.4 to the matrices Σ A,n , U n , and C n replacing the matrices A, U , and C, respectively.
6 Structured preprocessing 6.1 Can we weaken randomness?
Would the results of the two previous sections still hold if we weaken randomness of the matrices U and V by allowing them to be sparse and structured, to share some or all of their entries, or more generally, to be defined by a smaller number of independent parameters, possibly under other probability distributions rather than Gaussian? We have only some limited initial progress in our formal study in this direction (see [PSZ14] ). Empirically all our present randomized techniques remain efficient in the case where randomization is weak in the above sense (see Sections 6.3, 9.1, and 9.2 and Tables D.1, D.4, and 9.1).
For comparison, according to the empirical study in [HMT11] , [T11] , [PQZ13] , [PQYa] and the references therein, both Gaussian and random structured matrix multipliers are expected to enable efficient low-rank matrix approximation and to stabilize numerically block Gaussian elimination and Gaussian elimination without pivoting. In application to low-rank matrix approximation the power of these multipliers is also proved formally for both classes of Gaussian and random structured multipliers, and both tests and theorems show a little higher efficiency of Gaussian multipliers. In applications to numerical stabilization of block Gaussian elimination and Gaussian elimination without pivoting, the power of Gaussian multipliers have both formal and empirical support [ 
Toeplitz matrices
Our randomized preprocessing in Section 6.3 maintains and exploits Toeplitz structure and empirically is highly efficient. Next we recall some definitions and auxiliary results.
Hereafter J and J k denote the reflection matrix of size k × k, filled with zeros except for its anti-diagonal filled with ones.
A
is defined by its first row and column, that is, by the vector (t h )
Theorem 6.1. (i) [GS72] . Let the matrix T n of (6.1) for k = n be nonsingular and write p = T −1 n e 1 and q = T −1 n e n . If [GK72] . Let the matrix T n+1 of (6.1) for k = n + 1 be nonsingular and write v = (v i )
A randomized Toeplitz solver
Let us apply Theorem 6.1 to support randomized augmentation for solving a nonsingular Toeplitz linear system T y = b of n equations provided the matrix T has numerical rank n − 1.
To compute the vector y = T −1 b, we first embed the matrix T into a Toeplitz (n + 1) × (n + 1)
are filled with appropriate entries of the matrix T except for the two coordinates f n and v n . Let them be Gaussian variables, then scale them in order to have the ratios |fn| ||K|| and |vn| ||K|| neither large nor small. Extend Theorem 3.1 to deduce that this policy produces a nonsingular matrix K whose inverse has a nonzero entry e To summarize, we reduce the solution of a nonsingular ill conditioned Toeplitz linear system T y = b to computing highly accurate solutions of two nonsingular linear systems Kx = e 1 and Kz = e n+1 , which were always well conditioned in our tests. High accuracy counters the magnification of the input and rounding errors, expected to occur in the case of an ill conditioned input.
In the important special case where a Toeplitz matrix T is real symmetric, we choose real scalars w and f n = v n to yield a real symmetric matrix
and so K −1 e n+1 = J n+1 K −1 e 1 because J n+1 e n+1 = e 1 . Thus we only need to solve a single linear system with the matrix K.
For the transition back to the solution of the original problem, we can employ Theorem 6.1 or extend the Sherman-Morrison-Woodbury formula of [GL13, Section 2.14], [S98, Corollary 4.3.2].
We refer to the resulting algorithm for the linear system T y = b as Algorithm 6.1. In Section 9.2 we test this algorithm for solving an ill conditioned real symmetric Toeplitz linear system.
One can extend the approach of this section to the case of Toeplitz-like, Hankel and Hankel-like inputs [P01] and to the augmentation of the input matrix with r rows and r columns in the case where this matrix has numerical rank n − r for r > 1.
7 The computation of approximate bases of the trailing singular spaces of a matrix
In this section we apply randomized augmentation and additive preprocessing to compute approximate bases for the trailing singular spaces of an ill conditioned matrix associated with its small singular values. We begin with the basic concepts (in the next subsection) and auxiliary results (in Section 7.2).
Left and right inverses, leading and trailing singular spaces, and matrix bases
An m × n matrix M has an n × m left inverse matrix X = M (I) such that XM = I n if and only if it has full column rank n. Hereafter Q(A) denotes a unique orthogonal matrix specified by the following result. For every integer k in the range 1 ≤ k < rank(A), define the partition S A = (S k,A | S A,m−k ) and T A = (T k,A | T A,n−k ) where the submatrices S k,A and T k,A are formed by the first k columns of the matrices S A and T A , respectively.
Write The pairs of subscripts {k, A} versus {A, m − k} and {A, n − k} mark the leading versus trailing singular spaces.
The left singular spaces of A are the right singular spaces of A T and vice versa. All matrix bases for the singular spaces S k,A and T k,A are given by the matrices S k,A X and T k,A Y , respectively, for some nonsingular k × k matrices X and Y . These matrix bases are orthogonal if and only if the matrices X and Y are orthogonal.
B is an approximate matrix basis for a space S within a relative error norm bound τ if there exists a matrix E such that B + E is a matrix basis for this space S and if ||E|| ≤ τ ||B||.
Basic theorems
At first we recall our earlier results on application of randomized additive preprocessing and augmentation to the computation of a nmb of a well conditioned but rank deficient matrix A having rank ρ. Then we extend these techniques to support the computation of an approximate matrix basis B for the trailing singular space T A,ρ of an ill conditioned matrix A having numerical rank ρ.
Theorem 7.1. [PQ10, Theorem 3.1 and Corollary 3.1]. Suppose that a matrix A ∈ R m×n has rank ρ, U ∈ R m×r , V ∈ R n×r , and the matrix C = A + U V T has full rank n. Remark 7.1. Both Theorems 7.1 and 7.2 define aggregation processes of [MP80] . For r > n − ρ, Theorem 7.1 reduces the computation of a nmb(A) to the nmb task, but for the input BX of a smaller size n × (r − n + ρ). Furthermore, if the matrices U and Y have full rank q, then part (a) of Theorem 7.2 implies that Y is a nmb(A) if q = nul(A). Otherwise parts (b) and (c) reduce the original task of computing a nmb(A) to the case of the input AY of a smaller size m × (q − nul(A)).
Given a matrix A and its numerical rank ρ (see [HMT11] on estimating this rank), we approximate an orthogonal matrix basis for a trailing singular space of this matrix. To achieve this we apply the above theorems to the matrix A − E of rank ρ obtained by zeroing all but the ρ largest singular values of the matrix A (cf. the proof of bound (4.6)).
Theorem 7.3. Assume that U ∈ R m×r+ , V ∈ R n×r+ , m ≥ n, a real normalized m × n matrix A has numerical rank ρ = n − r, and the matrix C = A + U V T has full rank and is well conditioned. Then ρ ≥ n − r + and there is an orthogonal r × r matrix X and a scalar c independent of A, U , V , m, n and ρ such that ||Q(C + U )X − T A,r || ≤ cσ ρ+1 (A)||U || for a constant c.
Proof. The theorem turns into Theorem 7.1 if ρ = nrank(A) = rank(A).
If ρ = nrank(A) < rank(A), let A − E denote the matrix obtained by setting to zero all but the ρ largest singular values of the matrix A.
Then ρ = nrank(A) = rank(A − E), T A−E,r is a nmb(A − E), and we can apply Theorem 7.1 to the matrix A − E and deduce Theorem 7.3 for the matrices A − E and C − E = A − E + U V T , that is, T A−E,r = Q((C − E) + U )X for an orthogonal r × r matrix X. Now recall that the norm ||E|| = σ ρ+1 (A) is small because the matrix A has numerical rank ρ, and that the norm ||(C −E) + || is not large because the matrix C has full rank and is well conditioned.
It remains to deduce from Theorem B.3 that ||Q((C − E)
Corollary 7.1. Suppose that A ∈ R m×n , A is a real normalized m×n matrix, nrank(A) = ρ = n−r, U ∈ G m×r , V ∈ G n×r , m ≥ n, and C = A + U V T . Then (i) the matrix C is rank deficient or ill conditioned if r < n − ρ, but otherwise is random numerically regular.
(ii) If r = n − ρ, then the matrix Q(C + U )X is expected to approximate a matrix basis for the singular space T A,r within an error norm of at most the order σ ρ+1 (A) where X is an orthogonal r × r matrix.
Proof. We proved part (i) in Section 4. Part (ii) follows from Theorem 7.3 because the norm ||U || is expected not to be large, by virtue of Theorem 3.2.
By combining the results of Section 4.3 with Theorems 7.2 and B.1, we obtain the following corollary.
Corollary 7.2. Suppose that A ∈ R m×n , m ≥ n, A is normalized, nrank(A) = n − r, r = nnul(A),
Then the matrix K is rank deficient or ill conditioned if q < r, but otherwise is random numerically regular.
Furthermore if r = q = s, then the matrix Q(Y ), for Y denoting the matrix of Theorem 7.2, is expected to approximate a matrix basis for the singular space T A,q within an error norm of at most order σ n−q+1 (A).
Two algorithms
Corollaries 7.1 and 7.2 (for s = q) imply correctness of the following two algorithms, which output an approximate matrix basis of the trailing singular space T A,r of a matrix A.
Algorithm 7.1. An approximate basis for trailing singular space by using randomized additive preprocessing.
Input: A matrix A ∈ R m×n for m ≥ n and its numerical rank n − r.
Output: FAILURE (with a low probability) or an approximate matrix basis B of the trailing singular space T A,r within an error norm in O(σ n−r+1 (A)).
Initialization:
Generate two matrices U ∈ G m×r+ and V ∈ G n×r+ and scale them to have 2||U V T || ≈ ||A||.
Computations:
2. Output FAILURE and stop if this matrix is rank deficient or ill conditioned. Otherwise compute the matrices Y = C + U and AY .
3. Output B = Q(Y ) and stop if ||AY || ≤ τ ||A|| ||Y ||. Otherwise output FAILURE and stop.
Algorithm 7.2. An approximate basis for a trailing singular space by using randomized augmentation.
Input, Output and Stage 3 of Computations are as in Algorithm 7.1.
Initialization: Generate three matrices U ∈ G m×r+ , V ∈ G n×r+ , and W ∈ G r+×r+ for σ of order ||A||. 
Computations
Remark 7.3. Left nmbs, left matrix bases, and left approximate matrix bases of the trailing singular spaces of a matrix A are the nmbs, matrix bases and approximate matrix bases of the trailing singular spaces of the transposed matrix A T . We can compute them by applying our algorithms to the transpose A T .
Remark 7.4. In the case where m = n the computations are simplified and stabilized numerically, and furthermore we can apply Theorem 7.1 or 7.2 to both A and A T to define both left and right nmbs. Reduce to this case the computation for a rectangular matrix A, e.g., by observing that Remark 7.5. (Cf. Table D.5.) Suppose that we are given an m × n matrix A having numerical rank n − r for m ≥ n and an orthogonal approximate matrix basis B for its leading singular space T n−r,A . (We can compute such basis by applying efficient algorithms of [HMT11] and [PQYa] .) Then a nmb U of the matrix B is an approximate basis for the trailing singular space T A,r , and we can readily compute the matrix U or a vector from the space T A,r by applying Theorem 7.1 or 7.2. 8 2 × 2 block diagonalization of an ill conditioned matrix Next we apply the results of the previous sections to approximate 2 × 2 block diagonalization of a nonsingular ill conditioned matrix provided that we are given its numerical rank.
Algorithm 8.1. Randomized block diagonalization with orthogonalization.
Input: A matrix A ∈ R n×n whose norm ||A|| is neither large nor small, its numerical rank q satisfying 0 < q = n − r < n, and a Subroutine LIN·SOLVE that either solves a linear system of equations if it is nonsingular and well conditioned or outputs FAILURE otherwise.
Output: FAILURE (with a low probability) or four orthogonal matrices K 0 and L 0 in R n×q and K 1 and L 1 in R n×r such that with a probability near 1 the q ×q block submatrix
is nonsingular, well conditioned, and strongly dominant such that σ q (W 00 ) max{||W 01 ||, ||W 10 ||, ||W 11 ||}.
Computations (see Remark 8.1):
1. Generate two matrices U, V ∈ G n×r .
2. Compute the matrix C = A + U V T , expected to be nonsingular and well conditioned.
3. Apply the Subroutine LIN·SOLVE to compute the matrices C −T V and C −1 U . Stop and output FAILURE if so does the subroutine.
Compute and output two orthogonal matrices
K 1 = Q(C −1 U ) and L 1 = Q(C −T V ).
Compute and output two orthogonal nmbs
The algorithm can only fail with a low probability by virtue of Theorem 7.3 and Corollary 7.1. We prove correctness of the algorithm by applying the following theorem.
Theorem 8.1. For a matrix A ∈ R m×n and 0 < q < l = min{n, m}, write r = n − q andr = m − q.
, and Q K , Q L ∈ R r×r be six orthogonal matrices such that
, and so ||AL 1 || ≤ σ q+1 (A) because S A and Q L are orthogonal matrices. Similarly obtain that ||K T 1 A|| ≤ σ q+1 (A). Next deduce from the assumptions about L 0 that L 0 = T q,A Q 0 for an orthogonal matrix Q 0 ∈ R q×q and similarly that K 0 = S q,A Q 0 for an orthogonal matrix Q 0 ∈ R q×q . Therefore
and so ||K Clearly, the approach would work based on any algorithm that computes approximate bases for the trailing singular spaces T A,r and S A,r . Instead of applying Algorithm 8.1 we can use random matrix multipliers or apply scaled randomized augmentation. Let us examine some options.
We can proceed with nonorthogonal matrices K 0 , K 1 , L 0 , L 1 , Q K , and Q l , preserving matrix structure at the expense of weakening numerical stability a little. Then we can still expect that the norms ||W 01 ||, ||W 10 ||, and ||W 11 || have at most order σ q+1 (A), the norm ||W 00 || has order σ 1 (A), and the condition number κ(W 00 ) has order σ 1 (A)/σ q (A). Moreover we can choose random matrices K 0 ∈ G q×n and L 0 ∈ G n×q . By virtue of Theorems 3.2 and 3.3 combined, these matrices as well as the matrix K 0 AL 0 are likely to be nonsingular and well conditioned. Therefore we can extend our probabilistic estimates for the values ||W i,j || for i, j = 1, 2 and κ(W 00 ). Here is the resulting simplified algorithm. Our tests of Section 9.4 demonstrate its efficiency. Input, Output and Stages 1 and 2 of Computations are the same as in Algorithm 8.1 except that the output matrices K 0 , L 0 , K 1 and L 1 are no longer assumed to be orthogonal.
Computations:
3. Apply the Subroutine LIN·SOLVE to compute and to output the matrices K 1 = C −T V and L 1 = C −1 U . Output FAILURE and stop if so does the subroutine.
Generate and output two random matrices
We can further simplify the computations as follows.
Algorithm 8.3. Simplified randomized block diagonalization.
Input: A matrix A ∈ R n×n whose norm ||A|| is neither large nor small, and its numerical rank q satisfying 0 < q = n − r < n.
Output: Four matrices K 0 and L 0 in R n×q and K 1 and L 1 in R n×r such that with a probability near 1 the q × q block submatrix
1. Generate and output two random matrices K 0 ∈ G q×n and L 0 ∈ G n×q .
Compute and output the matrices
To prove correctness of the algorithm, note that the matrices AK 0 and A T L 0 are approximate matrix bases of the leading singular spaces S q,A and T q,A and apply the following simple result.
Theorem 8.2. Suppose that a matrix A ∈ R m×n has numerical rank ρ, H ∈ G n×ρ+ and G ∈ G m×ρ+ for ρ + ≥ ρ. Then the matrices T = A T G and S = AH have full rank and moreover are likely to have numerical rank ρ and to satisfy the following matrix equations,
for two matrices ∆ and ∆ having norms of order σ ρ+1 (A) and for two nonsingular matrices U and V having condition numbers of at most order ||A||/(σ ρ (A) √ ρ).
It follows that transposed nmbs of the matrices AK 0 and A T L 0 for the matrices K 0 and L 0 of Algorithm 8.3 are approximate matrix bases of the trailing singular spaces S A,r and T A,r for r = n − q (cf. Remark 7.5), and then correctness of the algorithm is readily verified.
Remark 8.1. We can simplify Algorithms 8.1-8.3 by computing only one of the two factors,
. In this case we would readily approximate block triangulation of its product with the matrix A, thus reducing the linear system Ay = b to a block triangular system.
Numerical Experiments
Our theorems formally support additive preprocessing and augmentation randomized with Gaussian matrices, but our tests have provided consistent empirical support in the cases where the same techniques employed Gaussian Toeplitz and other structured matrices defined by much fewer random parameters compared to the number of the entries.
Our numerical experiments have been performed in the Graduate Center of the City University of New York on a Dell server with a dual core 1.86 GHz Xeon processor and 2G memory running Windows Server 2003 R2. The test Fortran code has been compiled with the GNU gfortran compiler within the Cygwin environment. Except for the random choice of signs − and + specified at the end of Section 9.1, all random numbers have been generated with the random number intrinsic Fortran function, assuming the standard Gaussian probability distribution. The tests have been designed by the first author and performed by his coauthors, mostly by Liang Zhao. Table D .1 shows the results of our tests for the preconditioning power of randomized additive preprocessing and augmentation. The tests show great power of both additive preprocessing and augmentation, even though we limited randomization to choosing the signs + and − for the nonzero entries of some very sparse and highly structured matrices U , V , and W . Namely, both our additive preprocessing and augmentation consistently decreased the condition numbers of the input matrices from about 10
Preconditioning tests
16 to the values in the range from 10 2 to 5 * 10 5 . We have tested the input matrices of the following classes.
1n. Nonsymmetric matrices of type I with numerical nullity r. (See the definition of numerical nullity in Appendix A). A = SΣ r T T are n × n matrices where S and T are n × n random orthogonal matrices, that is, the factors Q in the QR factorizations of random real matrices; Σ r = diag(σ j ) n j=1
is the diagonal matrix such that σ j+1 ≤ σ j for j = 1, . . . , n−1, σ 1 = 1, the values σ 2 , . . . , σ n−r−1 are randomly sampled in the semi-open interval [0.1, 1), σ n−r = 0.1, σ j = 10 −16 for j = n−r +1, . . . , n, and therefore κ(A) = 10 16 [H02, Section 28.3]. 1s. Symmetric matrices of type I with numerical nullity r. The same as in part 1n, but for S = T .
The matrices of the six other classes have been constructed in the form of A ||A|| + βI, with the recipes for defining the matrices A and scalars β specified below.
2n. Nonsymmetric matrices of type II with numerical nullity r. A = (W | W Z) where W and Z are random orthogonal matrices of sizes n × (n − r) and (n − r) × r, respectively.
2s. Symmetric matrices of type II with numerical nullity r. A = W W T where W are random orthogonal matrices of size n × (n − r).
3n. Nonsymmetric Toeplitz-like matrices with numerical nullity r. A = c(T | T S) for random Toeplitz matrices T of size n × (n − r) and S of size (n − r) × r and for a positive scalar c such that ||A|| ≈ 1.
3s. Symmetric Toeplitz-like matrices with numerical nullity r. A = cT T T for random Toeplitz matrices T of size n × (n − r) and a positive scalar c such that ||A|| ≈ 1.
4n. Nonsymmetric Toeplitz matrices with numerical nullity 1. A = (a i,j ) n i,j=1 is a Toeplitz n × n matrix. Its entries a i,j = a i−j are random for i − j < n − 1, and so the matrix A n−1 = (a i,j )
is nonsingular (with probability 1) and was indeed nonsingular in all our tests. The entry a n,1 is selected to annihilate or nearly annihilate det A, that is, to fulfill det A = 0 or det A ≈ 0, (9.1) in which case the matrix A is singular or ill conditioned. 4s. Symmetric Toeplitz matrices with numerical nullity 1. A = (a i,j ) n i,j=1 is a Toeplitz n × n matrix. Its entries a i,j = a i−j are random for |i − j| < n − 1, while the entry a 1,n = a n,1 was selected to satisfy equation (9.1), which is the quadratic equation in this entry. Occasionally it had no real roots, but then we repeatedly generated the matrix A.
We set β = 10 −16 for symmetric matrices A in the classes 2s, 3s, and 4s, so that κ(A) = 10 16 + 1 in these cases. For nonsymmetric matrices A we defined the scalar β by an iterative process such that ||A|| ≈ 1 and 10 Figure 1 display the average values of the condition numbers κ(C) and κ(K) of the matrices C = A + U V T and K = W V T U A over 1000 tests for the inputs in the above classes, r = 1, 2, 4, 8 and n = 128. We adopted the following 2 policies of choosing random matrices U , V , and W , both of which produced similar results:
(i) U , V , and W are Gaussian matrices, W =W /||W || ∈ R r×r ,W are circulant matrices, each defined by its first column, filled with ±1, and here as well as in the expression forŪ , all signs ± turn into + and − with the same probability 0.5, independently of each other.
In our further tests the condition numbers of the matrices C = A+10 p U V T for p = −10, −5, 5, 10 were steadily growing within a factor 10 |p| as the value |p| was growing. This showed the importance of proper scaling of the additive preprocessor U V T .
Solution of a real symmetric Toeplitz linear system of equations with randomized augmentation
We solved 1000 real symmetric linear systems of equations T y = b for each n by using vectors b with random coordinates from the range [−1, 1) and Toeplitz matrices T = S + 10 −9 I n for a singular symmetric Toeplitz n × n matrices S having nullity, that is, co-rank 1 and generated according to the recipe in [PQ10, Section 10.1b]. Table 9 .1 shows the average CPU time of the solutions by our Algorithm 6.1 and, for comparison, based on the QR factorization and SVD, which we computed by applying the LAPACK procedures DGEQRF and DGESVD, respectively. To solve the auxiliary Toeplitz linear system Kx = e 1 in Algorithm 6.1, we applied at first the Toeplitz linear solver of [KV99] , [V99] , [VBHK01] , and [VK98] and then applied iterative refinement with the IEEE standard double precision.
The abbreviations "Alg. 6.1", "QR", and "SVD" indicate the respective algorithms. The last two columns of the table display the ratios of these data in the first column and the next two columns, respectively. We measured the CPU time with the mclock function by counting cycles. One can convert them into seconds by dividing their number by a constant CLOCKS PER SEC, which is 1000 on our platform. We marked the table entries by a "-" if the tests were running too long and have not been completed. We obtained the solutions y with the relative residual norms of about 10 −15 in all three algorithms. This showed that Algorithm 6.1 employing iterative refinement was as reliable as the QR and SVD based solutions but ran dramatically faster. Tables D.2-D.5 show the results of our tests where we approximated the bases for the tails and the heads of SVDs, that is, the trailing and leading singular spaces of an n × n matrix A, associated with its r smallest and ρ = n − r largest singular values, respectively, for a matrix having numerical rank ρ and condition number κ(A) = 10 10 . We performed the tests for various pairs of n and ρ and observed reasonably close approximations, having the residual norms in the range from 10 −6 to 10 −9 . Unlike the previous subsection, we have not applied iterative refinement in the tests of this and the next subsections. The results were similar for Gaussian and Gaussian Toeplitz preprocessors. Next we provide more detailed description.
We generated every n × n input matrix A for our tests of this subsection and Section 9.4 by following [H02, Section 28.3] . At first we fixed n nonnegative values σ 1 , . . . , σ n and the matrix Σ A = diag(σ j ) n j=1 , then generated n × n random orthogonal matrices S A and T A (as the Q-factors of Gaussian matrices), and finally multiplied the 3 matrices together with infinite precision to output the matrix A = S A Σ A T A . At all the other stages we performed computations with double precision, and also rounded the values of all Gaussian variables to double precision.
Our n × n matrices A had numerical nullity r = n − ρ and numerical rank ρ = n − r for n = 64, 128, 256, ρ = 1, 8, 32, and had the singular values σ j = 1/j, for j = 1, . . . , ρ, and σ j = 10 −10 , for j = ρ + 1, . . . , n,
implying that ||A|| = 1 and κ(A) = 10 10 . Table D .2 shows the data from our tests on the approximation of the bases for the tails of the SVDs, that is, trailing singular spaces T A,ρ of these matrices A. At first we generated the pairs of n × r Gaussian matrices for r = 1, 8, 32 and scaled them to obtain matrices U and V such that ||U V T || ≈ 1. Then we computed the matrices C = A + U V T , B A,r = C −1 U and B A,r Y A,r as a least-squares approximation to T A,r . Table D .2 displays the average (mean) values of the residual norms rn = ||B A,r Y A,r − T A,r || and the standard deviations observed in 1000 runs of our tests for every pair of n and r.
We have also performed similar tests on the approximation of the heads of the SVDs, that is, leading singular spaces, T ρ,A of the same n × n matrices A, that had numerical rank ρ, and on the approximation of each matrix A with a matrix of rank ρ. We generated Gaussian n × ρ matrices U (for ρ = 1, 8, 32) as well as Gaussian Toeplitz n × ρ matricesŪ , each defined by the i.i.d. Gaussian variables of its first row and first column (for ρ = 8, 32). Then we successively computed the matrices B ρ,A = A T U and B ρ,A = A TŪ (to obtain approximate matrix bases for the leading singular space T || obtained in 1000 runs of our tests for every pair of n and ρ. In both cases, where we have chosen B ρ,A = A T U and B ρ,A = A TŪ , the computed residual norms were equally small and about as small as in Table D.2. Finally we approximated the same trailing singular spaces T A,r for the same input matrices A as for Table D. 2, for r = 1, 2, 4, but performed computations in two steps, by following the recipe of Remark 7.5. At first we applied the algorithm used for Table D.4 to compute approximate matrix bases B ρ,A , for the leading singular space T ρ,A and for ρ = n − r. Then we computed their nmbs B A,r = nmb(B ρ,A ), being approximate matrix bases for the trailing singular spaces T A,r , for r = n − ρ. Finally we obtained and displayed in Table D .5 the output data for the least-squares residual norms rn = ||B A,r Y A,r − T A,r ||. They slightly exceed the norms of Table D .2 for the approximations obtained directly, using no auxiliary bases for the leading singular spaces.
Besides tables, we display the same test results also in Figures 2-5. , respectively. For n = 32, 64, r = 1, 2, 4 and for every pair {n, r}, we generated 100 instances of Gaussian vectors b of dimension n and Gaussian n × r matrices, which we scaled to obtain two matrices U and V such that ||U || ||V || = 1. Then we defined the matrices Σ = diag(σ j ) n j=1 , with σ n−j = 10 −17
for j = 0, 1, . . . , r − 1, and σ n−j = 1/(n − j) for j = r, . . . , n − 1, and computed the matrices A = SΣT T , such that ||A|| = 1 and κ(A) = ||A −1 || = 10 17 . We applied Algorithm 8.2 to every such input for n = 32, 64 to obtain block diagonalization of the matrix A. Then we solved the linear systems Ay = b.
We first generated random n × (n − r) matrices K 0 and L 0 and then computed the matrices
In all these tests, the matrices C were nonsingular and well conditioned, and the leading principal (n − r) × (n − r) blocks W 00 = K T 0 AL 0 were well conditioned and strongly dominated the three other blocks W 01 , W 10 , and W 11 in the 2 × 2 block matrices W , as we expected to see, in view of our analysis in Section 8. Table D .6 shows the average (mean) values of ||W 00 || and N = max{||W 01 ||, ||W 10 ||, ||W 11 ||} for the 2 × 2 block matrix W computed in our tests. Table D .7 shows the average (mean) values of the relative residual norms rn = ||Ay − b||/||b|| of the output vectors y (these values range about 10 −10 ) as well as the standard deviations in these tests.
We performed the same tests also with Gaussian Toeplitz matrices. Table D .11 and Figures 6-11 show the test results, which are quite similar to the results of these tests with general Gaussian random matrices.
For the same ill conditioned inputs, the MATLAB Subroutine MLDIVIDE(A,B) for Gaussian elimination has produced corrupted outputs, as one can see from Table D.8. We have also performed similar tests by applying Algorithm 8.3 to n×n matrices A and vectors b, which we generated as before, for n = 32, 64, but for ρ = n − r = 1, 2, 4, and random n × ρ matrices U and V . We successively computed the matrices A T V and 
Conclusions
It is well known that Gaussian (that is, standard Gaussian random) matrices are nonsingular with probability 1 and are well conditioned with a probability close to 1, and we prove that Gaussian augmentation of a normalized ill conditioned m × n matrix A having numerical rank ρ < l = min{m, n}, that is, appending to it at least l − ρ Gaussian rows or columns, is likely to decrease its condition number. Moreover we proved quantitative estimates for such an impact as well as for the impact of Gaussian additive preprocessing, that is, for adding to the matrix A a matrix U V T where U and V T are rectangular Gaussian matrices of sizes m × r and r × n, respectively, and r ≥ l − ρ. For sample applications of these results, we accelerated dramatically the solution of an ill conditioned Toeplitz linear system of equations and approximated the 2 × 2 block diagonalization of an ill conditioned matrix. By using this block diagonalization we consistently computed accurate solutions of nonsingular ill conditioned linear systems of equations Ax = b, for which MATLAB produced corrupted output.
Empirically we observed the expected impact of our randomized preprocessing even when we used sparse and structured preprocessors, which had much fewer random parameters than Gaussian preprocessors. Formal explanation of this empirical observation remains a research challenge.
We refer the reader to [HMT11] [PZa] . Further study of such combinations is an interesting challenge.
•
• If also σ n > 0, then rank(F Σ) = rank(F ), whereas rank(ΣH) = rank(H). 
B Some perturbation bounds
Theorem B.1. Suppose that C and C + E are two nonsingular matrices of the same size and ||C −1 E|| = θ < 1. Then
• In particular |(C + E) C Matrices having small rank or small numerical rank Fact C.1. The set A of m × n matrices of rank ρ is an algebraic variety of dimension (m + n − ρ)ρ in the space R m×n . (Clearly, (m + n − ρ)ρ < mn for ρ < min{m, n}.)
Proof. Let A be an m × n matrix of a rank ρ with a nonsingular leading ρ × ρ block B and write is nonsingular. Therefore dim
Remark C.1. How large is the class of m × n matrices having numerical rank ρ? We characterize it indirectly, by noting that by virtue of Fact C.1 the nearby matrices of rank ρ form a variety of dimension (m + n − ρ)ρ, which increases as ρ increases. Tables Table D. 
