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 要  旨 
 
近年,ハードウェアに合わせて,ソフトウェアの性能パラメータを自動的に設定する,いわゆる
「ソフトウェア自動チューニング」に関する研究が盛んである.性能パラメータ推定問題は,ソフト
ウェア自動チューニングの大きな研究課題である.性能パラメータ推定法を大きく分類すると,全
数探索やとり得る値を制限した全数探索などの探索範囲事前固定型と田中が提案した標本点逐次
追加型の探索範囲可変型との 2 種類がある.本研究は,後者に焦点を当てる.標本点逐次追加型性能
パラメータ推定法は,新技術であるため,これに関する評価実験などの関連研究がまだ少ないのが
現状である. 
本研究では,d-spline 関数を多次元表現に拡張し,性能パラメータの推定実験を行った.終了条件
と正答率との関係や初期標本点のとり方と正答率の関係などを評価した.終了判定条件を厳しく
設定すればするほど正答率が高いことを確認した.初期標本点を設定するとき,単に数だけを多め
に設定しても,正答率が上がらなく,逆に正答率が落ちる可能性もある.同じループ構造であって
も,計算環境によって,最適な初期標本点のとり方が変わるので,計算環境とループ構造両方を考慮
し,初期標本点を設定する必要があるということが分かった.更に,d-spline 関数で非均質な性能パ
ラメータを持っている数値計算ソフトウェアをチューニングするとき,各パラメータが性能への
影響の度合いが異なるため,より正確な推定を求めることが難しいと指摘した.対策として,多次元
d-spline 関数の変動評価式に,それぞれの方向差分に対し,重み係数を乗じるなどの評価式の再構
築を行った.再構築した変動評価式で,推定実験を行った.関数の変動評価式に重み係数をつけるこ
とにより,行列行列乗算をチューニング対象としたとき,最大正答率を 10%以上向上できることを
確認した.Householder 法の逆変換ルーチンをチューニング対象としたとき,ある計算環境で正答
率が上がったが,ある計算環境で正答率が逆に低くなった.原因を解明する必要がある. 
 
