Maximum likelihood principal component analysis (MLPCA) was originally proposed to incorporate measurement error variance information in principal component analysis (PCA) models. MLPCA can be used to fit PCA models in the presence of missing data, simply by assigning very large variances to the non-measured values. An assessment of maximum likelihood missing data imputation is performed in this paper, analysing the algorithm of MLPCA and adapting several methods for PCA model building with missing data to its maximum likelihood version. In this way, known data regression (KDR), KDR with principal component regression (PCR), KDR with partial least squares regression (PLS), and trimmed scores regression (TSR) methods are implemented within the MLPCA method to work as different imputation steps. Six data sets are analysed using several percentages of missing data, comparing the performance of the original algorithm, and its adapted regression-based methods, with other state-of-the-art methods.
INTRODUCTION
Principal component analysis 1 (PCA) is one of the most applied methods for data understanding.
The original variables are projected onto the latent space, where data most vary, and a new set of * Correspondence to: A. Folch-Fortuny (abfolfor@upv.es) regression (PCR), KDR with partial least squares regression (PLS) and trimmed scores regression (TSR). All these methods impute the missing values in a data set by fitting different regressionbased schemes between the available data and the missing positions. Several other methods were compared to the previous ones in 14 , including the modified NIPALS algorithm 19 , the nonlinear programming approach 20 and multiple imputation by data augmentation 21 . The conclusion was that TSR represents a good compromise solution between prediction quality, robustness against data structure and computation time 14 ; outperforming other approaches implemented in commercial software as ProSensus 22 , SIMCA 23 and PLS Toolbox 24 . TSR and most of the other approaches compared in 14 are now implemented in a freely available user-friendly MATLAB toolbox 25 (http://mseg.webs.upv.es).
Nelson 26 showed the equivalence between the scores calculation by columns in MLPCA and the PMP algorithm for PCA-ME. Here, we are going to prove the equivalence between the imputation step by columns in MLPCA algorithm and the adapted PMP method for PCA-MB.
The aim of this paper is, thus, to answer three questions that arise from the aforementioned equivalence: i) Once the algorithms converge, are the imputed values of MLPCA and PMP for PCA-MB equal?
ii) Since TSR outperforms PMP, as proven in 14 , if the imputation step in MLPCA is substituted by a TSR-based imputation, does the imputation outperform the original MLPCA?
iii) In any case, does MLPCA, or its adapted version with TSR, outperform the original TSR algorithm?
To answer these research questions, we propose here to adapt the regression-based methods 14 (KDR, KDR with PCR, KDR with PLS and TSR) to work as different imputation steps within the MLPCA algorithm, providing a framework for maximum likelihood missing data imputation. The performance of these methods is compared to PMP and TSR methods using six data sets, actual and simulated ones, from different research areas.
The rest of the paper is organised as follows. Section 2 proves the equivalence between the imputation step by columns of MLPCA and the PMP method for PCA model building, and describes how the regression-based methods are adapted to its maximum likelihood (ML) version. Section 3 describes the data sets used in this study, as well as how the comparative study is performed. Section 4 shows the results of the ML regression-based methods, jointly with the original PMP and TSR algorithms. Finally, the conclusions are highlighted in Section 5.
METHODOLOGY
Let X be an N by K matrix, x i T its !" row and y k its !" column. Each row represents a point in thedimensional space of the observations, and each column a point in the -dimensional space of the variables. Row can be decomposed in ! ! = ! !,! + ! ! , where ! !,! are the true values and ! ! are their measurement errors 26 . As well, column can be decomposed in its true and error parts:
Both errors are assumed normally distributed in each of the and dimensions, respectively.
The maximisation of the likelihood is obtained by minimising the following objective function:
where ! is the covariance matrix of the errors ! ! of observation ! ! , and ! is the covariance matrix of the errors ! of variable k . The estimation of both vectors arise from:
where ( × ), ( × ) and ( × ) represent the singular value decomposition of
MLPCA algorithm is an alternating least squares procedure that starts imputing initial guesses for and based on the SVD decomposition of . At each iteration, the algorithm has two steps. The first one consists of projecting the rows ! ! on the columns of , computing the objective function, and recalculating and from an SVD using the estimations. The second step consists of projecting the columns ! on the columns of , computing also the objective function, and finally recalculating again and from an SVD. Convergence is achieved when the difference between the estimations of the observations are below a specified threshold 27 .
The adaptation of MLPCA to model building with missing data assumes uncorrelated errors for both objects ! ! and variables ! , therefore matrices ! and ! are diagonal 26, 27 . In this algorithm, large variances (10 !" ) are assigned to the missing measurements, and ones to the available ones.
Therefore, the inversion of matrices ! and ! produces diagonal matrices with 1s and 0s. The ones serve to fit these specific measurements in the PCA and the 0s to disregard the missing measurements in the multivariate model. Using this partition, the inverse of matrix ! can be written as:
where !!! ! is the identity matrix with − ! rows/columns, according to the missing data pattern in ! ! .
Substituting this expression in Equation 2
, observation i T can be computed as:
Alternatively, the inverse of matrix ! can be written as:
where !!! ! is the identity matrix with − ! rows/columns, according to column ! . Following Equation 3, ! is therefore computed as:
where # ( ! × ) and In 14 it was shown that the imputation step in the adapted PMP algorithm for PCA-MB could be substituted by the regression-based methods presented in 15 (KDR and its variants, and TSR). Most of these methods showed a superior performance than PMP across several case studies. So, the idea here consists of adapting the alternating imputation of MLPCA algorithm to include the imputation step of the regression-based methods, thus proposing a maximum likelihood (ML) framework: ML-KDR, ML-KDR with PCR, ML-KDR with PLS and ML-TSR.
The imputation step of the regression-based missing data methods is:
where is the covariance matrix of , and:
The key matrix in Equation 8 particularises which method of the framework is being used for the imputation: = for KDR; = !:! for KDR with PCR, where 1:ρ is the eigenvector matrix of * * and ≤ rank( * * ); = * for KDR with PLS, where * is the loadings matrix of the PLS model !"# = * ! * ; and = * for TSR.
Therefore, to adapt the MLPCA original algorithm 11 to use the regression-based methods, we have to substitute the imputation step (Equations 2-3) by:
where matrix is the same as in the regression-based framework, particularising for the missing data pattern in row or column . And:
The equivalence between Equations 10 and 8 is shown in Appendix B. For more details on MLPCA, readers are referred to 26, 27 and the original paper 11 . The Matlab source code of the algorithm for PCA model building with missing data is reproduced here in Appendix B with slight changes to introduce the imputation step of the regression-based methods.
DATA SETS AND COMPARATIVE STUDY
Six data sets are used in the present study to compare the results of the different imputation methods included in the framework. The first data set contains FTIR miscroscopy spectra of a polymer laminate consisting of three layers: polyethylene (PE), isophtalic polyester (IPE, presence originally unknown), and polyethylene terephthalate (PET). The polymer was scanned in a seventeen point transect across the different layers, obtaining measurements from 81
wavelengths [28] [29] [30] . The second case study consists of a set of measured and inferred fluxes from Two performance criteria are used to compare the results of the different methods. The first one is the mean squared prediction error (MSPE):
where x ij is the predicted value for the !" variable of the !" observation in the prediction matrix 
RESULTS
In this section the results of the comparative study are presented. However, we decided to exclude the results of ML-KDR, ML-KDR with PCR and ML-KDR with PLS due to large computation times, something already observed in 14 , and due to the instability of some of them, especially ML-KDR (also observed in 14 with KDR) and ML-KDR with PLS. Therefore, the results of MLPCA, ML-TSR, TSR and PMP are shown, in order to answer the three research questions posed in the Introduction. 
FTIR microspectroscopy

C) D)
The results in Figure 2C show that TSR and PMP are superior to the ML approaches in terms of the measured values, which implies that the PCA model fitted once the data is imputed with these methods is closer to the original one than using maximum likelihood estimations. Figure 2D is indeed very similar to Figure 2A , due to the fact that the errors in the imputed values between the true PCA model and the imputed one are way larger than in the measured values, as expected.
P. pastoris cultures on heterogeneous culture media
The results with the P. pastoris data set are similar to the previous ones, both in MSPEs and cosines (see Figure 3A -3B). TSR and PMP achieve the statistically best performance from 20%-40% of MD;
and again, from 50% onwards, TSR becomes the best approach, being PMP superior to MLPCA and Regarding Figures 3C-3D , the performance of all methods is also similar to the first example. For low percentages of MD, the differences among methods are smaller in the measured values, but from 30% of MD onwards, the PCA model obtained with TSR imputation resembles more to the real one.
Simulated data set
In the Simulated data set with 4 PCs, the differences among TSR, ML-TSR, PMP and MLPCA are not statistically significant for low percentages of missing values (10-20%) (see Figure 4A ). With 30% 
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of MD, TSR becomes statistically the best method and PMP the worst one. This is something that was observed in 14 , also using a simulated data set 32, 33 . The higher is the percentage of missing data, the more difficult is to impute properly for PMP. For higher percentages (30-60%), there are statistical differences among all methods: TSR maintains the best performance, followed by ML-TSR, MLPCA and PMP. This is the first case study where there exist differences between MLPCA and ML-TSR, being the latter statistically superior. These differences in the MSPEs can also be seen in Figure 4B , where all methods but TSR show huge deviations from the true principal coordinate of the data with low-medium percentages of MD (10-40%). 
In this third example the differences among methods regarding the measured values are narrower (see Figure 4C ), but still showing the superiority of TSR.
Additional data sets
Three more data sets are used to compare the performance of the ML-based methods against PMP and TSR in its original form: the olive oil data set, the diesel NIR data set, and a 3-component simulated data set. The figures containing the logarithm of the MSPEs and the cosines associated to the first component are available as Supporting Information of this paper.
Summarizing the results, in these data sets the performance of TSR is statistically superior to PMP (as proven in 14 ), and to MLPCA and ML-TSR for medium-high percentages (30-60%) and also for low percentages (10-20%) in the olive oil and diesel NIR data set. Also, the reconstruction of the available measurements with TSR is more similar to the PCA on complete data than the ML-based approaches in both data sets. These results are coherent with sections 4.1-4.2. Comparing ML-TSR and MLPCA, the former yields better results than MLPCA for high percentages of missing data (50-60%) in the 3-component simulated data set, as happened in section 4.3. with the 4-component simulated data set.
CONCLUSIONS
To conclude, it is worth to remember the research questions posed at the beginning of the paper:
• Are the imputed values of MLPCA and PMP for model building equal? The answer is no. The PMP imputation step performed alternatively by rows and columns in MLPCA drives the imputation in a different direction than performing it only by columns, as PMP does. Based on the six data sets analysed here, PMP, if converges, has better results than MLPCA.
However, PMP suffered from convergence problems in some case studies, while MLPCA converge in all data sets and all MD percentages.
• Does ML-TSR outperform the imputation of MLPCA? The answer, based on the case studies analysed here, is that when the latent structure is complex, and the percentage of missing data is high, ML-TSR may outperform MLPCA. In other cases, the overall results have no statistically significant differences. However, MLPCA tends to be between 2-5 times faster than ML-TSR.
• Does MLPCA or ML-TSR outperform the original TSR algorithm? The answer is no. TSR outperforms the ML approaches for medium-high percentages of missing data. For low percentages, depending on the case study analysed, it is statistically superior or there exist no statistical difference compared to the other methods.
Finally, we recommend the use of trimmed score regression over MLPCA for PCA model building with missing data, since the both the reconstruction of the available and imputed values is statistically more accurate than using MLPCA or ML-TSR. 
Supporting Information
Three additional figures with the results of the comparative study using the last three data sets are available online.
