Epidemiological studies demonstrate that dimensions of retinal vessels change with ocular diseases, coronary heart disease and stroke. Different metrics have been described to quantify these changes in fundus images, with arteriolar and venular calibers among the most widely used. The analysis often includes a manual procedure during which a trained grader differentiates between arterioles and venules. This step can be time-consuming and can introduce variability, especially when large volumes of images need to be analyzed. In light of the recent successes of fully convolutional networks (FCNs) applied to biomedical image segmentation, we assess its potential in the context of retinal artery-vein (A/V) discrimination. To the best of our knowledge, a deep learning (DL) architecture for simultaneous vessel extraction and A/V discrimination has not been previously employed. With the aim of improving the automation of vessel analysis, a novel application of the U-Net semantic segmentation architecture (based on FCNs) on the discrimination of arteries and veins in fundus images is presented. By utilizing DL, results are obtained that exceed accuracies reported in the literature. Our model was trained and tested on the public DRIVE and HRF datasets. For DRIVE, measuring performance on vessels wider than two pixels, the FCN achieved accuracies of 94.42% and 94.11% on arteries and veins, respectively. This represents a decrease in error of 25% over the previous state of the art reported by Xu et al. (2017) . Additionally, we introduce the HRF A/V ground truth, on which our model achieves 96.98% accuracy on all discovered centerline pixels. HRF A/V ground truth validated by an ophthalmologist, predicted A/V annotations and evaluation code are available at https://github.com/rubenhx/av-segmentation.
Introduction
The retina is used to diagnose ocular diseases such as glaucoma and diabetic retinopathy, two of the leading causes of preventable, but incurable blindness (Prokofyeva and Zrenner, 2012) . Glaucoma is characterized by a progressive cupping of the optic disc that can be subtle in early stages of the disease. Early stages of diabetic retinopathy are mainly associated with the appearance of exudates, retinal hemorrhages and cotton wool spots. During their development, these diseases are also associated with morphological and functional changes in the small blood vessels that can be observed in retinal fundus images. In the case of diabetic retinopathy, high tors and cardiovascular morbidity (Tedeschi-Reiner et al., 2005; Wong et al., 2006 Wong et al., , 2002 . The structure and function of the retinal vessels is affected by the cardiovascular disease process, making them valuable candidate biomarkers to track the progression of cardiovascular diseases. Vessel changes in retinal fundus images are associated with increased blood pressure and hypertension. A meta-analysis found that retinal arteriolar narrowing and venular widening were independently associated with an increased risk of hypertension. Each 20 m narrower arterioles at baseline was associated with a 1.12 mmHg greater increase in systolic blood pressure over 5 years (Ding et al., 2014) . Wong and colleagues showed in the Atherosclerosis Risk in Communities (ARIC) prospective study that 3-year cumulative incidence of stroke was in association with retinal microvascular abnormalities, including exudates, retinal hemorrhages and vessel caliber changes (Wong et al., 2001 ). When performing a pooled analysis on prospective stroke studies, it was found that mainly the venular microvasculature was the dynamic compound responsive to changes in circulatory flow. A hazard ratio of 1.15 stroke events per 20 m change in retinal vessel caliber was observed when adjusting for major confounding factors (McGeechan et al., 2009) . A follow-up study in ARIC confirmed that narrower arterioles and wider venules conferred long-term risk of ischemic stroke. The inclusion of retinal vessel caliber in the risk model reclassified 21% of low-risk women as intermediate-risk (higher risk) (Seidelmann et al., 2016) . More recently, the inclusion of information about retinopathy and retinal vessel calibers in a prediction model, already containing established risk factors, improved discrimination and overall reclassification of cardiovascular disease risk for diabetes patients. In this study, a higher cardiovascular disease risk was observed with narrower arteriolar calibers and wider venular calibers (Ho et al., 2017) . Microvascular reactivity, measured as percentage of arteriolar dilatation after flicker light stimulus, was inversely associated with fasting blood glucose in diabetes patients (Sörensen et al., 2017 ). An association of vessel diameters with cause-specific mortality was found during a follow-up period of 25 years in the Rotterdam study (Mutlu et al., 2016) . The latter authors concluded that there exists an opportunity to use retinal vascular imaging in clinical settings to help to identify high-risk patients of future cardiovascular events. However, until now, this type of information is not routinely used in clinical decision making.
Several metrics have been introduced to quantify retinal vessel abnormalities for application in risk prediction models. One of the most commonly employed is the arteriovenous ratio (AVR). The AVR is a ratio of the average width of the arterioles with respect to the venules, consisting of the central retinal artery equivalent (CRAE) and the central retinal vein equivalent (CRVE) (Xu, 2012) . The consensus is to calculate CRAE and CRVE based on the revised Parr-Hubbard formulas in a region between two concentric circles (0.5 and 1 optic disc diameter) around the optic disc, also known as Zone B (Fig. 6) (Knudtson et al., 2003) . In order to obtain CRAE, CRVE and derivative AVR, a trained grader needs to differentiate between arterioles and venules.
This work can be time-consuming; especially when high volumes of retinal images need to be analyzed in large population studies. An automated solution could speed up this analysis and remove variability introduced by the image interpretation done by different graders.
Since 2012, successful applications of convolutional neural networks (CNNs) to image classification problems have seen a significant growth, with popular architectures including AlexNet (Krizhevsky et al., 2012) , GoogLeNet (Szegedy et al., 2015) and VGGNet (Simonyan and Zisserman, 2014) being used to obtain one global class probability per image. The related problem of semantic image segmentation is somewhat more complex, as the number of output probabilities is directly proportional to the number of pixels in an image. Upsampling the final downsampled image representation of a CNN to its original dimensions leads to a coarse map, hampering segmentation results. Fully convolutional networks (FCN) introduced in Long et al. (2014) are able to train end-to-end, with image information shared between the downsampling and upsampling path to improve segmentation output. U-Net (Ronneberger et al., 2015) was developed around the same time, and differs from an FCN in the decoder path. Whereas the FCN approach uses the skip connections to improve the segmentation output, U-Net uses them to improve the upsampled features in the decoder part of the network. Additionally, U-Net tackles the common data scarcity in biomedical imaging through the application of a random elastic deformation field prior to each training epoch. In this manner, the network is fed a unique training set at each epoch, and overfitting is alleviated. A 2D weight map is also implemented to counter class imbalance. The authors allocate the highest weight to the pixels bordering a minority class, to boost learning. Recently, such techniques based on CNNs have been successfully applied to the computer vision task of identifying and extracting the microvasculature from fundus images in an automated setting (Fraz et al., 2012b; González et al., 2010; Ishikawa et al., 2005; Türetken et al., 2011; Yedidya and Hartley, 2008) . One step further is the discrimination of vessels into arteries and veins. Up until now, several works running on different architectures, notably graph theory and intensity-based features, have been successfully applied, achieving high classification accuracies (Xu et al., 2017; Estrada et al., 2015) . A deep learning classification network, as a separate step to segmentation, was applied to this subproblem (Welikala et al., 2017) , indicating the potential use of these novel architectures. The aim of the underlying work is to perform a segmentation between vessels and background, while simultaneously discriminating between arteries and veins in a unified framework, reporting significantly improved results over the previous state-of-the-art.
The main contributions of this work are:
• A novel application of fundus image segmentation based on deep learning that achieves A/V discrimination in an automated setting; • Ablation study leading to insights for semantic segmentation applied to fundus images; • Detailed benchmarking with previous work; • Development of A/V ground truth for High Resolution Fundus Image Database. A/V annotations and evaluation code are available at https://github.com/rubenhx/av-segmentation.
An extended abstract of this work appeared in Hemelings et al. (2018) . The remainder of this paper is organized as follows: Section 2 reviews previous work on A/V discrimination in fundus images. Section 3 describes the data used, with Section 4 introducing our main methodology and optimal segmentation model. In Section 5, our experiments and results are given. Section 6 concludes.
Prior work
A large amount of research has been carried out in the fields of vessel segmentation (Fraz et al., 2012b; González et al., 2010; Ishikawa et al., 2005; Orlando et al., 2017; Türetken et al., 2011; Yedidya and Hartley, 2008) and vessel centerline extraction (Fraz et al., 2012a; Huang et al., 2012; Malek and Tourki, 2013; Sofka and Stewart, 2006) . The classification of vessels into the two group groups of arteries and veins goes one step further. Performance benchmarking between different approaches for A/V segmentation is not evident, given that the majority of publications use proprietary data sets, or use incompatible evaluation metrics. Comparison using different data sets is not recommended, as there are many factors that influence label predictions, including image luminosity, resolution, and differences in the selection procedure of subjects to be imaged.
Several approaches have been introduced to discriminate between arterioles and venules in fundus images. One of the first approaches to the automated classification of vessels into arteries and veins was presented by Grisan and Ruggeri (2003) . In that work, a particular region around the optic disc was divided into four quadrants, followed by color feature extraction using only the major vessels. After classification of vessels within these quadrants, a vessel tracking technique was employed to propagate the labels throughout the complete retinal vasculature. This work combines two of the main approaches to A/V classification investigated in subsequent research: (i) graph theory and (ii) intensity based feature extraction from color images.
Several approaches are primarily based on the use of vessel tracking techniques (Rothaus et al., 2009; Dashtbozorg et al., 2014) . These approaches, stemming from graph theory, first establish a graph that represents the projected vasculature and then classify different parts of this graph as belonging to arterioles or venules using label propagation. Often, domain knowledge is taken into account in order to improve classification accuracy. An example is that it is highly unlikely that an arteriole will cross another arteriole, or that a venule would touch another venule. The advantages of applying graph theory to A/V discrimination are twofold. First, the integration of domain knowledge is beneficial, because it incorporates non-local physical constraints. Second, graph theory typically scales well both in computation and memory, with low order polynomial complexity for standard graph operations. The main drawback of strictly using graph theory is that it usually requires a partial manual labeling prior to training (see however Estrada et al. (2015) , who partially overcome this issue via topology estimation).
In addition to vessel tracking techniques, researchers have focused on color intensity as main classification feature. Given the bright pixels located close to the vessel centerline, and darker pixels near the vessel boundaries, the color profile of vessels can be characterized by means of a Gaussian (Li et al., 2003; Relan et al., 2013) . Vazquez et al. (2013) combined color information with a graph approach by use of a minimal path algorithm after the segmentation of a small ROI using color features. Kondermann et al. (2007) employed both a neural network (NN) and support vector machine (SVM) to classify vessels after principal component analysis (PCA). Niemeijer et al. (2011 ), Muramatsu et al. (2011 ), Mirsharif et al. (2013 and Xu et al. (2017) each applied an LDA classifier to various sets of color features. Zamperini et al. (2012) analyzed the various effective features for A/V discrimination, comparing color, spatial and size features, and concluded that color and position provided the best results.
The main benefit of using a fully-automated intensity-based classifier is the alleviated need for partial manual segmentation. Most of the research works discussed above achieve high results on primary, relatively wide vessels, but seem to encounter difficulties classifying their smaller variants. One possible cause could be the lack of central reflex in small vessels, often considered an important distinguishing feature. As a result, the evaluation of one's technique is often limited to an ROI or primary vessels. Welikala et al. (2017) appear to report the first use of convolutional neural networks to the problem of A/V discrimination. However, this approach has a number of limitations. For instance, this network is based on 25 × 25 pixel patches, and therefore has limited capacity to learn larger scale features. Furthermore, their approach is based on a two-step segmentation and classification procedure, which may lead to suboptimal performance. Although the use of CNNs on this problem represents a methodological advance, the performance reported by Welikala et al. (2017) is surpassed by a more traditional approach (Xu et al., 2017) . We show in the sequel that we have been able to surpass traditional approaches with a modified fully convolutional architecture, a joint segmentation procedure, and careful data augmentation.
Data

DRIVE
The DRIVE dataset (Staal et al., 2004 ) is publicly available, and has become a frequently used benchmark for research on retinal vessel segmentation. The set consists of both 20 training and 20 test fundus images, all having the same resolution of 584 × 565. These images were randomly selected from a diabetic retinopathy screening set of 400 Dutch participants suffering from diabetes. In this subset of 40 images, 33 of them are considered healthy, while the remaining 7 show early signs of diabetic retinopathy. Next to these images, a ground truth labeling for vessel extraction and binary masks for field of view (FOV) selection are also provided. The DRIVE set has also been used to evaluate A/V discrimination techniques mentioned in the previous section (Muramatsu et al., 2011; Mirsharif et al., 2013; Dashtbozorg et al., 2014; Estrada et al., 2015; Xu et al., 2017; Welikala et al., 2017) . However, there is no ground truth labeling for arterioles and venules included in the official package, which hampers adequate benchmarking. Qureshi et al. (2013) published a manually-labeled AV classified benchmark for DRIVE in 2013. Spurred by the aforementioned absence of a generally approved ground truth for A/V discrimination on DRIVE, the authors saw the need to share a gold standard, to allow for objective comparison between methods. The labeling itself was done by two computer vision experts and one ophthalmologist. Vessel class was determined through a majority vote among the three labelers. Two examples of the A/V discrimination ground truth are presented in the last column of Fig. 1 . In addition, the ground truth described in Hu et al. (2013) was generated from the binary vessel segmentation ground truth of the second manual observer. In this paper, this ground truth serves as a proxy to evaluate our A/V predictions by an independent expert.
HRF
The High-Resolution Fundus (HRF) Image Database (Budai et al., 2013) contains 45 fundus images, equally distributed into three classes (healthy, glaucoma, diabetic retinopathy. As the name suggests, these images sport a high resolution of 3504 × 2336, equivalent to six and four times the width and height of DRIVE, respectively. For each image there exists a binary vessel segmentation ground truth (similar to the official package of DRIVE), generated through the collaboration of several experts and clinicians active in the field of retinal image analysis.
Unlike DRIVE, there exists no publicly available A/V ground truth for HRF. As DRIVE is often criticized for its unrealistic images (small resolution, outdated, limited symptoms of pathologies), this paper introduces a novel A/V ground truth for HRF. Similar to the A/V ground truth for DRIVE, the annotation process started with the official binary vessel segmentation ground truth. The initial labeling was carried out by an expert in retinal image analysis, and was subsequently carefully corrected by an ophthalmologist. The final result is characterized by three colors: red for arterioles, blue for venules, and green for uncertain pixels (unidentifiable vessels near the optic disc, crossovers, secondary vessels that have no clear origin and neovascularization). The first five images of each subcategory (healthy, diabetic retinopathy and glaucoma) were used as test images, which is equivalent to a third of the data. We encour- age researchers in the field of A/V discrimination to use the same split, in order to achieve proper benchmarking.
Methodology
In this section, we present an overview of the created architecture, based on the well-known U-Net (Ronneberger et al., 2015) , for the ternary image segmentation task of discriminating arteries and veins in fundus images. The first motivation for the choice of U-Net stems from a successful application of this network on the binary segmentation task of vessel extraction applied to the DRIVE data set (Antiga, 2016) . As mentioned in the introduction, the UNet achieved groundbreaking results in the context of biomedical image segmentation (Ronneberger et al., 2015) . One important consideration to be made is the motivation for ternary segmentation: given that there exists a near-perfect vessel extraction model, one could argue that a ternary segmentation for A/V discrimination is partly solving a problem that is already dealt with. Starting from a near-perfect ground truth with extracted vessels, the remaining task would become binary. However, the data processing inequality (Cover and Thomas, 2006) implies that a jointly trained system has the ability to learn at least as well as a system that is trained in two phases.
We base our implementation on a publicly available U-Net implementation for vessel extraction (Antiga, 2016) , with several modifications. These include support for RGB input, proper ground truth conversion, and ternary output labels. The motivation for RGB input is due to the significant intensity similarities between retinal artery and vein: by increasing the information per pixel, we aim to get better results when compared with a grayscale setting.
Preprocessing
Before training, the DRIVE and HRF training images are preprocessed with several transformations in order to eliminate undesired variance and facilitate training.
Fundus images show significant variability in lighting within the image due to the curvature of the retina. To counter this unfavorable characteristic, a local contrast enhancement is implemented. Prior to this, the ROI is padded using the technique described in Soares et al. (2006) to prevent the excessive contrast enhancement at the border. In the case of DRIVE, a Gaussian filter with kernel of 65 × 65 pixels, zero mean and standard deviation of size 10 is applied to the fundus image. For the HRF data set, is increased to 60, corresponding to the larger image size when compared to DRIVE. Finally, the output from the convolution is subtracted from the original image ( Fig. 2) :
where N is the normalized image, I is the original image, and G is the Gaussian blurred image. In a second step, the images are normalized by subtracting the mean image computed over the training set, and dividing each pixel by the average standard deviation. That way, the variance among images in the training set (see Fig. 1 ) is lowered. Finally, other preprocessing techniques were considered (e.g. gamma correction and CLAHE), but did not result in improved performance. Fig. 2 . Preprocessing steps applied in this work (cf. Equation (1)). The original image (left), application of local contrast enhancement (center) after padding the ROI, crop based on the mask corresponding to the FOV (right).
Data augmentation -manipulation
The U-Net architecture requires a large amount of training data. The 20 and 30 images of the DRIVE and HRF training set in their original form do not fulfill this requirement. Furthermore, a validation set is needed for model selection. A validation split of 15% is selected, resulting in a data split of 17 training, 3 validation and 20 test for DRIVE and 25 training, 5 validation and 15 test images for HRF. Due to data scarcity, powerful data augmentation techniques need to be applied. One of the most important data augmentation techniques used in training the model was random cropping. Random crops of size 512 × 512 (DRIVE) and 2048 × 2048 (HRF) are extracted randomly out of the original images with resolution 584 × 565 (DRIVE) and 3504 × 2336 (HRF). That way, the number of training instances can be greatly increased. Evidently, partially overlapping patches are unavoidable, and could still imply an unsolved data scarcity issue.
Differentiating arteries from veins is achieved in part by detecting small relative differences in color and brightness. We deemed it important to ensure the presence of both artery and vein pixels in each patch to allow the FCN to detect those relative differences. The use of a large patch size that is close to the original image size allows the network to learn global features. We opt for a dynamic augmented data set, where training samples are generated randomly at the start of each mini-batch.
The use of an increased patch size is strongly associated with the likelihood of overlap, hence the need for additional data augmentation. We artificially grow our data set by a factor of 8 through rotation at 90, 180 and 270 degrees and horizontal flips. In addition, data augmentation through elastic deformation was one of the key success factors behind the original U-Net paper and resulted in a substantial decrease in overfitting in our work as well. We have implemented elastic deformation by sampling control points on a regularly spaced 100 × 100 grid. Each control point has isotropic Gaussian noise added with = 20. This greatly increases the number of synthetic training images. However, the use of elastic deformation seems to come at the cost of harming the continuous structure of secondary vessels with a thickness of 1-2 pixels. Finally, a number of experiments employed random rotation at any degree between 0 and 360. As rotation resulted in poor performance on the validation set, we have not included this step in all experiments.
Network architecture
A key novelty in our work is the combination of vessel extraction and artery-vein discrimination; two processes that have always been dealt with separately in the literature. As previously discussed, CNNs have outperformed classic computer vision techniques in vessel extraction (Fraz et al., 2012b; González et al., 2010; Ishikawa et al., 2005; Türetken et al., 2011; Yedidya and Hartley, 2008) , and showed promising results in the A/V discrimination method introduced by Welikala et al. (2017) . We adapt the original U-Net approach to allow for three class segmentation in the context of A/V discrimination.
The model that achieved the best performance on the two data sets differs from the original U-Net in several ways. The input is set to 3 × 512 × 512 (equivalently 3 × 2048 × 2048 for HRF), which corresponds to the 3-channel RGB input and large patch size. At the end of the expanding path, the output segmentation map is modified to allow for four classes: 'background', 'artery', 'vein' and 'unknown'. This is obtained through a final convolutional layer with four convolution filters of size 1 × 1. That way, four output maps are generated, to which softmax activation is applied. The unknown class, corresponding to the green pixels in the ground truth, is ignored in the computation of the loss function, and will not be predicted.
The number of feature maps generated at each layer is a quarter of the number described by Ronneberger et al. (2015) due to memory limitations (preference for larger mini-batch size) and data scarcity. We opt for a mini-batch size of four to reduce variance in the gradient updates, resulting in fast convergence. The authors of the original U-Net preferred a mini-batch with a single input image combined with an optimizer employing a high momentum over a larger mini-batch size. Our best model comprises a little over 5 million trainable weights, which is significantly smaller than the original network. Given that there are few (original) training data, we expect an increased risk of overfitting when moving to a larger network. An experiment that added an additional layer block to both contracting and expanding paths scored worse on the three holdout validation images. To compare with Welikala et al. (2017) , additional experiments were carried out with a different data split (25 -5 -10). The best model on this new split successfully goes one level deeper, without overfitting, increasing the reported F1 score over the standard split slightly. Batch normalization layers with momentum = 0.99 and epsilon = 0.001 were added after each convolution to standardize the outputs of the latter. The kernel of each convolution was increased to 5 × 5, leading to an increase in the receptive field. The model for DRIVE did not benefit from the use of dilation, an operation that similarly expands the receptive field but at reduced memory consumption. However, the overall performance of the FCN applied to the HRF data increased significantly when dilation was employed. This method allows the same number of trainable parameters, while the receptive field grows in size. A detailed overview of the final network architecture is presented in Table 1 .
Training details
Dropout layers of 20% at end of contracting path are added for explicit regularization, as done in the original U-Net paper. The use of dropout following each convolution had a significant negative impact on segmentation performance, explained by the loss of image information at the start of the network. A custom weight map is introduced that emphasizes vessel centerline pixels. The motivation behind this weightmap is threefold. Within a fundus image of the DRIVE data set, close to 90% of all pixels are non-vessel, resulting in a huge class imbalance. A custom weightmap does not only counter class imbalance; it leads to equal importance among vessels. Previous work reported high accuracies on primary vessels (e.g. vessel width at least three pixels), whereas the secondary vessels were often omitted in the evaluation. Finally, the use of a weight map also allowed us to ignore the pixels for which the labeling is unknown in the ground truth described by Qureshi et al. (2013) , and the HRF variant introduced in this paper. The vessel centerline was obtained by skeletonizing the official vessel ground truth with the Image Processing SciKit Toolbox in Python (van der Walt et al., 2014). Categorical cross-entropy was maintained as loss metric, but in combination with the Adam optimizer (Kingma and Ba, 2015) , which updates weights with a maximum step size of 0.001 (after convergence the learning rate is decreased to a tenth of its original value). The proposed U-Net segmentation network is implemented Fig. 3 . Illustration of the different zones used in the evaluation of A/V segmentation algorithms (cf. Section 4.5 and Table 3 ). From left to right: (1) All vessel pixels, (2) Vessel centerline pixels, (3) Vessel centerline pixels, limited to vessels wider than two pixels. (4)- (6) limit evaluation to the ROI known as Zone B, obtained as described by Knudtson et al. (2003) . Table 1 FCN architecture for A/V discrimination on DRIVE. Each convolution was followed by a ReLU activation and Batch Normalization layer with default settings. In the decoder path, features from the encoder path at the same resolution are fused through concatenation. The FCN for HRF follows the same architecture, with the main difference the input size (and subsequent output sizes).
Layer
Output 
Evaluation protocol
Evaluation of our custom U-Net for A/V discrimination is carried out on all test images. From these images, crops of the same size that was used in training are extracted, but this time in an ordered way to facilitate recomposition after prediction is completed. Additionally, we employ common test-time augmentation techniques (overlapping crops, rotations and horizontal flips) to reduce prediction errors. The reported performance was computed using a single model, no ensemble techniques were used. After obtaining the averaged class probabilities, each pixel is assigned to the class corresponding to the largest probability. Finally the segmentation maps are compared to the masked ground truth of the test images, depending on the active evaluation zone.
Previous work on artery-vein discrimination often report their best results in terms of accuracy, but with differences in the details of the data set split, evaluation zone, and pixel mask (e.g. restricting to centerline pixels of vessels of varying minimal pixel width, usually two or three pixels) (Table 6 ). This inconsistency in evaluation hampers the objective comparison of methods. We have therefore opted for a comprehensive evaluation for DRIVE, in which we use one of three subsets of vessels (all, centerline, or centerline limited to vessels wider than two pixels), and either the whole image or only vessel pixels present in Zone B (Fig. 3) . Given that we are the first to propose a method that combines both vessel extraction and artery-vein discrimination, we want to set an objective standard to facilitate future benchmarking. The binary masks that were used in the evaluation can be found in the project repository at https:// github.com/rubenhx/av-segmentation.
Results
DRIVE
Our best model yields a vessel segmentation accuracy of 96.75%, which is in line with related work in that domain (Orlando et al., 2017) . For A/V discrimination, performance metrics were computed over six different evaluation masks (Fig. 3) , as introduced in Section 4.5. The average performance statistics are given, but also split into artery and vein, to highlight the model's performance on the two classes individually. Results on two-class segmentation are reported in Table 3 , while three-class segmentation is given in Table 4 .
The best model achieves an A/V discrimination accuracy of 94.25% in evaluation zone 3. Since these accuracies are comparable to most A/V discrimination results on the DRIVE data set reported in literature, they are highlighted in Table 3 . As previously discussed, significant discrepancies in results can be observed between evaluation zones. This particular model obtained better accuracies for retinal arteries than retinal veins, especially in evaluation zone 2. At the same time, the F1 score for the retinal vein class is often higher than its artery equivalent, illustrating the limitations of the accuracy metric in this context. Fig. 4 . DRIVE -Training evolution of accuracy and loss as a function of the number of training epochs. Weights at epoch 11 were selected, corresponding to the lowest loss on the three holdout validation images. Table 2 DRIVE -Ablation study with a fixed learning rate at 0.001, assessed on F1 score in evaluation zone (1) (see Fig. 3 ). The largest factor in the performance of the final system is the background subtraction that counters lighting effects. The performance is comparatively stable with respect to other factors related to image normalization, dropout, kernel size, and dilation. Table 3 Quantitative results of the proposed FCN for A/V discrimination on all 20 DRIVE test images, given for each of the evaluation zones (in parentheses) introduced in Section 4.5 and illustrated in Fig. 3 . This table restricts results to the two vessel classes (background is not included).
(1) (2) (3) (4) (5) Table 4 Quantitative results of the proposed FCN for A/V discrimination on all 20 DRIVE test images, given for the evaluation zones (in parentheses, see Fig. 3 ) where the background is taken into consideration as well. Fig. 4 visualizes the loss and accuracy evolution of our best model, for which we selected the weights at Epoch 11 (early stopping, corresponds to lowest validation loss). Qualitative results of our work are displayed in Fig. 6 . Table 2 highlights the most important ablation effects. Starting from the best model with learning rate fixed at 0.001, several changes were made to assess its impact on performance on three-class segmentation. Background subtraction did lead to an significant surge in performance, whereas the second preprocessing step had negligible impact. Both excessive dropout and dilation resulted in subpar performance.
Finally, Table 6 compares our work with other works that evaluate their method on the public DRIVE data set (although not necessarily the same ground truth, as described in the final column of the table). The proposed method makes 25% fewer mistakes on vessel centerline pixels (limited to vessels wider than two pixels) compared to the current state-of-the-art.
HRF
For the High Resolution Fundus data set, the performance of several experiments with varying patch size, centerline weight, and dilation rate were evaluated on five holdout validation images. Detailed quantitative results on both validation and test set are presented in Table 5 .
Det% vessel (column 4) translates the number of vessel pixels in the ground truth that were found by the FCN (ignoring the true background pixels completely). Acc -full image and F1 -full image correspond to the performance in terms of three-class segmentation. Although these results are comparable across rows, they are hard to interpret due to the influence of the background pixels. Next, Acc -detected centerl and F1 -detected centerl yield the two-class metrics on the centerlines that were found by the model. Given that the detected centerline pixels vary across experiments, these metrics are not suited for objective comparison. Hence, the final two metrics Acc -full centerline and F1 -full centerline are introduced to provide a proper way to assess our system that achieves both vessel extraction and vessel discrimination. These metrics are computed by considering each vessel centerline pixel in the ground truth, and compare with the prediction, even if the model predicted a background pixel (i.e. it was not able to segment correctly). The last row of the table corresponds to the results of the best model on all 15 test images, yielding an accuracy of 96.98% on all discovered centerline pixels. Fig. 5 provides a visualization of both the ground truth and predictions by all eight experiments on the region surrounding the fovea. For a macula-centered fundus image, this is typically the area with the smallest vessels. Hence, this visualization aims at facilitating a qualitative benchmarking between experiments.
Finally, ground truth and predicted segmentation on a complete test image are visualized in Fig. 7 .
Discussion and conclusion
In this work, a successful application of the U-Net semantic segmentation architecture to the discrimination of arteries and veins in fundus images is presented. The first goal, to check whether a segmentation network based on the U-Net would be able to perform state-of-the-art A/V discrimination, is attained. Following novel modifications to the U-Net architecture based on performance on the training and validation data, results that surpassed those reported in previous work have been obtained. On DRIVE, the proposed model achieves accuracies of 94.42% and 94.11% on arteries and veins, respectively. This represents a decrease in error of 25% over the previous state of the art reported by Xu et al. (2017) . On HRF, trained with the A/V ground truth presented in this work, an accuracy of 96.98% was measured on all discovered centerline pixels. Moving forward, we invite fellow researchers active in this field to report results on all centerline pixels present in the ground truth when developing a system that combines vessel extraction and A/V discrimination.
The proposed method gives predictions at every pixel, while related work do not. This is particularly useful in the domain of Using labels from (Hu et al., 2013) as independent expert automated AVR determination, which requires the vessel width in Zone B. The insights of this work can be beneficial in the domain of automated analysis of fundus images with deep learning. We highlight two key concepts that led to results that surpass previous work.
First, this work had a strong focus on careful data augmentation. Deep learning architectures require a large number of unique training samples in order to generalize well and prevent overfitting. Hence the introduction of basic augmentation techniques including rotation, flips and random crops, but more importantly, elastic deformation. The advantage of elastic deformation is the sampling of a large amount of realistic artificial training data, allowing longer training time. For vessel segmentation, the sole drawback is the loss of connectedness observed in secondary vessels that are one pixel wide.
Next to that, a custom weightmap was introduced that emphasizes vessel centerline pixels. That way, equal importance is attributed towards all vessels, independent of their width. Previously, the evaluation of one's method for A/V discrimination was often limited to primary vessels that are easily distinguishable upon visual inspection, whereas performance on secondary vessels seemed to be much lower. The use of the custom weight map addresses this issue.
While our model outputs high accuracies on the DRIVE data set, there are some limitations to be discussed. Reporting on the DRIVE data set is recommended as it is a widely cited and evaluated data set in literature. At the same time, the data set itself is small, has low resolution and shows little variance. To provide a more realistic performance, we evaluated our model on the High Resolution Fundus Image Database, for which the ground truth is made publicly available through this work. The performance on the latter exceeds the one measured on DRIVE, most likely due to the availability of an increased training set that allows for better generalization. Still, even at accuracies nearing 97% on HRF, the model makes subtle mistakes that a human expert would never make (e.g. a sudden transition from one vessel type to another on a straight segment). Hence, there is room for improvement left, possibly by incorporating a traditional vessel tracking technique. A more novel way would be to segment the bifurcation and crossover areas as an additional class, after which segments could be classified based on the majority vote.
The prediction of reliable vessel diameters is of utmost importance in width-related retinal biomarkers such as AVR. Qualitative results for DRIVE seemed to indicate a consistently smaller diameter in segmentations produced by the FCN when compared to the ground truth. On average, predicted Zone B vessels are 0.34 pixels thinner than the reference standard of the DRIVE test set. As long as the error is consistent in both arterioles and venules, the effect on AVR value should be minimal. A quantitative comparison for images of HRF confirmed a consistent deviance of 1.89 pixels surplus in predicted segments. This is due to the different sample weight on the centerline (2 for DRIVE, 10 for HRF) which led to the best results for overall segmentation, but not necessarily vessel thickness. One future avenue of investigation is to formulate a loss function that takes vessel thickness into account, in order to optimize for AVR directly.
Moving forward to a general model that can achieve A/V discrimination on any fundus image, additional ground truth are needed. Data sets where a different camera (equivalently, resolution) was used, or containing pathologies, could only lead to a more robust model that could be employed in a real life scenario. The introduction of the HRF A/V ground truth represents a step in this direction.
Recently, it was demonstrated that deep learning applied to retinal fundus images could predict to some extent cardiovascular risk factors such as age, smoking status, and systolic blood pressure (Poplin et al., 2018) . However, to fully extract the cardiovascular information hidden within the retinal microvasculature, it is believed that metrics describing the status of the arterial and venular tree is important. Many prospective population studies have fundus images included in their data acquisition protocol. The exploitation of these images can be time-consuming as one needs graders for manual or semi-automated analysis. Therefore, a framework for simultaneous segmentation and classification of vessels, such as the one presented in this paper, could be valuable in a workflow for the automated calculation of vessel widths, CRAE, CRVE and other metrics such as arteriolar and venular tree fractal dimensions.
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