ABSTRACT Negative selection algorithm (NSA) is an important method for generating detectors in artificial immune systems. Traditional NSAs randomly generate detectors in the whole feature space. However, with increasing dimensions, data samples aggregate in some specific subspaces, not uniformly distributed in the whole space. The detectors randomly generated by traditional NSAs cannot exactly fall into these specific subspaces, which results in a low coverage of detectors and a poor performance in a high-dimensional space. To overcome this defect, an improved real NSA based on subspace density seeking (SDS-RNSA) is proposed in this paper. In an SDS-RNSA, a subspace density seeking algorithm is adopted to procure the dense subspace regions of samples. Then, detectors are generated in each subspace region to cover up nonself-region efficiently and improve the performance of the algorithm. During the process of detector generation, the redundancy of candidate detectors is calculated, and the redundant is eliminated to minimize the time expense of the algorithm. Experimental results demonstrate that, compared with the classic NSAs, the SDS-RNSA can significantly improve the detection rate with an approximative false alarm rate and a smaller time expense. At the best case, the detection rate of the SDS-RNSA is increased by 14.7%, while the time expense is decreased by 78.1%.
I. INTRODUCTION
Recently, More and more researchers have focused on Artificial Immune System (AIS), which is inspired by biological immune system [1] - [3] . In AIS, negative selection algorithm (NSA) is an important detector-generation algorithm, which simulates the immune tolerance in T-cell maturation process of biological immune system, and achieves effective recognition of nonself antigens by clearing self-reactive candidate detectors. Due to its robustness and self-adaption, NSA is widely used in the field of anomaly detection [4] - [6] , fault diagnosis [7] , [8] , pattern recognition [9] - [11] and computer security [12] , [13] .
Forrest et al. [14] originally established the framework of NSA, and adopted a binary string representation of antigens(samples) and antibodies(detectors), and adopted an r-contiguous-bit matching method to compute the similarity between antibodies and antigens. Balthrop et al. [15] pointed out the vulnerabilities which existed in the r-contiguous-bit matching algorithm and presented an improved r-chunk matching mechanism. Many applications were feasible to be studied on the real-value space. For the lack of binary representation in dealing with numerical data, González et al. [16] and González and Dasgupta [17] proposed a real-value NSA(RNSA), in which the attributes of detectors and antigens were normalized into n-dimensional real valued space [0, 1] n , while the similarity was evaluated by the Minkowski distance. And then, Zhou and Dasgupta [18] and Ji and Dasgupta [19] presented an improved RNSA (V-Detector), in which the radius of detector was dynamically resized to the nearest self-antigen margin.
For the sake of reducing computational cost of the algorithm, Gong et al. [20] generated some self-detectors to represent self samples and integrated a novel further training strategy into the training stage. Meanwhile, Wen et al. [21] adopted a hierarchical clustering algorithm to find out the centers of self samples and generated detectors with them, thus reducing the time cost of the algorithm. Zeng et al. [22] and Li et al. [23] adjusted self radius with different method to make it easy to distinguish between self samples and nonself samples, thus improving the performance of the algorithm. Xiao et al. [24] optimized the sequence of generated detectors with an immune mechanism, and hierarchically generated detectors from large to small distance(with the selves as the center) to decrease the number of detectors.
However, the existing algorithms mentioned above mainly focus on the size of detectors, the time complexity and the radius of self sample, not on the detector generation mechanism in high-dimensional space. Poor performance in highdimensional space, which is the most serious problem of the NSAs, has not yet been solved. Stibor et al. [25] , [26] analyzed the negative effect of high dimensions on NSAs using the volume of super-sphere, the distribution of highdimensional data and the termination of an algorithm. Skala [27] pointed out that the calculation of distance in highdimensional space becomes more difficult, and this could degrade the performance of the algorithm.
In this paper, our work suggests that the poor performance of traditional NSAs in high-dimensional space can be ascribed to the reason as follow: As dimensions increase, shape of feature space turns into a center region with many detached corner regions(subspace) surrounding it, and lots of samples fall into some specific subspaces. Because the candidate detectors of traditional NSAs were randomly generated in the whole feature space, and the number of subspaces is tremendous, these detectors can not exactly fall into these specific subspaces. Hence, without detectors generated in the specific subspace, it is difficult to cover up these subspaces for the resistance of self samples in them, which leads to the low detector coverage and poor performance of traditional algorithms. To overcome this limitation, an improved RNSA based on subspace density seeking, named as SDS-RNSA, is proposed in this paper. In the SDS-RNSA, a subspace density seeking algorithm based on subspace clustering is adopted to find out the dense special subspace into which many samples fall, and an approximately optimal detector set is generated in each dense subspace to cover up nonself space efficiently. Fig.1 is the framework of SDS-RNSA, and there are three main stages in it. First, a subspace density seeking algorithm is adopted to find out the dense subspaces of samples, and the regions of these subspaces are calculated. Second, detectors are generated in each subspace region with coverage as the termination threshold. Third, additional detectors are generated outside the subspace region to cover up more nonself region. During the process of detector generation, the redundancy of candidate detectors are calculated and the redundant are eliminated to reduce the time cost of the training stage. The pseudocode of SDS-RNSA is Table 4 .
II. THE PROPOSED ALGORITHM:SDS-RNSA

A. SUBSPACE DENSITY SEEKING ALGORITHM(SDS)
The subspace density seeking algorithm(SDS) proposed in this paper is a searching algorithm based on subspace clustering(SC). Samples are aggregated in some special subspace, not uniformly distributed in high-dimensional feature space. SC algorithms divide the feature space into some small subspaces, and search clusters in the subspace to overcome the defect that traditional clustering algorithms can not find out the clusters in the whole feature space. SDS algorithm can be divided in two stages: a) calculate all subspaces of the samples based on SC algorithm. b) select some eligible subspaces and calculate the region of them. a). In order to find out all subspaces, the weight matrix W , the location matrix V and the attribution matrix U , which minimize the intra-cluster distance (Eq.1), should be calculated. Through the method of lagrangian multiplier, we get that the iterative formulas of U , V , W are Eq. which belong to each cluster, and it is calculated by Eq.5.
where c, n, d are the number of clusters, samples, features respectively, w β ik is fuzzy weight which is assigned to the kth feature of the ith cluster, β > 1 is the fuzzy factor and ε is a small number to avoid the mistake due to zero dispersion of a dimension in a cluster.
where u ij = 1 means sample j belongs to cluster i.
where v ik is the location value of k −dimension of cluster i, and it is the mean of all samples in cluster i.
where w ik is the weight of k −dimension of cluster i, β > 1 is the fuzzy factor and ε is a small number to avoid the mistake due to zero dispersion of a dimension in a cluster.
where cnt i is the number of samples in cluster i.
In this section,a dataset named ''Survival'' is adopted to testify the validity of SDS. ''Survival'' is a 3-D UCI dataset that is widely used in the field of machine learning and anomaly detection. As shown in Fig.2 (the sample distribution of ''Survival''), many samples are aggregated in the space (x, y). ε is just a small number, such as 0.0001, to avoid the mistake due to zero dispersion of a dimension in a cluster, the value of it has almost no influence on the performance of SDS. β is the fuzzy factor, and SDS can get a good clustering result when β = 2. From the experiment in chapter III.A, we know that c = 10 is the best choice for ''Survival'' dataset. Table 1 lists the result of the first stage in SDS when the intra-cluster distance(J SC ) is the smallest, where Num is the sequence of clusters. Higher weight indicates that samples closer to the clustering center. For instance, as shown in Table 1 , W x of cluster Num.2 is 0.9977, which indicates that the average value of V x of the five samples in cluster Num.2 is close to 0.6642. Table 1 shows that the samples in ''Survival'' are divided into 10 clusters, 210 samples in clusters Num.1, 3, 4, 6, 7, 8 fall into space (x, y), and 29 samples in clusters Num.2, 5, 9, 10 fall into space (y, z). This result is compatible with the sample distribution in Fig. 2. b). After getting V , W and Cnt, as shown in Table 1 , Eq.6 is adopted to find out all the eligible subspaces whose value of f s (x) are 1, and Eq.7 is adopted to calculate the region(L) of each eligible subspace. The eligible subspace must satisfies three conditions: exist one or more feature whose location value is close to 0 or 1, the weight of that feature is higher than δ and the count of samples in this subspace is greater than κ × n. The value of θ decides the volume of subspace, and it should be little than 0.1 in order to distinguish the subspace region and center region, θ = 0.05 in this paper. δ and κ decide that the subspace which has a small weight and few samples is ineligible. From the experiment in III.B.1, we know that δ = 0.5, κ = 0.01 is the best choice. According to Eq.6, the eligible subspaces of Table 1 are Num.3, 4, 7. The edge of subspace region depends on by V and λ, as shown in Eq.7. λ is revise to W , and ranges from 0.001 to 1, when W < 0.2, λ = 1. For instance, W z of subspace Num.4 is 1, which means that the average value of V z of all the samples in subspace Num.4 is 0. So, λ for z feature of subspace Num.4 is 0.001, and the region of subspace in z feature is (0, 0.001) calculated by Eq.7. Table 2 shows the subspace region of ''Survival'' data set.
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where L j is region of eligible subspace j, d is the size of feature and λ is the fluctuate value.
The pseudocode of subspace density seeking algorithm is in Table 3 . In this algorithm, error is a small positive number to end the loop when J SC does not change anymore, such as error = 10 −6 .
B. REDUNDANCY ANALYSIS AND ESTIMATION COVERAGE
In order to minimize the time expense of the algorithm, SDS-RNSA judges whether a candidate detector is redundant when it falls into the region of an existing detector. If a candidate detector almost contributes nothing to the coverage of detectors, it is a redundant detector that should be eliminated. For example, Fig.3 shows the result of redundancy test in 2-dimensional feature space, the redundancy region(V C ) is the circular region with red shadow. Because the detectors in V C are too close to the nearest self, and they hardly increase any coverage of detectors, so the V C is the redundant region. The center of V C is the midpoint of the center of dt 1 and the nearest self S, and the radius of V C is r/2. Fig.3(a) shows dt c1 and dt d2 are two redundant detectors. dt c3 and dt c4 in the Fig.3(b) are two eligible detectors.
Eq.8 is adopted to judge whether a candidate detector is redundant in d-dimensional feature space, where detector
dt is the existing detector in which dtc falls. f r (dtc) = 1 indicates that dtc is a redundant candidate detector.
where dtc is a candidate detector, dt is an existing detector, s is the nearest self sample of dt, r is the radius of dt.
SDS-RNSA terminates when the estimation coverage rate(C e ) of detectors is greater than an expected coverage(p). C e is also called the estimation coverage of nonself region, and a hypothesis testing method is adopted to calculate C e , as shown in Eq.9. Eq.10 is the formula used to decide whether the algorithm should be terminated. f c = −1 indicates SDS-RNSA should restart the hypothesis testing and set m = t = 0. f c = 1 indicates enough detectors are generated and SDS-RNSA will be terminated. SDS-RNSA continue to generate detectors when f c = 0.
C e = redundant detectors candidate detectors in nonself region
where C e is the estimation coverage rate.
where G is a period for hypothesis test and G > max(5/p, 5/(1 − p), p is the expected coverage rate, m is the number of redundant candidate detectors and t is the number of candidate detectors which fall into nonself region. Table 4 is the code of SDS-RNSA, where S is the location matrix of the nearest self samples, m is the number of redundant detectors and t is the number of detectors in one subspace. Steps 1−2 are the stages to get the subspace region. Steps 3 − 19 are the stages to generate detectors in the subspace region and step 20 is the final stage to generate detectors outside of subspace region to cover the extra nonself region. Traditional negative selection algorithms randomly generate detectors in the whole feature space, so it is difficult to cover nonself region efficiently. For example, Figure 4 shows the result of detector generation of V-Detector [18] and SDS-RNSA on the ''Survival'' dataset, where the termination criterion is that the estimation coverage equals to 99%. Fig.4(a) shows that, many nonself samples is not be covered by the detectors generated by V-Detector, because detector can not be generated in the subspace of samples and the efficient coverage of nonself region is low. On the contrary, Fig.4(b) shows that, SDS-RNSA can cover up nonself samples efficiently, because it generates detectors in the subspaces of samples. So SDS-RNSA can improve the detection rate of the algorithm. The number of detectors in the Fig.4(b) is much less than that in Fig.4(a) , because redundant detectors are eliminated in SDS-RNSA.
C. PSEUDOCODE AND ANALYSIS OF SDS-RNSA
III. EXPERIMENTS AND DISCUSS
In the section, the performance of SDS-RNSA is tested on a group of experiments. The experimental datasets [28] include ''Survival'', ''Breast Cancer Wisconsin(BCW)'', ''KDDCup'', where Survival is the data of patients who had undergone surgery for breast cancer, BCW is the breast cancer dataset of Wisconsin patients and KDDCup is the intrusion dateset collected by DARPA in MIT, and these datasets are widely used in the field of machine learning, anomaly detection and detector generation of AIS [6] , [20] - [23] . The description of the experimental datasets is in Table 5 .
The comparison algorithms are RNSA(classic constant radius NSA), V-Detector(classic varied radius NSA) and six performance, the following two experiments are carried out on BCW dataset. After deleting an unimportant attribute named 'sample code number', we normalized the dataset in the unitary hypercube [0, 1] 9 using the min-max normalization. In the following two experiments, half data of Self and Nonself are randomly selected as train set, and the rest of BCW is test set.
The purpose of first experiment is to test the relationship between r s , p and the algorithm's performance(DR and FAR), In this experiment, r s varies from 0.01 to 0.3 while p varies from 90% to 99.99%. The number of initial clusters is supposed to 40, which is got by the next experiment. As shown in Fig.5 , under the same p, DR and FAR are decreasing with the increase of r s . But under the same r s , they are increasing with the increase of p. Because the increase of r s increases self region and the decrease of p decreases the coverage of detectors, thus leading to the lower DR and lower FAR. So smaller r s and greater p are suitable for abnormal sensitive solutions while greater r s and smaller p are suitable for false alarm sensitive solutions. In order to get a good performance, r s = 0.1 and p = 99% is adopted on BCW dataset.
Second experiment is carried on BCW to find out the influence of c on the performance of SDS-RNSA. Known from the first experiment, r s = 0.1 and p = 99% are adopted. Each test is repeated for 20 times and results are the average values. Fig.6 shows that DR does not increase obvious and FAR does not decrease obvious when c is greater than 40. On the other hand, the time expense of the algorithm obviously increased with the addition of clusters. When c increases, the number of distance calculation in SDS-RNSA increases, thus lending to a higher time expense. Therefore, c = 40 is suitable for BCW dataset.
Therefore, in order to get a better performance, r s = 0.1, p = 99%, c = 40 are suitable for BCW. In the same way, r s = 0.01, p = 99%, c = 10 are chose for Survival and r s = 0.015, p = 99%, c = 100 are chose for KDDCup. 
B. CONTRAST EXPERIMENTS 1) EXPERIMENTS ON SURVIVAL DATASET
The experiments on Survival dataset are divided in two parts: I) The validity test of redundancy test in SDS-RNSA; II) Comparison between SDS-RNSA and V-Detector. In these experiments, half data of Survival are randomly selected as train set, and the rest of them are test set. Table 6 is the parameter setting which is got from previous section, and the experiments are repeated ten times. Table 7 shows the result of SDS-RNSA-0 which has no redundancy test, and Table 8 is the result of SDS-RNSA. With the redundancy test to eliminate redundant detectors, SDS-RNSA has less detectors than SDS-RNSA-0, and gets a smaller training time expense. While the detectors in SDS-RNSA are efficient detectors which increase the coverage of nonself region quickly, so the DR of SDS-RNSA is higher than that of SDS-RNSA-0, and the FAR of them is at same level. Especially when p = 0.99, the number of detector is decreased by approximately 80.3%, the training time is decreased by approximately 78.1%, and DR of SDS-RNSA is increased by approximately 14.7% while FAR is increased by 5.3%. Compared Table 8 with  Table 9 , under the same p, V-Detector generated less detectors than SDS-RNSA, but the DR of it is too small. When p continually increases, it gets a higher DR, but the number of detector and the time expense are enormous. Compared with V-Detector, SDS-RNSA improve the DR while the FAR remain at same level, and it has a smaller time expense.
2) EXPERIMENTS ON BCW DATASET
The contrast experiments between RNSA, V-Detector and SDS-RNSA are carried on BCW dataset in this section. The parameter setting is shown in Table 10 , where r dt is the radius of detector. This paper modifies RNSA to use the expected coverage of detectors as the termination criterion, in order to make valid comparisons of these algorithms in the same experimental criteria. Because the performance of RNSA and V-Detector are poor when p ∈ (0.90−0.99), so p is increased to (0.99 − 0.999) to get a better performance. Half data of BCW are randomly selected as train set, and the rest of BCW are test set. Fig.7 is the result of contrast experiment. As shows in Fig.7(a) , the DR of SDS-RNSA is obvious bigger than that of RNSA and V-Detector, while their FAR are approximative. As shown in Fig.7(b) , even we increase p to 0.99 − 0.999, RNSA and V-Detector can not generate more efficient detectors in high-dimensional space, which results in a low DR. Fig.7(c) shows that SDS-RNSA has a higher time cost for generating more efficient detectors. Relative to the significant improvement of the DR(about 15%), it is acceptable that the efficiency is slightly decreased and FAR is slightly increased. 
3) FURTHER EXPERIMENTS ON KDDCUP DATASET
To further test the performance of SDS-RNSA, we design another couples of comparison experiments on KDDCup dataset. Because there are many redundant records in KDDCup, so four subsets(KDDTrain+, KDDTest, KDDTest+, KDDTest-21) of KDDCup, as described in [29] , are adopted as experimental dataset. First 20% of the records in KDDTrain+ is employed as train set, and KDDTest, KDDTest+, KDDTest-21 are adopted as test sets. Known from the previous experiment, V-Detector can not generated enough detectors in high-dimensional space, so the number of detectors(Num dt ) is adopted as the termination criterion of V-Detector algorithm. V-Detector can archive a good performance when Num dt = 10000. Tables 11 and 12 are the performance of V-Detector and SDS-RNSA on each test set, where r s = 0.015, T train is training time, T test is testing time and c = 100, p = 0.99 for SDS-RNSA. On KDDTest, KDDTest+, KDDTest-21 dataset, the DR of SDS-RNSA is higher than that of V-Detector by 11.68%, 9.85%, 8.81% respectively, and the AR of SDS-RNSA higher than that of V-Detector by 3.89%, 4.58%, 6.74% respectively. Moreover, T train of SDS-RNSA is lower by 40.35%, 36.77%, 46.01% respectively. Figs. 8 shows result of the comparison experiments with six learning methods whose name are ''J48'',''Naive Bayes'',''NB Tree'',''Random Forest'',''Random Tree'',''SVM'' respectively. The performance of six learning methods are described in [29] . SDS-RNSA can archive a higher accuracy than all of six learning methods. 
IV. CONCLUSION
Negative selection algorithm is widely used in many field for its unique property. However, the problem of how to generated efficient detectors in high-dimensional space is not be solved properly in the previous research works. This paper introduces an improved real negative selection algorithm, named as SDS-RNSA. The subspace density seeking algorithm is adopted in SDS-RNSA to find out the dense subspace region. By generating detectors in each subspace region and using redundancy test, SDS-RNSA can cover up nonself space more effectively in high-dimensional space, thus improving the algorithm performance. The result of experiments show that, compared with the classic NSAs, SDS-RNSA has a higher detection rate and an approximative false alarm rate on Suvival and BCW dataset. Further contrast experiments on KDDCup show that SDS-RNSA can archive a higher accuracy rate than all of the mentioned learning methods in high-dimensional space. 
