Let k be a field. We simplify and extend work of Althaler & Dür on finite sequences over k by regarding k[x −1 , z −1 ] as a k[x, z] module, and studying forms in k[x −1 , z −1 ] from first principles. Then we apply our results to finite sequences.
Introduction

Background
Let k be a field. In [1] , the authors addressed the following problem: 'given several sequences in k of finite but possibly different length, find the linear recurrence of least order that is satisfied by all the sequences'. For some history of this problem, see loc. cit. p. 378 and the references cited there.
In [1, Section 2] they defined a 'generating form' for a finite sequence s using negative Laurent series in two variables, considered as a k[x, z] module. It is based on Macaulay's inverse system. They showed that their annihilator ideal is homogeneous and hence is generated by finitely many forms. In [1, Section 4] the authors gave an extension of Berlekamp-Massey (BM) algorithm and showed that it yields a minimal homogeneous graded-lexicographic (grlex) Gröbner basis for the annihilator ideal. Their solution to the original problem was to then use Gröbner basis methods to compute the intersection of finitely many annihilator ideals. The authors also showed that if s has n ≥ 1 terms, linear complexity ℓ s and 2ℓ s ≤ n then their Gröbner basis for the annihilator ideal is its unique reduced grlex Gröbner basis, [1, Lemma 7] .
The authors related their ideal to the usual one for a linear recurring sequence, [ 
Overview
We simplify and extend [1, Sections 2, 4] . Let R = k[x, z]. First we recall the graded R module k[x −1 , z −1 ] of inverse polynomials from [5] , [7] . Then we define the annihilator ideal I F of a non-zero inverse form F . This ideal is homogeneous. We inductively work with a special 'viable ordered pair' f of forms which generate I F ; our basis is F = x m where m ≤ 0, giving f = (x 1−m , z) as viable ordered pair for I F . Inductively, given a viable ordered pair for I F , a ∈ k and G = ax m−1 + F z −1 , we construct one for I G . This gives an effective Hilbert Basis theorem for I F . We show that I F is m-primary and that our generators f 1 , f 2 give an R regular sequence for I F .
The corresponding algorithm requires ∼ m 2 /2 multiplications in k. We define an analogue λ F of the linear complexity of a finite sequence. Part I concludes with 'essential' inverse forms, a prerequisite for Part II, and we apply essential inverse forms to characterise the uniqueness/non-uniqueness of f 1 , f 2 .
Part II discusses Gröbner bases. Accumulating intermediate forms (if any) gives a row vector headed by our viable ordered pair and length at most λ F + 1. We derive a syzygy for our pair and inductively apply Bucherger's Criterion to show that the form vector yields a minimal grlex Gröbner basis of I F . The k-dimension of the cyclic R module R/I F is λ F (2 − m − λ F ). We show how to modify the vector version of our algorithm to compute a reduced Gröbner basis for I F .
In the final Part III we apply our results to finite sequences. For example, the coefficients of x m (in reverse order) constitute the impulse response sequence 0 . . . , 0, 1 with 1 − m terms. The corresponding algorithm has been implemented for sequences in CO-COA. For completeness, we recompute several ideal intersections from [1] using our algorithm and syzygies obtained via COCOA. We correct an error in [1, Example 3] .
Our approach is simpler than [9] where we used Laurent polynomials to derive a variant of the BM algorithm. (In fact [9] is closely related to k[x −1 , x] as standard k[x] module; we were unaware of [5] .) We obtained a 'minimal polynomial' µ and an 'auxiliary polynomial' µ ′ of s. Finally, dehomogenisation induces a one-to-one correspondence of the viable ordered pair for our annihilator ideal of s and (µ, µ ′ ). In the "Appendix", we use evaluation homomorphisms to show that if F ∈ k[x −1 , z −1 ] is the generator form of a finite sequence then our ideal coincides with the ideal of [1] . The latter was defined using the R module of inverse power series k[[x −1 , z −1 ]].
In More Detail
This paper has three parts. First we give the necessary algebraic preliminaries and recall the R module M = k[x −1 , z −1 ] of inverse polynomials from [7] . Part I discusses the annihilator ideal of an inverse polynomial. Throughout the paper, F ∈ M × is an 'inverse form' and m = |F | ≤ 0 unless stated otherwise. We give a key characterisation of forms annihilating F . We have included a number of worked examples of determining I F , the annihilator ideal of F . We give some properties of I F e.g. x 1−m , z 1−m ∈ I F , I F is homogeneous and I x m = x 1−m , z . We say that an ordered pair of forms f = (f 1 , f 2 ) is 'viable for I F ' if f 1 ∈ z , f 2 ∈ z , |f 1 | + |f 2 | = 2 − m (where | | denotes total degree) and f 1 , f 2 generate I F . For example, the pair (x 1−m , z) is viable for I x m . Next, we give preliminary results needed to obtain I F inductively i.e. to obtain I G where G = a ♯ F = ax m−1 +F z −1 . We give our analogue of the discrepancy of [6] and show how it influences elements of I G . We show that if f is viable for I F and the discrepancy is zero then (f 1 , f 2 z) is viable for I G . The case of a non-zero discrepancy is more involved. We first define parametrised operators , ⊖ : R 2 → R. Then we show that
is viable for I G and how to update the parameters of and ⊖. This induction is simpler than [9] as we have the single inductive basis: (x 1−m , z) for x m . In this way, we construct a viable pair. We show that m 1−m ⊆ I F ⊆ m and that f 1 , f 2 is a regular sequence for I F . It follows that height(I F ) = 2. The corresponding Algorithm 4.26 requires ∼ m 2 /2 multiplications in k.
We conclude Part I with 'essential' inverse forms, an analogue of a notion used in [9] . It forms an important prerequisite for the construction of a minimal Gröbner basis in Part II. Since either (i) F = 0 and 1 ∈ I F or (ii) x 1−m ∈ I F , λ F = min{|ϕ| ∈ I × F : z ∤ ϕ} is a well-defined integer, and 0 ≤ λ F = |f 1 | ≤ 1 − m. As an application of essential inverse forms, we show that 2λ F < 2 − m ⇔ f 1 is unique ⇔ f 2 is not unique. Part II concerns Gröbner bases and is more technical. Accumulating intermediate forms (if any) for F gives a row vector F of forms headed by our ordered pair -at no extra computational cost other than storage -and F has at most λ F + 1 components. We show how successive ideal generators are related and explicitly determine the leading terms of F in terms of F and a syzygy of (F 1 , F 2 , F 3 ). The syzygy enables us to show that the F remainder of the S polynomial of f is zero. An inductive application of Buchberger's Criterion then shows that F is a minimal Gröbner basis for I F . So if G is any minimal grlex Gb of I F then G and F have the same cardinality and the same set of leading terms. Also, dim k (k[x, z]/I F ) = λ F (2 − m − λ F ). We adapt an inequality from the proof of [1, Lemma 7] to show that either F is already reduced or a monomial of f 1 reduces by f 2 . This yields an efficient reduced Gröbner basis (RGb) version; see Algorithm 5.24 . (A version of [1, Algorithm 1] to compute the RGb of their ideal does not appear in loc. cit.)
In Part III we apply our results to finite sequences over k. For the remainder of the introduction, let n ≥ 1, s = s 0 , . . . , s n−1 and F = F (s) be the 'inverse form' of s. Two modifications of the algorithm give a version that finds a viable ordered pair for I F , Algorithm 6.2.
We relate I F and the set of annihilating polynomials of s from [9] . The integer λ F equals the linear complexity ℓ s of s. For completeness we recompute the ideal intersections of two examples from [1] using syzygy modules in R 5 . (In [1] , syzygy modules are computed in R p where p − 1 is the sum of the cardinalities of the individual Gb's.) Dehomogenisation induces a one-to-one correspondence
(Here ∨ denotes dehomogenisation, ∧ is homogenisation, µ is a monic minimal polynomial and µ ′ is a monic auxiliary polynomial of s, as defined in [9] .) We conclude this outline with some remarks related to the Berlekamp-Massey (BM) algorithm. Firstly, 'Thus the question arises whether the BM algorithm can be modified to always yield the reduced Gb', [1, p. 387 ]. Whilst we do not know the answer to this question, we have shown that Algorithm 6.2 can be modified to give the RGb of I F .
Secondly, the one-to-one correspondence extends to outputs of Algorithm 6.2 and Algorithm 4.15 of [9] . The latter yields a variant of the original BM algorithm (with different initialisation); see [8] . So if f is viable for I F , |f 1 | and the reciprocal (f
* are a solution of the 'LFSR synthesis problem' of [6] . Thus for sequences, with Algorithm 6.2 (R)Gb denoting the (R)Gb-vector extension of Algorithm 6.2, we have the summary Algorithm 6.2 It would be interesting to extend this work to inverse forms over more general rings such as finite chain rings and Ore rings.
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Algebraic Preliminaries
Notation
For any set S containing 0, S × = S \ {0} so that N × = {1, 2, . . .}. As usual, ∅ = 0. Throughout the paper, k is an arbitrary field and R = k[x, z]. Multiplication in R is written as juxtaposition. For ϕ, ϕ
is |ϕ|, with |x| = |z| = 1. We put |0| = −∞ and the usual rules for arithmetic involving −∞ apply. We also use | · | for degree on k[x]. The ideal generated by ϕ 1 , . . . , ϕ m ∈ R is written ϕ 1 , . . . , ϕ m and m is the maximal ideal x, z of R. We will use the ring of Laurent polynomials in x, z namely, L = k[x −1 , z −1 , x, z] and · will denote multiplication; [ ] i is the i th coefficient of an element of L × . We also include reference tables of commonly-used symbols for the aid of the reader.
Symbol Meaning
the inverse form of s 
Grlex
We adopt [4] as a general reference. We write ≻ for graded-lexicographic order (grlex) on monomials of R × , with |x| = |z| = 1 and x ≻ z ≻ 1. Recall that ≻ is the linear order defined on monomials of R × as follows:
We write E(ϕ) for the grlex exponent or multidegree of ϕ ∈ R × :
and LM(ϕ) for its ≻ leading monomial; the leading coefficient of ϕ is LC(ϕ) and its leading term is LT(ϕ) = LC(ϕ)LM(ϕ). If ϕ is also a form and d = |ϕ| ∈ N, it will be convenient to write ϕ =
. In this case z|ϕ if and only if z|LM(ϕ) and if z ∤ LM(ϕ) then E(ϕ) = (|ϕ|, 0).
Homogeneity
then we have degree-preserving maps
∨ which are mutual inverses. We will need the following extension of division in k [x] , also used in [1] . Lemma 2.1 If ϕ, g 1 ∈ Φ and |ϕ| ≥ |g 1 | then there are unique forms α ∈ Φ and β ∈ R such that ϕ = αg 1 + β where either (i) β = 0 or (ii) |β| = |ϕ| and z|β.
Proof We can write ϕ 3 Inverse Forms
Basics
We also order the monomials of
× using grlex, now written ≺ , but with |x
is the ≺ exponent of F ∈ M × . If F is also a form i.e. an inverse form and d = |F | ≤ 0 is its total degree, we write
× denotes a typical non-zero inverse form and m = |F | ≤ 0. We will use a restriction of the exponential valuation v for non-zero inverse forms. The order of F = 0 is v = v(F ) = max{j : |F | ≤ j ≤ 0, F j = 0}.
Let F, G ∈ M × . We write F ∼ G if for some a ∈ k × we have F = a G. In particular |F | = |G| and for example, F ∼ F −1 v F . Then ∼ is an equivalence relation; let F denote the equivalence class of F . We will use F −1 v F ∈ F for simplicity as [F −1
v F ] v = 1 and our annihilator ideal will only depend on F .
We will say that F is geometric if F 0 = 1, m < 0 and
We will often use a ∈ k to augment a non-zero a inverse form
the last equality being an easy induction. It is easy to check that
The following inductive principle will often be used to prove a result for an arbitrary (non-zero) inverse form:
(i) prove the result for x v (the inductive basis) (ii) assuming the result is true for F , let a ∈ k be arbitrary and prove the result for a ♯ F .
The Module of Inverse Polynomials
We recall the R module M = k[x −1 , z −1 ] of inverse polynomials from [7, Introduction] .
The R module structure on M is obtained by linearly extending Equation (1) to all of R and M. The next two basic results will be applied frequently. Recall that the ring of
Proof (i) Since ϕ, F = 0, the integer d ∈ Z is well defined. Consider the form ϕ · F ∈ L × . It has total degree d and so we can write ϕ · F as the finite sum
By definition, the monomials of ϕ • F are a subset of those of ϕ · F :
(ii) If d > 0 then ϕ · F ∈ M and the sum of (i) is empty. (iii) From (i) and (ii), any non-zero term of ϕ • F has total degree d ≤ 0.
there is nothing to prove; otherwise the result follows from Lemma 3. 
The Ideal I F
Let F be an inverse form. The annihilator ideal of F is
2 z 2 , z 7 ∈ I F respectively. We will revisit the above augmented forms a ♯ F below. If F, G are non-zero forms and F ∼ G then I F = I G by linearity and so we can without loss of generality assume that F v = 1 and
It is clear that we always have x 1−m , z 1−m ∈ I F . For F = 0 we have 1 ∈ I F i.e. I F is a proper ideal of R. If m = 0 then m = x, z ⊆ I 1 . As m is maximal and I 1 is proper, I 1 = m. Example 3.6 Let F = x m , so that v = m. Then x 1−m , z ⊆ I F . We will shortly see that this is an equality. For a ∈ k × we have a ♯ F = ax m−1 + x m z −1 and we have seen that
We will see in Proposition 3.11 that this inclusion is also an equality.
In [1] the authors showed that their ideal is homogeneous.
Proposition 3.7
The ideal I F is homogeneous.
Proof Since I 0 = R is homogeneous, we can assume that F = 0 and |F | = m < ∞. Write an arbitrary ϕ ∈ I × F as the sum of its non-zero homogeneous components ϕ = i ϕ (i) say, with the |ϕ
• F = 0 then it has total degree |ϕ (i) | + m from Lemma 3.1. In the latter case, ϕ (i) • F cannot cancel with any other non-zero form ϕ (j) • F of distinct total degree |ϕ (j) | + m. Hence ϕ (i) • F = 0 for each i and I F is homogeneous.
If I is a proper homogeneous ideal of R, I = ϕ 1 , . . . , ϕ k for some forms ϕ 1 , . . . , ϕ k ∈ I by [4, Theorem 8.3.2] . Thus if F = 0 then I F = ϕ 1 , . . . , ϕ k for some forms ϕ 1 , . . . , ϕ k ∈ I F by Proposition 3.7. If now J is an ideal of R and we want to show that I F ⊆ J , it is enough to show that if ϕ ∈ I × F is a form then ϕ ∈ J . We will use this fact repeatedly without further mention.
If x|ϕ we are done, so suppose that x ∤ ϕ. Then ϕ 0 = 0 for otherwise x|ϕ and ϕ − ϕ 0 z d ∈ x . So it suffices to show that
The following elementary lemma will be used repeatedly.
(ii) Let ϕ ∈ I G and z|ϕ.
The next result completes Example 3.6; its proof will be generalised below.
From Example 3.6, it is enough to show that I G ⊆ J . Let ϕ ∈ I × G be a form and suppose first that z|ϕ. Then ϕ/z ∈ I F by Lemma 3.10 and hence ϕ/z = a 1 x 1−m + a 2 z for forms a 1 , a 2 by Proposition 3.8.
and hence ϕ ∈ J . Suppose now that z ∤ ϕ. Since I G is an ideal and g 1 ∈ I G , we have ϕ z ∈ I G and so
Hence ϕ = a 1 x 1−m + a 2 z for forms a 1 , a 2 by Proposition 3.8. Now a 1 = 0 since z ∤ ϕ so |ϕ| = |a 1 | + |g 1 | ≥ |g 1 | = 1 − m. Lemma 2.1 therefore implies that ϕ = α g 1 + β where α ∈ Φ and β = 0 or z|β. If β = 0 we are done, so let β = 0. Again I G is an ideal, g 1 ∈ I G and ϕ ∈ I G by assumption. So β = ϕ − α g 1 ∈ I G . Since z|β we have β ∈ J as before. Hence ϕ ∈ g 1 , β ⊆ J and
There is a chain of proper inclusions for I a ♯ F . Proposition 3.12 For F = 0, we have (i) I a ♯ F ⊂ I F and (ii) there is a filtration
The equality is Proposition 3.8. Now apply the first part inductively. Definition 3.13 Let F = 0. We will call f ∈ R 2 a viable ordered pair for
The Integer λ F
The following definition makes sense since if F = 0 then 1 ∈ I F and otherwise x 1−|F | ∈ I F . Definition 3.14 For an inverse form F , we define λ F ∈ N by
12, which we paraphrase as 'λ is non-decreasing'.
is viable for I F from Proposition 3.8 and if F = z m then λ F = 1 as (x, z 1−m ) is viable for I F by Example 3.9.
Proposition 3.16
The inverse form F is geometric if and only if m < 0, F 0 = 1 and
Proof Suppose that F is geometric. Then F 0 = 1, so λ 0 = 1. We have seen that x − rz ∈ I F ∩ Φ and so λ m ≤ 1 by definition. As
The Main Theorem
We develop our main result Theorem 4.18 in several stages. First we discuss a 'discrepancy' which shows how a and I F affect I a ♯ F . Then two inductive steps (depending on a zero or non-zero discrepancy) to obtain a viable ordered pair for I a ♯ F from one for I F .
The Discrepancy
Proof If d > 0 there is nothing to prove, so assume that d ≤ 0. Let ϕ ∈ I × F and e = |ϕ| ≥ 0. Then d + 1 = e + m and from Lemma 3.1
The next definition is our analogue of 'discrepancy' as introduced in [6] .
is called the discrepancy of ϕ and G.
If f is viable for I F and G = a ♯ F then |f i | + |G| ≤ 0 and so ∆(
Next some examples of determining discrepancies given a ∈ k and F . 
so that x 2−m ∈ I H if and only if b = 0. The discrepancy of z and H is
Our final example is not altogether unexpected.
say, for some B, C ∈ k. To obtain B we require 1 + i = m, but m ≤ i ≤ 0 so B = 0, and to obtain C we require i = m so
The Inductive
Step, I
Here we treat the zero-discrepancy case.
Proof Let J = g 1 , g 2 . We have g 1 ∈ I G by Proposition 4.1 and
G then ϕ ∈ I F by Proposition 3.12. Hence ϕ = αf 1 + β where z|β. As I G is an ideal, β = ϕ − α f 1 = ϕ − α g 1 ∈ I G and z|β implies that β/z ∈ I F by Lemma 3.10. Hence β ∈ I F z ⊂ J , ϕ ∈ J and I G = J . It is now immediate that g is viable for
is viable for I F by Proposition 3.8 and
At this stage, we have not determined I H .
The Inductive Step, II
We begin with the analogue for inverse forms of a well-known result [6, Theorem 2].
Proof By definition λ F = min{|ϕ| : ϕ ∈ I F ∩ Φ} and λ F = |f 1 | from Proposition 3.15. Proposition 3.12 implies that
The examples developed so far suggest the following two definitions. 
We will omit d f , q f when they are clear from the context. Note that d f is well-defined since if f is viable for I F then f 1 , f 2 = 0 and q f ∈ k × is well-defined since f i ∈ I G . Of course if k = GF(2) then q f = 1 for any f .
Since I F is an ideal and f 1 , f 2 ∈ I F we have
Thus
Next our second inductive step of a viable ordered pair. The significance of Theorem 4.12(ii) is that we can apply either the first or second inductive step to g and b ♯ G.
Theorem 4.12 (Inductive Step, II) Let f be viable for I F , G = a ♯ F and
For the reverse inclusion, we first show that
As q = 0 this implies that f 2 z ∈ J , and trivially f 1 z ∈ J , so f 1 z, f 2 z ⊆ J .
Let ϕ ∈ I × G be a form. If z|ϕ then ϕ/z ∈ f 1 , f 2 by Lemma 3.10, and we have just shown that f 1 , f 2 z ⊆ J , so ϕ ∈ J . Suppose that z ∤ LM(ϕ). As I G ⊆ I F by Proposition 3.12 and I F = f 1 , f 2 since f is viable for I F , we can write ϕ = a 1 f 1 + a 2 f 2 for forms a 1 , a 2 with a 1 = 0 since z ∤ ϕ. Thus |ϕ| = |a 1 | + |f 1 | ≥ |f 1 | and |ϕ| ≥ |f 1 |. On the other hand, |ϕ| ≥ λ G ≥ max{|f 1 |, |f 2 |} = |g 1 | by Corollary 4.9. Lemma 2.1 therefore implies that ϕ = α g 1 + β where α ∈ Φ and β = 0 or z|β. If β = 0 we are done, so suppose that β = 0. Now I G is an ideal, so β = ϕ − α g 1 ∈ I G and since z|β we have β ∈ f 1 , f 2 z ⊆ J by Lemma 3.10 as before. Therefore β ∈ J , ϕ = α g 1 + β ∈ g 1 , f 1 z, f 2 z ⊆ J and
and g is viable for I G . As f is viable for I F , |f 1 | = λ F by Proposition 3.15 and
Examples and Applications
First we reconsider Example 3.6.
Now apply Theorem 4.12. Together with Example 4.7 where a = 0, this completes the inductive step for x m . Next we apply the construction to geometric inverse forms. The first result generalises Example 3.9 where F = z m and r = F −1 = 0.
Hence if a = 0, Proposition 4.6 implies that (x, z 2 ) = (x − r, z 2 ) is viable for I G (where r = 0). But if a = 0, d = 0 and q = ∆(f 1 ; G)/∆(f 2 ; G) = a so that Theorem 4.12 implies that (x − a z, z 2 ) is viable for I G . Suppose now that m ≤ −1, the result is true for F and G = a ♯ F is geometric. Then F is also geometric, so f = (x − rz, z 1−m ) is viable for I F . Since G is geometric, a = r 1−m and hence ∆(f 1 ; G) = 0 by Lemma 4.5. Thus by Proposition 4.6 (f 1 , f 2 z) = (f 1 , z 2−m ) is viable for a ♯ F and the induction is complete.
Corollary 4.15 Let F be geometric and f = (x−r z,
Proof From Corollary 4.14, (
is viable for I G by Theorem 4.12. 
For the inequality, we show that 4λ 
Proof (i) Since f is viable for I F , λ F = |f 1 | from Proposition 3.15 and
(ii) It is elementary that the right-hand side is a subset of I F ∩ Φ so let ϕ ∈ I F ∩ Φ be a form. We can write ϕ = a 1 f 1 + a 2 f 2 for forms a 1 , a 2 ∈ R where z ∤ a 1 since z ∤ ϕ. If
The Maximal Regular Sequence
We show that f 1 , f 2 of Theorem 4.18 is a maximal R regular sequence. In [1, Theorem 1], the authors show their annihilator is primary with associated prime m. We begin with a different proof of this fact; in particular, the radical of I F is m. We use [10] as a general reference for commutative algebra. Proof
If If M is an R module, we write Zdiv(M) for the zero divisors of R on M. Recall that g 1 , g 2 ∈ R is an (R) regular sequence (for I = g 1 , g 2 ) if I is a proper ideal of R, g 1 = 0 and g 2 ∈ Zdiv(R/ g 1 ), [10, p. 312] . Also, for a proper ideal I of R, the common length of a maximal regular sequence generating I is called grade(I). Lemma The following is a special case of [10, Lemma 16.7] .
Lemma 4.24 Let g 1 , g 2 ∈ R × and g 1 , g 2 be a proper ideal of R. If g 2 ∈ Zdiv(R/ g 1 ) then g 1 ∈ Zdiv(R/ g 2 ). In particular, g 1 , g 2 is regular if and only if g 2 , g 1 is.
Theorem 4.25 Let F be a non-zero inverse form. If f is constructed as in Theorem 4.18 then f 1 , f 2 is a maximal regular sequence and grade(I F ) = height(I F ) = 2.
Proof Since F is non-zero, I F is a proper ideal of R and f 1 , f 2 ∈ R × . We proceed by induction. Recall that z ∤ f 1 and z|f 2 . First the inductive basis: if F = x v , then f = (x 1−v , z) by Proposition 3.8. If f 2 ∈ Zdiv(R/ f 1 ) i.e. for some α ∈ x 1−v and β ∈ R we have zα = x 1−v β then since z|β, α = x 1−v β/z ∈ x 1−v for a contradiction. Thus x 1−v , z is a regular sequence. Suppose inductively that f is viable for I F and f 1 , f 2 is a regular sequence. Let G = a ♯ F and g be viable for I G as in Theorem 4.18. We will show that g 1 ∈ Zdiv(R/ g 2 ), which suffices by Lemma 4.24. Suppose that g 1 ∈ Zdiv(R/ g 2 ) i.e. for some α ∈ g 2 and β ∈ R we have g 1 α = g 2 β. If ∆ = ∆(f 1 ; G) = 0 then g = (f 1 , f 2 z) by Proposition 4.6 and so f 1 α = f 2 zβ where α ∈ f 2 z . Then f 1 α/z = f 2 β where α/z ∈ f 2 i.e. f 1 ∈ Zdiv(R/ f 2 ) which contradicts the inductive hypothesis by Lemma 4.24. Thus g 2 , g 1 is regular and hence so is g 1 , g 2 . Next suppose that ∆ = 0 and put
where α ∈ f 2 z . This implies that z|α, f 1 α/z = f 2 (qx d α/z + β) where α/z ∈ f 2 i.e. f 1 ∈ Zdiv(R/ f 2 ) which contradicts the inductive hypothesis by Lemma 4.24 Input: Non-zero inverse form F . Output: Viable ordered pair f for I F . 
Example 4.28 For k = GF(2) and
we obtain the viable pair f = ( 
A Worst-Case Analysis
requires at most |f 
Essential Inverse Forms
In this subsection we develop the notion of an 'auxiliary triple' for an 'essential inverse form'. This is similar to an auxiliary triple for an essential sequence in [9] . This subsection forms an important part of constructing a Gb for I F in the next section. We close with an application to the uniqueness/non-uniqueness of f 1 , f 2 for an inverse form F .
Definition 4.30
We say that F = 0 is essential if λ F > λ 0 (and in particular, |F | < 0).
Next a trichotomy of inverse forms, based on [9, Proposition 2.10]. 
Definition 4.34 We say that F is essential with triple
Note that (iii) implies that
To simplify the notation, we will often write
is undefined. Let f be viable for I F . Our next goal is to relate f 2 and f ′ 1 when F is essential with triple T ′ . This requires the following lemma, which also shows that annihilator ideals are related to ideal quotients. 
(ii) Immediate consequence of (i).
for any ϕ ∈ R and so ϕ z l−m ∈ I F if and only if ϕ ∈ I F (l) .
Since m < m ′ ≤ 0, it follows from Lemma 4.35 that if F is essential with (m ′ , f
Lemma 4.36 Suppose that F is essential with triple T ′ , f is viable for I F and
then G is essential with U ′ and if g is as in Theorem 4.12 then (
We have λ 0 < λ F . Hence λ 0 < λ F ≤ λ G and G is also essential. First we show that ∆(f 2 ; G) = ∆(f 
Thus G is essential with U ′ and we have G) ) and min i≤0 {i : λ i < λ m−1 } = m. We now have g
, which is non-zero by assumption. Finally
is viable for I G was proved in Theorem 4.12.
Part (ii) of the next result is our version of [6, Equation (13)] for inverse forms. 
The next proposition is an important complement to Theorem 4.37 since if F 0 = 1, either (i) F = 1 or (ii) m < 0 and F (i) is geometric for some i, m ≤ i ≤ −1.
Definition 4.38 If F = 1 or F is geometric, we define f We conclude this section with an application to uniqueness/non-uniqueness of f 1 , f 2 .
Corollary 4.40 Let F = 0 and f as in Theorem 4.18 be viable for I F . The following are equivalent: 
In fact a 2 = 1 since ϕ and f 2 are monic. We have shown that ϕ = f 2 and the proof is complete.
Gröbner Bases
Our derivation of a minimal homogeneous Gb for I F is more technical than proving that f is viable for I F and proceeds via a number of stages. We (i) inductively construct a 'form vector' F for I F (ii) use auxiliary triples from Subsection 4.7 to relate F to the vectors for I F (i) where m < i ≤ v; this uses an auxiliary vector of degrees D = D F (iii) derive a syzygy for (F 1 , F 2 , F 3 ) from the construction of Theorem 4.12 and show that rem F S(f 1 , f 2 ) = 0 (iv) relate the S(F j , F k ) to previous S polynomials for 1 ≤ j < k ≤ |F |, the length of F , and deduce that rem F S(F j , F k ) = 0 for 1 ≤ j < k ≤ |F | (v) prove that F is a minimal homogeneous Gb for I F , Theorem 5.16. In the final Subsection 5.5 we show how to modify the construction of F and Algorithm 4.26 to obtain an algorithm which outputs the RGb F of I F .
All Gröbner bases (Gb's) are with respect to grlex, written ≻. We will say that a finite subset G of R × is a Gb for I = G if each element of G is monic and LT(I) = LT(G) . Let G be a row vector of non-zero elements of R. We write rem ϕ = rem G ϕ for the remainder on dividing ϕ ∈ R × by G, and rem g ϕ if G = {g}. This remainder is unique as we always work with G in the fixed order of its components. Further, rem ϕ = 0
If M is a monomial and rem ϕ = 0 then rem M ϕ = 0 and it follows from the uniqueness of G-remainders that if rem ϕ = rem ϕ ′ = 0 then rem (ϕ + ϕ ′ ) = 0. The syzygy polynomial (on the leading monomials) of Example 5.1 Let m < 0 and F be geometric, so that f = (x − r z, z 1−m ) is viable and a Gb for I F . Suppose that G = a ♯ F is not geometric. Then
The Form Vector F
In this subsection we inductively construct a 'form vector' for I F , inserting the most recent viable pair on the left. In this way we extend Theorem 4.18 to accumulate a form vector F with F 1 = f 1 and
We proceed as follows. First our inductive basis: if F = x m then F = (x 1−m , z) and E(F ) = {(1 − m, 0), (0, 1)}. See the set of exponents E(F ) in Figure 1 for m = −2.
As above, there are inductive steps I, II: let f be viable for I F , the form vector F be defined, c = |F | be the length of F and F i be monic for 1 ≤ i ≤ c. If G = a ♯ F and ∆(f 1 ; G) = 0, we put G 1 = F 1 and (G 2 , . . . , G c ) = (F 2 z, . . . , F c z) so that |G| = |F |, as per Proposition 4.6. Clearly the elements of G are monic. Inductive step II uses Theorem 4.12.
Definition 5.2 Suppose that F has been defined, c = |F | ≥ 2 and F i is monic for 1 ≤ i ≤ c. For G = a ♯ F and q f = 0, define the R vector G by
The components of G are monic since G 1 = f 1 ⊖ f 2 of Theorem 4.12 is monic and the components of F are monic. If F = x m or F is geometric then |F | = 2.
we obtain the following table, which should be correlated with Example 4.28. Here B = (q f = 0) & (d f > 0) as before, taking values 0,1. It tells us how F changes to become G for I G where G = a ♯ F . Let |F | = c. When B = 0, G 1 is F 1 or is new, the rest of G is (F 2 z, . . . , F c z) and |G| = |F |. But when B = 1, G 1 is new, the rest of G is (F 1 z, . . . , F c z) and |G| = |F | + 1. Note that the components of F are neither increasing nor decreasing with respect to ≻. Figure 3 corresponds to m = −3.
To obtain an upper bound on |F |, we appeal to Theorem 4.12.
Corollary 5. 4 We have |F | ≤ λ F + 1.
Suppose that the result is true for F , f is viable for I F and G = a ♯ F has vector G.
We will call λ m , . . . , λ 0 the λ profile of F . For instance, in Example 4.28, the λ profile of F is 4, 4, 3, 3, 3, 1, 1, 1. An easy induction shows that |F |−1 is the number of decrements in λ m , . . . , λ 0 (we also count λ 0 = 1 as a decrement) . In analogy with sequences, we will say that F has a perfect λ profile (PλP) if for m ≤ i ≤ 0, λ i = ⌊1 − Proof Let F have a PλP. If m = 0, |F | = 2 = λ F + 1 as I F = m. Inductively, suppose that |F | = λ F + 1 if F has a PλP. Let G = a ♯ G have a PλP. Then F also has a PλP, so |F | = λ F + 1. If m − 1 is odd then λ F has increased, so |G| = |F | + 1 and λ G = λ F + 1 since G has a PλP, so |G| = |F | + 1 = (λ F + 1) + 1 = λ G + 1. But if m − 1 is even then λ G = λ F and |G| = |F | as λ F has not increased, so |G| = |F | = λ F + 1 = λ G + 1.
The Degree Vector D
Our second step is to apply the previous subsection to obtain closed-form expressions for F and E(F ) using a row vector D. The iterative construction of D is similar to that of F .
Let m = |F | ≤ 0 as usual. The first two components of F are the viable pair for I F by construction. When F is essential with triple
2 ). We begin with a detailed example.
Example 5.6 We want to write F = (
We have |F | = 4 and λ −7 = 4 > λ −5 = 3 > λ −2 = 1 so m ′ = −5. Firstly, D 1 is the current degree m. Notice that the power of z dividing f 
We would like to have a similar description when m = v < 0 or when F is geometric.
Similarly when F is geometric. We need D 2 = 1 = v + 1 and f (1) 1 = 1 as well in this case so that Definition 5.7 Suppose that F has been defined. For G = a ♯ F and q f = 0, define E = E G by E 1 = m − 1 and for 2 ≤ j ≤ |F | 
In other words, Figure 2 . However, if G were geometric, we would have E = (m − 1, 1).
The vector D satisfies the following properties. 
Proof This is a simple verification if F is geometric or F = x m . We prove the result for essential F by induction on m < 0. Inductively, let F be essential, c = |F |, D = 
Note to the reader: In Figures 1-4 , E(F ) is in boldface. The number of points of N 2 strictly below the 'frontier' coincides with Λ F , which agrees with Corollary 5.18 below.
A Syzygy and rem S(f
It is easy to see that if F is geometric or F = x m and f is viable for I F then rem S(f ) = 0. For |F | ≥ 3, we derive a syzygy from Theorem 4.18 and show that rem S(f 1 , f 2 ) = 0.
For fixed e ≥ 1 and v ∈ R e , the R-module of syzygies of v is Syz(v) = {w ∈ R e : w · v = 0} where w · v = and h F ∈ z R such that
Proof (i) If F = x m or F is geometric then |F | = 2 so we know that F is essential with
) is viable for I F ′ and 2 − m ′ − λ ′ = λ from Theorem 4.37, we have 
Example 5.12 Consider k = GF(2) and 
If h F = 0 we are done and if h F = 0 Lemma 5.11 implies that E S(f ) = E(h F F 2 ) ≻ E(q m ′ F 3 ) and hence rem S(f ) = 0.
A Minimal Gb
We finally show that F is a minimal Gb for I F using two technical lemmas on S polynomial remainders. As an application, we determine dim k (R/I F ).
Recall that for 1 ≤ j < k ≤ |F |, we have
The second is an analogue of Theorem 5.10 for our S forms.
for j ≤ i ≤ c and c ′ = c − j + 1. Hence for j ≤ i ≤ c
which is easily seen to be
(ii) By hypothesis, we can write S(F
Suppose that j ≤ l ≤ c and a l−j+1 = 0. Then 1 ≤ l
From the expression for S(F j , F k ), we therefore have rem F S(F j , F k ) = 0.
Recall that G is a minimal Gb for G if it is a Gb and for 1 ≤ i = j ≤ |G|, LM(G i ) does not divide LM(G j ). We now prove our version of [1, Theorem 3] .
Theorem 5.16
The vector F is a minimal homogeneous Gb for I F .
Proof We know that F = (x 1−m , z) is a Gb for I F if F = x m and F = (x − r z, z 1−m ) is a Gb for I F if F is geometric. We need to show that if |F | ≥ 3 then rem F S(F j , F k ) = 0 for 1 ≤ j < k ≤ |F |. First of all, rem S(F 1 , F 2 ) = 0 by Theorem 5.13. Suppose for the moment that rem S(F j , F j+1 ) = 0 for 2 ≤ j < |F |. Then by Lemma 5.14, rem S(F 1 , F 3 ) = 0 and again, rem S(
To see that rem S(F j , F j+1 ) = 0 for 2 ≤ j < |F |, we assume inductively that
and F ′ is a Gb for 
′ is a Gb for I F ′ and so rem F S(F j , F k ) = 0 by Lemma 5.15. We now have rem F S(F j , F k ) = 0 for 1 ≤ j < k ≤ |F | and by [4, Theorem 2.6.6], F is a Gb, homogeneous as each F j is a form.
For minimality, let 1 
Recall that Λ
Proof It is an elementary exercise that the first equality is true if F is geometric or F = x m . Inductively, assume that the result is true for F . It is well-known that B F = {x i z j + I F : (i, j) ∈ E(I F )} is a k basis for R/I F , see [4, Proposition 5.3.4] and that E(I F ) = E(F ) + N 2 since F is a Gb for I F . Let G = a ♯ F and T F be the translate
The inductive hypothesis now gives
The second equality follows from Corollary 4.21 since f is viable for I F .
In Figures 1-4 
The Reduced Gb F
It is evident that we can extend Algorithm 4.26 to accumulate the form vector F of F , which will be a minimal Gb for I F by Theorem 5.16. In this subsection we show how to modify this vector version of Algorithm 4.26 to obtain the RGb of I F . Algorithm 1 of [1] was not extended to compute the RGb of I s in [1] .
Recall that (i) a minimal Gb G is reduced if for all g ∈ G, no monomial of g is in LT(G \ g) and (ii) G has a unique (grlex) reduced Gb, which we write as G. The standard method for obtaining G is to successively replace G by (rem G\g g) ∪ (G \ g), [4, p. 92] . We say that a monomial M can be reduced by G or G reduces M if LM(g)|M for some g ∈ G.
Thus if F has form vector F , we can always construct the RGb F of I F according to the method of [4] . However, we will see that this method can be considerably improved in our case: it will suffice to replace f 1 by rem f 2 f 1 .
For example, let 
and ∆(rem f 2 f 1 ; 0 ♯ F ) = 0. We will see that the form vector F for F is an RGb.
The proof of the following lemma adapts an inequality from [1, Lemma 7] .
Lemma 5.19 If f is viable for I F , |F | ≥ 3 and for some j > 1, F j reduces a monomial M of f 1 then j = 2.
Proof Since m = |F | ≥ 3, F is necessarily essential. We will show that j ≥ 3 gives a contradiction. We have z|M since LM(F j )|M and j > 1. As f 1 is a form of total degree
Theorem 5.20 (Inductive RGb) Let f be viable for I F , F be the form vector for F and assume that F is reduced. Let G = a ♯ F , g be viable for I G and G, E be the respective vectors for G. 
Notation and Applications
We will write s = s 0 , . . . , s n−1 for a typical finite sequence over k with n = n(s) ≥ 1 terms 1 so that s i ∈ k for 0 ≤ i ≤ n − 1. For us, the inverse form of s is
Thus 
Annihilating Polynomials
If s is non-trivial then |F Let ψ ∈ k[x] be monic. We recall from [9, Definition 2.1] that ψ is an annihilating polynomial of s = s 0 , . . . , s n−1 if |ψ| j=0 ψ j s j−i = 0 for |ψ| + 1 − n ≤ i ≤ 0. In particular, if |ψ| ≥ n then ψ is vacuously an annihiliating polynomial of s; for example, x n is one. It is notationally convenient to allow 0 ∈ k[x] to be an annihilating polynomial. We write Ann s for the set of monic annihilating polynomials of s. Thus Proof We know that ∧ : k[x] × ⇄ Φ : ∨ are degree-preserving mutual inverses from Subsection 2.3. Let ψ ∈ Ann × s and put ϕ = ψ ∧ ∈ Φ. We want to show that ϕ ∈ I s . Now |ϕ| = |ψ| and if |ψ| + 1 − n > 0 then |ϕ| + 1 − n > 0 and ϕ ∈ I s by Lemma 3.1, so assume that |ψ| + 1 − n ≤ 0. We want to show that ϕ ∈ I s so let |ϕ| + 1 − n ≤ i ≤ 0. Now ψ j = ϕ j for 0 ≤ j ≤ |ϕ| = |ψ| so which is zero since |ψ| + 1 − n ≤ i ≤ 0 and ψ ∈ Ann × s . Hence ϕ ∈ I s by Proposition 6.5. Now let ϕ ∈ I s ∩ Φ and put ψ = ϕ ∨ . Then |ψ| = |ϕ|. As before, we can assume that |ϕ| + 1 − n ≤ 0. We want to show that ψ ∈ Ann Let n > 1. It is easy to check that if s is geometric then x − s 1 ∈ Ann s . Conversely, let s 0 = 1 and x − r ∈ Ann s for some r ∈ k. From the definition of Ann s , s i = rs i−1 for 1 ≤ i ≤ n − 1 i.e. s is geometric with r = s 1 .
We recall from [9] that the linear complexity of s can be defined as ℓ s = min{|ψ| : ψ ∈ Ann We now relate ℓ s and I s . The reader cannot fail to notice the overall similarity of Algorithms 6.2 and 6.14 even though their derivations are different. Furthermore ignoring constant terms and terms linear in n, Algorithm 6.14 also requires at most n 2 /2 multiplications in k to compute (µ, µ ′ ) by [9, Corollary 4.17] . Next the main theorem of this subsection.
Theorem 6.15 Let s be non-trivial and f , (µ, µ ′ ) be the pairs output by Algorithm 4.26, Algorithm 6.14 respectively. There is a one-to-one correspondence
In particular, (f
Proof If n = 1 the outputs are (x, z), (x, 1) respectively and n + 1 − |x| − |1| = 1. Let n > 1. If s is geometric, the outputs are f = (x − r z, z n ), (µ, µ ′ ) = (x − r, 1) respectively. Further, n + 1 − |µ| − |µ ′ | = n. We omit the remaining trivial verifications for the oneto-one correspondence. For the remainder of the inductive proof, we assume that s is essential with triple T ′ and n ′ = T . From the definitions, ϕ ∈ I if and only if ϕ · F ∈ ker ε = I and ϕ ∈ J if and only if ϕ · ιF + J ∈ ker ζ = J. We already know that ker(ε) ⊆ ker(ζ), so that I ⊆ J . We have ε ′ (F + I) = F and ζ ′ (ιF + J) = ιF . If ϕ ∈ J then Part (i) implies that 0 = ϕ * (ιF + J) = ϕ * (ζ ′ ) −1 ιF = ϕ * q ′ (ε ′ ) −1 F = ϕ * q ′ (F + I) = ϕ · F + J i.e. ϕ · F ∈ J = ker ζ. But ϕ · F ∈ L and ζ|L = ε and so ϕ · F ∈ ker ε i.e. ϕ • F = 0.
We have defined an evaluation map ζ : k((x 
