By using the Szemerédi Regularity Lemma [9] , Alon and Sudakov [1] recently extended the classical Andrásfai-Erdős-Sós theorem [2] to cover general graphs. We prove, without using the Regularity Lemma, that the following stronger statement is true.
Introduction
We recall the classical theorem of Turán [10] (we give only the minimum degree case): Theorem 1. If the n-vertex graph G has minimum degree exceeding 1 − 1 r n then G contains K r+1 .
As is well known, this theorem is best possible, the extremal example being the r-partite Turán graph. An old result of Andrásfai, Erdős and Sós [2] , which amounts to a (very strong) stability result for Turán's theorem, is the following. Theorem 2. Suppose r ≥ 2. If the n-vertex graph G has minimum degree exceeding 1 − This theorem is best possible; however the extremal example is a little more complex than the Turán graph. We construct a graph E r (n) as follows: we partition n vertices into r −2 sets X 1 , . . . , X r−2 each containing vertices. Each of these sets is independent; we set every vertex in each X i adjacent to all vertices outside X i , and we make (Y i , Y i+1 mod 5 ) a complete bipartite graph for each i (so that the five sets form a blow-up of C 5 ). It is straightforward to check that each vertex has degree 1 − 3 3r−1 n; since χ(C 5 ) = 3 the chromatic number of E r (n) is r + 1, but E r (n) does not contain K r+1 .
Erdős and Stone [6] extended Turán's theorem, showing that for any fixed graph H, the chromatic number of H governs the minimum degree threshold at which H appears in a large graph G: Theorem 3. Let H be any fixed graph with chromatic number r + 1. If the n-vertex graph G has minimum degree exceeding 1 −
Although the extremal graphs for this theorem are not necessarily r-partite, it is true that one may delete o(n 2 ) edges from any extremal graph to obtain an r-partite graph. Indeed, it is not hard to show that there exists ̺ = ̺(H) > 0 such that deletion of only O(n 2−̺ ) edges from an extremal graph yields an r-partite graph.
Quite recently, Alon and Sudakov [1] gave an extension of Andrásfai, Erdős and Sós' result to cover all fixed graphs H (Erdős and Simonovits [5] had previously considered the case when H is critical, i.e. when there is an edge of H whose removal decreases the chromatic number): Theorem 4. Let any fixed graph H with chromatic number r + 1 and constant ε > 0 be given. Then there exist ̺ = ̺(H) > 0 and n 0 = n 0 (H, ε) such that the following holds. If n ≥ n 0 and G is an n-vertex graph with minimum degree exceeding 1 − 3 3r−1 + ε n which does not contain H, then one can delete at most O(n 2−̺ ) edges from G to yield an r-partite graph.
Alon and Sudakov gave an explicit formula for ̺: if H ⊆ K r+1 (t) then we may take ̺ = 1 4r 2/3 t . Unfortunately, their proof relies upon the Szemerédi Regularity Lemma [9] , as a result of which the constant n 0 has an exceptionally unpleasant dependence on ε, r and t.
The purpose of this paper is to give a simpler proof, avoiding the use of the Regularity Lemma. We also improve ̺(H) to a value which we believe to be best possible.
Theorem 5. Let ε > 0 and any fixed graph H with chromatic number r +1 and smallest part in an (r+1)-partition of size t be given. Then there exists C = C(ε, H) such that the following holds. Whenever G is an n-vertex graph with minimum degree exceeding 1 −
We note that the case r = 1 is the Zarankiewicz problem. The classical theorem of Kövári, Sós and Turán [7] on this problem is the following.
In fact, it is the Kövári-Sós-Turán theorem which yields our value of ̺: any improvement in their bound would immediately improve ours similarly. We note that for t = 1, 2, 3 there exist lower bound constructions matching the upper bound of the Kövári-Sós-Turán (see [8, 3] ); for t ≥ 4 the best known lower bound is Ω(n 2− 2 t+1 ), but it is conjectured that the correct bound is Ω(n 2− 1 t ). We give three constructions which demonstrate the tightness of our theorem.
First, for t = 1, consider the graph T ′ r,1,s (n) obtained from the r-partite Turán graph T r (n) by replacing one part with a graph of maximum degree s − 1. This graph satisfies the minimum degree requirement of Theorem 5. Since every copy of K r+1 in T ′ r,1,s (n) must use one of the inserted edges, it does not contain the r + 1-partite graph K 1,s,s,...,s ; and to make it r-partite we must remove Ω(n) edges, matching the exponent in Theorem 5.
Second, for t ≥ 2, we let the graph T ′ r,t (n) be obtained similarly, this time replacing one part of T r (n) with an extremal K t,t -free graph. Again this satisfies the minimum degree requirements of Theorem 5 and does not contain K r+1 (t), and to make it r-partite we must remove all the edges of the K t,t -free graph; for t = 2, 3 this is Ω(n 2− 1 t ) edges, matching Theorem 5, while for t ≥ 4 it is Ω(n 2− 2 t+1 ) edges. Again, an improvement to the lower bound constructions for the Zarankiewicz problem would automatically improve our lower bound.
Alon and Sudakov asked whether it is possible to replace the term εn in the minimum degree of their theorem with an O(1) term. It is not possible; indeed, for any µ > 0 there are graphs H such that the corresponding term must be larger than n 1−µ .
Consider the following modification of E r (n). We replace the independent sets Y 1 and Y 3 with K t,t -free graphs of largest possible minimum degree. We increase the sizes of these two sets, and simultaneously decrease the sizes of Y 2 , Y 4 , Y 5 and each X i , by Ω(n 1− 2 t+1 ). This yields a graph E ′ r,t (n) whose minimum degree is 1 −
). Every copy of K r+1 in E ′ r,t (n) must use an edge of either Y 1 or Y 3 ; there are no edges between Y 1 and Y 3 , and thus a copy of K r+1 (t) would have to use a copy of K t,t in either Y 1 or Y 3 , which does not exist. The graph E ′ r,t (n) cannot be made r-partite without removing Ω(n 2 ) edges.
A careful analysis of our proof will yield the fact that for every H there exists µ(H) > 0 such that we can take ε = O(n −µ ). However the value of µ(H) obtained seems certain to be far from optimal; we leave its computation as an exercise for the reader.
Constructing complete (r + 1)-partite graphs
We describe a construction based on the Kövári-Sós-Turán theorem which allows us to find the (r + 1)-partite graph K t,s,...,s from a (suitably well-structured) set of copies of K r+1 . This construction improves that used by Alon and Sudakov: specifically, their construction as its first step chooses one specific complete bipartite graph which will contain two of the parts of their final K r+1 (t). Because this object is fixed in the later stages of their construction, it is necessary that the part sizes of this first bipartite graph are not t but much larger-in particular, the part sizes must depend on r-and this is the cause of the relatively small value of ̺ that they obtain. Our construction avoids this choice, relying instead on counting objects of the desired size until the final step.
We give first a counting variant of a lemma of Erdős [4] ; this is essentially a statement about hypergraphs.
Lemma 7. For every r and s there exists a function δ = δ r,s (ε) > 0 such that the following holds for sufficiently large n. If the n-vertex graph G contains at least ε n r copies of K r , then G contains δ r,s (ε) n rs copies of K r (s).
Proof. For r = 1 the statement holds trivially. We complete the proof by induction.
Let G be an n-vertex graph containing ε It is immediately clear that if we have a (large) graph G which does not contain the rpartite graph K t,s,...,s , then it certainly does not contain ε n r+1 copies of K r+1 . Furthermore, there are at most tδ −1 r,s (ε) vertices whose neighbourhood graphs contain ε n r copies of K r . To complete our construction, we give the following simple result.
Corollary 8. Given ε > 0, r, s and t there exists C such that if n is sufficiently large the following is true. Every n-vertex graph G in which there are Cn
Proof. Given such a graph, by Lemma 7 each edge of E is contained in δ r−1,s (ε) n (r−1)s copies of the r + 1-partite graph K 1,1,s,...,s . It follows that at least δ r−1,s (ε)|E| edges E ′ ⊆ E form K 1,1,s,...,s with the same set S of (r − 1)s vertices. Provided that C is sufficiently large, by Theorem 6 this set E ′ contains K t,s , and hence G contains K t,s,...,s as desired.
Note that the value of δ r,s (ε) given by Lemma 7 is clearly far smaller than the truth; but this affects only the constant C in this corollary and not the exponent 2 −
Proof of Theorem 5
We first prove a density version of Theorem 2.
Lemma 9. Given ε > 0 there exist positive constants η 0 , η 1 , . . . such that, given r, whenever n is sufficiently large, the following is true. Any n-vertex graph G with δ(G) > 1 − 3 3r−1 + 2 r ε n either contains more than η r n r+1 copies of K r+1 , or has a partition into
r−2 εn for each i, each vertex of D is contained in at least η r−1 n r copies of K r+1 , and |D| ≤ 2 r−2 εn.
Proof. We set η 0 = ε 4
and η 1 = ε 2 32
. Then the statement for r = 1 is equivalent to the fact that a graph with more than εn 4 vertices of degree at least η 0 n = εn 4 has more than ε 2 32 n 2 = η 1 n 2 edges. We complete the proof by induction; we will give several upper bounds for η r and finally choose any sufficiently small value at the end.
Suppose r ≥ 2. We insist that η r ≤ ε r+1 /(r + 1)!. Let G be an n-vertex graph with minimum degree 1 − . We have
|D|η r−1 n r copies of K r+1 in G; so we will be done unless |D| ≤ 2 r−2 εn.
. This graph has minimum degree 3r−4 3r−1 + 3ε2 r−2 n; none of its vertices are contained in more than η r−1 n r copies of K r .
We generate a partition of V (G ′ ) as follows. First, we apply the induction Fact with any vertex in V (G ′ ). Second, we forget all but the largest of the sets X i , which we take to be X 1 , and apply the Fact again with one of the vertices of X 1 to partition its neighbourhood graph in G ′ . This yields r − 1 further sets X ′ 2 , . . . , X ′ r , which have in total at most 2 r−3 εn vertices in common with X 1 . We let X i = X ′ i − X 1 for each 2 ≤ i ≤ r. If now |X i | > |X 1 | for some i we iterate this second step, forgetting all sets but X i . When the process terminates, we let L be the vertices of G ′ which are not in any of the X i .
By construction, we have
and so |L| ≤ n (3r − 1)(r − 1) − 2 r−1 εn .
We have also that n+εn, then we may construct a clique K r+1 extending uv greedily by simply picking any common neighbour of the so far chosen vertices at each step. At the final step (and therefore at all steps) we have at least εn choices. If furthermore there were 2 r−2 εn neighbours of u possessing similarly large codegrees with u, then (since r ≥ 2) we have in total ε r n r /r! ≥ η r−1 n r copies of K r+1 containing u, which contradicts u not being in D.
r−3 εn, if a vertex u outside X i has less than |X i | − n 3r−1 neighbours in X i , then the codegree of u and any neighbour v ∈ X i exceeds 3r−6 3r−1 n + εn. It follows that any vertex outside X i has either fewer than 2 r−2 εn neighbours in X i or more than |X i | − n 3r−1 neighbours in X i .
Consider the set L i of vertices of L which all have less than 2 r−2 εn neighbours in X i . Any one of these vertices has codegree exceeding 
