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Abstract
Hypergraphs with random hyperedges underlie various data structures where hash functions map
inputs to hyperedges, e.g. cuckoo hash tables, invertible Bloom lookup tables, retrieval data structures
and perfect hash functions.
High memory efficiency and quick query times call for high hyperedge density and small hyperedge
size. Moreover, orientability or even peelability of the hypergraph is required or advantageous. For
` ≥ 1, we say a hypergraph is `-orientable if every subhypergraph has hyperedge density at most `.
It is `-peelable if every subhypergraph has minimum degree at most `.
Many families of random hypergraphs exhibit sharp density thresholds, with respect to `-
orientability and `-peelability. For k-uniform fully random hypergraphs, the thresholds c∗k,` for
`-orientability significantly exceed the thresholds for `-peelability. In this paper, for every k ≥ 2
and ` ≥ 1 with (k, `) 6= (2, 1) and every z > 0, we construct a new family of random k-uniform
hypergraphs with i.i.d. random hyperedges such that both the `-peelability and the `-orientability
thresholds approach c∗k,` as z →∞. In particular we achieve 1-peelability at densities arbitrarily
close to 1.
Our construction is simple: The N vertices are linearly ordered and each hyperedge selects its k
elements uniformly at random from a random range of N
z
consecutive vertices.
We thus exploit the phenomenon of threshold saturation via spatial coupling discovered in the
context of low density parity check codes. Once the connection to data structures is in plain sight,
we employ a framework by Kudekar, Richardson and Urbanke [42] to do the heavy lifting in our
proof.
We demonstrate the usefulness of our construction, using our hypergraphs as a drop-in replacement
in a retrieval data structure by Botelho et al. [9]. This reduces memory usage from 1.23m bits to
1.12m bits (for input size m) with no downsides. Using k > 3 attains, at small sacrifices in running
time, further improvements to memory usage.
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2 Peeling Close to the Orientability Threshold
1 Introduction
1.1 Three Hypergraph Properties
Consider the following properties of a hypergraph H = (V,E) with transposed incidence
matrix A ∈ {0, 1}E×V (i.e. for e ∈ E, v ∈ V : A[e, v] = 1⇔ v ∈ e), over the field F2 = {0, 1}.
(i) For ` ∈ N, H is `-peelable if every subhypergraph1 of H has minimum degree at most `.
Equivalently, the peeling process that repeatedly deletes all vertices of degree at most `
(and incident hyperedges) reaches the empty hypergraph2. See [12, 38, 55].
(ii) H is solvable3 if A has rank |E|. Note that this necessitates |V | ≥ |E|. See [14, 22, 57].
(iii) For ` ∈ N, H is `-orientable if every subhypergraph H ′ = (V ′, E′) of H satisfies
|E′|/|V ′| ≤ `. By Hall’s Theorem, this is equivalent to the existence of a map o : E → V
with o(e) ∈ e for e ∈ E and |o−1(v)| ≤ ` for v ∈ V . We call o an `-orientation of H.
See [10, 25, 27, 28, 33, 46]
It is a simple and well-known observation that `-peelability implies `-orientability for all
` ∈ N.4 Moreover, 1-peelability implies solvability, which implies 1-orientability.5
1.2 Our Results
In this paper, we analyse hypergraphs with random hyperedges that are drawn independently
and with identical distribution (i.i.d.). For k ≥ 2 we find a distribution on hyperedges
that yields k-uniform random hypergraphs with an `-peelability threshold arbitrarily close
to the `-orientability threshold of fully random k-uniform hypergraphs, for all ` ≥ 1 with
(k, `) 6= (2, 1). This is achieved by spatial coupling. The vertices are linearly ordered and each
hyperedge selects its k elements uniformly at random from a random range of consecutive
vertices. Concretely:
I Definition 1 (Spatially Coupled Hypergraph Family). For k ∈ N, z, c ∈ R+0 and n ∈ N
let Fn = F (n, k, c, z) be the following random k-uniform hypergraph. The vertex set is
V = {0, . . . , b(z + 1)nc}. For v ∈ V , the number vn ∈ X := [0, z + 1) is the position of v.
There are m = bcznc hyperedges. Each hyperedge e ∈ E is independently determined by one
uniformly random y ∈ Y := [ 12 , z + 12 ) denoting the position of e and k independent random
offsets o0, . . . , ok−1 ∈ [− 12 , 12 ], yielding e = {b(y + ot)nc | t ∈ {0, . . . , k − 1}}.
It is possible (but rare) that incidences repeat within a hyperedge and that the same hyperedge
appears several times in Fn. Note that the hyperedge density is, ignoring rounding issues,
|E|/|V | = czz+1 and approaches c for large z.
1 A subhypergraph of H is a hypergraph H ′ = (V ′, E′) with V ′ ⊆ V and E′ ⊆ E ∩ 2V ′ .
2 To give a third formulation: The (`+ 1)-core of H is empty. The i-core of H is defined as the largest
subhypergraph of H with minimum degree at least i.
3 Most authors directly refer to A having full rank. We introduce the hypergraph property of being
“solvable” for a more unified presentation.
4 To see this, consider the peeling process when H is `-peelable: The deletion of any vertex v causes the
deletion of `v ≤ ` hyperedges e1, . . . , e`v and we define o(e1) = . . . = o(e`v ) = v. All hyperedges are
deleted eventually, so we obtain an `-orientation o.
5 For the first implication, note that if H is 1-peelable then A is in row-echelon form up to rearranging
rows and columns. For the second implication, use that solvability guarantees an |E| × |E| submatrix of
A with determinant 1. Let V ′ ⊆ V be the inducing vertex set. By Leibniz’s formula for the determinant,
there exists a bijection o : E → V ′ with ∏
e∈E A[e, o(e)] 6= 0. In particular, o is injective and satisfies
o(e) ∈ e for e ∈ E. Thus it is a 1-orientation. This argument can also be found in [15].
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I Definition 2 (Threshold6). Let P be monotone hypergraph property (meaning if H ′ is a
subhypergraph of H then H ∈ P implies H ′ ∈ P). Moreover, let (Hc,n)c∈R+0 ,n∈N be a family
of random hypergraphs. The threshold of (Hc,n)c∈R+0 ,n∈N for P is defined as
c∗ := sup{c ∈ R+0 | Pr[Hc,n ∈ P] n→∞−→ 1}.
Assume a context where k ∈ N, c ∈ R+0 and n ∈ N are given. By the fully random
hypergraph we mean a hypergraph H(n, k, c) with vertex set [n] = {1, . . . , n} and cn hy-
peredges drawn independently and uniformly at random from
([n]
k
)
. Let c∗k,` be the threshold
of (H(n, k, c))c∈R+0 ,n∈N for `-orientability. Note that c
∗
k,` ∈ (0, `) is known exactly [26, 46]
and c∗k,`/` approaches 1 as k + ` increases. We can now state our main theorem.
I Theorem 3. Let k, ` ∈ N, with k ≥ 2 and k + ` ≥ 4.
(i) c < c∗k,` ⇒ ∀z ∈ R+ : Pr[Fn is `-peelable] n→∞−→ 1.
(ii) c > c∗k,` ⇒ ∃z∗ ∈ R+ : ∀z ≥ z∗ : Pr[Fn is `-orientable] n→∞−→ 0.
Let us distil the main takeaways from these claims.
I Corollary 4. Let k, ` ∈ N with k ≥ 2 and k + ` ≥ 4. For z ∈ R+ consider the family
(Fc,n = F (n, k, c, z))c∈R+0 ,n∈N. Let fk,`,z be its threshold for `-peelability and f
∗
k,`,z its
threshold for `-orientability. Then we have:
(i) ∀z ∈ R+ : fk,`,z ≥ c∗k,`.
(ii) lim supz→∞ f∗k,`,z ≤ c∗k,`.
(iii) Let fk,` = limz→∞ fk,`,z and f∗k,` = limz→∞ f∗k,`,z. Then fk,` = f∗k,` = c∗k,`.
(iv) There exists a family (Fˆc,n)c∈R+,n∈N of random hypergraphs with threshold c∗k,` for
`-peelability. The hypergraph Fˆc,n has i.i.d. random hyperedges of size k and hyperedge
density c.
Here, (i) and (ii) are immediate consequences of the claims from Theorem 3. Since fk,`,z ≤
f∗k,`,z (since `-peelability implies `-orientability) we conclude (iii). Lastly, (iv) is obtained by
defining a “diagonal family”7 where z depends on c. Concretely, for c < c∗k,` and n ∈ N, we
can use Fˆc,n := F (n, k, c z+1z , z) where z = z(c) is large enough to fulfil c
z+1
z < fk,`,z. For
c ≥ c∗k,` use any (non-peelable) random hypergraph to complete the definition.
Discussion. Our construction is in the spirit of a well-known technique from coding theory.
Namely, our hypergraphs arise from the fully random hypergraphs via spatial coupling (see
e.g. [42, 44]) along a one-dimensional coupling dimension (the interval X = [0, z + 1)).
Note that results similar to ours can already be found in [37] and [35], however, the goals
of these papers are very different, concerning the Maxwell conjecture and the structure of
the set of solutions to XORSAT formulae, respectively. Relative to these results, our paper
offers: (1) A generalisation to ` > 1. (2) A more elegant construction using the updated
tools from [42] (continuous8 coupling dimension). (3) A framing with data structures in
mind and a demonstration of practical benefits for data structures.
6 Our definition ensures that thresholds always exist. Presumably, all our thresholds are sharp thresholds,
in the sense that c∗ = inf{c ∈ R | Pr[Hc,n ∈ P] n→∞−→ 0} also holds (cf. [30]) . We leave this aside since
our results do not hinge on this.
7 Using Fˆc,n = F (n, k, c, z) for some constant z ∈ R is not allowed because Fc,n has hyperedge density
c zz+1 6= c.
8 In [37] the coupling dimension is discrete. In our own terms, this means that the set of admissible
positions of a hyperedge is Y ∩ ( 1wZ) for some constant w ∈ N. Our construction is attained with w = n.
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1.3 The Data Structure Perspective (HBDS)
Hypergraphs underlie many hashing based data structures (hbds) that exploit the “power
of multiple choices” paradigm [54]. Vertices correspond to buckets where data can be
stored – usually array cells indexed by [n] = {1, . . . , n}. We are given a set S of objects
from some universe U . Each x ∈ S is associated with several buckets by a constant
number k ≥ 2 of hash functions h1, . . . , hk : U → [n]. Thus, x gives rise to a hyperedge
e(x) := {h1(x), . . . , hk(x)} ⊆ [n] in the hypergraph H = ([n], {e(x) | x ∈ S}). We give a few
examples and explain how properties (i), (ii) and (iii) of H come into play.
Cuckoo Hash Table [21, 50, 56]. This implements a set or dictionary data structure with
key set S. Each x ∈ S (and, possibly, associated data) should be stored in exactly one
bucket o(x) and each bucket can hold up to ` objects. To allow for constant-time queries,
we demand o(x) ∈ e(x). Clearly, this asks for an `-orientation of H. If H is also `-peelable,
then the `-orientation can be constructed greedily in linear time. Otherwise, linear time
constructions are only known in some cases.9
Invertible Bloom Lookup Table (IBLT) [36]. Among other things, IBLTs have been used
to construct error correcting codes [53] and solve the set reconciliation and straggler
identification problem [23]. The data structure is inspired by Bloom Filters [5] and
Bloomier Filters [11].
In IBLTs, each bucket v ∈ [n] stores ⊕x∈N(v) x, the bit-wise xor of (the bit represent-
ations of) the objects N(v) := {x ∈ S | v ∈ e(x)} incident to v, as well as the degree
|N(v)|. Note that this data structure is easy to maintain when insertions or deletions
modify S, even through phases with |S|  n. Importantly, a ListEntries operation can
be supported that recovers S if H is 1-peelable.
Retrieval [15, 18, 20, 34, 58]. Here, we are given a function f : S → {0, 1} and want a
data structure that reproduces f(x) for any query x ∈ S. Note that naively storing f
as a set of pairs requires |S| · (1 + log |U|) bits. If H is solvable, however, we can find a
function b : V → {0, 1} with ⊕v∈e(x) b(v) = f(x) for x ∈ S, by solving the linear system
A~b = ~f . To answer queries it then suffices to store b (a bit vector of length |V |) as well
as h1, . . . , hk. Constructions with constant time queries and |V | = (1 + ε)|S| (and even
|V | = (1 + o(1))|S|) exist. Note that membership queries “x ∈ S?” are not supported.
Similar as in cuckoo hashing, if H is 1-peelable, construction time is linear (see also
Section 6). Retrieval data structures are used to implement approximate membership
queries similar to Bloom filters, see e.g. [65], and to build perfect hash functions as follows.
Perfect Hash Function via Retrieval [3, 7, 8, 9, 34, 49]. We wish for an injective function
p : S → [n] where n = (1+ε)|S| and p is efficient to store and evaluate. Assume that k = 4
and that H is 1-orientable via o : E → V . Since o(e(x)) ∈ e(x) = {h1(x), . . . , h4(x)}
there is f : S → {1, 2, 3, 4} such that o(e(x)) = hf(x)(x) for x ∈ S. Thus we only need to
store f with a (two-bit) retrieval data structure (see above) as well as h1, . . . , h4 to be
able to evaluate p(x) := hf(x)(x).
9 Consider fully random k-uniform hypergraphs and a hyperedge density below the orientability threshold
c∗k,`. Then, for graphs (i.e. k = 2) and ` ≥ 2, linear time algorithms to construct orientations are
described by [10, 25]. For ` = 1 and k ≥ 3, consider [39]. It is empirically plausible that random walk
insertion can maintain an orientation in a dynamic setting with expected constant time per update for
any k and ` – a partial answer is given in [31].
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1.4 Coding Theory Perspective (LDPC codes)
The binary erasure channel (BEC) constitutes a simple but important setting. We recommend
[59, Chapter 3] for an excellent introduction to this subject. When a sequence (x1, . . . , xm) ∈
{0, 1}m is sent over the BEC, the receiver sees a sequence y1, . . . , ym ∈ {0, 1, ?}m where for
each i ∈ [m] independently, the i-th bit is erased (yi = ?) with probability ε ∈ [0, 1] and
unchanged (yi = xi) with probability 1− ε. For reliable communication over such channels,
redundancy is introduced. In linear codes, several parity conditions are each specified by
a set P ⊆ [m] and require ⊕i∈P xi to be zero. The set of admissible messages (codewords)
then forms a linear subspace of {0, 1}m.
To relate this to hypergraphs, let V be the set of all parity conditions and let E+ =
{e1, . . . , em} where v ∈ ei if xi is involved in parity condition v. The incidence graph of
H+ = (V,E+) is known as the Tanner graph [63]. In low density parity check (ldpc) codes
the Tanner graph is sparse.
After transmission, bits corresponding to some set E ⊆ E+ are erased and we consider
H = (V,E). When decoding, we seek an assignment xdec : E → {0, 1} such that for v ∈ V
we have
⊕
e∈E,e3v xdec(e) = cv where cv is the parity of the successfully transferred bits
involved in parity condition v. The existence of a solution is guaranteed by construction,
namely xdec(ei) = xi for ei ∈ E. Uniqueness of the solution and thus success of the ideal
maximum a posteriori probability decoder (MAP-decoder) requires the kernel of the incidence
matrix of H to be trivial – which is equivalent to H being solvable.
Success of the linear time belief propagation decoder (BP-decoder) requires 1-peelability
of H. This decoder iteratively identifies a parity condition where all but one of the involved
bits are known, and then decodes the unknown bit.
1.5 Aligning both Perspectives
We now explain how the goals in hbds are sufficiently similar to those in ldpc decoding in
order for the techniques from ldpc codes to be useful in hbds.
Hyperedge Size. The (average) hyperedge size k is, in hbds, related to (average) query time
and (average) number of cache faults per query. In ldpc codes, k is the (average) number
of parity conditions relating to each message bit and contributes to overall encoding and
decoding time. Thus, small k is good.
Density. Let the normalised hyperedge density of H be cˆ = |E|/(`|V |) when discussing
`-peelability and `-orientability, and cˆ = c = |E|/|V | when discussing solvability. In hbds,
high density means accommodating many objects in little space (high memory efficiency),
while in ldpc codes it means recovering many erased bits from little redundancy (high
rate). Thus, large cˆ is good. In both cases, cˆ = 1 is an obvious information theoretic
upper bound.
Peelability, Solvability, Orientability. As far as we are aware, among our list of properties
(i), (ii), (iii) important in hbds, only 1-peelability and solvability play a role for ldpc
codes. Luckily, in the cases we consider, the thresholds for solvability and 1-orientability
coincide. Moreover, the generalisations to ` > 1 are easily established.
In HBDS, hyperedges cannot be usefully related. An ldpc code is given by a fixed hy-
pergraph H+. We are free to design it, for instance we might give all vertices the same
degree. Since H arises from a random ε-fraction of the hyperedges of H+, this gives us
control (proportional to ε) on H as well.
We argue heuristically that, when building a hbds, we are more restricted. Recall that
we do not control the data set S ⊆ U and that we need to evaluate e(x) ⊆ [m] for
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x ∈ U . If e were specifically tailored to S, it is unclear how e(x) could be evaluated
without the need for another data structure relating to S (in that case our data structure
would somehow not be self-sufficient10). Now assume e to be independent of S and
consider the use case where |U|  |S| and the elements of S are chosen independently
at random from U (we may assume repetitions do not occur). Then the hyperedges of
H are stochastically independent with a distribution implicit in e. So the use case with
i.i.d. random hyperedges is unavoidable. We simplify our job by turning all use cases into
this case by assuming {e(s) | s ∈ U} to be an independent family with a distribution we
control. This assumption is vindicated in practice by good hash functions and auxiliary
constructions (e.g. [16]).
Given this restriction to i.i.d. random hyperedges, the random hypergraph families
suitable for hbds are a proper subset of those considered for ldpc codes. For instance,
the degree of any vertex v ∈ V is necessarily random with distribution Bin(|S|, pv) for
some pv ∈ [0, 1] (typically well approximated by Po(λv) for some λv = |S|/pv). Of course,
the general techniques from ldpc codes still apply in this special case.
1.6 Comparison with Known Results
We collect known trade-offs between threshold densities c∗ for properties (i), (ii), (iii) and
(average) hyperedge size k, as achieved by hypergraph families with i.i.d. hyperedges, see
Figure 1. A dot at (k, c∗) ∈ R2 indicates the existence of a family (Hc,n)c∈R+0 ,n∈N of random
hypergraphs where Hc,n has n vertices, bcnc random independent hyperedges and expected
hyperedge size k. The value c∗ is the threshold.
k
c∗
0.7
0.8
0.9
3 4 5 6 7
1
peelability: fully random k-uniform families
orientability: fully random k-uniform families
solvability: fully random k-uniform families
peelability: our k-uniform families
peelability: non-uniform families from [47]
peelability: non-uniform families from [60]
Figure 1 Trade-offs between the hyperedge size k and threshold density c∗ of hypergraph families
for 1-peelability, solvability or 1-orientability.
The 1-orientability thresholds of fully random k-uniform hypergraphs ( ) [29, 32] and the
solvability thresholds [22, 57] of the same family and are known to coincide [14]. They are
relevant for cuckoo hashing and retrieval. The 1-peelability thresholds ( ) [55] on the other
hand are decreasing in k and thus only k = 3 is of interest.
Peelability thresholds of a non-uniform construction ( ) [47], famous in coding theory,
approach c = 1 for k →∞. Further trade-offs ( ) were examined by [60].
The construction in this paper yields `-peelable families in the positions of the best known
`-orientable families ( ) for general ` (only ` = 1 is shown).
10For instance, e could be a perfect hash function, i.e. an injection e : S → [m]. In this case our argument
would apply to the “more fundamental” data structure storing e.
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1.7 The Technique of Spatial Coupling
Our hypergraphs are spatially coupled along the “coupling dimension” X = [0, z + 1). In the
peeling process, vertices with a position close to the borders 0 or z + 1 tend to be deleted
early on, while vertices in the denser, central parts remain stable. But gradually, deletions at
the border “expose” vertices further on the inside and the whole hypergraph “erodes” from
the outside in. This does not happen in the more symmetric construction when X is glued
into a circle (i.e. for all ε ∈ [0, 1) the positions ε and z + ε are identified).
The authors of [41, 44] liken the phenomenon to water that is super-cooled to below 0°C in
a smooth container. It will not freeze unless a nucleus for crystallization is introduced. Once
this is done all water crystallizes quickly, starting from that nucleus. In our construction,
the borders play the role of such a nucleus.
When introducing a linear geometry in the way we did, the 1-peelability threshold of the
resulting (coupled) hypergraph family approaches the solvability thresholds of the underlying
uncoupled construction, in a wide range of cases. In coding theory, this phenomenon is known
as threshold saturation.
We leave a summary of the field to the experts [42, 44]. Put briefly, the phenomenon was
discovered in the form of convolutional codes [24], then rigorously explained, first in a special
case [43], then more generally [44], later accounting for continuous coupling dimensions (and
even multiple dimensions) [42], a form we will exploit in this paper.
1.8 Outline
The paper is organised as follows. In Section 2 we idealise the peeling process by switching
to a tree-like distributional limit of our hypergraphs, and capture the essential behaviour of
the process in terms of an operator Pˆ acting on functions q : R → [0, 1]. In Section 3 we
analyse the effect of iterated application of Pˆ to functions using the rich toolbox from [42].
This is the main ingredient to proving part (i) of Theorem 3 in Section 4. The comparatively
simple part (ii) is independent of these considerations and is proved in Section 5. Finally,
in Section 6 we demonstrate how using our hypergraphs can improve the performance of
practical retrieval data structures.
2 The Peeling Process and Idealised Peeling Operators
The goal of this section, is to understand how the probabilities for vertices of Fn to “survive”
r ∈ N rounds of peeling change from one round to the next. In the classical setting this could
be described by a function, mapping the old survival probability to the new one [55]. In our
case, however, there are distinct survival probabilities q(x) depending on the position x of
the vertex. Thus we need a corresponding operator Pˆ that acts on such functions q.
We almost always suppress k, `, c, z in notation outside of definitions. Big-O notation
refers to n→∞ while k, `, c, z are constant.
Consider the parallel peeling process peel(Fn, `) on Fn = F (n, k, c, z). In each round of
peel(Fn), all vertices of degree at most ` are determined and then deleted simultaneously.
Deleting a vertex implicitly deletes all incident hyperedges. We also define the r-round rooted
peeling process peelv,r(Fn, `) for any vertex v ∈ V and r ∈ N. In round 1 ≤ r′ ≤ r − 1 of
peelv,r(Fn), only vertices with distance r− r′ from v are considered for deletion. Moreover, in
round r, the root vertex v is only deleted if it has degree at most `− 1, not if it has degree `.
For any vertex position x ∈ X = [0, z + 1) and r ∈ N we let q(r)(x) = q(r)(x, n, k, `, c, z)
be the probability that the vertex v = bxnc survives peelv,r(Fn), i.e. is not deleted. It
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is convenient to define q(0)(x) = 1 for all x ∈ X, i.e. every vertex survives the “0-round
peeling process”. Even though q(r) is essentially discrete in x, we will later see that it has a
continuous limit for n→∞.
Whether a vertex v at position x survives peelv,r is a function of its r-neighbourhood
Fn(x, r), i.e. the subhypergraph of Fn that can be reached from v by traversing at most r
hyperedges.
It is natural to consider the distributional limit of Fn(x, r) to get a grip on q(r)(x). In
the spirit of the objective method [1], we identify a (possibly infinite) random tree Tx that
captures the local characteristics of Fn(x, r) for n→∞. In the following Po(λ) refers to the
Poisson distribution with mean λ ∈ R+.
I Definition 5 (Limiting Tree). Let k ∈ N, c, z ∈ R+, X = [0, z + 1), Y = [ 12 , z + 12 ) and
x ∈ X. The random (possibly infinite) hypertree Tx = Tx(k, c, z) is distributed as follows.
Tx has a root vertex root(Tx) at position x, which for Yx := [x − 12 , x + 12 ] ∩ Y has
dx ∼ Po(ck|Yx|) child hyperedges with positions uniformly distributed in Yx.11 Each child
hyperedge at position y is incident to k − 1 (fresh) child vertices of its own, each with a
uniformly random position x′ ∈ [y − 12 , y + 12 ]. The sub-hypertree at such a child vertex at
position x′ is distributed recursively (and independently of its sibling-subtrees) according to
Tx′ .
For x ∈ X and r ∈ N, let Fn(x, r) and Tx(r) denote the r-neighbourhoods of vertex
v = bxnc in Fn and root(Tx) in Tx(r), respectively. In the following, H is an arbitrary fixed
rooted hypergraph and equality of hypergraphs indicates a root-preserving isomorphism.
I Lemma 6. ∀x ∈ X, r ∈ N, H : lim
n→∞Pr[Fn(x, r) = H] = Pr[Tx(r) = H].
Sketch of Proof. We only sketch some broad strokes required in a proof. Consider a vertex
v at position x in Fn. By construction, any hyperedge containing v must have a position
y ∈ [x− 12 , x+ 12 ]. For x ∈ [0, 1) or x ∈ [z, z+ 1) the potential positions are further restricted
by the upper and lower bounds on hyperedge positions, i.e. we have y ∈ Yx := [x− 12 , x+ 12 ]∩Y .
In order for a random hyperedge e to contain v, two things have to work out:
(1) The position of e must fall within Yx. The probability for this is |Yx|/|Y | = |Yx|/z.
(2) At least one of the k incidences of e must turn out to be to v. The probability for this is
1− (1− 1n )k.
Since there are czn hyperedges in total, we obtain a binomial distribution deg(v) ∼
Bin
(
czn, |Yx|/z(1 − (1 − 1n )k)
)
. This distribution converges, for n → ∞, to Po(ck|Yx|),
which is the distribution of deg(root(Tx)). To see the correspondence between the distri-
butions of Fn(x, r) and Tx(r) for r > 1, we may reveal Fn(x, r) and Tx(r) vertex by vertex
in breadth-first-search order and argue by induction. Conditioned on Fn(x, r) and Tx(r)
matching up to a certain step, the distributions of what is revealed in the next step coincide
up to terms of order o(1). There are three complications to deal with: (i) Vertex positions in
Fn are restricted to integer multiples of 1n . (ii) Fn(x, r) may contain cycles. (iii) There are
slight dependencies between vertex degrees in Fn(x, r). It should be intuitively plausible
that these problems vanish in the limit. We refer to [45] for a full argument showing a similar
convergence. See also [40] for the related technique of Poissonisation. J
11 In other words: The positions of the child hyperedges are a Poisson point field on Yx with intensity ck.
By |I| for an interval I = [a, b] we mean b− a.
Note also that the position is now a property of a vertex, not an identifying feature. Possibly (though
with probability 0) the tree Tx may contain several vertices at the same position.
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We now direct our attention to survival probabilities in the idealised peeling processes
(peelroot(Tx),r(Tx))x∈X , which are easier to analyse than those of peelv,r(Fn).
I Lemma 7. Let r ∈ N0 be constant and q(r)T (x) = q(r)T (x, k, `, c, z) be the probability that
root(Tx) survives peelroot(Tx),r(Tx) for x ∈ X. Then
q
(r+1)
T (x) = Q
(
ck
∫
[x− 12 ,x+ 12 ]∩Y
(∫ y+ 12
y− 12
q
(r)
T (x′)dx′
)k−1
dy, `
)
for x ∈ X.
where Q(λ, `) = 1−∑i<` λii! = Pr[Po(λ) ≥ `], the latter term slightly abusing notation.
Proof. Let x ∈ X and v = root(Tx). Assume y ∈ [x − 12 , x + 12 ] ∩ Y is the type of some
hyperedge e incident to v. Hyperedge e survives r rounds of peelv,r+1(Tx) if and only if all
of its incident vertices survive these r rounds. Since v itself may only be deleted in round
r + 1, the relevant vertices are the k − 1 child vertices w1, . . . , wk−1 with positions uniformly
distributed in [y − 12 , y + 12 ]. Let Wi be the subtree rooted at wi for 1 ≤ i < k. Consider
the peeling process peelwi,r(Wi). Assume the process deletes wi in round r, meaning wi
has degree at most ` − 1 at the start of round r. Then wi has degree at most ` at the
start of round r in peelv,r+1(Tx), meaning peelv,r+1(Tx) deletes e in round r. Conversely,
if none of peelw1,r(W1), . . . , peelwk−1,r(Wk−1) delete their root vertex within r rounds, then
w1, . . . , wk−1 have degree at least `+ 1 after round r of peelv,r+1(Tx) and e survives round
r of peelv,r+1(Tx). Since the position of each wi is independent and uniformly distributed
in [y − 12 , y + 12 ), the probability for e to survive is py := (
∫ y+ 12
y− 12
q
(r)
T (x′)dx′)k−1. Since the
positions of the hyperedges incident to v are a Poisson point field on [x − 12 , x + 12 ] ∩ Y
with intensity ck, the number of incident hyperedges surviving round r of peelv,r+1(Tx) has
Poisson distribution with mean λ :=
∫
[x− 12 ,x+ 12 ]∩Y ckpydy.
The claim now follows by observing that v survives r + 1 rounds of peelv,r+1(Tx) if it is
incident to at least ` hyperedges surviving r rounds. The probability for this is Q(λ, `). J
For convenience we define the operator P = P(k, `, c, z), which maps any (measurable12)
q : X → [0, 1] to Pq : X → [0, 1] with
(Pq)(x) = Q
(
ck
∫
[x− 12 ,x+ 12 ]∩Y
(∫ y+ 12
y− 12
q(x′)dx′
)k−1
dy, `
)
for x ∈ X.
Together Lemmas 6 and 7 imply that P can be used to approximate survival probabilities.
I Corollary 8. Let r ∈ N0 be constant. Then for all x ∈ X
Prq(0)(x) def= Prq(0)T (x)
Lem7= q(r)T (x)
Lem6= q(r)(x)± o(1).
To obtain upper bounds on survival probabilities, we may remove the awkward restriction
“∩Y ” in the definition of P. We define Pˆ = Pˆ(k, `, c) as mapping any q : R → [0, 1] to
Pˆq : R→ [0, 1] with
(Pˆq)(x) = Q
(
ck
∫ x+ 12
x− 12
(∫ y+ 12
y− 12
q(x′)dx′
)k−1
dy, `
)
for x ∈ R.
12All functions that play a role in our analysis are measurable. We refrain from pointing this out from
now on.
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Note that Pˆ does not depend on z or n. To simplify notation, we assume that the old
operator P also acts on functions q : R → [0, 1], ignoring q(x) for x /∈ X, and producing
Pq : R → [0, 1] with Pq(x) = 0 for x /∈ X. We also extend q(0) to be 1X : R → [0, 1],
i.e. the characteristic function on X, essentially introducing vertices at positions x /∈ X
which are, however, already deleted with probability 1 before the first round begins. Note
that while q(r)(x) and q(r)T (x) are by definition non-increasing in r, this is not the case for
(Pˆrq(0))(x). For instance, Pˆrq(0) has support (−r, z + 1 + r), which grows with r.13 The
following lemma lists a few easily verified properties of Pˆ. All inequalities between functions
should be interpreted point-wise.
I Lemma 9. (i) ∀q : R→ [0, 1] : Pq ≤ Pˆq.
(ii) P and Pˆ are monotonic, i.e. ∀q, q′ : R→ [0, 1] : q ≤ q′ ⇒ Pq ≤ Pq′ ∧ Pˆq ≤ Pˆq′.
(iii) P and Pˆ are continuous, i.e. pointwise convergence of (qi)i∈N to q∗ implies pointwise
convergence of (Pqi)i∈N and (Pˆqi)i∈N to Pq∗ and Pˆq∗, respectively.
3 Analysis of Iterated Peeling
The goal of this section is to prove the following Lemma.
I Proposition 10.
(i) For c < c∗k,` and any z ∈ R+, we have (Prq0)(x) r→∞−→ 0 for all x ∈ X.
(ii) For c > c∗k,` and large z, we have (Prq0)(x)
r→∞−→ q∗(x) for all x ∈ X and some q∗ 6= 0.
The intuition is that for c > c∗k,` the peeling process gets stuck, while for c < c∗k,` all vertices
are eventually peeled.
Conveniently, iterations such as the one given by P and Pˆ were extensively studied
in a stunning paper by Kudekar, Richardson and Urbanke [42]. For some initial function
f (0) : R→ [0, 1] and non-decreasing functions hf , hg : [0, 1]→ [0, 1] they study the sequence
of functions
g(r)(y) := hg((f (r) ⊗ ω)(y)) (1)
f (r+1)(x) := hf ((g(r) ⊗ ω)(x))
where ω is an averaging kernel, i.e. an even non-negative function with integral 1 and ⊗ is
the convolution operator. To apply the theory to our case, we use:
hf (u) := Q(cku, `) hg(v) := vk−1 ω(x) = 1|x|≤ 12 (2)
With these substitutions the iteration (1) satisfies Pˆf (r) = f (r+1). If we force the func-
tions g(r), r ∈ N, to be zero outside of Y = [ 12 , z + 12 ) by replacing (1) with g(r)(y) :=
min{1Y (y), hg((f (r) ⊗ ω)(y))} we get the system with two-sided termination. In this case
Pf (r) = f (r+1). The system with one-sided termination is defined similarly with Y = [ 12 ,∞).
We remark that nothing in the following depends on the choice of ω.14
13 It is still possible to interpret Pˆrq(0)(x) as survival probabilities in more symmetric, extended versions
Tˆx of the tree Tx, but we will not pursue this.
14There is a corresponding flexibility in Definition 1. Instead of a hyperedge at position y choosing its
incident vertices uniformly at random from [y − 12 , y + 12 ], we can use an almost arbitrary bounded
density function that is symmetric around y. For details consider [42, Definition 2].
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u
v
φ(u, v) = + −
hg(v)
hf (u)
0 1
1
(u1, v1)
(u2, v2)
Figure 2 A plot of the curves u 7→ (u, hf (u)) and v 7→ (hg(v), v) for u, v ∈ [0, 1] with k = 3, ` = 2
and c = c∗k,`. The three crossing points of the curves are the solutions (0, 0), (u1, v1) and (u2, v2)
to Equation (3). The potential φ(u, v) can be visualised as the sum of three areas as shown. The
significance of the threshold c∗k,` is that the two areas enclosed by the two curves have exactly the
same size, or put differently, φ(u2, v2) = 0.
3.1 Unleashing Heavy Machinery from Coding Theory
We plan to delegate the proof of Proposition 10 to theorems from [42]. For this, we need to
examine the potential φ(u, v) = φ(hf , hg, u, v) given as:
φ(u, v) =
∫ u
0
h−1g (u′)du′ +
∫ v
0
h−1f (v
′)dv′ − uv for 0 ≤ u ≤ hg(1), 0 ≤ v ≤ hf (1).
A visualisation is given in Figure 2. Consider the equation
(u, v) = (hg(v), hf (u)). (3)
Clearly it has the trivial solution (u, v) = (0, 0). By monotonicity of hg and hf any two
solutions (u1, v1) and (u2, v2) are component-wise ordered and we write e.g. (u1, v1) < (u2, v2).
I Lemma 11. (i) Every local minimum (u, v) of φ is a solution to Equation (3).
(ii) If Equation (3) has at least one non-trivial solution, then the smallest non-trivial
solution (u1, v1) has potential φ(u1, v1) > 0.
(iii) Equation (3) has at most two non-trivial solutions.
(iv) For c = c∗k,` there is a non-trivial solution (u2, v2) of Equation (3) with φ(u2, v2) = 0.
In this case (0, 0) and (u2, v2) are the only minima of φ.
(v) For c < c∗k,` we have φ(u, v) > 0 for (u, v) 6= (0, 0).
(vi) For c > c∗k,` Equation (3) has two non-trivial solutions (u1, v1) < (u2, v2). They satisfy
φ(u2, v2) < φ(0, 0) = 0 < φ(u1, v1).
Proof. (i) The partial derivatives of φ are ∇φ(u, v) = (h−1g (u)− v, h−1f (v)− u). Therefore,
the only candidates for local minima of φ are the solutions to Equation (3) (it is easy
to check that except for (u, v) = (0, 0) there are no local minima at the borders).
(ii) Assume (u1, v1) is the smallest non-trivial solution to Equation (3). Considering
Figure 2, we see that |φ(u1, v1)| is the area enclosed by hf (u) and h−1g (u) for u ∈ [0, u1].
To see that the sign of φ(u1, v1) is positive, observe that for small values of u we have
hf (u) = Q(cku, `) = O(u`) while h−1g (u) = Ω(u1/(k−1)) and thus hf (ε) < h−1g (ε) for
ε ∈ (0, u1). This uses ` ≥ 1, k ≥ 2 and (k, `) 6= (2, 1).
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(iii) By expanding hf and hg and substituting ξ = ckvk−1 we get for (u, v) 6= (0, 0):
(u, v) = (hg(v), hf (u))⇔ v = Q(ckvk−1, `)⇔ ξck = Q(ξ, `)k−1 ⇔ ξQ(ξ,`)k−1 = ck.
To show that the right-most equation has at most two solutions it suffices to show that
ξ
Q(ξ,`)k−1 has at most one local extremum. If ξ is such an extremum, we get
d
dξ
ξ
Q(ξ,`)k−1 = 0⇒ Q(ξ, `)k−1 − ξ(k − 1)Q(ξ, `)k−2Q′(ξ, `) = 0
⇒ Q(ξ, `)− ξ(k − 1)Q′(ξ, `) = 0⇒
∑
i≥`
ξi
i! − (k − 1)ξ`(`− 1)! = 0
⇒
∑
i≥0
ξi
(i+`)! = (k − 1)(`− 1)!
Since the left hand side is increasing in ξ for ξ > 0 while the right hand side is constant,
there is exactly one solution ξ as claimed.
(iv) Recall that c occurs in the definition of hf and note that φ is monotonically decreasing
in c. It is easy to see that φ is nowhere negative for small values of c, and negative for
some (u, v) if c is large. For continuity reasons and because φ(u, v) ≥ 0 for u, v ∈ [0, ε]
with ε = ε(c) small enough (using similar arguments as in (ii)), there must be some
intermediate value c where φ(u2, v2) = 0 for a local minimum (u2, v2) 6= (0, 0) of φ.
By (i), (u2, v2) is a solution of Equation (3). By (ii) there must be a smaller solution
(u1, v1) with φ(u1, v1) > 0. Now by (i), and (iii), there cannot be minima of φ in
addition to (0, 0) and (u2, v2). The only thing left to show is c = c∗k,`.
We rewrite the potential at (u2, v2), using Equation (3)
φ(u2, v2) =
∫ u2
0
h−1g (u)du+
∫ v2
0
h−1f (v)dv − u2v2
=
(
u2v2 −
∫ v2
0
hg(v)dv
)
+
(
u2v2 −
∫ u2
0
hf (u)du
)
− u2v2
= v2hg(v2)−Hg(v2)−Hf (hg(v2)),
where Hg and Hf are antiderivatives of hg and hf , i.e:
Hg(v) =
∫
hg(v)dv = 1kv
k Hf (u) =
∫
hf (u)du = u− 1ck
∑`
i=1
Q(cku, i).
The fact that
∫ λ
0 Q(x, `)dx = λ−
∑`
i=1Q(λ, i) can be seen by induction on `. We now
examine the implications of φ(u2, v2) = 0. In the following calculation let ξ := ckvk−12
which implies Q(ξ, `) = v2.
0 = φ(u2, v2) = v2hg(v2)−Hg(v2)−Hf (hg(v2))
= vk2 − vk2/k − vk−12 + 1ck
∑`
i=1
Q(ckvk−12 , i)
⇒ 0 = ξv2 − ξv2/k − ξ +
∑`
i=1
Q(ξ, i) = ξQ(ξ, `)− ξQ(ξ, `)/k − ξ +
∑`
i=1
Q(ξ, i)
⇒ ξQ(ξ, `)/k = ξ(Q(ξ, `)− 1) +
∑`
i=1
Q(ξ, i) = −e−ξ
`−1∑
j=0
ξj+1
j! +
∑`
i=1
(
1− e−ξ
i−1∑
j=0
ξj
j!
)
= `− e−ξ
`−1∑
j=0
(ξ
j+1
j! + (`− j)
ξj
j! ) = `− e
−ξ
(
ξ`
(`− 1)! +
`−1∑
j=0
`
ξj
j!
)
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= `− `e−ξ
∑`
j=0
ξj
j! = `Q(ξ, `+ 1) ⇒ k` =
ξQ(ξ, `)
Q(ξ, `+ 1) .
The last equation characterises the threshold c∗k,` for `-orientability of random k-uniform
hypergraphs, see for instance [27]. Thus c = c∗k,` follows.
(v) We now make the dependence of φc(u, v) on c explicit. For monotonicity reasons we
have φc(u, v) > φc′(u, v) whenever c < c′ and v 6= 0. Since φc∗
k,`
is positive except for
its two roots at (0, 0) and (u2, v2), for c < c∗k,` the potential φc is positive except at
(0, 0).
(vi) Since φc∗
k,`
has a non-trivial root, φc attains negative values for monotonicity reasons. By
(i), the potential attains its (negative) minimum at a non-trivial solution to Equation (3),
and by (ii) it attains a positive value at the smallest non-trivial solution. Thus, the
claim follows.
J
We are now ready to prove Proposition 10.
Proof of Proposition 10. First note that we have q0 ≥ Pq0 by definition, which implies
Prq0 ≥ Pr+1q0 by monotonicity of P and induction on r. Thus, Prq0 is pointwise bounded
and decreasing and must converge to a limit q∗. As P is continuous (see Lemma 9) we have
Pq∗ = q∗.
(i) Let 1 : R → {1} be the 1-function. First note that for any x ∈ X we have, using
properties from Lemma 9 and monotonicity of hf and hg
(Prq0)(x) ≤ (Pˆr1)(x) = (hf ◦ hg)r(1) r→∞−→ max{u ∈ [0, 1] | hf (hg(u)) = u}. (4)
So if the only solution of hf (hg(u)) = u is u = 0, then we get Prq0(x)
r→∞−→ 0 from
this alone. Otherwise, by Lemma 11(iii), there are one or two non-trivial solutions, the
larger one we denote by (u2, v2).
We now apply [42, Theorem 10]15. It requires φ(u, v) > 0 for 0 6= (u, v) ∈ [0, u2]× [0, v2],
which we have shown in Lemma 11(v). The theorem asserts pointwise convergence of
f (r) to zero for any f (0) : R→ [0, u2] in the case of one-sided termination. Clearly this
implies convergence to zero in the case of two-sided termination as well, i.e.Prf (0) r→∞−→ 0.
Choosing f (0) = 1 · u2 we get
lim
r→∞(P
rq0) = lim
r→∞P
r lim
s→∞P
sq0
(4)≤ lim
r→∞P
rf (0) ≡ 0.
(ii) Using Lemma 11(vi) and (iii), we know there are exactly three solutions (0, 0) <
(u1, v1) < (u2, v2) to Equation (3) and the signs of their potentials are zero, positive
and negative, respectively. This is sufficient to apply [42, Theorem 14]16. The theorem
asserts the existence of a solution q∗ : X → [0, u2] of Pq∗ = q∗ with q∗( z+12 ) = u2 − ε
for any ε > 0, assuming z = z(ε) is large enough.
By monotonicity of P we have limr→∞Prq0 ≥ limr→∞Prq∗ = q∗. J
15Strictly speaking, the theorem requires functions hf and hg with hf (0) = hg(0) = 0 and hf (1) =
hg(1) = 1. As the authors of [42] point out themselves, this is purely to simplify notation. We can
apply the theorem to our hf : [0, u2] → [0, v2] and hg : [0, v2] → [0, u2] with hf (0) = hg(0) = 0 and
hf (u2) = v2, hg(v2) = u2 after rescaling the axes so (u2, v2) becomes (1, 1). We will not do so explicitly.
16 See previous footnote.
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4 Peelability of Fn below c∗k,`
We now connect the behaviour of system (1) to the survival probabilities q(R)(x) we were
originally interested in. For c < c∗k,` and any z ∈ N, they can be made smaller than any
δ > 0 in R = R(δ, k, `, z, c) rounds.
I Lemma 12. If c < c∗k,` then ∀z ∈ R+, δ > 0: ∃R,N ∈ N : ∀n ≥ N, x ∈ X : q(R)(x) < δ.
Proof. Let z ∈ R+ and δ > 0 be arbitrary constants. At first, Proposition 10(i) implies only
pointwise convergence Prq(0)(x) r→∞−→ 0 for all x ∈ X. However, since X is compact, Prq(0)
is continuous for r > 0 and the all-zero limit is obviously contiuous, basic calculus17 implies
uniform convergence, i.e. there is a constant R such that PRq(0)(x) ≤ δ/2 for all x ∈ X.
Therefore for x ∈ X:
q(R)(x) Cor 8= (PRq(0))(x) + o(1) ≤ δ/2 + o(1) ≤ δ.
In the last step we simply choose N ∈ N large enough. J
Lemma 6 only allows us to track q(R) via PRq0 for a constant number of rounds R. Therefore,
we need to accompany Lemma 12 with the following combinatorial argument that shows that
if all but a δ-fraction of the vertices are peeled, then with high probability18 (whp) the rest
is peeled as well. Arguments such as these are standard, many similar ones can be found for
instance in [27, 29, 38, 46, 48, 51, 55].
I Lemma 13. Let c ∈ [0, `]. There exists δ = δ(k, `, z) > 0 such that, whp, any subhypergraph
of Fn = F (n, k, c, z) induced by at most δ|V (Fn)| vertices has minimum degree at most `.
Proof. In the course of the proof we will implicitly encounter positive upper bounds on
δ in terms of k and z. Any δ > 0 small enough to respect these bounds is suitable. We
consider the bad events Ws,t that some small set V ′ ⊆ V of size s induces t hyperedges for
k ≤ s ≤ δ|V |, (`+1)sk ≤ t ≤ |E|. If none of these events occur, then all such V ′ induce less
than (` + 1)|V ′|/k hyperedges and therefore induce hypergraphs with average degree less
than `+ 1, so a vertex of degree at most ` exists in each of them.
We will show Pr[
⋃
s
⋃
tWs,t] = O(1/n) using a first moment argument. First note that
Fn contains three copies of the same hyperedge with probability at most
(
czn
3
)
(nk)−2 =
O(n−2k+3) = O(n−1), so we restrict our attention to Fn without triplicate hyperedges. Given
s and t there are
((z+1)n
s
)
ways to choose V ′. Since there are sk ways to form k-tuples from
vertices of V ′ and each hyperedge occurs at most twice, there are at most
(2sk
t
)
multisets
of hyperedges that V ′ could induce. The probability that any given k-tuple actually does
induce a hyperedge is either zero if the k vertices are too far apart or 1− (1−n−k)czn ≤ `z
nk−1 .
Similarly, it induces a duplicate hyperedge with probability at most ( `z
nk−1 )
2. Since the
presence of hyperedges is negatively correlated we may obtain an upper bound on the
probability of the event that a set of hyperedges are all simultaneously present by taking the
product of the events for the presence of the individual hyperedges. Thus, using constants
17 Sometimes referred to as Dini’s Theorem after Ulisse Dini (1848 – 1918).
18Meaning with probability approaching 1 as n→∞.
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C,C ′, C ′′ ∈ R+ (that may depend on k, ` and z) where precise values do not matter, we get
Pr[
δ|V |⋃
s=k
|E|⋃
t= (`+1)sk
Ws,t] ≤
δ|V |∑
s=k
|E|∑
t= (`+1)sk
Pr[Ws,t] ≤
δ|V |∑
s=k
|E|∑
t= (`+1)sk
(
(z + 1)n
s
)(
2sk
t
)(
`z
nk−1
)t
≤
δ|V |∑
s=k
|E|∑
t= (`+1)sk
(
e(z + 1)n
s
)s(2e`zsk
tnk−1
)t
≤
δ|V |∑
s=k
|E|∑
t= (`+1)sk
(
C
n
s
)s(
C ′
sk−1
nk−1
)t
≤ 2
δ|V |∑
s=k
(
C
n
s
)s(
C ′
sk−1
nk−1
) (`+1)s
k
= 2
δ|V |∑
s=k
(
C ′′ sn
)((k−1)(`+1)−k) sk ≤ 2 δ|V |∑
s=k
(
C ′′ sn
) s
k .
To get rid of the summation over t, we assumed (s/n)k−1 ≤ δk−1 ≤ 12C′ , in the last step
we used k ≥ 2, ` ≥ 1 and (k, `) 6= (2, 1). Elementary arguments show that in the resulting
bound, the contribution of summands for s ∈ {k, . . . , 2k} is of order O( 1n ), the contribution
of the summands with s ∈ {2k + 1, . . . , O(logn)} are of order O( lognn2 ) (using sn ≤ lognn ) and
the contribution of the remaining terms with s ≥ 3 log2 n is of order O(2− log2 n) = O( 1n )
(using C ′′ sn ≤ C ′′δ(z + 1) ≤ 12 ). This gives Pr[
⋃
s,tWs,t] = O(n−1), proving the claim. J
We are now ready to prove the first half of Theorem 3.
Proof of Theorem 3(i). Let c < c∗k,` and z ∈ R+. We need to show that Fn is `-peelable
whp.
First, let δ = δ(k, `, z) be the constant from Lemma 13 and R = R(δ/2) as well as N the
corresponding constants from Lemma 12.
Assuming n ≥ N we have q(R)(x) ≤ δ/2 for all x ∈ X, meaning any vertex v from Fn
is not deleted within R rounds of peelv,R(Fn) with probability at most δ/2. Since peel(Fn)
deletes in R rounds at least the vertices that any peelv,R(Fn) for v ∈ V deletes in R rounds,
the expected number of vertices not deleted by peel(Fn) within R rounds is at most δ|V |/2.
Now standard arguments using Azuma’s inequality (see e.g. [52, Theorem 13.7]) suffice
to conclude that whp at most δ|V | vertices are not deleted by peel(Fn) within R rounds.
By Lemma 13, whp, neither the remaining δ|V | vertices, nor any subset induces a
hypergraph of minimum degree `+ 1. Therefore peel(Fn) deletes all vertices whp. J
5 Non-Orientability of Fn above c∗k,`
To show that Fn is not `-peelable whp for c > c∗k,` we argue that Fn is even not `-orientable
whp.19 Our proof relies on local weak convergence theory, a subject we danced around in
Section 2. There are three ingredients.
Ingredient 1: Identical weak limits. For a finite graph G, let G(◦) be the random rooted
graph obtained by designating a root at random. For a rooted (possibly infinite) graph T ,
let T (r) be the r-neighbourhood of the root.
19Alternatively, one could try to base a proof on Proposition 10(ii), possibly by going through similar
motions as [55, Lemma 4]. If successful, this might give a detailed characterisation of the (`+ 1)-core of
Fn – the largest subhypergraph of Fn with minimum degree `+1. Presumably, the (`+1)-core contains
roughly a q∗(x)-fraction of the vertices with position roughly at x ∈ X. We leave this aside. Our
approach has the upside of establishing a connection between orientability thresholds and peelability
thresholds.
16 Peeling Close to the Orientability Threshold
I Definition 14 (Random Weak Limit [46]20). Let (Gn)n∈N be a sequence of (fixed) graphs
and T a random (possibly infinite) rooted graph. We say that (Gn)n∈N has random weak
limit T if Gn(◦)(r) converges in distribution to T (r) as n→∞, for all r ∈ N.
For example, for c ∈ R+, k ∈ N and n ∈ N, consider the fully random k-uniform hypergraph
Hn with n vertices and cn independent and uniformly random hyperedges of size k. Let GHn
be the incidence graph of Hn. In particular, GHn is bipartite with cn vertices of degree k
that correspond to hyperedges in Hn and n vertices (of varying degrees) that correspond
to vertices in Hn. Moreover, consider the random (possibly infinite) tree Tvert generated
as follows. The root vertex is on level zero. A vertex v at an even level is given a random
number Xv ∼ Po(c) of children on the next level. A vertex at an odd level is given k − 1
children on the next level. Let further Tedge be the random tree with a root connected to the
roots of k independently sampled copies of Tvert. Lastly, let T be the random tree obtained
by taking a copy of Tvert with probability 11+c and a copy of Tedge with probability
c
1+c .
The following claim is standard21.
I Fact 15. Almost surely, the sequence (GHn )n∈N has random weak limit T .22
Now, let also z ∈ R+ and let Fn = F (n, k, c, z) be the random hypergraph from Definition 1.
We define F˜n to be a “seamless” version of Fn where the vertices i and i+ nz for all i ∈ [n]
are merged, “glueing” the right-most n vertices of Fn on top of the left-most n vertices of
Fn. Moreover, let G˜Fn be the incidence graph of F˜n.
Techniques from [45] suffice to prove that we get the same random weak limit.
I Fact 16. Almost surely, the sequence (G˜Fn )n∈N has random weak limit T .23
Ingredient 2: Lelarge’s Theorem [46]. To clarify its role in our proof, we restate a
remarkable theorem due to Lelarge [46] in weaker form.
I Theorem 17 (Lelarge [46, Theorem 4.1]). Let (Gn = (An, Bn, En))n∈N be a sequence of
bipartite graphs with |En| = O(|An|). Let further M(Gn) be the maximum size of a set
E′ ⊆ En with degE′(a) ≤ 1 for a ∈ An and degE′(b) ≤ ` for b ∈ Bn. If (Gn)n∈N has
random weak limit T ∗ and T ∗ satisfies certain natural properties24, then lim
n→∞
M(Gn)
|An| exists
and depends only on T ∗.
A graph G in the theorem should be interpreted as the incidence graph of a hypergraph H
with vertex set B and hyperedge set A. Then M(G) is the size of a largest set A′ ⊆ A such
that the subhypergraph (B,A′) of H is `-orientable. In other words, M(G) is the size of the
largest partial `-orientation of H.
20The name random weak limit comes from [46]. The notion is also known as Benjamini-Schramm limit
[4]. Aldous and Steele [1] call it the standard construction.
21 I cannot find a crystal clear reference for this, but [45, 46] consider it to be standard with reference
to [40]. Since the language differs significantly, I consider [45] itself to be a better reference, since an
arguably more complicated case is treated in detail.
22 It is easy to get confused here because we implicitly “cast” the sequence (GHn )n∈N of random variables
on graphs into a sequence of graphs. To reiterate: Having a certain random weak limit is a property
of a sequence of graphs (not of distributions). The claim is that when sampling a sequence of graphs
by independently sampling each element GHn of the sequence as explained above, then the resulting
sequence of graphs will have the property almost surely, i.e. with probability 1.
23Note that the limit T does not depend on z.
24The limit T ∗ must be a bipartite unimodular Galton-Watson tree, see [46] for an explanation. It is clear
that T ∗ = T has the required properties.
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Ingredient 3: Orientability-Gap above the threshold. Assume c = c∗k,` + ε for ε > 0.
By definition, it is not the case that Hn is `-orientable whp. More strongly however, it
is known [27, 46] that there exists a constant δ = δ(ε) > 0 such that the largest partial
`-orientation of Hn has size (1− δ)cn+ o(n) whp. In the terms of Theorem 17, this means
lim
n→∞M(G
H
n )/|cn| = 1− δ almost surely. We now put all three ingredients together.
Proof of Theorem 3(ii). Let c = c∗k,` + ε and δ = δ(ε) as above. We pick z ≥ z∗ := 2`δc .
Since (GHn )n∈N and (G˜Fn )n∈N almost surely share the random weak limit T by Facts 15
and 16, we conclude from Theorem 17 that the orientability gap carries over from Hn to F˜n,
i.e. lim
n→∞M(G˜
F
n )/|czn| = 1− δ almost surely (recall that Fn contains czn hyperedges edges).
In particular, the size of the largest partial orientation of F˜n is (1− δ)czn+ o(n) whp.
Switching from F˜n back to Fn can increase the size of a largest partial orientation by at most
`n to (1− δ + `cz )czn+ o(n) ≤ (1− δ2 )czn+ o(n) whp. Thus Fn is not `-orientable whp. J
6 Experiments
We used our 1-peelable hypergraph families to implement retrieval data structures and
compare these to existing implementations.
A 1-bit retrieval data structure for a universe U is a pair of algorithms construct and
query, where the input of construct is a set S ⊆ U of size m = |S| and f : S → {0, 1}. If
construct succeeds, then the output is a data structure Df such that query(Df , x) = f(x) for
all x ∈ S. The output of query(Df , y) for y ∈ U \ S may yield an arbitrary element of {0, 1}.
The interesting setting is when the data structure may only occupy O(m) bits.
Recall the well-known approach [8, 9, 15, 18, 20, 34, 58] explained in Section 1.3. We map
each element x ∈ S to a set e(x) ⊆ [N ] via a hash function, where N = m/c for some desired
hyperedge density c. We then seek a solution b : [N ]→ {0, 1} satisfying ⊕v∈e(x) b(v) = f(x)
for all x ∈ S. The bit vector b and the hash function then form Df . A query simply evaluates
the left hand side of the equation for x to recover f(x). To compute b, we consider the
hypergraph H = ([N ], {e(x), x ∈ S}). A vertex v ∈ [N ] only contained in one hyperedge e(x)
corresponds to a variable b(v) only occurring in the equation associated with x. It is thus
easy to see that if H is 1-peelable, repeated elimination and back-substitution yields b in
O(m) time.
We implemented the following variations and report results in Table 1. By the overhead of
an implementation we mean N ′m − 1 where N ′ ≥ N is the total number of bits used, including
auxiliary data structures.
Botelho et al. [9] H is a fully random 3-ary hypergraph with a hyperedge density below
the 1-peelability threshold c∗3,1 ≈ 0.818. Construction via peeling and queries are very
fast, but the overhead of 23% is sizeable (Df occupies roughly 1.23m bits).
This work. The hyperedges are distributed such that H = F (N/z, k, c, z). Recall that the
hyperedge density is c zz+1 . Note that z should be large to keep the density close to c, but
not too large, as our construction relies on n z.
Luby et al. [47] The hyperedges are distributed such that H is the 1-peelable hypergraph
from [47] already mentioned in Section 1.6. To our knowledge, these hypergraphs have
not been considered in the context of retrieval. They seem to be particularly well suited
to achieve very small overheads at the cost of larger construction times and larger average
query times compared to our other approaches. Note, however, that the largest hyperedge
size D + 4 is exponential in the average hyperedge size. Therefore, the worst-case query
time is much larger than the reported average query time.
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construct query
Paper Configuration Overhead [µs/key] [ns]
Botelho et al. [9] c = 0.81 23.5% 0.31 35
〈this work〉 c = 0.910, k = 3, z = 50 12.1% 0.26 27
〈this work〉 c = 0.960, k = 4, z = 67 5.7% 0.26 32
〈this work〉 c = 0.985, k = 7, z = 72 2.9% 0.38 43
Luby et al. [47] c = 0.9, D = 12 11.1% 0.76 69
Luby et al. [47] c = 0.99, D = 150 1.1% 0.85 82
Genuzio et al. [34] c = 0.91, k = 3, C = 104 10.2% 1.43 36
Genuzio et al. [34] c = 0.97, k = 4, C = 104 3.4% 2.32 41
Dietzfelbinger and W. [18] c = 0.9995, block size = 16, C = 104 0.24% 2.60 37
Table 1 Overheads and average running times per key of various practical retrieval data structures.
Genuzio et al. [34], Dietzfelbinger and W. [18]. For reference, we also implemented two
recent retrieval data structures that do not rely on peeling but solve linear systems. There,
to counteract cubic solving time, the input set is partitioned into chunks of size C by
some hash function with range [m/C]. Especially [18] achieves much smaller overheads
than what is feasible with peeling approaches, with the downside of having much larger
construction times and being more complicated.
Experiments are performed on a desktop computer with an Intel®Core i7-2600 Processor
@ 3.40GHz. In all cases, the data set S contains 107 random 64 bit integers25. The function
f : S → {0, 1} is the parity of the integer26. As hash function we use the 2-independent
multiply-shift scheme developed in [13] and crisply explained in [64] to produce 128 bit
hashes. If more bits are needed, techniques resembling double-hashing are used to avoid
further evaluations of the hash function. Query times are averages obtained by querying all
elements of the data set once. The reported numbers are averages of 10 executions.
Overall, it seems using spatial coupling in retrieval data structures can outperform existing
approaches when moderate memory overheads of ≈ 5% are acceptable.
However, more research is required to explore the complex space of possible input sizes,
configurations of the data structures and trade-offs between overhead and running time. Our
implementations are configured reasonably, but arbitrary in some aspects. A full exploration
is beyond the scope of this more theoretically oriented paper.
7 Conclusion
We have constructed families of k-uniform random hypergraphs with i.i.d. random hyperedges
and an `-peelability threshold that is (asymptotically for z →∞) equal to the `-orientability
threshold c∗k,` of fully random k-uniform hypergraphs.
We conjecture that this is best possible, i.e. no family of k-uniform random hypergraphs
with i.i.d. random hyperedges has an `-peelability threshold exceeding c∗k,`. In fact, even
achieving `-orientability beyond c∗k,` seems unlikely.
25When using the first m = 107 URLs from the eu-2015-host dataset gathered by [6] with ≈80 bytes
per key, we get similar results, except that all query times increase by roughly 25ns due to the cost for
evaluating the hash function on these large keys. In this case we used MurmurHash3_x64_128 [2].
26Note that the number and type of operation performed by construct and query is completely independent
of f . Thus f does not affect our measurements.
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We demonstrated the usefulness of our construction for hashing based data structure using
the example of retrieval data structures. Of course, the applicability of peelable hypergraphs
is much wider than this, and whether using our construction yields significant improvements
needs to be explored case by case and in detail. For instance, the stronger locality of the
hyperedges might turn out to be advantageous in some settings while the higher number of
rounds required by the (parallel) peeling process might be a problem in others.
We exploited the phenomenon of “threshold saturation via spatial coupling” that was
discovered in coding theory and our proof borrows the powerful methods that were developed
in the area. We are very pleased to so effortlessly obtain improvements in hashing based
data structures and are curious to see whether this connection might be fruitful in other
ways as well.
References
1 David Aldous and J. Michael Steele. The Objective Method: Probabilistic Combinatorial
Optimization and Local Weak Convergence, pages 1–72. Springer Berlin Heidelberg, Berlin,
Heidelberg, 2004. doi:10.1007/978-3-662-09444-0_1.
2 Austin Appleby. Murmurhash3, 2012. URL: https://github.com/aappleby/smhasher/blob/
master/src/MurmurHash3.cpp.
3 Djamal Belazzougui, Paolo Boldi, Giuseppe Ottaviano, Rossano Venturini, and Sebastiano
Vigna. Cache-oblivious peeling of random hypergraphs. In Data Compression Conference,
pages 352–361, 2014. doi:10.1109/DCC.2014.48.
4 Itai Benjamini and Oded Schramm. Recurrence of Distributional Limits of Finite Planar
Graphs, pages 533–545. Springer New York, 2011. doi:10.1007/978-1-4419-9675-6_15.
5 Burton H. Bloom. Space/time trade-offs in hash coding with allowable errors. Commun. ACM,
1970. URL: http://doi.acm.org/10.1145/362686.362692.
6 Paolo Boldi, Andrea Marino, Massimo Santini, and Sebastiano Vigna. BUbiNG: Massive
crawling for the masses. In Proc. 23rd WWW’14, pages 227–228, 2014. doi:10.1145/2567948.
2577304.
7 Fabiano Cupertino Botelho. Near-Optimal Space Perfect Hashing Algorithms. PhD thesis,
Federal University of Minas Gerais, 2008. URL: http://cmph.sourceforge.net/papers/
thesis.pdf.
8 Fabiano Cupertino Botelho, Rasmus Pagh, and Nivio Ziviani. Simple and space-efficient
minimal perfect hash functions. In Proc. 10th WADS, pages 139–150, 2007. doi:10.1007/
978-3-540-73951-7_13.
9 Fabiano Cupertino Botelho, Rasmus Pagh, and Nivio Ziviani. Practical perfect hashing in
nearly optimal space. Inf. Syst., pages 108–131, 2013. doi:10.1016/j.is.2012.06.002.
10 Julie Anne Cain, Peter Sanders, and Nicholas C. Wormald. The random graph threshold
for k-orientiability and a fast algorithm for optimal multiple-choice allocation. In Proc. 18th
SODA, pages 469–476, 2007. URL: http://dl.acm.org/citation.cfm?id=1283383.1283433.
11 Denis Xavier Charles and Kumar Chellapilla. Bloomier filters: A second look. In Proc. 16th
ESA, 2008. doi:10.1007/978-3-540-87744-8_22.
12 Colin Cooper. The cores of random hypergraphs with a given degree sequence. Random Struct.
Algorithms, 2004. doi:10.1002/rsa.20040.
13 Martin Dietzfelbinger. Universal hashing and k-wise independent random variables via
integer arithmetic without primes. In Proc. 13th STACS, pages 569–580, 1996. doi:10.1007/
3-540-60922-9\_46.
14 Martin Dietzfelbinger, Andreas Goerdt, Michael Mitzenmacher, Andrea Montanari, Rasmus
Pagh, and Michael Rink. Tight thresholds for cuckoo hashing via XORSAT. In Proc. 37th
ICALP (1), pages 213–225, 2010. doi:10.1007/978-3-642-14165-2_19.
20 Peeling Close to the Orientability Threshold
15 Martin Dietzfelbinger and Rasmus Pagh. Succinct data structures for retrieval and approximate
membership (extended abstract). In Proc. 35th ICALP (1), pages 385–396, 2008. doi:
10.1007/978-3-540-70575-8_32.
16 Martin Dietzfelbinger and Michael Rink. Applications of a splitting trick. In Proc. 36th
ICALP (1), 2009. doi:10.1007/978-3-642-02927-1_30.
17 Martin Dietzfelbinger and Michael Rink. Towards optimal degree-distributions for left-
perfect matchings in random bipartite graphs. In Proc. 7th CSR, pages 99–111, 2012. doi:
10.1007/978-3-642-30642-6_11.
18 Martin Dietzfelbinger and Stefan Walzer. Constant-time retrieval with O(logm) extra bits.
In Proc. 36th STACS, pages 24:1–24:16, 2019. doi:10.4230/LIPIcs.STACS.2019.24.
19 Martin Dietzfelbinger and Stefan Walzer. Dense peelable random uniform hypergraphs. In
Proc. 27th ESA, pages 38:1–38:16, 2019. doi:10.4230/LIPIcs.ESA.2019.38.
20 Martin Dietzfelbinger and Stefan Walzer. Efficient Gauss elimination for near-quadratic
matrices with one short random block per row, with applications. In Proc. 27th ESA, pages
39:1–39:18, 2019. doi:10.4230/LIPIcs.ESA.2019.39.
21 Martin Dietzfelbinger and Christoph Weidling. Balanced allocation and dictionaries with
tightly packed constant size bins. Theor. Comput. Sci., 380(1-2):47–68, 2007. doi:10.1016/j.
tcs.2007.02.054.
22 Olivier Dubois and Jacques Mandler. The 3-XORSAT threshold. In Proc. 43rd FOCS, pages
769–778, 2002. doi:10.1109/SFCS.2002.1182002.
23 David Eppstein and Michael T. Goodrich. Straggler identification in round-trip data streams
via newton’s identities and invertible bloom filters. IEEE Trans. on Knowl. and Data Eng.,
23(2):297–306, 2011. doi:10.1109/TKDE.2010.132.
24 Alberto Jiménez Feltström and Kamil Sh. Zigangirov. Time-varying periodic convolutional
codes with low-density parity-check matrix. IEEE Trans. Information Theory, 45(6):2181–2191,
1999. doi:10.1109/18.782171.
25 Daniel Fernholz and Vijaya Ramachandran. The k-orientability thresholds for gn,p. In Proc.
18th SODA, pages 459–468, 2007. URL: http://dl.acm.org/citation.cfm?id=1283383.
1283432.
26 Nikolaos Fountoulakis, Megha Khosla, and Konstantinos Panagiotou. The multiple-orientability
thresholds for random hypergraphs. In Proc. 22nd SODA, pages 1222–1236, 2011. URL:
http://www.siam.org/proceedings/soda/2011/SODA11_092_fountoulakisn.pdf.
27 Nikolaos Fountoulakis, Megha Khosla, and Konstantinos Panagiotou. The multiple-orientability
thresholds for random hypergraphs. Combinatorics, Probability & Computing, 25(6):870–908,
2016. doi:10.1017/S0963548315000334.
28 Nikolaos Fountoulakis and Konstantinos Panagiotou. Orientability of random hypergraphs
and the power of multiple choices. In Proc. 37th ICALP (1), pages 348–359, 2010. doi:
10.1007/978-3-642-14165-2_30.
29 Nikolaos Fountoulakis and Konstantinos Panagiotou. Sharp load thresholds for cuckoo hashing.
Random Struct. Algorithms, 41(3):306–333, 2012. doi:10.1002/rsa.20426.
30 Ehud Friedgut and Jean Bourgain. Sharp thresholds of graph properties, and the k-sat
problem. Journal of the American Mathematical Society, 12(4):1017–1054, 1999. URL:
http://www.jstor.org/stable/2646096.
31 Alan Frieze and Tony Johansson. On the insertion time of random walk cuckoo hashing. In
Proc. 28th SODA, pages 1497–1502, 2017. doi:10.1137/1.9781611974782.97.
32 Alan M. Frieze and Páll Melsted. Maximum matchings in random bipartite graphs and the
space utilization of cuckoo hash tables. Random Struct. Algorithms, 41(3):334–364, 2012.
doi:10.1002/rsa.20427.
33 Pu Gao and Nicholas C. Wormald. Load balancing and orientability thresholds for random
hypergraphs. In Proc. 42nd STOC, pages 97–104, 2010. doi:10.1145/1806689.1806705.
S.Walzer 21
34 Marco Genuzio, Giuseppe Ottaviano, and Sebastiano Vigna. Fast scalable construction of
(minimal perfect hash) functions. In Proc. 15th SEA, pages 339–352, 2016. doi:10.1007/
978-3-319-38851-9_23.
35 Andrei Giurgiu, Nicolas Macris, and Rüdiger L. Urbanke. How to prove the maxwell conjecture
via spatial coupling - A proof of concept. In Proceedings of the 2012 IEEE International
Symposium on Information Theory, ISIT 2012, Cambridge, MA, USA, July 1-6, 2012, pages
458–462, 2012. doi:10.1109/ISIT.2012.6284230.
36 Michael T. Goodrich and Michael Mitzenmacher. Invertible Bloom lookup tables. In Proc.
49th Communication, Control, and Computing (Allerton), 2011. doi:10.1109/Allerton.2011.
6120248.
37 Seyed Hamed Hassani, Nicolas Macris, and Rüdiger L. Urbanke. The space of solutions
of coupled XORSAT formulae. In Proceedings of the 2013 IEEE International Symposium
on Information Theory, Istanbul, Turkey, July 7-12, 2013, pages 2453–2457, 2013. doi:
10.1109/ISIT.2013.6620667.
38 Svante Janson and Malwina J. Luczak. A simple solution to the k-core problem. Random
Struct. Algorithms, 30(1-2):50–62, 2007. doi:10.1002/rsa.20147.
39 Megha Khosla. Balls into bins made faster. In Proc. 21st ESA, pages 601–612, 2013. doi:
10.1007/978-3-642-40450-4_51.
40 Jeong Han Kim. Poisson cloning model for random graphs. In Proc. ICM Madrid 2006 Vol.
III, pages 873–898, 2006. URL: https://www.mathunion.org/fileadmin/ICM/Proceedings/
ICM2006.3/ICM2006.3.ocr.pdf.
41 Florent Krzakala, Marc Mézard, François Sausset, Yifan Sun, and Lenka Zdeborová. Statistical
physics-based reconstruction in compressed sensing. CoRR, abs/1109.4424, 2011. URL:
http://arxiv.org/abs/1109.4424, arXiv:1109.4424.
42 S. Kudekar, T. J. Richardson, and R. L. Urbanke. Wave-like solutions of general 1-d spatially
coupled systems. IEEE Transactions on Information Theory, 61(8):4117–4157, Aug 2015.
doi:10.1109/TIT.2015.2438870.
43 Shrinivas Kudekar, Tom Richardson, and Rüdiger L. Urbanke. Threshold saturation via
spatial coupling: Why convolutional LDPC ensembles perform so well over the BEC. In IEEE
International Symposium on Information Theory, ISIT 2010, June 13-18, 2010, Austin, Texas,
USA, Proceedings, pages 684–688, 2010. doi:10.1109/ISIT.2010.5513587.
44 Shrinivas Kudekar, Tom Richardson, and Rüdiger L. Urbanke. Spatially coupled ensembles
universally achieve capacity under belief propagation. IEEE Trans. Information Theory,
59(12):7761–7813, 2013. doi:10.1109/TIT.2013.2280915.
45 Mathieu Leconte. Double hashing thresholds via local weak convergence. In Proc. 51st
Communication, Control, and Computing (Allerton), pages 131–137, 2013. doi:10.1109/
Allerton.2013.6736515.
46 Marc Lelarge. A new approach to the orientation of random hypergraphs. In Proc. 23rd
SODA, pages 251–264, 2012. doi:10.1137/1.9781611973099.23.
47 Michael Luby, Michael Mitzenmacher, Mohammad Amin Shokrollahi, and Daniel A. Spielman.
Efficient erasure correcting codes. IEEE Transactions on Information Theory, 47(2):569–584,
2001. doi:10.1109/18.910575.
48 Tomasz Luczak. Size and connectivity of the k-core of a random graph. Discrete Mathematics,
91(1):61–68, 1991. doi:10.1016/0012-365X(91)90162-U.
49 Bohdan S. Majewski, Nicholas C. Wormald, George Havas, and Zbigniew J. Czech. A family of
perfect hashing methods. Comput. J., pages 547–554, 1996. doi:10.1093/comjnl/39.6.547.
50 Michael Mitzenmacher. Some open questions related to cuckoo hashing. In Proc. 17th ESA,
2009. doi:10.1007/978-3-642-04128-0_1.
51 Michael Mitzenmacher, Konstantinos Panagiotou, and Stefan Walzer. Load thresholds for
cuckoo hashing with double hashing. In 16th SWAT, pages 29:1–29:9, 2018. doi:10.4230/
LIPIcs.SWAT.2018.29.
22 Peeling Close to the Orientability Threshold
52 Michael Mitzenmacher and Eli Upfal. Probability and Computing: Randomization and Probab-
ilistic Techniques in Algorithms and Data Analysis. Cambridge University Press, New York,
NY, USA, 2nd edition, 2017.
53 Michael Mitzenmacher and George Varghese. Biff (Bloom filter) codes: Fast error correction
for large data sets. In Proc. ISIT 2012, 2012. doi:10.1109/ISIT.2012.6284236.
54 Michael David Mitzenmacher. The Power of Two Choices in Randomized Load Balancing.
PhD thesis, Harvard University, 1991. URL: http://www.eecs.harvard.edu/~michaelm/
postscripts/mythesis.pdf.
55 Michael Molloy. Cores in random hypergraphs and boolean formulas. Random Struct.
Algorithms, 27(1):124–135, 2005. doi:10.1002/rsa.20061.
56 Rasmus Pagh and Flemming Friche Rodler. Cuckoo hashing. J. Algorithms, 51(2):122–144,
2004. doi:10.1016/j.jalgor.2003.12.002.
57 Boris Pittel and Gregory B. Sorkin. The satisfiability threshold for k-XORSAT. Combinatorics,
Probability & Computing, 25(2):236–268, 2016. doi:10.1017/S0963548315000097.
58 Ely Porat. An optimal Bloom filter replacement based on matrix solving. In Proc. 4th CSR,
pages 263–273, 2009. doi:10.1007/978-3-642-03351-3_25.
59 Thomas J. Richardson and Rüdiger L. Urbanke. Modern Coding Theory. Cambridge University
Press, 2008. doi:10.1017/cbo9780511791338.
60 Michael Rink. Mixed hypergraphs for linear-time construction of denser hashing-based data
structures. In Proc. 39th SOFSEM, pages 356–368, 2013. doi:10.1007/978-3-642-35843-2_
31.
61 Christian Schlegel and Marat V. Burnashev. Thresholds of spatially coupled systems via
lyapunov’s method. In 2013 IEEE Information Theory Workshop, ITW 2013, Sevilla, Spain,
September 9-13, 2013, pages 1–5, 2013. doi:10.1109/ITW.2013.6691236.
62 Keigo Takeuchi, Toshiyuki Tanaka, and Tsutomu Kawabata. A phenomenological study on
threshold improvement via spatial coupling. IEICE Transactions, 95-A(5):974–977, 2012.
doi:10.1587/transfun.E95.A.974.
63 Robert Michael Tanner. A recursive approach to low complexity codes. IEEE Trans. Informa-
tion Theory, 27(5):533–547, 1981. doi:10.1109/TIT.1981.1056404.
64 Mikkel Thorup. High speed hashing for integers and strings. CoRR, abs/1504.06804, 2015.
URL: http://arxiv.org/abs/1504.06804, arXiv:1504.06804.
65 Sean A. Weaver, Hannah J. Roberts, and Michael J. Smith. XOR-satisfiability set membership
filters. In Theory and Applications of Satisfiability Testing - SAT 2018 - 21st International
Conference, SAT 2018, Held as Part of the Federated Logic Conference, FloC 2018, Oxford, UK,
July 9-12, 2018, Proceedings, pages 401–418, 2018. doi:10.1007/978-3-319-94144-8\_24.
66 Arvind Yedla, Yung-Yih Jian, Phong S. Nguyen, and Henry D. Pfister. A simple proof of
threshold saturation for coupled scalar recursions. In 7th International Symposium on Turbo
Codes and Iterative Information Processing, ISTC 2012, August 27-31, 2012, Gothenburg,
Sweden, pages 51–55, 2012. doi:10.1109/ISTC.2012.6325197.
