The Total Least Squares (TLS) method is a generalization of the least squares (LS) method for solving overdetermined sets of linear equations Ax b. The TLS method minimizes jj Ej?r]jj F where r = b?(A+E)x, so that (b?r) 2 Range(A+E), given A 2 C m n , with m n and b 2 C m 1 . The most common TLS algorithm is based on the singular value decomposition (SVD) of A j b]. However, the SVD based methods may not be appropriate when the matrix A has a special structure, since they do not preserve the structure. Recently, a new problem formulation, called Structured Total Least Norm (STLN), and algorithm for computing the STLN solution have been developed. The STLN method preserves the special structure of A or A j b], and can minimize the error in the discrete L p norm, where p = 1; 2 or 1. In this paper, the STLN problem formulation is generalized for computing the solution of STLN problems with multiple right-hand sides AX B. It is shown that these problems can be converted to ordinary STLN problems with one right-hand side.
elements are subject to error, and de ne a vector 2 C q representing the corresponding elements of the structured correction matrix E. If many elements of E must have the same value, then q is the number of di erent such elements. The vector and the matrix E are equivalent, in the sense that given E, is known, and vice versa. Then, the residual vector r = b?(A+E)x, is a function of ( ; x). Let D 2 Rbe a diagonal weighting matrix that accounts for the repetition of elements of in the matrix E. Then (2) where k k p is the vector p-norm, for p = 1; 2; or 1. For p = 2, and a suitable choice for D, problem (2) is equivalent to the TLS problem (1) , with the additional requirement that the matrix E must have the given structure.
Algorithms guarantees that E has the same Toeplitz structure as A, or that only those elements of E which correct possible noisy elements of A, are permitted to be non-zero. For earlier work on problems in which the errors occur in a restricted manner, see 5] , 26] , and for the use of L 1 norm in total approximation, see 17] , 30] . The extension of the TLS solution to incorporate the algebraic pattern of the errors in A is also studied in 1] and 6], but both for the L 2 norm only. For a comparison of these two algorithms, see 28] . The approach in our algorithm is di erent from these two, as will become clear later on. Our study of STLN problems (in several norms) is motivated by the numerical and theoretical results reported in many papers (see e.g. 27] and 25] for an overview), which show that a total least norm tting (p = 1; 2; 1) does give better results than ordinary least norm tting (in which only b is corrected) when all data in A j b] have errors. A strategy for choosing p is not simple and some discussion on this topic is included in 25] . In particular, for p = 1 it is well known that the solution of the ordinary least 1-norm problem min kAx ? bk 1 is less sensitive to outliers than the solution with other norms. A theoretical analysis in 24] shows that the robustness of least norm tting and total least norm tting is similar for p = 1, implying that the TLN solution for p = 1 is also less sensitive to outliers than the TLN solution for other norms (e.g. p = 2; 1). This robustness of the TLN problem for p = 1 compared to that of the TLN problem for p = 2 is also shown for structured problems (i.e. for the STLN problem considered here) in our preliminary experiments, as reported in a recent paper 18] . This is one important aspect of the STLN formulation in addition to the fact that it can preserve the problem structure.
This paper extends the study of the STLN problem presented in 20] , 21] in the following way. First of all, we show in Section IV how to generalize the STLN problem formulation to structured TLN problems with multiple right-hand side vectors AX B and how to compute the corresponding STLN solution. This is an important feature that allows us to solve structure-preserving rank reduction problems for any given rank de ciency. On the other hand, the methods presented in 1] and 6] can not be directly used for problems with multiple right-hand sides. For clarity of exposition, we brie y describe the STLN algorithms for structured A and A j b], as presented in 20], 21], in Sections II and III. Secondly, in Section V, convergence properties in model reduction problems are discussed, and nally, in Section VI, the STLN method is applied to various problems in system identi cation and signal processing in which the data matrix is Toeplitz and the correction matrix E or E j ?r] preserves the same structure. The presented results also hold for Hankel structures, since
Hankel matrices simply transform to Toeplitz matrices by permutations. Although STLN has this exibility of allowing any vector norm, we focus in this paper on its 2-norm solutions, mainly because this norm is most often used in signal processing. In addition, this norm gives a fair comparison to the currently used LS and TLS methods in the applications under study.
II. STLN algorithm for structured matrix A Construction of the matrix X E . In the iterative algorithm for solving the STLN problem 21], the vector Ex is represented in terms of . This is accomplished by de ning a matrix X E 2 C m q such that X E = Ex.
The matrix X E consists of the elements of x, with suitable repetition, giving X E a special structure. In fact, E and X E have exactly the same number of nonzero elements. The construction of X E (starting with a zero matrix) is carried out according to the following rule: If k is the (i; j) th element of E, then x j is the (i; k) th element of X E , where i = 1; : : : ; m, j = 1; : : : ; n, and k = 1; : : : ; q.
For example, assume that all six diagonals of a 4 3 Toeplitz matrix are subject to error, and the matrix E is also Toeplitz with rst column 3 4 5 6 ] T and rst row 3 Note that when we choose the order of the components of the vector as = 1 
The linearization of (2) now becomes:
To start the iterative algorithm, the initial values of E = 0, and the least norm value of x = x ln can be used, where x ln is given by min x kb ? Axk p : (6) The Structured Total Least Norm (STLN) algorithm is summarized in Algorithm STLN.
For p = 2, the LS problem (5) can be solved e ciently by a QR factorization of the matrix M when A + E has full column rank, since M has full column rank in this case. For a general matrix M, the standard QR decomposition algorithms require O((m + q)(n + q) 2 ) ops. When A is Toeplitz, a fast triangularization of M can be performed in O(mn 2 + m 2 ) ops, as described in 20, Sec.5]. Note that when A is Toeplitz, q is at most m + n ? 1, and when q n, even the general algorithms only require O(mn 2 ) ops.
For p = 2 and q = m n, i.e. A is unstructured, the STLN solution coincides with the ordinary TLS solution according to our experiments. Note however that the STLN algorithm has a much higher complexity than the SVD based TLS algorithms 12], 27] and is therefore not recommended for solving unstructured TLS problems.
In contrast to ordinary TLS, LS and mixed LS-TLS problems 27], the STLN solution can no longer be expressed as the solution of a set of linear equations and therefore no closed-form solution for the STLN problem can be derived.
For p = 2, the convergence of Algorithm STLN is proven to be equivalent to satisfying the optimality conditions for the minimization problem (2) 
Algorithm STLNB Input { A Structured Total Least Norm problem (9) Therefore, we can expectr to become zero when the solution is obtained.
The STLNB algorithm is based on the STLN algorithm for structured A and the weighting method for least squares. Therefore, its convergence properties should be analogous to those of the STLN algorithm for structured A, when the weight is large (theoretically when it approaches in nity). Now, we discuss the case when we need to impose the Toeplitz structure on Ajb]. Note that the corrections to b can be represented using the corrections to A except for its rst component. If all the elements on the di erent diagonals of A j b] are di erent and subject to error, and = The multiple RHS STLN problem can be stated as that of nding E and X, such that min E;X k E j ?R]k p (13) where R = B ? (A + E)X and E preserves the structure of A (or another structure can be imposed). Note that the assumption m > n is not a restriction since for m n the set (12) is exactly solvable when A has full rank and, therefore, there is no need to solve a STLN problem in these cases.
For any m d matrix X = X 1 : : : X d ], where each X i denotes the ith column of X, we introduce an md 1 vector, vec(X), by stacking the columns of X into one long vector as vec(X) = X T 1 X T 2 : : :
The key idea for solving (12) (13) . . .
This implies that the solution matrix X will be found in vectorized form, x = vec(X), when (14) is solved by Algorithm STLN if B is unstructured (Algorithm STLNB if B is structured). The residual matrix R = B ? (A + E)X is also obtained in vectorized form, vec(R).
STLN formulation for structured A with multiple RHS. The multiple RHS STLN problem for structured A and unstructured B can be formulated as that of nding and x = vec(X) such that Construction of the matrix X E . In order to compute the STLN solution x = vec(X), we need to construct an md q matrix X E such that diag(E; : : : ; E)x = X E : (15) Letting X E = X T E1 X T E2 : : : X T Ed ] T , (15) gives EX i = X Ei , for 1 i d. Because X Ei is completely determined by the structure of E and E itself is independent of the column index i of X, all X Ei 's have the same structure. The only di erence is the values of the matrix elements. Namely, X E1 is lled with the n elements of X 1 , X E2 with the n elements of X 2 , etc. For example, consider the example given in (3) Application. As an important by-product, Algorithm STLNB can be used to compute the best rank r structure-preserving approximation C stln to a given matrix C m n ; m > n, of rank r C in the sense that kC ? C stln k p is minimized, 0 < rank(C stln ) r < r C and C stln has the same structure as C. shortcoming of these STLS-type approximation algorithms is the fact that they can not deal with multi-input multi-output systems because the STLS method can not be easily extended to reduce the rank of a given structured matrix by more than one. Since the STLN method can solve this problem as shown above, it is expected that this opens the way to develop STLN type approximation algorithms for model reduction of multi-input multi-output systems.
V. Optimality of the STLN solution in model reduction problems
We now discuss modeling problems, which approximate a given data sequence by the impulse response of a nite-dimensional Linear Time-Invariant (LTI) system of a given order, such that the weighted sum of squared residuals is minimized. This problem can be solved by the STLN algorithm. We show that in the examples we tested, the STLN method converges to the optimal solution. to error. The full rank Toeplitz matrix C has its rst column= z s : : : z m+s?1 ] T and rst row= z s : : : z 1 ] and needs to be reduced to a rank n matrixC, similarly constructed as C with the elementsz k .
As proven in 8], there is one special case for which the global optimum of (18) can be found explicitly, i.e.
Approximate a given data sequence z k by a rst order LTI impulse response, which can be parametrized as z k = k? 1 We then obtain a minimization problem: 1 ; w 2 2 ; ; w 2 8 ) = (1; 2; 3; 4; 4; 3; 2; 1); m = 5 and n = 1, we again reach the known optimal solution for within 13 iterations of the STLNB algorithm, as shown in Table I . In addition, it is shown that Cadzow's The algorithms STLN and STLNB have been implemented in MATLAB in order to investigate their performance in problems where structured matrices are involved. In particular, we here compare the accuracy of these algorithms with that of the currently used LS and TLS methods in several signal processing and system identi cation problems in order to show the gain in accuracy one can expect by exploiting the structure of the problem. Test problems. We rst consider a linear prediction (LP) problem, which is described in Table II . In addition to the relative accuracy of the LP solution vector x, we show the relative accuracy of damping factor and frequency estimates obtained by nding the roots of the computed LP polynomial in each run, as in Prony's method. Observe that STLN improves the accuracy of the TLS estimates with a factor 30 to 40 for noise standard deviations up to 10 ?5 , while the di erences in accuracy between TLS and LS remain negligible! For = 10 ?4 , the frequency accuracy improves by a factor of more than 400.
Algorithm STLNB can also be used for computing the rank r Toeplitz approximation of any m n Toeplitz matrix C, as described at the end of Section IV and shown below. The above LP problem is extended to a problem with multiple right-hand sides, as described below. Consider the Toeplitz matrix C c = A c j B c ], where A c is the same matrix as described in Table II 12e-8 2.04e-9 1.34e-7 1.34e-7 4.02e-9 1.98e-8 1.98e-8 6.8e-10 e-9 6.61e-7 6.61e-7 1.87e-8 1.18e-6 1.18e-6 3.87e-8 1.98e-7 1.98e-7 6.06e-9 e-8 7.19e-6 7.19e-6 1.98e-7 1.30e-5 1.30e-5 3.54e-7 2.05e-6 2.05e-6 6.40e-8 e-7 7.12e-5 7.12e-5 1.97e-6 1.35e-4 1.35e-4 3.74e-6 1.99e-5 1.99e-5 6.87e-7 e-6 6.95e-4 6.94e-4 1.91e-5 1.27e-3 1.27e-3 3.72e-5 2.00e-4 2.01e-4 6.63e-6 e-5 8.03e-3 6.53e-3 2.12e-4 1.29e-2 1.15e-2 3.86e-4 2.32e-3 1.95e-3 6.94e-5 e-4 3.66e-1 8.29e-2 1.86e-3 9.27e-1 9.62e-2 3.53e-3 6.19e-1 3.06e-1 6.54e-4 (a) (b) (c) added keeping the Toeplitz structure. Perturb C c to C, as described in the test procedure, and compute the best rank 8 matrix approximation for C using the LS, TLS and STLN method. Only the STLN method is able to preserve the Toeplitz structure. The results are described in Table III . Observe that STLN improves the The average Frobenius norm of the true perturbation matrix was corr true = 2:22 10 ?7 . This is a typical result. As can easily be proven, corr tls is always minimal; corr stln is only slightly larger and always less than corr true while corr ls is considerably larger than all other values.
Next, we explore the use of STLN in time-domain system identi cation. If the process can be modeled as an LTI, causal, nite-dimensional system with zero-initial state, then an impulse response model may be used:
The system is identi ed if its impulse response h(k); k = 0; : : : ; n?1 can be estimated from observations of the inputs u(t) and outputs y(t) over a certain interval of time t = 1 ? n; : : : ; m ? 1 
The STLN algorithm takes into account the Toeplitz structure of the data matrix A and this improves the accuracy of the TLS and LS impulse response estimates by a factor 3, as shown in Table IV x rel ls x rel tls x rel stln x rel ls x rel tls x rel stln e-10 1.6e-10 1.6e-10 5.5e-11 2.7e-10 2.7e-10 1.4e-10 e-8 1.76e-8 1.76e-8 6.41e-9 3.10e-8 3.10e-8 1.67e-8 e-6 1.81e-6 1.81e-6 5.85e-7 3.28e-6 3.28e-6 1.66e-6 e-4 1.51e-4 1.51e-4 5.98e-5 3.32e-4 3.32e-4 1.70e-4 e-3 1.77e-3 1.77e-3 6.22e-4 2.98e-3 2.98e-3 1.50e-3 e-2 1.71e-2 1.71e-2 5.67e-3 3.04e-2 3.04e-2 1.56e-2 e-1 1.85e-1 1.83e-1 6.11e-2 3.34e-1 3.81e-1 1.66e-1 (a)
for t < 0 then the strictly upper triangular part of A is zero. The STLN is able to take also this information into account, thereby improving the TLS and LS estimates by a factor of 2 (see Table IV (b)).
To illustrate the identi cation of multivariable systems with multiple inputs and/or outputs, we consider the same system as described in Table IV with one input but 3 outputs y 1 (t); y 2 (t) and y 3 (t). The corresponding impulse responses h 1 (t); h 2 (t) and h 3 (t) can be estimated by solving the corresponding deconvolution problem with 3 unstructured RHS B = y 1 y 2 y 3 ], given respectively by the 3 outputs. In this example, the number of STLN iterations is not kept xed to 10 but is made adaptive according to certain criteria, as speci ed in Table  V Relative accuracy of the impulse responses in the following deconvolution problem: m = 30; n = 20; d = 3; h 1 = X :1 equals h as described in Table IV; h In Table VI , an example of each class is considered. The bene cial e ect of taking the structure into account is clearly shown at any signal-to-noise ratio (SNR). Indeed, for all noise variances considered, the STLN estimates of the coe cients a i ; b i are 2 to 4 times more accurate than the corresponding TLS estimates. Note also that the gain in accuracy obtained by ordinary TLS compared to LS is negligible for high SNR. Only at very low SNR, the gain in accuracy can improve up to a factor 8. the problem structure and also permits the minimization of error in di erent norms which is important in certain problems to improve robustness of the solution.
The STLN problem is generalized to structured sets AX B with multiple Right-Hand Sides (RHS).
It is shown how this problem can be converted to an ordinary STLN problem with one RHS so that the same algorithms can be used. In particular, the multiple RHS STLN method allows us to compute the best structure-preserving approximation of any lower rank to a given structured matrix. In addition, we have shown by test examples that the STLN algorithm converges to the optimal solution in model reduction problems for which the global optimum can be derived analytically. ?6 )y(t) = :063u(t); m = 30; n = n a + n b = 6 + 1 = 7; d = 1 and u(t) normally distributed zero-mean noise of unit variance.
x rel ls x rel tls x rel stln x rel ls x rel tls x rel stln x rel ls x rel tls x rel stln e-10 6.1e-10 6.1e-10 1.9e-10 3.9e-11 3.9e-11 2.3e-11 8.4e-10 8.4e-10 3.5e-10 e-8 6.91e-8 6.91e-8 2.43e-8 4.65e-9 4.65e-9 2.56e-9 8.88e-8 8.88e-8 3.31e-8 e-6 7.31e-6 7.31e-6 1.97e-6 4.08e-7 4.08e-7 2.27e-7 7.00e-6 7.00e-6 2.94e-6 e-4 6.37e-4 6.37e-4 2.01e-4 3.78e-5 3.78e-5 2.45e-5 8.19e-4 8.15e-4 3.42e-4 5e-4 3.34e-3 3.30e-3 1.05e-3 2.02e-4 2.02e-4 1.21e-4 4.33e-3 4.20e-3 1.75e-3 e-3 6.38e-3 6.39e-3 2.02e-3 3.66e-4 3.58e-4 2.33e-4 8.26e-3 8.13e-3 3.32e-3 5e-3 4.53e-2 3.70e-2 1.06e-2 2.79e-3 2.10e-3 1.18e-3 7.57e-2 4.10e-2 1.71e-2 e-2 1.04e-1 6.67e-2 2.25e-2 7.12e-3 4.23e-3 2.22e-3 2.29e-1 8.02e-2 3.48e-2 e-1 3.99e-1 5.59e-2 2.70e-2 (a) (b) (c)
The bene ts of the STLN method in various parameter estimation problems, such as linear prediction, impulse response estimation of multivariable systems and transfer function modeling, are studied. The L 2 norm STLN method is compared with the LS and TLS methods and shown to improve the accuracy of the parameter estimates by a factor 2 to 40 at any signal-to-noise ratio.
In order to more fully investigate the potential of the STLN problem formulation and algorithms for a range of applications, a number of areas need further study. The bene ts of the STLN approach and the computational performance of the STLN algorithms need to be investigated in much larger problems arising in actual applications, e.g. in signal enhancement and signal reconstruction, NMR data quanti cation. The STLN algorithms need further improvements in cases of near rank de ciency of A and ill-conditioning of the kernel problem solved in each iteration. In addition, the convergence rate needs further analysis. More re ned algorithms with better convergence properties are currently under study 15].
