Heuristic optimization is an appealing method for solving some engineering problems, in which gradient information may not be available, or yet, when the problem presents many minima points. thus, the goal of this paper is to present a new heuristic algorithm based on the Anthropic Principle, the Anthropic Principle Algorithm (APA). this algorithm is based on the following idea: the universe developed itself in the exact way to allow the existence of all current things, including life. this idea is very similar to the convergence in an optimization process. Arguing about the merit of the Anthropic Principle is not among the goals of this paper. this principle is treated only as an inspiration for heuristic optimization algorithms. In the end of the paper, some applications of the APA are presented. classical problems such as rosenbrock function minimization, system identification examples and minimization of some benchmark functions are also presented. In order to validate the APA's functionality, a comparison between the APA and the classic heuristic algorithms, Genetic Algorithm (GA) and Particle swarm Optimization (PsO) is made. In this comparison, the APA presented better results in the majority of tested cases, proving that it has a great potential for application in optimization problems..
introduction
I n the last decades, optimization problems have motivated great improvements in mathematics and engineering. Methods like Newton, steepest descendent and Levenberg-Marquardt have made possible the solution of a series of design optimization problems [1] . However, these methods require strong conditions to have their convergence proved, such as availability of gradients, convexity, and so on [2, 3] . It is important to point out that in several industrial applications the designer has to deal with some peculiarities such as non-linearity, non-convexity, existence of several local minima, presence of discrete and continuous design variables, among others [4] .
One class of optimization methods, which are potentially able to handle these characteristics, are the metaheuristic algorithms. Known advantages of these algorithms include the following: (i) they do not require gradient information and can be applied to problems in which the gradient is difficult to obtain or simply is not defined; (ii) they do not become stuck in local minima if correctly tuned; (iii) they can be applied to non-smooth or discontinuous functions; (iv) they furnish a set of suboptimal solutions instead of a single solution, giving the designer a set of options from which to choose; and (v) they can be easily employed to solve mixed variable (discrete and continuous) optimization problems [5] . Among the most popular metaheuristic algorithms are the Genetic Algorithm (GA) [5] , the Ant colony Optimization (AcO) [6] , and the Particle swarm Optimization (PsO) [7] , all of them inspired by biological principles.
Other principles have been employed for the development of metaheuristic optimization algorithms, such as the Imperialist competitive Algorithm [8] , based on the imperialist policy of extending the power and rule of a government beyond its own boundaries, Group search Optimizer inspired by animal searching behavior [9] , and the biogeography-based Optimization, that uses the geographical distribution of biological organisms as inspiration for algorithms in the optimization area [10] .
Following the line of nature inspired algorithms, this paper proposes a new metaheuristic optimization algorithm based on the Anthropic Principle, originated in Physics. According to the Anthropic Principle, uncountable factors had to converge, in the history of the universe, to make the human existence possible [11] . thus, the universe evolution can be seen as an optimization process whose objective function aims to minimize the effects that go against the human existence.
Details as the low eccentricity of the Earth's orbit, the relationship between the sun's mass and distance from the Earth to the sun are examples in the set of suitable conditions for human existence [11] . If just one element in this set were different, life as it is known could probably not be developed. In other words, the constants of the universe seem to be evolved in such a manner to assume ideal values to make life possible [11] . this concept is very similar to "fine-tune" performed in a metaheuristic optimization algorithm. this paper is organized as follows: in section 2, the Anthropic Principle is conceptually detailed. In section 3, the necessary concepts to the Anthropic Principle Algorithm (APA) are exposed and its operators are described. In section 4, the pseudo-code related to the proposed algorithm is presented. section 5 presents some examples of applications of the proposed algorithm, and finally, the concluding remarks are in section 6.
Anthropic Principle
the anthropic principle was formally defined by astrophysicist brandon carter in 1974 [12] . Following, John D.
barrow and Frank J. tipler improved the ideas of this principle and compiled their formulations in the book, cosmological Principle [13] .
In order to achieve suitable conditions for human existence, there is a series of necessary factors. Details such as a different ratio between the electron and proton masses could derail the existence of more complex structures of matter [11] . If the electromagnetic force were changed for a small quantity, the organic molecules could not be able to group themselves [11] . If, for example, the distance between sun and earth had been changed, mankind would not have developed. If the gravitational force were minimally changed, planets orbits would not be formed, and consequently, there would be no life [14] .
In fact, the reasoning of the anthropic principle starts with the premise that given the existence of mankind, only the universe stories compatible with that fact can be considered as physical models of this universe. this principle is known as the Weak Anthropic Principle (WAP). by this idea, it is understood that the characteristics of our universe and its physical laws allowed the existence of mankind. Due to the great number of coincidences necessary to create life in a universe, some physicists developed a theory in which the universe developed itself with the objective of allowing the existence of life. this concept is known as strong Anthropic Principle (sAP) and it is very controversial in Physics [15] . According to the sAP, the universe evolved in such a way as to make possible the existence of mankind [11] . In other words, the physical and cosmological quantities evolved to promote the creation of life. the anthropic principle in its strong version is rather controversial. there are many arguments contrary to it, as the fact that values of the fundamental constants incompatible with the development of intelligent life will never be observed [16] . In this paper, the Anthropic Principle is only considered as an inspiration for the development of a new metaheuristic optimization algorithm. the idea behind the anthropic principle seems to be promising for a meta-heuristic algorithm. In this context, we propose the Anthropic Principle Algorithm (APA), which makes use of the ideas presented above and apply them in an optimization framework. In the next section, the concepts required for this new algorithm are presented.
in which C represents the characteristics and L the physical laws of that universe U.
These concepts can be better defined in the following form:
(i) characteristics: set of attributes that characterize a universe, for example, some of the characteristics which were cited in the previous section such as distance between the Earth and the sun, ratio between the electron and proton masses, and so on. In an optimization algorithm scheme, the characteristics of the universe represent the n design variables of the optimization problem. these characteristics are grouped into the vector c:
(ii) Physical laws: set L of equations that update the characteristics of a universe:
the relation between c and L can be expressed in many forms, among them, there is:
in which k stands for the k th iteration of the algorithm. Equation (4) proposes that the i th characteristic of the universe be updated by the i th physical law, using only the current characteristic value. the "manner" in which the characteristics of a universe U are updated is called the History of U. the History of an universe is represented by H and it expresses the evolution of this universe between its initial state U (0) and its current state U (k) :
in other words, the History "tells" the story of the characteristics of the best universe, through its laws and operators:
An individual I can be generated in a universe, U, if the characteristics of this universe are favorable for the creation of this specific kind of life. The notation used for representing the generation of an individual in a universe is:
U ⇒ I.
An individual generated by a universe U is called product individual: U ⇒ I P . Here, we introduce the concept of the reference individual I r . that is, an idealized individual generated by an ideal universe U r , whose characteristics c r are the most favorable for some specific kind of life, thus, U R ⇒ I r . therefore, we may consider that there exists a specific kind of life in the universe U, if its product individual I P is similar to the reference individual I r . We propose to measure this similarity with the aid of the function F(.). that is, the universe U generates this specific kind of life if its image in the function F(I r , I P ) breaks up a threshold α v . In other words, if F(I r , I P ) < α v , there is this specific kind of life in the universe U and, consequently, the universe can be now designated as an "alive universe", which is called U V .
In the APA, the reference individual, Ir is represented by the set of requisites expected to be reached by the problem's optimal solution. For instance, if the optimization problem is the minimization of the function, f (x 1 , x 2 , · · ·, x n ), in which f : r n → R, the I r is represented by the minimum image of the f (x 1 , x 2 , . . . , x n ). If the problem is the minimization of a multi-objective function, the set of desired values for the variables, involved in the optimization process, represents the restrictions that characterize the reference individual. In a system identification problem, each pair of samples (input and output signals) is considered as a restriction for the existence of the life, and the set of these restrictions represents the reference individual. Now, the development above can be associated to the optimization algorithm presented in this paper. In the APA, the design variables are represented by the characteristics of a universe, e.g. the values of the global solution of the optimization problem are the characteristics c r of the reference Universe U r . the function f (.) may be set as the difference between the objective function of a given product individual and: 1) the global solution provided by I r in the case of a target optimization problem, or, 2) the best solution found up to the current iteration of the algorithm in the minimization of a given function.
the APA was developed as a multi-agent optimization algorithm, consequently, there is a set of candidate universes for life creation. In this context, the set M of universes {U 1 , U 2 , ... ,U m } is called Multiverse and it can be expressed as:
In the initialization of the algorithm, the characteristics C={c 1 , c 2 , ... ,c n } of each universe are randomly generated, and the physical laws of each universe are randomly generated, and physical laws of each universe can have 
in which the coefficients a 1 , a 2 , a n , an are randomly initialized. the initial conditions for equation (7) can be computed with the previous values of the characteristic, c i . If these variables are unavailable, their values are assumed to be zeros.
Another example of a possible kind of physical law is presented in equation (8),
in which the coefficients a 1 , a 2 ∈ r □+ are also random-
. In this kind of laws, the update of the characteristics is indirect, using steps ∆c i , and there is a feedback, implemented by the last image of evaluation function, F(.), aiming at choosing adequately the size of the step.
The coefficients a 1 and a 2 are initially all positives, but its signals are changed, as it is shown in shown in the third column of the same table.
It is important to mention that only two kinds of physical laws were presented here, but many others are possible.
In order to continue the presentation of the proposed algorithm, we define in the sequel three different classes of universes. the universe U i of M which presents the best characteristics c, e.g. the lowest objective function value, is denoted as propagating universe U * . It receives this name because it propagates its characteristics to some least developed universes, as it will be shown in section 3.2. Two other classes of universes can also be defined: the promising U ◊ and the stagnated U † universes. the former are the ones which have favorable physical laws for the universe evolution. In other words, universes with physical laws that improve, in one iteration, the image of the evaluation function, F (k+1) (.) < F (k) (.), in a minimization problem. In the opposite way, the universes with physical laws that go against the universe evolution in p iterations, i.e., F
It is important to mention that, in APA, the reference IR, is fixed and the environment, U, is "adapted" to him, while in classic Genetic Algorithm (GA) the environment is fixed and the individuals are evolved.
In order to construct the APA, the main operators proposed for this algorithm are presented next.
Characteristic's Update
the characteristic update operator has the objective of systematically change the characteristics c of a universe U, through its physical laws L. It is done, in such a manner, that each characteristic, ci, is updated by its corresponding physical law, li, as it is illustrated in figure 1. the update operator can be implemented in different ways, depending on how the structure of the laws is used. In order to exemplify this, two kinds of update are presented here: 1) the direct update: in which the law, l i , acts directly over the characteristic, c i , as it is shown in equation (7) . In this kind of physical law, each characteristic has its own dynamic, and the algorithm have to select the laws that has the tendency to lead the evaluation function to a lower value;
2) The update by ∆c: in which the law, l i , creates some quantity ∆c i , which is summed to the characteristic c i , as it is shown in equation (8) . In this kind of physical law, the step ∆c (k+1) is calculated taking into account its last value ∆c (k) and the last value of the evaluation function F(.).
thus, the law creates a control mechanism, a feedback, aiming to avoid or at least decrease the fast divergence of a given universe from the solution. It should be pointed out that since the physical laws of each universe are not the same, the characteristics will be updated in different manners, sweeping the searching space in different ways. It is worth mentioning that APA has no fixed kind of physical laws. Differently of Ant colony Optimization [6] and Particle swarm Optimization [7] , and many others heuristic algorithms, in APA the kind of actualization rule of the parameters can be chosen by the user, or by the algorithm itself, depending on the kind of problem being treated.
Characteristic's Propagation Operator
the propagating universe may transfer its characteristics integrally to less suit-able universes. the characteristic propagation operator is represented by the symbol and express the propagation of all characteristics, C =[c 1 , c 2 , …, c n ], from the propagating universe, U □ , to the universe U: {C*, L*} >> {C, L }, or simply: U* >> U. The action of this operator can be seen in the figure 2. propagating universe, U * , to the universe U It is worth to mention that this operator only acts on universe characteristics, c, not changing the physical laws, L, of any universe. In this context, this operator can also be applied from an alive universe U V to a promising universe U ◊ : U V >> U ◊ . this procedure aims to spread all the best characteristics, c V of the alive universes, U V , to the promising universes, U ◊ , that have favorable physical laws, L ◊ . thus, potential characteristics are lead to potential laws and its values can be evolved.
Big Bang Operator
From Physics, one may understand that our universe was generated by a "big bang" [11] . In the proposed algorithm, this idea can be useful. In the APA, the physical laws can be difference equations, system of equations, among others. As the initialization of these equations is a random process, then some physical laws, l i , could lead the characteristics, c i , of the universe U to instability. In this scenario, the big bang Operator, b(.) can discard these universes and create new ones, and the process go on.
Another possible application of the "big bang" Operator is randomly generating new universes and replaces the stagnated ones. In other words, the operator discards non-promising regions of the design domain and restarts the search randomly in a new location of the searching space.
In order to avoid the random search caused by the "big bang Operator", the occurrence rate of this operator should be inferior to 15% of the universes in the multiverse, at each iteration.
Armageddon Operator
similarly to a natural catastrophe, the Armageddon operator, A(.), disturbs some characteristics of a universe. the Armageddon operator perturbs the characteristics of a universe by having small constants, ∆c, added to their current values, as can be seen in figure 3 . 
Application example
In this section, some examples of the use of APA for optimization problems will be presented. the experiments were carried out on a Macbook with 2.2 GHz Intel Processor and 4.0 Gb rAM. All the codes were written and executed in Matlab r2013. the operating system was Mac Os Lion.
Rosenbrock Function example
In order to exemplify the solution of an optimization problem using the APA, consider the rosenbrock function:
in which f : r 2 → R is a non-convex function, with a = 1 and b = 100, used in tests for global optimization. the objective of the optimization is to find the vector x* = [x 1 , (8) . In addition, the APA evaluation function is f (x). In order to illustrate the progress of the algorithm, the rosenbrock function was minimized using the APA. In all runs of this section, the APA uses 200 universes, characteristics propagation rate starting with 50% and ending with 30%, the big-bang rate starting with 5% and ending with 10% and the Armageddon rate starting with 5% and ending with 15%, varying linearly.
For illustration purposes, the algorithm was run only for 10 iterations. the best solution found for each iteration is plotted in figure 4 and detailed in table 2. Most of the universes presented in table 2 are not totally connected in an evolutionary way. In other words, they evolved from other universes, in the multiverse, which were not the best in the previous iteration of the algorithm.
In table 2, in 4 iterations the best universe evolved from itself: iterations 2 to 3, 3 to 4, 8 to 9 and 9 to 10. In these cases, it is possible to calculate manually the evolution of these universes using the values presented in tables 2 and 3, since the physical laws were responsible for the characteristics update that resulted in the decrease of the objective function. In the other iterations, the best universe was reached by the action of the APA operators. In the transition from iteration 4 to 5, 6 to 7 and 7 to 8 the best universe was reached by propagation of the best characteristics to universes with physical laws that allowed decreasing the evaluation function. In the transition from iteration 1 to iteration 2, the best universe was reached by the Armageddon Operator. In this example, the big bang operator did not generate best universes. Now, we run the APA for 50 iterations, and then compare its results to two well-known metaheuristic algorithms: GA and PsO. In this situation, the proposed algorithm reached as best solution x □ = [1.0001, 1.0002]. As it is known that the optimum of the rosenbrock function is [1, 1] [ 17] , one can consider that it is a close result, reaching an evaluation function equal to 1.1125 x 10 −8
. the APA's convergence curve for this run is illustrated in figure 5 . In order to compare the APA to a GA and a PsO, table 4 shows the objective function reached by these algorithms in a single optimization run. the stopping criterion for all the algorithms was 50 iterations. the APA and GA results were generated by the authors and the PsO result was taken from the literature [18] . In the GA, 200 chromosomes were used, with crossover rate starting in 80% and ending with 60%. the mutation rate starting in 5% and ending in 10%, varying linearly. For the PsO, were used 200 particles with social adjustment equal to the self adjustment (1.49).
One can see in table 4 that the lowest value of the rosenbrock function was obtained with the APA, outperforming in this case, the other metaheuristic algorithms.
System Identification Example
system Identification deals with the problem of building approximated mathematical models of dynamic systems based on observed (experimental) data [19] . In this section, we briefly present the problem to be solved, thus the interest reader is referred to [20] and [21] for further details. In this section, the APA is applied to a system identification problem. In this context, consider the following stable, linear and time invariant system, with input u(k) and output y(k): (11) in which Z represents the Z transform and z is the complex variable associated to this transform. consider also that one can seek an approximated model for such a system using linear combinations of Laguerre functions, as expressed in (12): (12) in which M (z) is the approximated model of the system H(z) based on Laguerre functions, given by:
, (13) in which p ϵ R is the pole of the Laguerre functions. thus, in order to identify the system H(z), expressed in (11), it is necessary to find the pole, p and the coefficients d i that minimize F(.), as expressed in equation (14),
is the design vector comprised by the r coefficients d i and the pole p; F(I r ,I P ) is the evaluation function of the algorithm, expressed by the mean square error (MsE), of the approximated model output with respect to the observed (measured) system output. It is important to mention here that, in the identification problem, the image I r of the reference universe U r is known from experimental data. Hence, the evaluation function can be constructed as detailed above.
In order to identify the system H(z), one can resort to an input u(k), Prbs type, Pseudo random binary signal. For the identification step, it was used 128 input/output system samples. Another 128 samples were reserved for the validation step. In this example, we constructed the approximated model using three Laguerre functions, i.e.,r=3 in (12) . thus, the resulting optimization problem has 4 design variables: 3 coefficients d i and the pole p.
In order to solve such a problem a multiverse with 200 universes was em-ployed for 50 iterations. the algorithm ran with characteristic propagation rate starting with 50% and ending with 30%, the big-bang rate starting with 5% and ending with 10% and the Armageddon rate starting with 5% and ending with 10%, varying linearly. In addition, it is worth to mention that the physical laws, L, used in this example, were a class of difference equations of first order, in which a 1 and a 2 ϵ R are generated by random values in each law of each universe.
the general structure of these laws is:
in which c i (k+1) +is the i-th characteristic of a universe, updated by equation (15) , in the iteration (k + 1) of the algorithm. the best characteristics obtained by the APA are given in (16) , which resulted in a MsE = 6.011 × 10 (19) and finally construct the approximation model M (z) ≈ ( ) ( ) as shown in (20) .
and L 3 (z) was 0.1868, as can be seen in (16) .
the measured output of the system and the output obtained by the approximated model M(z) are illustrated in figure 6 . From this figure, we may see that the approximation model represents well the experimental data, thus successfully solving the identification problem. the convergence curve of APA for this problem is shown in figure 7 .
In figure 7 , one can see that the APA convergence process is more intense in the first iterations and, then, evolves slowly to the end value.
In order to make a comparison between the performance of the APA and a classic GA, this identification problem was solved by both algorithms using the same stopping criterion: 100 iterations. In the GA, the crossover rate starting in 80% and ending with 60%, the mutation rate starting in 5% and ending in 10%. the resulting MsE of the approximated model provided by the APA and GA are given in table 5. As it can be seen in table 5, the APA also provided a slightly better solution than the GA for this example.
It is import to mention that the APA was developed focusing in system identification problems, because the restrictions that characterize the Ir are achieved directly from the sampled input/output data. However, is possible to infer that the APA algorithm can be applied for general optimization problems as can be seen in the next sections.
Statistical Analysis
In order to pursue a fair comparison among the APA and other metaheuristic algorithms, not only the best design found using each method should be com-pared, but also the statistics of each algorithm due to their stochastic nature. thus, here, each optimization problem is run independently several times and the statistics of these runs are computed, such as the optimum mean value and coefficient of variation (c.O.V.) of the optimum objective function. the number of independent runs (NIr) for all the problems is taken as 50. Also, the stopping criterion used in all the problems is the number of iterations, which is set to 100. the seven classical test functions shown in table 6 are analyzed. Functions f 1 , f 2 and f 3 are unimodal functions, with dimension equal to 30; f3 is a random function; functions f 4 , f 5 and f 7 are multimodal, with 30 dimensions and many local minima, while function f 6 is a polynomial type with 2 dimensions [9] . the results of the comparison between the APA and the others algorithms is presented in table 7. the GA and PsO results were taken from the literature, in He et. al., (2009) [9] . Table 6 . seven benchmark functions, in which n is the dimension of the function, s represents the function domain and f min is the global minimum value of the function It is worth to mention that the domain and correct minima of the functions are shown in table 6 on the third and fourth column. In the APA, the initialization of Universe's characteristics has followed the range expressed in these domains. From table 7, one can see that the APA reached better values than GA on functions f 1 , f 2 , f 5 , f 6 and f 7 . In comparison with the PsO, the APA results were better on functions f 2 , f 5 , f 6 and f 7 . GA and PsO algorithms presented better results for the cases expressed by the functions f 3 and f 4 . the stochastic nature of the function f 3 can explain why the APA did not return the best result for this case. concerning function f 4 , since it is a multimodal function, the conclusion is that APA got stuck in a local minimum, even though its result is a value near to the one presented by the PsO. In summary, the APA reached reasonable results for the majority of tested cases, overcoming the others metaheuristic algorithms in many cases.
Conclusion
In this paper, the concepts related to the Anthropic Principle were presented, as well as a new metaheuristic algorithm based on it. this algorithm is conceptually simple and easy to implement. regarding the study of the effect of the control parameters, the authors found that the APA is not so sensitive to most of parameters with the exception of the coefficients of the physical laws. With respect to the applicability of the algorithm, one can see that it is appealing for solving real world problems, since it is applicable to a variety of optimization problems.
In order to test APA capability to find the minimum of a non-convex function, the rosenbrock function was analyzed and compared, in a single run, with GA and PsO. From this comparison, one can conclude that the APA reached a value close to the known minimum, with better results than GA and PsO.
In order to test the algorithm in a practical engineering application, the APA was applied to a system identification problem. In other words, the APA was used to find the parameters in a Laguerre model for a dynamic system. In the comparison between the algorithms, the APA outperformed the GA. by the lower MsE reached and from figure 6, one can see that the approximated model is very close to the experimental data. therefore, one can conclude that the approximated model provided by the APA is representative.
In figures 5 and 7, one can see that, typically, the APA convergence process is more intense in the firsts iterations and then, evolves slowly, but almost continuously, as seen in these figures.
In order to compare the statistics of the APA, GA and PsO, a set of seven benchmark functions were employed. 50 runs of each algorithm were pursued for each function. From table 7, one can see that the APA reached better values than GA on functions f 1 , f 2 , f 5 and f 6 . In comparison with the PsO, the APA results were better on functions f 2 , f 5 and f 6 .
considering that the APA is in its initial development, it is reasonable to assume that many improvements are still possible in the algorithm. In future work, it is possible to use the gradient-based methods as physical laws for the APA, mixing the deterministic and metaheuristic optimization.
Is important to mention that, in APA, the reference individual, IR, is fixed and the environment, U, is "adapted" to him, while in GA, the environment is fixed and the individuals are evolved. It also is noteworthy that the APA differs from the GA in the issue of defining its search di- rections. the spread of the characteristics of propagating universe to other universes generates a range of "direction searches". As the physical laws are random, it is likely that different universes have different physical laws, and the search space is swept in different manners.
In the comparison between the results obtained with application of Anthropic Principle Algorithm and other heuristic algorithms, one can conclude that the APA presented reasonable results in all studied cases, and reached the best values and statistics in the majority of the tested cases. Moreover, it is expected that APA can be used for general heuristic optimization problems.
