Supplement 1. Effect of cryptic species on Shannon diversity index (H')
Fig. S1. Shannon biodiversity index (H') observed for (A) each substratum type and (B) each dive (black). When 2 or more specimens of a morphospecies of ascidians (111), bryozoans (135), cerianthids (8), cormatulids (65), sponges (119 or 85 for demosponges), ophiuroids (205), sabellid worms (99) or sipuncula worms (144) were observed within an image, each individual was randomly assigned, with replacement, to a potential cryptic species and biodiversity recalculated. The number of potential cryptic species (previously shown in brackets) was estimated by setting a percentage (pink, 5% and green, 20%) of the number of taxa listed in OBIS (Ocean Biogeographic Information System, www.iobis.org/) for the North Atlantic Ocean Supplement 2. Seabed facies (Peres-Neto et al. 2006) . Because any explanatory variable included in a model increases the R 2 regardless of whether it models responses or noise, this inflation must be taken into account and the resulting adjusted R 2 used instead. This was considered particularly important for this study as a large number of environmental variables were involved (e.g. percentage cover of each substratum type, class and landscape metrics as well as bathymetric and backscatter derived variables). In RDA, species are assumed to be linearly related to environmental variables and second degree explanatory variables for substratum composition were also introduced into the model to account for potential non-linear relationships (e.g. unimodel biodiversity relationships to percentage cover of rubble).
Model significance was assessed using permutation tests with a minimal permutation number of 999 (Makarenkov & Legendre 2002) . If found significant, forward selection by permutation tests based on p-values was applied to reduce the number of explanatory variables and obtain a more parsimonious model (Borcard et al. 2011) . Owing to the large number of available explanatory variables, forward selection was first applied to each environmental dataset separately (substratum percentage cover, class metrics, landscape metrics and bathymetric variables). The selected variables were then combined, a second forward selection process was applied and variance inflation factors (VIF) were used to exclude additional explanatory variables which showed strong collinearity with others present within the model. Only explanatory variables with VIF below 5 were retained (Stine 1995) . When examining the influence of the previously described environmental factors on biodiversity, multiple linear regression was used and forward selection was based on the Akaike Information Criterion (AIC), which is a measure based on the compromise between model simplicity and increased fit obtained when using additional parameters (Crawley 2005) . For both the multivariate and univariate analyses, the forward selection process was carried out twice: once including all environmental variables and once including only sonar-derived variables.
The morphospecies by images collected matrix was log 10 (x + 1) transformed before the analysis to reduce the influence of abundant species (Clarke & Warwick 2001) . Variation partitioning was used to examine how much variation could be explained by environmental variables obtained from the imagery or the sonar maps when controlling for the effect of the other (Borcard & Legendre 2002 , Peres-Neto et al. 2006 . Variation partitioning is a technique which, using multiple RDAs, allows for the fraction of variation explained by a set of explanatory variables (e.g. imagery derived environmental descriptors) to be separated from the fraction of variation explained by another set of explanatory variables (e.g. sonar derived environmental descriptors). As some of the variation will be explained by both sets of explanatory variables, the total amount of variation explained will be less than the sum of the 2 fractions examined (Borcard et al. 2011 ).
Species assemblages K-means partitioning was used on the morphospecies matrix to separate images into clusters representing different species assemblages. This method aims to separate observations into a predefined number of clusters based on sample proximity when data points are positioned in a space where each species represents an axis. Data points are assigned a cluster in such a manner as to minimize the distance between individual samples and the center of their assigned cluster (Hartigan & Wong 1979) . Points are swapped between clusters, and cluster centers are updated accordingly until a local optimal solution is achieved. As this is an iterative method and a predefined number of clusters is required, the analysis was successively conducted using 2 to 10 clusters and 100 random starting configurations. The number of clusters was chosen using the 'simple structure index', as defined in Dimitriadou et al. (2002) , and which takes into account elements describing intra and inter cluster structure. Analysis of similarities (ANOSIM) was also carried out in R to assess significant differences between the identified clusters (based on 999 permutations and Euclidian distance). The representative species for each cluster were determined using the 'species indicator values' (Dufrêne & Legendre 1997).
Model evaluation
In order to evaluate the goodness-of-fit of the model, assess its ability to predict new data points and, as a single dataset was available to evaluate the model, a 'holdout partition' approach was taken (Kohavi 1995 , Manel et al. 1999 , Verfaillie et al. 2009 ). In a 'holdout partition' approach, a subset of the data, in this case 300 randomly selected images (with proportional representation by transect), is removed from the original dataset and the model (RDA) parameters are recomputed. The removed data points are then reclassified based on the recomputed model, and the percentage of data points reassigned to the same cluster is calculated. The initial sample is then returned to the dataset and a subsequent sample is removed. The process is repeated multiple times to estimate variability in the results obtained. For this study, the environmental variables associated with each removed image were used to predict updated positions in ordination space (using RDA axis 1 and 2) based on the RDA model recomputed when the 300 randomly selected images were removed. The Euclidean distance to the centroid of each K-means cluster was then computed and the removed images were assigned the class of the closest cluster (Guisan & Zimmermann 2000 , Anderson & Willis 2003 , Wang et al. 2004 ). The percentage of removed images reassigned to the same cluster was calculated and the process was repeated 100 times.
Spatial dependency assessment
To determine whether the spatial structure present in species distribution was the result of spatial structuring in the environmental factors (induced spatial dependence), we carried out a Principal Coordinates of Neighbour Matrices (PCNM) approach (Borcard & Legendre 2002 , Dray et al. 2006 . PCNMs are a type of distance-based eigenvector maps, and are computed using a truncated Euclidean distance matrix based on sample location (distance threshold of 110 m) followed by a Principal Coordinate Analysis. Only eigenvectors with associated positive eigenvalues and a significant Moran's index of spatial autocorrelation (Moran 1950 , Sokal & Oden 1978 , Dray et al. 2006 ) (an index used to test that the pattern represented is spatially structure and not random) are retained. As these eigenvectors are representations of spatial structure based on distances between sampling sites, RDA is used to select the eigenvectors which significantly represent the spatial structure also present in the biological data. To determine which environmental variables explained the spatial structure detected, the resulting significant canonical axes were regressed against the environmental dataset. Gaussian variograms were also fitted to the significant canonical axes. Variograms describe the relationship between the variance in values observed at points with regards to their separation in space and can be used to estimate the range of spatial dependency (Bellier et al. 2007 , Loots et al. 2011 . Analyses were carried out using the 'vegan', 'labdsv' and 'gstat' package in R. Supplement 7. Environmental variables and spatial structure as identified using PCNMs
The first 13 canonical axes of the redundancy analysis of Principal Coordinates of Neighbour Matrices (PCNMs) against the morphospecies count matrix were significant. When the first 2 axes were regressed against the selected set of environmental variables, those related to presence, percentage cover or proportion of landscape occupied by coral, cobbles or exposed bedrock had the strongest influence (p < 0.001). In the case of biodiversity, the significant PCNMs showed a strong negative response to percentage cover of sand (p < 0.001) and a positive association to presence of bedrock (p < 0.001) and percentage cover of coral present (p < 0.01) (Fig. S7 ) 
