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Abstract
A general notion of dichotomy for linear differential systems is investigated. It is well
known that a system x′ = A(t)x in which the matrix A(t) is bounded and diagonally
dominant by rows or columns has an invariant splitting of its solution space into two
subspaces each uniformly asymptotically stable, one for increasing time and the other for
decreasing time. Similar results are obtained here where the concept of diagonal dominance
is weakened using Riccati inequalities.  2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Suppose A ∈ C(J,Cn×n), where A(t)= [aij (t)], J is a real interval R+, R−
or R, and let X(t) be a fundamental matrix solution for the linear homogeneous
differential system
x ′ =A(t)x, t ∈ J. (1.1)
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Let | · | denote a vector norm on Cn and also the matrix norm that it induces. Let
µ1,µ2 be real-valued continuous functions on J. The system (1.1) has a (µ1,µ2)-
dichotomy if there exist supplementary projections P1,P2 on Cn and constants
L1,L2 > 0 such that
∣∣X(t)PiX−1(s)∣∣ Li exp
( t∫
s
µi
)
, if (t − s)(−1)i−1  0,
i = 1,2. (1.2)
When µ1,µ2 are constants, the system (1.1) is said to have an exponential
dichotomy if µ1 < 0 <µ2 and an ordinary dichotomy if µ1 = µ2 = 0.
The general concept of a (µ1,µ2)-dichotomy was considered by the second
author in [12]. Dichotomies of the form (1.2) with J = (−∞,∞) were introduced
by Martin [8] with slightly different notation and restrictions equivalent to µ1  0,
µ2  0,
∫∞
0 µ1 = −∞,
∫ 0
−∞µ2 =∞ which were not required in [12]. An idea
of dichotomy proposed later by Pinto [14] has been represented by some authors
as a generalization of (µ1,µ2)-dichotomy. It is an easy exercise to show that the
two concepts are equivalent and differ only in notation; see [7].
It is readily seen that (1.2) is equivalent to
∣∣X(t)Piξ ∣∣ Li exp
( t∫
s
µi
)∣∣X(s)Piξ ∣∣, if (−1)i(s − t) 0,
ξ ∈Cn, (1.3)∣∣X(t)PiX−1(t)∣∣Mi, i = 1,2, (1.4)
where Li,Mi are positive constants. If the projections Pi have rank ki, i = 1,2,
then k1 + k2 = n and the condition (1.3) states that the solution space X has
subspacesX1,X2 such that dimX1 = k1, dimX2 = k and X =X1 ⊕X2:
|x(t)| L1 exp
( t∫
s
µ1
)
|x(s)|, t  s, if x(·) ∈X1, (1.5)
|x(t)| L2 exp
( t∫
s
µ2
)
|x(s)|, s  t, if x(·) ∈X2. (1.6)
The matrices X(t)PiX−1(t) are the projections from Cn onto the subspaces
{x(t): x(·) ∈ Xi}, i = 1,2, of Cn and the condition (1.4) states that these pro-
jections are bounded uniformly with respect to t ∈ J. This is equivalent to the
existence of a uniform positive lower bound for the angle between the two
subspaces; see [3, Lecture 2] and [5, p. 156]. The cases of greatest interest are
J =R and J =R+. Here, unless specified otherwise, we assume J =R.
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In the case of exponential dichotomies, when µ1 < 0 < µ2 are constants, it
is known that (1.3) implies (1.4) if the function t → A(t) is bounded or, more
generally, if there exist constants C,β such that all solutions of (1.1) satisfy
|x(t)| Ceβ(t−s)|x(s)| either for s  t or s  t ; see [3, Lecture 2]. An analogous
statement for (µ1,µ2)-dichotomies involves generalizing this concept of growth
or decay of solutions; see [12, Proposition 3.1].
In [12] three sets of necessary and sufficient conditions are given for the
existence of a (µ1,µ2)-dichotomy. These conditions are all expressed in terms
of pairs of Lyapunov functions and establish the existence of subspaces X1,X2
satisfying (1.5), (1.6) and the angular separation (1.4). In this paper Riccati
inequalities will be used as a tool to unify and extend the approaches of [12]
while achieving a greater generality and simplicity in application.
The concept of diagonal dominance has a particular emphasis in [12] and
will be further extended here. The matrix A(t) is row diagonally dominant if
|Reaii(t)| − ∑j =i |aij (t)|  δ > 0. It follows from the work of Berkey [1],
Lazer [6] and Palmer [13] that (1.1) has an exponential dichotomy on (−∞,∞)
if the matrix function t → A(t) is bounded and row diagonally dominant.
Example 4.1 of [12] shows that this statement is no longer true if the boundedness
requirement on A(t) is omitted. However, a special case of [12, Proposition 2.8]
shows that if, for some  ∈ (0,1), |Reaii(t)| − ∑j =i |aij (t)|  δ > 0, then
there is an exponential dichotomy with no boundedness requirement on A(t).
In the case of bounded matrices, this requirement is equivalent to row diagonal
dominance. Analogous but not identical statements hold for column diagonally
dominant matrices; see [12, Proposition 2.7 and Example 4.2]. The principal tool
used here is Lyapunov function pairs. These were first considered in generality
by Martin [9,10] to identify growth rates for subspaces of solutions. Lecture 7 of
the book of Coppel [3] contains a comprehensive treatment of results based on a
single Lyapunov function. For related work, see [4].
2. Linear and Riccati differential inequalities
Let D denote any one of the differential operators D+,D+,D−,D−, the
upper-right, lower-right, upper-left and lower-left derivatives, respectively. Sup-
pose that t → vi(t) 0, i = 1,2, are real-valued continuous functions on the real
interval J which satisfy the differential inequality system
Dv1  α11(t)v1 + α12(t)v2,
Dv2 −α21(t)v1 + α22(t)v2, (2.1)
where αij (t) are continuous and α12(t)  0, α21(t)  0. The particular differen-
tial operator D chosen is unimportant since (2.1) is satisfied by (v1, v2) for one
of these if and only if it is satisfied by all of them on the interior of J ; see [15,
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p. 225]. Suppose also that t → z(t)  0, t ∈ J, is a continuous solution of the
Riccati inequality
Dz α12(t)+
(
α11(t)− α22(t)
)
z+ α21(t)z2. (2.2)
Notice that z(t) exp[− ∫ t
t0
(α11 − α22)] is nondecreasing on J. Thus, if 0  z(t),
t ∈ J and z(t0)= 0, then z(t)= 0 and α12(t)= 0, t  t0. If 0 < z(t) <∞ satisfies
(2.2), then w(t)= 1/z(t) satisfies
Dw −α21(t)−
(
α11(t)− α22(t)
)
w− α12(t)w2. (2.3)
We may therefore consider solutions z(t) of (2.2) such that 0 z(t)∞, t ∈ J,
by identifying z(t0) =∞ with w(t0) = 0. It follows then that, if 0  z(t) ∞,
t ∈ J and z(t0)=∞, then z(t)=∞ and α21(t)= 0, t0  t .
Proposition 2.1. Suppose that (v1, v2) satisfies (2.1) and that z satisfies (2.2),
0 v1(t) <∞, 0 v2(t) <∞ and 0 z(t)∞, t ∈ J. Then
(i) (v1 − zv2)(t) (v1 − zv2)(s) exp
[ t∫
s
(α11 + zα21)
]
,
s  t, (2.4)(
v2 − 1
z
v1
)
(t)
(
v2 − 1
z
v1
)
(s) exp
[ t∫
s
(
α22 − 1
z
α12
)]
,
s  t . (2.5)
(ii) If (v1/v2)(τ ) z(τ ) and t  τ , then
v1
v2
(t) z(t),
v1(t) v1(s) exp
[ t∫
s
(
α11 + 1
z
α12
)]
, s  t . (2.6)
If (v1/v2)(τ ) z(τ ) and t  τ, then
v1
v2
(t) z(t),
v2(t) v2(s) exp
[ t∫
s
(α22 − zα21)
]
, s  t . (2.7)
Proof. If we let u= v1 − zv2 and v = v2 − (1/z)v1, then (2.1), (2.2) imply Du
(α11 + zα21)u and Dv  (α22 − (1/z)α12)v so that (2.4) and (2.5) follow. When
(v1/v2)(τ )  z(τ ), (2.4) implies (v1/v2)(t)  z(t), t  τ ; if (v1/v2)(τ ) z(τ ),
(2.4) also implies (v1/v2)(t)  z(t), t  τ. These also follow from (2.5) or may
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deduced directly from the Riccati inequality (2.2) by consideringD(v1/v2). Thus,
if (v1/v2)(τ ) z(τ ), (2.1) implies
Dv1 
[
α11(t)+ 1
z(t)
α12(t)
]
v1 if t  τ,
and (2.6) follows. Similarly, if (v1/v2)(τ ) z(τ ), (2.1) implies
Dv2 
[
α22(t)− z(t)α21(t)
]
v2, t  τ,
from which we deduce (2.7). ✷
In the following remarks we outline some approaches to discovering solutions
of (2.2), or equivalently (2.3), on J = (−∞,∞) and to investigating their
properties.
Remarks. (i) Suppose that the constant c > 0 satisfies
α12(t)
1
c
+ α21(t)c+ α11(t)− α22(t) 0, −∞< t <∞. (2.8)
Then z(t)= c satisfies (2.2). Note that c = 1 is such a constant if the coefficient
matrix in (2.1) is weakly diagonally dominant by rows, α11(t) + α12(t)  0,
α22(t) − α21(t)  0, or by columns, α11(t) − α21(t)  0, α22(t) + α12(t)  0.
However, it is clear that (2.8) is less stringent than diagonal dominance.
(ii) If 0 z(t) is locally integrable on (−∞,∞), let
[Rz](t)=
t∫
−∞
[
α12(s)+ α21(s)z(s)2
]
e
∫ t
s (α11−α22) ds (2.9)
when this exists. Suppose now that z(t) satisfies (2.2). Then
Ds
[
e
∫ t
s (α11−α22)z(s)
]

[
α12(s)+ α21(s)z(s)2
]
e
∫ t
s (α11−α22)
so that, if τ  t ,
z(t) z(t)− e
∫ t
τ (α11−α22)z(τ )
t∫
τ
[
α12(s)+ α21(s)z(s)2
]
e
∫ t
s (α11−α22) ds.
Since τ  t is arbitrary, [Rz](t) exists and satisfies
z(t) [Rz](t), −∞< t <∞. (2.10)
Conversely, if (2.10) is satisfied, then [Rz](t) is a solution of the Riccati ine-
quality (2.2). It follows that, z(t) satisfies (2.2) or more generally (2.10), then the
sequence {zn(t)} defined iteratively by
z0(t)= z(t), zn(t)= [Rzn−1](t), n= 1,2, . . . , (2.11)
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is decreasing. Substitution for z(t) by zn(t) in (2.7) gives a sequence of bounds
which improve with increasing n.
(iii) Similarly, if w(t) is locally integrable on (−∞,∞), let
[Sw](t)=
∞∫
t
[
α21(s)+ α21(s)w(s)2
]
e
∫ s
t (α11−α22) ds. (2.12)
Then if 0w(t) is a solution of (2.3) or
w(t) [Sw](t), −∞< t <∞, (2.13)
the decreasing sequence defined by
w0(t)=w(t), wn(t)= S[wn−1(t)], n= 1,2, . . . , (2.14)
consists of solutions of (2.3), n  1. Substitution of wn(t) for 1/z(t) gives a
sequence of bounds in (2.6) that improves with increasing n.
(iv) The discussion in (ii) shows that, if
t∫
−∞
[
α12(s)
1
c
+ α21(s)c
]
e
∫ t
s (α11−α22)  1, −∞< t <∞, (2.15)
which is equivalent to c  [Rc](t), z(t) = [Rc](t) is a solution of (2.2) and we
may replace z by c in (2.7). The condition (2.15) is less stringent than (2.8) since
it is implied by (2.8).
(v) Similarly (2.6) is satisfied if we replace 1/z by k, where k is any constant
such that
∞∫
t
[
α21(s)
1
k
+ α12(s)k
]
e
∫ s
t (α11−α22) ds  1, −∞< t <∞. (2.16)
(vi) If α12(t) = 0 for all t, then z(t) = 0 is a solution of (2.2), and similarly,
from (2.3), if α21(t)= 0, then z(t)=∞ is a solution of (2.2).
3. Lyapunov criteria for a dichotomy
Following [12], a pair of functions Vi(t, x) :J × Cn → R, i = 1,2, which
are continuous on their domain and locally Lipschitzian in x will be said to be
admissible if for each t ∈ J there exist supplementary projections Q1(t),Q2(t)
of rank k1, k2 independent of t such that
|Qi(t)|Ni, (3.1)
ai |Qi(t)x| Vi(t, x) bi |Qi(t)x|, (3.2)
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where Ni, ai, bi are positive constants i = 1,2. Throughout this section it will be
assumed that, if (t, x) ∈ J ×Cn, the following inequalities are satisfied:
V˙1(t, x) α11(t)V1(t, x)+ α12(t)V2(t, x),
V˙2(t, x)−α21(t)V1(t, x)+ α22(t)V2(t, x), (3.3)
where V1,V2 is an admissible pair, αij (t) are continuous, α12(t) 0, α21(t)  0
and
V˙i(t, x)= lim sup
h→0+
1
h
[
Vi
(
t + h,x + hA(t)x)− Vi(t, x)]. (3.4)
Theorem 3.1. Let x(t) be a solution of (1.1) and let vi(t)= Vi(t, x(t)), i = 1,2.
(i) Then (2.4), (2.5) are satisfied on J if z(t) is any solution of (2.2), 0  z(t)
∞, t ∈ J.
(ii) There exist subspaces X1,X2 of dimension k1, k2 of solutions of (1.1) such
that, if z(t) is any solution of (2.2), then (2.6) is satisfied on J if x(·) ∈X1;
(2.7) is satisfied if x(·) ∈X2.
Proof. Part (i) follows immediately from (i) of Proposition 2.1. To prove part (ii),
first consider J = (ω−,ω+), −∞  ω− < ω+ ∞. Let {τm} be a sequence
in J such that limm→∞ τm = ω+. The null-space of Q2(τm) has dimension
k1 = n − k2 and therefore there is a k1-dimensional subspace Xm1 of solutions
x(·) of (1.1) such that Q2(τm)x(τm)= 0 and vi(t)= Vi(t, x(t)), i = 1,2, satisfy
(2.6) if s  t  τm. Now consider Ym(·), a n× k1 solution matrix of (1.1) whose
columns are a basis for Xm1 and Ym(τ0) is orthogonal. Because the unit ball
in Ck1 is compact, a subsequence of {Ym(τ0)} (without loss of generality, the
sequence itself) converges to an orthogonal matrix Y0. Therefore, for each t ∈ J ,
limm→∞ Ym(t)= Y (t), a matrix solution of (1.1) such that Y (τ0)= Y0 and whose
columns span a solution subspace X1 of (1.1) and such that (2.6) is satisfied in
J if x(·) ∈ X1. The asserted existence of X2 can be established similarly by
considering a sequence τm → ω−. If J contains one of its endpoints ω−,ω+,
the limiting argument involving that endpoint is not needed since we then may
take the endpoint at τ in (2.6) or (2.7). ✷
Note. The subspaces X1,X2 of Theorem 3.1 are not necessarily supplementary.
However, relatively mild conditions ensure that they are. For example, if the
inequality (2.2) is strict at some τ ∈ J, then V1(t, x1(t))/V2(t, x1(t)) < z(t) 
V1(t, x2(t))/V2(t, x2(t)), t  τ, if xi(·) ∈Xi , i = 1,2; so X =X1 ⊕X2.
Corollary 3.2. Suppose there exist solutions z1(t), z2(t) of (2.2) and a constant
τ , 0 < τ < 1, such that
b1
a2z2(t)
 1, b2z1(t)
a1
 1, min
{
b1
a2z2(t)
,
b2z1(t)
a1
}
 τ (3.5)
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for all t ∈ J. Then (1.1) has a (µ1,µ2)-dichotomy, where (µ1,µ2) may be chosen
as follows. Let z(t) be any solution of (2.2), 0 z(t)∞, t ∈ J.
(a) µ1 may be either of α11 + zα21, α11 + (1/z)α12.
(b) µ2 may be either of α22 − zα21, α22 − (1/z)α12.
Proof. We may assume z1(t)  z2(t), t ∈ J, since z˜1(t) = min{z1(t), z2(t)},
z˜2(t) = max{z1(t), z2(t)} are also solutions of (2.2). Consider the subspaces
X1,X2 established in Theorem 3.1(ii). If x(·) ∈ X1, then (2.6) and (3.2) imply
b1|Q1(t)x(t)|  z(t)a2|Q2(t)x(t)| for every solution z(t) of (2.2) which exists
for all t ∈ J. In particular∣∣Q2(t)x(t)∣∣ b1
a2z2(t)
∣∣Q1(t)x(t)∣∣, if x ∈X1. (3.6)
Therefore
|x(t)| = ∣∣Q1(t)x(t)+Q2(t)x(t)∣∣ ∣∣Q1(t)x(t)∣∣+ ∣∣Q2(t)x(t)∣∣

∣∣Q1(t)x(t)∣∣
(
1+ b1
a2z2(t)
)
 2
∣∣Q1(t)x(t)∣∣,
from (3.5), if x(·) ∈ X1. Also |Q1(s)x(s)|  N1|x(s)|, from (3.1). Now, since
(2.6) implies |Q1(t)x(t)|  (b1/a1)|Q1(s)x(s)| exp[
∫ t
s
(α11 + (1/z)α12)], s  t,
we conclude that
|x(t)| 2N1 b1
a1
|x(s)| exp
[ t∫
s
(
α11 + 1
z
α12
)]
, s  t,
if x(·) ∈X1. (3.7)
Similarly it may be shown that∣∣Q1(t)x(t)∣∣ b2z1(t)
a1
∣∣Q2(t)x(t)∣∣, if x ∈X2, (3.8)
and
|x(t)| 2N2 b2
a2
|x(s)| exp
[ t∫
s
(α22 − zα21)
]
, s  t, if x(·) ∈X2. (3.9)
Next observe that (2.4), (3.2) and Theorem 3.1(i) imply
∣∣Q1(t)x(t)∣∣− b2z1(t)
a1
∣∣Q2(t)x(t)∣∣
 b1
a1
∣∣Q1(s)x(s)∣∣ exp
[ t∫
s
(α11 + z1α21)
]
, s  t,
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for all solutions x(·) of (1.1). Furthermore (3.5), (3.6) imply, if x(·) ∈X1,
(1− τ )∣∣Q1(t)x(t)∣∣
(
1− b1b2z1(t)
a1a2z2(t)
)∣∣Q1(t)x(t)∣∣

∣∣Q1(t)x(t)∣∣− b2z1(t)
a1
∣∣Q2(t)x(t)∣∣,
and we can conclude that (1− τ )|Q1(t)x(t)| (b1/a1)|Q1(s)x(s)| exp[
∫ t
s (α11 +
z1α21)], s  t, if x(·) ∈ X1. We may assume that z1(t)  z(t) since z1(t) may
be replaced by min{z1(t), z(t)} and so, following the same argument used in the
proof of (3.7), we find
|x(t)| 2N1 b1
a1
(1− τ )−1|x(s)| exp
[ t∫
s
(α11 + zα21)
]
, s  t,
if x(·) ∈X1. (3.10)
It may be similarly shown that
|x(t)| 2N2 b2
a2
(1− τ )−1|x(s)| exp
[ t∫
s
(
α22 − 1
z
α12
)]
, s  t,
if x(·) ∈X2. (3.11)
The inequalities (3.5), (3.6), (3.8) show that the subspacesX1 andX2 are supple-
mentary in X. We can conclude therefore that there exist supplementary projec-
tions P1,P2 such that (1.3) is satisfied, from (3.7), (3.9)–(3.11), with any of the
choices given in Corollary 3.2 for µ1,µ2. To complete the proof of Corollary 3.2,
it remains to prove (1.4), that the projections Pi(t)=X(t)PiX−1(t) are bounded
on J. From (3.6), (3.8)
|P1(t)| =
∣∣Q1(t)P1(t)+Q2(t)P1(t)∣∣ ∣∣Q1(t)P1(t)∣∣+ ∣∣Q2(t)P1(t)∣∣

∣∣Q1(t)P1(t)∣∣
(
1+ b1
a2z2(t)
)
.
Similarly |P2(t)| |Q2(t)P2(t)|(1+ b2z1(t)/a1). Therefore
|Pi(t)| 2
∣∣Qi(t)Pi(t)∣∣, i = 1,2. (3.12)
Also from (3.6), (3.8) we find(
1− b1
a2z2(t)
)∣∣Q1(t)P1(t)∣∣+
(
1− b2z1(t)
a1
)∣∣Q2(t)P2(t)∣∣

(∣∣Q1(t)P1(t)∣∣− ∣∣Q2(t)P1(t)∣∣)+ (∣∣Q2(t)P2(t)∣∣− ∣∣Q1(t)P2(t)∣∣)

∣∣Q1(t)(P1(t)+ P2(t))∣∣+ ∣∣Q2(t)(P1(t)+ P2(t))∣∣
= |Q1(t)| + |Q2(t)|N1 +N2,
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so that (3.5) implies∣∣Qi(t)Pi(t)∣∣ (N1 +N2)(1− τ )−1 for either i = 1 or i = 2. (3.13)
Then (3.12), (3.13) with P1(t)+ P2(t) = I imply the existence of constants Mi
such that |Pi(t)|Mi , i = 1,2, and so (1.4) is satisfied. ✷
If A is a m × n complex matrix and | · | denotes a norm on Cm and also a
norm on Cn, then |A| = sup|x|=1 |Ax|. When m = n and | · | denotes the same
norm in range and domain, the Lozinskiıˇ measure of A is defined by µ(A) =
limh→0+(1/h)[|I + hA| − 1]. Clearly µ depends on the choice of norm on Cn.
Important properties of µ are given in [2, pp. 41, 58, 59]. In particular, every
solution of (1.1) satisfies −µ(−A(t))|x(t)|D|x(t)|µ(A(t))|x(t)| and so
|x(s)| exp
[
−
t∫
s
µ(−A)
]
 |x(t)| |x(s)| exp
[ t∫
s
µ(A)
]
, s  t . (3.14)
If A= [aij ], then µ(A)= maxi (Reaii+∑j =i |aij |), maxj (Reajj +∑i =j |aij |),
and λ1 (the largest eigenvalue of (1/2)(A∗+A)) if | · | is the ∞, 1, and 2 norms
on Cn, respectively.
Corollary 3.2 assumes the existence of two solutions of the Riccati inequal-
ity (2.2). If there exists a positive solution z(t) of (2.2) such that both z(t)
and 1/z(t) are bounded on J, we can still establish a dichotomy by imposing
a general restriction on the growth or decay of solutions of (1.1). From Theo-
rem 3.1(ii), we can deduce as before the existence of subspacesX1,X2 satisfying
(2.6), (2.7), respectively, so that, as in the proof of Corollary 3.2, (1.5) and (1.6)
or equivalently (1.3) are satisfied, with L1 = N1(b1/a1) supt∈J (1 + b1/a2z(t)),
L2 = N2(b2/a2) supt∈J (1 + b2z(t)/a1). Now, using Proposition 3.1 of [12], we
deduce the following corollary.
Corollary 3.3. Suppose there exists on J a positive solution z(t) of (2.2) such that
z(t) and 1/z(t) are bounded. Then (1.1) has a (µ1,µ2)-dichotomy on J , where
µ1 = α11 + 1
z
α12, µ2 = α22 − zα21,
provided that for each number L > 1 there exists γ > 0 such that if s ∈ J (re-
spectively, t ∈ J ) then[
L−1 exp
( t∫
s
µ2
)
−L exp
( t∫
s
µ1
)]
exp
(
−
t∫
s
µ
)
> γ (3.15)
for some t > s (respectively, s < t), where µ = µ(A) (respectively, µ =
−µ(−A)) is any Lozinskiıˇ measure corresponding to a norm on Cn.
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For example, (3.15) is satisfied on J = (−∞,∞) if µ1  0  µ2 and µ 
M|µi | for some constant M , and
∫∞
0 µi is divergent for i = 1 or i = 2. The
remaining sufficient conditions for a dichotomy in this paper are all developed
in terms of pairs of solutions of the Riccati inequality but also have analogues
involving just one solution as in Corollary 3.3.
Consider the system (1.1) written in the form
x ′1 =A11(t)x1 +A12(t)x2,
x ′2 =A21(t)x1 +A22(t)x2, (3.16)
where xi(t) ∈Cki , i = 1,2, k1 + k2 = n and t ∈ J = (−∞,∞).
Corollary 3.4. Suppose there exist constants c1, c2, 0 < c1 < c2, such that
t∫
−∞
[
|A12(s)| 1
c1
+ |A21(s)|c1
]
× exp
[ t∫
s
(
µ(A11)+µ(−A22)
)]
ds  1, (3.17)
t∫
−∞
[
|A12(s)| 1
c2
+ |A21(s)|c2
]
× exp
[ t∫
s
(
µ(A11)+µ(−A22)
)]
ds  1. (3.18)
Then (1.1) has a (µ1,µ2)-dichotomy, where µ1 is either of the functions
µ(A11)+ c1|A21|, µ(A11)+ 1
c2
|A12|,
and µ2 is either of
−µ(−A22)− c1|A21|, −µ(−A22)− 1
c2
|A12|.
Proof. First observe that (3.16) implies
D|x1| µ(A11(t))|x1| + |A12(t)||x2|,
D|x2|−|A21(t)||x1| −µ(−A22(t))|x2|. (3.19)
With x = [ x1
x2
]
, define a norm on Cn by |x| = (|x1|2 + λ2|x2|2)1/2, where
λ = (1/2)(c1 + c2). Further let V1(t, x) = |x1|, V2(t, x) = λ|x2|. Then Vi(t, x),
i = 1,2, is an admissible pair with Q1(t)x =
[
x1
0
]
, Q2(t)x =
[
0
x2
]
and a1 = bi =
1, i = 1,2. If x(t) is a solution of (1.1), vi(t)= Vi(t, x(t)) satisfy (2.1) with
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α11 = µ(A11), α22 =−µ(−A22),
α12 = 1
λ
|A12|, α21 = λ|A21|. (3.20)
The inequality (3.17) implies that (2.11) is satisfied with c = c1/λ and (3.18)
implies that (2.12) is satisfied with k = λ/c2. From remarks (ii), (iii) of Section 2,
it follows that there exist solutions z1(t), z2(t) of (2.2) such that
z1(t)
c1
λ
< 1 <
c2
λ
 z2(t). (3.21)
Therefore the condition (3.5) of Corollary 3.2 is satisfied with 1 > τ = min{c1/λ,
λ/c2} since ai = bi = 1. Hence, from Corollary 3.2, there is a (µ1,µ2)-
dichotomy. Valid choices for µ1 are α11+z1α21, α11+ (1/z2)α12, or any function
greater than or equal to one of these. Thus, from (3.20), we may choose as µ1
either of
α11 + c1
λ
α21 = µ(A11)+ c1|A21|,
α11 + λ
c2
α12 = µ
(
A11 + 1
c2
|A12|
)
.
Similarly we may choose as µ2 any function less than or equal to one of
α22 − z1α21, α22 − (1/z2)α12. Therefore we may choose as µ2 either of
α22 − c1
λ
α21 =−µ(−A22)− c1|A21|,
α22 − λ
c2
α12 =−µ(−A22)− 1
c2
|A12|. ✷
Corollary 3.5. Suppose there exist constants ci , i = 1,2, 0 < c1 < c2, such that
|A12(t)| 1
ci
+ |A21(t)|ci +µ(A11(t))+µ(−A22(t)) 0,
−∞< t <∞. (3.22)
Then (1.1) has a (µ1,µ2)-dichotomy as described in the conclusion of Corol-
lary 3.3.
Proof. The conditions (3.22) imply (3.17) and (3.18) as described in remark (v)
of Section 2 and Corollary 3.5 follows. ✷
We conclude this section by observing that the conditions of Corollary 3.2 are
not only sufficient but are also necessary for a (µ1,µ2)-dichotomy. Theorem 2.3
of [12] shows that a necessary condition for a dichotomy is the existence of an
admissible pair of Lyapunov functions satisfying (3.3) with α11 = µ1, α22 = µ2
and α21 = α12 = 0. In this situation the Riccati inequality (2.2) is linear, Dz 
(µ1(t)− µ2(t))z, and z1(t)= 0, z2(t) =∞ are solutions (the latter in the sense
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that w = 0 is a solution of Dw −(−µ1(t)−µ2(t))w). The conditions (3.5) of
Corollary 3.2 are readily seen to be satisfied. This observation is used in Section 5
to establish the roughness of (µ1,µ2)-dichotomies with respect to perturbations.
4. Diagonal dominance
In the remarks at the end of Section 2, it was shown that a solution of the
Riccati inequality (2.2) could be used to generate iteratively new functionsµ1,µ2
for sharper estimates on the growth rates of solutions. We begin this section with
a discussion of a 2-dimensional system (1.1) to illustrate the innovation of the
Riccati inequality as a relaxation of the concept of diagonal dominance.
First let
µ1 = a11 + |a12|, µ2 = a22 − |a21|. (4.1)
If a11 + |a12|  0 and a22 − |a21|  0, then the 2-dimensional system (1.1) is
diagonally dominant by rows. The approach of Lazer [6] as further developed
in [8,12] and Theorem 3.1 of this paper shows that there exist 1-dimensional
solution subspace X1,X2 satisfying (1.5), (1.6). Further technical restrictions
in [8,12] imply the strong angular separation between X1,X2 required for
a (µ1,µ2)-dichotomy. Corresponding conditions for diagonal dominance by
columns are a11 + |a21|  0, a22 − |a12|  0. Under these conditions there also
exist solution subspacesX1,X2 satisfying (1.5), (1.6) with the same choices (4.1)
of µ1,µ2. In this paper we have seen that z(t) = 1 is a solution of the Riccati
inequality (2.2) if
|a12(t)| + |a21(t)| + a11(t)− a22(t) 0 (4.2)
and α12 = |a12|, α21 = |a21|, α11 = a11, α22 = a22. The condition (4.2) is also
sufficient for the existence of 1-dimensional solution subspaces X1,X2 with
µ1,µ2 given by (4.1). Evidently (4.2) is satisfied if, for each t , A(t) is diagonally
dominant either by rows or by columns. However, the following example shows
that (4.2) can be satisfied even if A(t) is not diagonally dominant for all t .
Example. Consider a11(t)=−2 sin2 t + cos2 2t , a22(t)= 2 cos2 t − sin2 2t . Then
(4.2) is satisfied if
|a12(t)| + |a21(t)| 1. (4.3)
Then, if |a12(t)|> 0, |a21(t)|> 0, A(t) is not diagonally dominant for all t since
a11(t), a22(t) change sign infinitely often. Nevertheless (4.3) implies (4.2) and its
consequences for (1.1), with
µ1(t)=−2 sin2 t + cos2 2t + |a12(t)|,
µ2(t)= 2 cos2 t − sin2 2t − |a21(t)|. (4.4)
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From the remarks (iv), (v) in Section 2, we see that the same conclusion can be
drawn if (4.3) is replaced by the condition
∞∫
−∞
(|a12| + |a21|) 1. (4.5)
Then the conditions (2.15), (2.16) are both satisfied with k = c = 1. Moreover,
if (4.3) or (4.5) holds, the iterations (2.11), (2.14) with z0(t) = 1, w0(t) = 1
generate decreasing sequences of functions {zn(t)}, {wn(t)} such that (1.5), (1.6)
are satisfied with
µ1(t)=− sin2 t + cos2 2t +wn(t)|a12(t)|,
µ2(t)= 2 cos2 t − sin2 2t − zn(t)|a21(t)|. (4.6)
The case n = 0 in (4.6) is (4.4) and the bounds given in (1.5), (1.6) by these
expressions improve with increasing n.
The preceding discussion and example concentrate on the role of the Riccati
inequality in expanding on the notion of diagonal dominance and in generating
new growth statements of the form (1.5), (1.6). We have also seen in Corollary 3.2
that pairs of solutions of (2.2) may be used to establish the angular separation of
the spaces X1,X2 needed for a dichotomy.
Thus, for 2-dimensional systems, the Riccati inequality (2.2) may be consid-
ered a generalized form of diagonal dominance. The choice of (µ1,µ2) arising
from (2.4), (2.5) of Proposition 2.1 are then column estimates on the growth of
solutions in X1,X2. The choices arising from (2.6), (2.7) are row estimates. The
results of Corollaries 3.4, 3.5 extend these concepts to block diagonal dominance
in higher-dimensional systems written in the form (3.16). The techniques for the
two types of estimates given by Proposition 2.1 may be refined to obtain im-
proved growth estimates based on the use of Lozinskiıˇ measures corresponding to
seminorms as developed by Martin [10] and using seminorms as Lyapunov pairs.
Here we will not consider these results in generality but illustrate the approach by
considering two specific Lyapunov pairs.
To explore generalized diagonal dominance by rows in higher dimensions, we
consider the seminorms
|x|1 = sup
{|xi|: i = 1, . . . , k},
|x|2 = sup
{|xi|: i = k + 1, . . . , n}. (4.7)
Further, if −∞< t <∞, 0 z∞, let
µ1(z, t)= sup
{
Reaii(t)+
k∑
s=1
s =i
|ais(t)| + 1
z
n∑
s=k+1
|ais(t)|: 1 i  k
}
,
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µ2(z, t)= inf
{
Reaii(t)− z
k∑
s=1
|ais(t)| −
n∑
s=k+1
s =i
|ais(t)|:
k + 1 i  n
}
, (4.8)
where z = 0 is allowed only if ∑ns=k+1 |ais(t)| = 0 and z =∞ is allowed when∑k
s=1 |ais(t)| = 0. We consider an analogue of the Riccati inequality (2.2)
Dz
[
µ1(z, t)−µ2(z, t)
]
z. (4.9)
This is of the form (2.2) except that the coefficients αij here depend on z as well
as t . The relationship of (4.9) with diagonal dominance by rows may be seen by
observing that z(t)= c 0 is a constant solution of (4.9) if
µ1(c, t)−µ2(c, t) 0. (4.10)
Since
Reaii |xi | −
n∑
s=1
s =i
|ais ||xs |D|xi | Reaii |xi | +
n∑
s=1
s =i
|ais ||xs|,
i = 1, . . . , n, (4.11)
it follows that, if vi(t)= |x(t)|i , i = 1,2,
Dv1  µ1
(
v1
v2
, t
)
v1, Dv2  µ2
(
v1
v2
, t
)
v2. (4.12)
If u= v1/v2, we find from (4.12)
Du
[
µ1(u, t)−µ2(u, t)
]
u. (4.13)
The inequalities (4.9), (4.11), (4.13) imply that, if (v1/v2)(τ )  z(τ ), then
(v1/v2)(t) z(t) and Dv1  µ1(z(t), t)v1, if t  τ. Similarly (v1/v2)(τ ) z(τ )
implies (v1/v2)(t) z(t) and Dv2  µ2(z(t), t)v2, if t  τ. Reasoning as in the
proof of Theorem 3.1(ii) and its corollaries we find the following results.
Theorem 4.1. Suppose that z(t) satisfies (4.9), 0  z(t) ∞. Then there exist
solution subspaces X1,X2 of (1.1) of dimension k,n− k, respectively, such that
the seminorms defined by (4.7) satisfy
|x(t)|2  1
z(t)
|x(t)|1,
|x(t)|1  |x(s)|1 exp
( t∫
s
µ1
)
, s  t, if x(·) ∈X1,
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|x(t)|1  z(t)|x(t)|2,
|x(t)|2  |x(s)|2 exp
( t∫
s
µ2
)
, s  t, if x(·) ∈X2,
and µi(t)= µi(z(t), t), i = 1,2, as defined in (4.8).
Corollary 4.2. Suppose there exist solutions z1(t), z2(t) of (4.9) and constants
c1, c2 such that
0 z1(t) c1 < c2  z2(t)∞.
Then (1.1) has a (µ1,µ2)-dichotomy, where µi(t)= µi(z(t), t), i = 1,2, and z(t)
is any solution of (4.9) in each case.
Corollary 4.2 follows from Theorem 4.1 by an argument similar to the proof
of Corollary 3.2 by considering the Lyapunov pair V1(x) = λ|x|1, V2(x) =
|x|2, where c1 < λ < c2. Then, in the notation of Section 3, a1 = b1 = λ
and a2 = b2 = 1, and (3.5) is satisfied since b1/(a2z2(t))  λ/c2 < 1 and
b2z1(t)/a1  c1/λ < 1. Note that the conditions of Corollary 4.2 are satisfied
if (4.10) holds for c= c1 and c= c2 with 0 c1 < c2 ∞.
For a result on diagonal dominance by columns, consider the seminorms onCn
‖x‖1 = |x1| + · · · + |xk|, ‖x‖2 = |xk+1| + · · · + |xn|, (4.14)
and, if −∞< t <∞, 0 z∞,
ν1(z, t)= sup
{
Reajj (t)+
k∑
s=1
s =j
|asj (t)| + z
n∑
s=k+1
|asj (t)|: 1 j  k
}
,
ν2(z, t)= inf
{
Reajj (t)− 1
z
k∑
s=1
|asj (t)| −
n∑
s=k+1
s =j
|asj (t)|:
k + 1 j  n
}
, (4.15)
where z= 0 is permitted if∑ks=1 |asj (t)| = 0 and z=∞ requires∑ns=k+1 |asj (t)|= 0. We consider the differential inequality
Dz
[
ν1(z, t)− ν2(z, t)
]
z. (4.16)
That the existence of a solution z(t), −∞< t <∞, of (4.16) is a form of diagonal
dominance by columns is seen by observing that z(t) = c  0 is a constant
solution of (4.16) if
ν1(c, t)− ν2(c, t) 0. (4.17)
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We assert that, if vi(t) = ‖x(t)‖i , i = 1,2, and z(t) is a nonnegative solution of
(4.16), −∞< t <∞, then
D(v1 − zv2) ν1
(
z(t), t
)
(v1 − zv2),
D
(
v2 − 1
z
v1
)
 ν2
(
z(t), t
)(
v2 − 1
z
v1
)
. (4.18)
From (4.11) it follows that for constant z 0
Dt
(
v1(t)− zv2(t)
)

k∑
i=1
[
Reaii |xi | +
n∑
r=1
r =i
|air ||xr |
]
− z
n∑
i=k+1
[
Reaii |xi | −
n∑
r=1
r =i
|air ||xr |
]
=
k∑
j=1
[
Reajj +
k∑
s=1
s =j
|asj | + z
n∑
s=k+1
|asj |
]
|xj |
−
n∑
j=k+1
[
Reajj − 1
z
k∑
s=1
|asj | −
n∑
s=k+1
s =j
|asj |
]
z|xj |.
From (4.15) we conclude that
Dt
(
v1(t)− zv2(t)
)
 ν1(z, t)v1(t)− ν2(z, t)zv2(t). (4.19)
Similarly we find that
Dt
(
v2(t)− 1
z
v1(t)
)
 ν2(z, t)v2(t)− ν1(z, t)1
z
v1(t) (4.20)
if z  0 is constant. When z(t) is a solution of (4.9), we combine (4.16), (4.19),
(4.20) to prove (4.18). From (4.18) we can deduce the following results.
Theorem 4.3. Suppose that z(t) satisfies (4.16), 0  z(t)  ∞. Then every
solution x(t) of (1.1) satisfies
(‖x(t)‖1 − z(t)‖x(t)‖2) (‖x(s)‖1 − z(s)‖x(s)‖2) exp
( t∫
s
ν1
)
,
s  t,(
‖x(t)‖2 − 1
z(t)
‖x(t)‖1
)

(
‖x(s)‖2 − 1
z(s)
‖x(s)‖1
)
exp
( t∫
s
ν2
)
,
s  t,
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where ‖ · ‖i are the seminorms defined by (4.14) and νi(t)= νi(z(t), t), i = 1,2,
are as defined by (4.15).
Corollary 4.4. Suppose there exist solutions z1(t), z2(t) of (4.16) and constants
c1, c2 such that
0 z1(t) c1 < c2  z2(t)∞.
Then (1.1) has a (ν1, ν2)-dichotomy, where νi(t)= νi(z(t), t), i = 1,2, and z(t)
is any solution of (4.16) in each case.
5. Roughness of dichotomies
Massera and Schäffer [11], Daleckiıˇ and Krein [5] and Coppel [3] show that
an exponential dichotomy is not destroyed by small perturbations of the coeffi-
cient matrix. Here we show that the technique of Riccati inequalities and Lya-
punov functions is well suited to establishing such results for general (µ1,µ2)-
dichotomies.
We will consider the perturbation
y˙ = [A(t)+B(t)]y (5.1)
of the system (1.1), where B(t) is a continuous n × n matrix function on J =
(−∞,∞). Now denote by V˙ (t, x)(1.1) the derivative of V (t, x) with respect to
the system (1.1) as defined by (3.4), and denote by V˙ (t, x)(5.1) the corresponding
expression with A(t) replaced by A(t)+B(t).
It is shown in [12, Theorem 2.3] that (1.1) has a (µ1,µ2)-dichotomy if and
only if there exists a pair of Lyapunov functions which are admissible in the sense
laid out in (3.1), (3.2) and such that
V˙1(t, x)(1.1) µ1(t)V1(t, x), V˙2(t, x)(1.1)  µ2(t)V2(t, x). (5.2)
The Lyapunov functions which established the necessity of this condition are
Vi(t, x)= sup
{∣∣X(s)PiX−1(t)x∣∣exp
(
−
t∫
s
µi
)
: (−1)i(t − s) 0
}
,
where Pi , i = 1,2, are the supplementary projections in (1.2). The projections
Qi(t) in (3.1) are Qi(t) = X(t)PiX−1(t), Ni = Mi , ai = 1, bi = Li , where
Mi,Li are as in (1.3), (1.4). It also follows from the proof of Theorem 2.3 on
p. 471 of [12] that∣∣Vi(t, x)− Vi(t, y)∣∣K|x − y|, (5.3)
where K = max{M1L1,M2L2}. Since
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Vi
(
t + h,y + h[A(t)+B(t)]y)− Vi(t, y)
= Vi
(
t + h,y + hA(t)y)− Vi(t, y)+Ei(t, y,h),
where Ei(t, y,h) = Vi(t + h,y + h[A(t) + B(t)]y) − V (t + h,y + hA(t)y)
and |Ei(t, y,h)|  |h|K|B(t)||y|  |h|K|B(t)|(|Q1(t)y| + |Q2(t)y|)  |h|K ×
|B(t)|(V1(t, y)+ V2(t, y)), from (3.2) with ai = 1, it follows from (5.2) that
V˙1(t, y)(5.1) 
[
µ1(t)+K|B(t)|
]
V1(t, y)+K|B(t)|V2(t, y),
V˙2(t, y)(5.1) −K|B(t)|V1(t, y)+
[
µ2(t)−K|B(t)|
]
V2(t, y). (5.4)
Now, with vi(t)= Vi(t, y(t)), the differential inequality system (2.1) is satisfied
with α11 = µ1 +K|B|, α22 = µ2 −K|B| and α12 = α21 =K|B|. We find that the
Riccati inequality has constant solutions z1(t)= 1/L and z2(t)= L from (2.8) if
K|B(t)|(L+ 1/L) µ2(t)− µ1(t)− 2K|B(t)|. Since ai = 1, bi = Li, we thus
find that the conditions of Corollary 3.2 are satisfied if L> max{L1,L2}.
We can therefore assert the following theorem:
Theorem 5.1. Suppose that (1.1) has a (µ1,µ2)-dichotomy on J. Then (5.1) has
a (µ˜1, µ˜2)-dichotomy with
µ˜1(t)= µ1(t)+K
(
1+ 1
L
)
|B(t)|,
µ˜2(t)= µ2(t)−K
(
1+ 1
L
)
|B(t)|
provided that, for all t ∈ J,
δ|B(t)| µ2(t)−µ1(t). (5.5)
Here δ = K(L + 1/L) + 2K , K = max{M1L1,M2L2} and L is any number
greater than L1 and L2.
Clearly the condition (5.5) requires that µ2(t)− µ1(t) 0 for all t ∈ J. This
restriction can be weakened by using inequalities of the form (2.11), (2.12) instead
of (2.8).
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