ABSTRACT In this paper, a neuroadaptive distributed output feedback formation tracking control scheme for multiple marine surface vessels with model uncertainties, unknown environmental disturbances and input and output constraints is proposed. A neural network based observer is developed to reconstruct the unmeasured velocity and approach the model uncertainties. To handle the input constraint, an auxiliary dynamic system is introduced. The tracking error transformation and the barrier Lyapunov function are used to tackle with the output constraint. Subsequently, by using the estimated velocity of neighboring vessels, neuroadaptive distributed output feedback controllers are developed. Furthermore, to avoid directly taking the time derivation of virtual control law and generate smooth reference signals, linear tracking differentiators are employed. Finally, it is shown that all the signals in the closed-loop system are bounded via Lyapunov analysis. Simulations are carried out to verify the proposed control scheme.
I. INTRODUCTION
In recent years, distributed control for multiple marine surface vessels (MSVs) has gained much attention, since a formation of MSVs working together can accomplish more challenging missions than a single MSV, such as surveillance, reconnaissance, rescue operations, dynamic guarding, and mobile nodes of sensor network [1] , [2] . Maintaining a relative formation is usually required when MSVs perform corresponding missions.
In most cases, in addition to vessel position, velocity is also required for controller design. The position-heading information for MSV is easily available using global satellite navigation system and gyro, but the velocity may not be measured. Therefore, it is necessary to investigate distributed control problem in the absence of velocity measurements. Some output feedback controllers were proposed without using velocity measurement in [3] - [5] . Reference [3] proposed the passive nonlinear observer for MSV, where the velocity and
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low-frequency motion of vessel can be reconstructed. A hub motion estimation algorithm using sensor fusion of a global navigation satellite system and an inertial measurement unit was designed in [4] . In [5] , an observer backstepping technique was used to design for multiple MSVs maneuvering operation. These methods assume that the model parameters of the system are known.
However, the parameters of a MSV can hardly be known accurately, and the hydrodynamic parameters of MSVs are time-varying in general. Thus, to adapt the model uncertainties of MSVs' is need to be considered in controller design. Neural network (NN) has the excellent approximation and learning performance, and has became the powerful and popular tools to estimate the model uncertainties in nonlinear system [6] - [8] . Some NN based output feedback controllers were designed in [9] - [11] . In [9] , an adaptive NN controller was presented, where a high-gain observer was used to reconstruct the unmeasurable velocity. In [10] , a neural adaptive output feedback tracking controller was developed using a linear observer. The linear observer was used to update the NN parameters. A NN based predictor was designed to recover unmeasured velocity information in [11] . But an auxiliary variable was needed to reconstruct the velocity.
Input saturation constraint may severely degrade the control performance and lead to instability. For multiple MSV's distributed control system, it may affect the cooperative control performance since the control forces and moment that can be calculated by controller may exceed the maximum forces and moment produced by MSV's thrusters. The input constraint problem of various system has gained much attention. In [13] , an adaptive control of single input uncertain nonlinear systems was proposed in the presence of input saturation and unknown external disturbance, where input saturation was handled by using a Nussbaum function. In [14] , adaptive tracking control algorithms were proposed for a class of uncertain multi-input and multi-output nonlinear systems with non-symmetric input constraints, where an auxiliary system was designed to handle the input saturation. For multiple MSVs system, [16] proposed a cooperative control methods of multiple dynamic positioning vessels subject to unknown time-varying environmental disturbances and input saturation. Reference [15] considered a cooperative path following control for multiple MSVs subjected to unstructured disturbances, unknown dynamical uncertainty and input saturation, where the auxiliary system was as same as [14] . From the vessels' work mode, it is necessary to account for input saturation for multiple MSVs.
Besides input constraint, another challenge to distributed control for multiple MSVs is output (position) constraint. This is a common requirement in marine operations, such as collision avoidance, sea-bed scanning, and etc. Early research on the constrained formation control problem was [17] , where a successful coordination strategy was proposed based on a constraint function. In addition, approaches based on model predictive control were used to the formation control of multiagent in [18] and [19] . However, these model predictive control based methods introduce heavy computational load, which restricts application to formation control with a large number of agents. In [20] , a resilient algorithm based on receding-horizon technique was proposed with states and input constraints. In [21] - [24] , containment control of multiagent systems in the presence of multiple leaders was proposed, where agents were converge to a geometric space spanned by multiple leaders without output constraint for each vessel. In addition, the barrier Lyapunov function (BLF) method is another approach to deal with the output constraint which can avoid the necessity of explicit solutions [25] . This method has been extended to handle single MSV [26] - [28] and multi-agent systems [29] and [30] with output constraint.
In this paper, we consider the formation tracking problem of multiple MSVs problem with model uncertainties, unknown time-varying environmental disturbances, and input and output constraints. A neuroadaptive distributed output feedback control scheme is proposed. The MSVs are interconnected through a directed communication network. In order to reconstruct the unmeasured velocity information as well as to identify the unknown model dynamics, a NN based observer is developed for each vessel. An auxiliary dynamic system is introduced to handle the input saturation. Two generated states of auxiliary dynamics system are used in controller designing process, which can improve the control performance in case of input constraint. The tracking error transformation and BLF are used to deal with output constraint. Then, based on the estimated velocity, auxiliary states and BLF, a kinematic control law is proposed. Besides, a linear tracking differentiator (LTD) is employed to generate smooth reference signal, which also can avoid directly taking the time derivation of kinematic control law. Finally, a NN based kinetic control law for each vessel is constructed. It is proved that all signals in the closed-loop control system are bounded.
The main contributions of this paper are summarized as follows. First, compared with the designed observers in [9] , [12] and [27] , the unknown model dynamics and unmeasured velocity can be simultaneously estimated by the proposed NN based observer. Second, unlike the existing work [11] , [17] and [22] ignoring the input and output constraints, in this paper, auxiliary dynamic systems and BLFs are employed to handle the constraints. Third, LTDs are introduced to avoid directly taking the time derivation of kinematic control law, and reduce the effect of system noise in contrast to the dynamic surface control (DSC) in [16] and [35] . This paper is organized as follows. Section II gives some necessary preliminaries and the problem formulation. Section III proposes designs the distributed output feedback controller and gives the stability analysis. Section IV gives simulations. Section V concludes this paper.
II. PRELIMINARIES AND PROBLEM FORMATION

A. NOTATION
The following notations will be used throughout this paper. |·| represents the absolute value of a scalar. λ min (·) and λ max (·) represents minimum and maximum eigenvalue of a square matrix, respectively. · represents the Euclidean norm.
||·|| F represents Frobenius norm. R m×m represents the m×m dimensional Euclidean Space. diag{a j } represents a blockdiagonal matrix with a j being the jth diagonal element. (·) T and (·) −1 denote the transpose and inverse of a matrix, respectively. ⊗ represents the Kronecker product of matrices. tr(·) represents the trace of the respective matrix. Throughout the paper, i is used as the index of the MSVs, i.e. i = 1, . . . , n.
B. GRAPH THEORY
The graph theory will be used to describe the communication topology of n MSVs. A directed graph G = V G , E consists of a vertex set V G = {1, 2, . . . , n} and an edge set
describes that the information of vessel i is available to vessel j, and we say vessel i is a neighbor of vessel j. The neighbors of vessel i is described by
a ij = 0. If a ij = a ji , the graph is undirected; otherwise is directed. The Laplacian matrix L associates with the graph G is defined as
to be a leader adjacency matrix, where a i0 = 1, if and only if the ith vessel has access to the information of leader vessel, a i0 = 0, if not the case. Finally the information exchange matrix is defined as H = L + A 0 .
In this paper, a reference signal η d ∈ R 3 is viewed as a virtual leader (indexed by n+1), the communication between the n vessels and the leader can be described as an augmented graphḠ = VḠ ,Ē with n+1 nodes, whereVḠ = {1, . . . , n + 1} andĒ = {(i, j) ∈VḠ ×VḠ}. Then the following assumption is made.
Assumption 1: There exists at least one directed path from the leader to every other vessel in the graph.
C. NEURAL NETWORK
In this paper, a radial basis function NN (RBFNN), which consisting an input layer, a hidden layer with a nonlinear radial basis function activation function and a output layer, is used as an approximator to estimate model uncertainties and environmental disturbances. Given a positive number ε and a continuous function f (ς) : R n → R k can be approximated by an RBFNN as [31] 
where ε(ς) ∈ R k is the estimation error satisfying ε(ς ) ≤ε. ς is the input vector, m is the number of hidden-layer neurons, W ∈ R m×k is the hidden-layer-tooutput interconnection weights and bounded by W F ≤ W * with W * being a positive constant, h j (ς) ∈ R m is the vector of neurons basis function which is bounded, i.e. ||h j || ≤h, whereh is positive constant. In general, h j (ς) is chosen as the Gaussian function, which has the form as
where c j ∈ R n and b j > 0 is the center and width of the jth kernel unit, respectively. In general, the optimal weight vector W is unknown and need to be estimated in the controller design. LetŴ be the estimation of W , and define the weight estimation error as W =Ŵ − W . The optimal weight vector W is chosen as the value ofŴ that minimize ε(ς), and define W = arg min
D. MATHEMATICAL PRELIMINARIES
To deal with the output constraint, a BLF is introduced as
where |z| ≤ k with k > 0. Then, the following lemma hold. Lemma 1 [25] : For any constant k ∈ R, when |z| < k, the following inequality is held.
Consider a networked of n MSVs, labeled as 1 to n.
∈ R 3 denote the position and yaw angle vector expressed in earth fixed frame X E O E Y E as shown in Figure 1 .
T ∈ R 3 denote the velocity and yaw rate vector expressed in the body fixed frame X B O B Y B . Then, the three degrees of freedom horizontal motion mathematical model for the ith marine surface vessel is given as [32] 
where
represents a skew-symmetric matrix of Coriolis and centripetal term.
T denotes the environmental disturbances vector, which is caused by wind, waves, ocean currents in surge, sway and yaw, respectively. R i (ψ i ) is the rotation matrix. It satisfies R (ψ i ) = 1 and R T (ψ i ) R (ψ i ) = I 3×3 , and its time derivative isṘ(ψ i ) = r i R(ψ i )S, where
To facilitate the following text, we omit ψ i without confusion, i.e.
. τ i ∈ R 3 denotes the control forces and moment with constraint as
where τ i max ∈ R 3 and τ i min ∈ R 3 are the maximum and minimum control forces and moment produced by the thruster.
T is calculated by the distributed controller.
The control objective of this paper is to design a distributed output feedback controller for each MSV to track reference signal η d with model uncertainties, input constraint and only using the position measurement η i . Specifically, it is to achieve the following two objectives.
1) Force MSVs maintain a desired formation and track the reference signal η d .
lim
where ϑ i ∈ 3 is the desired relative deviation between the vessel i and η d , and o i is a positive constant which can be made small enough by choosing the control parameters.
2) The position for each MSV remains in the set η i = {|η i − ϑ i | < k ic }, where k ic is specified later. Before designing, the following assumptions are made. Assumption 2 [16] : The time-varying environmental disturbances τ iw is bounded, i.e. |τ iw | ≤τ iw whereτ iw is positive constant.
Assumption 3: The reference signal η d andη d are bounded.
III. DISTRIBUTED CONTROLLER DESIGN FOR MSVS A. OBSERVER DESIGN
In practice, the parameters M i , D i and C i are difficult to be determined, the ship model often includes uncertainties and unmodeled dynamics. To design the observer, the system model (5) and (6) is rewritten aṡ
whereM T i =M i is the nominal inertial matrix being positive definite, and
Since the velocity υ i is not available, f i cannot be directly reconstructed by RBFNN. Here, the input τ i and output history η i are used to reconstructed the unknown function in [22] and [33] , that is
where W i ∈ R m×3 , j = 1, . . . , m represent the jth hiddenlayer neuron,
T be the estimation of position η i and velocity υ i , respectively. Define the position estimation error asη i =η i − η i , and the NN based state observer is designed aṡ
where K io1 , K io2 ∈ R 3×3 are positive observer gain matrices to be designed. The update law forŴ i is designed aṡ
where ρ i , γ i ∈ R are positive constants to be designed. Define the velocity estimation error asυ i =υ i − υ i . Thus, the observer error dynamics can be written aṡ
Define an observer error states as new vector
T , and rewrite the observer error dynamics (16) and (17) aṡ
A i depends on nonlinear term R i . This will make the stability analysis of designed observer difficult. Therefore, a transfor- [22] and [34] , such thaṫ (21) where S T = diag{S T , 0 3×3 } and
Then the following lemma holds.
Lemma 2:
The observer estimation error signal X i is bounded, if the parameters satisfies
2 > 0 and there exist symmetric definite positive matrices Q i , P i ∈ R 6×6 such that the following inequalities satisfied
wherer i ∈ R is the upper bound of r i and F i = C T oi − P i B i . Proof: Consider the following Lyapunov function candidate as
Differentiating V io with respect to time and using (15) and (21), yieldṡ
Note that −tr(
Using (23) and (24), (26) is rewritten aṡ
i || ≤ 1 and using X i = T T i χ i , the estimation error signal X i is bounded.
B. DISTRIBUTED CONTROLLER DESIGN
Before designing the controller, an auxiliary dynamic system is constructed to handle the input constraint. The auxiliary system will guarantee the stability of the proposed distributed controller with the presence of input saturation. The auxiliary dynamic system is designed as [16] 
are diagonal positive matrices to be designed, the generated auxiliary states ξ i1 and ξ i2 are used in the following distributed controller design process.
The distributed controller design process consists of two steps.
Step 1: Define the first error vector based on the communication topology and auxiliary state ξ i1 .
where a ij and a i0 are defined in the Section II.
Using the MSV's dynamic (10), the time derivative of z i1 is given aṡ
Choosing υ i as a virtual input in (31), the kinematic control law α i is proposed as
where K i1 ∈ R 3×3 is a positive diagonal gain matrix to be designed and
, where
The DSC method in [35] is introduced to avoid the calculation of the time derivative of α i , where a first order filter was used to instead of the time derivative of α i as ι iυid = α i − υ id with time constant ι i ∈ R > 0. However, the first order filter is sensitive to noise [36] . Therefore, a second-order LTD is used, such as
Step 2: In this step, we develop a dynamic controller at the kinetic level using the LTD (33), MSV dynamic and the auxiliary state ξ i2 . Define the second error vector as
Using (14) and (29), the time derivative of z i2 is derived as
To stabilize z i2 , a kinetic control law is designed as
where K i2 ∈ R 3×3 is positive diagonal matrix to be designed andŴ T i h ij (ς i ) is the estimation of f i (υ i ). Substituting (32) and (36) into (31) and (35) , respectively, the time derivative of z i1 and z i2 can be rewritten aṡ
The following theorem is given to point out the stability of overall closed-loop system. Theorem 1: Consider the network system consisting of the MSV dynamics (5), (6), the distributed control law (36), the observer (13) and (14), the NN update law (15) and the auxiliary dynamic system (28) and (29) with unknown environmental disturbances and input saturation under assumption 1-3. Then, the proposed neuroadaptive distributed output feedback control scheme guarantees: 1) All signals in the closed-loop system are bounded. 2) All follower MSVs are able to track the reference signal with a bounded tracking error.
3) The output position of each MSV satisfies the output constraint.
Proof: Choose a Lyapunov function candidate as follows
By using the BLF ln
, we can guarantee that the output constraint for each vessel are satisfied. The time derivative of (39) iṡ
Similar to [16] , it can prove that q i is bounded. Letq i be the upper bound of q i . Using Young's inequality, the inequalities
According to Lemma 1, yieldṡ 
The control forces and moment are constrained as τ i1 max = −τ i1 min = 2N, τ i2 max = −τ i2 min = 2N and τ i3 max = −τ i3 min = 1.5Nm. The constraint k ib is set as 
The observer for each MSV is designed as (13) and (14), the parameters of designed observer are chosen as K io1 = 30 × diag{1, 1, 1}, K io2 = 30 × diag{1, 1, 1}.The controller for each vessel is designed as (36) , the auxiliary system is designed as (28) and (29) . The parameters are selected as
, and L i2 = 1.2 × diag{1, 1, 1}. The RBFNN with nine neurons in the hidden layer is used. The update law forŴ i is designed as (15) . The parameters are selected as γ i = 1000 and ρ i = 0.2.
The simulation results are illustrated from Figure 3 to Figure 7 . Figure 3 demonstrates the formation tracking of MSV 3 is shown in Figure 4 . It can be seen that the lumped unknown model dynamics and environmental disturbances function can be identified by the proposed observer. Figure 5 depicts that the velocity estimation of MSV 3 is also nicely reconstructed using proposed observer. In Figure 6 , even if there are initial deviations, the formation tracking error converge to a small neighborhood around zero without violating the imposed constraint. Figure 7 shows that the control inputs of five MSVs are bounded by saturation, where the sudden changes of the control forces after 50s are caused by the switching of the trajectories.
B. COMPARISON STUDY
In order to further evaluate the performance of the proposed control scheme, a neuroadaptive DSC (NDSC) based distributed output feedback tracking controller without auxiliary dynamic system is carried out. The NDSC based method is given by
where the control parameters are chosen as same as proposed controller. The simulation results are shown as Figure 8 and 9. Comparing Figure 6 and Figure 8 , it is clear that the tracking error of proposed control scheme stays in desired constrained region. However, the yaw constraints of the NDSC based controller is violated in the first 10s. Comparing Figure 7 and Figure 9 , the control forces are much larger and more oscillations using the NDSC based controller than the proposed controller in the first 10s.
V. CONCLUSION
In this paper, we address the distributed output feedback formation tracking control for multiple MSVs in the presence of model uncertainties, unknown environmental disturbances, and input and output constraints. Neuroadaptive observer is proposed such that the unmeasured velocity and unknown model dynamics can be simultaneously estimated. The distributed output controller is designed based on the auxiliary system, LTD, BLF and the estimation velocity of neighboring MSVs. With the proposed scheme, it is proved that all error signals in the closed-loop are bounded. Simulation and comparison results verify the tracking performance of the proposed distributed controller. For the future work, it is of interest to develop formation tracking control for underactuated marine surface vessels. XIANXIN SUN received the bachelor's degree in automation from Yantai University, in 2014, and the master's degree in navigation, guidance, and control from the Guilin University of Electronic Technology, in 2017. He is currently pursuing the Ph.D. degree in control science and engineering with Harbin Engineering University. His research interests include thrust allocation and ship motion control. VOLUME 7, 2019 
