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Résumé – Nous analysons dans cette communication les performances du modèle quaternionique pour une onde polarisée captée par une
antenne de capteurs vectoriels à deux composantes. La borne du Cramer-Rao est dérivée pour le modèle proposé et une comparaison avec le
modèle long-vecteur est réalisée. Nous montrons que l’utilisation des quaternions permet de réduire le temps de calcul et améliore la résolution
des algorithmes de type MUSIC.
Abstract – This paper analysis the performances of the quaternion model for a polarized wave recorded on a two-component vector-sensor
array. The Cramer-Rao bound for the proposed model is derived and comparison with long vector model in presented. We show that the use of
quaternions reduces memory requirements for data covariance representation and improves the resolution for MUSIC-like algorithms.
1 Introduction
Le remplacement des capteurs scalaires par des capteurs vecto-
riels dans divers domaines d’applications (sismique, télécom-
munication, médecine, etc.) rend possible l’estimation de la
polarisation de la source. Des algorithmes de traitement d’an-
tenne vectorielle ont été proposés dans la littérature ([4, 12]) et
les performances de tels réseaux de capteurs ont été analysées
dans [11, 6]. Néanmoins, toutes ces différentes techniques sont
fondées sur la concaténation des signaux enregistrés, dans un
vecteur de grande taille (long-vecteur), permettant l’utilisation
des algorithmes classiques de traitement d’antenne scalaire ba-
sés sur des techniques matricielles. L’avantage d’une telle ap-
proche est la mise en œuvre facile, mais le passage d’une repré-
sentation 2D (distance-composante) à une représentation 1D
(long vecteur) n’exploite pas d’une manière optimale l’infor-
mation de polarisation.
Dans cet article nous proposons un modèle basé sur l’algèbre
quaternionique, permettant de conserver la nature bimodale (dis-
tance - composante) des signaux enregistrés sur une antenne à
deux composantes (2C). Les performances du modèle quater-
nionique sont comparées avec celles du modèle long vecteur
dans le cadre d’un algorithme de type MUSIC permettant l’es-
timation des paramètres de polarisation et de la DDA d’une
onde. Nous montrons que l’utilisation des quaternions améliore
la résolution et rend l’algorithme moins sensible aux erreurs
d’estimation du nombre de sources. Nous dérivons ensuite la
borne de Cramer-Rao (BCR) pour le modèle quaternionique
proposé dans le cas déterministe.
2 Quaternions
Un quaternion est un nombre hypercomplexe d’ordre quatre qui
peut être écrit :
q = q0 + q1i+ q2j+ q3k, (1)
où q0, q1, q2, q3 ∈ R et :
i2 = j2 = k2 = ijk = −1. (2)
Le conjugué de q est donné par : q = q0 − q1i− q2j− q3k
et son module |q| =
√
q20 + q
2
1 + q
2
2 + q
2
3 . Un quaternion est
appelé pur si q0 = 0 et unitaire si |q| = 1. L’ensemble des
quaternions, noté H, forme un corps non-commutatif. Pour
deux quaternions p, q ∈ H, pq = q¯p¯ et en général pq 6= qp.
Un quaternion peut s’écrire sous la forme dite de Cayley-
Dickson comme :
q = q(1) + iq(2), (3)
avec :
q(1) = q0 + jq2 (4)
q(2) = q1 + jq3 (5)
q(1), q(2) ∈ Cj (des nombres complexes en j). La formule
d’Euler s’étend aussi aux quaternions: q = |q| expµθ, où µ
est un quaternion pur, unitaire avec µ l’axe de q et θ son angle.
Une revue plus ample des propriétés des quaternions peut être
trouvée dans [10].
3 Le modèle quaternionique de la po-
larisation
Considérons une antenne linéaire formée de N capteurs 2C
équidistants. Dans le domaine fréquentiel, chaque composante
peut être représentée sous la forme d’un vecteur complexe d’ob-
servationy1,y2 ∈ CN . En utilisant la représentation de Cayley-
Dickson, on code les deux vecteurs complexes dans un vecteur
quaternionique d’observation y ∈ HN , y = y1 + iy2 où
y1,y2 ∈ C
jN . Si on utilise une représentation de type long-
vecteur, y1 et y2 sont concaténés dans un grand vecteur com-
plexe y˜ ∈ C2N , y˜ = [yT1 |yT2 ]T .
Pour analyser le problème d’estimation des paramètres d’une
source sur une antenne vectorielle, nous considérerons que la
DDA d’une source k est donnée par son déphasage inter-capteurs
θk et l’ellipse de polarisation est caractérisée par le rapport
d’amplitude entre les deux composantes ρk et le déphasage
inter-composantes ϕk. Avec ces notations, le comportement
global d’une onde plane k sur le réseau de capteurs est illus-
tré par le vecteur quaternionique :
ak(θk, ρk, ϕk) =
pk(ρk, ϕk)sk(θk)
|pk(ρk, ϕk)sk(θk)|
(6)
où pk est un quaternion donné comme:
pk(ρk, ϕk) = 1 + iρkejϕk
et le vecteur directionnel :
sk(θk) =
[
1, e−jθk , . . . , e−j(N−1)θk
]T
(7)
L’expression d’une observation quaternionique y , en pré-
sence de K sources est :
y =
K∑
k=1
akxk + b (8)
où b est un vecteur de quaternions représentant la contribution
du bruit additif sur les deux composantes et xk est l’amplitude
complexe de la source k sur la première composante. Notons
Ω = E[yy†] ∈ HN×N (9)
la matrice de covariance correspondant au modèle quaternio-
nique, et Ω˜ = E[y˜y˜†] ∈ C2N×2N , celle du long vecteur. En
termes de coût de calcul, Ω˜ contient 8 × N2 réels tandis que
Ω a 4 × N2 entrées réelles ce qui représente une réduction de
la moitié de la place mémoire et un gain important en temps de
calcul. Compte-tenu de (8) et en faisant l’hypothèse de décor-
rélation entre les sources et entre les sources et le bruit,Ω peut
s’exprimer en fonction des vecteurs source ak , comme :
Ω =
K∑
k=1
σ2kaka
†
k +B, (10)
avec σ2k = E [xkx
∗
k] (∗ l’opérateur de conjugaison) et B =
E
[
bb†
]
, la matrice de covariance du bruit sur les capteurs.
4 L’orthogonalité des vecteurs des
quaternions
La contrainte d’orthogonalité des vecteurs propres quaternion-
iques (issus de la décomposition en valeurs propres deΩ) n’est
pas la même que l’orthogonalité de type long-vecteur. Consid-
érons deux vecteurs à valeurs quaternioniques p,q ∈ HN×N ,
donnés par p = p1+ip2 et q = q1+iq2, et les long-vecteurs
associés p˜, q˜ ∈ C2N : p˜ =
[
pT1 |p
T
2
]T
et q˜ =
[
qT1 |q
T
2
]T
. Si
on impose l’orthogonalité aux vecteurs de quaternions p,q, on
obtient les relations suivantes :
< p1,q1 >C + < p2,q2 >C= 0 (11)
et < p2,q
∗
1 >C=< p1,q
∗
2 >C (12)
où <,>C représente le produit scalaire des vecteurs complexes
et ∗ est l’opérateur de conjugaison, tandis que la contrainte
d’orthogonalité des vecteurs p˜, q˜ ∈ C2N est équivalente à la
relation (11) seulement. Pour illustrer l’effet de cette con-
trainte supplémentaire sur la décomposition en sous-espaces
propres, nous avons calculé les erreurs d’approximation par
troncature de rang pour ces deux approches, sur une matrice
aléatoire M de rang plein. Une moyenne sur 100 réalisations
aléatoires de cette matrice a été effectuée pour le calcul des er-
reurs. L’erreur d’approximation1 pour la représentation long-
vecteur est plus importante que pour l’approche quaternion-
ique comme on peut la voir sur la Fig. 1. En utilisant le
modèle quaternionique, on obtient une meilleure approxima-
tion de rang de la matriceM. Ce résultat est utile en traitement
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Figure 1: L’approximation de rang
d’antenne à haute résolution, lorsqu’on est amené à estimer les
sous-espaces signal et bruit par troncature de rang de la matrice
de covariance des observations. Nous illustrons dans la suite
l’utilisation du modèle quaternionique dans le cadre d’un algo-
rithme de type MUSIC basé sur la décomposition en valeurs
propres de la matrice de covariance des observations.
5 MUSIC quaternionique
En traitement du signal, des algorithmes quaternioniques ont
déjà été proposés pour les images couleur [2, 7], signaux sis-
miques [3, 5] ou pour étendre la notion de signal analytique aux
signaux multidimensionnels [1].
Nous présentons dans cette section un algorithme de traite-
ment d’antenne vectorielle permettant d’estimer la direction
d’arrivée (DDA) θ et les paramètres de polarisation ρ et ϕ du
modèle quaternionique (présenté dans la section 3) d’une onde.
L’algorithme est basé sur la décomposition en valeurs propres
de la matrice de covariance des observations quaternioniques,
définie par (9). Soit
Ω =
N∑
k=1
λkuku
†
k (13)
1L’erreur d’approximation par troncature de rang R d’une matrice M, est
calculée suivant la formule err(R) = ‖M−MR‖
‖M‖
, avec MR la troncature de
rang R de la matrice M et ‖.‖ la norme de Frobenius d’une matrice.
la décomposition en valeurs propres de la matrice de covariance
des observations (λk ∈ R, uk ∈ HN ). Par identification avec
(10), nous associons les premièresK valeurs propres à la partie
signal des observations et les N − K valeurs qui restent à la
partie bruit. Nous construisons ensuite le projecteur sur le sous-
espace bruit :
ΠB = [uK+1, . . . ,uN ] [uK+1, . . . ,uN ]
† (14)
La fonctionnelle MUSIC quaternionique est ensuite calculée
par projection du vecteur directionnel quaternionique d ∈ HN
:
d(θ, ρ, ϕ) =


1 + iρejϕ
e−jθ + iρej(ϕ−θ)
.
.
.
e−j(N−1)θ + iρej(ϕ−(N−1)θ)

 (15)
sur le sous-espace bruit :
Q(θ, ρ, ϕ) =
1
d†(θ, ρ, ϕ)ΠBd(θ, ρ, ϕ)
(16)
La fonctionnelle (16) présente des maxima locaux pour des
valeurs (θ, ρ, ϕ) correspondant aux sources présentes dans le
signal. Nous présentons dans la suite une comparaison entre
les estimateurs MUSIC long-vecteur et MUSIC quaternionique
pour le cas d’une seule source polarisée présente dans le signal.
Sur la figure 2 nous avons représenté les courbes de détection
en θ, supposant les paramètres de polarisation de la source con-
nus: ρ = 2, ϕ = 20o. Les courbes pour les deux algorithmes
zoom
Figure 2: Une seule source (nombre de sources correctement
estimé)
sont quasi-superposées, l’amplitude du pic de détection étant
légèrement plus importante pour MUSIC quaternionique. Cela
signifie un meilleur pouvoir de résolution pour cette approche.
Pour la figure 3, nous avons considéré, sous les mêmes hy-
pothèses, que le nombre de sources a été mal estimé (le nombre
estimé de sources est égal à deux). Dans ce cas, la différence
d’amplitude entre les pics de détection de deux algorithmes est
encore plus accentuée. D’une façon générale, l’utilisation du
modèle quaternionique améliore la résolution de l’algorithme,
et le rend moins sensible à l’estimation du nombre des sources
par rapport au modèle long vecteur. L’explication est la con-
trainte d’orthogonalité quaternionique, différente de celle long-
vecteur (voir section 4), utilisée lors de la décomposition en
valeurs propres de la matrice de covariance des observations.
0.35 0.4 0.45 0.5 0.55
0
0.5
1
1.5
2
2.5
3
DDA (θ) (rad)
Am
pl
itu
de
 d
e 
la
 fo
nc
tio
nn
el
le
MUSIC long vecteur
MUSIC quaternionique
Figure 3: Une seule source (nombre de sources mal estimé)
6 La borne de Cramer-Rao du modèle
quaternionique
Le modèle (8) peut se réécrire sous forme matricielle :
y = A(θ, ρ, ϕ)x + b (17)
où A ∈ HN×K , ses colonnes sont les vecteurs ak (6), et
x = [x1, x2, . . . , xk]
T . Considérons Ω réalisations indépen-
dantes du vecteur des observations y(ν), ν = 1, 2, . . .Ω. Pour
simplifier la dérivation, nous allons considérer le vecteur x
comme certain, connu. Cela n’empêche pas x(1) . . .x(Ω) d’être
des réalisations particulières d’un processus aléatoire. Nous
faisons également l’hypothèse que le bruit et le signal sont dé-
corrélés. Le bruit reste donc le seul mécanisme aléatoire et il
sera soumis aux hypothèses suivantes: b présente une distri-
bution Gaussienne de moyenne nulle, E[b(ν)b†(ξ)] = 2σIN
pour ν = ξ, 0 pour ν 6= ξ et E[b(ν)bT (ξ)] = 0 pour tout ν, ξ.
La puissance du bruit sur une composante d’un capteur σ est
considérée connue. Ces hypothèses ont déjà été utilisées pour
ce type de problème (voir [8, 11]). Dans la suite nous dérivons
la borne de Cramer-Rao pour le vecteur des paramètres p =
[θT , ρT , ϕT ], avec θT = [θ1, . . . , θK ], ρ
T = [ρ1, . . . , ρK ] et
ϕT = [ϕ1, . . . , ϕK ].
Avec ces hypothèses, pour une observation ν la fonction de
vraisemblance est :
V (y(ν)) =
1
(2pi)
N
2 det(Γy)
1
2
exp(−
1
2
[y(ν)−A(θ, ρ, ϕ)x]†Γ−1y
[y(ν) −A(θ, ρ, ϕ)x]) (18)
Compte tenu de l’hypothèse sur le caractère déterministe des
sources, la matrice de covariance des observations
Γy = Γb = 2σIN et son déterminant det(Γy) = 2NσN . Si
on prend en compte les Ω réalisations, la fonction de vraisem-
blance des observations devient :
V (y(1), . . . ,y(Ω)) =
1
(4pi)
NΩ
2 σ
NΩ
2
exp(−
1
4σ
Ω∑
ν=1
([y(ν)−
A(θ, ρ, ϕ)x]†[y(ν) −A(θ, ρ, ϕ)x]) (19)
La log-vraisemblance de y prend alors la forme suivante :
ln(V (y(1), . . . ,y(Ω))) = ln(V (y)) = C −
NΩ
2
−
14σ
Ω∑
ν=1
[y(ν) −A(θ, ρ, ϕ)x]†[y(ν) −A(θ, ρ, ϕ)x] (20)
où C est une constante.
Avec ces notations la matrice d’information de Fisher (MIF)
[9] est donnée par :
fkl = E
[
∂ ln(V(y))
∂pk
∂ ln(V(y))
∂pl
]
(21)
où pk, pl sont deux éléments du vecteur des paramètres. En
remplaçant (20) dans (21) et après simplifications, l’expression
de la MIF devient :
F =

 Fθθ Fθρ FθϕFρθ Fρρ Fρϕ
Fϕθ Fϕρ Fϕϕ

 (22)
oùFθθ = Ω4σRe
[
X†A
†
θAθX
]
,Fθρ =
Ω
4σRe
[
X†A
†
θAρX
]
,
X = diag{x1, x2, . . . , xK} et Aθ =
∑K
k=1
∂A
∂θk
. La BCR de
tout estimateur non-biaisé du lième paramètre pl du vecteur des
paramètres p est :
E[(p̂l − pl)
2] ≥ (F−1)ll (23)
où (F−1)ll est le lième élément sur la diagonale principale de
la matrice inverse de F.
Pour illustrer ce résultat théorique, nous présentons un ex-
emple numérique. Considérons deux sources polarisées enreg-
istrées sur une antenne formée de six capteurs à deux com-
posantes. La première source est le signal utile et la deuxième
est vue comme une interférence. Les paramètres des sources
sont: θ1 = 0o, ρ1 = 1, ϕ1 = 60o pour le signal d’intérêt et
ρ2 = 2, ϕ2 = −30
o pour l’interférence. La DDA de la deux-
ième source θ2 varie autour de θ1. Les autres paramètres Ω, σ
sont considérés unitaires et X est normalisé. Dans la Fig. 4
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Figure 4: La borne de Cramer-Rao
nous avons représenté
√
BCR(θ1) (calculé à l’aide de la re-
lation (23)) en fonction de la différence des DDAs (θ2 − θ1)
pour le modèle quaternionique et pour le long-vecteur. Pour le
modèle long-vecteur nous avons utilisé la formule de la BCR
calculée par Nehorai [6] qui a été adaptée aux paramètres du
modèle. Les deux courbes sont très proches signifiant que les
performances statistiques de deux approches sont équivalentes.
7 Conclusions
Nous avons proposé un modèle quaternionique pour le traite-
ment d’antenne à deux composantes. Ce modèle permet de
gérer l’information de polarisation tout en gardant l’organisation
bimodale des données. L’approche quaternionique réduit le
coût du calcul et permet une meilleure séparation des sous-
espaces signal et bruit lors de la décomposition en valeurs pro-
pres de la matrice de covariance associée. Dans le cadre d’un
algorithme de type MUSIC, l’utilisation d’un modèle quater-
nionique permet d’améliorer le pouvoir de résolution par rap-
port au modèle long-vecteur. Pour des performances statis-
tiques équivalentes, l’approche quaternionique permet un gain
important en termes de place mémoire et temps de calcul.
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