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Abstract
One of the difficulties in developing accurate numerical models of radiation flow in a
coupled radiation-hydrodynamics setting is accurately modeling the transmission across a
boundary layer. The COAX experiment is a platform design to test this transmission includ-
ing standard radiograph and flux diagnostics as well as a temperature diagnostic measuring
the population of excitation levels and ionization states of a dopant embedded within the
target material. Using a broad range of simulations, we study the experimental errors in
this temperature diagnostic. We conclude with proposed physics experiments that show fea-
tures that are much stronger than the experimental errors and provide the means to study
transport models.
Keywords: radiation flow
1. Introduction
Laboratory experiments at national laser
facilities are designed to probe a wide range
of physics include plasma physics, turbu-
lence physics, and radiation flow. For ra-
diation flow, improving the physics in ques-
tion requires extreme precision. We under-
stand the equations governing this radiation
flow; the Boltzman transport equation is
believed to accurately represent what hap-
pens in nature and we can test our numeri-
cal methods in reproducing this equation on
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simple problems with existing analytic so-
lutions. To test beyond these analytic com-
parisions, we must design experiments that
move past pure-transport solutions. One
example arises from problems testing how
radiation couples to matter (both opacities,
equation of state and hydrodynamics). The
COAX experiment is designed to test one
aspect of this problem: the radiation flow
across boundary layers.
COAX is the successor to Pleaides, an ex-
periment designed as a first step in studying
radiation flow, using a hohlraum drive to
study supersonic diffusive flow down a sin-
gle foam tube constrained by a high opacity
wall[11, 6]. This experiment had two sets
of diagnostics: soft X-ray spectral emission
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of the shock front and a DANTE detection
to measure the emergence of the heat front
as it emerged from the foam. A surprise
in this experiment was that the simulations
systematically predicted shorter breakout
times for the radiation front through the
tube than those measured in the experi-
ment. Although this could be caused by
uncertainties in the physics (e.g. most equa-
tions of state don’t accurately include exci-
tation states of the electrons in the atoms,
altering the specific heat), it was found that
uncertainties in the experiment could also
produce systematic errors[11, 6]. To im-
prove upon this experiment, both a better
undestanding of the initial conditions and
the evolution foam properties (e.g. internal
energy) are needed to discriminate between
the different interpretations explaining the
disagreement between experiment and sim-
ulation.
The COAX platform will ultimately in-
clude a DANTE diagnostic at the end of
the target to measure the breakout time.
This DANTE diagnostic has been used ex-
tensively at Omega and its uncertainties are
well documented[16, 17]. The current de-
sign of this platform uses the DANTE de-
tector to measure the hohlraum tempera-
ture and a radiograph diagnostic to measure
the shock position. However, the primary
goal of this paper is to understand the effi-
cacy of a spectral diagnostic to measure the
foam temperature in the target. This paper
will focus on the sensitivities of this spectral
diagnostic.
The spectral diagnostic uses X-ray fram-
ing cameries coupled to a four-strip micro-
channel plate detector[25] with data col-
lected via film with a 0.002 cm/pixel res-
olution. Imaging absorption spectroscopy
makes it possible to resolve gradients in the
material tempurature along the direction of
the flow.
The basic design of the COAX experi-
ment includes hohlraum with a laser en-
trance on one side that drives a radiation
flow on the opposite side. The hohlraum is
0.12 cm in height and 0.16 cm in diameter
(outer extent) with 0.0025 cm thick walls.
The setup uses 13 beams from Omega each
delivering 500 J in a 1 ns square pulse with
pointings designed to produce a uniform
drive through an opening 0.08 cm in diam-
eter into a target. The drive through the
hohlraum opening evolves with time, peak-
ing with an effective radiation temperature
of 170 eV.
An Aluminum foil (with a thickness of
0.0025 cm) separates the hohlraum from the
target to filter out high-energy photons,
providing a drive that is closer to the black-
body. The target is shown in Figure 1 with
two nested foams above a hohlraum drive.
The foams are composed of a silicon aerogel
with densities near 70 mg cm−3. This foam
can be doped with titanium or scandium to
provide the spectral absorption features to
measure the temperature (e.g. dopants in
the form of TiO2). We have some control of
the amount and size of the dopants injected
into the foam. The dopants can be placed in
either the inner or outer layers. One of the
major sources of error in modern radiation
transport codes is the treatment of radia-
tion as it crosses a boundary. Varying the
foam densities allows experimentalists to al-
ter the boundary conditions to better probe
the radiation physics. The experiment and
its initial results will be discussed in detail
in a later paper (Johns et al., in prepara-
tion).
In this paper, we use a suite of simu-
lations to study the sensitivity of this di-
agnostic to the experimental uncertainties.
In particular, we study the uncertainties of
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Figure 1: Diagram of the COAX experiment with
a two-layer target consisting of an outer and inner
foam above a hohlraum drive. The new diagnos-
tic developed in COAX uses titanium or scandium
dopants whose spectral signature can be used to
measure the temperature of the target. These can
be placed in either the inner or outer foams to probe
the temperature of the foam and, hence, map out
the strength of the radiation front across the foam
boundary.
both the initial conditions and the diagnos-
tic itself in the temperature measurement
of the diagnostic. Section 2 discusses un-
certainties in the initial conditions includ-
ing uncertainties in both the drive from the
hohlraum and the densities in the foam.
Section 3 discusses the potential issues with
the COAX diagnostic. As we shall see, the
diagnostic is fairly insensitive to many un-
certainties, but there are some issues that
must be understood to fully take advantage
of this diagnostic. We conclude with a dis-
cussion of the future of the COAX exper-
iment and its ability, given the diagnostic
uncertainties, to address key problems in
radiation-flow physics.
2. Uncertainties in the Initial Condi-
tions
As with many (if not all) laboratory ex-
periments, uncertainties in the initial con-
ditions can affect the interpretation of the
experiment, limiting the ability of these ex-
periments to constrain the physics studied
in the experiment. The initial-condition
uncertainties were studied in detail in the
Pleiades experiment, focusing on the effect
of these uncertainties on the position of the
shock as a function of time[6]. The COAX
temperature diagnostic provides an addi-
tional constraint to better understand ra-
diation flow uncertainties. But, as with
the Pleiades experiment, we must first un-
derstand the level of the uncertainties in
the initial conditions on the interpretation
of the results from this diagnostic. Like
Pleiades, the COAX experiment follows the
flow of radiation emitted from a hohlraum
through a foam target (Figure 2). The
initial-condition uncertainties can be sep-
arated into uncertainties in the character-
istics of the target, e.g. the foam char-
acteristics (density, composition and inho-
mogeneities) and uncertainties in the drive
(both electron and photons) into this tar-
get from the hohlraum (spectrum, angular
distribution, luminosity).
Some aspects of this uncertaities studied
in the Pleiades experiment have improved
in COAX, reducing these associated errors.
In addition, instead of studying the uncer-
tainties in the breakout shock, this paper
focuses on the uncertainties in the temper-
ature diagnostic developed in COAX. Un-
derstanding the effect of these uncertainties
is critical in determining what physics we
can study with COAX. Although we ulti-
mately want to use the experiments to test
the physics implementations in the code, in
this paper we use these same codes to deter-
mine the extent of the errors from the ini-
tial condition uncertainties. For this paper,
we use the LANL-ASC code Cassio which
includes both implicit Monte Carlo (IMC)
and SN discrete ordinate methods for the
radiation transport coupled onto an Eule-
3
rian adaptive mesh refinement scheme[8].
This study leverages a grid of simulations
probing the different uncertainties discussed
in this paper. These grids include a set of
models that varied the density and the drive
using 9 different foam densites ranging from
56−77 mg cm−3, 3 drive powers varying the
power by ±5%, 2 durations varying the du-
ration of the drive by ±10%, 2 angles and 2
spectral distributions. We run these mod-
els with both Implicit Monte Carlo and SN
options, leading to a total of over a four hun-
dred models in our base grid. We ran a suite
of simulations of both angle and energy in
the drive for a focused study on these effects
(another 20 models). We also ran 20 mod-
els varying the foam inhomogeneities (both
the density variations and the positions of
the inhomogeneities). We ran another suite
studying the dopant size (another 20 calcu-
lations). In total, this work summarizes the
results of over 500 caclulations.
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Figure 2: Density map of two simulations of the
COAX experiment 2.5 ns after the launch of the
drive, varying the density between the upper and
lower limits of our 1-σ error bars.
2.1. Drive
The laser drive itself is generally well-
understood with errors less than ±2 − 3%.
However, modeling the hohlraum is diffi-
cult for codes using the Euler equations as
the basis for the hydrodynamics. The Eu-
ler equations for momentum, mass and en-
ergy conservation implicitly assume matter
is in thermal equilibrium. In the low-density
conditions of the hohlraum, not only are the
ions, electrons and photons decoupled with
respect to each other, but these particles
tend not to be in equilibrium in parts of
the hohlraum[20, 3, 23].
In the hohlraum, such time-independent
assumptions are not satisfied, and the calcu-
lations are suspect. Simulations can provide
a reasonable estimate of the equilibration
timescales for different quantities (see ap-
pendix). Given the large mean free path of
the electrons in both the hohlraum and the
target, it is not clear that the electron distri-
bution is a Maxwellian and can be described
by a single temperature. If we nonetheless
assume the distributions of the ions and the
electrons can be described by a Maxwellian,
we can then determine the coupling be-
tween these two species. We find that
the equilibration timescales at 300 eV for
electron-ion coupling within the hohlraum
and a density of air lie between 1-2 ns and,
for near-vacuum densities of 0.03 mg cm−3,
100 ns. The corresponding timescales for
the major atomic level states to be within
10% of their time-independent value are on
the order of a few ns. Given that the
timescales for our COAX experiment is only
a few ns, our series of equilibrium and time-
independent assumptions is highly suspect
for our hohlraum modeling. To date, the
primary HEDP codes include minor cor-
rections for out-of-equilibrium physics and
time-dependent effects are not included in
the atomic level states. This means that
most hohlraum models are approximations
at best. It is because of these limita-
4
tions that we have a rather large uncer-
tainty in our drive. The Euler equations
used in codes like Hydra [15], RAGE[8]
or FLAG[12] do not capture this out-of-
equlibrium physics to model the hohlraum
and, although they can be used to make a
first order estimate of the emission, simula-
tions using these codes can lead to incorrect
estimates of averaged terms like heating[3].
Without detailed measurements of the
drive coming out of the hohlraum, we are
limited to using these first order estimates.
To better understand the drive uncertain-
ties, we have conducted a number of studies
of electron heating, photon flux and spec-
trum. Non-thermal electrons produced in
the hohlraum can stream into the target,
preheating the target material prior to the
launch of the radiation front. For low-drive
experiments, a few eV pre-heat can alter the
evolution of the shock front[5]. But, for the
COAX experiment, even a 10 eV pre-heat
does not significantly alter the flow of the
much more powerful COAX drive. Figure 3
shows the temperature profile of 3 separate
simulations at 2 ns with a 1, 5, and 10 eV
preheat. The 10 eV preheat (larger than ex-
pected from past studies[5]), produces only
a small (∼ 1 − 2 eV) difference in the pro-
file temperature. Our analysis supports the
practice in most radiation transport exper-
iments that this heating is unimportant be-
cause both the amount of high-energy emis-
sion (electrons and photons) is small com-
pared to the total emission and most of this
emission streams through the target.
We have also varied the spectrum and
angular distribution of the radiation flow-
ing out of the hohlraum. If all of the
photons are non-thermal with temperatures
above 1 keV, they can preheat the target,
altering the flow. But for a wide range of
fluxes (pushing the spectrum above 200 eV
Figure 3: Temperature profile versus distance from
the hohlraum drive (0.01 cm from the axis) of our
standard drive and density target at 2 ns. We have
varied the electron preheat from 1 to 10 eV. This
preheat does not change the position of the shock
and only a 10 eV preheat makes a noticeable (1 −
2 eV) change in the temperature profile.
or down below 100 eV), the effect is less
than a few percent in the shock position
and less than 1-2 eV in the temperature pro-
file. Similarly, we produced only small dif-
ferences when we altered the angular distri-
bution of the radiation flux from a typical
Lambertion to a forward-peaked function:
f(θ) ∝ cos5(θ). For our drive, the target is
sufficiently optically thick to reset the spec-
tral and angular features.
Finally, we varied the power and duration
of the radiation emitted from the hohlraum.
Figure 4 shows the results for a subset of our
grid of calculations where we scale the tem-
perature of the drive by 5% (varying the
flux by plus or minus 10%), the duration
of the drive by 20% (altering the total en-
ergy by plus or minus 10%) and the foam
density. The change in power can alter the
position of the shock at 2 ns by 0.007 cm or
over 10%. The drive duration doesn’t al-
ter the forward shock position much but it
can alter the temperature behind the shock
5
which can dominate what we see in the
diagnostic measurement. The power and
duration alter the temperature by ±5 eV
and ±7 eV respectively. Combined, the ef-
fect is over ±8 eV. With no constraint on
the shock position, the uncertainties in our
drive lead to uncertainties in the tempera-
ture behind the shock of ±8 eV. Ideally, we
can use the shock position to further con-
strain the drive. We will discuss this further
in our description of the target uncertainties
(Sec. 2.2).
Figure 4: Temperature profile versus distance from
the hohlraum drive (0.01 cm from the axis) at 2 ns
assuming no preheat and varying both the drive
characteristics (duration, power) and foam density.
The uncertainties in the drive characteristics lead to
an uncertainty in the temperature profile of ±8 eV.
These variations also alter the position of the shock.
However, the measured uncertainties in the foam
densities can drastically alter the shock position.
2.2. Target Uncertainties
In the Pleiades experiment, foam den-
sity measurements typically had 3-4% er-
rors and different measurement techniques
produced different results[6]. To study the
dependence on density, we varied the den-
sity for our COAX experiment from 62 −
71 mg cm−3. By combining these variations
with our drive, we can determine the full er-
rors from our initial conditions. Typically,
the density variations alter the position of
the shock at a given time with a slightly
more modest effect on the temperature pro-
file. In Section 2.1, we pointed out that
we might be able to use the shock position
to constrain the uncertainties in the drive.
However, density uncertainties alter the
shock position in a comparable way to the
drive uncertainties. With a shock position,
we can constrain the drive/density pair, but
the uncertainty in the absolute temperature
profile remains ±8 eV. We note, however,
that density uncertainties are believed to be
smaller for silicon foams and this may over-
estimate the errors caused by density uncer-
tainties.
In addition to uncertainties in the aver-
age foam density, detailed studies of the
Pleiades experiment also found that most
foams had fairly large scale inhomogeneities
in them[6]. For the COAX experiment, we
introduce a series of clumps into the foam,
keeping the average density constant. Fig-
ure 5 shows the density map of a simulation
including inhomogeneities. The placement
of the inhomogeneites affects both how
much the inhomogeneities alter the density
map and the arrival times. Figure 6 shows
our standard temperature profile map using
four different instantiations (different distri-
butions of the clumping) of the density in-
homogeneities. Inhomogeneities do not af-
fect the temperature dramatically, but can
alter the position of the shock by 10-20%.
With the imaging spectroscopy in COAX,
we can not only measure the temperature
in the radiation flow, but its slope. For
the 6 models presented in figure 4, the
slopes are: -674, -615, -530, -816, -596, -
597 eV cm−1 respectively for the 4 Tscale =
0.85 models (ρ = 77, 66, 62 gcm−3 plus the
6
Figure 5: Density map of a COAX experiment sim-
ulation 2.0 ns after launch of the drive including
inhomogeneities into the target foam but fixing the
average foam density. The inhomogeneities can al-
ter the shock front some, but the effect depends
sensitively on the placement of the inhomogeneities.
Figure 6: Temperature profile versus distance from
the hohlraum drive (0.01 cm from the axis) at 2 ns
assuming no preheat for 3 different instantiations
of the density inhomogeneities where we varied the
geometry of the perturbations but kept the average
density constant (Inhom1, Inhom2, Inhom3) with
50% enhancements at the centroids of the perturba-
tion. Inhom1b shows a model where the perturba-
tions are 10% enhancements. Inhomogeneities can
alter the shock position by 10-20% and can speed
up or slow down the shock.
ρ = 69 gcm−3, Fdur = 1.2 model) and the
two Tscale = 0.9 models (ρ = 69, 62 gcm
−3).
This slope can be used to further distinguish
between models. For instance, although the
temperatures are very similar between the
Tscale = 0.85, ρ = 69 gcm
−3, Fdur = 1.2
model and the Tscale = 0.9, ρ = 71 gcm
−3
model, the temperature gradients are very
different. The slope doesn’t distinguish be-
tween all uncertainties (e.g. the effects of
inhomogeneities), but it does provide addi-
tional constraints.
Based on the modeling of the Pleiades ex-
periment, these uncertainties are what we
expect from foam-based targets and unmea-
sured hohlraum drives. By including mea-
surements of the shock position, we can con-
strain some of the degeneracies in our er-
rors, but we can not remove the tempera-
ture variations caused by the combined un-
certainties. Given the current uncertainties
in the drive and target, we can not predict
the absolute temperature behind the shock
to better than ±8 eV and, hence, can’t con-
firm this diagnostic’s effectiveness to bet-
ter than ±8 eV. Decreasing the errors in
the drive and foam target properties can re-
duce this uncertainty. In addition, the er-
rors in the relative changes with this diag-
nostic may be much smaller. To understand
this, we must understand the diagnostic un-
certainties.
3. Temperature Diagnostic Uncer-
tainties
The temperature diagnostic of the COAX
experiment measures the absorption line
spectra of a dopant backlit by an X-ray
source. As we learned in Section 2, the ini-
tial condition uncertainties in this experi-
ment prevent us from validating this probe
of the temperature to better than ±8 eV.
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We can, however, use simulations to bet-
ter understand the physics uncertainties of
this diagnostic and determine the condi-
tions where it is most effective.
The temperature of the diagnostic is
more complex than a simple single-
temperature/density profile: the break-
down of equilibrium assumptions, the uni-
formity of the dopant, and the uniformity of
the foam target along the line-of-site of our
X-ray source. In many cases, the deviations
caused by these complexities do not affect
the accuracy of this diagnostic. We review
each of these in turn.
3.1. Equilibration
Although the Cassio code does not as-
sume strict local thermodynamic equil-
brium, many of its physics components in-
clude equilibrium assumptions. For exam-
ple, although the code follows both the ion
and electron distributions separately, both
are assumed to follow a Maxwell-Boltzmann
distribution described by a single temper-
ature. The radiation field is followed in
multi-group (typically 60-100 groups) fol-
lowing the full Boltzmann transport equa-
tion. The opacities typically are set by
the electron temperature (assuming radia-
tion and matter equilibrium) in a steady
state solution and the time implicit trans-
port scheme relies on these. Different prop-
erties of the physics are modeled at different
levels of fidelity and equilibrium states. It
is worth studying, for our COAX problem,
where such a code is valid.
As we have already discussed in Sec-
tion 2, time-independent, equilibrium as-
sumptions are not justified for all aspects of
a laser-driven laboratory experiment. We
showed that the conditions in the hohlraum
are insufficient to evolve into equilibrium
on the timescales of the experiment. But
for the higher densities in the foam target,
these assumptions are more valid. The ion-
electron equilibration timescales are 0.3 ns
for a 60 mg cm−3, 100 eV foam. The elec-
tron equilibration times are even shorter.
The mean free path of the photons is also
low enough for all but the highest energy
photons from the drive that the radiation
quickly equilibrates as well3. Figure 7 shows
the spectrum just behind the radiation front
from a 100 group IMC calculation compared
to two blackbody profiles. Although the ra-
diation is not a strict blackbody, it is very
close to it. The corresponding matter tem-
perature at this time for this tally surface
is roughly 80-85 eV, slightly below the radi-
ation temperature as it quickly equilibrates
to the radiation.
Figure 7: Spectrum (flux versus energy) of the ra-
diation front behind the shock in our COAX sim-
ulation compared to two blackbody solutions. Al-
though the spectrum is not a strict blackbody, the
variation is minimal. The effective temperature ra-
diation of the radiation is slightly higher than the
80-85 eV matter temperature due to the slight delay
in the radiative heating of the matter.
This small variation, both in the black-
3Note that we are assuming the electrons are
described by a Maxwellian and this may speed the
equilibration of the photons.
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body nature of the radiation and the equi-
libration between radiation and electrons,
suggests that the thermodynamic equilib-
rium can also be assumed for the atomic
level states. Indeed, at these high den-
sities, the collision rate is typically high,
and the atomic level states reach an equi-
librium solution quickly, the corresponding
β value measuring the departure from lo-
cal thermodynamic equilibrium is less than
∼ 0.02 − 0.03 [4]. Because collisions domi-
nate, any small differences between the radi-
ation spectra and the electron temperature
will not affect the level states of our dopant
(see Figure 8).
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Figure 8: Opacity of the titanium dopant compar-
ing a local thermodynamic equilibrium (LTE) so-
lution to solutions where the radiation flux is re-
duced or diluted below the LTE temperature. This
dilution reduces the role radiation plays in setting
the level states. Because collisions dominate the
level states, it is not surprising that the spectrum
is not affected by this dilution. This calculation
assumes that the radiation is described by a single
temperature and that the level states are in equilib-
rium. Although the equilibration time is fast, it is
likely that time-dependent effects are more impor-
tant, especially for measurements made right after
the shock has passed.
3.2. Dopant Uniformity
Although the radiation and matter
quickly equilibrate in the foam, the equi-
libration time of the dopant may take
longer. For sufficiently large dopant sizes,
the timescale to reach an equilibrium tem-
perature is longer than the experimental
timescale. This means that the dopant is
not necessarily an accurate measure of the
temperature of the foam. To test this for
our experiment, we have used the adaptive
mesh refinement capability in Cassio, we
are able to resolve the dopants and deter-
mine the timescale for dopants of different
size to equilibrate to a uniform tempera-
ture. For large dopants (10µm), a portion
of the dopant would remain cool (< 20 eV)
throughout the duration of the experiment.
Figure 9 shows the temperature variation
for a 1µm dopant 0.15 ns and 0.3 ns after
the radiation front passes across the dopant.
Although the variation is large at 0.15 ns,
so is the shock front temperature gradi-
ent. The effective radiation temperatue and
matter temperature are also not in equilib-
rium at this time and our opacity calcula-
tion is not valid. 0.3 ns after the passage
of the radiation front, the variation is only
10 eV. Our dopants are typically a fraction
of a micron. Figure 10 shows the same vari-
ation for a 0.3µm dopant. In this case,
the dopant has equilibrated within 0.3 ns of
the passage of the shock (temperature vari-
ations of less than an eV). For the COAX
experiment as run, the dopant size is not a
source of error.
3.3. Diagnostic Uniformity
Even if the dopants heat quickly and in-
tegrate with the foam, our diagnostic traces
through a range of conditions and we do
not measure a single density/temperature
9
Figure 9: Temperature of a 1µm dopant 0.15
and 0.3 ns after the radiative front has crossed the
dopant. By 0.3 ns, the temperature variation across
the doped material is less than 10 eV.
Figure 10: Temperature of a 0.3µm dopant 0.15
and 0.3 ns after the radiative front has crossed the
dopant. By 0.3 ns, the temperature variation across
the doped material is less than 1 eV.
10
condition. The radiation front has a curva-
ture associated with it as it expands later-
ally (e.g. Figures 2,5). The nature of this
curvature will vary with different transport
prescriptions and these variations must be
extracted from the observed spectra that in-
tegrates across the line of site of our experi-
mental diagnostic. Although the analysis is
much more difficult than simply assuming a
single density/temperature, by understand-
ing and including this variation in our anal-
ysis, we can construct a much more accurate
diagnostic of the radiation flow.
Figure 11 shows the variation in the tem-
perature distribution across the line of site
of the temperature diagnostic as a function
of the position and timing of the diagnos-
tic. X-rays produced from a heated kryp-
ton source irradiate the target. The cur-
vature in the shock front causes large vari-
ations across the target, but we are only
concerned with the temperature variations
in the doped foam. But even in the doped
region, the temperature can vary dramat-
ically (by more than 30%). Similarly, the
density in the doped region also has a peak
at the shock front (Fig. 12). If the shock
front is in the doped region, the density
can vary as much as 10-20%. In analyz-
ing this experiment, we introduce errors if
we assume our spectra are produced by a
single density/temperature pair. However,
if we instead use the full temperature and
density structures from the simulations to
produce spectra, we can compare simulated
spectra directly to the diagnostic observa-
tion (see Section 3.5). This “forward” anal-
ysis approach (using theoretical models to
analyze the experiment), using the results of
the simulations to compare to the diagnos-
tic measurements, allows us to take advan-
tage of the differences in the temperature
profiles and test the differences in transport
techniques more accurately.
Figure 11: Temperature profile along the line-of-site
of the diagnostic X-rays at two different positions
(0.025, 0.029 cm above the drive) in our target at 2
different times (2.3, 2.5 ns). Within the doped re-
gion, the the temperature varies by over 4 eV. The
X-ray diagnostic is actually a slit 30µm wide that
takes data over a 0.1-0.2 ns window. This further
broadens the range of temperatures observed in a
single data point to ±5 eV.
3.4. Finite Size and Duration of Diagnostic
Measurement
Another factor arguing to use simulated
profiles to analyze the data from the COAX
temperature diagnostic is the fact that the
spectra are taken from a slit of finite width
(roughly 30µm) and is measured over a fi-
nite time (∼ 0.1−0.2 ns). Across the slit at
the time of the measurement, the temper-
ature varies by more than ±8 eV and the
density differences vary by more the ±10%
(Figures 11,12). By including full simula-
tions in our analysis, we can mitigate these
errors as well.
3.5. Modeling Diagnostic Spectra
The variation of temperature and density
across the diagnostic measurement caused
both by the curvature in the radiation front
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Figure 12: Density profile along the line-of-site
of the diagnostic X-rays at two different positions
(0.025, 0.029 cm above the drive) in our target at 2
different times (2.3, 2.5 ns). Although, for the most
part, the density is flat (±3%) within the doped
region, there is a density spike near the radiation
front. The densities measured by a single spectrum
can also vary by over ±10%.
as well as the fact that the diagnostic is not
a delta function in width or time. As we
have discussed, this requires a forward ap-
proach where we calculate simulated spec-
tra and compare directly to the observa-
tions (rather than compare inferred temper-
atures to simulated temperatures). To cal-
culate these spectra, LANL has developed
a number of ray-trace algorithms (including
absorption and emission) to calculate the
transmission from the source. Ray trace
methods are ideally suited to our calcula-
tions. We can set our line-out to match the
ray between the X-ray backlighter and the
detector. Although our code includes ther-
mal emission from the target, at the high
photon energies of our diagnostic, this emis-
sion is negligible. Hence, the X-ray flux
through the target (Ldetected(ν)) as a func-
tion of frequency (ν) is given simply by
Ldetected(ν) = Lsource(ν)e
−τ(ν) (1)
where
τ(ν) =
∫ W
0
ρ(x)σν(ρ(x), T (x))dx (2)
where we integrate along a ray (we assume
it is perpendicular to the target so the in-
tegration is along width of the target, W ),
σν(ρ(x), T (x)) is the total (scattering plus
absorption) opacity in the foam that de-
pends on the composition, density (ρ(x))
and temperature (T (x)), and Lsource(ν) is
the source emission. Figure 13 shows differ-
ent spectra from our calculations with the
full range of possible spectra within these
combined experimental errors. Ultimately,
combining these uncertainties with our ini-
tial conditions uncertainties argue that we
can only validate the accuracy of our tem-
perature diagnostic to roughly ±8− 10 eV.
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Figure 13: Transmission spectra for our tempera-
ture diagnostic along a series of rays varying the po-
sition and timing. The diagnostic actually measures
a summation of these spectra because of the width
of the slit and the duration of the measurement.
Although some of the features are strong over all
conditions, other features are present in some con-
ditions and absent in others. The sum will produce
results in between the values shown here.
4. Next Steps: Applications of the
COAX
We have reviewed many of the uncertain-
ties in the COAX radiation flow experiment
and its temperature diagnostic. We con-
firmed that equilibration effects in the tar-
get do not introduce uncertainties and, with
small enough dopants, there is not a strong
stochasticity in the temperature. Our sim-
ulations also show that the exact angular
distribution and spectrum of the radiation
flow do not significantly alter temperature
measurements.
However, we have found that uncertain-
ties in the initial conditions (drive, foam
target) produce temperature variations at
the ±8 eV level, even if the position of the
shock can be used to constrain these con-
ditions. To improve this accuracy, we must
measure the drive more carefully. Similarly,
the width and time duration of tempera-
ture measurement also places a ±8 eV error
on the temperature observed. Combining
these errors (assuming in quadrature), this
implies we can validate the temperature di-
agnostic errors to ±10 eV.
Whether or not an experiment like COAX
can help constrain our numerical models
depends upon whether we can a) reduce
the initial condition errors and b) design
an experiment focused on the differences in
the numerical methods. Our error anal-
ysis thusfar has modeled the conditions
used in the COAX platform development
shots. However, the actual COAX exper-
iment includes plans beyond the basic plat-
form shots and, by changing the initial con-
ditions, we might consider the uncertainties
in our numerical methods. We highlight
these future designs here. The Cassio code
is ideally suited to testing the potential for
experiments to test transport methods, be-
cause both the implicit Monte Carlo and SN
methods were implemented such that the
two methods include sources, etc. identi-
cally. By switching from one method to the
other, we can directly test the differences
between transport implementations.
One of the issues with numerical meth-
ods in transport is transport across bound-
ary conditions, and the component COAX
platform was designed to test this boundary
layer modeling. But, to do so, the diagnos-
tic needs to be in the outer shell. Figure 14
compares the temperature along the diag-
nostic ray-trace for simulations using im-
plicit Monte Carlo and SN discrete ordinate
method. Although the temperature within
the doped region from the platform tests
is very similar between these two methods,
the amount of radiation flowing across the
boundary layer is more substantial. The dif-
ferences are more extreme if we vary the
density between the inner and outer region.
The largest effect occurs if we decrease the
density in the outer layer and this provides
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Figure 14: Temperature profile along the line-of-
site of the diagnostic X-rays at two different posi-
tions (0.047, 0.053 cm above the drive) in our target
at 2 different times (3.1, 3.3 ns) and two different
drives (solid lines are low drive, dashed lines are
high drive). It is possible that the temperature di-
agnostic, if the dopant were deposited in the outer
COAX shell would have a measureable effect.
a good way to test our numerical models
for this boundary layer physics. Figure 15
shows the density and temperature profile
of the outer shell. The different transport
schemes produce profiles that have temper-
atures that vary by up to 20 eV. The corre-
sponding spectral diagnostic with our doped
shell are shown in Figure 16. Even with cur-
rent errors in the experiment, this difference
should be detectable.
One can also broaden how we leverage the
COAX platform. As we discussed in our
error analysis, large dopants take more time
to equilibrate. This again is an example of
radiation flow across a boundary and our
IMC and SN results are different. Figure 17
shows the density and temperature profiles
across a 10µm dopant 1 ns after the passage
of the shock. Work to design an ideal test
case for both Omega and NIF platforms is
right now underway.
New algorithms are right now being de-
veloped to improve the numerics behind
Figure 15: Temperature and density profiles along
the line-of-site of the diagnostic for a COAX de-
sign where the outer shell density is decreased by a
factor of 2.
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Figure 16: Comparison of our spectral diagnostic
between the SN and IMC simulations of the doped
shell. The higher temperature in the SN simulation
leads to stronger line features and higher over-all
opacities with respect to the IMC calculation.
boundary transport in codes. With bet-
ter probes of the output from the hohlraum
(underway) and better characterizations of
the foam uncertainties, these future COAX
experiments are ideally suited to testing
these new developments.
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Appendix A. Equilibrium Analysis
To evaluate the electron-ion equilibra-
tion times, we use the Landau-Spitzer (LS)
electron-ion rate given by [24]:
τei =
3
4
√
2pi
memjc
3
niZ2i e
4λ
(kBTe
mec2
+
kBTi
mic2
)3/2
.(A.1)
Figure 17: Temperature and density profiles along
the line-of-site of the diagnostic across a 10µm
dopant comparing IMC and SN results. The foam
interface is out 0.04 cm and this image focuses on
the diffusion beyond this interface where differences
in transport methods are most extreme.
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Here me is the electron mass, mi the ion
mass, kB is the Boltzman constant, Te is
the electron temperature, Ti is the ion tem-
perature, ni is the ion density, Zi is the
ion charge number, e is the elementary
charge, c is the speed of light, and λ is
the Coulomb logarithm containing details of
the collision process. The main issue with
this rate is finding accurate Coulomb loga-
rithms. Landau-Spitzer used
λ = ln
(bmax
bmin
)
(A.2)
where bmax and bmin cutoffs necessary to pre-
vent the divergences that emerge from their
treatment. bmin is chosen to be a minimum
impact parameter consistent with plasma
conditions, such as the classical distance of
closest approach
bC =
Zie
2
kBTi
(A.3)
For systems where quantum degeneracy ef-
fects are important bmin is changed to ac-
count for quantum diffraction effects by in-
troducing the electron thermal deBroglie
wavelength
Λ =
√
~2
4mekBTe
(A.4)
where ~ is the Planck constant, and bmax
is chosen to be a screening length occurring
from collective plasma effects. A large num-
ber of formulae for the Coulomb logarithm
exist in the literature. We choose here the
expression proposed by Gericke, Murillo,
and Schlanges (GMS) [7]. Their formula
was successfully validated against molecular
dynamics simulations results across a wide
range of temperature and density [10, 9].
GMS suggested an effective Coulomb loga-
rithm as
λ = 0.5 ln
[
1 +
λ2D + a
2
i
Λ2 + b2C
]
(A.5)
where the ion sphere radius is given in terms
of the ion density n as
ai =
( 3
4pin
)1/3
(A.6)
Appendix A.1. Timescales in the COAX
Experiment
For a pure carbon foam with density ρ =
60 mg cm−3 and temperature 150 eV, and
electron temperature of Te = 100 With the
above formula, we estimated the electron-
ion relaxation times for a TiSi5O12 foam
target at temperature of 100 eV for near-
vacuum densities (ρ = 0.03 mg cm−3) and
higher density ρ = 60 mg cm−3 and for
an electron temperature of 100 eV. The LS
calculations show that the average foam-
ion takes around ∼ 300 ns to equilibrate
with the electrons while for the high density
case the equilibration time is around ∼ 0.3
ns. Figures 1 and 2 display the electron-
foam relaxation predictions from Landau-
Spitzer as function of time for two different
holhraum densities and temperature.
Appendix A.2. Maxwellinization of Elec-
trons distribution function
Plasmas produced in high energy den-
sity experiments are often characterized by
steep temperature and density gradients.
Because of these gradients, the thermal
mean-free path of the electron (λmfp) be-
comes large with respect to the character-
istic scale length of the temperature lT =
|T/∇T |. Electrons with mean-free path
collisional larger than the scale length of
the temperature can escape gradients be-
fore being scattered and depositing their en-
ergy into the plasma, leading to a distor-
tion of the electrons distribution function
(EEDF) away from a Maxwellian distribu-
tion [2, 13, 1]. This non-Maxwellian behav-
ior of the EEDF shows the nonequilibrium
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behavior of the electron plasma, therefore
suggesting the need for a kinetic description
for the electrons.
One consequence of the distortions of
the EEDF, within hydrodynamics codes, is
that the classical Spitzer-Harm formula for
the heat-flux can exceed the heat flux of
free streaming electrons [21]. Historically,
through analysis of experimental results, in-
terial confinement fusion (ICF) designers
very quickly realized this problem of over-
estatimation of the heat flux, and decided
to use flux limiter models (which cannot be
predictive, and need to be calibrated against
experiments), and later nonlocal convolu-
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Figure A.18: Electron top curves and foam
bottom curves temperature relaxation is shown
based on Landa-Spitzer for a density ρ = 0.03
mg cm−3.
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Figure A.19: Same as Fig. A.18 with density
ρ = 60 mg cm−3.
tion kernel to represent the nonequilibrium
effects [13, 22, 14].
Recent studies, however, have suggested
that for problems relevant to ICF hohlraum
conditions, the nonlocal models depart
strongly from Vlasov-Fokker-Planck simu-
lations [3, 23]. These observations indi-
cate the need to go beyond equilibrium
and near-equilibrium models and adopt
kinetic approaches (Boltzmann, Vlasov-
Fokker-Planck) to describing electrons dy-
namics for the near-vacuum hohlraum ex-
periments. Similarly, in these near-vacuum
hohlraum experiments ions can also displays
non-Maxwellian effects as have been dis-
cussed recently in Refs. [19, 18]
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