We discuss the role of pseudo-fermions in the analysis of some two-dimensional models, recently introduced in connection with non self-adjoint hamiltonians. Among other aspects, we discuss the appearance of exceptional points in connection with the validity of the extended anti-commutation rules which define the pseudo-fermionic structure.
H such that b † Ψ 0 = 0, [1] . In general ϕ 0 = Ψ 0 .
Let us now introduce the following non zero vectors
as well as the non self-adjoint operators
We also introduce the self-adjoint operators S ϕ and S Ψ via their action on a generic f ∈ H:
Hence we get the following results, whose proofs are straightforward and will not be given here:
1.
2.
Nϕ n = nϕ n , NΨ n = nΨ n , (2.6)
for n = 0, 1.
3. If the normalizations of ϕ 0 and Ψ 0 are chosen in such a way that ϕ 0 , Ψ 0 = 1, then
for k, n = 0, 1.
4. S ϕ and S Ψ are bounded, strictly positive, self-adjoint, and invertible. They satisfy
8)
for n = 0, 1, as well as S ϕ = S −1
Ψ . Moreover, the following intertwining relations 10) are satisfied.
The above formulas show that (i) N and N behave essentially as fermionic number operators, having eigenvalues 0 and 1 ; (ii) their related eigenvectors are respectively the vectors of F ϕ = {ϕ 0 , ϕ 1 } and F Ψ = {Ψ 0 , Ψ 1 }; (iii) a and b † are lowering operators for F ϕ and F Ψ respectively;
(iv) b and a † are rising operators for F ϕ and F Ψ respectively; (v) the two sets F ϕ and F Ψ are biorthonormal; (vi) the well-behaved (i.e. self-adjoint, bounded, invertible, with bounded inverse) operators S ϕ and S Ψ maps F ϕ in F Ψ and viceversa; (vii) S ϕ and S Ψ intertwine between operators which are not self-adjoint. We refer to [1] and [2] for further remarks and consequences of these definitions. In particular, for instance, it is shown that F ϕ and F Ψ are automatically Riesz bases for H, and the relations between fermions and PFs are also discussed.
Going back to (2.1), as we have discussed in [1] , the only non-trivial possible choices of a and b satisfying these rules are the following:
with non zero α and β, or, maybe more interestingly, Other possibilities also exist, but are those in which a and b exchange their roles or those in which a and b are standard fermion operators. Also, these matrices are not really all independent, since a(1) and b(1) can be recovered from a(3) and b(3) taking α 11 = 0, α 12 = 1, β 11 = β, β 12 = −β 2 . Notice that this choice satisfies (2.11). Less trivially, we can also recover a(2) and b(2) from a(3) and b(3). In this case we need to take α 11 = α, α 12 = 1, β 11 = x, β 12 = −x 2 , and then to send x to zero. This means that, in order to consider the more general situation, it is enough to use the operators a(3) and b(3), endowed with condition (2.11). From now on, this will be our choice, and we will simply write them a and b.
Remark:-For completeness we have to mention the paper by Bender and Klevansky, [4] , where similar generalized anti-commutation rules were introduced, but with a different perspective.
II.1 The hamiltonian
In view of what we have just seen, the most general diagonalizable hamiltonian which can be written in terms of a and b is obviously the operator 12) where ω and ρ, in principle, could be complex numbers, α =
, and γ = α 12 β 11 − α 11 β 12 = α 12 β 12 (β − α). Then we can write
while condition (2.11) can be written as −γ 2 = α 12 β 12 . This also implies that (α − β)γ = 1.
The eigensystem of H is trivially deduced: the eigenvalues are ǫ 0 = ρ and ǫ 1 = ω + ρ, which are real if and only if ρ and ω are both real. In this case, ǫ 0 and ǫ 1 are also the eigenvalues of H † = ωN † + ρ1 1. From now on, except when explicitly stated, we will assume that ǫ j ∈ R, for j = 0, 1. It might be interesting to notice that, adopting the same limiting procedure described above (α 11 = α, α 12 = 1, β 11 = x, β 12 = −x 2 , and x → 0), we simply recover H = ρ1 1.
The eigenvectors of N and N † , and of H and H † as a consequence, are the following:
and 14) where
. This choice is dictated by the fact that Ψ 0 , ϕ 0 = 1. Let us remind that ϕ 0 and Ψ 0 are (almost) fixed by requiring that they are annihilated by a and b † , respectively:
Moreover we have Nϕ j = jϕ j and N † Ψ j = jΨ j , j = 0, 1, so that
15) j = 0, 1. Sometimes it can be useful to write H and H † in terms of the projectors P j defined
1 Of course they are not orthogonal projectors, since they are not self-adjoint, in general, and not even idempotent.
It is a straightforward computation to check that F ϕ and F Ψ produce, together, a resolution of the identity. Indeed we have P 0 + P 1 = P † 0 + P † 1 = 1 1. Hence, as expected, F ϕ and F Ψ are biorthogonal bases for H.
The next step consists in finding the explicit expressions for S ϕ and S Ψ in (2.4): we find
and
which are both clearly self-adjoint 2 . Using, for instance, the Sylvester's criterion, it is possible to check explicitly that, if α = β, both S ϕ and S Ψ are positive definite. This can also be deduced looking at the eigenvalues of the two matrices, or just using the definition: f, S ϕ f and f, S Ψ f are both strictly positive for any non zero f ∈ H, if α = β. Interestingly enough, α = β implies that condition (2.11) cannot be satisfied, and this means, in turn, that we are loosing the pseudo-fermionic structure described before. In fact, a and b cannot satisfy any longer the anti-commutation rules in (2.1). Therefore, it is not surprising that S ϕ and S Ψ do not admit inverse, contrarily to what happens whenever (2.1) are satisfied. We will get a similar conclusion in explicit models: whenever α and β coincide, our operators cannot satisfy (2.11), or its equivalent expressions, and PFs do not appear. Because of their positivity, there exist unique square root matrices S 1/2 ϕ and S 1/2 Ψ , which are also positive and self-adjoint. They have a rather involved expression, which we give here for just for completeness, but which is rather hard to manage:
where we have defined the following quantities:
and where t = γ α 12
2
. Other results which can be explicitly derived are the following:
, and that {c, c
5. e 0 = S 1/2 Ψ ϕ 0 and e 1 = S 1/2 Ψ ϕ 1 are eigenstates of N 0 , with eigenvalues 0 and 1. Therefore, they are also eigenstates of the self-adjoint hamiltonian h = S 1/2 Ψ H S 1/2 ϕ = ωN 0 + ρ1 1, with eigenvalues ǫ 0 and ǫ 1 . The set {e 0 , e 1 } is an orthonormal basis for H.
All these results are consequences of the pseudo-fermionic anticommutation rules in (2.1), and have been deduced and analyzed in [1] - [3] .
II.2 Symmetry of the hamiltonian
We continue our analysis of H looking for some non-trivial two-by-two matrix X which commutes with H. Of course, not to make the situation trivial, we assume here that ω = 0. Otherwise H = ρ1 1 and [H, X] = 0 for each matrix X. This also happens when γ = 0, i.e. when α = β (not necessarily zero). We recall that, in this last case, we lose the rules in (2.1), so that we are no longer dealing with PFs. This is not a big surprise, since also in this case H turns out to be just a multiple of the identity operator, so that each non zero vector of H is an eigenstate of H with eigenvalue ρ.
In case ω and γ are both non zero, X = x 11 x 12 x 21 x 22 commutes with H only if the following is true:
where x 11 and x 12 are free parameters. Moreover, if we also ask that X 2 = 1 1, we should further require that
Of course, with these choices, also Y = −X commutes with H and satisfies Y 2 = 1 1.
The matrix X can be seen essentially as a generalized version of the PT -symmetry, where
The Hamiltonian H in (2.12) is not generally PT -symmetric, since the condition [PT , H] = 0 is not guaranteed in general. However, H is PT -symmetric under the following conditions:
and, in this case, the hamiltonian H becomes
Here it is more convenient to rewrite its eigenvalues ǫ 0 and ǫ 1 as
, and the relative eigenvectors ϕ 0 , ϕ 1 in (2.13) as
with an obvious notation and with an appropriate choice of normalization. The analytic expression for ǫ ± shows that the eigenvalues of H can either be real or form complex conjugate pair according to the sign of Q.
The PT -symmetry is unbroken for |γω| > |ℑ(ρ + αγω)| and in this case
. Notice that |λ ± | = 1, and therefore all the components of the eigenvectors |ǫ ± have unitary modulus. This implies that |α| = |β| = 1. We recall the the eigenvalues of H are actually ρ and ρ + ω, and therefore the unbroken PT -symmetry is only compatible with the condition that ρ and ω are both reals.
For |γω| < |ℑ(ρ+αγω)| the eigenvalues of H become complex conjugates and the symmetry is broken because
√Q andQ = −Q. In this case |λ ± | = 1 and moreover αβ = 1. The presence of a pair of complex conjugate eigenvalues of H implies necessarily that ρ is imaginary and ω = −2iℑ(ρ). For |γω| = |ℑ(ρ + αγω)| an EP occurs. The eigenvalues coalesce to the real value ǫ = ℜ(ρ + αγω) = ℜ(ρ − βγω) = ρ and |ǫ + = |ǫ − which, in turn, implies that α = β so that γ = 0 (we do not consider here the trivial case ω = 0): in this case the conditions (2.11) is not satisfied, and no PFs exist. The formation of an EP is therefore related not only to the absence of the imaginary part of ρ but also to the non-existence of PFs.
Going back to our matrix X above, it has not, as stated, the structure of a PT operator, meaning with this that, even if [X, H] = [PT , H] = 0, X cannot be identified with PT . This is not a major problem since in the literature, see for instance [5, 6] , extended versions of PT -symmetry exist, where it is not required that [P, T ] = 0 or that P = P † . One of such an extension has the formP 
which extend those in (2.21). It is possible to generalize our previous results to this situation: in fact taking into account (2.24) the eigenvalues of H are ǫ x ± = ℜ(ρ + αγω) ± x −2 √ Q x , and the relative eigenvectors are
where
For Q x > 0 we are in the domain of the unbrokeñ PT -symmetry, and the condition |α| = |β| = x −2 holds. The broken PT -symmetry occur for Q x < 0, and in this case αβ = x −2 holds. An EP occur for Q x = 0, i.e when |γω| = x 2 |ℑ(ρ + αγω)|, and as in the specifc case of the PT -symmetry, the eigenvalues coalesce to ǫ x = ρ and |ǫ x + = |ǫ x − , which implies that α = β with γ = 0. This condition is again incompatible with the existence of pseudo fermions because (2.11) is no more verified .
III Examples from literature
In this section we show how the above general framework can be used in the analysis of several concrete models introduced along the years by several authors. In other words, we will see that many simple systems considered by many authors fit very well into our framework.
III.1 An example by Das and Greenwood
The first example we want to consider was originally discussed, in our knowledge, in [5] , and, in a slightly different version, by others. The hamiltonian is where r, s, t, θ and φ are all real quantities. In particular, to make the situation more interesting, we will assume that r, s and t are non zero. We will briefly comment on this possibility later on. H DG coincides with our general H in (2.12) with two different choices of the parameters α, β, ρ and µ = ωγ:
Moreover, the related values of ω ± and γ ± can be deduced by recalling that, in general, γ = α 12 β 11 − α 11 β 12 = α 12 β 12 (β − α), −γ 2 = α 12 β 12 and that (α − β)γ = 1. Then we deduce that, so that, with a particular choice of the square root, 4) and therefore
These results show that, if
, we can always recover a pseudo-fermionic structure for H DG , so that all the results deduced and listed previously hold true for this model. The situation changes drastically when
. In this case, in fact, γ ± = 0 necessarily, so that (2.11) cannot be satisfied: in this case no PFs can appear. This is intriguingly related to the existence of EPs in the model, since under this condition the two eigenvalues E ± = r cos(θ) ± st − r 2 sin 2 (θ) of H DG coalesce: E + = E − = r cos(θ). We also would like to notice that, since s ∈ R, ω ± are real only if , ω + and ω − are purely imaginary, and one is the adjoint of the other (broken phase).
For completeness, we specialize here the relevant quantities deduced previously. In particular, the eigenvectors of N and N † are given as in (2.13) and (2.14):
The lowering and raising operators are also doubled: Ψ , which can be deduced by (2.16) and (2.17) specializing the form of the parameters as in (3.2), (3.3), (3.4) and writing the following values of α 12 and β 11 used also to recover the conditions in (3.2):
where we have introduced
Needless to say, S (±) ϕ and S
Ψ have all the properties we have discussed in Section II.1, and in particular they admit square roots S (±) ϕ 1/2 and S (±) Ψ 1/2 as in (2.18)-(2.19). For concreteness sake, we consider the following particular choice of the parameters of H DG : r = 1, s = 0.5, t = 1, θ = φ = π/6, and we restrict here to the "-" choice, fixing also α 11 = 1. Then, our operators look like
0.317 − 1.549i 0.317 + 1.549i 
Remark:-Of course we can obtain the self-adjoint hamiltonian h DG only because ρ and ω are reals. For the particular values of the parameters in H DG considered here we obtain ρ = 1.366 and ω = −1.
III.1.1 A particular choice of parameters
It is interesting to recall that, taking φ = 0 and s = t in H DG we recover the hamiltonian
, considered for instance in [7] . Our previous formulas specialize here in an obvious way. In this case, in particular, EPs are recovered for 
III.2 An hamiltonian by Gilary, Mailybaev and Moiseyev
This hamiltonian was introduced quite recently in [8] , and can be rewritten as 12) where Γ 1 and Γ 2 are positive quantities, ǫ 1 and ǫ 2 are reals, and ν 0 is complex-valued. It is a simple exercise to show that H GM M can be written as in (2.12) with the following identification:
where ∆ǫ = ǫ 2 − ǫ 1 , ∆Γ = Γ 2 − Γ 1 , ǫ = ǫ 2 + ǫ 1 and Γ = Γ 2 + Γ 1 . Since γ ± = α 12 β 12 (β ± − α ± ) and γ 2 ± = −α 12 β 12 , we find that, whenever α ± = β ± , taking
, the pseudo-fermionic main condition is satisfied: H GM M admits a pseudo-fermionic representation. On the other hand, this is not possible if α ± = β ± , which is true when (−∆ǫ + i∆Γ) 2 = −4ν 2 0 . Looking at the eigenvalues of H GM M , this is exactly the condition which makes its two eigenvalues to coalesce. In this case we have
The explicit expressions for the relevant eigenvectors and operators can be deduced, as usual, from (2.13), (2.14), (2.16), (2.17) and (3.8).
III.3 An example by Mostafazadeh andÖzcelik
The model we consider now is different from those above because of the absence of EPs. Then, as we will see, it will always be possible to have PFs for all possible values of the parameters of the model.
The hamiltonian considered in [9] is
14)
where θ, φ ∈ C, ℜ(θ) ∈ [0, π), and ℜ(φ) ∈ [0, π). For obvious reasons we restrict to E = 0 and to θ = 0. We can deduce two different set of values of α, β, etc. for H in (2.12) such that the two hamiltonians coincide. These choices are , and then relate E and θ to a and b. In our opinion, it is also interesting to stress that the existence of pseudo-fermionic operators appears to be deeply related to the existence of EPs: in fact, in all the models considered here, a lack of validity of (2.1) implies coalescence of eigenvalues. This is expected, since a pseudo-fermionic structure is intrinsically connected with the existence of non coincident eigenvalues. We believe this nice and simple result can be extended to more pseudo-fermionic modes (i.e. to Hilbert spaces with dimension 2 N , for some natural N) and to the much more complicated situation of pseudo-bosons, where (2.1) are replaced by a deformed version of canonical commutation rules, [12] . This will be part of our future analysis.
