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Re´sume´
Ce papier pre´sente une nouvelle approche pour la
description de grammaires du langage naturel et pour
leur utilisation lors de l’analyse. Nous de´finissons un mo-
de`le objet contraint qui peut eˆtre e´tendu pour imple´men-
ter les formalismes grammaticaux et eˆtre ensuite exploite´
par un configurateur pour analyser syntaxiquement des
phrases. Le cadre ge´ne´ral se nomme ✓ Grammaires de
Configuration ✔ et peut eˆtre utilise´ pour la description de
grammaires de de´pendences comme pour celle de gram-
maires syntagmatiques. Nous proposons un exemple de´-
taille´ de cette application a` un formalisme ge´ne´ratif a`
base de contraintes nomme´ les grammaires de proprie´-
te´s.
Abstract
This paper presents a novel approach to the des-
cription of natural language grammars and their use for
parsing. We define an abstract constrained object mo-
del that can be extended to implement grammar forma-
lisms, then exploited by a configurator for parsing input
sentences. The whole framework called ”Configuration
Grammars” is suitable for the description of generative
as well as dependency based grammar formalisms. We
illustrate its application to a constraint based generative
formalism called property grammars.
1 Introduction
Dans le domaine de l’analyse du langage naturel,
dans la plupart des cas, de´finir une grammaire et l’im-
ple´menter sont deux activite´s diffe´rentes. D’un coˆte´ les
grammairiens e´tudient le langage pour en extraire des
re`gles, de l’autre, les informaticiens de´veloppent des
algorithmes et des programmes qui utilisent ces re`gles
pour analyser syntaxiquement (mais e´galement se´man-
tiquement, prosodiquement, phone´tiquement, ...) des
phrases. Peu de formalismes sont capables de de´crire
plusieurs grammaires avec un seul et meˆme langage.
Les grammaires de configuration lexicalise´es [9] en sont
un exemple. Ces dernie`res utilisent des foreˆts ordon-
ne´es pour repre´senter l’information, des principes ge´-
ne´raux de bonne formation de ces foreˆts et un en-
semble de contraintes pour chaque mot, de´finies dans
un lexique, pour exploiter les proprie´te´s de la foreˆt.
Cependant, a` notre connaissance, aucun cadre gram-
matical existant n’est capable de ge´ne´rer, pour toute
grammaire, un analyseur a` partir d’une description de
grammaire. Notre approche le permet et nous pou-
vons conside´rer que dans celle-ci ✓ la grammaire EST
l’analyseur ✔. La configuration [12] est un outil pour
la recherche de mode`les finis qui consiste, dans le cas
ge´ne´ral, a` simuler la re´alisation d’un produit plus ou
moins complexe a` partir de composants, choisis dans
un catalogue de types de composants. Diffe´rentes ap-
proches, base´es sur les CSP1 ou la programmation lo-
gique comme [14, 1, 16] par exemple, ont e´te´ propose´es
pour re´soudre les proble`mes de configuration.
1.1 Objectifs de cet article
Notre approche consiste a` de´crire les grammaires
en tant que mode`les objet contraints (en utilisant un
mode`le objet contraint abstrait) et permet d’obtenir
directement un analyseur (e´galement appele´ parseur)
a` partir de cette repre´sentation. Ce parseur est im-
plicitement fourni par la recherche de mode`les finis
1Constraint Satisfaction Problem
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Fig. 1 – Arbres syntaxiques pour la phrase ✓ La roue tourne ✔
applique´e au mode`le objet contraint. Nous pre´sen-
tons le formalisme des grammaires de configuration,
un mode`le objet contraint abstrait et les re`gles d’ex-
tension de ce dernier afin de capturer toute sorte de
formalisme grammatical. Un mode`le objet contraint
est un mode`le objet au sens classique du terme (repre´-
sentable notamment par des diagrammes UML2 [10])
dont les re`gles ✓ d’assemblage ✔ des objets sont sou-
mises a` des contraintes. Aucun langage n’est adopte´
par toute la communaute´ pour repre´senter les mo-
de`les objet contraints. Pour cela, nous utilisons un
langage formel ✓ standard ✔, le langage Z [15], pour
assoir formellement les descriptions des mode`les ob-
jet contraints. Ce langage posse`de l’avantage de repo-
ser sur la the´orie des ensembles (un mode`le objet est
un ensemble d’objets) et de disposer d’outils comme
le ✓ typechecker ✔ fuzz qui assure une correction des
types dans la de´finition des mode`les objets contraints.
Ainsi, de´crire une grammaire avec le formalisme que
nous proposons revient a` de´finir sa se´mantique for-
melle.
Les the´ories grammaticales se partagent en
deux familles de formalismes, la premie`re se
nomme ✓ generative-enumerative syntactic frame-
work ✔ (GES), la seconde, ✓model-theoretic syntactic
framework ✔ (MTS). Leur comparaison est propose´e
dans [13]. Ces deux classes he´ritent toutes deux de la
logique classique. En effet, le formalisme GES com-
prend les the´ories utilisant des re`gles de re´e´critures,
tandis que le formalisme MTS est associe´ a` la recherche
de mode`les et donc a` la se´mantique des formules. L’ap-
proche que nous proposons appartient par de´finition
au cadre MTS.
Les diffe´rences entre les the´ories grammaticales ne
reposent pas seulement sur l’opposition re`gles d’infe´-
rence / recherche de mode`les mais e´galement, sur la
manie`re dont elles conside`rent les e´le´ments de la phrase
et les relations entre ces e´le´ments. De nouveau, deux
groupes sont a` exhiber. D’une part, les grammaires
syntagmatiques, he´rite´es des travaux de Chomsky [5]
et d’autre part les grammaires de de´pendance, de´finies
formellement pour la premie`re fois par [17]. Les gram-
maires syntagmatiques s’interessent a` la structure des
phrases et ve´rifient que les groupes de mots sont bien
forme´s et autorise´s dans une construction donne´e. Les
grammaires de de´pendance quant a` elles, s’inte´ressent
aux relations qu’entretiennent les mots entre eux dans
la phrase. Conside´rons la phrase ✓ La roue tourne ✔,
d’un coˆte´ l’analyse se fera en terme de groupe nominal
(constitue´ d’un de´terminant et d’un nom) + groupe
verbal (constitue´ uniquement d’un verbe), de l’autre
en terme de relation sujet entre tourne et roue et de
relation det (pour ✓ de´termine´ par ✔) entre roue et la.
Ces deux analyses fourniront les arbres syntaxiques
pre´sente´s sur la figure 1.
Cet article pre´sente un nouveau cadre ge´ne´rique de
formalisation dans le domaine de l’analyse du langage
naturel. Ce cadre est suffisamment expressif pour les
proble`mes traite´s et il ge´ne`re automatiquement, a` par-
tir de la description de toute grammaire, l’analyseur
correspondant. Nous de´taillons un exemple d’applica-
tion provenant des grammaires syntagmatiques : l’ap-
plication aux grammaires de proprie´te´s [4]. Nous illus-
trons de plus la facilite´ d’extension de notre forma-
lisme pour prendre en compte tout type de grammaire
et sa ge´ne´ricite´ par son application aux grammaires
de configuration lexicalise´es. Cette dernie`re remarque
est accentue´e par la pre´sentation dans [7] de l’appli-
cation des grammaires de configuation a` la grammaire
de de´pendence de´finie dans [6].
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1.2 Plan de l’article
La section 2 pre´sente la formalisation des gram-
maires de configuration, la section 3 de´crit la formali-
sation de toute grammaire de proprie´te´ en grammaire
de configuration. La section 4 propose l’application de
la configuration comme outil de recherche de mode`les
finis sur le mode`le objet contraint re´sultant. Enfin, la
section 5 conclue sur l’utilisation, les performances et
les limites de ces techniques dans le cadre de ces re-
cherches.
2 Formalisation des grammaires de confi-
guration
Nous proposons une spe´cification en langage Z du
mode`le abstrait des grammaires de configuration.
2.1 De´finition des types
Tout e´le´ment utilise´ dans notre approche est du type
Object, de´finit ci-dessus :
[Object ]
La notation ci-dessus est la de´claration d’un type non-
interpre´te´ en Z . Les objets utilise´s sont groupe´s en
classes 2 :
Class == ☛Object
Les classes de´finissent des ensembles d’objets qui par-
tagent les meˆmes proprie´te´s. Un objet membre d’une
classe est appele´ une instance de cette classe.
2.2 De´finition du mode`le objet
Le noyau de notre formalisme est constitue´ des
quatre classes suivantes :
Text : Class
Sentence : Class
Word : Class
Cat : Class
Sentence ⊆ Cat
Un texte (Text) est une se´quence de phrases (Sen-
tence), elles-meˆmes construites a` partir de se´quences
de mots (Word). L’expression Sentence ⊆ Cat signi-
fie que toute instance de la classe Sentence est aussi
une instance de la classe Cat, on dit que la classe Sen-
tence he´rite de la classe Cat ou encore qu’elle en est
une classe fille ou une sous-classe. Nous allons voir
2Le symbole ☛ est le symbole de power-set, le symbole ==
repre´sente un raccourcis de notation
plus loin comment de´finir des attributs et des rela-
tions entre les classes, cependant nous pouvons dire
d’ores et de´ja` qu’une classe fille he´rite des attributs et
relations de´finis pour sa classe me`re (ou super-classe).
2.2.1 La classe Cat
La classe cat est la classe abstraite dont he´riteront
les futures classes adjointes au mode`le lors de la de´fi-
nition de grammaires, elle est le lien entre la donne´e
brute que constitue le texte a` analyser et la grammaire
utilise´e. Le nom cat donne´ a` cette classe est issu des
the´ories linguistiques qui appellent en ge´ne´ral les e´le´-
ments syntaxiques des ✓ cate´gories ✔. Les classes filles
de cat diffe`reront en fonction du formalisme de´crit :
– pour une grammaire syntagmatique, les sous-
classes de cat seront des classes telles que N, Pro,
etc... qui caracte´risent les e´le´ments terminaux (les
mots) et SN, SV, etc... qui repre´sentent les sym-
boles non-terminaux ou groupes.
– pour une grammaire de de´pendance, elles seront
telles que N, Pro, etc... qui caracte´risent chaque
mot et det, sujet, etc... qui caracte´risent les liens
entre ces mots.
2.2.2 Attributs
Un attribut d’une classe est une variable locale a`
cette classe qui pour une instance donne´e va prendre
sa valeur dans son domaine de de´finition. Un attribut
d’une classe est de´fini par une fonction de la classe vers
le domaine de valeurs de l’attribut. Seules les cate´go-
ries ont des attributs 3 :
phon : Cat✧ String
begin : Cat✧✌
end : Cat✧✌
– phon4 se veut eˆtre la notation phone´tique associe´e
aux mots constituant une cate´gorie.
– begin repre´sente la position de de´but de la cate´-
gorie, end sa position de fin.
2.2.3 Relations
La classe sentence est une sous-classe de la classe
Cat, ainsi, toute phrase dispose des attributs begin et
end repre´sentant respectivement les positions de de´but
et de fin d’une instance de cat. Nous de´finissons ci-
dessous les relations constituents et constituentsRev
qui repre´sente les phrases contenues dans un texte 5
3Le symbole✧ repre´sente une fonction
4le type String n’est pas de´fini par de´faut en Z , nous le de´-
clarons : [String]
5
✔ repre´sente une fonction partielle, l’ope´rateur infixe #
est l’ope´rateur de cardinalite´, ⇔ est le symbole de l’e´quivalence
logique.
110
Fig. 2 – Mode`le UML pour les grammaires de configuration
De plus, les phrases, dans un texte, sont ordonne´es
(par leurs attributs) :
constituents : Text✧☛Sentence
constituentsRev : Sentence✔ Text
∀ t : Text • #(constituents(t)) ≥ 1
∀ t : Text ; s : Sentence • s ∈ constituents(t)⇔
t = constituentsRev(s)
∀ t : Text • ∀ s1, s2 : constituents(t) | s1 6= s2 •
((begin(s1) < begin(s2)) ∨
(begin(s2) < begin(s1)))
Toute contrainte s’e´crit en suivant le sche´ma suivant :
de´claration | conditions • relation entre les variables
de´clare´es. L’ensemble des phrases grammaticalement
valides correspondent a` un sous-ensemble de cate´go-
ries (par exemple, une phrase en franc¸ais peut eˆtre de
type groupe nominal (SN) suivit d’un groupe verbal
(SV)), c’est ce que traduit la fonction associatedCat
ci-dessous :
associatedCat : Sentence✧☛Cat
associatedCatRev : Cat✔ Sentence
∀ s : Sentence • #(associatedCat(s)) ≥ 1
∀ s : Sentence; c : Cat • c ∈ associatedCat(s)⇔
s = associatedCatRev(c)
Une phrase contient une liste de mots, de plus, elle
connait le premier mot de cette liste :
firstWord : Sentence✧Word
wordList : Sentence✧☛Word
wordListRev : Word✔ Sentence
∀ s : Sentence • #(wordList(s)) ≥ 1
∀ s : Sentence; w : Word • w ∈ wordList(s)⇔
s = wordListRev(w)
∀ s : Sentence •
∀w : firstWord(s) • w ∈ wordList(s)
Dans une phrase, les mots sont ordonne´s :
next : Word✔Word
nextRev : Word✔Word
∀w1 : Word ; w2 : Word • w2 ∈ next(w1)⇔
w1 = nextRev(w2)
Dans toute phrase non-ambigu¨e, tout mot est asso-
cie´ a` exactement une seule cate´gorie. Dans une phrase
ambigu¨e, les mots sont potentiellement associables a`
plusieurs e´tiquettes mais pour une analyse syntaxique
donne´e, une seule e´tiquette lui est asocie´e. La fonction
associatedCat associe a` chaque mot, pour une analyse
donne´e, une et une seule cate´gorie6.
associatedCat : Word✘ Cat
associatedCatRev == associatedCat∼
Cet ensemble de fonctions et de types repre´sente un
mode`le objet (contraint)7 Il existe une bijection entre
6L’ope´rateur ∼ est le symbole d’inverse relationnel, il ne peut
eˆtre utilise´ pour de´finir les relations inverses que dans le cas de
fonctions (non partielles) ayant comme valeur un singleton (pas
de ☛)
7Constraint est ici entre parenthe`ses car aucune contrainte de
compatibilite´ n’a e´te´ de´finie. Seules les contraintes relationnelles
(de´finissant des contraintes sur les relations entre les e´le´ments,
telles que la cardinalite´ des relations) sont de´finies.
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ces de´finitions de classes, objets, relations et les dia-
grammes de classe UML28 [10]. Le mode`le objet ainsi
de´fini peut donc eˆtre repre´sente´ par un diagramme de
classes UML comme illustre´ sur la figure 2. Ce mode`le
objet est le mode`le objet abstrait que nous utilisons
pour imple´menter les formalismes grammaticaux. Im-
ple´menter une grammaire dans notre formalisme, ne´-
cessite l’introduction dans le mode`le de nouvelles sous-
classes de la classe Cat . Nous allons illustrer ces cre´a-
tions par l’imple´mentation de deux grammaires : une
the´orie syntagmatique appele´e les grammaires de pro-
prie´te´s et une the´orie a` base de de´pendances, appele´e
les grammaires de configuration lexicalise´es.
3 Formalisation d’une grammaire de pro-
prie´te´s
Les grammaires de proprie´te´s[3, 4] est un formalisme
issu des the´ories syntagmatiques. Les grammaires is-
sues de cette the´orie conside`rent les phrases comme
des ensembles ordonne´s de syntagmes (syntagme no-
minal, syntagme verbal, ...) qui eux-meˆmes sont com-
pose´s de syntagmes ou de mots. Les analyses effec-
tue´es par ces grammaires produisent des arbres syn-
taxiques comme celui de la figure 1(a). Les grammaires
de proprie´te´s, comme de nombreuses the´ories linguis-
tiques, utilisent des structures de traits pour repre´sen-
ter les e´tiquettes des arbres syntaxiques. Tout mot uti-
lise´ dans un texte est associe´ a` une cate´gorie. Ce type
de cate´gorie est appele´ cate´gorie terminale car elles
ne peuvent pas contenir d’autres cate´gories. Les ca-
te´gories qui peuvent contenir d’autres cate´gories sont
appele´es des cate´gories non-terminales. Dans ce for-
malisme, les re`gles de bonne formation des cate´gories
non-terminales sont nomme´es des proprie´te´s.
3.1 Formalisation des cate´gories
Les cate´gories sont repre´sente´es par des structures
de traits qui peuvent contenir des attributs et des
proprie´te´s. La figure 3 illustre la cate´gorie NP qui
peut eˆtre utilise´e pour repre´senter un groupe nominal
(Noun Phrase). Dans notre approche, les cate´gories
correspondent aux classes, les attributs a` des attri-
buts de classes, et les proprie´te´s a` des contraintes sur
les classes. Le trait Feat. repre´sente les attributs de
la cate´gorie et la partie Props. de´finit les proprie´te´s.
Dans la suite, XP repre´sente un syntagme ge´ne´rique,
X1, ..,Xn ,Y1, ..,Ym et Z1, ..,Zp des cate´gories et X ,
Y et Z des ensembles de cate´gories (X = {X1, ..,Xn},
Y = {Y1, ..,Ym}, Z = {Z1, ..,Zp}). XP , en tant que
syntagme ge´ne´rique, peut eˆtre remplace´ par n’importe
quel syntagme.
8Unified Modeling Language
NP
2
666666666666666666664
feat.
"
gender fem ;masc
number sing ;plur
#
props.
2
666666666666664
head N ∨©Pro
facult. Det ;Adj
unic. Det ;Adj
req. Det ⇒ N
excl. Adj < Pro
Det < Pro
lin. Det ≺ N
agr. N.gen ≡ Det.gen
N.nb ≡ Det.nb
3
777777777777775
3
777777777777777777775
Fig. 3 – La cate´gorie NP (Noun Phrase) repre´sentant
un groupe nominal
3.2 Formalisation des attributs
fem, masc, sing et plur sont des objets particuliers
de l’univers et sont de´crits ci-dessous :
fem,masc, sing , plur : Object
A partir de ces spe´cifications, les fonctions suivantes
vont imple´menter les attributs de classes :
XPGender : XP✧ {fem,masc}
XPNumber : XP✧ {sing , plur}
3.3 Formalisation des proprie´te´s
Les proprie´te´s sont des contraintes sur les cate´go-
ries, elles sont utilise´es pour repre´senter les re`gles de
bonnes formation des phrases. Nous pre´sentons les pro-
prie´te´s qui assurent une bonne repre´sentation pour une
grammaire ge´ne´rale. Cependant, il est toujours pos-
sible d’ajouter d’autres proprie´te´s. Ces proprie´te´s se-
ront traductibles dans le formalisme choisi puisque ce
dernier est plus expressif que celui des grammaires de
proprie´te´s. Les proprie´te´s sont de´finies dans la litte´-
rature [3, 4, 8], nous rappellons ici les sept proprie´te´s
pre´sente´es dans [4] :
XP


props.


head
{
X1, ..,Xn
}
facult
{
Y1, ..,Ym
}
Unic
{
Z1, ..,Zp
}
req.
{
X1, ..,Xn
}
⇒
{
Y ′1, ..,Y
′
m
}
excl.
{
X1, ..,Xn
}
<
{
Y1, ..,Ym
}
lin. X ≺ Y
agr. att(Xi) ≡ att(Yj )




Ces septs proprie´te´s repre´sentent :
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– head : proprie´te´ de teˆte. Une teˆte est obligatoire et
unique dans tout syntagme. C’est l’e´le´ment cen-
tral du syntagme (comme, par exemple, le verbe
dans un groupe verbal), c’est notamment lui qui
va porter l’accord du syntagme.
– facult : proprie´te´ de facultativite´. Cet ensemble de
cate´gories repre´sente les e´le´ments, non-teˆte, pou-
vant entrer dans la construction d’un syntagme.
– Unic : proprie´te´ d’unicite´. Cette proprie´te´ de´finit
qu’elles sont, parmis les cate´gories facultatives,
celles qui ne peuvent pas apparaˆıtre plus d’une
fois dans le syntagme.
– req. : proprie´te´ d’exigence. Cette contrainte de´fi-
nit les obligations de coocurrence entre cate´gories
dans un syntagme.
– excl. : proprie´te´ d’exclusion. Cette contrainte de´-
finit les obligations de non-coocurrence entre ca-
te´gories dans un syntagme.
– agr. : proprie´te´ d’accord. Cette proprie´te´ de´finit
comment s’accordent les e´le´ments constituant le
syntagme.
Les proprie´te´s de teˆte (Head) et de facultativite´ (Fa-
cultative) sont formalise´es par des fonctions sur le mo-
de`le objet, par exemple, la teˆte d’un SN est un N ou
un Pro. Les deux relations NPHN et NPHPro sur la fi-
gure 5 repre´sentent ces relations. Cependant, une teˆte
e´tant unique et obligatoire, il est ne´cessaire d’exprimer
que la somme des cardinalite´s de ces deux relations
doit eˆtre e´gale a` 1, c’est ce que traduit la contrainte
suivante :
∀np : NP • #NPHN (np) + #NPHPro(np) = 1
A partir des deux sous-ensembles de cate´gories Head
et Facultative, il est possible de de´finir l’ensemble des
cate´gories appartenant a` un syntagme. Nous nom-
mons cet ensemble Const (pour constituants) et le
de´finissons par l’union des ensembles teˆtes et facul-
tatifs. Les cinq autres proprie´te´s sont formalise´es par
des contraintes. Nous pre´sentons sur la figure 4 leur
formalisation a` l’aide de la cate´gorie ge´ne´rique XP.
4 Exemples
Tout comme le formalisme des mode`les objets
contraints, le formalisme de la configuration est cor-
rect et complet mais reste semi-de´cidable. Pour les
deux exemples suivants, nous pre´sentons dans un pre-
mier temps la traduction de la grammaire dans notre
formalisme puis des re´sultats qualitatifs9.
9Les imple´mentations pre´sente´es dans cet article ont e´te´ re´a-
lise´es sur un pentium M 2GHz, avec 1024 Mo de RAM sous le
syste`me d’exploitation Microsoft Windows XP SP2 en utilisant
Unique :
∀ xp : XP ; z : Z • #(XPConst(xp) ∩ z ) ≤ 1
Requirement :
∀ xp : XP •
∀ x : X • (XPConst(xp) ∩ x 6= ✣)⇒
(∃ y : Y ′ • ∀ y ′ : y • XPConst(xp) ∩ y ′ 6= ✣)
Exclusion :
∀ xp : XP • ∀ x : X ; y : Y •
((XPConst(xp) ∩ x 6= ✣)⇒
(XPConst(xp) ∩ y = ✣))
∧ ((XPConst(xp) ∩ y 6= ✣)⇒
(XPConst(xp) ∩ x = ✣))
Linearity :
∀ xp : XP • ∀ x : X ; y : Y |
((x ∩XPConst(xp) 6= ✣)
∧ (y ∩XPConst(xp) 6= ✣)) •
∀ x ′ : x ; y ′ : y • end(x ′) ≤ begin(y ′)
Agreement :
∀ xp : XP • ∀ x : X1; y : Y1 |
x ∈ XPConst(xp) ∧ y ∈ XPConst(xp) •
Xatt(x ) = Yatt(y)
Fig. 4 – Formalisation des proprie´te´s d’unicite´, d’exi-
gence, d’exclusion de line´arite´ et d’accord
4.1 Une grammaire de proprie´te´ pour analyser syn-
taxiquement des syntagmes nominaux
Un syntagme nominal (NP pour noun phrase) est
repre´sente´ dans le formalisme des grammaires de pro-
prie´te´s par une structure de traits comme celle de´finie
sur la figure 3. A partir de cette description du NP
et des re`gles de traduction vues en section 3, la fi-
gure 5 propose un mode`le objet correspondant a` cette
structure de traits. Sur cette figure, les cate´gories ap-
paraissent dans la de´finition du NP qui he´rite de la
classe cat. Les cardinalite´s des relations NPAdj et NP-
Det sont e´gales a` 0..1, elles prennent ainsi en compte
la proprie´te´ d’unicite´. Nous avons imple´mente´ un ge´-
ne´rateur de proble`mes de configuration qui prend en
entre´e un fichier LaTeX contenant la description de la
grammaire de proprie´te´s (comme celle pre´sente´e sur
le configurateur Ilog JConfigurator 2.19.
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la figure 3). Cette premie`re e´tape du ge´ne´rateur ve´-
rifie que la grammaire est bien forme´e. Par exemple,
elle ve´rifie que toutes les cate´gories sont bien de´finies
et qu’il n’y a pas d’appel a` une cate´gorie inconnue.
Ensuite, pour chaque phrase, le programme ge´ne`re un
ensemble de classes et de relations dans le mode`le ob-
jet du proble`me de configuration en construction. Le
Fig. 5 – Diagramme UML pour l’analyse de syntagme
nominal (NP)
mode`le objet seul n’est pas assez expressif pour re-
pre´senter toute la grammaire, les proprie´te´s sont tra-
duites en contraintes pre´sente´es sur la figure 6. Cette
grammaire, comme toute autre, ne´cessite un lexique
ou`, pour chaque mot rencontre´, l’analyseur peut al-
ler chercher les cate´gories associables. Par exemple ;
la figure 7 pre´sente une partie d’un lexique du fran-
c¸ais. Sur ce tableau, la premie`re colonne repre´sente
le mot, la seconde la cate´gorie et dans les troisie`me,
quatrie`me et cinquie`me colonnes, les valeurs pour les
attributs de genre, de nombre et de personne. A par-
tir de cette grammaire et de ce lexique, nous pouvons
analyser des syntagmes nominaux simples comme : ✓ la
roue bleue ✔. Le processus d’analyse ge´ne`re en premier
lieu des instances des classes Text, Sentence et Word
en rapport avec la phrase saisie (et lie ces ensembles
entre-eux). Ensuite, les instances des classes issues de
la classe cat sont ge´ne´re´es en suivant les informations
du lexique. Finallement, le parseur tente de trouver
une solution avec l’ensemble de ces e´le´ments.
Head :
∀np : NP • #NPHN (np) + #NPHPro(np) = 1
Requirement :
∀np : NP •
(#NPDet(np) = 1) ⇒ (#NPHN (np) = 1)
Exclusion :
∀np : NP •
((#NPAdj (np) = 1) ⇒ (#NPHPro(np) = 0)) ∧
((#NPHPro(np) = 1) ⇒ (#NPHAdj (np) = 0))
∀np : NP •
((#NPDet(np) = 1) ⇒ (#NPHPro(np) = 0)) ∧
((#NPHPro(np) = 1) ⇒ (#NPHDet(np) = 0))
Linearity :
∀np : NP |
(#NPDet(np) = 1) ∧ (#NPHN (np) = 1) •
end(NPDet(np)) < begin(NPHN (np))
Agreement :
∀np : NP |
(#NPDet(np) = 1) ∧ (#NPHN (np) = 1) •
gen(NPDet(np)) = gen(NPHN (np))
∀np : NP |
(#NPDet(np) = 1) ∧ (#NPHN (np) = 1) •
num(NPDet(np)) < num(NPHN (np))
Fig. 6 – Contraintes pour l’analyse d’un SN
Le re´sultat de ce processus d’analyse sur le syn-
tagme nominal ✓ la roue bleue ✔ contient les objets sui-
vant : {t :Text, s :Sentence, m la :word, m roue :word,
m bleue :word, la :Det, bleue :Adj, roue :N}10.
L’exemple de grammaire de proprie´te´s traite´ ici est
volontairement simple pour faciliter la compre´hension
du me´canisme des grammaires de configuration. Notre
approche a e´te´ teste´e avec une grammaire couvrant un
sous-ensemble du franc¸ais constitue´ de phrases accep-
tant :
– des syntagmes verbaux dont les comple´ments
peuvent eˆtre des syntagmes nominaux, adjecti-
vaux ou adverbiaux,
– des syntagmes nominaux plus complexes (avec,
par exemple, des syntagmes pre´positionnels im-
10La notation a :b signifie que l’objet nomme´ a est une ins-
tance de la classe (est de type) b. Les instances de mots sont
pre´ce´de´es de ✓m ✔ pour ne pas les confondre avec les instances
des classes filles de cat.
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mot cat genre nombre personne
... ... ... ... ..
bleue Adj fem sing -
... ... ... ...
la Det fem sing 3
la Pro fem sing 3
... ... ... ...
roue N fem sing 3
... ... ... ...
Fig. 7 – Partie d’un lexique du franc¸ais
t :Text
s :Sentence
ggg
ggg
ggg
ggg
gg
WWW
WWW
WWW
WWW
WW
la :Det roue :N bleue :Adj
m la :word m roue :word m bleue :word
Fig. 8 – Arbre syntaxique pour le groupe nominal ✓ la
roue bleue ✔
brique´s)
– ...
Un exemple de phrase accepte´e par cette gram-
maire (en conside´rant le lexique ade´quat11) peut eˆtre
✓ la roue bleue de la charette de mon pe`re a six
rayons ✔. Des de´tails sur cette grammaire sont pre´-
sente´s dans [7].
4.2 Une grammaire de configuration lexicalise´e
pour analyser le scrambling language
L’inte´reˆt de ce langage hors-contexte est la prise en
compte des relations entre les mots dans un langage ou`
l’ordre des mots est (plus ou moins) libre. Par exemple,
en allemand, les noms arguments d’un syntagme verbal
peuvent eˆtre permute´s. Cette permutation est appele´e
scrambling. Il a e´te´ prouve´ [2] qu’un formalisme peut
prendre en compte le proble`me du scrambling si et
seulement si il peut mode´liser le langage suivant :
SCR = {pi(n [0], . . . ,n [k ])v [0], . . . , v [k ]}
with k ≥ 0 and pi a permutation
11Il est important de noter e´galement, que la taille du lexique
n’a pas d’importance sur les qualite´s des solutions trouve´es.
Les grammaires de configuration lexicalise´es [9] uti-
lisent des contraintes, de´finies dans le lexique (Lex ),
pour construire l’analyseur. La grammaire est de´-
finie par GSCR = ({n, v}, {n, v},Lex ). Une entre´e
du lexique est repre´sente´e par le triplet 〈A,B ;C 〉,
ou` A est l’ensemble des e´tiquettes d’areˆtes entrantes
possibles pour l’entre´e conside´re´e, B est l’ensemble
des e´tiquettes d’areˆtes sortantes et C l’ensemble des
contraintes liant le nœud courant (associe´ a` l’entre´e du
lexique) et les e´le´ments de A et de B . Pour le scram-
bling language, les entre´es lexicales sont :
– 〈{n},✣; t〉
– 〈✣, {n, v}; n ≺ ı ∧ ı ≺ v ∧ ı ⋊⋉ v〉
– 〈{v}, {n, v}; n ≺ ı ∧ ı ≺ v ∧ ı ⋊⋉ v〉
– 〈✣, {n}; n ≺ ı
ou` ı repre´sente le nœud courant, ≺ la relation de pre´ce´-
dence line´aire et ⋊⋉ la relation d’adjacence. Ces entre´es
signifient respectivement :
– Tout nœud ayant une areˆte entrante e´tiquete´ n et
n’ayant pas d’areˆte sortante n’est soumis a` aucune
contrainte (t pour true, contrainte toujours vraie).
– Tout nœud n’ayant pas d’areˆte entrante et ayant
une e´tiquette sortante e´tiquete´e n ou v suit un
nœud e´tiquete´ n et pre´ce`de directement un nœud
e´tiquete´ v (ı ≺ v ∧ ı ⋊⋉ v).
– Tout nœud ayant une areˆte entrante e´tiquete´e v
et ayant une e´tiquette sortante e´tiquete´e n ou v
suit un nœud e´tiquete´ n et pre´ce`de directement
un nœud e´tiquete´ v (ı ≺ v ∧ ı ⋊⋉ v).
– Tout nœud ne posse´dant pas d’areˆte entrante et
ayant une areˆte sortante e´tiquete´e n doit avoir au
moins un nœud e´tiquete´ n place´ avant lui.
La figure 9 repre´sente les classes introduites dans
le mode`le objet des grammaires de configuration pour
prendre en compte le scrambling language. La figure 10
n
nRev
1
1
-phon : String
-begin : int
-end : int
v
vRev
v
0..1
Cat
0..1
n
Fig. 9 – Mode`le objet pour le scrambling language
quant a` elle pre´sente les contraintes associe´es au mo-
de`le objet et correspondant aux contraintes du lexique
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des grammaires de configuration lexicalise´es.
∀ vi : v • (vi .n.fin ≤ vi .debut)
∀ vi : v • (vi .v .debut = (vi .fin) + 1)
∀ vi : v •
(#(vi .catAssociee
∼.suivant) = 0) ∨
(vi .v = vi .catAssociee
∼.suivant .catAssociee)
p.catAssociee ∩ v 6= ✣
∀ vi : v | vi = p.catAssociee • #(vi .v
∼) = 0
Fig. 10 – Contraintes pour le scrambling language
Avec cette de´finition de grammaire, analyser une
se´quence de mots telle que ✓ nnvv ✔ produit :
– un ensemble d’objets : {t :Text, s :sentence,
n1 :word, n2 :word, v1 :word, v2 :word, n1 :n, n2 :n,
v1 :v, v2 :v} tels que les vs sont ordonne´s et les
ns ne le sont pas.
– les deux solutions (ou` ∀ i ∈ {0, 1}, x ∈ {n, v} xi :
word est lie´ a` xi : x ) :
– l’une ou` v1 est lie´ a` n1 et v2 a` n2
– l’autre ou` v1 est lie´ a` n2 et v2 a` n1
– et seulement ces deux solutions
Cet analyseur peut eˆtre utilise´ aussi bien de manie`re
analytique ou ge´ne´rative.
5 Conclusion
Nous avons pre´sente´ les Grammaires de Configura-
tion, un nouveau cadre de traitement pour les gram-
maires du langage naturel. Ce cadre est base´ sur un
mode`le objet contraint abstrait. Ce mode`le peut eˆtre
e´tendu pour capture´ des formalismes grammaticaux de
divers horizons. L’utilisation du langage Z assure une
se´mantique forte au mode`le. Plus spe´cifiquement, nous
attachons une se´mantique formelle aux proprie´te´s des
Grammaires de Proprie´te´s, se´mantique non pre´sente
dans le travail original.
Toute grammaire posse`de son propre langage d’ex-
pression et une question inte´ressante est de savoir quel
est l’inte´reˆt de re´-e´crire les grammaires existantes dans
un ✓ autre nouveau ✔ formalisme. Premie`rement, cette
re´-e´criture permet de comparer les diffe´rentes gram-
maires en se basant sur un unique langage, en ef-
fet, ces grammaires ne pouvaient pas eˆtre compare´es
avant puisqu’elles ne partagent pas les meˆmes notions.
Deuxie`mement, le parseur produit peut eˆtre utilise´
aussi bien de manie`re analytique que ge´ne´rative. Cette
proprie´te´, triviale pour le scrambling language, reste
vraie pour les grammaires applique´es au langage natu-
rel. Ainsi, notre approche permet de tester les gram-
maires du point de vue de la surge´ne´ration et de la
sous-ge´ne´ration d’une grammaire.
Certains principes et leur formalisation peuvent eˆtre
de´veloppe´s pour limiter le nombre de contraintes.
Par exemple, pour chaque relation re´flexive (les at-
tributs dom et ran de la fonction sont e´gaux), une
contrainte telle que ✓ ∀ c : dom • index (relation(c))! =
index (c) ✔ doit eˆtre de´finie pour ordonner les e´le´ments.
Cette contrainte peut eˆtre replace´e par un principe du
type : ✓ toute relation est ordonne´e ✔. Ce principe peut
eˆtre imple´mente´ comme une relation universelle de Cat
vers Cat qui repre´sente toutes les autres relations et
qui dispose des proprie´te´s ade´quates.
Il existe de nombreux travaux dans le domaine de
la configuration pour ame´liorer les re´sultats de la re-
cherche de mode`les, comme les proble`mes d’e´limina-
tion de syme´tries [11] par exemple. Ces travaux, en
ame´liorant la recherche de mode`les finis, fourniront,
sans nul doute, une aide supple´mentaire a` notre pro-
cessus de re´solution.
Re´fe´rences
[1] Je´roˆme Amilhastre, He´le`ne Fargier, and Pierre
Marquis. Consistency restoration and explana-
tions in dynamic csps—-application to configu-
ration. Artificial Intelligence, 135(1-2) :199–234,
2002.
[2] Tilman Becker, Owen Rambow, and Michael Niv.
The derivational generative power of formal sys-
tems, or, scrambling is beyond LCFRS. Technical
Report IRCS-92-38, Institute for research in cog-
nitive science, Philadelphia, PA, 1992.
[3] Philippe Blache. Property grammars and the pro-
blem of constraint satisfaction. In ESSLLI-2000
workshop on Linguistic Theory and Grammar Im-
plementation, pages 47–56, 2000.
[4] Philippe Blache. Les Grammaires de Proprie´te´s :
des contraintes pour le traitement automatique
des langues naturelles. Herme`s Sciences, 2001.
[5] Noam Chomsky. Aspects of the Theory of Syntax.
MIT Press, 1965.
[6] Denys Duchier and Ralph Debusmann. Topologi-
cal dependency trees : A constraint-based account
of linear precedence. In proceedings of the 39th
Annual Meeting of the Association for Compu-
116
tational Linguistics (ACL 2001), pages 180–187,
2001.
[7] Mathieu Estratat. Vers les grammaires de confi-
guration. the`se de doctorat, Universite´ Paul Ce´-
zanne - Aix-Marseille III, Novembre 2006. direc-
teur : Laurent Henocque.
[8] Mathieu Estratat and Laurent Henocque. Par-
sing languages with a configurator. In procee-
dings of the European Conference for Artificial
Intelligence ECAI 2004, pages 591–595, Valencia,
Spain, August 2004.
[9] Robert Grabowski, Marco Kuhlmann, and Ma-
thias Mo¨hl. Lexicalised configuration grammars.
In Second International Workshop on Constraint
Solving and Language Processing (CSLP 2005),
Sitges, Spain, 2005.
[10] Object Management Group. UML. Technical Re-
port 2.0, OMG, 2004.
[11] Laurent Henocque, Mathias Kleiner, and Nicolas
Prcovic. Advances in polytime isomorph elimina-
tion for configuration. In proceedings of Principles
and Practice of Constraint Programming - CP
2005,, pages 301–313, Sitges Barcelona, Spain,
2005. Springer.
[12] Daniel Mailharro. A classification and constraint
based framework for configuration. AI-EDAM :
Special issue on Configuration, 12(4) :383 – 397,
1998.
[13] Geoffrey K. Pullum and Barbara C. Scholz.
On the distinction between model-theoretic and
generative-enumerative syntactic frameworks. In
Philippe de Groote, Glyn Morrill, and Christian
Retore´, editors, ’Logical Aspect of Computational
Linguistics : 4th International Conference’ (Lec-
ture Notes in Artificial Intelligence - 2099), pages
17–43, 2001.
[14] Timo Soininen, Ilkka Niemela¨, Juha Tiihonen,
and Reijo Sulonen. Unified configuration know-
ledge representation using weight constraint rules.
In Workshop Notes of the ECAI’2000 Configu-
ration Workshop, pages 79–84, Berlin, Germany,
August 2000.
[15] J. M. Spivey. The Z Notation : a reference ma-
nual. Prentice Hall originally, now J.M. Spivey,
2001.
[16] Markus Stumptner and Alois Haselbo¨ck. A gene-
rative constraint formalism for configuration pro-
blems. Advances in Artificial Intelligence : Pro-
ceedings of the Third Congress of the Italian Asso-
ciation for Artificial Intelligence AI*IA’93, pages
302–313, 1993.
[17] Lucien Tesnie`re. Ele´ments de syntaxe structurale.
Klincksiek, Paris, 1959.
117
