The paper presents our endeavor to improve state-of-the-art speech recognition results using attention based neural network approaches. Our test focus was LibriSpeech, a well-known, publicly available, large, speech corpus, but the methodologies are clearly applicable to other tasks. After systematic application of standard techniques -sophisticated data augmentation, various dropout schemes, scheduled sampling, warm-restart -, and optimizing search configurations, our model achieves 4.0% and 11.7% word error rate (WER) on the test-clean and testother sets, without any external language model. A powerful recurrent language model drops the error rate further to 2.7% and 8.2%. Thus, we not only report the lowest sequence-tosequence model based numbers on this task to date, but our single system even challenges the best result known in the literature, namely a hybrid model together with recurrent language model rescoring. A simple ROVER combination of several of our attention based systems achieved 2.5% and 7.3% WER on the clean and other test sets.
Introduction
With the widespread use of deep neural networks (NN), end-toend approaches have rapidly gained popularity in speech recognition community as a result of dramatic simplification of the training and decoding pipelines. Such models can operate on characters, sub-words, or even full-words instead of phonetic sub-states, hence making pronunciation lexicon unnecessary. The model can directly map audio feature sequences (x 
Depending on the end-to-end approach, the alignment problem, which arises from the different length of the input and target sequences (T vs. L), is handled differently. In the CTC [1] , RNN-transducer [2] , or standard hybrid based approaches [3, 4] , alignment is handled explicitly in the training criterion by introducing hidden variables. In order to keep the input and output streams synchronous, skip and/or repetition is allowed, or a special blank symbol is introduced to equalize the sequence lengths. The other frequently used approach, on which this paper will focus, is attention based encoder-decoder modeling [5, 6, 7, 8] . This model handles the alignment problem internally by squashing the input stream dynamically by a trainable attention mechanism in synchrony with the output sequence. The model is capable to handle problems with non-monotonic alignment exceptionally well, and has became the state-of-theart approach in e.g. machine translation [9] .
Despite the simple left-to-right nature of speech, several attempts have been made to reach the state-of-the-art performance of a hybrid system with attention based speech recognition models [10, 11, 12] . As has been shown, a sufficiently large database might be a key component to achieve this goal [13] . Nevertheless, the usual comparisons consider hybrid results after decoding with count based language model, and often discard the fact that encoder-decoder models learn neuralnetwork-like word-sequence representation internally, which is much more powerful than count based models [14, 15] . Thus, it has still remained an open question whether attention based models can match the performance of a standard hybrid model combined with RNN-based rescoring/decoding.
Looking for the answer of the above question, we carried out several experiments with our attention based speech models on a relatively large, publicly available dataset, LibriSpeech. We present the detailed description of our successful attempt to achieve a new state of the art on this task by encoder-decoder based sequence-to-sequence model.
Experimental setup

Data description
LibriSpeech is a publicly available, read speech corpus [16] . The overall audio data for training sum up to roughly 1000 hours. The development and test sets contain approximately 10 hours of speech. Each set is split in two, the easier part is referred to as "clean" whereas the more challenging half is called "other". A 200k lexicon with manually and automatically generated pronunciations is also provided. With this lexicon the out-of-vocabulary (OOV) rate is well below 1% on the development and test sets. A text corpus of 803M million running words is also available for language modeling (LM) purposes.
Attention model
Our attention based encoder-decoder model is summarized in Eq. 2 and Fig. 1 .
After encoding the input sequence x
with a deep, pyramidal, bidirectional long-short term memory (LSTM) network [17, 18, 10] , h N 1 is processed by the decoder network ( Fig. 1) . At the lth step, the posterior vector for the output symbols is generated from the transformed decoder state d l and context-vector c l . The context vector corresponds to the attention (α) based linear combination of the encoded input vector sequence h N 1 . Our decoder network uses the location aware attention mechanism of [19] , and the previous attention is fed back after convolving it with a set of 1-dimensional kernel functions (A) along the time axis. The energy function of the attention calculation is performed by a single-layer rectified-linearunit (ReLU) feed-forward neural network [20] . W , A (matri- ces), v, bW , ba (vectors), and bv (scalar) are trainable parameters. We use a single attention mechanism, and d l is calculated by a unidirectional LSTM NN. At recognition time, the following decision is made to find the optimal sequence using an external LM:
A simple model combination of the sequence-to-sequence and LM in the first and second term is often referred to as shallowfusion [21] . The third term denotes the length normalization [22] , which helps promoting longer hypotheses. The last component corresponds to a modified version of the coverage term of [23, 24] , where I is the indicator function, and τ is a tunable parameter. Together with the max operation it forces the search to prefer paths with sharp and non-overlapping attention distributions. We found that a cumulative term might fire unnecessarily and boost weak hypothesis with unfocused attention. Eq. 3 was evaluated by beam search. The coverage term was updated at each step keeping track of the necessary statistics. Length normalization was applied when the hypothesis reached sentence end, before expanding the n-best list. The input and output of the encoder-decoder models are not handled synchronously, therefore special care should be taken to avoid running the model indefinitely. We used L < Lmax = γT as a threshold, and enforced that all hypotheses reach the sentence-end state by the Lmax step. In addition, the posterior p(y l |y
) and the prior p(y l |y l−1 1 ) probability estimates were scaled by βseq < 1 and βLM < 1 before the softmax calculation (smoothing). By default, the search process was constrained by the 200k vocabulary (Sec. 2.1), using a search graph to control the hypothesis expansion. In the case of sub-word units, the segmented form of the vocabulary was transformed to a prefix-tree. 
Training setup
Unless otherwise noted, our encoder-decoder model uses the following default settings resulted from a series of initial experiments. The input audio files are speed, tempo, and/or volume perturbed with 75% probability [25] . The encoder consists of 6 bidirectional LSTM layers with 512 nodes per layer and per direction. Its input is 50-dimensional speaker independent, utterance-level mean-normalized Gammatone (GT) features [26] . We also tested 40-dimensional MFCC features, which were speaker level mean-and-variance normalized. Following [27] , with 40% probability a randomly chosen utterance was also injected as a sequence noise, and it was mixed up with 0.3 weight with the original feature stream at spectral level. In the first layers of the encoder, the frame rate was reduced by a factor of two per layer until the desired ratio was achieved [10, 28] . As a default setting T = 4N , and the LSTM output is sub-sampled by max-pooling. Furthermore, the forward and backward directions of the LSTM outputs are summed up after every layer. We also apply 20% dropout rate to the LSTM outputs, and 20% drop-connect to the hidden-to-hidden matrices [29, 30] . The final dimension of the encoder output is 256, enforced by a linear bottleneck. In the decoder, the dropout probability is 5% for the embedding and 10% for the decoder LSTM layer. The output and the embedding layers model characters, byte-pair encoding (BPE) based sub-word units, or full-words [31] . According to Eq. 2, d l , hn, c l , andᾱ l,n have the same dimension, thus the LSTM and embedding layers in the decoder also have 256 nodes. Similarly, the attention output is filtered by 256 kernels (A) with kernel size 5. The models were trained to minimize the cross-entropy loss. We used scheduled sampling, forcing the teacher labels in 80% of the time [32] . Recordings of 24 randomly chosen speakers (9.6 hours) were selected for cross-validation. The randomly initialized models were trained from scratch for 50 epochs with variable batch size of up to 256 utterances. Depending on maximum length, the number of sequences in a batch was limited by GPU memory. In the first 10 epochs, sequences were presented in increasing length order to the network. Furthermore, the cross-entropy objective was complemented by CTC loss for 10 epochs, then linearly decayed in 5 epochs [33] . After 30 epochs, the learning rate was annealed by a factor of 1/ √ 2 in 20 steps. The final models were obtained after an additional 50-epoch training using warm-restart (SGDR) [34] , resetting merely the learning rate to its initial value of 0.01. We always used Nesterov momentum set to 0.9 [35] .
The LSTM LM and the BPE rules were trained on the merged set of the transcription of the acoustic data and the stand-alone text database (822M running words). Segmenting the LM data to characters resulted in 4.3B running tokens. All sub-word unit (including character) based attention systems and LMs used a special token to denote word end. The NNLMs have an embedding size of 512, two LSTM layers with 2048 nodes, and a 128-dimensional bottleneck layer before the softmax output. Similar to [36] , drop-connect with 10% ratio was applied to the embedding and also to the hidden-to-hidden transformation matrices of the LSTM layers, and 10% of the outputs of these layers were also dropped out. The initial learning rate and Nesterov momentum were the same as above. After 10 epochs of training, the learning rate was annealed by a factor of 1/ √ 2 in 5 steps. It should be noted that the full-word system's vocabulary was limited to 89k, the total number of unique words in the acoustic data. Therefore, during training the OOV words were simply deleted (1.2% of the data). The direct acoustic-to-word (A2W) model also imposed this limited vocabulary constraint in recognition time. Table 1 shows the model perplexities (PPL) measured on the joint dev-clean and dev-other set. In order to compare the various models, we also present perplexities normalized by the number of running words. As can be seen, character and BPE-100 (indicating 100 replacement rules) models are competitive with BPE-10k models, despite modeling much longer sequences. Training a 4-layer LSTM for BPE-100 led to 9% relative improvement in PPL. All models were trained with PyTorch [37] . The decoding hyper-parameters βseq, βLM , λLM , λ len , λct, τ , γ were optimized on dev-clean using 1-dimensional grid search iteratively. During recognition, the beam size was 30 without LM, and it was set to 80 with LM.
Experimental results
Optimizing dropout, effect of warm-restart, sequencenoise and perturbation using MFCC or GT features
In the first set of experiments, we trained the models only for 50 epochs without warm-restart, and focused on optimizing our model at the input-level. As Table 2 shows, data perturbation turned out to be more important than sequence-noise injection, nevertheless sequence-noise consistently improved the results further. Regardless of the choice of features, we ended up roughly at the same performance. We also conducted several experiments to find the optimal dropout settings. The results of tuning the encoder are summarized in Fig. 2 . Despite the significant noise in the data points, results indicate optimal dropout and drop-connect values around 0.2. As can also be seen in Table 2 , additional 50 epochs of training with warm-restart (SGDR) improved the model significantly. We note that this system already outperforms the lowest stand-alone sequenceto-sequence numbers published on this task [38] .
Interaction of scheduled sampling and search configurations
In these experiments we gradually switched off the scheduled sampling in training, the coverage term, and the prefix-tree search constraint in Eq. 3. According to [32, 38] , serious word error rate (WER) degradation can be observed without sched- uled sampling. Indeed, we obtained the worst results with 100% teacher forcing. However, vocabulary constraints and coverage stabilized the search, and the effect of scheduled sampling faded (Table 3) . Nevertheless, the best results on the development set were obtained when all three techniques were applied. We also note, irrespective of scheduled sampling, without the coverage term we observed large, over 10% relative WER variation depending on whether the search hyper-parameters were optimized on clean or other set. The variation reduced to below 0.5% with coverage term and vocabulary constraint, which clearly indicates a much more stable search configuration.
3.3. Effect of modeling units, model size, sub-sampling rate, and language model Table 4 and 5 show the results of varying modeling units, the sub-sampling rate in the encoder, and the effect of an external language model. As can be seen, the use of an LM resulted in a 30% relative WER improvement. Optimizing the sub-sampling rate for each representation unit, we found that, in contrast to other papers, larger BPE units are not beneficial if external language model is also used [11, 39] . Without an external language model (best results of each BPE system are indicated by italic font), however, large units (BPE-10k) achieved the best result on the more difficult test-other set. We explain these mixed results by the following. Clean sets can reasonably be recognized with small or even with zero language model weight, thus the easier language modeling offered by larger units is not beneficial. In contrast, "other" sets are acoustically more challenging, and larger modeling units lead to better language modeling by the decoder, which helps reducing the confusion. Similarly, an external LM helps a great deal reducing the WER. As Table 1 shows, dedicated language models are roughly in the same ballpark; and word constraints further reduce the perplexity gap between those models. Thus, finer grade modeling of speech (less sub-sampling, and smaller units) is a crucial factor recognizing speech robustly, especially if only 1000 hours of training data is available. The best results were obtained by the BPE-100 system, it achieved 2.96% and 8.48% WER on test-clean and test-other. We point out that these results are even better than the best hybrid system with lattice rescoring [40] . Aiming at improving the sequence-to-sequence model results further, we also carried out experiments adding more and wider layers to the encoder and/or decoder. In Table 5 , we present the best numbers for each modeling unit. We were also curious if more parameters could compensate for the stronger sub-sampling. Comparing the best WERs without the external LM in Table 5 (indicated by the italic font) with the corresponding number in Table 4 significant improvement was measured (e.g. 12.31→11.72% on test other). However, the increased number of parameters could not outperform the best number in Table 5 when external LM was also used. 
Vocabulary-free search with large LM, effect of beam size and discriminative training
Besides the 55M-parameter LM, we also tested a larger, 4-layer LSTM LM with 122M parameters (Table 1 ). This larger LM improved our BPE-100 results by 3-5% relative (Table 6, row  2-3) . Surprisingly, running this system without constraining the search to valid words, we observed slight gain over the 200k vocabulary baseline. We hypothesized that the improvement could be related to the fact that the word fragment language models were trained on the fragments of all (up to 970k unique) words, thus they learned to model more than those 200k words of the base vocabulary. Indeed, extension of the 200k base lexicon also improved the vocabulary constrained results. Nonetheless, vocabulary free recognition is equally powerful, yet could end up in simpler search code. Analysis of the vocabulary-free recognition output revealed correct recognition of new words which were never seen during training, not even in fragmented form. Fig. 3 shows the analysis of the beam search. As can be seen, the optimal beam for recognition without language model or in clean condition is already reached at 30-50. However, results on the more difficult other set indicate an optimal beam size over hundred, a much higher value than what is usually used in the literature. Without any sophisticated approximation and pruning strategy, a search with beam over 100 together with a 120M-parameter NNLM is more than an order of magnitude slower than real-time using a single CPU core.
Lastly, following [41] , we applied minimum Levenshteindistance training to the model for 1 epoch. The loss was approximated by a 4-best list, and was measured at BPE-100 level. During training, we set the beam size to 10, and vocabulary constraint was enforced. The discriminative training improved our results without LM by 3% relative. The minimum error rate training together with large beam search resulted in our current best single-system (last row of Table 6 ). Table 7 compares our best systems to other state-of-the-art results published in the literature. As can be seen, our single system outperforms the previous best by a large margin, 29% relative improvement on test-clean and 7% relative gain on testother. We also ROVER-combined several of our attention based systems ( [42] ), which differ only in modeling unit, input features, and model size. Our combination results are significantly better than the combined output of multiple hybrid systems [40] .
Comparison with others
Conclusions
By choosing training configurations and search parameters optimally for sequence-to-sequence models, we demonstrated that attention based encoder-decoder models are truly able to challenge the current state of the art, the hybrid model with neural network based rescoring. With a set of simple techniques, we could set up a new baseline on LibriSpeech (2.54%, 7.98% on test-clean and test-other), which significantly outperforms all previous single system results, including hybrid ones. To reach this level of performance, we found smaller modeling units and moderate application of frame-rate reduction crucial. Combination results also indicated the true potential of encoder-decoder models: a straightforward variation in model size, representation unit, and input features led to further improvement. Thus, we believe, in the future even a single system should be able to reach that performance level. 
