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Abstract
Demand for high volumes of mobile data trac with better quality-of-service (QoS)
support and seamless network coverage is ever increasing, due to growth of the number
of smart mobile devices and the applications that run on these devices. Also, most of
these high volumes of data trac demanding areas are covered by heterogeneous wireless
networks, such as cellular networks and wireless local area networks (WLANs). Therefore,
interworking mechanisms can be used in these areas to enhance the network capacity,
QoS support and coverage. Interworking enhances network capacity and QoS support by
jointly allocating resources of multiple networks and enabling user multi-homing, where
multi-homing allows users to simultaneously communicate over multiple networks. It
widens network coverage by merging coverage of individual networks. However, there
are areas where interworking cannot improve network capacity or QoS support, such
as the areas with coverage of only one networks. Therefore, to achieve network-wide
uniform capacity and QoS support enhancements, interworking can be integrated with
device-to-device (D2D) communication and small cell deployment techniques. One of
the challenging issues that need to be solved before these techniques can be applied
in practical networks is the ecient resource allocation, as it has a direct impact on
the network capacity and QoS support. Therefore, this thesis focuses on studying and
developing ecient resource allocation schemes for interworking heterogeneous wireless
networks which apply D2D communication and small cell deployment techniques.
First, uplink resource allocation for cellular network and WLAN interworking to pro-
vide multi-homing voice and data services is investigated. The main technical challenge,
which makes the resource allocation for this system complicated, is that resource allo-
cation decisions need to be made capturing multiple physical layer (PHY) and medium
access control layer (MAC) technologies of the two networks. This is essential to ensure
that the decisions are feasible and can be executed at the lower layers. Thus, the re-
source allocation problem is formulated based on PHY and MAC technologies of the two
networks. The optimal resource allocation problem is a multiple time-scale Markov de-
cision process (MMDP) as the two networks operate at dierent time-scales, and due to
voice and data service requirements. A resource allocation scheme consisting of decision
policies for the upper and the lower levels of the MMDP is derived. To reduce the time
complexity, a heuristic resource allocation algorithm is also proposed.
Second, resource allocation for D2D communication underlaying cellular network and
v
WLAN interworking is investigated. Enabling D2D communication within the interwork-
ing system further enhances the spectrum eciency, especially at areas where only one
network is available. In addition to the technical challenges encountered in the rst inter-
working system, interference management and selection of users' communication modes
for multiple networks to maximize hop and reuse gains complicate resource allocation for
this system. To address these challenges, a semi-distributed resource allocation scheme
that performs mode selection, allocation of WLAN resources, and allocation of cellular
network resources in three dierent time-scales is proposed.
Third, resource allocation for interworking macrocell and hyper-dense small cell net-
works is studied. Such system is particularly useful for interference prone and high ca-
pacity demanding areas, such as busy streets and city centers, as it uses license frequency
bands and provides a high spectrum eciency through frequency reuse and bringing net-
work closer to the users. The key challenge for allocating resources for this system is
high complexity of the resource allocation scheme due to requirement to jointly allocate
resources for a large number of small cells to manage co-channel interference (CCI) in the
system. Further, the resource allocation scheme should minimize the computational bur-
den for low-cost small cell base stations (BSs), be able to adapt to time-varying network
load conditions, and reduce signaling overhead in the small cell backhauls with limited
capacity. To this end, a resource allocation scheme which operates on two time-scales and
utilizes cloud computing to determine resource allocation decisions is proposed. Resource
allocation decisions are made at the cloud in a slow time-scale, and are further optimized
at the BSs in a fast time-scale in order to adapt the decisions to fast varying wireless
channel conditions. Achievable throughput and QoS improvements using the proposed
resource allocation schemes for all three systems are demonstrated via simulation results.
In summary, designing of the proposed resource allocation schemes provides valuable
insights on how to eciently allocate resources considering PHY and MAC technologies
of the heterogeneous wireless networks, and how to utilize cloud computing to assist
executing a complex resource allocation scheme. Furthermore, it also demonstrates how
to operate a resource allocation scheme over multiple time-scales. This is particularly
important if the scheme is complex and requires a long time to execute, yet the resource
allocation decisions are needed to be made within a short interval.
vi
Acknowledgements
I would like to express my utmost appreciation to my PhD supervisor, Prof. Sherman
(Xuemin) Shen, for his exemplary supervision, tremendous support, and valuable advice
throughout my PhD program.
I sincerely would like to thank Prof. Weihua Zhuang, Prof. Jon W. Mark, and all my
colleagues at the Broadband Communications Research (BBCR) group for the research
collaboration, benecial discussions, and continuous exchange of knowledge.
I gratefully acknowledge my PhD committee members, Prof. Liang-liang Xie, Prof.
Oussama Damen, and Prof. Wei-Chau Xie, for their constructive comments and sugges-
tions, which helped to improve the quality of the thesis.
I would like to thank Prof. Nandana Rajatheva, Centre for Wireless Communications,
University of Oulu and Prof. Poompat Saengudomlert, Center of Research in Optoelec-
tronics, Communications and Control Systems, Bangkok University for their valuable
comments and suggestions throughout the PhD program. Also, I would like to thank
Prof. Tan Ai Hui, Faculty of Engineering, Multimedia University and Dr. Sim Moh
Lim, Motorola Solutions, Malaysia for providing supportive recommendation letters at
the time of my application for a PhD program at the University of Waterloo.
I would like to express my deepest and heartfelt gratitude to my family and friends
for their support and assistance.
vii

This PhD thesis is dedicated to my parents.
ix

Table of Contents
List of Figures xv
List of Tables xvii
List of Abbreviations xix
List of Symbols xxiii
1 Introduction 1
1.1 Interworking of Heterogeneous Wireless Networks . . . . . . . . . . . . . 3
1.2 D2D Communication Underlaying Interworking Systems . . . . . . . . . 6
1.3 Interworking of Macrocell and Hyper-Dense Small Cell Networks . . . . . 8
1.4 Motivations and Thesis Objectives . . . . . . . . . . . . . . . . . . . . . 10
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Implementation of Interworking 13
2.1 Classication of Interworking Architectures . . . . . . . . . . . . . . . . . 13
2.2 Interworking Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Interworking-WLAN (I-WLAN) . . . . . . . . . . . . . . . . . . . 15
2.2.2 Generic Access Networks (GAN) . . . . . . . . . . . . . . . . . . 15
2.2.3 WiMAX and 3GPP Networks Interworking . . . . . . . . . . . . . 16
xi
2.2.4 IEEE 802.21 Media Independent Handover (MIH) . . . . . . . . . 16
2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 System Model 19
3.1 Network Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Cellular Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1 User Throughputs via Cellular Networks . . . . . . . . . . . . . . 21
3.3 WLAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.1 User Throughputs via Contention-Free Channel Access . . . . . . 22
3.3.2 User Throughputs via Contention-Based Channel Access . . . . . 23
3.3.3 Average User Transmit Power Through Contention-Based Channel
Access . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4 Resource Allocation for Cellular/WLAN Interworking 27
4.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Cellular/WLAN Interworking System Model . . . . . . . . . . . . . . . . 30
4.2.1 Two Time-Scale Resource Allocation Framework . . . . . . . . . . 32
4.2.2 Symbols and Notations for the Chapter . . . . . . . . . . . . . . . 32
4.2.3 Trac Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.4 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.5 Subcarrier and Contention-Free TXOP allocations, and User Through-
puts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.6 Power Usage of Multi-homing UEs . . . . . . . . . . . . . . . . . 34
4.3 MMDP-Based Optimal Resource Allocation . . . . . . . . . . . . . . . . 35
4.4 Upper-Level Resource Allocation . . . . . . . . . . . . . . . . . . . . . . 39
4.4.1 First Stage Resource Allocation . . . . . . . . . . . . . . . . . . . 40
xii
4.4.2 Second Stage Resource Allocation . . . . . . . . . . . . . . . . . . 41
4.5 Lower-Level Resource Allocation . . . . . . . . . . . . . . . . . . . . . . . 46
4.6 Heuristic Resource Allocation . . . . . . . . . . . . . . . . . . . . . . . . 50
4.7 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5 Resource Allocation for D2D Communication Underlaying Cellular/WLAN
Interworking 63
5.1 D2D Communication Underlaying Interworking System Model . . . . . . 64
5.2 Challenges for Resource Allocation and Related Work . . . . . . . . . . . 65
5.2.1 Challenge 1: Allocation of Resources Capturing Multiple Radio
Access Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.2 Challenge 2: Ecient Mode Selection . . . . . . . . . . . . . . . . 66
5.2.3 Challenge 3: Interference Management . . . . . . . . . . . . . . . 68
5.3 Proposed Three Time-Scale Resource Allocation Scheme . . . . . . . . . 70
5.3.1 First Time-Scale: Mode Selection . . . . . . . . . . . . . . . . . . 73
5.3.2 Second Time-Scale: Joint Resource Allocation for Cellular Network
and WLANs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3.3 Third Time-Scale: Cellular Network Resource Allocation . . . . . 79
5.4 Implementation of the Proposed Resource Allocation Scheme . . . . . . . 79
5.5 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6 Resource Allocation for Interworking Macrocell and Hyper-Dense Small
Cell Networks 85
6.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.2 Macrocell and Hyper-Dense Small Cell Interworking System Model . . . 88
6.2.1 Cloud Access Model . . . . . . . . . . . . . . . . . . . . . . . . . 89
xiii
6.2.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3 Two Time-Scale Resource Allocation . . . . . . . . . . . . . . . . . . . . 91
6.4 Fast Time-Scale Resource Allocation . . . . . . . . . . . . . . . . . . . . 92
6.5 Slow Time-Scale Resource Allocation . . . . . . . . . . . . . . . . . . . . 94
6.5.1 User Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.5.2 Subcarrier Allocation and Water-Level Calculation . . . . . . . . 95
6.5.3 Implementation of Algorithm 5 . . . . . . . . . . . . . . . . . . . 97
6.6 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7 Conclusions and Future Works 105
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.2 Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Appendices 109
A 110
A.1 Proof of Convexity of RCBi (P
CB) . . . . . . . . . . . . . . . . . . . . . . 110
A.2 Proof of Convexity of C4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.3 Proof of Existence of a Solution for (4.21) . . . . . . . . . . . . . . . . . 112
A.4 Proof of Convergence of the Iterative Algorithm which Calculates PCB . 112
B 114
B.1 Calculation of Average User Transmit Power . . . . . . . . . . . . . . . . 114
B.2 Calculation of Average User Throughputs . . . . . . . . . . . . . . . . . 117
B.3 Calculation of Normalized Average Interference . . . . . . . . . . . . . . 119
References 130
xiv
List of Figures
1.1 A coverage extension scenario of cellular/WLAN interworking. . . . . . . 4
1.2 User-A uses multi-homing capability to simultaneously communicate via
cellular network and WLAN. . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Traditional and D2D communications in a cellular network. . . . . . . . . 6
1.4 Interworking of macrocell and hyper-dense small cell networks. . . . . . . 9
3.1 A network that uses dierent spectrum eciency enhancing techniques. . 20
3.2 TXOP allocation in the WLAN. . . . . . . . . . . . . . . . . . . . . . . . 23
4.1 Cellular/WLAN interworking. . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Resource allocation at slow and fast time-scales. . . . . . . . . . . . . . . 32
4.3 Overview of the MMDP-based two time-scale resource allocation framework. 36
4.4 Throughputs achieved by dierent algorithms in system-1. . . . . . . . . 56
4.5 Satisfaction index achieved by dierent algorithms for data trac in system-
1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.6 Complexities of the dierent algorithms in system-1. . . . . . . . . . . . . 57
4.7 Throughputs achieved by dierent algorithms in system-2. . . . . . . . . 58
4.8 Satisfaction index achieved by dierent algorithms for voice trac in system-
2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.9 Satisfaction index achieved by dierent algorithms for data trac in system-
2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
xv
4.10 Complexities of dierent algorithms in system-2. . . . . . . . . . . . . . . 60
5.1 D2D communication underlaying cellular/WLAN interworking system. . 65
5.2 Throughputs achieved reusing a RB for a D2D and a traditional link when
the two links are in dierent proximities and have dierent channel gains. 69
5.3 Proposed three time-scale resource allocation scheme. . . . . . . . . . . . 72
5.4 Mode selection algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 Second time-scale joint resource allocation algorithm. . . . . . . . . . . . 77
5.6 Semi-distributed implementation of the proposed resource allocation scheme. 80
5.7 Throughput performance. . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.8 QoS satisfaction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1 A cluster of the interworking macrocell and hyper-dense small cell networks. 89
6.2 Two time-scale resource allocation. . . . . . . . . . . . . . . . . . . . . . 92
6.3 Fast time-scale resource allocation within a slot time-scale time slot. . . . 93
6.4 Throughput performance of the proposed and the benchmark schemes. . 103
6.5 Complexities of the proposed and the benchmark schemes. . . . . . . . . 104
xvi
List of Tables
4.1 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1 Average number of required iterations per user . . . . . . . . . . . . . . . 82
6.1 Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
xvii

List of Abbreviations
3GPP 3rd Generation Partnership Project
AAA Authorization, Authentication and Accounting
ABS Almost Blank Subframes
A-GNSS Assisted Global Navigation Satellite Systems
AP Access Point
ASN Access Service Network
BM1 Benchmark resource allocation algorithm-1
BM2 Benchmark resource allocation algorithm-2
BS Base Station
CCI Co-Channel Interference
CCS Centralized Control Server
CDMA Code Division Multiple Access
CFP Contention-Free Period
CoA Care of Address
CoMP Coordinated Multi-point
CP Contention Period
CSI Channel State Information
CTS Clear To Send
D2D Device-to-Device
DCF Distributed Coordination Function
DL Downlink
DSL Digital Subscribed Line
EAP Extensible Authentication Protocol
eNB Enhanced NodeB
xix
EPC Evolved Packet Core
ePDG Evolved Packet Data Gateway
FDD Frequency-Division Duplexing
FFR Fractional Frequency Reuse
FSMC Finite State Markov Channel
GAN Generic Access Networks
GANC Generic Access Networks Controller
HA Home Agent
HCF Hybrid Coordination Function
HM Huristic resource allocation algorithm
ICI Intercarrier Interference
IEEE Institute of Electrical and Electronics Engineers
IP Internet Protocol
IPsec Internet Protocol Security
ISP Internet Service Provider
I-WLAN Interworking-WLAN
L2TP Layer 2 Tunneling Protocol
LPP LTE Positioning Protocol
LTE Long Term Evolution
LTE-A LTE-Advanced
MAC Medium Access Control Layer
MIH Media Independent Handover
MIMO Multipl-Input and Multiple Output
MIP Mobile IP
MIPv6 Mobile IP Version 6
MM Optimal MMDP based resource allocation algorithm
MMDP Multiple time-scale Markov Decision Process
MMSE Minimum Mean Squared Error
MRC Maximal Ratio Combining
NTPv4 Network Time Protocol version 4
OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
OTDOA Observed Time Dierence Of Arrival
xx
PDG Packet Data Gateway
PDN Packet Data Network
PDN-GW PDN Gateway
PHY Physical Layer
PMIP Proxy Mobile IP
QoS Quality of Service
RB Resource Block
RTS Request To Send
SAE System Architecture Evolution
SDT Sum of Discounted Throughputs
S-GW Serving Gateway
SI Satisfaction Index
SINR Signal-to-Interference plus Noise Ratio
SIP Session Initiation Protocol
TDD Time-Division Duplexing
TXOP Transmission Opportunity
UE Users' Equipment
UL Uplink
UMTS Universal Mobile Telecommunications System
WAG WLAN Access Gateway
WiMAX Worldwide Interoperability for Microwave Access
WLAN Wireless Local Area Network
xxi

List of Symbols
ALu;l Resource allocation decisions made at lower-level at the beginning of the
(u; l)th time slot
AUu Resource allocation decisions made at upper-level at the beginning of the
uth time slot
B Bandwidth of a network
BW Bandwidth of WLAN
C Number of clusters in the network
D Maximum allowed packet size in contention-based channel access
dl The distance within which D2D users are allocated orthogonal cellular
network resources
dp Processing time at the cloud
dq Queueing delay at the cloud
dt Transmission delay when access cloud
dTotal Total delay when access cloud
D
L Lower-level policy
D
U Upper-level policy
E1() Exponential integral
F s Linear polyhedron at sth iteration
h Channel gain
~ht Normalized complex channel gain at tth time slot
Hukt j~htj2 of uth user over kth subcarrier
Huvkt Normalized power gain of the channel over kth subcarrier between
vth user and the BS to which uth user is connected to, during tth fast
time-scale time slot
xxiii
Ic Maximum CCI received by the eNB
Iuk Normalized average interference to uth user over kth subcarrier
Iukt Normalized interference to uth user over kth subcarrier during tth fast
time-scale time slot
K Set of subcarriers available for the entire network
KC Set of OFDM subcarriers available in cellular network
KCF Set of contention-free TXOPs available in WLAN
KS Number of possible states for each channel
L Number of fast time-scale time slots within one slow time-scale time slot
L A vector consist of Li's
L0 Number of fast time-scale time slots in T0
Li Duration of a data packet transmitted by the ith user
LU() Lagrangian for the problem P2
LU(2)() Lagrangian for the problem P3
M(c) Set of macrocells in cth cluster
n Total noise plus interference power
N Number of users in the interworking system
N0 Single sided power spectral density of additive white Gaussian noise
NW Number of users allocated for the contention-based channel access of
WLAN
N (c) Set of small cells in cth cluster
pukt Transmit power of uth user during tth fat time-scale time slot over kth
subcarrier
P A vector consists of Puk's
PT;i Total average power available for the ith user
Puk Average transmit power of uth user over kth subcarrier during next slow
time-scale time slot
PCi Total transmit power used by ith user for communications over cellular
network
PCi;k Transmit power level of ith user over kth subcarrier
PCavg;i Average power usage of ith user for cellular network during one time slot
in slow time-scale
PCtot;i;l() Total power allocated by the ith user for cellular network during the
xxiv
(u; l)th time slot
PCB A vector which consists of transmit power levels of users in SCB during
contention-based channel access
PCB 1 A vector which consists of transmit power levels of users in SCB except
the ith user, during contention-based channel access
PCBi Transmit power level of ith user during contention-based channel access
PCBavg;i() Average power usage of ith user for contention-based channel access
during one time slot in slow time-scale
PCFi;j Transmit power level of ith user over jth contention-free TXOP
PU
 U0  
U
1
Probability of upper level state change from  U0 to  
U
1
PL
 L0;0 
L
1;0
Probability of lower level state change from  L0;0 to  
L
1;0
P
L(2)
 Lu;0 
L
u;1
Probability of lower level state change from  Lu;0 to  
L
u;1
PWi Total transmit power used by ith user for communications over WLAN
rukt Throughput achieved by uth user during tth fat time-scale time slot over
kth subcarrier
rLi;u;l() Throughput achieved by the ith user at the lower-level during (u; l)th
time slot in fast time-scale
rUi;u() Throughput achieved by the ith user at the upper-level during uth
time slot in slow time-scale
RDmin;i Minimum data rate required for data trac services of ith user
RV min;i Minimum data rate required for voice trac services of ith user
Rmin Minimum required data rate
Ruk Average throughput of uth user over kth subcarrier during next slow
time-scale time slot
RCi Throughput achieved by ith user via cellular network
RCi;k() Throughput achieved by ith user over kth subcarrier
RCBi () Average throughput achieved by ith user via contention-based channel
access
R
C(D)
i Throughput achieved by ith user via cellular network using D2D mode
RCFi;j () Throughput achieved by ith user over jth contention-free TXOP
R
C(T )
i Throughput achieved by ith user via cellular network using traditional
mode
xxv
RD2Dmin;i Minimum data rate required for ith user's D2D communications
RLi;u() SDT achieved by the ith user at the lower-level over the uth time slot in
slow time-scale
RNDmin;i Minimum data rate required for ith user's non-D2D communications
RUi () SDT achieved by the ith user at the upper-level
RWi Throughput achieved by ith user via WLAN
R
W (D)
i Throughput achieved by ith user via WLAN using D2D mode
R
W (T )
i Throughput achieved by ith user via WLAN using traditional mode
S1 Set of users who are allocated resource during the rst step
S2 Set of users who are allocated resource during the second step
SM Set of low-mobility users within WLAN coverage
SN Set of all users
SS Set of all users except the users in SM
SCB Set of users communicate through contention-based channel access
SCF Set of users communicate through contention-free channel access
SID Satisfaction index for data trac
SIV Satisfaction index for voice trac
SIx;y Satisfaction index achieved by y algorithm for x trac class
T0 Duration from a beginning of a time slot to the point at which the BSs
send CSI to the cloud
TACK Duration of a acknowledgment in contention-based channel access
TAIFS Duration of arbitration interframe space in contention-based channel
access
Tcoh Coherence time of a wireless channel
TCF Durations of a contention-free TXOP
TCFP Durations of CFP
TCP Durations of CP
TCTS Duration of CTS message in contention-based channel access
TF Duration of a fast time-scale time slot
TP CFP repetition period
TRTS Duration of RTS message in contention-based channel access
TS Duration of a slow time-scale time slot
TSIFS Duration of short interframe space in contention-based channel access
xxvi
TL Duration of a time slot in fast time-scale
TU Duration of a time slot in slow time-scale
U (c) Set of users in cth cluster
U (c)b Set of users connected to bth cell in cth cluster
VL Number of fast time-scale time slots within a slow time-scale time slot
V s Set of vertices of the linear polyhedron F s
xuk Auxiliary variables
x A vector consists of xuk's
Y Percentage of users who can communicate using D2D mode
Ci;k SINR of the channel between ith user and cellular BS over kth subcarrier
with unit transmit power
Wi SINR of the channel between ith user and WLAN AP with unit transmit
power
 Discount factor for the lower-level
 Vector of dual variables corresponding to contention-free TXOP
allocation constraints
j Dual variable corresponds to jth contention-free TXOP allocation
constraint
f Bandwidth of a OFDM subcarrier
 Discount factor for the upper-level
 Vector of dual variables corresponding to data trac constraints
i Dual variable corresponds to data trac constraint of ith user
 Vector of dual variables corresponding to total power constraints
i Dual variable corresponds to total power constraint of ith user
uk Water level for uth user over kth subcarrier
 Vector of dual variables corresponding to voice trac constraints
i Dual variable corresponds to voice trac constraint of ith user
 Correlation coecient
Ci;k 
C
i;k = 1 if kth subcarrier is allocated for ith user or 
C
i;k = 0 otherwise
CFi;j 
CF
i;j = 1 if jth contention-free TXOP is allocated for ith (i 2 SM) user
or CFi;j = 0 otherwise
0 Duration an empty slot in contention-based channel access
2 Average power gain of a channel divided by the noise power
xxvii
2uk Average normalized power gain of the channel over kth subcarrier
between uth user and the BS to which uth user is connected to
(uvk)
2 Average normalized power gain of the channel over kth subcarrier
between vth user and the BS to which uth user is connected to
 Probability of a user transmits a packet in a randomly chosen time slot
during contention-based channel access
 u;l System state, i.e., f Uu ;  Lu;lg
 Lu;l State of the lower-level during (u; l)th time slot in fast time-scale
 Uu State of the upper-level during uth time slot in slow time-scale
	L Set of all the possible states of lower level
	U Set of all the possible states of upper level
~w , ~wt Complex Gaussian random variables

 Average of square channel gain
xxviii
Chapter 1
Introduction
Recent advancements in mobile industry have dramatically increased the number of smart
mobile devices, such as smart phones, tablets and PDAs, operating in any geographical
region. Furthermore, the number of data hungry applications that run on these de-
vices, such as video streaming, YouTube, Google Maps and Facebook, has also been
increased. Consequently, the demand for higher data rates with seamless service cover-
age and support for various applications' diverse quality-of-service (QoS) requirements
has been increased than ever before. By year 2020, the volume of mobile data trac that
wireless networks should support is expected to be as high as 1000 times of its value in
year 2013 [1, 2]. Therefore, to satisfy the future demands of mobile users, it is essential
to develop techniques to enhance the network capacity, QoS support and coverage.
The key techniques that can enhance the wireless network capacity, QoS and cov-
erage performance are adding more spectrum to the networks, increasing the spectrum
eciency and adding more small cells to the networks. Though adding more spectrum to
the networks is the simplest and most straight forward method to increase the network
capacity, cellular communication-friendly low-frequency spectrum is a scarce resource.
Most of the underutilized spectrum lies in very high frequency ranges, and high fre-
quency communication signals travel only a limited distance due to their propagation
characteristics. For example, millimeter waves which occupy frequencies between 30GHz
and 300GHz are highly susceptible to penetration loss due to their short wave lengths
[3, 4]. As a result, they are highly attenuated even by very thin obstacles, such as rain
and very thin walls, leaving them only suitable for indoor communications and for small
cells. Therefore, it is crucial to eciently utilize the spectrum available at the lower fre-
1
quency ranges, such as 800MHz, 1.7GHz and 2.6GHz communications bands, to facilitate
long range and robust outdoor communications.
Spectrum eciency can be enhanced by several techniques, such as interworking of
heterogeneous networks, device-to-device (D2D) communication, frequency reuse, and
multiple-input and multiple-output (MIMO) communication techniques. Interworking
enhances the spectrum eciency by satisfying the user QoS requirements utilizing re-
sources (i.e., frequency and transmit power) available at multiple networks in an e-
cient manner. For that, it jointly allocates resources of multiple networks and enables
user multi-homing, where multi-homing allows users to simultaneously communicate over
multiple networks. D2D communication allows direct communication among the users
in proximity [5]. It achieves high throughputs due to short communication distances
between the transmitters and the receivers, and saves network resources as it uses only
a single hop communication. In traditional communication, two hops are used; rst hop
is between the transmitter and the base station (BS), and second hop is between the BS
and the receiver. Frequency reuse enhances the spectrum eciency as it reuses the same
frequency multiple times at dierent cells, increasing the number of transmitted bits per
frequency [6, 7]. MIMO techniques, such as beamforming and coordinated multi-point
(CoMP), enhance the spectrum eciency as well as the robustness of communications
by exploiting spatial diversity (or antenna diversity) [8].
Adding small cells to a wireless network increases the network performance by bringing
the network closer to the users [9]. In small cells, the distance between users and the
BS is short. Thus, the wireless channels are strong, and the users are able to receive
high throughputs. In addition to that, small cells also increase the frequency reuse in the
network, due to deployment of a large number of low-powered small-radius cells.
Furthermore, most of the high volumes of mobile trac demanding areas are covered
by heterogeneous wireless networks. For example, oce buildings, airports and hotspots
are covered by cellular networks and wireless local area networks (WLANs). Therefore,
to enhance the spectrum eciency to increase network capacity and QoS performance,
interworking can be used in these areas. Furthermore, use of interworking in these areas
widens the network coverage by merging coverage of individual networks. However,
interworking cannot improve the network performance when there is coverage of only
one network, e.g., at places such as rural areas and cell edges. This shortcoming would
signicantly aect the cell edge users, as the available coverage is also very weak. To
overcome this shortcoming and achieve network-wide uniform performance improvements,
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interworking can be integrated with D2D communication, frequency reuse, and small cell
deployment techniques.
Rest of the chapter is organized as follows. Advantages of and challenges for in-
terworking of heterogeneous wireless networks are discussed in Section 1.1. Section 1.2
discusses integration of D2D communication with interworking. Section 1.3 discusses
interworking of macrocell and hyper-dense small cell networks (i.e., highly dense small
cell deployments). Motivations and thesis objectives are presented in Section 1.4, while
thesis outline is presented in Section 1.5.
1.1 Interworking of HeterogeneousWireless Networks
Most of the high data capacity demanding areas, such as oce buildings, hotspots and
airports, are covered by multiple wireless networks with diverse radio access technologies,
such as cellular networks and WLANs. These dierent networks can be interconnected
via interworking mechanisms in order to provide users with better network coverage,
higher throughputs and better QoS support [10].
Interworking provides users with a seamless network coverage by merging the cover-
ages of individual networks. This is achieved by allowing the users to access the services
they need utilizing resources available in multiple networks. A typical coverage extension
achieved by cellular/WLAN interworking is demonstrated in Fig. 1.1, where user-A ini-
tiates a call using the cellular network, and the call is continued via the WLAN without
any interruption as user-A moves away from the cellular BS.
User throughputs and QoS are enhanced as interworking jointly allocates resources of
multiple networks, enables user multi-homing, and overcomes the shortcomings of indi-
vidual networks. Interworking provides a way to pool the resources available in multiple
networks. Jointly allocating these pooled resources among all the users in the interwork-
ing system increases the eciency of resource utilization, compared to individually allo-
cating resources available in each network. Multi-homing capability of users' equipment
(UEs) with multiple radio interfaces allows the users to simultaneously communicate over
multiple networks, as shown in Fig. 1.2. Thus, UEs can access the services simultane-
ously utilizing resources available in multiple networks in an optimal manner. Therefore,
multi-homing further improves the eciency of resource utilization in the interworking
3
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Figure 1.1: A coverage extension scenario of cellular/WLAN interworking.
system [11]. Moreover, interworking can overcome the shortcomings of individual net-
works, e.g., cellular networks provide services at higher data charges with support for
mobility while WLANs provide services at much lower charges with limited support for
mobility [12, 13, 14, 15]. Also, interworking can solve one of the WLANs' inherent prob-
lems of signicant throughput degradation when a user with a weaker channel or a low
transmit power level joining the WLAN, by reallocating that user to another network
(e.g., cellular network) in the interworking system [16].
One of the key challenges for interworking is high complexity of the resource alloca-
tion schemes for interworking systems, due to existence of multiple physical layer (PHY)
and medium access control layer (MAC) technologies within an interworking system. For
example, when interworking of Long Term Evolution (LTE) or LTE-Advanced (LTE-A)
cellular networks and IEEE 802.11n WLANs is considered, the cellular network has a cen-
trally coordinated MAC and a orthogonal frequency division multiple access (OFDMA)
based PHY, while the WLAN has a hybrid coordination function (HCF) based MAC and
a orthogonal frequency division multiplexing (OFDM) based PHY [13, 14]. The region of
feasible transmission rates, which includes all the possible sets of users' transmission rates
that are supportable by the networks considering all the possible resource allocations,
depends on the PHY and MAC technologies of dierent networks in the interworking
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Figure 1.2: User-A uses multi-homing capability to simultaneously communicate via
cellular network and WLAN.
system [17]. Therefore, if resources are allocated to the users without considering the
underlying PHY and MAC technologies, the resource allocation decisions may be infea-
sible to carry out; hence, eciency of the interworking system decreases. Thus, resource
allocation schemes should be designed capturing diverse PHY and MAC technologies
used in dierent types of networks in the interworking system. Furthermore, resource
allocation intervals (i.e., interval between two successive resource allocations) of existing
cellular networks are usually shorter than those of existing WLANs [13, 14]. Therefore,
the resource allocation schemes for cellular/WLAN interworking should be designed to
periodically allocate cellular network and WLAN resources with a shorter and a longer
period respectively, where the periods correspond to the resource allocation intervals of
the networks. That is, resources of the two networks are allocated at a faster and a slower
time-scale, respectively [18]. In addition to that, most of the wireless networks are able
to support multiple classes of QoS. For example, cellular networks and IEEE 802.11n
WLANs support both constant bit rate voice trac and variable bit rate data trac.
Therefore, resources of the interworking system should be jointly allocated exploiting
multi-homing capability of the UEs to enhance performance of the interworking system.
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Figure 1.3: Traditional and D2D communications in a cellular network.
Furthermore, to achieve optimal uplink user throughputs, the uplink resource alloca-
tion schemes should optimally distribute the transmit power available at multi-homing
capable UEs among the multiple network interfaces of these UEs [19].
1.2 D2D Communication Underlaying Interworking
Systems
Device-to-device communication allows users in proximity to directly communicate among
themselves using direct communication links, without having to send data through a BS.
The users who communicate using D2D communication links are referred to as using
D2D communication mode, while the users who do not use D2D communication mode
(i.e., communications from source to destination are routed through a BS) are referred
to as using traditional communication mode. Fig. 1.3 shows a cellular network, where
UE1 and UE2 communicate using traditional communication mode while UE3 and UE4
communicate using D2D communication mode.
Enabling D2D communication in an interworking system provides several important
benets. First, an interworking system may not provide the enhanced network perfor-
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mance at areas such as cell edges or rural areas where only one network is available. D2D
communication can be applied in these areas to improve the network performance, as it
allows direct communication between source and destination UEs which are in proximity,
and incorporates hop and reuse gains to the network [20, 21, 22, 23, 24]. Hop gain is a
result of D2D communication links using either uplink (UL) or downlink (DL) resources
only. Reuse gain is achieved by simultaneously using the same set of resources for both
traditional and D2D communication links [20, 22, 25]. Second, D2D communication re-
duces the cost of service as it allows network operators to ooad trac from the mobile
core network. Third, enabling D2D communication does not require additional hardware
deployments.
Similar to interworking, D2D communication also cannot improve the network per-
formance throughout the network, as the probability of communications among users in
proximity is small [26]. Therefore, integration of D2D communication and interworking
would complement the areas where each of these technologies can improve the network
performance; hence, the integrated system would provide uniform performance improve-
ments throughout the networks.
D2D communication between two UEs can be initiated by UEs without any involve-
ment of the mobile operators, or it can be controlled and initiated by the mobile operator.
The latter is called network assisted D2D communication mode. It provides security and
mobility support for the UEs, and reduces the interference caused by non-synchronized
UEs [22].
There are two types of resource allocations for D2D communication links: 1) a xed
set of resources are allocated for the D2D communication links, and from which resources
for each D2D communication link is allocated; and 2) resources for D2D and traditional
communication links are jointly allocated. Each of these two resource allocation types
can be again divided into two categories based on the nature of the resource sets that
are allocated for D2D and traditional communication links. When the same resource set
is shared by D2D and traditional communication links, such resource sharing is called
non-orthogonal resource sharing. When the allocated resource sets for D2D and tradi-
tional communication links are non-overlapping, it is called orthogonal resource sharing.
Non-orthogonal resource sharing is more ecient than orthogonal resource sharing, as
it allows both D2D and traditional communication links to utilize all the available re-
sources. However, use of non-orthogonal resources causes co-channel interference (CCI)
among D2D and traditional communication links.
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There are several technical challenges which make the resource allocation for D2D
communication underlaying interworking systems complicated: 1) involvement of multi-
ple PHY and MAC technologies of dierent networks [14, 13, 11], 2) selection of users'
communication modes (i.e., traditional or D2D) for multiple networks to maximize hop
and reuse gains while considering the resources available in individual networks, and 3)
interference management [22].
1.3 Interworking of Macrocell and Hyper-Dense Small
Cell Networks
Small cells can be densely deployed to cater for high service demands in areas, such as
busy streets, city centers and shopping malls. They can be deployed by the network op-
erators as well as the subscribers, in both planned and unplanned manner [2]. Backhauls
to the small cell BSs could be ber-optic cables or digital subscriber lines (DSL) [27].
There are four main benets of hyper-dense small cell deployments. First, hyper-
dense small cell deployments increase the network capacity by bringing network closer
to the users [28, 9]. Second, the spectral eciency is signicantly enhanced by reusing
the same set of spectrum resources in a large number of small cells [29]. Third, less
deployment and operational costs due to low-cost of small cell BSs, DSL based backhauls
and that most of the small cell BSs are installed and operated by the subscribers [27].
Fourth, higher carrier frequencies can also be used for small cells due to small targeted
coverage areas.
However, there may be coverage holes in hyper-dense small cell networks due to
unplanned deployment of small cells with small coverage areas. In addition to that, highly
mobile users may experience call drops in these networks, as they have to be frequently
handed over from one small cell to another. These two shortcomings can be eliminated by
enabling interworking between hyper-dense small cell networks and macrocell networks,
as the users at coverage holes of hyper-dense small cell networks and the highly mobile
users can be allocated to the macrocell network. Therefore, interworking of macrocell and
hyper-dense small cell networks is a promising technique that can enhance the network
performance to satisfy the ever increasing demand for high volumes of mobile data trac.
Interworking of macrocell and hyper-dense small cell networks is shown in Fig. 1.4.
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Macro cell BS
Small cell BS
Figure 1.4: Interworking of macrocell and hyper-dense small cell networks.
There are several challenges for allocating resources for interworking macrocell and
hyper-dense small cell networks. First, such network is prone to severe CCI, mainly due
to short distances between the densely deployed small cells and that many small cell BSs
are deployed by the subscribers in an unplanned manner [9]. Therefore, resources of all
the small cells in vicinity should be jointly allocated such that CCI remains within a
tolerable level. Second, network load signicantly varies and moves across the network
with time. For example, network load will be high near restaurants during lunch time,
while it will be high near coee shops in the afternoon. Thus, variations of the network
load should be considered in order to optimally utilize the available spectrum resources.
Third, small cell backhaul capacities may be limited due to the use of DSLs. Thus, it
may be a bottleneck if the volume of user data and control signaling is high. Fourth,
limited computational capacity available at low-cost small cell BSs. Therefore, small cell
BSs cannot execute computationally expensive resource allocation algorithms.
In addition to jointly allocating resources of the small cells, CCI can be managed
by allocating almost blank subframes (ABS) [30, 31], fractional frequency reuse (FFR)
techniques [32, 33], and MIMO techniques, such as beamforming and joint decoding
[34, 35, 36, 28]. By allocating ABSs, CCI among the small cells cannot be managed
as ABSs are allocated by the macrocells to mitigate CCI between the macrocell and
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the small cells. The FFR techniques will signicantly reduce the frequency reuse in the
network due to highly dense small cell deployments. The MIMO techniques are inecient
for managing CCI in a densely deployed small cell network due to three reasons: 1) a
dense unplanned small cell deployment causes each cell to receive CCI not only from the
neighbouring cells, but also from neighbours of the neighbouring cells; 2) requirement
to exchange a large volume of channel state information (CSI) among a large number of
BSs in proximity, occupying a large part of the small cells' limited capacity backhauls, as
the MIMO techniques coordinate BSs based on the instantaneous CSI; and 3) high cost
of antenna arrays.
1.4 Motivations and Thesis Objectives
Demand for high volumes of mobile data trac with better QoS support and seamless
network coverage is ever increasing. Most of these high volumes of data trac demanding
areas are covered by heterogeneous wireless networks. Therefore, through interworking
of these heterogeneous wireless networks, network capacity, QoS support and coverage
can be improved. However, interworking cannot improve the network performance when
coverage of only one network is available. Thus, to achieve network-wide uniform per-
formance improvements, interworking can be integrated with D2D communication, fre-
quency reuse, and small cell deployment techniques. There are several challenging issues
that need to be solved before these techniques can be applied in practical networks. One
of such issues is the ecient resource allocation when these techniques are applied. E-
ciently allocating resources, such as frequency and transmit power, is crucial as it has a
direct impact on the spectrum eciency. Therefore, in this thesis, we study and develop
ecient resource allocation schemes for interworking heterogeneous wireless networks
which also apply D2D communication and small cell deployment techniques for dierent
areas of the network.
The objectives of the thesis can be stated as follows:
1. to design an ecient resource allocation scheme for cellular/WLAN interworking
system, based on the PHY and MAC technologies and the dierent resource allo-
cation time-scales of the two networks;
10
Chapter 1. Introduction
2. to present a resource allocation scheme for D2D communication underlaying cellu-
lar/WLAN interworking system, to determine eective user communication modes
and allocate resources of the two networks; and
3. to develop a resource allocation scheme for interworking macrocell and hyper-dense
small cell networks, based on the characteristics of the hyper-dense small cell net-
works.
1.5 Thesis Outline
The remainder of the thesis is organized as follows.
Chapter 2 describes implementation of interworking of heterogeneous wireless networks.
Chapter 3 presents the system model.
Chapter 4 proposes an optimal multiple time-scale Markov decision process (MMDP)
based and a low-complex heuristic resource allocation schemes for cellular/WLAN inter-
working system. The resource allocation schemes are designed considering multi-homing
capable users with voice and data trac requirements, two time-scales, and underlying
PHY and MAC layer technologies of an OFDMA based cellular network and a WLAN
which operates on contention-based and contention-free channel access mechanisms.
Chapter 5 rst presents the technical challenges for selecting communication modes and
allocating resources in a D2D communication underlaying cellular/WLAN interworking
system, and discusses existing and new solutions. Second, a semi-distributed resource al-
location scheme is proposed to address these challenges, and the related implementation
issues are investigated.
Chapter 6 focuses on resource allocation for interworking macrocell and hyper-dense
small cell networks. First, it discusses potentials of using cloud computing to assist
resource allocation decision making process, to reduce the computational burden for low-
cost small cell BSs. Second, a cloud assisted resource allocation scheme which operates
on two time-scales is proposed. Two time-scales are used to overcome the negative eect
of high delay, when access cloud computing facilities, on the resource allocation decisions.
Chapter 7 presents the conclusions and the future works.
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Chapter 2
Implementation of Interworking
This chapter provides implementation details of interworking of heterogeneous wireless
networks. Section 2.1 describes dierent categories of interworking architectures and the
mechanisms that can be used for designing interworking architectures belonging to those
categories. Section 2.2 presents the interworking architectures that have been proposed
in literature. The chapter is summarized in Section 2.3.
2.1 Classication of Interworking Architectures
Several architectures which enable interworking by interconnecting multiple networks
have been proposed in literature. These interworking architectures can be classied into
four main categories, based on the supported interworking levels (i.e., service levels). The
main interworking levels are as follows [10],
 Level A: Mobile users are only allowed to access the services provided by the
visited network.
 Level B: Mobile users are able to access the services provided by its home net-
work through the visited network. However, users have to re-establish the sessions
through the visited network.
 Level C: This level provides service continuity when users move between dierent
networks, unlike in level B. Users do not have to re-establish the active sessions.
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However, there may be temporary QoS degradation during the transition time (i.e.,
handover).
 Level D: This level provides seamless mobility with no QoS degradation during
and after the transition.
The key mechanisms (i.e., concepts and technologies) which can be used for achieving
dierent interworking levels can be summarized as follows [10],
 Mechanisms that achieve interworking level A: This mechanism mainly ex-
tends the home network's authorization, authentication and accounting (AAA)
functionalities to the visited network. In addition to that, enhanced network dis-
covery mechanisms are also employed in order for the mobile users to know the
networks which they are allowed to connect (i.e., which network is going to accept
its credentials, etc.). E.g., Interworking-WLAN (I-WLAN) architecture [37].
 Mechanisms that achieve interworking level B: Data between the mobile user
and its home network is transferred via a layer-2 tunneling protocol (L2TP)/internet
protocol security (IPsec) tunnel. E.g., I-WLAN architecture.
 Mechanisms that achieve interworking level C: Service continuity when han-
dover occurs is achieved by employing network layer handovers with the aid of mo-
bile Internet protocol (MIP) or proxy mobile Internet protocol (PMIP) techniques
[38]. These MIP based mobility solutions have been adopted by the LTE/system
architecture evolution (SAE) architecture to provide service continuity between
LTE/SAE networks and other networks [37]. The main advantage of using PMIP
over MIP is that PMIP does not require a UE to update its new Internet protocol
(IP) address (i.e., care of address (CoA)) at the home agent (HA) whenever the UE
moves to a new network. In addition to these solutions, if the service is available at
both visited and home networks, service continuity can also be achieved using ap-
plication based mobility solutions, such as session initiation protocol (SIP), without
using network layer handover mechanisms.
 Mechanisms that achieve interworking level D: Seamless handovers between
networks with dierent radio access technologies are achieved by optimizing the
network layer and the data link layer handover mechanisms. Three methods can
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be used for reducing the latency in the network layer during a handover: 1) acquire
CoA before the handover occur, using MIP version 6 (MIPv6); 2) pre-authenticate
the UE; and 3) precongure the network layer parameters in the targeted network
prior to handover occur, using context transfer protocols. In the data link layer,
latency can be reduced by providing UEs with information about the available net-
works, such as, congurations, signal level measurements and resource availability,
prior to handover occur. Furthermore, when UEs are capable of multi-homing,
UEs can simultaneously connect to two networks; thus, optimization procedures
for these two layers are not required. Generic access network (GAN) architecture
uses the UE multi-homing capability to support interworking level D [39].
2.2 Interworking Architectures
Several interworking architectures have been proposed in literature. This section de-
scribes implementations of I-WLAN, GAN, interworking of worldwide interoperability for
microwave access (WiMAX) and 3rd generation partnership project (3GPP) networks,
and IEEE 802.21 media independent handover (MIH) architectures.
2.2.1 Interworking-WLAN (I-WLAN)
I-WLAN [37] is commonly referred to as loose coupling interworking, and it can provide
levels A and B interworking of WLANs and cellular networks, such as, 3GPP universal
mobile telecommunications system (UMTS) networks, for packet services. In this scheme,
cellular network extends its AAA functions to the WLAN by exchanging extensible au-
thentication protocol (EAP) messages between these two networks. The users can then
be authenticated and authorized at the WLAN based on the credentials provided by the
cellular network. In the interworking level B, data is transferred between UEs and the
packet data gateway (PDG) in home cellular network through secure IPsec tunnels.
2.2.2 Generic Access Networks (GAN)
GAN [39] is referred to as tight coupling interworking, and it supports interworking levels
B, C and D for circuit and packet services between cellular networks and other broad-
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band access networks, such as, WLANs. In this architecture, GAN controller (GANC) is
introduced to the cellular network to connect the cellular network with the other broad-
band networks. Access control is done at the cellular network unlike in the I-WLAN
architecture. Data is transferred between the UEs and GANC via IPsec tunnels. In-
terworking level-D is achieved by using multi-homing capability of the dual-radio UEs.
Multi-homing capability is used for simultaneously connecting UEs to cellular network
and GANC via WLAN. Therefore, in this architecture, network layer or data link layer
handover optimization is not required.
2.2.3 WiMAX and 3GPP Networks Interworking
The rst release of WiMAX architecture has incorporated solutions based on the I-WLAN
architecture to facilitate interworking between 3GPP cellular networks and WiMAX net-
works to support interworking levels A and B. Interworking level C can be achieved
between WiMAX and LTE/SAE networks by using MIP and PMIP technologies while
interworking level D can be achieved by using multi-homing capability of the UEs. How-
ever, achieving interworking level D for single-radio UEs requires sending the handover
related information (for handover optimization, resource reservation, access control, etc.)
to the target network. These information can be sent to the target network using the
tunnels created through the network which currently serves the UE [40]. In the inter-
working system consisting of WiMAX and 3GPP networks, 3GPP network extends its
AAA functionalities to WiMAX access service network (ASN) gateway to authenticate
and authorize 3GPP network users. In this architecture, the MIP client is located at the
UE when MIP is used, while it is located at the WiMAX ASN gateway when PMIP is
used. HA is located at the packet data network (PDN) gateway in the LTE/SAE network
[10].
2.2.4 IEEE 802.21 Media Independent Handover (MIH)
MIH standard [41] has been proposed to provide interworking level D functionalities
among IEEE 802 wireless/wired networks (e.g., IEEE 802.11 and 802.16) and cellular
networks. MIH standard denes new functionalities to be added to the data link layer of
the UEs and the networks. These new functions will check the resource availability in the
candidate networks and reserves resources in preparation for the handover. Further, UEs
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will be updated with the information about the congurations of the reserved resources.
However, MIH focuses only on initiation and preparation phases of a handover. It does
not provide optimized mechanisms to be followed during the handover process.
2.3 Summary
This chapter describes the four main interworking levels, which are dened based on the
QoS during handovers and the services that users are able to access through a visited
network. The mechanisms that can be used to achieve those interworking levels are also
presented. Finally, implementations of the interworking architectures that have been
proposed in literature are described.
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Chapter 3
System Model
The system model is described in this chapter. Section 3.1 presents an overview of the
system model, while Sections 3.2 and 3.3 provides details of the cellular networks and
the WLANs. A summary of the chapter is given in Section 3.4.
3.1 Network Overview
A wireless network that uses interworking, D2D communication and small cell deployment
techniques to enhance network throughput, QoS and coverage performance is considered.
An example of such network is shown in Fig. 3.1. There are three types of areas of in-
terest in this network: 1) areas which are only covered by the macrocell network, 2)
areas which are covered by both macrocell network and a WLAN, and 3) areas which are
covered by both macrocell and hyper-dense small cell networks. In the example shown
in Fig. 3.1, UE3 UE5, UE9 and UE10 are in the rst area, and these UEs communicate
only through the macrocell network. The macrocell network and the WLANs are inter-
connected using interworking mechanisms. Thus, the UEs in the second area are able
communicate through macrocell network or WLAN, or through both networks using the
UE multi-homing capability. For example, UE1 communicates only using the WLAN
while UE2 communicates simultaneously using both WLAN and the macrocell network.
Using D2D communication, users in proximity can directly communicate among them-
selves, e.g., UE4 and UE5. Moreover, since UE11 and UE12 are within coverage of both
macrocell network and a WLAN, they can form the D2D link using either network or
19
Network Overview
Macrocell BS
Small cell BS
UE3
UE3 UE4UE1 UE2
UE5
UE4
UE412UE11
WLAN AP
UE8
UE6
UE7
UE9
UE10
Figure 3.1: A network that uses dierent spectrum eciency enhancing techniques.
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both networks. Macrocell and hyper-dense small cell networks are interconnected us-
ing interworking mechanisms. Therefore, in the third area, UEs can communicate using
either network or both networks. For example, UE6 and UE7 communicate using the
hyper-dense small cell network and the macrocell network, respectively.
Macrocell and hyper-dense small cell networks are OFDMA based networks, similar to
LTE and LTE-A networks [14]. WLANs consist of contention-based and contention-free
polling based channel access mechanisms, as in IEEE 802.11n WLANs [42].
3.2 Cellular Networks
Macrocell and hyper-dense small cell networks consist of OFDMA based PHY layers.
MAC layer of these networks centrally coordinates the allocation of the network resources.
Resources to be allocated are OFDMA subcarriers and transmit power of the BSs and
UEs. In the uplink resource allocation, only UEs' transmit power is considered. User
allocation is also considered as a part of the resource allocation when multiple cells are
considered.
3.2.1 User Throughputs via Cellular Networks
Available frequency band is divided into subcarriers with bandwidth of f . The max-
imum achievable error free data rate by the ith user over the kth OFDM subcarrier of
the cellular network can be expressed by
RCi;k(P
C
i;k) = f log2(1 + 
C
i;kP
C
i;k); (3.1)
where Ci;k is the signal-to-interference plus noise ratio (SINR) of the channel between
cellular BS and the ith user over the kth subcarrier with unit transmitted power; and
PCi;k is the transmit power level of the ith user over the kth subcarrier.
3.3 WLAN
The WLANs consist of an OFDM based PHY and a MAC that grants transmission
opportunities (TXOP) for the users using two channel access mechanisms: contention-
21
WLAN
based channel access during contention period (CP) and contention-free polling based
channel access during contention-free period (CFP). CP and CFP alternate over time
and they repeat once every TP . Durations of CP and CFP are denoted by TCP and TCFP ,
respectively. Operation of these two channel access mechanisms is shown in Fig. 3.2.
In the contention-based channel access, users contend for the channel to obtain TXOPs,
and each of these TXOPs allows the user who obtained the TXOP to send a data packet
of D bits as channel capture is not allowed. Furthermore, four-way handshaking scheme
with request-to-send (RTS) and clear-to-send (CTS) messages is used for improving the
eciency of the WLAN by reducing the duration of collisions, and for solving the hidden
terminal problem. In the contention-free polling based channel access, users are granted
TXOPs using a centralized polling mechanism, and each of these TXOPs is dened as
a xed duration (TCF ) which allows users to transmit. Contention-based channel access
is more suitable for variable bit rate data trac while contention-free channel access is
more suitable for constant bit rate voice trac [43]. Thus, dierent sets of users can be
assigned to these two channel access mechanisms, based on the user requirements.
User throughputs achieved by contention-free channel access mechanism can be de-
termined using the Shannon capacity formula, similar to throughput calculation for the
cellular network users in Section 3.2.1, due to coordination of TXOP allocation by a
centralized polling mechanism. However, in the contention-based channel access, users
obtain TXOPs in a random manner. Moreover, data transmissions during an obtained
TXOP may not be successful due to collisions of dierent users' data packets. Thus,
in the resource allocation problem formulation, average user throughputs and average
power consumptions of the users who use contention-based channel access are used.
3.3.1 User Throughputs via Contention-Free Channel Access
The maximum achievable error free data rate by the ith user using the jth contention-free
TXOP can be expressed by
RCFi;j (P
CF
i;j ) = B
W log2(1 + 
W
i P
CF
i;j ); (3.2)
where Wi is the SINR of the channel between the WLAN access point (AP) and the ith
user with unit transmitted power; PCFi;j is the transmit power level of the ith user over
the jth contention-free TXOP; and BW represents the bandwidth of a WLAN.
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CFP, TCFP CP, TCP
CFP repetition interval, TP
RTS CTS Data ACK
Contention-free TXOPs
TCF
Beacon transmission
Figure 3.2: TXOP allocation in the WLAN.
As wireless channels are assumed to be xed within their coherence time, resource
allocation interval for the WLANs is selected such that it is shorter than the channel
coherence time. Therefore, the SINRs (i.e., Wi ) remain unchanged within a resource
allocation interval. Furthermore, TP is selected such that it is shorter than or equivalent
to the resource allocation interval. Thus, SINR levels are the same for contention-free
and contention-based channel access mechanisms.
3.3.2 User Throughputs via Contention-Based Channel Access
Average throughput achieved by the ith of the users who use contention-based channel
access during a CP is given by [13, 44]
RCBi (L) =
(1  )NW 1D
T1 +NW (1  )NW 1
PNW
j=1 Lj
; (3.3)
where T1 can be calculated as:
T1 =NW (1  )NW 1(TCTS + TACK + 3TSIFS) + (1  (1  )NW )(TRTS + TAIFS)
+ (1  )NW0:
In (3.3), Li is the duration of a packet transmitted by the ith of the users who use
contention-based channel access, NW is the number of users who use contention-based
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channel access, and TSIFS, TAIFS, TACK , TRTS, TCTS and 0 are the durations of short
interframe space, arbitration interframe space, acknowledgment, RTS message, CTS mes-
sage and an empty slot, respectively.  is the probabilities of a user transmits a packet
in a randomly chosen time slot, and it can be found by [44].
RCBi (L) given by (3.3) cannot be used in a resource allocation problem as it is not
in terms of the transmit power levels of the users. Therefore, Li is rewritten in terms
of the throughput that is achieved by the ith user during a successful transmission, and
substitute it into (3.3) [45]. Then, RCBi (L) can be rewritten as
RCBi (P
CB) =
(1  )NW 1D
T1 +
DNW (1 )NW 1
BW
PNw
j=1
1
log2(1+P
CB
j 
W
j )
; (3.4)
where PCBi is the transmit power level of the ith user during the CP over the WLAN
interface, and PCB is a vector consisting of PCBi 's. From (3.4), it can be seen that
RCBi (P
CB) is the same for all the users who use contention-based channel access. Fur-
thermore, RCBi (P
CB) is a concave function when NW is xed, and the proof of convexity
of RCBi (P
CB) is given in Appendix A.1.
3.3.3 Average User Transmit Power Through Contention-Based
Channel Access
Average power usage of a contention-based channel access user through the WLAN in-
terface during a CP can be determined as follows. Since (1  )NW 1 is the probability
of a successful transmission during a CP, the average power usage of the ith of the
contention-based channel access users is
PCBavg;i(P
CB) = (1  )NW 1LiP
CB
i
Tavg
TCP
TP
; (3.5)
where Tavg is the average duration of channel occupancy due to an event of successful
transmission, collision, or empty slot in which no user transmits [44]. After simplifying
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(3.5), PCBavg;i(P
CB) can be expressed as
PCBavg;i(P
CB) =
8<:
TCPP
CB
i R
CB
i (P
CB)
TPBW log2(1+
W
i P
CB
i )
; if PCBi > 0
0; otherwise:
(3.6)
3.4 Summary
In this chapter, rst an overview of the system model was presented. This overview
discusses how dierent spectrum eciency enhancing techniques, such as, interworking,
D2D communication and deployment of hyper-dense small cell networks, are used. Sec-
ond, details of the cellular networks, including user throughput calculation, are presented.
Third, details of the WLANs and the two channel access mechanisms of the WLANs are
described. Calculations of the WLAN user throughputs and power consumptions are also
given.
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Chapter 4
Resource Allocation for
Cellular/WLAN Interworking
In this chapter, we investigate uplink resource allocation for cellular/WLAN interworking
system to maximize the system throughput and achieve QoS satisfaction. The cellular
network is OFDMA based, similar to LTE/LTE-A networks. The WLAN operates on
both contention-based and contention-free polling based channel access mechanisms, sim-
ilar to IEEE 802.11n WLANs with HCF based MAC [13]. Resources of the system are
subcarriers of the cellular network, TXOPs via the two channel access mechanisms of the
WLAN, and UE transmit power.
As stated in Section 1.1, one of the key challenges for allocating resources for this sys-
tem is the high complexity of resource allocation algorithms due to existence of multiple
PHY and MAC technologies, and the resources of the cellular network and the WLAN
need to be allocated at a fast and a slow time-scale, respectively [18]. The set of pos-
sible resource allocation decisions and the achievable user throughputs over a network
depends on the PHY and MAC technologies of the network [11, 17, 45]. For example, in
an OFDMA based network, bandwidth allocation decisions should be in multiples of a
subcarrier bandwidth, while during the contention-based channel access of the WLAN,
user throughputs should be calculated considering the transmission collisions which oc-
cur due to the MAC scheme. Therefore, ecient resource allocation schemes should be
designed based on the underlying PHY and MAC technologies in order to make feasible
resource allocation decisions while properly estimating the throughputs that users will
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achieve. The challenge in an interworking system is that there are diverse PHY and MAC
technologies of dierent types of networks to be considered.
Resource allocation interval of the cellular networks is much shorter than that of the
WLANs as cellular networks and WLANs are designed to support high and low mobility
users with speeds upto 350kmh 1 and 3kmh 1, respectively [13, 14]. The resource alloca-
tion intervals are calculated based on the channel coherence times. Therefore, resources
of these two networks need to be allocated in a fast and a slow time-scale, respectively
[11]. Existence of multiple time-scales in an interworking system poses a challenge for
resource allocation, as prediction of the throughputs that will be achieved over future
time slots is required to optimally allocate the resources. That is, when resources of
the interworking system are allocated at a beginning of a slow time-scale time slot, it is
required to predict the throughputs that will be achieved over the future fast time-scale
time slots which lie within the current slow time-scale time slot.
In this chapter, to allocate resources for the cellular/WLAN interworking system, rst
we propose a resource allocation framework for cellular/WLAN interworking operating
on two time-scales. Second, we formulate the resource allocation problem in the proposed
framework as a MMDP based on the PHY and MAC technologies of the two networks,
and derive a resource allocation algorithm which consists of decision policies for the
MMDP. Third, to further reduce the time complexity, we propose a heuristic resource
allocation algorithm.
The remainder of this chapter is organized as follows. Section 4.1 summarizes re-
lated works and Section 4.2 describes the cellular/WLAN interworking system model.
Section 4.3 presents the MMDP based resource allocation. Sections 4.4 and 4.5 discuss
resource allocations at upper and lower levels of the proposed framework, respectively.
The heuristic resource allocation algorithm is presented in Section 4.6, while simulation
results and the summary of the chapter are given in Sections 4.7 and 4.8, respectively.
4.1 Related Work
Existing resource allocation schemes can be classied into three categories: schemes
using a single network interface of each UE at any given time [46, 47, 48, 49, 50, 51],
schemes utilizing the multi-homing capability of UEs [11, 52, 53, 54], and schemes that are
designed based on dierent PHY and MAC technologies [45, 12]. A load balancing scheme
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to improve resource utilization in cellular/WLAN interworking is presented in [48]. New
voice and data calls are assigned to a network based on a set of precalculated probabilities.
Assigned calls are re-distributed whenever necessary to another network by using dynamic
vertical handos to reduce network congestion and improve QoS satisfaction. To further
improve QoS satisfaction, the scheme proposed in [46] allocates voice calls preferably
for the cellular network. The resource allocation scheme proposed for WiMAX/WLAN
interworking in [47] assigns all streaming calls to the WiMAX network to guarantee QoS
satisfaction; data calls that are served by the WiMAX network are preempted to free
up bandwidth for the incoming streaming calls when required. The main advantage of
these schemes in the rst category is that they are easy to deploy as each network can
use its own/existing resource allocation scheme to allocate resources. Further, designing
an ecient resource allocation scheme is simpler for an individual network than for an
interworking system.
When UEs are capable of multi-homing, restricting a UE or a certain trac type of
a user to access only one network limits the exibility in distributing resources of the
interworking system among users. Thus, the resource allocation schemes in the second
category take advantage of the multi-homing capability of UEs to eciently utilize re-
sources of the interworking system. For computational simplicity, it is typically assumed
that the WLAN uses a resource reservation protocol to avoid channel contention colli-
sions. Hence, resources of the WLAN are modeled as frequency channels or time slots.
Bandwidth allocation algorithms for UEs with dierent types of trac requirements are
presented in literature. In [11], each network gives more priority to satisfy its own sub-
scribers' QoS requirements, while utility fairness among users in the interworking system
is maintained in [52]. A game theoretic approach for bandwidth allocation and admission
control is used in [53]. Each network allocates its bandwidth for dierent service areas
on a long-term basis based on the statistics of call arrivals; bandwidths for each service
area from dierent networks are then allocated to users on a short-term basis. To ensure
QoS satisfaction, a new call is accepted only if its minimum data rate requirement can
be satised. Algorithms to allocate time slots in a WLAN and subcarriers in a cellular
network subject to a proportional rate constraint are presented in [54].
The third category includes the resource allocation schemes proposed in [45, 12].
These schemes are based on PHY and MAC technologies of the dierent networks to guar-
antee the feasibility of resource allocation decisions. Specically, the eect of transmission
collisions caused by the contention-based channel access in the WLAN is considered. In
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[12], resource allocation and admission control schemes are proposed for an interworking
system consisting of a code division multiple access (CDMA) based cellular network and
an IEEE 802.11 distributed coordination function (DCF) based WLAN. Maximizing to-
tal network welfare ensures QoS satisfaction in the system. In [45], interworking of an
OFDMA based femtocell network and an IEEE 802.11 DCF based WLAN is considered.
Resources of both femtocell and WLAN are allocated on the same time-scale, and WLAN
uses basic access scheme with two-way handshaking.
The existing resource allocation schemes allocate resources of dierent networks in
the interworking system at the same time-scale, and do not fully utilize the QoS support
in WLANs. Allocating resources of dierent networks at the same time-scale is not prac-
tical as dierent networks have dierent resource allocation intervals. To facilitate QoS
in WLANs, recent WLAN standards oer contention-based and contention-free polling
based channel access mechanisms. These two channel access mechanisms and their QoS
capabilities should be considered to maximize the eciency of the interworking system.
In addition, jointly allocating transmit power levels for dierent network interfaces at
multi-homing capable UEs is essential for an ecient resource utilization. Joint transmit
power allocation is studied in [45] without taking the user QoS requirements into account.
In this chapter, we study the resource allocation for cellular/WLAN interworking
to satisfy the QoS requirements of multi-homing UEs. Based on the PHY and MAC
technologies of these two networks, the resources are allocated to multi-homing UEs at
two time-scales: one time-scale for allocating resources of each network. We consider
power allocation for multi-homing UEs, and the two channel access mechanisms of the
WLANs.
4.2 Cellular/WLAN Interworking System Model
The system under consideration for this chapter focuses on rst and second type areas
described in Section 3.1. Such system is shown in Fig. 4.1, and it consists of a single
cell of a cellular network (specically, a single cell of a macrocell network) and a WLAN
within the coverage of the cell. We focus on the resource allocation for the uplink. In the
system, there are N users belonging to two groups: high-mobility users and low-mobility
users. The set of all the users is denoted by SN . The set of low-mobility users within
the WLAN coverage is denoted by SM , while the set of remaining users is denoted by
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UE3
UE4
UE6
Cellular BS
WLAN AP
UE1
UE5
UE2
WLAN coverage
Cellular network coverage
Figure 4.1: Cellular/WLAN interworking.
SS. For example, in Fig.4.1, UE1 to UE4 are in SM , while UE5 and UE6 are in SS. Each
user has voice and data trac requirements. All the UEs are equipped with WLAN
and cellular network interfaces, and have the multi-homing capability. Users in SM are
allowed to simultaneously communicate over cellular network and WLAN, while users in
SS are only allowed to communicate over the cellular network.
The set of subcarriers available at the cellular network BS is denoted by KC . At
any time, each subcarrier is allocated to only one user in order to avoid CCI among
the users. Both voice and data trac services are served through the cellular network.
The set of available contention-free TXOPs during a CFP is denoted by KCF . To avoid
CCI among the serss, each contention-free TXOP is allocated for only one user at any
given time. Contention-based channel access is more suitable for variable bit rate data
trac, while contention-free channel access is more suitable for constant bit rate voice
trac [43]. To optimize resource utilization subject to QoS requirements, voice trac is
served by contention-free channel access, and data trac is served by both channel access
mechanisms. The sets of users communicate using contention-based and contention-free
channel access are denoted by SCB and SCF respectively, where SCB;SCF  SM and
possibly SCBTSCF 6= ;.
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Figure 4.2: Resource allocation at slow and fast time-scales.
4.2.1 Two Time-Scale Resource Allocation Framework
Resource allocation intervals of existing cellular networks are shorter than those of the
existing WLANs, as cellular networks and WLANs are designed to support high mobility
and low mobility users, respectively [13, 14]. Therefore, as shown in Fig. 4.2, resources in
the cellular network are allocated at a faster time-scale than in the WLAN. The duration
of a time slot in a time-scale is the resource allocation interval of the corresponding
network, denoted by TL and TU in the fast and slow time-scales (TL < TU) for the
cellular network and the WLAN, respectively. The resource allocation processes at fast
and slow time-scales are referred to as lower and upper levels of the resource allocation
process, respectively.
As the WLAN resource allocation interval is relatively long, to satisfy the strict delay
and jitter requirements of periodically arriving constant bit rate voice trac, several
short CFPs are used within a resource allocation interval of the WLAN instead of using
a long CFP [55]. For simplicity, assume VL(= T
U=TL) is an integer and the boundaries
of the rst time slots in the two time-scales are aligned.
4.2.2 Symbols and Notations for the Chapter
Since there is a large number of symbols used in this chapter, following notations are
used for clarity of the symbols. The lth (l 2 f0; 1; :::; VL   1g) fast time-scale time
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slot within the uth slow time-scale time slot is referred to as (u; l)th time slot. Com-
monly used symbols are written in the form of Xni;y or X
n
i;y(), where superscript n,
n 2 fC;W;CB;CF;L; Ug, represents the network or the level of resource allocation pro-
cess. Superscripts C;W;CB and CF denote the cellular network, WLAN, contention-
based channel access and contention-free channel access respectively, while L and U de-
note lower and upper levels of the resource allocation process respectively. The subscripts
denote the user, a particular resource of network n, and a time slot. When n 2 fW;CBg,
only one subscript is used representing the user. Boldface letters are used for vectors and
matrices, and vector X is represented as X = fX1; :::; XjXjg with jXj being the number
of elements in X. The optimum value of variable X is denoted by X. The active (or
the determined) decision policy X and the optimal set X are denoted by X and X,
respectively.
4.2.3 Trac Model
The trac generated by each user can be divided into two classes: constant bit rate voice
and delay tolerant data. Every user always has at least one packet in the data trac
queue to transmit. The minimum data rates of voice and data trac classes required by
the ith user are denoted by RV min;i and RDmin;i, respectively. As voice trac ows are
highly susceptible to delay and jitter, voice trac requirements are satised in average
sense over each time slot at the slow time-scale. The data trac requirements are satised
in average sense over an innite time horizon due to their delay tolerance.
4.2.4 Channel Model
Wireless channels are modeled as a nite-state Markov process to capture the channel
time-correlation [56]. The channel gain is time invariant (i.e., quasi-static fading) within
each coherence time (Tcoh) interval. The dierent wireless channels vary independently
from each other. The channel gain domain is partitioned into KS non-overlapping states.
The transition probabilities between dierent states of a Rayleigh fading channel can be
calculated as in [56], assuming that TU and TL are not longer than the corresponding
channel coherence times to ensure the states do not change within a time slot.
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4.2.5 Subcarrier and Contention-Free TXOP allocations, and
User Throughputs
Expressions that calculate user throughputs via the cellular network, and contention-
free channel access and contention-based channel access of the WLAN are presented in
Sections 3.2.1, 3.3.1 and 3.3.2, respectively. Further modications to those expressions,
and additional constraints to ensure that subcarriers and contention-free TXOPs are
allocated without causing CCI are discussed in this section.
Dene a variable ni;y such that 
n
i;y = 1 if the ith user is allocated the yth resource of
network n 2 fC;CFg, i.e., the yth OFDM subcarrier or TXOP; and ni;y = 0 otherwise.
Furthermore, CFi;y = 0;8y if i =2 SM . As each resource is allocated to only one user to
avoid CCI, X
i2SN
ni;y  1 ; 8y 2 Kn: (4.1)
Then, from (3.1) and (3.2), the maximum achievable error free data rate by the ith user
using the yth resource of network n can be expressed by
Rni;y(P
n
i;y) =
X
y2Kn
ni;yB log2(1 + 
n
i;yP
n
i;y); (4.2)
where B represents the bandwidth of WLAN (BW ) or bandwidth of an OFDM subcarrier
(f = BC=jKC j); and BC is the system bandwidth of the cell. Furthermore, as explained
in Section (3.3.1), CFi;y = 
W
i ;8y over each channel coherence time interval in the WLAN.
4.2.6 Power Usage of Multi-homing UEs
The operating time of a UE is governed by the energy (or average power) consumption
of the uplink communications through WLAN and cellular interfaces of the UE [11].
Therefore, we limit the total average power consumption of each UE over each time slot
in the slow time-scale to a predened maximum. The average power usage through the
WLAN interface for contention-based channel access (i.e., PCBavg;i(P
CB)) is given by (3.6).
Then, the constraint on the total average power consumption of each UE over the uth
34
Chapter 4. Resource Allocation for Cellular/WLAN Interworking
time slot can then be expressed as
PCavg;i + P
CB
avg;i(P
CB) +
TCF
TP
X
j2KCF
CFi;j P
CF
i;j  PT;i;8i 2 SN ; (4.3)
where PCavg;i is the average power usage through the cellular interface during the time slot
and PT;i is the total average power available for the ith user.
4.3 MMDP-Based Optimal Resource Allocation
The objective of resource allocation is to maximize the total throughput of the interwork-
ing system subject to the satisfaction of QoS requirements. As discussed in Section 4.2.1,
the resource allocation process consists of two (upper and lower) levels operating at slow
and fast time-scales respectively, based on the channel state information. Resources of
the WLAN and the cellular network are allocated at the beginnings of the uth and the
(u; l)th time slots respectively, where u = f0; 1; 2; :::g and l = f0; :::; VL   1g. The set of
channel gains of the channels between users in SM and the WLAN AP at the beginning
of the uth time slot is referred to as the state of the upper-level during the uth time slot
( Uu ). The set of channel gains of the channels between all the users and the cellular
BS at the beginning of the (u; l)th time slot is referred to as the state of the lower-level
during the (u; l)th time slot ( Lu;l). While the system state f Uu ;  Lu;lg is denoted by  u;l,
the sets of all the possible states of upper and lower levels are denoted by 	U and 	L,
respectively.
An overview of the resource allocation framework is shown in Fig. 4.3. The optimal
resource allocation problem for cellular/WLAN interworking is formulated as an MMDP
[18] for three reasons: 1) the resource allocation process operates at two time-scales as
explained in Section 4.2.1, 2) state transition of each level is a Markov process due to
the Markov channel model, and 3) resource allocations at multiple time slots are jointly
optimized to satisfy the user QoS requirements over multiple time slots (see Section
4.2.3).
The MMDP formulation consists of upper and lower level resource allocation policies
[18]. As shown in Fig. 4.3, the decisions of the upper-level are made considering the
throughputs achieved through and the power consumed at the lower-level. Therefore, the
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Figure 4.3: Overview of the MMDP-based two time-scale resource allocation framework.
upper-level policy (DU) maps system state  u;0 to a set of resource allocation decisions
(AUu ) at the beginning of uth time slot, u = f0; 1; 2; :::g. The lower-level policy (DL) maps
state  Lu;l to a set of resource allocation decisions (A
L
u;l) at the beginning of (u; l)th time
slot, l = f0; :::; VL 1g. Decisions in AUu and ALu;l are fPCBi ; PCFi;j ; CFi;j j8i 2 SM ; j 2 KCFg
and fPCi;k; Ci;kj8i 2 SN ; k 2 KCg, respectively. For notation simplicity, we use D to denote
the system policy fDU ;DLg.
We use the summation of discounted throughputs (SDTs) [57, 58] over an innite time
horizon as a reward (objective) function. The SDT based reward function reduces the
susceptibility of the determined decision policies to the unpredictable channel changes in
the future by giving less importance to those decisions made (and rewards achieved) at far
future. The SDTs achieved by the ith user at the upper-level over an innite time horizon
with the initial state of  0;0 and at the lower-level during the uth time slot with the initial
state of  Lu;0 are denoted by R
U
i ( 0;0;D) and RLi;u( Lu;0; AUu ;DL), respectively [18]. As the
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decision policies are stationary (to be discussed), RUi ( 0;0;D) and RLi;u( Lu;0; AUu ;DL) can
be interpreted as the average throughputs that are achieved by the ith user over the same
periods of time at the upper and lower levels, respectively [57]. They are given by [57, 58]
RUi ( 0;0;D) = lim
VU!1
(1  )
VU 1X
u=0
urUi;u( u;0; A
U
u ;DL) (4.4)
and
RLi;u( 
L
u;0; A
U
u ;DL) = (1  )
VL 1X
l=0
lrLi;u;l( 
L
u;l; A
U
u ; A
L
u;l); (4.5)
where ;  2 (0; 1) are discount factors; and rUi;u( u;0; AUu ;DL) and rLi;u;l( Lu;l; AUu ; ALu;l),
which denote the throughputs achieved by the ith user at the upper and lower levels
during the uth and (u; l)th time slots respectively, are given by [59]
rUi;u( u;0; A
U
u ;DL) =8>><>>:
RLi;u( 
L
u;0; A
U
u ;DL); if i 2 SS;
RLi;u( 
L
u;0; A
U
u ;DL) + TCFTP
P
j2KCF 
CF
i;j R
CF
i;j (P
CF
i;j ); if i 2 SM n SCB;
RLi;u( 
L
u;0; A
U
u ;DL) + TCFTP
P
j2KCF 
CF
i;j R
CF
i;j (P
CF
i;j ) +
TCP
TP
RCBi (P
CB); if i 2 SCB;
(4.6)
and
rLi;u;l( 
L
u;l; A
U
u ; A
L
u;l) =
X
k2KC
Ci;kR
C
i;k(P
C
i;k): (4.7)
The data trac requirements of the users are served through both networks while the
voice trac requirements are served through the contention-free channel access and the
cellular network. Therefore, the QoS constraints (see Section 4.2.3), which ensure data
and voice trac requirement satisfaction over an innite time horizon and over the uth
time slot (u = f0; 1; 2; :::g) respectively, can be stated as
RUi ( 0;0;D)  RV min;i +RDmin;i ; 8i 2 SN (4.8)
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and
RLi;u( 
L
u;0; A
U
u ;DL) +
TCF
TP
X
j2KCF
CFi;j R
CF
i;j (P
CF
i;j )  RV min;i ; 8i 2 SN : (4.9)
As the sum of discounted costs provides a good approximation for the average cost
when the policies are stationary [57], PCavg;i over the uth time slot can be calculated by
PCavg;i = (1  )
VL 1X
l=0
lPCtot;i;l( 
L
u;l; A
U
u ; A
L
u;l); (4.10)
where PCtot;i;l( 
L
u;l; A
U
u ; A
L
u;l) is the total power allocated by the ith user to communi-
cate over the cellular network during the (u; l)th time slot, and is also equivalent toP
k2KC 
C
i;kP
C
i;k over the (u; l)th time slot.
The MMDP based optimal resource allocation problem can then be stated as [18, 57]
P1 : max
DU
max
DL
X
i2SN
RUi ( 0;0;D)
s.t. (4:1) for n 2 fC;CFg; (4:3); (4:8) and (4:9):
To nd the optimal DU and DL solving problem P1, resource allocation should be op-
timized over three dierent time intervals: 1) resource allocation over an innite time
horizon is optimized to satisfy (4.8), 2) resource allocation over each upper-level time slot
is optimized to optimally use upper-level resources while satisfying (4.3) and (4.9), and
3) resource allocation over each lower-level time slot is optimized to optimally use lower-
level resources. Therefore, problem P1 is solved in three stages, where the rst, second
and third stages allocate resources over an innite time horizon, for each upper-level time
slot, and for each lower-level time slot, respectively. The resource allocation problem for
the mth stage (m = f2; 3g) is derived by decomposing the (m  1)th stage problem into
a set of problems, each of which allocates resources over the resource allocation interval
of the mth stage, and by imposing constraints that must be satised within the resource
allocation interval of the mth stage.
The optimality of the solution, which is obtained using the three stage approach, for
problem P1 is ensured by iterating the mth stage (m = f1; 2g) solution until it reaches
the optimal while calculating the optimum (m + 1)th stage solution for each mth stage
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iteration. During the iteration process, the dual variables of the mth stage are passed
to the (m + 1)th stage while the throughputs/SDTs achieved and power consumed at
the (m+ 1)th stage are feedback to the mth stage. At the (m+ 1)th stage, the received
dual variables are used for conguring the objective function of the resource allocation
problem such that the (m + 1)th stage assists maximizing the mth stage objective. At
the mth stage, the received information is used for updating the dual variables.
Problem P1 is a non-convex problem. Therefore, we determine the policies by re-
laxing problem P1 to reduce the computational complexity. Due to the relaxations, the
policies determined in this work (DU and DL) are not optimal for problem P1 in certain
scenarios. Therefore, we refer to DU and DL as active (or determined) upper and lower
level decision policies, respectively. Derivations of DU, which is found by solving the
rst and second stage resource allocation problems, and DL, which is found by solv-
ing the third stage resource allocation problem, are discussed in Sections 4.4 and 4.5,
respectively.
Using the state transition probabilities calculated based on the channel statistics, DU
and DL can be determined in advance and applied to the system based on the initial
states. The applied policies select AUu and A
L
u;l for the uth and the (u; l)th time slots
respectively, based on the states of the two levels during the time slots. The policies DU
and DL are required to be recalculated when the channel statistics or the number of
users in the system or their QoS requirements change.
4.4 Upper-Level Resource Allocation
To determine DU, rst we maximize the total SDT at the upper-level subject to sat-
isfaction of (4.8) over an innite time horizon with the initial system state of  0;0; this
rst stage problem is denoted by P2. By further investigating problem P2, we nd out
that problem P2 is a convex optimization problem and can be solved by solving the dual
problem [60]. To nd the dual function, the minimum of the Lagrangian is determined by
decomposing the Lagrangian into a set of terms, each of which is a negative summation
of weighted throughputs of the users corresponding to one time slot. Then, AUu for the
uth time slot (u = f0; 1; 2; :::g) is determined such that it maximizes the summation of
weighted throughputs corresponding to the uth time slot subject to satisfaction of (4.1)
for n = CF , (4.3) and (4.9); this second stage problem is denoted by P3. First and
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second stage problems are solved in Sections 4.4.1 and 4.4.2, respectively. In addition,
the conditions which the third stage resource allocation at the lower-level should satisfy
to ensure the optimality of the three stage solution for problem P1 are derived in Section
4.4.2.
4.4.1 First Stage Resource Allocation
First stage resource allocation problem can be stated as
P2 : max
DU
X
i2SN
RUi ( 0;0;DU ;DL)
s.t. C1 : (4:8):
The active policy DL is used in problem P2 as for each iteration of the algorithm
which solves problem P2, DL is calculated by solving the third stage resource allocation
problem. From (4.4) (4.7), the objective function of problem P2 is a concave function,
and the feasible region is a convex set. Therefore, problem P2 is a convex optimization
problem, and is solved by maximizing the dual function which is obtained by minimizing
the Lagrangian of problem P2 with respect to DU [60]. The Lagrangian of problem P2
is
LU( 0;0;;DU ;DL) =
X
i2SN
h
i
 
RV min;i +RDmin;i
   1 + iRUi ( 0;0;DU ;DL)i;
(4.11)
where i;8i are dual variables.
The iterative algorithm which solves P2 can be summarized as follows. First,  is
initialized (e.g.,  f0; :::; 0g). Second, we nd DU which minimizes LU( 0;0;;DU ;DL)
for the . To update  for the next iteration, RUi ( 0;0;DU ;DL);8i are also found in this
step. Third,  is adjusted toward  using the subgradient method [11, 61, 62]. The
second and the third steps are repeated until  reaches . When  reaches , each i
satises the complementary slackness condition [60] and we have found DU.
To implement the above algorithm, DU and RUi ( 0;0;DU ;DL);8i for any  can be
calculated as follows. From (4.11) and since
P
i2SN i
 
RV min;i+RDmin;i

does not depend
on DU , DU is determined such that it maximizes
P
i2SN
 
1+i

RUi ( 0;0;DU ;DL). When
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P
i2SN
 
1+i

RUi ( 0;0;DU ;DL) is maximized, by (4.4) and using the Bellman optimality
equation [57], it is given by the following optimality equation.
LUsup( 0;0;) = (1  )max
AU0
h X
i2SN
(1 + i)r
U
i;0( 0;0; A
U
0 ;DL)
i
+
X
 U1 2	U
X
 L1;02	L
PU U0  U1
PL L0;0 L1;0
LUsup( 1;0;)
(4.12)
with
LUsup( u;0;) = sup
DU
h X
i2SN
 
1 + i

RUi ( u;0;DU ;DL)
i
;
where PU
 U0  
U
1
and PL
 L0;0 
L
1;0
are the probabilities of the upper and lower level states change
from  U0 to  
U
1 and from  
L
0;0 to  
L
1;0 at the end of the 0th time slot, respectively. Equation
(4.12) is a recursive formula, and AUu for the uth time slot is determined such that the
summation of weighted throughputs given by
P
i2SN (1 + i)r
U
i;u( u;0; A
U
u ;DL) is maxi-
mized [58]. Furthermore, these resource allocation problems corresponding to dierent
time slots are independent of each other. As DU is a stationary policy (to be discussed
in Section 4.4.2), nding AU0 for each  0;0 2 f	U ;	Lg at the 0th time slot is sucient
to nd DU. Next, RUi ( 0;0;DU ;DL) can be determined by solving the Bellman optimal-
ity equation for the ith user written using (4.4). Bellman optimality equation solving
methods, such as Value Iteration algorithm and its variants, are explained in [58].
4.4.2 Second Stage Resource Allocation
We derive AUu such that it maximizes
P
i2SN (1 + i)r
U
i;u( u;0; A
U
u ;DL) at system state
 u;0 subject to satisfaction of (4.1) for n = CF , (4.3) and (4.9) during the uth time
slot. This optimization problem is a non-convex problem due to the integer constraint
which is imposed on CFi;j (see Section 4.2.5). Therefore, to reduce the computational
complexity required to solve the problem, we relax the problem to be a convex opti-
mization problem by relaxing the integer constraint such that CFi;j 2 [0; 1]. To calculate
power usage and throughputs over partially allocated TXOPs, we dene PCFi;j = 
CF
i;j P
CF
i;j
and RCFi;j ( P
CF
i;j ; 
CF
i;j ) = (TCF=TP )
CF
i;j R
CF
i;j ( P
CF
i;j =
CF
i;j ), where R
CF
i;j ( P
CF
i;j ; 
CF
i;j ) is a con-
cave function [59]. For notation simplicity, we dene RCBi (P
CB) = (TCP=TP )R
CB
i (P
CB).
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Then, substituting from (4.6) to rUi;u( u;0; A
U
u ;DL), the relaxed problem can be stated as
P3 : max
AUu
X
i2SN
(1 + i)
h
RLi;u( 
L
u;0; A
U
u ;DL) +
X
j2KCF
RCFi;j ( P
CF
i;j ; 
CF
i;j )
i
+
X
i2SCB
(1 + i) R
CB
i (P
CB)
s.t. C2 :
X
i2SM
CFi;j  1 ; 8j 2 KCF
C3 : RLi;u( 
L
u;0; A
U
u ;DL) +
X
j2KCF
RCFi;j ( P
CF
i;j ; 
CF
i;j )  RV min;i ; 8i 2 SN
C4 : PCBavg;i(P
CB) + PCavg;i +
TCF
TP
X
j2KCF
PCFi;j  PT;i ; 8i 2 SN
C5 : 0  CFi;j  1 ; 8i 2 SM ; j 2 KCF
C6 : PCFi;j  0 ; PCBi  0 ; 8i 2 SN ; j 2 KCF :
Problem P3 is a convex optimization problem. In Appendix A.2, convexity of C4, i.e.,
convexity of the set fPCavg;i; PCFi;j ; PCBi jC4 is satised; i 2 SN ; j 2 KCFg, is proved.
Next, we illustrate the relationship between problem P3 and the third stage resource
allocation which determines DL for the lower-level. Then, we derive AUu by solving
problem P3 using Karush-Kuhn-Tucker (KKT) conditions [60]. The Lagrangian for the
problem P3 can be written as
LU(2)(AUu ;; ;) =  
X
i2SN
(1 + i + i)
h
RLi;u( 
L
u;0; A
U
u ;DL) +
X
j2KCF
RCFi;j ( P
CF
i;j ; 
CF
i;j )
i
+
X
i2SN
h X
j2KCF
j
CF
i;j + iRV min;i + i

PCBavg;i(P
CB) + PCavg;i +
TCF
TP
X
j2KCF
PCFi;j   PT;i
i
 
X
i2SCB
(1 + i) R
CB
i (P
CB) 
X
j2KCF
j;
(4.13)
where j, i and i; 8i; j are the dual variables associated with C2, C3 and C4, respec-
tively. As the optimal solution for problem P3 minimizes (4.13) subject to C5 and C6,
DL is determined such that it maximizes
P
i2SN (1 + i + i)R
L
i;u( 
L
u;0; A
U
u ;DL). Further,
DL should satisfy the following KKT condition of P3 to ensure the optimality of the
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solution, which is obtained using the three stages, for problem P1.
(1 + i + i)
@RLi;u( 
L
u;0; A
U
u ;DL)
@PCavg;i

PCavg;i=P
C
avg;i
8<:= i; if PCavg;i > 0 ;< i; otherwise; 8i 2 SN : (4.14)
Dual variables  and  couple the upper and the lower level resource allocations to
optimally distribute the transmit power available at the UEs among WLAN and cellular
network interfaces and to optimally utilize the resources of the two networks to satisfy
the users' voice trac requirements, respectively. Due to this coupling, once resources of
the lower-level are allocated, achieved SDTs (i.e., RLi;u( 
L
u;0; A
U
u ;DL); 8i) and the average
power consumptions at the lower-level (i.e., PCavg;i; 8i) are feedback to the upper-level to
solve problem P3, as shown in Fig. 4.3.
Solution for problem P3 is found as follows. First,  and  are initialized. Sec-
ond, the optimal allocations of contention-free TXOPs, UE transmit power levels during
contention-free and contention-based TXOPs, RLi;u( 
L
u;0; A
U
u ;DL); 8i and PCavg;i; 8i are cal-
culated based on  and . Third,  is updated toward  using the subgradient method
[11, 61, 62]. The second and third steps are repeated until  is found. Forth,  is
updated toward  using the subgradient method. The last three steps are repeated until
 is found.
In the following, we derive the decision set AUu (= fPCBi ; PCFi;j ; CFi;j j8i 2 SM ; j 2
KCFg) by solving problem P3, and explain how SCB is determined. In addition, the
optimality of AUu for the initial problem (i.e., the problem prior to the relaxation) is also
discussed.
Allocations of Contention-free TXOPs and Transmit Power Levels
Based on the KKT conditions for P3, the optimal transmit power levels of the users
during contention-free TXOPs are given by
PCFi;j = 
CF
i;j i ; 8i 2 SM ; j 2 KCF ; (4.15)
where
i =

BW
ln(2)
(1 + i + 

i )
i
  1
Wi
+
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and [x]+ = maxf0; xg. Next, the optimal contention-free TXOP allocation can be deter-
mined as follows. Let
 i;j = (1 + i + 

i )
@ RCFi;j ( P
CF
i;j ; 
CF
i;j )
@CFi;j

PCFi;j =
PCFi;j
=
(1 + i + 

i )TCFB
W
TP
h
log2(1 + 
W
i i) 
1
ln(2)
Wi i
1 + Wi i
i
; 8i 2 SM ; j 2 KCF :
(4.16)
Due to the fact that  i;j is independent of 
CF
i;j and from the KKT conditions, the jth
TXOP is allocated to the user with the largest  i;j [59]. However, when there are multiple
users with their  i;j values equal to the largest  i;j for the jth TXOP, the optimal solution
for the problem P3 allocates fractions of the TXOP among these users allowing them to
time-share the TXOP.
Since the channel gain (or Wi ) and i remain unchanged over the uth time slot, we
can see from (4.16) that  i;j of the ith user is the same for all the TXOPs. Consequently,
the ith user is allocated the same fraction from each TXOP or is allocated all the TXOPs.
When there are N 0 users fi1; i2; :::; iN 0g with their  i;j values equal to the largest, the
optimal fractional values for CFi;j ; i = fi1; i2; :::; iN 0g are determined based on the primal
feasibility of those CFi;j 's with respect to C2, C3 and C4. That is, the optimal set of
CFi;j ; i = fi1; i2; :::; iN 0g is a solution which satises C2 with equality and the following set
of linear inequalities
CFi;j jKCF j
TCFB
W log2(1 + 
W
i i)
TP
 RV min;i  RLi;u( Lu;0; AUu ;DL) ; i = fi1; i2; :::; iN 0g
(4.17)
and
CFi;j jKCF ji
TCF
TP
 PT;i   PCBavg;i(PCB)  PCavg;i ; i = fi1; i2; :::; iN 0g: (4.18)
As the objective of this work is to allocate resources based on the PHY and the MAC
technologies of the networks, a near optimal TXOP allocation for the initial problem is
found by rounding CFi;j jKCF j values to the nearest integers. The rounded values indicate
the number of TXOPs allocated to each user. Moreover, if CFi;j jKCF j;8i are integers,
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they are the optimal TXOP allocation for the initial problem.
Allocations of Users and Transmit Power Levels for Contention-based Chan-
nel Access
The second stage resource allocation problem should be formulated as a convex opti-
mization problem to reduce the required computational capacity. However, RCBi (P
CB)
given by (3.4) is a non-concave function when NW varies. Therefore, to formulate the
second stage problem as a convex optimization problem, SCB should be determined prior
to allocating the other upper-level resources. In the MMDP based resource allocation
algorithm, SCB which achieves the highest total SDT at the upper-level is found via
searching over SM . A low complexity method to nd a near optimal SCB is presented in
Section 4.6.
From (3.4), it can be seen that RCBi (P
CB) depends not only on the ith user's transmit
power level, but also on the transmit power levels of the other users in SCB. Thus,
PCBi ; 8i 2 SCB are correlated. Based on the KKT conditions for problem P3, PCBi > 0
only if
@ RCBi (P
CB)
@PCBi
PCB i =PCB i
PCBi =0
>
i
1 + i
@PCBavg;i(P
CB)
@PCBi
PCB i =PCB i
PCBi =0
; (4.19)
where PCB i is a vector which consists of the power levels of the users in SCB except the
ith user. Since these partial derivatives are not dened when PCBi = 0, we rewrite (4.19)
by taking the limits of the partial derivatives as PCBi ! 0. Then, (4.19) reduces to
PCBi
8<:> 0; if
BWWi
ln(2)
>
i
1+i
;
= 0; otherwise;
8i 2 SCB: (4.20)
Moreover, for PCBi > 0, the two sides of (4.19) become equal when the partial derivatives
are evaluated at PCBi = P
CB
i . Therefore, value of P
CB
i when P
CB
i > 0 can be found
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by solving (4.21) using Newton's method if PCB i is known [63].
1 + i
i
 NW
W
i
RCBi (P
CB)
1 + PCBi 
W
i
=
TCP
TP
h
ln(1 + PCBi 
W
i ) 
PCBi 
W
i
1 + PCBi 
W
i
i
+
ln(2)NWP
CB
i 
W
i
RCBi (P
CB)
BW  (1 + PCBi Wi ) ln(1 + PCBi Wi )
:
(4.21)
Existence of a solution for (4.21) is proved in Appendix A.3.
As PCBi ;8i 2 SCB are correlated, PCB is found using an iterative algorithm. In
each iteration, PCBi ;8i 2 SCB are calculated by (4.21) using the PCB calculated in the
previous iteration. The algorithm terminates when the changes to PCBi ; 8i 2 SCB are
negligible. Convergence of this iterative algorithm is proved in Appendix A.4.
From (4.15) (4.21), it can be seen that AUu is independent of the time slot (i.e., u).
Therefore, AUu which is determined for the uth time slot can be used at the u
0th time slot
(u0 = f0; 1; 2; :::g) when states during the uth and the u0th time slots are equivalent (i.e.,
 u;0 =  u0;0). Thus, DU is a stationary policy [58]. The algorithm which determines DU
for a given initial state  0;0 is shown in Algorithm 1.
4.5 Lower-Level Resource Allocation
The objective of the lower-level resource allocation is to maximize
P
i2SN (1 + i +
i)R
L
i;u( 
L
u;0; A
U
u ;DL) subject to (4.1) for n = C and (4.14) over the uth time slot (see Sec-
tion 4.4.2). To determine DL, rst we decompose the resource allocation problem over
the uth time slot to a set of independent subproblems, each of which allocates resources
for one lower-level time slot. Second, ALu;l for the (u; l)th time slot, l = f0; 1; :::; VL   1g,
is found by solving the subproblem which corresponds to the same time slot; this third
stage resource allocation problem is denoted by P4 (see Section 4.3). Based on ALu;l found
for the (u; l)th time slot, we show that DL is a stationary policy.
To decompose the resource allocation problem which maximizes
P
i2SN (1 + i +
i)R
L
i;u( 
L
u;0; A
U
u ;DL) over the uth time slot to a set of independent subproblems, the
Bellman optimality equation written for the lower-level using (4.5) with the assumption
of VL is very large is used. This assumption is reasonable as T
L  TU . The Bellman
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Algorithm 1 : Upper-Level Policy
input : f U0 ;  L0;0g, SM , SS , and PT;i; RV min;i and RDmin;i;8i
output : AUu = fPCBi ; CFi;j ; PCFi;j j8i 2 SM ; j 2 KCF g for every f U ;  Lg 2 f	U ;	Lg, and
SCB
while SCB is not optimal do
 f0; :::; 0g.
while  is not optimal do
for each f U ;  Lg 2 f	U ;	Lg do
  f0; :::; 0g and  f1; :::; Ng.
while  is not optimal do
while  is not optimal do
Calculate PCFi;j ; 
CF
i;j and P
CB
i by (4.15) (4.18), (4.20) and (4.21) at state
 U .
Allocate resources at the Lower-Level by Algorithm 2 when the initial state
is  L.
Update i;8i.
end
Update i;8i.
end
end
For each user, calculate RUi ( 0;0;D) by solving the Bellman optimality equation written
using (4.4).
Update i;8i.
end
Calculate the total SDT at the upper-level,
PN
i=1R
U
i ( 0;0;D).
end
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optimality equation is then given by [13, 14].X
i2SN
(1 + i + i)R
L
i;u( 
L
u;0; A
U
u ;DL) = (1  ) max
ALu;0
h X
i2SN
(1 + i + i)r
L
i;u;0( 
L
u;0; A
U
u ; A
L
u;0)
i
+
X
 Lu;12	L
P
L(2)
 Lu;0 
L
u;1
X
i2SN
(1 + i + i)R
L
i;u( 
L
u;1; A
U
u ;DL);
(4.22)
where P
L(2)
 Lu;0 
L
u;1
is the probability of lower-level state changes from  Lu;0 to  
L
u;1 at the
end of the (u; 0)th time slot. As the left hand side of (4.22) is maximized when ALu;l for
the (u; l)th time slot maximizes
P
i2SN (1 + i + i)r
L
i;u;l( 
L
u;l; A
U
u ; A
L
u;l), resources of the
lower-level (i.e., subcarriers and transmit power levels) are allocated for the (u; l)th time
slot such that
P
i2SN (1+i+ i)r
L
i;u;l( 
L
u;l; A
U
u ; A
L
u;l) is maximized [58]. It should be noted
that these resource allocation subproblems corresponding to the lower-level time slots are
independent of each other.
Similar to the non-convexity caused by the integer constraint which is imposed on CFi;j
(see Section 4.4.2), the integer constraint which is imposed on Ci;k makes the subproblem
corresponding to the (u; l)th time slot non-convex (see Section 4.2.5). To reduce the
computational capacity required to solve the subproblem, we relax it by following the
same relaxation process which is used in Section 4.4.2. That is, we let Ci;k 2 [0; 1] and
dene PCi;k = 
C
i;kP
C
i;k and
RCi;k(
PCi;k; 
C
i;k) = 
C
i;kR
C
i;k(
PCi;k=
C
i;k). The relaxed subproblem is
considered as the problem P4.
Since problem P4 is solved subject to satisfaction of (4.14) over the uth time slot,
(4.14) is rst translated into a set of constraints, each corresponds to one lower-level time
slot, by substituting (4.5), (4.7) and (4.10) into (4.14). Then, the constraint correspond-
ing to the (u; l)th time slot is given by
(1 + i + i)
@ RCi;k(
PCi;k; 
C
i;k)
@ PCi;k

PCi;k=
PCi;k
8<:= i; if PCi;k > 0;< i; otherwise; 8i 2 SN ; k 2 KC : (4.23)
From (4.23),
PCi;k = 
C
i;k

f
ln(2)
(1 + i + i)
i
  1
Ci;k
+
: (4.24)
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Next, the remaining subcarrier allocation problem for the (u; l)th time slot can be
stated as
P5 : max
C
X
i2SN
X
k2KC
(1 + i + i) R
C
i;k( P
C
i;k; 
C
i;k)
s.t. C7 :
X
i2SN
Ci;k  1 ; 8k 2 KC
C8 : 0  Ci;k  1 ; 8i 2 SN ; k 2 KC :
Problem P5 is a convex optimization problem. Therefore, from (4.24) and the KKT
conditions for problem P5, and using the same approach used for deriving CFi;j in Section
4.4.2, the optimal subcarrier allocation can be expressed as [59]
Ci0;k =
8<:1; if i0 = argmax8i

i;k
	
;
0; otherwise;
8i0 2 SN ; k 2 KC ; (4.25)
where
i;k = (1 + i + i)
h
log2(1 + 
C
i;kP
C
i;k ) 
1
ln(2)
Ci;kP
C
i;k
1 + Ci;kP
C
i;k
i
:
However, when there are multiple users with their i;k values equivalent to the largest
i;k for the kth subcarrier, the optimal solution for the problem P5 requires allocation
of fractions, which satises C7 with equality, of the kth subcarrier among these users.
When such equality of i;k occurs, we randomly allocate the kth subcarrier to one
of the users with the largest i;k due to the fact that fractional subcarrier allocations
are not supported by the PHY. Random subcarrier allocation in this scenario does not
signicantly deviate the system throughput/QoS performance from the optimum due to
two reasons: 1) subcarrier bandwidth is small as there is a large number of subcarriers; 2)
probability of multiple users having equivalent i;k values for more than one subcarrier or
for a certain subcarrier over multiple time slots is very small, because the channel gains
over dierent subcarriers are dierent and varies over time slots.
From (4.24) and (4.25), it can be seen that ALu;l is independent of the time slot.
Thus, ALu;l which is determined for the (u; l)th time slot can be used at the (u; l
0)th time
slot (l0 = f0; :::; VL   1g) when states during these two time slots are equivalent (i.e.,
 Lu;l =  
L
u;l0). Therefore, DL is a stationary policy [58].
As DL is a stationary policy, calculating ALu;0 for each state  Lu;0 2 	L at the (u; 0)th
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Algorithm 2 : Lower-Level Policy
input :  L, SN , ;  and 
output : ALu;l = fCi;k , PCi;k j8i 2 SN ; k 2 KCg for each  L(2) 2 	L, and RLi;u( L; AUu ;DL) and
PCavg;i;8i
for each  L(2) 2 	L do
Calculate PCi;k and 
C
i;k by (4.24) and (4.25) at state  
L(2).
rLi;u;l( 
L(2); AUu ; A
L
u;l) 
P
k2KC 
C
i;kR
C
i;k(P
C
i;k ).
PCtot;i;l( 
L(2); AUu ; A
L
u;l) 
P
k2KC P
C
i;k .
end
For each user, calculate RLi;u( 
L; AUu ;DL) by solving the Bellman optimality equation written
using (4.5).
Calculate PCavg;i;8i by (4.10).
time slot is sucient to determine DL. Next, RLi;u( Lu;0; AUu ;DL) and PCavg;i; 8i can be
found by solving (4.5) and (4.10), respectively. Equations (4.5) and (4.10) can be solved
using the methods explained in [58] by writing them as Bellman optimality equations.
Values of RLi;u( 
L
u;0; A
U
u ;DL) and PCavg;i; 8i are then feedback to the upper-level to update
,  and  as shown in Algorithm 2, which determines DL.
The MMDP based resource allocation algorithm (i.e., DU and DL) eciently allo-
cates resources of the interworking system. However, it has a high time complexity as it
requires to nd AU0 and A
L
u;0 for each system state, where the total number of system
states in a system model is given by (KS)
N jKC j+jSM j. Therefore, we propose a heuristic
resource allocation algorithm with low time complexity when the number of system states
is signicantly higher due to the large number of users and/or OFDM subcarriers.
4.6 Heuristic Resource Allocation
The heuristic algorithm consists of two steps. The rst step is executed only once at
the beginning, and it calculates the dual variables which correspond to data and voice
trac constraints (i.e.,  and ) based on the average square channel gains (
's), where

 = Efh2g, Efg is the ensemble average operator and h is the channel gain. The
second step uses the dual variables calculated in the rst step, and allocates upper and
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lower level resources based on the instantaneous channel gains subject to total power
constraints of the users (i.e., C4). Since these two steps are executed based on a single
system state which consists of either 
's or instantaneous channel gains, solving the
Bellman optimality equations is not required in the heuristic algorithm for calculating
RUi ( 0;0;D), RLi;u( Lu;0; AUu ;DL) and PCavg;i. In the MMDP based algorithm, the Bellman
optimality equations are solved by determining AU0 and A
L
u;0 for each possible system
state. In addition, SCB is determined using a simple method in the heuristic algorithm (to
be discussed). Due to these two reasons, the heuristic algorithm has low time complexity.
In the rst step,  and  are found by solving problems P2, P3 and P4. Therefore,
the solutions which we obtained for problems P3 and P4 in Sections 4.4.2 and 4.5 are
used in this step with modications to utilize 
's as follows. Average throughput over a
Rayleigh fading channel is given by [56, 64]
EfRg =
Z 1
0
2Bh


log2(1 +
h2p
n
)e 
h2

 dh =
B
ln(2)
e
n

pE1
 n

p

; (4.26)
where p is the transmit power level, B is the bandwidth, n is the total noise plus inter-
ference power, and E1(x) is the exponential integral which is dened as [64]
E1(x) =
Z 1
x
e x
x
dx: (4.27)
Since 0:5e x ln(1 + 2x) provides a tight lower bound for E1(x) [64], by (4.26)
EfRg > B
2
log2

1 +
2
p
n

: (4.28)
Thus, the solutions for the problems P3 and P4 are modied to calculate the throughput
over each wireless channel by (B=2) log2(1 + 2
p=n). That is, the equations in Sections
4.4.2 and 4.5 are modied with the substitutions of B=2 to B, and 2
 to h2. The
latter is also equivalent to the substitution of 2Efni;yg to ni;y. Moreover, as 
's are
used in this step, the number of possible system states in the MMDP reduces to one.
Consequently, RUi ( 0;0;D) = rUi;0( 0;0; AU0 ;DL), RLi;0( L0;0; AU0 ;DL) = rLi;0;0( L0;0; AU0 ; AL0;0)
and PCavg;i =
P
k2KC 
C
i;kP
C
i;k.
Furthermore, log2(1 + x) > 0:5 log2(1 + 2x);8x 2 R+. Therefore,  and  calcu-
lated in the rst step will satisfy the QoS requirements with an additional margin if the
throughputs are given by B log2(1 + 
p=n). Therefore, when the resources are allocated
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Algorithm 3 : First step of the heuristic algorithm
input : Average square channel gains (
's), SM , SS , and PT;i; RV min;i and RDmin;i;8i
output : ;  and SCB
Form  U0 and  
L
0;0 using
p
2
 values of the channels.
Ci;k  2EfCi;kg and Wi  2EfWi g.
Sort users in SM in the descending order of their EfWi g.
while SCB corresponding to maximum Pi2SN RUi ( 0;0) is not found do
SCB  SM (jSCBj+ 1).
 f0; :::; 0g,   f0; :::; 0g and  f1; :::; Ng.
while  and  are not optimal do
while  is not optimal do
Calculate PCFi;j ; 
CF
i;j ; P
CB
i ; 
C
i;k and
PCi;k by (4.15) (4.18), (4.20), (4.21), (4.24)
and (4.25) substituting BW =2 to BW and f=2 to f .
Update i;8i.
end
RLi;0( 
L
0;0) 
P
k2KC R
C
i;k(
PCi;k; 
C
i;k).
PCavg;i  
P
k2KC P
C
i;k.
Calculate rUi;0( 0;0) by (4.6), and R
U
i ( 0;0) rUi;0( 0;0).
Update i and i;8i.
end
end
in the second step, QoS requirements of the users are satised with a higher satisfaction
though the instantaneous channel gains are used in this step. First step of the heuristic
algorithm is shown in Algorithm 3.
In the second step, resources of both upper and lower levels are jointly allocated
at the beginning of uth time slot (u = f0; 1; 2; :::g) subject to C4 and assuming that
the current lower-level state remains unchanged during the uth time slot (i.e.,  Lu;0 =
 Lu;l;8l 2 f1; :::; VL 1g). With this assumption, RLi;u( Lu;0; AUu ;DL) = rLi;u;0( Lu;0; AUu ; ALu;0)
and PCavg;i =
P
k2KC 
C
i;kP
C
i;k. The algorithms which solve problems P3 and P4 are used for
allocating resources while using  and  from the rst step. Note that these algorithms
need to calculate  only and that UE power is distributed between WLAN and cellular
network interfaces at this point. At the beginnings of the remaining (u; l)th time slots
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Algorithm 4 : Second step of the heuristic algorithm
input : Instantaneous channel gains during (u; l)th time slot, ;  and SCB
output : AU = fPCBi ; CFi;j ; PCFi;j j8i 2 SM ; j 2 KCF g and AL = fCi;k and PCi;k j8i 2
SN ; k 2 KCg
Form  Uu and  
L
u;l using instantaneous channel gains during (u; l)th time slot.
while  is not optimal do
if l = 0 then
Calculate PCFi;j ; 
CF
i;j ; P
CB
i ; 
C
i;k and
PCi;k by (4.15) (4.18), (4.20) and (4.21), (4.24)
and (4.25) based on  Uu and  
L
u;l.
else
Recalculate Ci;k and P
C
i;k by (4.24) and (4.25) based on  
L
u;l.
end
Update i;8i
end
(i.e., l = f1; :::; VL   1g), lower-level resources of subcarriers and the amount of power
dedicated for the cellular network interfaces are reallocated based on the current state
 Lu;l to fully exploit the multi-user diversity in the cellular network. The second step of
the heuristic algorithm is shown in Algorithm 4.
The optimal SCB consists of only a few users with strong channel conditions due to
two reasons: 1) allocation of too many users for contention-based channel access degrades
the aggregated throughput of the users due to increased number of collisions [13], and 2)
allocation of a user with a weaker channel degrades the throughputs of all the users as the
weak user takes a longer time to transmit a packet [16]. Based on these characteristics,
users for the contention-based channel access are allocated as follows. First, the users
in SM are sorted in the descending order of their EfWi g. Next, the rst step of the
heuristic algorithm is repeated, each time adding the next user in SM to SCB, until the
total throughput achieved at the upper-level reaches the maximum.
4.7 Simulation Results
Wireless channels are modeled as Rayleigh fading channels, and their path loss is pro-
portional to d 4, where d denotes the distance between users and the WLAN AP or the
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Table 4.1: Simulation Parameters
Parameter Value (unit)
BW 20MHz
D 4095 octets
jKC j 4 or 128
jKCF j 2 or 10
TL 4.23ms
TU , TP 63.45ms
TACK 24.5s
TAIFS 34s
TCF 31:72=jKCF j ms
TCP 31.72ms
TCTS 24.5s
TRTS 24.7s
TSIFS 16s
f 5=jKC j MHz
0 9s
Additive white Gaussian noise density -174 dBm/Hz
Initial window size of WLAN 16
Maximum number of backo stages in WLAN 6
cellular BS. Further, the channels over the cellular network are generated at the carrier
frequency of 2.1GHz and mobile speed of 50kmh 1, while those over the WLAN are
generated at the carrier frequency of 2.4GHz and mobile speed of 3kmh 1. Based on
the coherence times of the channels, TL and TU are selected to be 4.23ms and 63.45ms,
respectively [65, 66]. The radiuses of the WLAN and the cellular coverage areas are 50m
and 1000m respectively, and users are uniformly distributed over the coverage areas. The
total power available at each user is uniformly distributed between 0 and 1watt. Table
4.1 shows the remaining parameters.
First we evaluate the performance of the MMDP based resource allocation algorithm
(MM) and the heuristic algorithm (HM) in a small-scale system, denoted by system-1, and
compare the performance with that of a benchmark algorithm (BM1) which resembles the
rst category resource allocation algorithms (see Section 4.1). Algorithm BM1 allocates
the resources as follows. First, it assigns users for the two networks via exhaustive search
such that the total average system throughput is maximized. In this step, average users'
throughputs are calculated using (B=2) log2(1+2
p=n), as in the rst step of HM. Next,
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each network individually allocates its resources among the assigned users to maximize
the network throughput. This step utilizes instantaneous channel gains and is repeated
at the every time slot. It should be noted that BM1 does not allow UE multi-homing
and it allocates resources at two time-scales based on the PHY and MAC technologies of
the networks.
In the system-1, there are four users (jSSj = jSM j = 2), four subcarriers and two
contention-free TXOPs. Two-state Markov channels are used [67], and the boundary be-
tween the two states of each channel is determined such that the steady state probability
of each state is 0.5. For each channel, the channel is at the rst state if h <
p

 ln(2); oth-
erwise, it is at the second state. When a channel is at rst and second states, the channel
gains are considered to be
p

(1  ln(2)) andp
(1 + ln(2)), respectively. These channel
gains are determined by averaging the square of the channel gain of a continuous-envelope
Rayleigh fading channel within the boundaries of the respective state. Transition prob-
abilities of the states are calculated as in [56]. Discount factors  and  are set to be 0.9
in MM.
Fig. 4.4 compares the throughputs achieved by MM, HM and BM1 in system-1
for dierent QoS requirements. Algorithm MM provides throughput improvement of
at least 10:7% compared to HM, and both MM and HM provide higher throughputs
than BM1 as they enable multi-homing. In BM1, each user is allowed to access one
network only. When multi-homing is enabled, users achieve higher throughputs due to
ecient resource utilization, which is a result of catering user QoS requirements utilizing
multiple network resources and of dynamically adjusting resource allocation including
UE power distribution for the two network interfaces based on the instantaneous channel
gains. In addition, MM outperforms HM due to the fact that MM allocates the resources
statistically considering the future state changes using an MMDP, whereas HM allocates
the resources based on the current states only.
The satisfaction index (SI), which can be used for quantifying the ability of a resource
allocation algorithm to satisfy the QoS requirements [62], is dened for a particular trac
class as
SI = E

1RRmin + 1Rmin>R 
R
Rmin

; (4.29)
where R and Rmin are the achieved and the required throughputs, and 1xy = 1 if x  y
but it is zero otherwise. All three algorithms have achieved SI for voice trac (SIV ) of
one in system-1, and the achieved SI's for data trac (SID) by them in system-1 are
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Figure 4.4: Throughputs achieved by dierent algorithms in system-1.
shown in Fig. 4.5. Similar to the throughput performance, MM and HM achieve higher
SID's compared to BM1, providing users with better QoS. Dierence between these SID's
is signicant at the higher data trac requirements as multi-homing is particularly useful
for catering higher user requirements via multiple networks.
Complexities of the algorithms are measured in terms of the required number of
iterations in the inner most loop per user per time slot in fast time-scale, and Fig. 4.6
compares them in system-1. As MM solves an MMDP based resource allocation problem
with 218 system states, it requires a large number of iterations. Algorithm BM1 requires
a higher number of iterations than HM as BM1 recalculates  and  at each time slot,
whereas HM calculates  and  only once in the rst step.
Next, the performance of HM is evaluated in a large-scale system, denoted by system-
2, and is compared with the performance of a benchmark algorithm (BM2). Since the
highest number of resource blocks per cell in a LTE system is 110, system-2 consists
of 128 subcarriers, 10 contention-free TXOPs and 40 or 80 users. This system uses
continuous envelope Rayleigh fading channels generated at the same carrier frequencies
and mobile speeds as in system-1. The performance of MM is not evaluated in this system
due its high complexity. Algorithm BM2 uses a simpler user allocation mechanism than
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Figure 4.5: Satisfaction index achieved by dierent algorithms for data trac in system-1.
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Figure 4.7: Throughputs achieved by dierent algorithms in system-2.
exhaustive search which is used in BM1, because exhaustive search is not feasible when
there is a large number of users. It allocates users for the networks as follows. First,
users in SM are sorted in the descending order of their EfWi g. Second, resources of
the two networks are individually allocated jSM j times while calculating users' average
throughputs using (B=2) log2(1 + 2
p=n); at the jth resource allocation, rst j users in
SM are allocated to the WLAN while the remaining users in SM and all the users in SS
are allocated to the cellular network. Finally, the user allocation which resulted in the
highest total average throughput is selected. Once the user allocation is completed, BM2
allocates resources of the two networks at each time slot similar to BM1.
Throughput, SIV and SID performance of HM and BM2 in system-2 are shown in Fig.
4.7, Fig. 4.8 and Fig. 4.9, respectively. Due to the advantages of user multi-homing,
HM provides better throughput and SI performance than BM2. The performance of
the algorithms decreases with the number of users, because the resources are distributed
among more users as each user has a certain QoS requirement. When there are 80 users
in the system, HM provides at least 14:5%, 8:4% and 8:1% of improvements compared
to BM2 in average throughput per user, SIV and SID, respectively.
According to the complexities of the algorithms shown in Fig. 4.10, HM converges
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Figure 4.8: Satisfaction index achieved by dierent algorithms for voice trac in system-
2.
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Figure 4.9: Satisfaction index achieved by dierent algorithms for data trac in system-2.
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Figure 4.10: Complexities of dierent algorithms in system-2.
within 25 iterations per user per time slot while BM2 requires more than 47 iterations
per user per time slot. The complexity of HM does not considerably vary with the QoS
requirements and the number of users as HM recalculates only  at each time slot in
the second step of the algorithm, whereas the complexity of BM2 increases with the QoS
requirements and the number of users as BM2 recalculates ;  and  at each time slot.
4.8 Summary
This chapter has presented an MMDP based resource (subcarrier, TXOPs of WLAN,
and power) allocation for cellular/WLAN interworking considering two time-scales; un-
derlying PHY and MAC layer technologies of an OFDMA based cellular network and a
WLAN which operates on contention-based and contention-free channel access mecha-
nisms; and multi-homing capable users with voice and data trac requirements. Further,
by eliminating the requirement to solve Bellman optimality equations, a low time com-
plexity heuristic resource allocation algorithm has been proposed. Simulation results
have shown that the MMDP based algorithm provides at least 10:7% of throughput im-
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provements than the heuristic algorithm, and that the heuristic algorithm provides higher
throughputs and satisfaction indexes (i.e., QoS) than the benchmark algorithms (BM1
and BM2) which do not consider user multi-homing. The MMDP based algorithm has a
high time complexity due to large number of states in the system model. The low time
complexity heuristic algorithm converges within 25 iterations per user per time slot in
practical systems, which enables it to allocate resources online based on the instantaneous
channel gains.
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Chapter 5
Resource Allocation for D2D
Communication Underlaying
Cellular/WLAN Interworking
In this chapter, uplink resource allocation for D2D communication underlaying cellu-
lar/WLAN interworking is studied. As stated in Section 1.2, there are several benets of
enabling D2D communication within an interworking system. For example, D2D com-
munication can enhance the network throughputs when interworking cannot, by incor-
porating hop and reuse gains to the network [22]. In addition to the benets discussed in
Section 1.2, enabling D2D communication in a cellular/WLAN interworking system pro-
vides two more important benets. First, high capacity D2D links can be setup between
the users who are not within a WLAN coverage by pairing WLAN radios of the UEs. To
pair two WLAN radios, control signals and information related to authentication are sent
via cellular network. Though Wi-Fi Direct compatible WLAN radios are able to discover
neighbouring devices and pair themselves, they require users to distribute authentication
related information, such as a personal identication number, via another secure net-
work and manually enter that information during the link setup phase. Therefore, the
D2D link setup process, which takes advantage of UE multi-homing in the interworking
system to send control signals and authentication information via the cellular network,
provides users with a secure and convenient service. Second, the interference issue in the
underlaying networks of D2D communication can be relaxed. In an interworking system,
there are a large amount of resources with dierent channel conditions. Therefore, CCI
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between traditional and D2D links can be reduced by choosing resources with weaker
interference channels between the links.
The remaining of the chapter is organized as follows. In Section 5.1, D2D commu-
nication underlaying cellular/WLAN interworking system model is described. Section
5.2 presents the technical challenges for allocating resources in the system, and discusses
existing and new solutions. In Section 5.3, a resource allocation scheme is proposed
to address these challenges. Section 5.4 discusses the implementation of the proposed
scheme, while Section 5.5 demonstrates the achievable throughput and QoS performance
enhancements. Chapter is summarized in Section 5.6.
5.1 D2D Communication Underlaying Interworking
System Model
As shown in Fig. 5.1, the system model under consideration for this chapter focuses
on rst and second type areas described in Section 3.1. In order to discuss the im-
plementation of the proposed resource allocation scheme in practical networks, cellular
network and WLANs are assumed to be a LTE-A network and IEEE 802.11n WLANs,
respectively. Enhanced NodeB (eNB) (or BS) of the LTE-A network and WLAN AP's
are interconnected via LTE-A evolve packet core (EPC) network and the Internet ser-
vice provider (ISP). Synchronization of APs with LTE-A network is achieved by using
synchronization protocols, such as IEEE 1588-2008 and Network Time Protocol version
4 (NTPv4), over the Ethernet backhauls connected to the APs. Users can access the
services connecting to one network, e.g., UE8, or simultaneously connecting to multi-
ple networks using the UE multi-homing capability, e.g., UE9. In this system, network
assisted (or operator controlled) D2D communication is considered. Using traditional
mode, users communicate with eNB or an AP, e.g., UE8. Using D2D mode, source and
destination users in proximity directly communicate with each other, e.g., UE4 and UE5.
These D2D links can be established using multiple networks in the interworking system,
e.g., D2D link between UE1 and UE2 can be established over both LTE-A network and
the WLAN. Furthermore, when the D2D users are not within an AP coverage, a high
capacity D2D link can be setup between the users by pairing the UE WLAN radios with
the assistance of LTE-A network. To pair the WLAN radios, relevant control information
and authentication request/response messages are sent through the LTE-A network.
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Figure 5.1: D2D communication underlaying cellular/WLAN interworking system.
5.2 Challenges for Resource Allocation and Related
Work
In this section, we present three main technical challenges for allocating resources in a
D2D communication underlaying cellular/WLAN interworking system: 1) allocation of
resources capturing diverse radio access technologies, 2) selection of users' communica-
tion modes for multiple networks to maximize hop and reuse gains, and 3) interference
management. Some related works in literature are also discussed.
5.2.1 Challenge 1: Allocation of Resources Capturing Multiple
Radio Access Technologies
This challenge for allocating resources is discussed in detail in Chapter 4. To allocate
resources capturing diverse PHY and MAC technologies in an interworking system, in
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Chapter 4 and in [11, 12, 45], resources of the system are allocated by estimating the
throughputs via the OFDMA based networks using the Shannon capacity formula and
the WLANs by average user throughputs calculated considering the eect of collisions.
To allocate cellular network and WLAN resources in two dierent time-scales, the
following approach is proposed in Chapter 4. First, the wireless channels are modeled
as nite-state Markov channels [56], where the state space corresponds to the CSI of all
the channels. Then, resource allocation problem at the two time-scales is formulated as
a MMDP [18]. The optimal resource allocation decisions are determined by solving the
MMDP problem. However, such method is highly complex due to large number of states
available in practical systems [11].
5.2.2 Challenge 2: Ecient Mode Selection
The objective of enabling D2D communication in the interworking system is to provide
higher data rates with enhanced QoS for the users throughout the interworking system.
To achieve this objective, it is crucial to select the best communication modes which
take advantage of user proximity and fully realize hop and reuse gains. In this section,
we discuss the two key challenges for ecient mode selection: 1) high complexity and
communication overhead, and 2) realization of hop and reuse gains.
In an interworking system, mode selection process has a high complexity as it requires
estimation of a large number of channels due to availability of a large number of potential
D2D and traditional links over multiple networks. It also causes a large communication
overhead due to transmission of a large volume of CSI [22]. Therefore, repeating mode
selection in a very fast time-scale (e.g., at every resource allocation interval in LTE-A
networks with a duration of 1ms [14]) to determine the best communication modes based
on the instantaneous channel conditions is not practical. To reduce the complexity and
overhead, mode selection can be performed in a slower time-scale based on the channel
statistics. However, the time-scale should not be too slow as D2D links may become
very weak over time due to user mobility. This issue can be relaxed in the interworking
system by forming D2D links for high mobility users via the cellular network only while
forming D2D links for low mobility users via the cellular network and WLANs, as the
cellular network coverage is much wider than a WLAN coverage.
Realization of hop gain is a challenge as the user modes which provide the highest
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throughputs should be selected while calculation of D2D mode throughput is complicated.
Throughput of D2D mode is the sum of the D2D link throughput and the additional
throughput that can be achieved utilizing the saved resources. When D2D mode is used,
resources are saved as D2D links use either UL or DL resources only. The additional
throughputs will be in the DL if the UL resources are used for the D2D links, and vice
versa. In a time-division duplexing (TDD) system, the throughput of D2D mode can
be calculated by allocating all the available resources for the D2D link while that of
traditional mode can be calculated by allocating a part of available resources for the UL
and the remaining resources for the DL [68]. This method provides accurate results as UL
and DL share the same set of resources in a TDD system. However, in frequency-division
duplexing (FDD) systems, joint allocation of UL and DL resources is necessary as UL
and DL use two dedicated sets of resources on two dierent carrier frequencies.
Selecting modes to realize the highest reuse gain in a network is challenging due to two
main reasons: 1) calculation of optimal power levels for D2D and traditional links over a
shared resource is complicated due to existence of CCI between the links, and 2) nding
the optimal pair of D2D and traditional links to share a particular resource is tedious
as there are a large number of dierent link pairs to be considered for each resource. In
[68, 69, 70], power allocation to capture reuse gain is studied assuming that the number of
available resources equals to the number of traditionally communicating users. Further, it
is assumed that each traditionally communicating user occupies only one resource. When
one D2D link reuses all the resources, the power allocation which maximizes the D2D link
throughput is found in [70]. When there are multiple D2D links and each D2D link reuses
only one resource, the optimum power allocation to maximize the total throughput over
a resource is found in [68, 69]. Moreover, in [69], by evaluating all the possible D2D and
traditional link pairs for each resource, the optimum pairing to maximize the reuse gain
in the network is found by using a weighted bipartite matching algorithm. However, in
large multicarrier systems (e.g., LTE-A networks), there are a large number of subcarriers
or physical resource blocks (RBs) compared to the number of users. Furthermore, the
set of resources allocated to one traditional link could be reused by several D2D links,
where each D2D link reuses a subset of the resources allocated to the traditional link,
and vice versa. In this setting, allocation of RBs in a cellular network based on a reverse
iterative combinatorial auction based approach is investigated in [71, 72].
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5.2.3 Challenge 3: Interference Management
Intercarrier interference (ICI) and CCI caused by D2D communication degrade the
throughput performance of the D2D communication underlaying interworking system.
ICI occurs in multicarrier systems, such as LTE-A network, when the signals over dif-
ferent subcarriers arrive at a receiver with dierent delays. Therefore, to maximize the
throughput performance, it is essential to manage the interference. However, interference
management is a challenge as it complicates the resource allocation process, by requiring
to make three additional resource allocation decisions: 1) whether to allocate orthogonal
or non-orthogonal resources for D2D links, 2) whether to utilize UL or DL resources for
D2D links, and 3) determine which D2D and traditional link pair to reuse a resource and
the transmit power levels of the link pair (discussed under Challenge 2 ). In addition, the
characteristics of interworking systems, such as low transmit power levels of the multi-
homing users over individual networks, should be considered in the resource allocation
process to ease interference management.
To attain high system throughput, selection of orthogonal or non-orthogonal resources
for each D2D link should be determined based on the achievable throughputs with each re-
source type, considering CCI. An orthogonal resource is utilized by only one link whereas
a non-orthogonal resource is shared/reused by a D2D and a traditional link. When a
D2D link is far away from a traditional link and the two D2D communicating users are
in proximity, allocating non-orthogonal resources for these two links is benecial due to
limited CCI between the links [68, 69]. In this scenario, the total achievable throughput
via the two links reusing a RB of the LTE-A network is shown in Fig. 5.2a, where Pt
and Pd are transmit power levels of traditional and D2D link transmitters. However, as
shown in Fig. 5.2b and Fig. 5.2c, when the two links are in a close range, a higher total
throughput can be achieved by allocating orthogonal resources for the links; the total
throughput reaches the highest when the link with higher channel gain uses the RB.
Use of UL and of DL resources for D2D links aect dierently the interference man-
agement and the system complexity. When DL resources are reused for D2D links, CCI is
received by the traditionally communicating users. To calculate power levels of D2D link
transmitters ensuring tolerable CCI at traditionally communicating users, it is required
to estimate the channels between D2D link transmitters and traditionally communicating
users. Furthermore, CCI could be severe if a D2D pair and a traditionally communicating
user are located at a cell edge, or at nearby cell edges [22]. On the other hand, when
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(a) D2D and traditional links are far away from each other.
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(b) Two links are in proximity, and the traditional link has a higher channel gain.
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(c) Two links are in proximity, and the D2D link has a higher channel gain.
Figure 5.2: Throughputs achieved reusing a RB for a D2D and a traditional link when
the two links are in dierent proximities and have dierent channel gains.
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UL resources are reused for D2D links, CCI is received by eNB and APs. Therefore, to
manage CCI, already available CSI of the channels between users and eNB/APs can be
utilized. In addition to CCI, LTE-A network users will suer from ICI when DL resources
are utilized for D2D links, because the signals from eNB and D2D transmitters arrive at
the users at dierent time instances. However, if UL resources are utilized for D2D links,
eNB will suer from ICI. As ICI is an inherent issue in conventional OFDMA based UL
systems, these systems are equipped with ICI cancellation schemes to combat ICI at the
eNB, but not at the users. Therefore, use of UL resources for D2D links simplies CCI
and ICI management. Further, it is benecial to utilize UL resources for D2D links as
UL resources are less utilized compared to DL resources due to asymmetric UL and DL
trac loads [70, 69].
Interworking of networks simplies the interference management in several ways.
First, CCI between a D2D and traditional link pair varies with the reusing resource as
the channel conditions over dierent resources vary. Moreover, there are a large amount
of resources available from multiple networks. Therefore, CCI in an interworking system
can be reduced by selecting resources for D2D and traditional link pairs such that CCI
is minimized. Second, when the D2D links are setup over multiple networks, transmit
power of the D2D link transmitters is divided among multiple network interfaces, re-
ducing CCI. Third, interworking of a cellular network and WLANs enables the use of
WLAN based D2D links. As there are several WLAN frequency channels which can be
utilized for these links, multiple D2D links can be setup and simultaneously operated
among the users in vicinity without causing CCI. For example, IEEE 802.11n supports
three non-overlapping channels in 2.4GHz frequency band [13].
5.3 Proposed Three Time-Scale Resource Allocation
Scheme
In this section, we propose a resource allocation scheme for D2D communication under-
laying cellular/WLAN interworking system shown in Fig. 5.1, overcoming the various
challenges mentioned earlier. The proposed scheme is designed with two objectives: 1)
maximize the total system throughput subject to user QoS and total power constraints,
and 2) minimize the signaling overhead and the computational complexity such that this
scheme can be employed in practical systems. The total system throughput is the sum
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of all the D2D and traditional link throughputs achieved over both networks. Then, the
resource allocation problem for this system can be stated as follows.
P6 : max
X
i2SN
 
R
C(D)
i +R
C(T )
i +R
W (D)
i +R
W (T )
i

s.t. C9 : R
C(T )
i +R
W (T )
i  RNDmin;i ; 8i 2 SN
C10 : R
C(D)
i +R
C(T )
i +R
W (D)
i +R
W (T )
i  RD2Dmin;i ; 8i 2 SN
C11 : PCi + P
W
i  PT;i ; 8i 2 SN ;
where R
C(D)
i and R
C(T )
i are the throughputs achieved by the ith user via cellular network
using D2D and traditional modes respectively; R
W (D)
i and R
W (T )
i are the throughputs
achieved by the ith user via both channel access mechanisms of the WLAN using D2D
and traditional modes respectively; RNDmin;i and R
D2D
min;i are the minimum data rates required
for the ith user's non-D2D and D2D communications respectively; and PCi and P
W
i are
the total power used by the ith user for communications via the cellular network and the
two channel access mechanisms of the WLAN respectively. Non-D2D communications
are used for accessing the services such as Internet, email and voice mail. C9 and C10 are
the QoS constraints, while C11 is the total power constraints. It should be noted that
only C9 will be active for the ith user if the user requires only non-D2D communication.
On the other hand, only C10 will be active for the user if the user requires only D2D
communication. Both C9 and C10 will be active if the user requires both communications.
In this work, we assume that each user requires either non-D2D or D2D communication.
An overview of the operations of the proposed resource allocation scheme is shown in
Fig. 5.3. The proposed scheme operates on three dierent time-scales. First time-scale is
the slowest while third time-scale is the fastest (i.e., a time slot in rst time-scale is the
longest while that in third time-scale is the shortest). Mode selection is performed in the
rst time-scale. Resources of the cellular network and the WLANs are jointly allocated
in the second time-scale. As the cellular network has a short resource allocation interval,
resources of the cellular network are reallocated in the third time-scale. The proposed
scheme addresses the various challenges stated in Section 5.2 as follows.
 To address Challenge 1 : based on the insights gain from Chapter 4, a low complex
joint resource allocation for the cellular network and the WLANs, which operate
on the third and the second time-scales respectively, is performed based on the
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Figure 5.3: Proposed three time-scale resource allocation scheme.
average channel gains; and ecient and feasible resource allocation decisions are
made considering the PHY and MAC technologies of the two networks.
 To address Challenge 2 : complexity and signaling overhead are reduced by per-
forming mode selection in the rst (i.e., a slow) time-scale; hop gain is captured in
the mode selection by utilizing two resources, which can be allocated to a D2D link
or a traditional link with a UL and a DL, to calculate the throughput of each mode;
and allocation of non-orthogonal resources is simplied by allocating resources in
two steps.
 To address Challenge 3 : non-interfering WLAN based D2D links are utilized; CCI
and ICI mitigation is simplied by using UL resources for the D2D communication
within the cellular network; severe CCI is avoided by preventing the allocation of
non-orthogonal resources for the links in proximity; and CCI is further reduced
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by enabling UE multi-homing for both D2D and traditional modes, and properly
calculating the UE transmit power.
5.3.1 First Time-Scale: Mode Selection
Mode selection is performed in the rst time-scale in order to reduce the involved com-
putational complexity and the signaling overhead by less frequently (i.e., in the rst
time-scale) making the mode selection decisions and estimating the channels requiring
for mode selection. In the mode selection process, users are allowed to use dierent modes
for dierent networks as the wireless channel gains over one network dier from those
over another network.
An overview of the mode selection algorithm is shown in Fig. 5.4, where CCS is
a centralized control server. As shown in Step 1 , the rst step of the mode selection
algorithm is to determine communication modes for the users within an AP coverage.
In this scenario, users can access both networks using the UE multi-homing capability.
In Step 2 , if a user pair is not within an AP coverage, but within WLAN radio com-
munication range, the pair is allocated a WLAN based D2D link. These links provide
a high capacity without causing CCI. Using such a link, a user can utilize all the avail-
able contention-free TXOPs and achieve the throughput given by (3.2) over each TXOP.
Moreover, in this scenario, TCFP = TP . Due to high capacity of these links, when a user
pair is allocated one of these links, the user is not allocated cellular network resources for
D2D communication. When the pair of users are not within the WLAN radio communi-
cation range, users are allocated cellular network resources only. Step 2 also determines
the communication modes for this scenario.
In cellular network, the mode for each user is selected based on the achievable through-
put using each mode, utilizing two RBs. In traditional mode, throughput is calculated
allocating one RB for UL and the other for DL; in D2D mode, throughput is calculated
allocating both RBs for the D2D link to capture the hop gain. Furthermore, through-
puts are calculated substituting average channel gains and unit transmit power levels
into (3.1), due to two reasons: 1) instantaneous channel gains and user transmit power
levels vary over the time slots of third time-scale, and 2) within each time slot of the rst
time-scale, there are multiple time slots of the third time-scale.
In WLANs, mode selection is performed in a similar manner, but using two contention-
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free TXOPs. In each mode, throughput over a TXOP is calculated using (3.2). Users
use the same mode for contention-based and contention-free channel access mechanisms.
5.3.2 Second Time-Scale: Joint Resource Allocation for Cellu-
lar Network and WLANs
Second time-scale resource allocation jointly allocates cellular network and WLAN re-
sources, distributes power available at multi-homing UEs between their two network
interfaces, and ensures QoS satisfaction. The resource allocation is executed in two steps
in order to simplify the allocation of non-orthogonal resources and the calculation of
transmission power levels for D2D and traditional links which share these resources. In
the rst step, resources are allocated for the traditional links and the D2D links which
use orthogonal resources. In the second step, remaining D2D links are allocated non-
orthogonal resources. S1 and S2 denote the sets of users who are allocated resources
during rst and second steps respectively, where S1 \ S2 = SN and S1 [ S2 = ;.
Resources are allocated using instantaneous channel gains over the WLANs while
using average channel gains over the cellular network as there are multiple third time-scale
time slots within one time-slot of the second time-scale. Due to the same reason, average
channel gains are used for mode selection (see Section 5.3.1). Using average channel
gains in the joint resource allocation problem, the amounts of power which should be
allocated for UE cellular network interfaces and the throughputs that should be achieved
through the cellular network are determined. In the third time-scale, resources of the
cellular network are allocated based on these power and throughput levels, and utilizing
instantaneous channel gains.
As reusing resources for D2D and traditional links which are in proximity is inecient,
D2D links in WLANs are allocated orthogonal resources. Similarly, in cellular network,
D2D links which lie within distance of dL from the eNB are allocated orthogonal resources.
Furthermore, from (3.4), it can be seen that the transmit power levels of all the users
in a WLAN are correlated, because an user's throughput via contention-based channel
access depends on the transmit power levels of all the users in the WLAN. Also, the
users in a WLAN possibly access the cellular network, using a part of the power available
in the UEs. Therefore, all the multi-homing users who access both networks should be
jointly allocated resources during the rst step. To facilitate that, D2D links in the
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cellular network, which lie at least distance of dL from the eNB and are among the multi-
homing users, are allocated orthogonal resources. Remaining D2D links in the cellular
network are allocated non-orthogonal resources realizing the reuse gain in the system.
An overview of the second time-scale joint resource allocation algorithm is shown in Fig.
5.5.
First Step of the Second Time-Scale Resource Allocation
First step jointly allocates resources of the cellular network and the WLANs subject to
C9-C11, assuming eNB receives the worst CCI of Ic from D2D links. As the communi-
cation modes for each user have already been selected by the mode selection algorithm,
we denote the throughputs achieved by the ith (i 2 S1) user via cellular network and a
WLAN using the selected modes as RCi and R
W
i , respectively. For example, if the D2D
mode has been selected for the ith user, RCi = R
C(D)
i .
This step allocates resources following Steps 3   6 shown in Fig. 5.5. To allocate
resources, Algorithm 3 proposed in Chapter 4 is used with three modications. First, to
further reduce the time complexity of the algorithm, SCB is assumed to be all the users
within the WLAN. Second, instead of using average channel gains within the WLAN, in-
stantaneous channel gains are used. Third, only one QoS constraint per user is considered
(either C9 or C10), and it corresponds to the data trac QoS constraint in Algorithm 3
with the dual variable .
In Step 3 , dual variables  and  are updated using the subgradient method [11, 61,
62], where  and  correspond to QoS and total power constraints of the problem P6,
respectively. To update the dual variables, eNB and each AP feedback RCi , R
W
i , P
C
i and
PWi , which are calculated based on the current values of the dual variables. Furthermore,
when RCi and P
C
i are calculated for links using traditional mode, additional interference
of Ic is taken into account. In Step 4 , rst APs determine P
CF
i;j ; 
CF
i;j and P
CB
i for the ith
(i 2 S1) user by (4.15) (4.18), (4.20), and (4.21). Next, it calculates
RWi =
TCF
TP
X
j2KCF
CFi;j R
CF
i;j ( P
CF
i;j ) (5.1)
and
PWi = P
CB
avg;i(P
CB) +
TCF
TP
X
j2KCF
PCFi;j ; (5.2)
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Figure 5.5: Second time-scale joint resource allocation algorithm.
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where RCFi;j ( P
CF
i;j ) and P
CB
avg;i(P
CB) are given by (3.2) and (3.6). In Step 5 , eNB rst
determines Ci;k and
PCi;k using (4.24) and (4.25). Then, it determines
RCi =
X
k2KC
Ci;kR
C
i;k( P
C
i;k) (5.3)
and
PCi =
X
k2KC
PCi;k; (5.4)
where RCi;k(
PCi;k) is given by (3.1). In Step 6 , resources for the WLAN based D2D links
are allocated. Calculation of throughputs of these links is explained in Section 5.3.1. In
this scenario, RWi is given by (3.2) and P
W
i = PT;i.
Second Step of the Second Time-Scale Resource Allocation
In the second step, cellular network resources are allocated (reused) for the D2D links
of the users in S2 (i.e., for D2D links which use non-orthogonal resources) subject to the
QoS and total power constraints. CCI received by the D2D links is taken into account,
and transmit power levels of the D2D link transmitters are calculated such that they do
not exceed Ic at the eNB. CCI received by a D2D link receiver can be calculated as power
and RB allocations for the traditional links are already completed in the rst step. The
second step is performed via Step 7 of the second time-scale joint resource allocation
algorithm shown in Fig. 5.5.
In Step 7 , cellular network resources can be allocated using the algorithm which is
used for allocating resources in Steps 3 and 5 . In Step 7 , dual variables are updated
only considering the throughputs via and power consumptions for the cellular network.
First, from (4.24), eNB determines [73]
PCi;k = min

Ic
(hCi;k)
2
;
h f
ln(2)
(1 + i)
i
  1
Ci;k
i+
; 8i 2 S2; k 2 KC ; (5.5)
where hCi;k is the average channel gain between the ith user and the eNB, and 
C
i;k is
calculated taking the received CCI into account. By substituting calculated PCi;k into
(4.25), Ci;k;8i 2 S2; k 2 KC are calculated. Then, RCi and PCi can be determined from
(5.3) and (5.4), where PCi;k = 
C
i;kP
C
i;k.
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In order to reduce the required number of channel estimations for the second step,
average channel gains which can be estimated based on the distances are used for the
calculation of received/caused CCI. To determine the distances, positions of the UEs can
be calculated using two techniques which are supported by the LTE networks: 1) assisted
global navigation satellite systems (A-GNSS) positioning, and 2) observed time dierence
of arrival (OTDOA) positioning. Position information can be exchanged between UEs
and eNB via LTE positioning protocol (LPP).
5.3.3 Third Time-Scale: Cellular Network Resource Allocation
As cellular networks have a shorter resource allocation interval compared to WLANs,
resources of the cellular network are reallocated in the third time-scale utilizing instan-
taneous channel gains. Further, by using a fast time-scale, multiuser diversity over the
fast fading wireless channels is exploited. In this time-scale, resources are allocated fol-
lowing the same two-step process as in the second time-scale. In the rst step, the ith
multi-homing user has total power of PCi to communicate over the cellular network, and
requires minimum rate of Rmin   RWi via the cellular network, where Rmin = RNDmin;i if
the ith user requires non-D2D communication, or Rmin = R
D2D
min;i otherwise. P
C
i and R
W
i
are calculated in the second time-scale. Second step remains unchanged.
5.4 Implementation of the Proposed Resource Allo-
cation Scheme
In this section, we discuss the semi-distributed implementation of the proposed resource
allocation scheme in an interworking system which consists of an LTE-A network and
IEEE 802.11n WLANs operating in 2.1GHz and 2.4GHz frequency bands, respectively.
Semi-distributed implementation of the proposed scheme is shown in Fig. 5.6. This
implementation reduces the signaling overhead and signaling delay, distributes the com-
putational burden over the networks, and prevent a single point of failure. Dierent
functions of the resource allocation scheme are performed at APs, eNB, and CCS which
is connected to the LTE-A EPC through packet data network gateway (PDN-GW). APs
and CCS communicate through WLAN access gateway (WAG), evolved packet data
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Figure 5.6: Semi-distributed implementation of the proposed resource allocation scheme.
gateway (ePDG) and PDN-GW. eNB and CCS communicate through serving gateway
(S-GW) and PDN-GW.
Mode selection is performed at the CCS. To determine the user modes, average chan-
nel gains of the traditional and potential D2D links over both networks are sent to the
CCS. Once the user modes are determined, the selected modes are informed to APs and
eNB to setup the links.
The rst step of the second time-scale resource allocation is to jointly allocate cellular
network and WLAN resources. Resource allocation for each network is performed at its
base station (i.e., eNB or AP), and controlled by the CCS such that resource allocation
for the entire system can iteratively converge to the global optimum. Specically, CCS
broadcasts the dual variables which correspond to the total power and the QoS con-
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straints. Then APs and eNB allocate resources based on the received dual variables, and
feedback PCi , P
W
i , R
C
i and R
W
i ;8i 2 S1 to CCS. Finally, CCS updates the dual variables
and broadcast them back. As shown in Step 3 of the Fig. 5.5, this process continues
until the resource allocation reaches to globally optimal.
The second step of second time-scale resource allocation and the third time-scale
resource allocation are performed at the eNB as both of them allocate cellular network
resources only. Further, such implementation provides a low signaling delay which is
essential for third time-scale operations due to very short time slot duration.
5.5 Simulation Results
Uniformly and randomly distributed 25 high mobility and 25 low mobility users are in
the system. All the users are capable of multi-homing, and Y% of them can communicate
using D2D mode. Total power available at each user is 27dBm. Durations of a time slot
in the rst, second and third time-scales are 640ms, 64ms and 1ms, respectively. We set
dL = 200m and Ic =  62dBm in the LTE-A network. Remaining simulation parameters
are described in Section 4.7.
The proposed scheme reduces the average number of channel estimations and the
signaling overhead by 8:3%, 15:9% and 29:1% for Y = 10%, Y = 20% and Y = 40%
respectively, as the proposed scheme performs mode selection in a slower time-scale. In
addition, by executing second and third time-scale resource allocations at APs and eNB,
the signaling overhead is reduced by another 58:4% as a large volume of CSI are not sent
to the EPC network.
Complexity of the proposed scheme is measured in terms of the number of required
iterations per user for the rst step of the second time-scale resource allocation, because
the rst step of the second time-scale resource allocation has the highest complexity as
it jointly allocates cellular network and WLAN resources. Required number of iterations
for this step is shown in Table 5.1. The required number of iterations per user reduces
with Y , as more users are allocated WLAN based D2D links and that more D2D links are
allocated non-orthogonal cellular network resources during the second step. Furthermore,
it increases with Rmin, as more iterations are required to nd the dual variables which
ensure the satisfaction of high QoS requirements.
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Table 5.1: Average number of required iterations per user
Rmin = 512kbps Rmin = 4Mbps Rmin = 16Mbps
Y = 10% 5.45 6.51 7.93
Y = 20% 5.23 6.16 7.62
Y = 40% 4.80 5.64 6.91
Throughput and QoS satisfaction performance of the proposed resource allocation
scheme is compared with that of a cellular/WLAN interworking system and a conven-
tional system. QoS satisfaction is quantied by using the satisfaction index (SI) which
is dened in (4.29). In the cellular/WLAN interworking system, resources are allocated
based on the second and third time-scale operations. In the conventional system, resource
allocation for each network is performed individually.
According to the throughput and SI performance shown in Fig. 5.7 and Fig. 5.8,
the cellular/WLAN interworking system provides higher performance than the conven-
tional system. The proposed scheme provides further performance enhancements, and
its performance increases with Y . When Y increases, more D2D links can be established,
because the number of potential D2D users in the system increases with Y . As a result,
the performance of the proposed scheme increases with Y . When Y = 40%, the proposed
scheme improves throughput by 3.4 and 10 times compared to the throughputs achieved
in the cellular/WLAN interworking system and the conventional system, respectively.
The reasons for such enhanced performance are that joint allocation of resources in mul-
tiple networks, exploitation of better wireless channels available between the users in
proximity, realization of hop and reuse gains, utilization of WLAN based D2D links, and
ecient use of orthogonal and non-orthogonal resources to manage interference. This per-
formance comparison demonstrates the throughput and QoS improvements that can be
achieved by interworking of multiple networks and enabling D2D communication within
an interworking system.
5.6 Summary
In this chapter, we have studied resource allocation for the D2D communications un-
derlaying interworking system which consists of an LTE-A network and IEEE 802.11n
WLANs. A resource allocation scheme has been proposed to maximize the through-
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put of the system subject to QoS satisfaction. The proposed scheme has been designed
based on the diverse PHY and MAC technologies of dierent networks, and to manage
interference and reduce the high complexity and signaling overhead caused by the mode
selection process. To further reduce the signaling overhead and delay while preventing a
single point of failure, the proposed scheme has been implemented in a semi-distributed
manner. Simulation results have demonstrated that the proposed scheme signicantly
improves the system throughput and QoS satisfaction.
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Resource Allocation for
Interworking Macrocell and
Hyper-Dense Small Cell Networks
In this chapter, uplink resource allocation for interworking macrocell and hyper-dense
small cell networks is studied. As discussed in Section 1.3, interworking of macrocell
and hyper-dense small cell networks provides several important benets in addition to
improving the network throughput, QoS support and coverage. However, there are several
challenges for allocating resources for this system as the resources should be jointly
allocated for a large number of small cells considering CCI, time-varying network loads,
backhauls with limited capacities, and low-cost/low-complex small cell BSs [74].
The main challenge for jointly allocating resources for a large number of small cells
is the requirement to solve a highly complex resource allocation problem consisting of a
large number of variables and constraints. It should be noted that the number of the
cells, which need to be jointly considered when allocating resources, is much higher in a
hyper-dense small cell network than that in a macrocell network. Such complex resource
allocation problem can be solved using the vastly available cloud computing resources.
Further, the use of cloud computing to solve the resource allocation problem provides
several advantages as compared to using a dedicated centralized server at the mobile core
network [75, 76]: 1) less operational and maintenance cost; 2) ability to adapt to varying
computational requirements; and 3) high reliability with spatially distributed multiple
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redundant servers.
With the use of cloud computing, a major challenge for designing a resource allocation
scheme is the high delay when access the cloud computing facility [77]. The delay consists
of three components: 1) transmission delay; 2) queuing delay; and 3) processing time.
Typically, the total delay is in the order of 100s of milliseconds, and it increases with the
size of the computing task. However, the resource allocation decisions should be adapted
to rapidly varying wireless channel conditions within a few milliseconds.
In this chapter, we propose a joint resource allocation scheme for allocating uplink
resources for interworking macrocell and hyper-dense small cell networks. Cloud comput-
ing is used for solving the resource allocation problem. The resource allocation scheme
is designed considering the time-varying network loads, limited backhaul capacities and
low-complex BSs of the small cell network. The remaining of the chapter is organized as
follows. Section 6.1 presents the related work, and Section 6.2 describes the macrocell
and hyper-dense small cell interworking system model. In Section 6.3, two time-scale
resource allocation for this system is explained. Resource allocation processes at the fast
and the slow time-scales are described in Sections 6.4 and 6.5, respectively. Simulation
results are given in Section 6.6, while the chapter is summarized in Section 6.7.
6.1 Related Work
The existing CCI management techniques can be mainly divided into three categories:
1) interference avoidance techniques; 2) diversity combining and interference suppression
techniques; and 3) interference controlling techniques.
Interference avoidance schemes include resource partitioning schemes, such as ABS
allocation and FFR techniques. The FFR techniques eliminate inter cell CCI by allow-
ing the users at a cell edge to utilize only a sub-set of the available frequency channels,
while the users at cell centers utilize all the frequency channels [32, 33]. The frequency
channel sub-set for cell edge users is determined such that it does not overlap with the
frequency channel sub-sets assigned for the neighboring cell edge users. This technique
is less ecient in hyper dense small cell networks due to small cell sizes and unplanned
cell deployments, which do not allow using all the frequency channels in the cell cen-
ters and require partitioning the available frequency channels into a large number of
non-overlapping sub-sets. Consequently, frequency reuse is signicantly reduced. The
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ABS allocation techniques schedule the transmissions within small cells during the ABS
transmissions of the macro cell in order to avoid CCI [30, 31]. As ABSs are allocated
by the macro cells to avoid CCI between the macro and the small cells, ABS allocation
techniques do not eliminate inter cell CCI among the small cells.
Diversity combining and interference suppression techniques for uplink include joint
decoding and network MIMO techniques. Joint decoding techniques decode a user's
data by combining the signals received by several BSs using techniques such as selection
diversity and maximal ratio combining (MRC). It improves SINR due to diversity gain.
The network MIMO techniques achieve signicantly higher performance compared to
diversity combining techniques [34], and the performance of network MIMO techniques
is investigated in [35]. Network MIMO techniques which are based on zero forcing and
minimum mean squared error (MMSE) equalizers are proposed in [36, 78, 28]. To reduce
the amount of control information transmitted to UEs, transmission of precoding matrix
indexes is proposed in [79]. There are three key reasons which prevent employing the
diversity combining and interference suppression techniques in hyper-dense small cell
networks: 1) dense unplanned small cell deployments cause each cell to receive CCI not
only from the neighbouring cells, but also from neighbors of the neighboring cells; 2)
limited capacity small cell backhauls cannot be used for transmission of instantaneous
CSI of the UEs associated with a large number of BSs in vicinity, to facilitate processing
of the received signals from the users at dierent BSs [80, 31]; and 3) high cost of antenna
arrays.
Several interference controlling schemes which are based on resource (i.e., transmit
power, subcarriers, time slots, etc.) allocation are proposed in [81, 82, 80, 83]. In [81],
power and subcarrier allocation to reduce the CCI caused by femto cell users to macrocell
users is investigated. In [82], a distributed algorithm is proposed to optimize power and
frequency resource allocation subject to inter cell CCI constraints. The work in [83] also
considers stability of the UE data queues. To reduce CCI, employment of small cell BSs
as relays for uplink macrocell communications is investigated in [80]. In this scheme, the
transmit power levels and the amount of data routed via relays are determined by solving
a non-cooperative game among UEs using a distributed learning algorithm. To eciently
manage hyper dense small cell networks, further investigation on these schemes to take
high delay when access the cloud computing resources is required.
To overcome the eect of high delay when access the cloud computing resources, use of
a nite state Markov chain (FSMC) to predict future wireless channel states is proposed
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in [84]. At each resource allocation interval, cloud resources are used for determining the
network resource allocation based on the predicted channel states which are determined
using the CSI received a few resource allocation intervals ago. Such solution cannot
be directly implemented in hyper dense small cell networks due to three reasons: 1)
number of channel states in the FSMC is very large due to existence of a large number
of BSs and users in the network (discussed in Section 4.5 and in [85]); 2) transmission
of CSI during each resource allocation interval consumes a large portion of the available
wireless bandwidth and the backhaul capacity; and 3) determining the resource allocation
decisions for such large network requires a duration that is longer than the resource
allocation interval of a cellular network (e.g., 1ms). Due to the second and the third
reasons, ecient resource allocation mechanisms that allocate resources once a several
resource allocation intervals of a cellular network, yet achieve ecient performance, is
required hyper-dense small cell networks. In this chapter, we design a resource allocation
scheme which uses two time-scales and time-correlated wireless channels to overcome
these three issues.
6.2 Macrocell and Hyper-Dense Small Cell Interwork-
ing System Model
The system model under consideration for this chapter focuses on rst and third type
areas described in Section 3.1. Uplink resources are allocated for the interworking system
in the areas under consideration. Macro and small cells are deployed in a planned and an
unplanned (i.e., random) manner, respectively. The interworking system is divided into
C clusters. Resources of a cluster is jointly allocated, while resources of dierent clusters
are allocated separately. As shown in Fig. 6.1, the cth cluster consists of M(c) set of
macro cells and N (c) set of small cells. U (c) denotes the set of users in the cth cluster, and
each user connects to the cell (i.e., BS) that is closest to the user. The set of users connect
to the bth cell is denoted by U (c)b , where b 2M(c) [N (c). Total available frequency band
is divided into subcarriers with bandwidth of f , and K denotes the set of subcarriers.
The set of subcarriers that are used by a cell is dynamically determined based on the cell
load and the CCI among the cells. To maximize the aggregated throughput of the users
in a cluster, resources of the cluster is allocated in two time-scales; a fast and a slow
time-scale. Fast time-scale has a shorter period (i.e., time slot duration) compared to
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Macrocell BS
Small cell BS
Figure 6.1: A cluster of the interworking macrocell and hyper-dense small cell networks.
that of slow time-scale. In the fast time-scale, user transmit power levels are determined
based on the instantaneous CSI and the water-levels which are calculated in the slow
time-scale. In the slow time-scale, in addition to the water-levels, user and subcarrier
allocations are determined based on the channel statistics and using the cloud computing
resources.
6.2.1 Cloud Access Model
To perform the slow time-scale resource allocation, CSI of the users are sent to the cloud
at the beginning of each slow time-scale time slot. Next, the resource allocation decisions
are determined using the slow time-scale resource allocation algorithm which is stored at
the cloud, and the determined decisions are then distributed to the BSs.
The cloud computing resources (or cloud servers) are shared by several users/services
to perform dierent computing tasks. Therefore, the total delay (dTotal) incurred when
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access cloud can be quantied as follows. dTotal is the sum of three components: 1)
transmission delay (dt); 2) queuing delay (dq); and 3) processing time (dp). dt for the
cth cluster is the maximum round-trip-time between a BS in the cluster and the cloud
server, and is given by [86]
dt = max
8b2M(c)[N (c)
f2 10 8lb + 5 10 3g; (6.1)
where lb is the distance between the bth BS (b 2M(c) [N (c)) and cloud servers.
When the computing tasks are sent to the cloud, they are queued until the required
amount of computing resources are freed up. The waiting time at the queue is referred to
as the queuing delay. When the cloud utilization is low, the queue can be approximated
by a M/G/1 queue. Then, by assuming an exponential service (i.e., processing) time
distribution [87],
dq = 1='s +
(2s + 1='
2
s)
2(1  ) ; (6.2)
where 1='s and 
2
s are the mean and the variance of the service time distribution, re-
spectively;  is the average arrival rate; and  = ='s.
The processing time, which is the amount of time taken by the cloud servers to solve
the resource allocation problem, is given by s + s, where s is a non-negative constant
and s is an exponentially distributed random variable [87].
6.2.2 Channel Model
Wireless channels over subcarriers are modeled as time-correlated Rayleigh fading chan-
nels. The channels over dierent subcarriers fade independently. Complex envelop of a
channel at the tth fast time-scale time slot is given by
~ht = ~ht 1 +
p
1  2 ~wt ; t 2 f1; :::; L  1g
= t~h0 +
p
1  2t ~w;
(6.3)
where  is the correlation coecient; ~ht is the normalized complex channel gain at the
tth fast time-scale time slot; ~wt and ~w are complex Gaussian random variables, i.e.,
~wt; ~w  CN (0; 2); and 2 is the average power gain of the channel divided by the
noise (i.e., additive white Gaussian noise) power. The normalized complex channel gain
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represents the channel gain divided by the square root of the noise power. The second
line of (6.3) is obtained due to the fact that a sum of independent Gaussian random
variables is also a Gaussian random variable. Then, ~ht can be rewritten as
~ht = (
thI;0 +
p
1  2twI) + j(thQ;0 +
p
1  2twQ); (6.4)
where hI;0 and wI are in-phase components of ~h0 and ~w respectively, while hQ;0 and wQ
are quadrature-phase components of ~h0 and ~w respectively. Envelop of the channel gain
can then be calculated by
j~htj2 = X2I +X2Q; (6.5)
where XI = 
thI;0 +
p
1  2twI and XQ = thQ;0 +
p
1  2twQ. Furthermore, XI 
N (thI;0; (1 2t)2=2) and XQ  N (thQ;0; (1 2t)2=2). Since the variances of XI and
XQ are identical, the conditional probability Pr(j~htj2
j~h0j2) is a noncentral Chi-square
distribution with two degrees of freedom [88]. Therefore,
Pr(j~htj2 = y
j~h0j2) = 1
22
e (s
2+y)=22
1X
k=0
yk(s=22)2k
(k!)2
; (6.6)
where 2 = (1   2t)2=2 and s = p(thQ;0)2 + (thQ;0)2 = tj~h0j. This probability
density function is used for calculating average throughput, average power and average
CCI over a time slot of slow time-scale.
6.3 Two Time-Scale Resource Allocation
As shown in Fig. 6.2, resources of each cluster are allocated in two time-scales. The
durations of fast and slow time-scale time slots are TF and TS, respectively. TF is de-
termined based on the coherence time of the wireless channels, while TS is determined
considering the cluster size, the delay when access the cloud and the control signaling
overhead (e.g., CSI). T0 denotes the dierence between TS and the time duration that
is required to transmit CSI to the cloud, determine resource allocation decisions at the
cloud and send the decisions back to the BSs. The number of fast time-scale time slots
within one time slot of the slow time-scale is denoted by L(= TS=TF ). For simplicity we
assume L is an integer and that T0 = L0TF , where L0 is also an integer.
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Figure 6.2: Two time-scale resource allocation.
Slow and fast time-scale resource allocation decisions are made at the cloud and the
BSs, respectively. The resource allocation decisions which are made at the cloud during
the current slow time-scale time slot are used in the cluster during the next slow time-
scale time slot. In the slow time-scale, rst the users are allocated to the cells. Then,
by solving a joint resource allocation problem, the subcarrier allocation and the water-
levels for the allocated subcarriers are determined, based on CCI in the cluster, channel
statistics, and instantaneous CSI at the L0th fast time-scale time slot within the current
slow time-scale time slot (see Fig. 6.2). Channel statistics and the instantaneous CSI at
the L0th fast time-scale time slot are used for estimating average throughput, average
power consumption and average CCI during the next slow time-scale time slot, taking into
account the fast time-scale resource allocation. Using these averages, resource allocation
decisions are made at the cloud. In the fast time-scale, transmit power levels of the users
are determined based on the instantaneous CSI and the already determined water-levels,
using the water lling algorithm.
6.4 Fast Time-Scale Resource Allocation
In the fast time-scale, user transmit power levels are calculated based on the instantaneous
CSI using the water lling algorithm. Subcarrier allocation and the water-levels are
determined in the slow time-scale. Dierent from the traditional water lling algorithm
in which there is a xed water-level for all the subcarriers, in this work each subcarrier
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Figure 6.3: Fast time-scale resource allocation within a slot time-scale time slot.
has a dierent water-level and that water-level is xed throughout a slow time-scale time
slot. Water-levels of dierent subcarriers are dierent as the transmit power levels are
determined considering the CCI introduced to and received from the other cells. Fig.
6.3 shows an example, where the water levels remain unchanged while the noise plus
interference power divided by the channel power gain varies over the fast time-scale time
slots. Whenever the water-level is higher than the noise plus interference power divided
by the channel power gain, transmit power is allocated for that subcarrier.
From (3.1), throughput of the uth user during the tth fast time-scale time slot over
the kth subcarrier is
rukt = f log2

1 +
Huktpukt
1 + Iukt

; (6.7)
where Hukt is the j~htj2 of the uth user over the kth subcarrier; pukt is the transmit power
level of the uth user during the tth fast time-scale time slot over the kth subcarrier; and
Iukt is the normalized interference to the uth user's communications during the tth fast
time-scale time slot over the kth subcarrier. The normalized interference is calculated
dividing the CCI level by the noise power. For the resource allocation purpose, we assume
an user receives the same level of interference throughout a slow time-scale time slot, and
which is equivalent to the normalized average interference (Iuk). From the water lling
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algorithm, the optimal transmit power levels are then given by
pukt =
h
uk   1 + Iuk
Hukt
i+
; (6.8)
where uk is the water-level for the uth user over the kth subcarrier. To determine the
transmit power levels, uk and Iuk are sent to the BSs. Then, the BSs determine the
transmit power levels using (6.8), based on uk, Iuk and instantaneous CSI.
6.5 Slow Time-Scale Resource Allocation
As shown in Fig. 6.2, the resource allocation decisions (i.e., user allocation, subcar-
rier allocation and water-levels) to be used during the next slow time-scale time slot
are determined within the current slow time-scale time slot. To determine these re-
source allocation decisions, average user throughputs, average power consumptions of
the users and average CCI caused/received by the users over the next slow time-scale
time slot should be determined. Furthermore, when these averages are determined, the
fast time-scale resource allocation (i.e., power allocation) should also be considered, as
the variations in the transmit power levels aect average throughput, power consumption
and caused/received CCI. Average throughput and power consumption of the uth user
during the next slow time-scale time slot over the kth subcarrier are denoted by Ruk
and Puk, respectively. Derivations of Puk, Ruk and Iuk based on the channel statistics
of time-correlated Rayleigh fading channels and the CSI received at the L0th fast time-
scale time slot within the current slow time-scale time slot (see Fig. 6.2) are given in
Appendices B.1, B.2 and B.3, respectively. A time-correlated channel statistically mod-
els the relationship between channel gains at dierent time instances. Thus, using these
channels and the CSI received at the L0th fast time-scale time slot within the current
slow time-scale time slot, channel gains during the next slow time-scale time slot can be
estimated for calculating Puk, Ruk and Iuk. Moreover, this approach to calculate Puk,
Ruk and Iuk eliminates the requirement to use a FSMC with a large state space.
Solving the slow time-scale resource allocation problem using the expressions that are
derived in Appendices B.1, B.2 and B.3 for Puk, Ruk and Iuk is highly complex due to
two reasons. First, Ruk is a non-convex function of the water-levels. Consequently, the
resource allocation problem becomes non-convex; thus, exhaustive search methods are
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required to solve the resource allocation problem. Second, the expressions for Puk, Ruk
and Iuk are highly complex. Therefore, it is not computationally feasible to calculate
Puk, Ruk and Iuk for each user over each subcarrier, to solve the resource allocation
problem. Therefore, to gain valuable insights on the eectiveness of the proposed cloud
assisted resource allocation framework for interworking macrocell and hyper-dense small
cell networks, in this chapter we solve the slow time-scale resource allocation problem
with the following simplications. We calculate Puk, Ruk and Iuk by assuming that
the channels are not time-correlated (i.e.,  = 0) and that the transmit power levels
remain unchanged within a slow time-scale time slot. Based on the insights gain by
solving the resource allocation problem with these simplications, in the future works we
will further investigate how to design resource allocation schemes considering the time-
correlated channels (i.e.,  6= 0) and the fast time-scale power allocation, in order to
further enhance the network throughput performance.
6.5.1 User Allocation
In the rst step of the slow time-scale resource allocation, each user is allocated to the
BS to which the user has the strongest channel gain. Such user allocation policy is
optimal as the proposed resource allocation scheme dynamically adjusts the amount of
bandwidth (or subcarriers) available at each BS based on the load at the BS. In contrast
to using static bandwidth allocations for the BSs, dynamically adjusting the bandwidths
available at the BSs reduces the over-the-air link bottlenecking and eciently caters for
the network load that signicantly varies and moves across the network with time.
6.5.2 Subcarrier Allocation and Water-Level Calculation
The subcarrier allocation and the water-levels are determined assuming that the channels
are not time-correlated and that the transmit power levels remain unchanged within a
slow time-scale time slot. Therefore, from (6.6), (B.10) and (B.11), average throughput
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of the uth user (u 2 U (c)) over the kth subcarrier is given by
Ruk =
1
L
L 1X
t=0
Z 1
0
f log2

1 +
HuktPuk
1 + Iuk
 1
2uk
exp
 Hukt
2uk

dHukt
=
1
L
L 1X
t=0
f
ln(2)
exp
1 + Iuk
2ukPuk

E1
1 + Iuk
2ukPuk

;
(6.9)
where 2uk is the average of the normalized power gain of the channel over the kth sub-
carrier between the uth user and the BS to which the uth user is connected to; and E1()
is the exponential integral which is given by (4.27). Normalized power gain is the power
gain of the channel divided by the noise power.
A tight lower bound for E1() is given by [89]
E1() > 0:5 exp( ) ln(1 + 2=): (6.10)
Thus,
Ruk  1
L
L 1X
t=0
f
2 ln(2)
ln

1 +
22ukPuk
1 + Iuk

=
f
2
log2

1 +
22ukPuk
1 + Iuk

:
(6.11)
Next, from (B.16) and (B.17),
Iuk =
1
L
L 1X
t=0
X
v2U(c)nu
Z 1
0
H
(u)
vktPvk
1
(
(u)
vk )
2
exp
 H(u)vkt
(
(u)
vk )
2

dH
(u)
vkt
=
X
v2U(c)nu
(
(u)
vk )
2Pvk;
(6.12)
where H
(u)
vkt is the normalized power gain of the channel over the kth subcarrier between
the vth user and the BS to which the uth user is connected to, during the tth fast time-
scale time slot within the next slow time-scale time slot; and (
(u)
vk )
2 is the average of the
normalized power gain of the same channel.
The resource allocation problem, which determines subcarrier allocation and water-
levels such that the aggregated user throughputs of the users in the cth cluster is maxi-
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mized, can be stated as follows.
P7 : max
P
X
u2U
X
k2K
Ruk
s.t. C12 :(6:11)
C13 :(6:12)
C14 :
X
k2K
Puk  PT;u ; 8u 2 U (c)
C15 :Puk  0 ; 8u 2 U (c); k 2 K;
where P is a vector consisting of all the transmit power variables. When P uk > 0, the k
subcarrier is allocated to the uth user. If P vk > 0;8v 2 V , where V  U (c), then all the
users in V simultaneously transmit over the k subcarrier. From (6.11) and (6.12), the
water-levels can be determined by
uk = P

uk +
1 + Iuk
2uk
; 8u 2 U (c); k 2 K: (6.13)
Problem P7 is a non-convex optimization problem due to non-convexity of the objec-
tive function. To reduce the required computational capacity to solve P7, we reformulate
P7 decomposing the objective function and introducing auxiliary variables as follows.
P8 : min
P ;x
X
u2U(c)
X
k2K
f
2
log2

1 +
X
v2U(c)nu
(
(u)
vk )
2Pvk

  xuk
s.t. C14; C15
C16 :
f
2
log2

1 + 22ukPuk +
X
v2U(c)nu
(
(u)
vk )
2Pvk

 xuk ; 8u 2 U (c); k 2 K;
where x is a vector consisting of all xuk variables. P8 is a concave minimization problem,
and it can be optimally solved using Algorithm 5 [90], where  is the error tolerance.
6.5.3 Implementation of Algorithm 5
Implementation of the Algorithm 5 is discussed in this section.
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Algorithm 5 : Subcarrier Allocation and Water-Level Calculation
1: Let O(P ;x) denote the objective function
2: Let F denotes the feasible set of fP ;xg which satises constraints C14 C16
3: Find a feasible solution fPf ;xfg which satises C14 C16. E.g., f0; :::; 0; 0; :::; 0g
4: Find a linear polyhedron F 0 which encloses F
5: Find the vertices (V 0) of F 0
6: s 1
7: while Optimal is not found do
8: Choose the vertex fPm;xmg which minimizes O(P ;x), where fPm;xmg 2 V s 1
9: Find the smallest  (0    1) such that fPf + (1  )Pm; xf + (1  )xmg 2 F
10: fPs;xsg  fPf + (1  )Pm; xf + (1  )xmg
11: if O(Pm;xm) O(Ps;xs)   then
12: fPs;xsg is optimal
13: else
14: Find an active constraint at fPs;xsg, that is Cs(Ps;xs) = 0, where Cs(P ;x) 2
fC14;C15;C16g
15: Generate a new constraint [rCs(Ps;xs)](fP ;xg   fPs;xsg)  0
16: Add the new constraint to the constraint set F s 1, and nd the new vertices due to
this constraint. Form V s by adding the new vertices to V s 1
17: s s+ 1
18: end if
19: end while
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Steps 4 and 5:
First, determine a tight upper bound  for
P
u2U(c)
P
k2K(Puk+xuk) subject to C14 C16.
Since x  ln(1+ x),  = f= ln(4)+Pu2U(c) PT;u, where  can be found by solving the
following linear programming problem.
P9 :  = max
P
X
u2U(c)
X
k2K

22ukPuk +
X
v2U(c)nu
(
(u)
vk )
2Pvk

s.t. C14;C15:
It should be noted that the objective function of P9 is derived from C16, using the
relationship of x  ln(1 + x). Next, P9 is rewritten by rearranging the terms in its
objective function as follows.
P10 :  = max
P
X
u2U(c)
X
k2K
Puk

22uk +
X
v2U(c)nu
(
(v)
uk )
2

s.t. C14;C15:
Then, the optimal value of Puk;8u; k for P10 (also for P9) is given by
Puk =
8><>:
PT;u; if k = argmax8k2K

22uk +
P
v2U(c)nu
(
(v)
uk )
2
	
;
0; otherwise:
(6.14)
Therefore,
 =
X
u2U(c)
PT;umax8k2K

22uk +
X
v2U(c)nu
(
(v)
uk )
2
	
:
(6.15)
Then, the initial linear polyhedron F 0 is given by fP ;xjPu2U(c)Pk2K Puk + xuk  g.
The initial set of vertices V 0 consists of 2jKjjU (c)j vertices with each vertex being
represented by jKjjU (c)j of Puk and jKjjU (c)j of xuk variables, where jYj denotes the
number of elements in Y . The ith vertex's ith variable equals to  while all the other
variables of the vertex equal to zero. It should be noted that the only vertices which
produce better objective function values than the initial feasible point are required to be
stored and considered in the algorithm.
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Step 9:
The smallest value of  can be found by using a bisection algorithm. In the bisection
algorithm,  is decreased when all the constraints are over satised, and  is increased
when there are constraints that are not satised.
Steps 14 and 15:
Vertex fPm;xmg is eliminated from V s using an additional constraint. First, select an
active constraint Cs(P ;x) at fPs;xsg, i.e., Cs(Ps;xs) = 0. If Cs(P ;x) 2 C14 and
corresponds to the uth user, the new constraint isX
k2K
Puk 
X
k2K
P
(s)
uk ; (6.16)
where P
(s)
uk 2 Ps. Otherwise, if Cs(P ;x) 2 C16 and corresponds to the uth user and the
kth subcarrier, the new constraint is
xuk   f
ln(4)2(2x
(s)
uk =f)

22ukPuk +
X
v2U(c)nu
(
(u)
vk )
2Pvk

 x(s)uk +
f
ln(4)

1  1
2(2x
(s)
uk =f)

;
(6.17)
where x
(s)
uk 2 xs.
Step 16:
First, form a simplex tableau using the coecients of the inequalities in F s 1 and using
the non-zero variables of fPm;xmg as the basic variables. Second, add the new constraint
to the simplex tableau as a new row. Finally, nd all the new vertices, which are to be
added to V s, by performing dual pivot operations on all the non-basic variables.
6.6 Simulation Results
A cluster of three macrocell BSs and 15 small cell BSs is considered. Small cell BSs are
uniformly and randomly distributed within 100m100m area at the center of the cluster.
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Table 6.1: Simulation Parameters
Parameter Value (unit)
Single sided power spectra density of noise, N0 -174dBm/Hz
Path-loss exponent,  4
Error tolerance in Algorithm 5,  0.5%
Transmission delay, dt 7ms
Queuing delay, dq 400ms
Processing time, dp 180ms
lb for dt calculation 200km
 for dq calculation 5s
 1
1='s for dq calculation 1/10s
 1
2s for dq calculation 0.05
s for dp calculation 100ms
s for dp calculation 80ms
Macrocell BSs are located 300m from the center of the cluster. A similar network setup
is shown in Fig. 6.1. Radiuses of a macrocell and a small cell are 1000m and 30m, respec-
tively. Total bandwidth of 20MHz is divided into 128 subcarriers. Each subcarrier can
be simultaneously used by multiple BSs. jU (c)j number of users are uniformly distributed
over the 100m  100m area. Wireless channels between users and BSs are modeled as
Rayleigh faded channels with path loss being proportional to x , where  is the path
loss exponent and x is the distance between the user and the BS. The total delay when
access the cloud (i.e., dt + dq + dp) is 594ms [87]. Thus, the minimum duration of TS is
594ms. Duration of TF is set to 1ms, similar to that in the LTE standard. Remaining
parameters are shown in Table 6.1.
Performance of the proposed resource allocation scheme is compared with that of a
benchmark scheme. In the benchmark scheme, rst, FFR is used for determining the
subcarrier subsets that users can utilize without causing CCI. Second, an optimal re-
source allocation algorithm is used within each cell to jointly allocate the subcarriers and
determine the transmit power levels. Use of FFR is benecial as it can be implemented
in a hyper-dense small cell network without causing a signicant signaling overhead in
the backhauls or requiring small cell BSs to perform highly complex computational tasks.
Reduction of the signaling overhead and the computational burden for the small cell BSs
are two of the key objectives of this work. In FFR, users lie within 15m from a small cell
BS are able to access all 128 subcarriers while users lie beyond are able to access only
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a subset of the 128 subcarriers, where the number of subcarriers in a subset equals to
128 divided by the number of overlapping BS coverages. Users who are outside small cell
coverages are allocated to the macrocell BSs. Similar to the operation of FFR in small
cells, in macrocells the users lie within 150m from a macrocell BS are able to access all
the subcarriers while the remaining users are able to access only a subset of the subcarri-
ers. Once FFR determines subcarrier subsets for dierent areas of each cell, subcarriers
and transmit power levels are optimally allocated within each cell. For this purpose,
Algorithms 1 and 2 proposed in Chapter 4 are used with the following modications.
Upper and lower level time slot durations are set to be equal, while the WLAN resources
and the QoS constraints are ignored. Also, if FFR allows the uth user to access only the
subcarriers in the subcarrier subset Ku, then Cu;k = 0;8k =2 Ku in Algorithm 2.
Throughput performance of the proposed and the benchmark schemes is compared
in Fig. 6.4. The proposed scheme is able to achieve better throughput performance due
to two reasons: 1) it jointly allocates subcarriers and transmit power considering CCI in
the entire cluster, and 2) it increases frequency reuse in the network by allowing all the
users to access all the subcarriers. In the benchmark, frequency reuse is reduced as the
cell-edge users are able to access only a subset of the available subcarriers. Furthermore,
when TS increases from 594ms to 1188ms, the per user average throughput achieved by
the proposed scheme reduces, because resource allocation at the cloud is performed only
once per slow time-scale time slot and that the eectiveness of the resource allocation
decisions decreases with TS due to changes in the network with time (e.g., changes in
channel gains). It should be noted that the water-lling algorithm, which runs at the
BSs during each fast time-scale time slot, determines the optimal transmit power level for
each subcarrier based on the instantaneous CSI. In addition to that, when jU (c)j increases,
the total network throughput increases due to increase in multiuser diversity. This is
reected by the increase in per user average throughput when TS=594ms. However, per
user average throughput does not increase with jU (c)j when TS=1188ms, because the
total network throughput is increased by a smaller factor (compared to the increment
when TS=594ms) while it is divided by a larger number (i.e., jU (c)j=60) when the per
user average throughput is calculated.
Fig. 6.5 demonstrates complexities of the proposed and the benchmark schemes.
Complexity of the proposed scheme is measured in terms of the number of required it-
erations for the while loop in step 7 of Algorithm 5. Complexity of the benchmark is
measured in terms of the number of required iterations for the inner most loop. Complex-
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Figure 6.4: Throughput performance of the proposed and the benchmark schemes.
ity of the proposed scheme is higher than that of the benchmark as the proposed scheme
jointly allocates subcarriers for the entire cluster, whereas the benchmark jointly allo-
cates subcarriers for a cell. However, Algorithm 5 is executed at the cloud. Thus, in the
proposed scheme, small cell BSs are only required to calculate the user transmit power
levels using (6.8). In the proposed scheme, the number of required iterations slightly in-
creases with PT;u, as the feasible region enlarges with PT;u. Consequently, more vertices
on the boundary of the feasible region should be determined and checked for optimality.
Thus, the number of required iterations increases with PT;u. Moreover, it also increases
with jU (c)j, due to the increase in the number of variables that need to be determined.
Signaling overhead in the small cell backhauls is reduced due to use of the two time-
scale resource allocation approach. In the proposed scheme, small cell BSs are required
to send CSI to the cloud only once per slow time-scale time slot. Thus, the signaling
overhead is reduced by L times, as compared to the benchmark scheme or other MIMO
schemes which exchange instantaneous CSI among BSs (or send to a centralized server)
during each fast time-scale time slot. In this simulation setup, L = TS=TF=594 and 1188.
Furthermore, if the network uses TDD, then CSI will also not be exchanged between BSs
and users over the fast time-scale. That is due to users are able to estimate CSI as the
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wireless channels are reciprocal.
6.7 Summary
In this chapter, we have presented a resource allocation scheme for interworking macrocell
and hyper-dense small cell networks. The proposed scheme operates on two time-scales
and utilizes cloud computing to determine user, subcarrier and transmit power (or water
level) allocations for the network taking CCI into account. Resource allocation decisions
are made at the cloud in the slow time-scale. In order to adapt these decisions to fast
varying wireless channel conditions, they are further optimized at the BSs using water
lling algorithm in the fast time-scale. In the proposed scheme, cloud computing is
utilized in order to reduce the computational burden for low-cost small cell BSs, while
two time-scales are used in order to overcome the performance degradation due to high
delay when access the cloud and to reduce the signaling overhead in the backhauls.
Simulation results demonstrate that the proposed scheme provides better throughput
performance than the benchmark scheme, and its performance increases as the duration
of a slow time-scale time slot decreases.
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7.1 Conclusions
In this thesis, we have investigated resource allocation for wireless networks which employ
interworking, D2D communication and small cell deployment techniques to enhance the
network throughput, QoS support and coverage. In Chapter 4, resource allocation for in-
terworking cellular networks and WLANs was studied. The key challenges for allocating
resources for this interworking system are the resources have to be allocated capturing
multiple PHY and MAC technologies and at two dierent time-scales. To allocate re-
sources overcoming these challenges, a MMDP based and a low time-complex heuristic
schemes which operate on two time-scales have been proposed. Through simulations, we
have demonstrated the achievable throughput and QoS improvements using the proposed
schemes, compared to that of benchmark schemes which do not allow user multi-homing.
Thus, to achieve optimal throughput and QoS performance of an interworking system,
resources of the networks in the interworking system should be jointly allocated, transmit
power level through each network interface available at UEs should be considered in the
same joint resource allocation problem, and user multi-homing should be enabled.
Furthermore, designing of these two resource allocation schemes demonstrates step-
by-step approach to consider multiple PHY and MAC technologies in a resource allocation
scheme designing process. Also, a novel mechanism to allocate transmit power for WLAN
users who access the wireless channels using a DCF based MAC has been presented. This
power allocation mechanism is particularly useful for allocating power for multi-homing
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users in future interworking heterogeneous networks. In addition, we have demonstrated
the concept of allocating resources in two dierent time-scales. Such approach is also
useful in the scenarios where an algorithm takes longer time duration to make decisions
than the duration within which the decisions are needed. In this scenario, the algorithm
can be divided into two sub-algorithms; one sub-algorithm makes long-term decisions in
a slow time-scale, and other optimizes those decisions to current conditions of the system
in a fast time-scale. Application of this approach is demonstrated in Chapter 6.
In Chapter 5, D2D communication is integrated with the cellular/WLAN interworking
system to further improve the network throughput and QoS performance. The additional
challenges for allocating resources for this system are the mode selection and interference
management. To overcome these challenges, a resource allocation scheme which operates
on three time-scales has been proposed. Using a slow time-scale for mode selection, sig-
naling overhead caused by and required channel estimations for mode selection have been
reduced. Also, using a two-step resource allocation process, allocation of non-orthogonal
resources has been simplied. Simulation results have demonstrated the performance
enhancements that can be achieved using the proposed scheme. Therefore, throughput
and QoS performance of an interworking system can be further improved by enabling
D2D communication within the system.
Another benet of integrating D2D communication and interworking is that, high
capacity non-interfering WLAN based D2D links can be setup among the users in prox-
imity by sending the control and authentication information via the cellular network. To
setup these links, WLAN coverage is not required. In addition to these links providing
high capacity, they can also be used for reducing the cost of service using unlicensed
frequency bands.
In Chapter 6, resource allocation for interworking macrocell and hyper-dense small
cell networks was studied. The main challenge for allocating resources for this system is
that resources of a large number of cells have to be jointly allocated in order to manage
CCI in the system. Hence, the resource allocation schemes for this system become highly
complex. Due to high complexity, a resource allocation scheme which operates using
cloud computing has been proposed. The eect of high delay, which is caused by trans-
mission delay, queuing delay and processing time at the cloud, on the resource allocation
decisions is overcome by using a two time-scale resource allocation approach. Simulation
results have shown the throughput improvements that can be achieved using the proposed
scheme. Therefore, to achieve high throughput performance, resources of this interwork-
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ing system (or of any large-scale network) can be jointly and centrally allocated using
cloud computing. The negative eect of high delay, when access cloud servers, on the
resource allocation decisions can be overcome using a two time-scale resource allocation
approach.
7.2 Future Works
To further enhance the eciency of resource allocation for interworking macrocell and
hyper-dense small cell networks, in future works we investigate allocating resources con-
sidering QoS and backhaul capacity constraints, ecient clustering mechanisms, and
allocating resources considering time-correlated wireless channels.
The main purpose of designing the resource allocation scheme proposed in Chapter 6
was to gain valuable insights on the eectiveness of the proposed cloud assisted resource
allocation for interworking macrocell and hyper-dense small cell networks. Thus, for
simplicity, QoS and backhaul capacity constraints have not been considered. However,
these constraints are essential to guarantee satisfaction of the user QoS requirements
and to make sure that the limited capacity small cell backhauls are not bottlenecked.
Therefore, in future works, we will further investigate allocating resources considering
these constraints.
Furthermore, we will investigate clustering methods for interworking macrocell and
hyper-dense small cell networks. In Chapter 6, resources are allocated for a cluster,
assuming that the network has already been divided into clusters. The performance of
the network increases with the cluster size. However, increasing the cluster size increases
the delay caused by cloud computing, due to increased processing time at the cloud.
Hence, performance of the network reduces. Therefore, by analyzing the eect of the
cluster size on the network performance, we will determine the optimal cluster size for
the network. Then, ecient mechanisms will be designed to divide the network into
clusters of the optimal size.
In Chapters 4, 5 and 6, we have demonstrated the usefulness of allocating resources
in multiple time-scales. Initially, in Chapter 4, we proposed a MMDP based scheme. As
this scheme is highly complex due to existence of a large state space, in Chapter 6 we
developed a framework in which the slow time-scale resource allocation decisions are made
using the average throughputs, power consumptions and interference determined using
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time-correlated wireless channels and considering fast time-scale power allocation. In
future works, we will design resource allocation schemes using this framework to further
enhance the eciency of the interworking macrocell and hyper-dense small cell networks.
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A.1 Proof of Convexity of RCBi (P
CB)
Let
f(x) =
 1
k0 +
PN
i=1
ki
xi
; (A.1)
where ki 2 R+;8i 2 f0; :::; Ng; x = [x1; :::; xN ]; and xi 2 R+;8i 2 f1; :::; Ng. Now
consider
f(z)  f(x) rf(x)[z  x]T =

1
k0 +
PN
i=1
ki
zi

1
k0 +
PN
i=1
ki
xi
2
g(x) ; (A.2)
where
g(x) =

k0 +
NX
i=1
ki
zi

k0 +
NX
i=1
kizi
x2i

 

k0 +
NX
i=1
ki
xi
2
(A.3)
and z = [z1; :::; zN ] with zi 2 R+; 8i 2 f1; :::; Ng. Furthermore, g(x) can be rewritten as
g(x) = k0
NX
i=1
ki
 1p
zi
 
p
zi
xi
2
+
NX
i=2
bi=2cX
j=1
ki j+1kj
r
zj
zi j+1x2j
 
r
zi j+1
zjx2i j+1
2
+
N 1X
j=2
bj=2cX
i=1
"
kN i+1kN j+i 
r
zN j+i
zN i+1x2N j+i
 
r
zN i+1
zN j+ix2N i+1
2#
:
(A.4)
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Since ki 2 R+; 8i 2 f0; :::; Ng, g(x)  0. Thus, by (A.2), f(x) is a convex function as it
satises the rst order condition [60]. Moreover, f(x) is a non-increasing function as
@f(x)
@xi
=
 ki
x2i

1
k0 +
PN
i=1
ki
xi
2
 0;8i 2 f1; :::; Ng: (A.5)
Let xi = log2(1 + yi);8i 2 f1; :::; Ng. Since, xi = log2(1 + yi) is a concave function with
respect to yi 2 R+, and f(x) is non-increasing in each of its argument and it is a convex
function, by vector composition theory [60],
f(y) =
 1
k0 +
PN
i=1
ki
log2(1+yi)
(A.6)
is a convex function. Thus, RCBi (P
CB) is a concave function.
A.2 Proof of Convexity of C4
From (3.6), the derivative of PCBavg;i(P
CB) when PCBi > 0 is
@PCBavg;i(P
CB)
@PCBi
=
TCP
TPBW 
 
log2(1 + P
CB
i 
W
i )
2  RCBi (PCB)  log2(1 + PCBi Wi )
  P
CB
i 
W
i
ln(2)(1 + PCBi 
W
i )

+
@RCBi (P
CB)
@PCBi
PCBi log2(1 + P
CB
i 
W
i )

:
(A.7)
Next, we dene
g(x) = log2(1 + x) 
x
(1 + x) ln(2)
; x  0: (A.8)
We can conclude that g(x)  0 since g(0) = 0 and dg(x)
dx
 0;8x 2 R+. More-
over, RCBi (P
CB) is a positive non-decreasing concave function. Therefore, by (A.7),
@PCBavg;i(P
CB)
@PCBi
 0. Thus, PCBavg;i(PCB) is a non-decreasing function of PCBi . Therefore, we
can show that PCBavg;i(P
CB)  PT;i is a convex set [60], and hence C4 is a convex set.
That is, fPCavg;i; PCFi;j ; PCBi jC4 is satised; i 2 SN ; j 2 KCFg is a convex set. Since PCavg;i
is a linear combination of PCi;k;8k (see (4.10)), f PCi;k; PCFi;j ; PCBi jC4 is satised; i 2 SN ; j 2
KCF ; k 2 KCg is also a convex set.
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A.3 Proof of Existence of a Solution for (4.21)
By dierentiating (3.6) and then removing the non-negative term, we have
@ RCBi (P
CB)
@PCBi
8<:=
BWWi
ln(2)
 @PCBavg;i(PCB)
@PCBi
; at PCBi = 0 ;
<
BW log2(1+
W
i P
CB
i )
PCBi
 @PCBavg;i(PCB)
@PCBi
; for PCBi > 0:
(A.9)
Partial derivatives of RCBi (P
CB) and PCBavg;i(P
CB) with respect to PCBi are positive and
monotonically decreasing functions of PCBi , because R
CB
i (P
CB) and PCBavg;i(P
CB) are
concave increasing functions with respect to PCBi . In addition to that, the value of
(BW log2(1 + 
W
i P
CB
i ))=P
CB
i decreases from B
WWi =ln(2) to 0 as P
CB
i goes from 0 to
1. Therefore, there exist a pi; (pi > 0) such that at each PCBi > pi,
@ RCBi (P
CB)
@PCBi
<
i
1 + i
 @P
CB
avg;i(P
CB)
@PCBi
: (A.10)
Thus, from (4.19), (4.20) and (A.10), there exist a PCBi which is the solution for (4.21),
and PCBi 2 (0; pi).
A.4 Proof of Convergence of the Iterative Algorithm
which Calculates PCB
At the nth iteration, PCBi is calculated using (4.21) such that when P
CB
i = P
CB
i , the
left hand and the right hand side terms of (A.10) are equal. Since
@2 RCBi (P
CB)
@PCBj @P
CB
i


@ RCBi (P
CB)
@PCBi
 >

@2PCBavg;i(P
CB)
@PCBj @P
CB
i


@PCBavg;i(P
CB)
@PCBi
 ;8PCBj > 0; i 6= j; (A.11)
if PCBj is increased at the nth iteration, the left hand side of (A.10) becomes larger than
the right hand side of (A.10). Thus, PCBi increases at the (n+1)th iteration. Therefore,
by induction, PCBi ; 8i increase in each iteration. However, each PCBi is upper bounded
by pi, where (B
W log2(1 + 
W
i pi))=pi = 

i =(1 + i). Therefore, the algorithm converges.
Furthermore, it should be noted that each PCBi converges to a value which is smaller
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than pi, because if P
CB
i = pi, it violates (A.9).
113
Appendix B
B.1 Calculation of Average User Transmit Power
Average transmit power of the uth user during the next slow time-scale time slot over
the kth subcarrier is
Puk = E
n 1
L
L 1X
t=0
pukt(Hukt)
Huk(L0 L)o
=
1
L
L 1X
t=0
E

pukt(Hukt)
Huk(L0 L)	;
(B.1)
where Huk(L0 L) is the CSI transmitted to the cloud at the L0th fast time-scale time slot
within the current slow time-scale time slot. Furthermore, Pr(HuktjHuk(L0 L)) is given
by (6.6) with 2 = (1  2(t+L L0))2uk=2 and s = (t+L L0)
p
Huk(L0 L), where 
2
uk is the
average power gain of the channel over the kth subcarrier between the uth user and the
BS to which the uth user is connected to, divided by the noise power. From (6.6), (6.7)
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and (6.8),
E

pukt(Hukt)
Huk(L0 L)	 = 1Z
0
h
uk   1 + Iuk
y
i+
Pr(Hukt = yjHuk(L0 L))dy
=
1Z
(1+Iuk)=uk

uk   1 + Iuk
y

Pr(Hukt = yjHuk(L0 L))dy
=
1Z
(1+Iuk)=uk
1
22

uk   1 + Iuk
y

e (s
2+y)=22
1X
k=0
yk(s=22)2k
(k!)2
dy:
(B.2)
By substituting x2 = y=2, (B.2) can be written as
E

pukt(Hukt)
Huk(L0 L)	 = 1Z
b

ukx  1 + Iuk
2x

e (x
2+a2)=2I0(ax)dx; (B.3)
where a = s=, b =
p
(1 + Iuk)=(2uk), and Iv() is the vth order modied Bessel
function of rst kind which is dened as [88]
Iv() =
1X
k=0
(=2)2k+v
k!(k + v)!
; 8v 2 Z+: (B.4)
Furthermore, the 1st order generalized Marcum Q-function is given by [88]
Q1(; ) =
1Z

xe (x
2+2)=2I0
 
x)dx
= e (
2+2)=2
1X
k=0
 

k
Ik
 
):
(B.5)
By (B.3), (B.4) and (B.5),
E

pukt(Hukt)
Huk(L0 L)	 = ukQ1(a; b)  1 + Iuk2
1Z
b
1
x
e (x
2+a2)=2I0(ax)dx: (B.6)
115
Calculation of Average User Transmit Power
Next, we integrate the 2nd term on the right hand side of (B.6) as follows.
1Z
b
1
x
e (x
2+a2)=2I0(ax)dx =
1Z
b
1
x
e (x
2+a2)=2dx+
1Z
b
1
x
e (x
2+a2)=2
1X
k=1
(ax=2)2k
(k!)2
dx
= 0:5e a
2=2E1(b
2=2) 
1Z
b
d
 
e (x
2+a2)=2

dx
1X
k=1
a2
4
(ax=2)2k 2
(k!)2
dx
= 0:5e a
2=2E1(b
2=2) + e (a
2+b2)=2
1X
k=0
a2
4
(ab=2)2k
((k + 1)!)2
+
1Z
b
e (x
2+a2)=2
1X
k=2
(k   1)a3
4
(ax=2)2k 3
(k!)2
dx;
(B.7)
where E1() is the exponential integral which is given by (4.27), [89]. It should be noted
that there are tight closed form approximations for E1() [85].
By further integrating the remaining integral in (B.7), using integration by parts,
1Z
b
1
x
e (x
2+a2)=2I0(ax)dx = 0:5e
 a2=2E1(b2=2) + e (a
2+b2)=2
1X
i=0
1X
k=0
a2i+2
2i+2
(k + i)!(ab=2)2k
k!((k + i+ 1)!)2
:
(B.8)
Therefore, by substituting (B.8) into (B.6),
E

pukt(Hukt)
Huk(L0 L)	
= ukQ1(a; b)  1 + Iuk
2

0:5e a
2=2E1(b
2=2) + e (a
2+b2)=2
1X
i=0
1X
k=0
a2i+2
2i+2
(k + i)!(ab=2)2k
k!((k + i+ 1)!)2

=  1 + Iuk
22
e a
2=2E1(b
2=2)
+ e (a
2+b2)=2
1X
i=0
1X
k=0
a2i
2ik!
ab
2
2k uk
(k + i)!
  (k + i)!(1 + Iuk)a
2
((k + i+ 1)!)242

=  1 + Iuk
22
e a
2=2E1(b
2=2) + e (a
2+b2)=2
1X
i=0
1X
k=0
(a2=2)i(ab=2)2k
k!(k + i)!

uk   (1 + Iuk)a
2
(k + i+ 1)242

:
(B.9)
Next, Efpukt(Hukt)
Huk(L0 L)g for t 2 f0; :::; L   1g can be calculated by (B.9), and
116
Chapter B.
substituted into (B.1) to calculate the average power consumption over the next time
slot of the slow time-scale.
B.2 Calculation of Average User Throughputs
Average throughput of the uth user during the next slow time-scale time slot over the
kth subcarrier is
Ruk = E
n 1
L
L 1X
t=0
rukt(Hukt)
Huk(L0 L)o
=
1
L
L 1X
t=0
E

rukt(Hukt)
Huk(L0 L)	;
(B.10)
where Huk(L0 L) is the CSI transmitted to the cloud at the L0th fast time-scale time slot
within the current slow time-scale time slot. Furthermore, Pr(HuktjHuk(L0 L)) is given
by (6.6) with 2 = (1  2(t+L L0))2uk=2 and s = (t+L L0)
p
Huk(L0 L). From (6.6), (6.7)
and (6.8),
E

rukt(Hukt)
Huk(L0 L)	 = 1Z
0
f log2

1 +
y

uk   1+Iuky
+
1 + Iuk

Pr(Hukt = yjHuk(L0 L))dy
=
1Z
(1+Iuk)=uk
f log2
 yuk
1 + Iuk

Pr(Hukt = yjHuk(L0 L))dy
=
1Z
(1+Iuk)=uk
f
22 ln(2)
ln
 yuk
1 + Iuk

e (s
2+y)=22
1X
k=0
yk(s=22)2k
(k!)2
dy:
(B.11)
By substituting x2 = y=2, (B.11) can be written as
E

rukt(Hukt)
Huk(L0 L)	 = 2fln(2)
1Z
b
x ln
x
b

e (x
2+a2)=2I0(ax)dx; (B.12)
where a = s=, b =
p
(1 + Iuk)=(2uk), and I0() is given by (B.4).
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Also, from (B.5), Z
xe (x
2+2)=2I0
 
x)dx =  Q1(; x): (B.13)
From (B.12) and (B.13),
E

rukt(Hukt)
Huk(L0 L)	 = 2fln(2)
1Z
b
ln
x
b
d( Q1(a; x))
dx
dx
=
2f
ln(2)
1Z
b
1
x
Q1(a; x)dx
=
2f
ln(2)
1Z
b
1
x
e (x
2+a2)=2
1X
k=0
a
x
k
Ik(ax)dx
=
2f
ln(2)
1X
k=0
a2k
k!2k
1Z
b
1
x
e (x
2+a2)=2dx
+
2f
ln(2)
1X
k=0
a2k
2k
1Z
b
1
x
e (x
2+a2)=2
1X
l=1
(ax=2)2l
l!(l + k)!
dx:
(B.14)
By following an integration process which is similar to integration of the 2nd term on the
right hand side of (B.6), (B.14) can be simplied as follows.
E

rukt(Hukt)
Huk(L0 L)	
=
f
ln(2)
 1X
k=0
a2k
k!2k
e a
2=2E1(b
2=2)
+ e (a
2+b2)=2
1X
i=0
1X
k=0
1X
l=0
a2(i+k+1)
2i+k+1
(i+ l)!(ab=2)2l
l!(i+ l + 1)!(i+ k + l + 1)!

=
f
ln(2)

E1(b
2=2) + e (a
2+b2)=2
1X
i=0
1X
k=0
1X
l=0
a2(i+k+1)
2i+k+1
(i+ l)!(ab=2)2l
l!(i+ l + 1)!(i+ k + l + 1)!

=
f
ln(2)

E1(b
2=2) + e (a
2+b2)=2
1X
i=0
1X
k=0
1X
l=0
(a2=2)(i+k+1)(ab=2)2l
l!(i+ k + l + 1)!(i+ l + 1)

:
(B.15)
By calculating Efrukt(Hukt)
Huk(L0 L)g for t 2 f0; :::; L   1g using (B.15), the average
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throughput over the next time slot of the slow time-scale can be calculated using (B.10).
B.3 Calculation of Normalized Average Interference
Normalized average interference to the uth user's communications over the kth subcarrier
during the next slow time-scale time slot is
Iuk = E
n 1
L
L 1X
t=0
Iukt
o
=
1
L
L 1X
t=0
X
v2U(c)nu
E

I
(v)
ukt
	
;
(B.16)
where I
(v)
ukt is the normalized interference introduced by the vth user to the uth user over
the kth subcarrier during the tth time slot. We assume that the cloud has the knowledge
of H
(u)
vk(L0 L), which is the normalized power gain of the channel between the vth user and
the BS to which the uth user is connected to, during the L0th fast time-scale time slot
within the current slow time-scale time slot. The normalized power gain is calculated by
dividing the power gain of the channel by the noise power. Furthermore, H
(u)
vk(L0 L) can
be transmitted to the cloud as similar to the transmission of Hvk(L0 L), where Hvk(L0 L)
is the CSI transmitted by the vth user to the cloud at the L0th fast time-scale time
slot within the current slow time-scale time slot. Then, EfI(v)uktg can be estimated by
considering the time-correlation of the channels as follows.
E

I
(v)
ukt
H(u)vk(L0 L); Hvk(L0 L)	
=
1Z
0
1Z
0
x
h
vk   1 + Ivk
y
i+
Pr(H
(u)
vkt = xjH(u)vk(L0 L))Pr(Hvkt = yjHvk(L0 L))dxdy
=
1Z
0
1Z
(1+Ivk)=vk
x

vk   1 + Ivk
y

Pr(H
(u)
vkt = xjH(u)vk(L0 L))Pr(Hvkt = yjHvk(L0 L))dydx:
(B.17)
119
Calculation of Normalized Average Interference
Since dierent wireless channels fade independently,
E

I
(v)
ukt
H(u)vk(L0 L); Hvk(L0 L)	
=
1Z
0
xPr(H
(u)
vkt = xjH(u)vk(L0 L))dx
1Z
(1+Ivk)=vk

vk   1 + Ivk
y

Pr(Hvkt = yjHvk(L0 L))dy:
(B.18)
By substituting (6.6) and (B.2) into (B.18),
E

I
(v)
ukt
H(u)vk(L0 L); Hvk(L0 L)	
= E

H
(u)
vkt
H(u)vk(L0 L)	Epvkt(Hvkt)Hvk(L0 L)	
= (22 + s2)E

pvkt(Hvkt)
Hvk(L0 L)	
=

(1  2(t+L L0))((u)vk )2 + 2(t+L L0)H(u)vk(L0 L)

E

pvkt(Hvkt)
Hvk(L0 L)	;
(B.19)
where (
(u)
vk )
2 is the average power gain of the channel over the kth subcarrier between the
vth user and the BS to which the uth user is connected to, divided by the noise power.
Efpvkt(Hvkt)
Hvk(L0 L)g is given by (B.9). Next, Iuk can be calculated by substituting
(B.19) into (B.16).
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