This article is devoted to the study of overlap measures of densities of two exponential populations. Various Overlapping Coefficients, namely: Matusita's measure ρ, Morisita's measure λ and Weitzman's measure ∆. A new overlap measure Λ based on Kullback-Leibler measure is proposed. The invariance property and a method of statistical inference of these coefficients also are presented. Taylor series approximation are used to construct confidence intervals for the overlap measures. The bias and mean square error properties of the estimators are studied through a simulation study.
distance and overlapping coefficient (δ) .
The main objective of this paper is to propose a new OV L based on the Kulback-Leibler divergence [9] for two Expo-25 nential distributions, i.e. from a measure of divergence or dissimilarity, we construct a measure of similarity noted Λ 26 defined in (1) . We provide its maximum likelihood estimator.
27
The coefficients and their properties are given in section 2. The expressions for approximate bias and variance of OV L 28 are included in section 3. A method for making statistical inferences about the OV Ls is also discussed in this section.
29
The results of simulation study are described in section 4, along with an example demonstrating the usefulness of 30 OV Ls. Finally, the conclusion and perspective is presented in Section 5. (OV L) is defined as the area of intersection of the graphs of two probability density functions. It measures the simi-35 larity, which is the agreement or the closeness of the two probability distributions.
36
Let F 1 (x) and F 2 (x) be two distribution functions with the corresponding density functions with respect to the 37 Lebesgue measure. Four commonly used measures that describe the closeness between F 1 (x) and F 2 (x) are described 38 below;
39
• Weitzman's Measure [21] The overlapping coefficient ∆ is the area under two functions simultaneously, defined as,
• Matusita's Measure [11] second measure studied here is known as the Matusita's measure, ρ, which is defined 40 as,
This measure is based on the distance between two functions (Matusita [11] study involving two populations from each of which a random sample is taken, defined as, 
Figure 1: The overlap of two exponential densities.
Overlap measures (OVL) for Exponential Distribution

52
The simplest and most commonly used distribution in survival and reliability analysis is the one-parameter exponential distribution. Suppose f i (x; θ i ) indicate two exponential populations with respective hazard rates
The Overlapping Coefficients is shown graphically in Figure 2 .1.
, the ratio of hazard rates, then these measures can be shown to be functions of R as follows 
Bias and Variance of Estimates
60
As noted earlier, the overlap coefficients are functions of the ratio. Most commonly, in the estimation of ratios, estimators that are convenient and easy to understand are found to be biased. As noted by Lu, et al. (1989) , the OVLs in this study are no exception to it. The amount of bias is B(OV L) = E(OV L) − OV L. To examine the effects of bias, approximate expressions for the mean and the variance of estimates are obtained. suppose that (X i j ; j = 1, ..., n i ; i = 1, 2) denote independent observation from two independent random samples draw from f 1 (x) and f 2 (x) respectively, where
The maximum likelihood estimators (MLEs) based on the two samples are given by: 62 1) From the first sample:
2) From the second sample:
Note that, it is easy to show that
where G(., .) stands for the gamma distribution function. Hence, the variances of those MLE's are respectively
Then we may define an estimate of R is R =
Therefore, using the relationship between Gamma distribution and Chi-square distribution and the fact that the 68 two samples are independent, it is easy to show that 2n 2 ) ). Hence, the variance of
. Clearly, R * has less variance than R.
and Λ = R R 2 − R + 1 Theorem 1. Suppose ∆, ρ, λ and Λ are the estimates of ∆, ρ, λ and Λ respectively, obtained replacing R by R * . the 72 approximate sampling variance of the OV L measures can be obtained as follows:
Proof. Since each of the OV L is a function of R, the expressions are obtained using the first order Taylor series 74 expansion about R and the Var( R * ) given in equation (2).
75
Theorem 2. the approximate sampling bias of theOV L measures can be obtained as follows:
Proof. Using the second order Taylor series expansion the desired results are obtained. 
Confidence Interval Eestimation of Overlap
80
From Section 3,
. Let L and U be the lower and upper confidence limits respectively of R, corresponding to the probability 1 − α, i.e., P(L < R < U) = 1 − α. Thus L and U can be determined by solving for R the equation
(2n 1 ,2n 2 ) and F 1−α/2 (2n 1 ,2n 2 ) are the lower and the upper α/2 quantile of the F(2n 1 , 2n 2 ) distribution respectively. Thus
The lower (L ) and upper (U ) limits of OVLs can be obtained using appropriate transformation
The confidence limits for OVLs are as follows: Table 1 .
89
The following conclusions are drawn based on these computations where only the values of R < 1 are considered.
90
However, for the Overlap measures, the case R < 1 is symmetric to the case R > 1 the comments given below in terms 91 of R can also be interpreted in terms of 1/R for these OVL measures.
92
For sample sizes larger than 50, the bias is fairly close to zero. Weitzman's measure has less bias than others but 93 Morisita's measure has the largest bias.
94
The bias decreases as sample size increases, as expected and the MSE goes to zero for each OVLs. Λ tend to be more 95 biased and the sampling distributions show larger variability.
96
It is clear that the actual OVLs are found to be underestimated (Figure 3 ) and for very small values of R and small 97 sample sizes, they are observe to be overestimated. The bias approaches 0 very fast. For n ≥ 50, the amount of bias 98 is negligible and fairly close to 0. Although Λ has less bias than the other in case R = 0.2 and has the largest bias for 99 R = 0.8; the bias of Delta approaches 0 faster than the other three. The bias of λ is the slowest in approaching 0. The estimates of MSE are plotted in Figure 5 for all four overlap coefficients. As the sample size increases, the MSE 106 reduces considerably. 
Conclusion
108
The problem of estimation of four commonly used measures of overlap for two exponential densities with hetero-109 geneous variances is considered and relations between them are studied. Overlap coefficients are used frequently to 110 describe the degree of interspecific encounter or crowdedness of two species in their resource utilization.
111
Relations between three commonly used measures of overlap with our measure of overlap are studied and approxi- 
