Abstract. In recent years there has been a flurry of activity in the study of nonlocal equations. In particular, there has been increasing interest in equations of Kolmogorov type because of their role in the kinetic theory of gases. In this paper we begin the study of a new class of nonlocal equations driven by the fractional powers of some general hypoelliptic operators introduced by Hörmander in his celebrated hypoellipticity paper [28] , see (1.3) below. Such class encompasses examples that play a central role in analysis, physics and finance, see Section 3 below. We show that the relevant nonlocal operators can be realized as the Dirichlet-to-Neumann map of doubly-degenerate extension problems. We provide an explicit construction for the solutions of such problems, and we prove a sharp global Harnack inequality for the semigroup associated with the extension operator.
powers of the Laplacean (−∆) s and the wave operator (∂ tt − ∆) s , in analysis and geometry a major impulse has come from the celebrated 2007 extension paper of Caffarelli and Silvestre [10] . Their work has allowed to convert problems involving the nonlocal operator (−∆) s in R n , into problems in R n × (0, ∞) involving the (local) partial differential equation of degenerate type (1.1) div (x,z) z a ∇ (x,z) U = 0, U (x, 0) = u(x).
One remarkable aspect of this procedure is represented by the limiting relation
where the parameters 0 < s < 1 and a ∈ (−1, 1) are connected by the equation a = 1 − 2s (hereafter, for ℓ > 0 we indicate with Γ(ℓ) = ∞ 0 τ ℓ e −τ dτ τ Euler's gamma function evaluated at ℓ). The equation (1.2) characterizes the fractional Laplacean as the Dirichlet-to-Neumann map of the extension problem (1.1). We mention here that, in probability, already in 1969 Molchanov and Ostrovskii had characterized symmetric stable processes as traces of degenerate diffusion processes, see [38] .
Presently, there exists a vaste literature on fractional powers of partial differential operators of interest in analysis, geometry and in the applied sciences. For an up-to-date account we refer the reader to the article [22] and the references therein. Up to now, the efforts of workers in these fields have mostly concentrated on the nonlocal operators (−∆) s , (∂ tt − ∆) s , (∂ t − ∆) s , as well as ∂ tt + (−∆) s , ∂ t + (−∆) s , i∂ t + (−∆) s , and also nonlinear versions of some of these equations. These pseudo-differential operators play an important role in many branches of the applied sciences ranging from fluid dynamics, to elasticity and to quantum mechanics.
In this paper we move into a new direction. Our focus is the class of hypoelliptic, second-order partial differential equations in R N +1 , ( 
1.3)
K u = A u − ∂ t u def = tr(Q∇ 2 u)+ < BX, ∇u > −∂ t u = 0.
Here, we have denoted by X the variable in R N , for a N × N matrix A the notation tr A indicates the trace of A, ∇ 2 u the Hessian matrix of u, and Q and B respectively indicate a given N × N nonnegative definite symmetric matrix, and a nonzero matrix. Both Q and B are assumed real. The equation (1.3) was discussed by Hörmander in his celebrated hypoellipticity paper [28] . There, he showed that under the assumption (2.4) below (and, in fact, if and only if such condition holds), then the operator K in (1.3) is hypoelliptic. The class of operators (1.3) is quite general and it encompasses examples that play a central role in in analysis, physics and finance, see Section 3 below. The main objective of the present paper is to construct the fractional powers (−K ) s of the operators in (1.3) above. To do this, we develop the analysis of the Kolmogorov semigroup in (2.12) below. Using the latter we define what we call the evolutive Kolmogorov semigroup {P K τ } τ >0 , see Definition 4.1. Using such semigroup, in Definition 5.1 we introduce the fractional powers (−K ) s by adapting to the degenerate, non-symmetric setting of Hörmander type equations such as (1.3) a beautiful idea first introduced by Balakrishnan in [5] for the fractional powers of closed operators on a Banach space (see also [57, p. 260] ). On functions u ∈ S (R N +1 ) our definition is given by the following pointwise formula (1.4) (−K ) s u(X, t) = − s Γ(1 − s)
With (1.4) in place, we develop a general extension procedure that, given a function u = u(X, t) ∈ S (R N +1 ), allows to construct a function U = U (X, t, z) in the extended space R N +1 × (0, ∞). With a = 1 − 2s, we have −1 < a < 1 and such function U solves the following Dirichlet problem the Bessel operator on the half-line (0, ∞). It is worth noting here that, when a = 0, then the relevant extension operator in (1.5) above is again a generalized Kolmogorov operator of the type (1.3), but in one dimension up. Such operator is associated with the fractional power (−K ) 1/2 . In Definition 5.7 below we introduce the Poisson kernel for the extension problem (1.5), and use it to produce an explicit solution U of (1.5). We show that, remarkably, such U satisfies the following Dirichlet-to-Neumann condition The reader should compare (1.6) with its classical ancestor (1.2) above, as well as with more recent results in [42, 54, 6] dealing with the fractional powers of the classical heat operator (see also [53] ). We emphasize that we prove in Theorem 6.1 that the convergence in (1.6) is in L ∞ (R N +1 ) for arbitrary matrices B in (1.3) above under the sole hypoellipticity assumption (2.4). Furthermore, in Theorem 6.2 we show that, under the assumption that tr B ≥ 0, then the convergence can also be taken in L 2 (R N +1 ).
Concerning the main motivation of our work, we mention that in a future study we intend to develop the analysis of the free boundary problem of obstacle type (1.7) min{u − ψ, (−K ) s u} in R N × (0, T ), u(X, t) = ψ(X, t), for every X ∈ R N , t ≥ T, where the function ψ represents the obstacle. Similarly to what happens in the classical case of the fractional Laplacean (−∆) s , using (1.5) and (1.6) one can show that problem (1.7) is intimately connected to the following thin obstacle problem for the extension operator K a ,                  K a U = 0 in R N × (0, T ) × (0, ∞), U (X, t, 0) ≥ ψ(X, t), for (X, t) ∈ R N × (0, T ), U (X, t, 0) = ψ(X, t), X ∈ R N , t ≥ T, − lim z→0 + z a ∂ z U (X, t, z) ≥ 0, for (X, t) ∈ R N × (0, T ), lim z→0 + z a ∂ z U (X, t, z) = 0, on the set {(X, t) ∈ R N × (0, T ) | U (X, t, 0) > ψ(X, t)}.
This is a thin obstacle problem since now the obstacle is supported in the codimension one manifold (R N × (0, T )) × {0} in the thick space R N × (0, T ) × (0, ∞). When s = 1 the free boundary problem (1.7) arises in optimal stopping problems for pricing American Asian options, see [43, 20, 41, 40] . We pause to discuss one important aspect of our results. We emphasize that (1.3) encompasses as special cases equations which are quite diverse in nature. For instance, it includes the famous equation in R 3 (1.8)
first introduced by Kolmogorov in (10) of his seminal paper [31] on Brownian motion and the kinetic theory of gases. But it also includes the following equation
which arises in the Smoluchowski-Kramers' approximation of Brownian motion with friction, see [9] and [19] . See also [21, 16, 56] for further applications to problems in physics, computer vision and robotics. We emphasize that neither (1.8) nor (1.9) is parabolic in R 3 since they are missing the diffusion term ∂ yy u! However, both equations are hypoelliptic in R 3 , since Hörmander's finite rank condition in [28] is satisfied. While for both equations the matrix Q is given by Q = 1 0 0 0 , the substantial difference is in the matrix B. The latter is respectively given by B = 0 0 1 0 for the equation (1.8) , and by B = −2 −2 1 0 for the equation (1.9). We thus have tr B = 0 for (1.8), whereas tr B < 0 for (1.9) (the reader should also note that the complex conjugate eigenvalues of B in (1.9) have strictly negative real part. It was shown in [13] that such condition is equivalent to the existence of a probability invariant measure. This aspect is developed in the general setting of (1.3) above in the interesting work [17] . See, in this respect, Remark 6.3 below). As we will see, the two cases:
are separated by a dramatically different large-time behavior in L 2 of the two semigroups {P t } t>0 and {P K τ } τ >0 studied in the present paper, see the case p = 2 of Proposition 2.17 and Lemma 4.6 below. It is such behavior that in the case (ii) causes the dichotomy between the L 2 and the L ∞ theory of the extension problem (1.5), see Theorems 6.1 and 6.2 below, and also Theorem 7.6. As we have already indicated, the L ∞ theory does not distinguish between the two cases (i) and (ii).
In connection with the results in this paper we mention that recently there has been a flurry of activity in the study of some nonlocal equations of Kolmogorov type because of the role played by the latter in the kinetic theory of gases. Concerning the connection with the celebrated Boltzmann and Landau equations, we refer the interested reader to [36, 55, 26, 39] (and references therein). The models studied so far are quite different from those treated in our work, and we cite [8, 49, 2, 35, 59, 29, 27, 3] for some of the relevant papers in this direction. For instance, prototypes to keep in mind are the non-local Fokker-Planck equation in R 2n+1
or the equation
The present paper is organized as follows. In Section 2 we establish several basic aspects of the equation (1.3) with the ultimate objective to obtain those crucial L ∞ and L 2 estimates for the related semigroup which are the main building blocks of our whole work. In Section 3 we highlight some significant equations encompassed by (1.3), and for specific choices of the matrices Q and B we compute explicitly the fundamental solution and the relevant semigroup. In Section 4 we introduce the evolutive Kolmogorov semigroup appearing in formula (1.4). We use the work in Section 2 to establish the main properties of this semigroup. Such results allow us to define in Section 5 the fractional powers (−K ) s and the related extension problem, see Definition 5.4. In Proposition 5.5 we introduce the Neumann fundamental solution, and in Definition 5.7 the Poisson kernel for the extension problem. Section 6 is devoted to the proof of Theorems 6.1 and 6.2. As we have mentioned, with these two results we solve the extension problem and we prove the validity of the Dirichlet-to-Neumann condition (1.6) respectively in L ∞ and in L 2 . In Section 7 we study the nonlocal operator (−A ) s , where A is the diffusive part in (1.3). The main result of this section is Theorem 7.6, where we solve the related extension problem. Finally, in Section 8, we prove a sharp Harnack inequality for the semigroup associated with the extension operator K a . Such global Harnack estimate, proved in Theorem 8.4, is deduced from an interesting inequality of Li-Yau type established in Lemma 8.3.
In the opening of his celebrated hypoellipticity paper [28] , under a suitable algebraic condition on the matrices Q and B in (2.1), Hörmander solved the Cauchy problem
by constructing a remarkable explicit fundamental solution of the operator K smooth outside the diagonal. As a consequence, he derived the hypoellipticity of K . Since such result plays a pervasive role in the present paper, we begin our discussion by stating it precisely. Hereafter, we denote with M ⋆ the transpose of any matrix M .
Theorem 2.1 (Hörmander) . Given Q and B as in (2.1), for every t > 0 consider the covariance matrix
Then, the operator K is hypoelliptic if and only if
In such case, given ϕ ∈ S (R N ), the unique solution to the Cauchy problem (2.2) is given by
where we have let
For a proof of the existence part of Theorem 2.1 and for the construction of the kernel G in (2.6), we refer the reader to Section 9 of the present paper.
Remark 2.2. To be precise, the uniqueness part of Theorem 2.1 was not addressed in [28] . The uniqueness of the solution of the Cauchy problem (2.2) in the class ϕ ∈ C ub (R N ) (introduced right before Definition 2.7 below) was established in [14] (see [15] for the uniqueness in the class of nonnegative solutions). One should also see the works [52, 44, 30] for relevant subclasses of operators.
Theorem 2.1 generalizes a result first established by Kolmogorov in his seminal 1934 paper [31] on brownian motion and the kinetic theory of gases. In formula (11) of such paper the author wrote an explicit fundamental solution for the equation
, which is C ∞ outside the diagonal. He thus established the hypoellipticity of his operator thirty years before Hörmander's fundamental paper.
From the definition (2.3) we note that C(t) ⋆ = C(t), and that, since for every s ≥ 0 we have e −sB Qe −sB ⋆ ≥ 0, it is obviously true that C(t) ≥ 0. Therefore, all eigenvalues of C(t) are nonnegative. The hypothesis (2.4) thus guarantees that they must all be strictly positive, and thus in particular C(t) > 0 for every t > 0. We also note that for every fixed t 0 > 0 we have C(t) > C(t 0 ) (in the sense of matrices) for every t > t 0 (see Lemma 2.9 below). Furthermore, since B is real it is also true that tr(B) ∈ R.
The assumption (2.3) also has an important geometric-differential interpretation which is the equivalence (i) ⇔ (iv) in the following proposition. Consider the vector fields 
(v) in a suitable basis of R N the matrices Q and B assume the following form
where Q 0 is a p 0 × p 0 non-singular matrix, and B j is a p j × p j−1 matrix having rank p j , j = 1, ..., r, with p 0 ≥ p 1 ≥ ... ≥ p r ≥ 1, and p 0 + p 1 + ... + p r = N . The ⋆ blocks in the canonical form of B can be arbitrary matrices.
The equivalence between (i) and (ii) was observed in [28] . The equivalence (i) ⇔ (iv) was proved in [32] . The proof that (i) ⇔ (iii) can be found in Chap. 1 in [58] . The equivalence (i) ⇔ (v) was established in Proposition 2.1 in [34] . Finally, the equivalence of (i), (ii) and (iv) can be found in the Appendix of [34] .
A global scale invariant Harnack inequality for positive solutions of a subclass of the equations (1.3) above was first established in [25] . Subsequently, in [34] the authors obtained a similar local result, but for the full class of equations (1.3): their result becomes global in the subclass (described in Example 3.4 below) of equations of type (1.3) which are invariant with respect to homogeneous dilations. Remark 2.4. Before proceeding it is worth noting that, in the generality we work with, the "diffusion" part A of the operator (1.3) could itself be an evolutive operator. For instance, if we take Q = 1 0 0 0 , B = 0 0 −1 0 and X = x y ∈ R 2 , then we have
This operator is forward parabolic when x > 0, backward parabolic when x < 0, and degenerates along the line x = 0. A scale invariant Harnack inequality for the class of hypoelliptic equations A u = 0 with A as in (2.1) above was proved in Theorem 1.2 in [25] .
A basic feature of the operator K which was first discovered in [34] is the invariance with respect to the following non-Abelian group law
One easily recognizes that the identity element with respect to (2.8) is the point e = (0, 0) ∈ R N × R, whereas the inverse (X, s) −1 = (−e sB X, −s). In particular, we have
then one recognizes that for every smooth function u in R N × R one has
where we have set
becomes a Lie group. Recall that in such a group G the convolution is defined as
see [18] , where dq indicates the Haar measure on G (notice that u ⋆ v = v ⋆ u, unless • is Abelian). This fact and (2.9) explain the representation formula (2.5). Formula (2.5) suggests the introduction of the following notation:
Obviously, p(X, Y, t) = p(Y, X, t). We next establish an important property of the kernel p(X, Y, t).
Lemma 2.5. For every X ∈ R N and t > 0 one has
Proof. We have
In order to complete the proof we next show that for every t > 0 we have
We note that, in view of the definition (2.6) of G , to establish (2.11) it suffices to show that
This conclusion immediately follows from the change of variable Z = 2X, and the well-known identity (applied to the matrix D = C(t) −1 )
valid for any positive definite symmetric matrix D.
Remark 2.6. We remark that (2.11) implies that
Therefore, this integral equals 1 if and only if tr(B) = 0.
Henceforth, we denote with C u (R N ) the space of uniformly continuous functions on R N , and
. Obviously, such space is a Banach space.
Definition 2.7 (The Kolmogorov semigroup). We define the Kolmogorov semigroup by the formula (2.12)
Here, we take ϕ ∈ C ub (R N ).
As a consequence of Lemma 2.5 we have the following Proposition 2.8 (Stochastic completeness). The semigroup {P t } t>0 is stochastically complete, in the sense that letting ϕ ≡ 1 in (2.12) we obtain P t 1 = 1 for every t > 0.
Next, we prove that {P t } t>0 is an actual semigroup. We need the following simple preliminary result.
Lemma 2.9. For every s, t > 0 one has
In particular, for every 0 < s < t < ∞ we have
Proof. From (2.3) we have
If we make the change of variable σ = τ − t we obtain
Proposition 2.10 (Chapman-Kolmogorov equation). For every X, Y ∈ R N and t > 0 one has
Equivalently, formula (2.12) in Definition 2.7 above describes a semigroup, i.e., one has for every s, t > 0 P t+s = P t • P s .
Proof. It suffices to show that for every ϕ ∈ S (R N ) one has
By (2.12) we can rewrite this identity as (2.13)
We now verify the validity of (2.13) on the Fourier transform side using (9.3) below, which gives
Another application of (9.3) gives
Again by (9.3) we find
Combining the latter two equations, we find
Applying Lemma 2.9 we finally obtain
A simple, yet crucial, consequence of Lemma 2.5 is the fact that the semigroup is contractive on L ∞ (R N ), or equivalently the following maximum principle holds for the Cauchy problem (2.2).
In [37, Theorem 6.2] Lunardi characterized the domain D C ub (A ) of the infinitesimal generator of {P t } t>0 on the space C ub (R N ) and her characterization shows, in particular, that
According to Theorem 2.1 the function (X, t) → P t ϕ(X) satisfies the Cauchy problem (2.2) above, and therefore we have in particular
the second equality being justified by (2.15).
Lemma 2.12. For every ϕ ∈ S (R N ) and t > 0, we have
Proof. For every X ∈ R N we have from (2.16)
This gives
where we have used (2.14) to estimate
Corollary 2.13. For any ϕ ∈ S (R N ) and t > 0, we have (2.17)
Proof. Arguing as in the proof of Lemma 2.12 we find
where in the last equality we have used Lemma 2.12. This implies the desired conclusion.
Remark 2.14. We note that (2.17) provides a quantitative version of the inclusion (2.15). It is also important to note that in [37, Proposition 6.3] the author proves that D C ub (A ) is not dense in C ub (R N ), and therefore the semigroup is not strongly continuous (see also [12, 46, 47, 45] ).
Since in this paper we use some results from the work [37] , where the author employs a definition of the Kolmogorov's semigroup seemingly different from the one that we use, here we compare formulas (2.5), (2.6) in Theorem 2.1 above with the following representation of the semigroup from [37] . In (1.3) of her paper the author defines for t > 0 the matrix (2.18)
and under the hypothesis
she represents the semigroup P t with the following formula (2.20)
where
Proof. We begin by observing that for every t > 0 we have
To see this, note that from (2.18) above we have
From (2.22) we infer that (2.19) is satisfied if and only if det C(t) > 0 for every t > 0. Furthermore, we have from (2.22)
and
Using (2.23) and (2.24) in (2.21), we obtain
Comparing (2.25) with (2.6), we find that
t).
The desired conclusion
now follows form (2.5) and (2.26).
For later use we next prove a useful estimate on p(X, Y, t).
Lemma 2.16. For all X, Y ∈ R N and t 0 > 0 we have
Proof. From the explicit expression (2.6) and the fact that C(·) ≥ 0, it is obvious that
for all X, Y, t. To complete the proof it suffices to show the monotonicity of the function
We note that for every t > 0
On the other hand, (2.22) above implies
where the last inequality simply follows by the fact e sB Qe sB ⋆ ≥ 0 for every s > 0. Therefore, we deduce det e tB C (t) e tB ⋆ ≥ det e t 0 B C (t 0 ) e t 0 B ⋆ , from which the desired statement follows.
Unlike the case p = ∞, when 1 ≤ p < ∞ the semigroup may no longer be contractive.
Proposition 2.17. For every 1 ≤ p ≤ ∞ and any t > 0 we have
Proof. By Tonelli's theorem and Remark 2.6 we find for
If now 1 ≤ p ≤ ∞, we can write
The theorem of Riesz-Thorin, and (2.14) and (2.28), allow us to conclude that P t :
Remark 2.18. When p = 2 one can give a direct proof of the asymptotic estimate in Proposition 2.17 using Plancherel's theorem and (9.5) below.
The next result plays an important role in what follows.
Proposition 2.19. For every ϕ ∈ S (R N ) we have, for 0 < t ≤ 1,
Proof. By Plancherel's theorem and (9.5) we have
Now,
and we define f η (t) = e −hη(t) −1, then since we obviously have h η (0) = 0, the mean value theorem gives for any 0 ≤ t ≤ 1
If one recalls that
d dt e tB = Be tB = e tB B, it is easy to verify that there exists a constant C = C(N, B) > 0 such that for every η ∈ R N and every 0 ≤ τ ≤ 1 we have
From this estimate, keeping in mind thatφ ∈ S (R N ) we thus infer
Next, we have
Assuming now that 0 ≤ t ≤ 1, we have for every ξ ∈ R N (2.29)
where C B > 0. If we now take 0 ≤ t ≤ inf{1, (2C B ) −1 }, then we have for any 0 ≤ σ ≤ 1 and for
Fix now a ∈ N such that a > N 2 + 1. Sinceφ ∈ S (R N ), the estimates (2.29), (2.30) and Taylor's formula give for every ξ ∈ R n , and for some ξ σ ∈ [ξ, e −tB ⋆ ξ]
We conclude that
Combining the estimates for I(t) and II(t) we reach the desired conclusion.
Proof. As a consequence of Proposition 2.19 we know that (2.31) is valid when ϕ ∈ S (R N ).
. From Proposition 2.19 there exists t 1 = t 1 (ε) > 0 such that for every 0 < t < t 1 we have
On the other hand, we have from
where in the second to the last inequality we have used Proposition 2.17.
This completes the proof.
Proposition 2.19 has the following immediate consequence which will be useful in the proof of Proposition 2.22.
Corollary 2.21. Let A be the operator in (2.1). Then, for any ϕ ∈ S (R N ) we have for
Proof. Since for any ϕ ∈ S (R N ) we have A ϕ ∈ S (R N ), the desired conclusion follows immediately from Proposition 2.19.
Proposition 2.22. For every ϕ ∈ S (R N ) and 0 < t ≤ 1, we have
As a consequence, S (R N ) is contained in the domain of the infinitesimal generator of
Proof. We argue as in the proof of Lemma 2.12 obtaining
by the estimate in Corollary 2.21.
Examples
In this section we provide several explicit examples of semigroups {P t } t>0 related to the equation (1.3). We single out particular choices of the matrices Q, B for which the relevant operator is well-studied and enjoys additional remarkable properties. We start with two classical examples, namely the heat and the Ornstein-Uhlenbeck operator. After that, we analyze in detail equations which are genuinely of degenerate Hörmander type: the Kolmogorov example, the class of dilation-invariant operators, and two operators of degenerate Ornstein-Uhlenbeck type which respectively have positive and negative tr(B).
Example 3.1 (Heat operator). Fix
Then the operator K in (1.3) becomes the classical
In this case, with respect to definitions (2.3) and (2.18), we have
which are, of course, positive definite matrices. The euclidean group law (X, s) • (Y, t) = (Y + X, s + t) is the group law in (2.8) for which the heat equation is translation invariant. Moreover, we recall the group of homogeneous dilations (X, t) → (λX, λ 2 t) which makes the heat operator invariant of degree 2. The fundamental solution G in (2.6) becomes the celebrated GaussWeiestrass kernel and thus p(X, Y, t) reads as
Then the operator K in (1.3) translates into
With respect to definitions (2.3) and (2.18), we then have the positive definite matrices
The group law in (2.8) takes the form (X, s) • (Y, t) = (Y + e t X, s + t). Moreover, we note that B has strictly negative eigenvalues, and then tr(B) = −N < 0. We can then write
From this we can retrieve the Mehler formula
where we just used the change of variables Z = 2 e 2t −1
Hence the operator K in (1.3) becomes
In this special situation, the matrices defined in (2.3) and (2.18) turn out to be
We stress that they are positive definite. The group law in (2.8) takes the form (v, x, s)•(w, y, t) = (v + w, x + y − tv, s + t). Moreover, we note that tr(B) = 0 and the presence of the group of homogeneous dilations (v, x, t) → (λv, λ 3 x, λ 2 t) which makes the operator invariant of degree 2. The semigroup found by Kolmogorov in [31] in these notations becomes
Example 3.4.
[Homogeneous Kolmogorov-type operators] The previous example is a special case of the following more general situation.
where Q 0 is a p 0 × p 0 positive definite matrix and B j is a p j × p j−1 matrix having rank p j . Let us use the notation
is then left-invariant with respect to the group law • in (2.8). We remark that B is nilpotent, which says that e sB is in fact a finite sum, and tr B = 0. The fact that the blocks B j have maximal rank allows to check easily the condition (iv) in Proposition 2.3. The family of group automorphisms (δ λ ) λ>0 defined as
plays the role of homogeneous dilations with respect to which the operator is invariant of degree 2. The homogeneous dimension of (R N +1 , •, δ λ ) is then given by
We have recalled in Proposition 2.3 above that Hörmander's condition (2.4) is equivalent to the fact that, in a suitable basis of R N the matrices Q and B take the canonical form (v). It was proved in [34, Proposition 2.2] that a necessary and sufficient condition for the existence of a family of non-isotropic dilations δ λ associated with the operator K is that B in (v) takes precisely the special form of this example. We also denote the spatial dilations by
The fact that δ λ are automorphisms with respect to • is a consequence of the following commutation property (see [34, equation (2.20) ], see also [33] )
From this, one can see that the positive definite matrix C(t) defined in (2.3) satisfies
Therefore we have det (C(t)) = t q det (C (1)) and also, from (2.22) and using that tr B = 0, we get det (tK t ) = det (C(t)) = t q det (C(1)) = t q det (K 1 ) where K t is defined in (2.18). Hence, we can write the semigroup as
Example 3.5.
[Degenerate Ornstein-Uhlenbeck] As in Example 3.3 we fix N = 2n and we denote by (X, t) = (v, x, t) the generic point in R N +1 = R n × R n × R. Consider the matrix Q = I n 0 0 0 and the matrices
With respect to these choices, we have two related operators
One can see that we have, respectively, e −tB − = I N + (1 − e t )B − and e −tB + = I N + (e −t − 1)B + and thus the group laws in (2.8) become
The reader should compare the above formulas (and the following) with the ones in Example 3.2 and Example 3.3. With an obvious use of notations, with respect to definitions (2.3) and (2.18) we have
I n e 2t −4e t +3+2t 2
I n e −2t −2e −t +1 2t
I n , and
I n e 2t −2e t +1 2t
I n e 2t −4e t +3+2t 2t
These are all positive definite matrices. Finally, we note that tr(B − ) = −n < 0 whereas tr(B + ) = n > 0.
The evolutive Kolmogorov semigroup {P
In this section we introduce a new semigroup that will be used as a building block for:
(1) defining the fractional powers of the operator K in (1.3) above; (2) solve the extension problem for such nonlocal operators.
Henceforth, we use the notation R N +1 to indicate the space R N × R with respect the variables (X, t).
Definition 4.1. With p(X, Y, τ ) as in (2.10) above, we define the evolutive Kolmogorov semigroup on a function u ∈ S (R N +1 ) as
Let us observe that, if we let Λ h u(X, t) = u(X, t + h), then (4.1) can be also written as
Proof. Let u ∈ S (R N +1 ), then we have from (4.2) and Proposition 2.10,
). Using this observation in the latter chain of equalities, we finally obtain
This establishes the desired conclusion.
We have the following result. ∞) ) and it solves the Cauchy problem
Proof. First of all, from the properties of P τ , it is easy to verify that v(X, t; τ ) tends to u(X, t) as τ → 0 + . Moreover, the assumption that u ∈ S (R N +1 ) implies that it has bounded timederivatives of any order. This fact, together with the Gaussian behavior of the kernel p(X, Y, τ ) (and of its derivatives), allows to differentiate under the integral sign for τ > 0: for more details, the reader can find in (6.4) and in the proof of Lemma 8.2 an explicit computation of the first derivatives of p. In particular, v is C ∞ (R N +1 × (0, ∞)). Finally ∂ τ v = K v since, for positive τ , we have
The following result is a simple consequence of (4.2) and of Lemma 2.11.
The next basic consequence of Lemma 2.12 will be important to us.
Lemma 4.5. For every u ∈ S (R N +1 ) and τ > 0, we have
Proof. Let τ > 0. We have from (4.2)
On the other hand, writing
we immediately obtain
Combining the latter two inequalities gives the desired conclusion.
We next turn to estimating the semigroup P K τ in L 2 (R N +1 ). We have the following basic consequence of Proposition 2.17. Lemma 4.6. For every u ∈ S (R N +1 ) the following estimate holds for every τ > 0
Proof. Using Tonelli's theorem, (4.2) and Proposition 2.17 we obtain
Proposition 4.7. For every u ∈ S (R N +1 ) there exists a constant C = C(u) > 0 such that, for 0 < τ ≤ 1, we have
Proof. In what follows we denote byû(ξ, t) = R N e −2πi<ξ,X> u(X, t)dX the partial Fourier transform of u with respect to X ∈ R N . By using Tonelli's and Plancherel's theorems, and exploiting formula (9.4) below, we have
Similarly to the proof of Proposition 2.19, for any τ ∈ (0, 1] we obtain
On the other hand, by the mean value theorem for any τ ∈ (0, 1] there exists σ ∈ [0, τ ] such that
If we denote by M = sup τ ∈[0,1] e −τ B ⋆ , then since τ ∈ (0, 1], and ϕ ∈ S (R N +1 ) we deduce
Combining the estimates for I(τ ) and II(τ ) we reach the desired conclusion.
The nonlocal operator (−K ) s and its extension problem
Fix 0 < s < 1. With the results of the previous section in hand we are now ready to introduce the definition of the nonlocal operator (−K ) s .
Definition 5.1. For any u ∈ S (R N +1 ) and (X, t) ∈ R N +1 , we define the nonlocal operator (−K ) s acting on u by the pointwise formula
Remark 5.2. We note explicitly that when u(X, t) = u(X), then we obtain from (4.1)
In such case, formula (5.1) gives
where in the last equality we have used (not circularly!) formula (7.1) below.
As a first (important) observation we note that the integral in the right-hand side of (5.1) is convergent for every fixed (X, t) ∈ R N +1 . To see this, write
In the second integral we use Lemma 4.4 above which gives
For the first integral we use the crucial Lemma 4.5, that gives
Remark 5.3. We emphasize that it may not be true in general that the function defined by the right-hand side of (5.1) be in L 2 (R N +1 )! Potential problems may arise from the large-time behavior in Lemma 4.6 of the semigroup P K τ . We note however that, when tr(B) ≥ 0, then we can appeal to Lemma 4.6 and Proposition 4.7 to show, by arguments similar to those above, that the equation (5.1) does define a function of L 2 (R N +1 ). This includes for instance the important model cases of the Kolmogorov-type equations in Example 3.3 and Example 3.4, as well as the operators described in [4] .
With Definition 5.1 in hands, we now introduce the extension problem for the nonlocal operator (−K ) s . This is going to be a Dirichlet problem in one dimension up. Precisely, on the half-line R + = (0, ∞) with variable z we consider the Bessel operator
Given s ∈ (0, 1), with the nonlocal operator (−K ) s as in (5.1) above, we let
We define the extension operator as the following second-order partial differential operator in
t).
In order to solve the problem (5.5) we are going to construct an appropriate Poisson kernel for it. Since the Bessel process plays a pivotal role in what follows, we begin by recalling some well-known properties of the latter.
On the half-line (0, ∞) we consider the Cauchy problem for B (a) z with the Neumann boundary condition:
The fundamental solution for this problem is given by
, where we have denoted by I ν the modified Bessel function of the first kind. Formula (5.6) is well-known in probability. For an explicit derivation based on purely analytical tools we refer the reader to Section 22 in [22] , see in particular Proposition 22.3. We note that for every z > 0 and t > 0 one has
. Also, from [24, Proposition 2.4] we have for every z, ζ > 0 and every 0 < s, t < ∞
Using (5.6) we now obtain the following result, whose verification is classical.
Proposition 5.5. The Neumann fundamental solution for the operator K a in (5.4) with singularity at a point (Y, τ, ζ) ∈ R N +1 × (0, ∞), is given by
where p(X, Y, t) is Hörmander's fundamental solution of K in (2.10)-(2.6) above.
By [22, Remark 22 .27] we see that if the pole of G (a) is on the thin manifold R N +1 × {0}, and in particular at (Y, 0, 0), then we have
We note the following two basic properties of G (a) .
Proposition 5.6. For every X ∈ R N , z > 0 and t > 0 one has
Furthermore, for X, Y ∈ R N , z, ζ ≥ 0 and t, s > 0, one has
Proof. The proof of the first claim immediately follows from Tonelli's theorem, Lemma 2.5 and from (5.7) above. To establish the second claim, we argue as follows. Tonelli's theorem again gives
where in the second to the last equality we have used Proposition 2.10 and (5.8) above.
Definition 5.7. We define the Poisson kernel for the operator K a as the function in
We emphasize that, since a ∈ (−1, 1), we have Proof. By Definition 5.7 and Tonelli's theorem we have
The desired conclusion now follows from Proposition 2.8 and from the observation that for every z > 0 one has
Another crucial property of P (a)
z (X, Y, t) is that it satisfies the partial differential equation
z (X, Y, t) = 0, where K a is the extension operator in (5.4).
Proof. For ease of computation let us denote
Keeping in mind that
Since K p(X, Y, t) = 0, we infer
A computation now gives
We infer that B (a) z g (a) (z, t) − ∂ t g (a) (z, t) = 0, thus reaching the desired conclusion.
We finally establish a lemma that will prove critical in the proof of Proposition 7.4 below.
Lemma 5.10. For every X, Y ∈ R N , and any z > 0, we have
z (X, Y, t) = 0, and P (a)
Proof. We begin by observing that, if we fix arbitrarily a number t 0 > 0, then thanks to Lemma 2.16 we have for every t ≥ t 0 and for all X,
Since on the other hand it is obvious from (5.10) that for every z > 0 we have lim t→∞ g (a) (z, t) = 0, then the conclusion regarding P (a)
z (X, Y, ∞) follows immediately by (5.11). Concerning the behavior near t = 0, we start noticing that, for every X, Y , and t, we easily have
Furthermore, it can be seen from the definition (2.3) that the matrix C(t) (and thus det C (t)) behaves polynomially at t = 0. We can in fact write, as
. More precisely, it is proved in [34, equation (3.14) and Proposition 2.3] that det C (t) is asymptotic to t q as t → 0 + , where q is the homogeneous dimension of a suitable homogeneous operator associated with K (of the form described in Example 3.4 above). Hence, since g (a) (z, t) tends to 0 exponentially for every z > 0, we can conclude the proof by using again (5.11).
Solving the extension problem for (−K ) s
In this section we solve the extension problem (5.5). Using the Poisson kernel P (a) z (X, Y, t) we define an explicit solution formula, and prove that the latter does actually solve the problem (5.5). The following theorem contains one of the central results of the present paper.
Theorem 6.1. Given 0 < s < 1, let a be as in (5.3). Let K be given as in (1.3), with the assumption (2.4) in force. Let u ∈ S (R N +1 ) and consider the function defined by the equation
Then, U ∈ C ∞ (R N +1 × (0, ∞)), and U solves the extension problem in L ∞ (R N +1 ), in the sense that we have K a U = 0 in R N +1 × (0, ∞), and moreover
Proof. Let us prove first that U ∈ C ∞ (R N +1 × (0, ∞)). So, fixing (X, t, z) ∈ R N +1 × (0, ∞), we want to differentiate under the integral sign around (X, t, z) by using the second equality in (6.1). From (5.11) and the Gaussian character of g (a) in (5.10), there is no problem in differentiating with respect to the z-variable. Moreover, since u ∈ S (R N +1 ) and it has bounded t-derivatives, also ∂ t U can be performed easily. The problems might arise when we differentiate with respect to X, and in particular concerning the behavior in τ (for both τ → 0 + and τ → ∞) of
A direct computation shows that
On one side, for small τ , we can bound
and we can use the fact that C(τ ) behaves like a polynomial for small τ (see, e.g., [34, Lemma 3.3 ] for a precise behavior). Hence, thanks to the Gaussian behavior of g (a) (z, τ )p(X, Y, τ ) (we recall that z > 0 and u ∈ S (R N +1 )), we can find a uniform bound for (0, 1) ). We now have to consider the behavior for large values of τ . We notice that we can write
Furthermore, we know for all τ ≥ τ 0 > 0 that C(τ ) ≥ C(τ 0 ) and e τ B C(τ )e τ B ⋆ ≥ e τ 0 B C(τ 0 )e τ 0 B⋆ from (2.3) and (2.27). Fixing τ 0 = 1, we then infer that
for all τ ≥ 1. This estimate, together with (6.4), Lemma 2.16, and the behavior for large values of τ of g (a) (z, τ ), allows to find a uniform bound for (1, +∞) ). This proves that we can differentiate (at least one time) U under the integral sign around any (X, t, z). We can argue in the same way for derivatives of arbitrary order. Therefore, U ∈ C ∞ (R N +1 × (0, ∞)) and, by Proposition 5.9, we can say that
As a second step we show that (6.2) holds. To reach this goal we make the important observation that U can be written in the following form using the semigroup
To recognize the validity of (6.5) we use the second equality in (6.1) and (5.11) to find
where in the last equality we have used (4.1) above. Keeping (5.10) in mind, we have proved (6.5).
In view of (5.9) we now obtain from (6.5) that we can also write
Using the important representation (6.6) we can now write
dτ.
In the second integral we use the contractivity of
In the first integral, instead, we need to crucially use the rate in Lemma 4.5
In order to complete the proof we are left with establishing (6.3). The proof of this hinges crucially again on the representation formula (6.6). Differentiating it, we find
On the other hand, keeping (5.3) in mind we can rewrite the definition (5.1) as follows
Subtracting (6.8) from (6.7) we thus find
To complete the proof of the theorem it suffices to show that both I(z), II(z) −→ 0 as z → 0 + . We handle II(z) as follows
For I(z) we consider the integrand
We clearly have g z (τ ) → 0 as z → 0 + for every τ > 0. On the other hand, there exists an absolute constant C > 0 and a function g ∈ L 1 (0, ∞) such that 0 ≤ g z (τ ) ≤ Cg(τ ) for every τ > 0. In fact, using Lemmas 4.4 and 4.5 it is not difficult to convince oneself that we can take
By Lebesgue dominated convergence we conclude that I(z) → 0 as z → 0 + .
We can now state the second main result in this paper.
Theorem 6.2. Let K be given as in (1.3) , with the assumption (2.4) in force. Suppose in addition that (6.9) tr B ≥ 0.
Let u ∈ S (R N +1 ) and consider the function U defined by (6.1) above. Then, U ∈ C ∞ (R N +1 × (0, ∞)), and U solves the extension problem in L 2 (R N +1 ), in the sense that we have K a U = 0 in R N +1 × (0, ∞), and moreover
Proof. We begin by observing that, in view of Remark 5.3, the assumption (6.9) guarantees that (−K ) s u ∈ L 2 (R N +1 ). Next, since the first part of the theorem has already been established in the proof of Theorem 6.1 we only need to show that (6.10) and (6.11) hold. Now, the proof of these facts would proceed exactly as in the proof of (6.2) and (6.3), except that we must replace L ∞ norms with L 2 ones, if we knew that the semigroup P K τ were contractive in L 2 (R N +1 ). For the integrals near zero, say on the interval (0, 1), we use the crucial convergence rate (4.3) in Proposition 4.7, and everything proceeds as in the proof of Theorem 6.1. The essential difference is in the estimation of the integrals on the intervals (1, ∞) , where the large time behavior
of the semigroup P K τ provided by Lemma 4.6 can pose a serious problem when the matrix B has tr B < 0, such as for instance in the example (1.9) above.
However, if we combine (6.12) with the assumption (6.9), we see that the latter guarantees that the semigroup P K τ be contractive in L 2 (R N +1 ). We conclude that the estimation of the integrals on (1, ∞) proceeds as for the case of L ∞ (R N +1 ) in the proof of Theorem 6.1. 
One should compare (6.14) with (2.6) above. In this connection one should see the paper [17] , where the authors prove an optimal embedding for the domains of operators A in L 2 (R N , dµ).
Based on their work, for matrices B such that tr B < 0 and for which furthermore all eigenvalues have negative real part, a result such as Theorem 6.2 should hold true, but with
. This is the case, for instance, of the example (1.9) above, whose eigenvalues are
However, the L 2 theory for matrices B such that tr B < 0 and for which not all eigenvalues have negative real part remains open at the moment. We plan to come back to these questions in a future work.
The nonlocal operator (−A ) s and its extension problem
In this section we turn to the question of defining the fractional powers of the hypoelliptic operators A which constitute the "diffusive" part of the Hörmander operators K in (1.3) . Similarly to what we did for (−K ) s we use the Kolmogorov's semigroup P t introduced in Definition 2.7 to define the fractional powers (−A ) s of its infinitesimal generator A in (2.1). We then connect these nonlocal operators to the solution of a suitable "stationary" extension problem. We stress that for this task we also use subordination and the "evolutive" Poisson kernel P Our starting point, once again, is the following definition based on Balakrishnan's ideas in [5] .
Definition 7.1. Let 0 < s < 1. For any ϕ ∈ S (R N ) we define the nonlocal operator by the following pointwise formula
We emphasize that (7.1) is a well-posed definition in the sense that for any X ∈ R N the integral is convergent. To see this, let us observe that the integral is convergent near infinity since we have by (2.14) in Lemma 2.11
On the other hand, the crucial Lemma 2.12 gives for any 0 < t ≤ 1,
We next consider the space R N +1 + = R N × (0, ∞), and we use the letters (X, z), (Y, ζ), etc. to indicate generic points in such space. For any number a ∈ (−1, 1) we now consider the following partial differential operator in R
When a = 1 − 2s we call the operator A a in (7.2) the extension operator for (−A ) s in (7.1). We now introduce the following.
Definition 7.2. Given any a ∈ (−1, 1), we define the Poisson kernel for the operator A a in (7.2) above as
where the function P Proof. Using (7.3) and Tonelli's theorem we find for every
where in the last equality we have used Proposition 5.8.
We now show that, remarkably, the kernel K (a)
z (X, Y ) is a solution of the extension operator A a in (7.2) above.
Furthermore, for every X = Y and z > 0 one has where in the last equality we have used the crucial Lemma 5.10 and (5.12). Substituting (7.5) into (7.4) we reach the desired conclusion.
We next introduce the extension problem for the operator (−A ) s .
Definition 7.5. For 0 < s < 1, let a be as in (5.3) . The extension problem in R N +1 + for the nonlocal operator (−A ) s , is, for a given ϕ ∈ S (R N ), the following:
We next show how to solve (7.6). For any ϕ ∈ S (R N ), we define
Our next result is the central one in this section.
Theorem 7.6. The function U defined by (7.7) belongs to C ∞ (R N × (0, ∞)) and solves the extension problem (7.6) . By this we mean that
, and we have in
If furthermore the hypothesis (6.9) in Theorem 6.2 is satisfied, then the convergence in (7.8), (7.9 ) is also in L 2 (R N ).
Proof. The proof of this Theorem follows the steps of the proof of Theorem 6.1. We first prove that U ∈ C ∞ (R N × (0, ∞)) by differentiating under the integral sign (see also the proof of Proposition 7.4). This also shows that U is a solution to A a U = 0 in R N +1 + . In order to establish (7.8) and (7.9), we can proceed arguing as for Theorem 6.1 by exploiting Lemma 2.11 and Lemma 2.12. Finally, under hypothesis (6.9), we can instead follow the steps of the proof of Theorem 6.2, by making use of Proposition 2.17 and Proposition 2.19.
We mention that a different definition of (−A ) 1/2 was used by Priola in [48] for different purposes.
A sharp Harnack inequality
The aim of this section is to prove an interesting sharp Harnack inequality for the semigroup associated with the extension operator K a defined in (5.4). More precisely, for a given ϕ ∈ C ∞ 0 (R N +1 + ), we introduce the extension semigroup
where G (a) is the Neumann fundamental solution of Proposition 5.5. The function u(X, t, z) = P (a) t ϕ(X, z) in (8.1) solves the Cauchy problem with Neumann condition
The fact that {P (a) t } t>0 defines a stochastically complete semigroup follows from Proposition 5.6 above.
We note explicitly that, when ϕ(X, z) = ϕ(X), i.e., the initial datum is independent of z, then for every z > 0, X ∈ R N and t > 0 we have The following two lemmas are the crucial Li-Yau type estimates respectively for the Neumann fundamental solution G (a) and for the nonnegative solutions P (a) t ϕ. Lemma 8.2. For any X, Y ∈ R N , z, ζ > 0, t > τ , we denote u(X, t, z) = log G (a) (X, t, z; Y, τ, ζ).
Then, for a ≥ 0 we have
.
If instead z = 0, then (8.5) holds true for any a > −1.
Proof. We know from Proposition 5.5 that
and therefore we have
From (6.4) we have
Furthermore, (2.10) and (2.6) give
where in the last equality we have used (8.2) and (8.4). From (8.6) and (8.7) we deduce
We mention that the equation (8.8) was first established in the proof of [11, Proposition 6] . On the other hand, it is proved in [24, Proposition 4.2] that, for a ≥ 0, one has for any z, ζ > 0 and τ < t,
Adding (8.8) and (8.9) we obtain (8.5) as desired. The final statement of the theorem follows from the observation that when z = 0, then in (4.3) of Proposition 4.1 in [24] it is shown that for any a > −1, one has
for any ζ > 0 and τ < t. If we now add (8.8) and (8.10) we obtain the sought for conclusion (8.5) with z = 0, for any a > −1.
) be such that ϕ ≥ 0 and not identically vanishing. For all X ∈ R N , t > 0, and z > 0, we have for every a ≥ 0,
If, instead, z = 0, then the inequality (8.11) continue to be valid for any a > −1.
t ϕ(X, z) under the integral sign around any (X, t, z) ∈ R N +1 + × (0, ∞). This gives
We note that in the last inequality the Li-Yau type inequality (8.5) of the previous lemma is used in a crucial way. Inequality (8.11) is then obtained by rearranging the terms and dividing by P (a) t ϕ(X, z)
2 . The second part of the statement of the lemma follows in a similar fashion by appealing to the second part of Lemma 8.2.
We are now ready to prove the desired Harnack inequality. ). For X, Y ∈ R N , z, ζ > 0 and 0 < s < t < ∞, we have
When z = ζ = 0 the inequality is valid for every a > −1, and reads
Proof. We can assume ϕ ≡ 0 (otherwise we have nothing to prove), and denote u(X, t, z) = P (a) t ϕ(X, z). Let us fix X, Y ∈ R N , z, ζ > 0 and 0 < s < t < ∞. We are going to choose an optimal curve joining (X, t, z) and (Y, s, ζ). Let us consider the curve
where γ is the smooth curve in R N defined by
We then have
Moreover, if we denote by
and recalling that C ′ (τ ) = e −τ B Qe −τ B ⋆ , we have
We also note that, from the definitions (8.14) and (2.3), we find
The optimality we have claimed for the curve γ consists in the following: among the curves in [0, t − s] joining X and Y which are admissible for the control problem related to the vector fields (2.7) (i.e. γ ′ (τ ) = Bγ(τ ) + Q 1 2ω (τ )), the particular one we have chosen minimizes the cost
We refer the reader to [15, Section 6] and [7] (and references therein) for further details. Denoting h(τ ) = log u(η(τ )) and using (8.15), we then obtain We are now in position to apply (8.11) (computed in fact at η(τ )) and to deduce, by using also (8.16) Noticing that det (tK t ) = t N det (K t ) and exponentiating both side of the previous inequality, we finally reach (8.12) . In order to prove (8.13), we just mention that the curve η(τ ) becomes (γ(τ ), t − τ, 0) since z = ζ = 0. Following the proof of the first part, we thus need to apply (8.11) computed only at z = 0: that this can be done for any a > −1 follows from the second part of Lemma 8.3. As z, ζ, ε tend to 0 + , the expression in the right-hand side approaches the bound in (8.12). We remark that, in view of Proposition 5.6, we can write u(X, t, z) = P (a) t G (a) (·, ε, ·; 0, 0, 0) (X, z).
We note that, even if not in C ∞ 0 (R N +1 + ), the function G (a) (X, ε, z; 0, 0, 0) can be monotonically approximated with suitable cut-off functions whose supports exhaust the whole space.
Appendix: Proof of Theorem 2.1
In this appendix we give a simple and detailed proof of Hörmander's Theorem 2.1 above. Besides the fact that such a proof is not given in [28] , our main motivation here is to provide the reader with an explicit derivation of the representation formulas (9.3), (9.2) below, as they are repeatedly used in the main body of the paper.
We adopt the following definition of the Fourier transform of a function ϕ ∈ L 1 (R N ):
ϕ(ξ) = F X→ξ (ϕ) = R N e −2πi<ξ,X> ϕ(X)dX.
We will need the following well-known result.
Lemma 9.1. Let A ∈ M N ×N (R), with A = A ⋆ and A > 0. Then, the Fourier transform of the generalized Gaussian X → e −<A −1 X,X> is given by We solve (9.1) using the following simple arguments inspired to the method of characteristics. We fix a point (ξ, t) ∈ R N × (0, ∞), and consider an integral curve α(s) = (ξ(s), t(s)) of the system α ′ (s) = V (α(s)),
where V is the vector field in R N × (0, ∞) defined by V (ξ, t) = B ⋆ ξ 1 . This means that ξ ′ (s) = B ⋆ ξ(s), ξ(0) = ξ, t ′ (s) = 1, t(0) = t.
The solution of this system is given by ξ(s) = e sB ⋆ ξ, t(s) = s + t.
Consider the function h(s) = y(α(s)) = y(ξ(s), t(s)). The chain rule gives From this formula, and the key observation that h(−t) = y(α(−t)) = y(e −tB ⋆ ξ, 0) =φ(e −tB ⋆ ξ), keeping in mind that (2.3) gives D(−t) = −C(t), we finally obtain the remarkable representation formula (9.2)û(ξ, t) = e −t tr B e −4π 2 <C(t)ξ,ξ>φ (e −tB ⋆ ξ).
Let us note here that, with the notation of the semigroup {P t } t>0 defined in (2.12) above, we can rewrite (9.2) as follows (9.3) P t ϕ(ξ) = e −t tr B e −4π 2 <C(t)ξ,ξ>φ (e −tB ⋆ ξ).
Similarly, with the notation of the semigroup {P K τ } τ >0 defined instead in (4.1) above, we have (9.4) P K τ ψ(ξ, t) = e −τ tr B e −4π 2 <C(τ )ξ,ξ>ψ (e −τ B ⋆ ξ, t − τ ), τ > 0.
To complete the proof, for every t > 0 we introduce the function ϕ t (X) = ϕ(e tB X), and then use the simple identityφ (e −tB ⋆ ξ) = det(e −tB )
−1φ
t (ξ) = e t tr Bφ t (ξ). We obtain from (9.2) (9.5) P t ϕ(ξ) =û(ξ, t) = e ϕ(e tB Z)dZ.
The change of variable Y = e tB Z, for which dY = e t tr B dZ, finally gives (9.6) u(X, t) = e −t tr B (4π) Comparing (9.6) with the definition (2.6) and with the solution formula (2.5), we see that (9.6) can be written as
with G (X, t) given by (2.6). This establishes (2.5), thus completing the proof.
