A unified mechanistic approach is given for the derivation of various forms of functional response in predator prey models.. The derivation is based on the principle of mass action but with the crucial refinement that the nature of the spatial distribution of predators andÂ or opportunities for predation are taken into account in an implicit way. If the predators are assumed to have a homogeneous spatial distribution, then the derived functional response is prey-dependent. If the predators are assumed to form a dense colony or school in a single (possibly moving) location, or if the region where predators can encounter prey is assumed to be of limited size, then the functional response depends on both predator and prey densities in a manner that reflects feeding interference between predators. Depending on the specific assumptions, the resulting functional response may be of Beddington DeAngelis type, of Hassell Varley type, or ratio-dependent. ] 1999 Academic Press
INTRODUCTION
Traditional predator prey models are based on the principle of mass action. The mass action approach was introduced in the original models of Lotka (1925) and Volterra (1926) . Although it has been refined in a number of ways, notably via the introduction by Holling (1959a,b) of the notion of a predator functional response, it remains as the basis of much predator prey theory.
we examine how traditional prey-dependent models and various other sorts of models including Beddington DeAngelis models (Beddington, 1975; DeAngelis et al., 1975) , Hassell Varley models (Hassell and Varley, 1969) , and ratio-dependent models (Arditi and Ginzburg, 1989) can be derived in a unified way from mass action principles. The crucial refinement required for the derivation is that the spatial distribution of predators andÂor opportunities for predation must be carefully considered when the mass action principle is applied.
All of the models we derive will have the structure dN dt =f (N) N& g(N, P) P
(1) dP dt ==g(N, P) P&+P,
where N denotes prey density, P predator density, f (N) the per capita prey growth rate in the absence of predators, and g(N, P) the rate at which an individual predator consumes prey. The function g(N, P) is the functional response of the model. The parameter = describes the efficiency of the predator in converting consumed prey into predator offspring, while + is the predator mortality rate. We shall sometimes refer to the scale on which time is measured in (1) as the population dynamical time scale. The functional response in (1) is said to be prey-dependent if g(N, P)= g(N) and ratiodependent if g(N, P)= g (NÂP) . In this article, functional responses with more complex dependence on N and P will be termed predator-dependent. (This terminology is taken from Arditi and Ginzburg (1989) .) It should be noted that not all predator prey models take the form (1); see, e.g., Leslie (1948) , Tanner (1975 ), or Berryman (1992 .
The scenarios which yield predator-dependent or ratio-dependent models typically involve some sort of spatial structuring of one or both of the interacting populations. An important form of spatial structure is group formation. Group formation has been shown to occur for various reasons among both predators and prey; see Bertram (1978) , Rubenstein (1978) , and Packer and Ruttan (1988) . Marine examples are discussed in Major (1978) . Some species form groups with fixed geometry; one example is the soldier school behavior of tuna (Partridge et al., 1983; see Fig. 1) .
We use the terminology``predator prey,'' but some of the scenarios we consider seem most plausible in cases where``predators'' are herbivores and``prey'' are plants.
DERIVATION OF FUNCTIONAL RESPONSES
We compute functional responses from the rate of encounters with prey per predator per unit time by following the logic of Holling (1959b) to account for handling time. We use the following variables:
P=predator density
N=prey density
E=total encounter rate between predators and prey per unit time e=encounter rate per predator per prey unit time=EÂNP C=fraction of a prey item killed per predator per encounter h=handling time per prey item g=functional response ( = rate at which prey are killed per predator).
The specific units in which e must be measured will vary according to how E depends on N and P. We shall sometimes attach subscripts to e simply to distinguish cases that call for different units.
The parameter C becomes relevant when encounters involve more than one predator per prey in such a way that the predators share the killing and consumption of prey items, (This might occur when several herbivores simultaneously eat from the same plant until it is consumed and destroyed.) We shall generally assume that interactions between predators and prey consist of a single predator consuming a single prey item, so that C=1 unless otherwise stated
In our notation the derivation in Holling (1959b) yields
Most of our analysis is focused on examining how the encounter rate E is influenced by the spatial grouping of predators. Because we want to isolate and examine the effects of spatial factors, we always assume that the predators do not adaptively adjust foraging behavior or time spent foraging in response to predator or prey densities, and prey behavior is not influenced by the number of predators. Predator individuals may restrict other individuals' access to foraging sites, but do not otherwise interfere with each other. All of these assumptions are violated in some natural systems, and when violated they affect the form of the functional response. An underlying assumption of the derivation in Holling (1959b) is that the population densities do not change over the time interval required for a predator to find and consume a single prey item. Alternative approaches to the derivation of functional responses on the basis of time utilization are given in and Murray (1993, Chap. 5 ), but they make the same sorts of assumptions.
SCENARIOS WITH RANDOMLY DISTRIBUTED INDIVIDUAL PREY
In this section we assume that individual prey items are distributed at random in a spatially uniform way.
Uniformly Distributed Predators
If we assume that the spatial distribution of predators is also uniform then the law of mass action predicts an encounter rate
for some constant e 0 . Hence, in this case (2) yields the usual Holling type II prey-dependent functional response
Predators in Groups
If predators forage in groups then mass action principles often lead to different functional responses. To isolate the effects of spatial grouping we make a number of assumptions and explore their consequences. We assume that the predators form a fixed number of groups and that the amount of time spent foraging does not depend on the size of the groups. (The assumption of a fixed number of groups requires that the number of predators must be at least as large as the number of groups.)
If we assume that the area or volume of each group of predators is very small relative to the area over which they forage then adding predators will have a negligible effect on the area swept out by each group in unit time. In terms of mass action principles, each group would function as a point mass, and the encounter rate would be proportional to the number of groups and the prey density. (Recall that we assume the number of groups is fixed.) Alternatively, even if the amount of space occupied by a group is not negligible, it might still be possible that the geometry of the group would be such that adding more predators would not change the area swept out per unit search time; see Fig. 2 . Under these assumptions the encounter rate would depend only on the prey density, since adding predators would not increase the encounter rate. In this case so e=e 1 ÂP (which has a singularity at P=0), and (2) yields the ratio-dependent functional response
Note that for this formula to be usable in (1) the assumptions leading to it must be satisfied for a time period on the population dynamical timescale in (1). A scenario that would lead to (6) would occur if each prey item encountered by a predator group were shared among the predators in the group. In that case each encounter between the group and a prey item would provide each group member with an amount of prey that would be inversely proportional to the number of predators and which would hence require an amount of time to handle which would also be inversely proportional to the number of predators. However, such a scenario would require that the predators do not engage in adaptive foraging and either that all predators form a single group or that group size is proportional to the total predator population. These are strong requirements, so formula (6) should probably be viewed as an idealized or limiting case of a more complicated dependence on predator and prey densities.
If the assumption that the predators form a group which is effectively a point mass is relaxed, but the predators are still assumed to form a relatively tight group, then strict ratio dependence breaks down. To understand why this should be the case, it is useful to examine the consequences of the assumption that the predators form a school or pack of a fixed shape. In two spatial dimensions the area of the pack is then proportional to the number of predators, or in three dimensions the volume of the school is proportional to the number of predators (see Fig. 3a ). In two dimensions the area swept out by the predators in unit time is proportional to the diameter of the pack rather than its area (see Fig. 3b ). Since the diameter of the pack is proportional to the square root of its area and the area of the pack is proportional to the number of predators, it follows that the area swept out by the pack per unit time is proportional to the square root of the number of predators. Hence, E=e 2 P 1Â2 N, because the total encounter rate will be proportional to the area swept out per unit time. This yields e=EÂNP=e 2 ÂP 1Â2 so that (2) yields
In three dimensions the analogous computation can be made using volume instead of area and frontal area instead of diameter. In this case E=e 3 NP
2Â3
. This results in a functional response of the form
The forms of functional response in (7a) and (7b) are of Hassell Varley type; see Hassell and Varley (1969) . A more detailed analysis giving theoretical values for constants in terms of parameters such as swimming speed could be performed via the methods of Gerritsen and Strickler (1977) . There are some related scenarios which would yield similar results. Copepod swarms may generate currents that bring prey into contact with the entire surface of a spherical swarm, so again the encounter rate would be proportional to the surface area of the swarm and hence to the two-thirds power of the number of predators. It seems likely that more complex group geometries, e.g., groups whose boundaries have some noninteger fractal dimension, could give rise to functional responses which would depend on NÂP # for values of # between 0 and 1 other than 1Â2 or 2Â3.
FIG. 3.
(a) Two-dimensional packs of predators. The area of the pack increases proportionally with the number of predators, but the diameter or width of the pack is proportional to the square root of the number of predators. The packs are shown as square, but the same sort of dependence on predator numbers would occur in any situation where the pack maintained a constant shape and increased in size with the number of predators. (Different shapes would just give different constants of proportionality.) In three dimensions the volume of the school would be proportional to the number of predators, so that the area of a face or the cross-sectional area would be proportional to the number of predators to the two-thirds power. (b) The area swept out per unit of search times is proportional to the speed of the predators and the width or diameter (rather than the area) of the pack. Since the width is proportional to the square root of the number of predators, so is the area swept out by the pack and hence the total encounter rate E. (This assumes randomly distributed prey.) The resulting functional response is neither prey-dependent nor ratio-dependent, but rather something in between. (In the three-dimensional case the encounter rate would be proportional to the cross-sectional area of the school and thus to the number of predators to the two-thirds power.) (c) A group of predators moving in line abreast. Such a formation is displayed by the tuna in Fig. 1 . In this case the area swept out per unit search time is proportional to the length of the line and thus to the number of predators. This leads to an encounter rate which is proportional to the number of predators and hence to a prey-dependent functional response, assuming that the prey are uniformly distributed and the predators do not``break formation. '' Clearly the assumption that schools or packs maintain a fixed shape is highly idealized. However, this assumption can be relaxed and the resulting functional responses will still have approximately the same behavior provided that the schools or packs maintain a bounded aspect ratio, i.e., may change shape, but do so in such a way that ratio between the longest and shortest linear dimensions is bounded. In that case for two space dimensions the prediction would be that EÂP=s(P, t) NÂP 1Â2 with s 1 s(P, t) s 2 for constants s 1 and s 2 .
If the predators form a line and then move in a direction perpendicular to their line of deployment (or even oblique to it) and do not aggregate when they contact prey then the area swept out per unit time is proportional to the number of predators (see Fig. 3c ). (If the predators do aggregate when they contact prey a different sort of functional response will result; this case is treated in Section 5.) Assuming no aggregation the total encounter rate will be given by E=e 0 NP so that the functional response will be prey-dependent as in the case of classical mass action.
SPATIAL MECHANISMS OF PREDATOR INTERFERENCE
In this section we assume that the predators search as individuals but interfere with each other by competing for favorable locations to obtain prey, restricting each other's searching, or competing for clustered prey.
Space-Limited Predation and Predator Dependence
Space-limited predation refers to those situations where predators can move freely but can only encounter prey in a region of limited size. Such a scenario might occur, for example, if predators could only encounter prey at the edge of a prey refuge, or if the prey were only exposed to predation in gaps in protective cover. In this type of scenario the nature of the encounter rate would change with predator numbers. If there were few predators then each predator would have relatively free access to the region of possible encounters, so the encounter rate would be expected to approximately follow the spatially homogeneous mass action principle so that the total encounter rate is given by E(N, P) re 0 NP for P small (see Fig. 4 ). (Here N should be measured in the region where the prey are vulnerable to predation since the prey density may not be spatially homogeneous.) On the other hand, assuming that there In this scenario the predators can encounter prey only in the region between the dotted lines. In (a), there are only a few predators and all of them can fit into the region where prey can be taken. This leads to an encounter rate obeying the classical mass action principle, so that Ere 0 NP if the number of predators is small. In (b), the region favorable to taking prey is filled with as many predators as it can hold, so adding additional predators to the larger overall region shown in the figure does not increase the encounter rate. If the number of predators that can fit into the region where prey can be encountered is P 0 then for large numbers of predators Ere 0 NP 0 . This scenario yields a functional response which is roughly prey-dependent at low predator densities but roughly ratio-dependent at high predator densities.
are a limited number of foraging sites which continue to be occupied while predators handle prey, then there will be a maximum number P 0 of predators that could occupy those sites at any given time. If P>P 0 then the encounter rate would no longer depend on P, that is, E(N, P)re 0 NP 0 (see Fig. 4) . A simple form of the encounter rate function E having those properties is given by E(N, P)= { e 0 NP, e 0 NP 0 ,
Using e=EÂNP and computing the functional response via (2) yield g=g(N, P)
This functional response approaches prey dependence at low predator densities but approaches ratio dependence at high predator densities. This reflects the idea that predators do not interfere with each other at low densities but do interfere with each other, effectively via competition for foraging space, at high densities. The formulation in (9) assumes that there is no mutual interference between predators until all of the foraging space is used, after which there is effectively random turnover among the predators in the foraging space. It also assumes that predators do not generally leave the foraging area to handle prey they have captured there. It is plausible that in some cases it would gradually become more difficult for each predator to find a foraging area as the region where prey can be encountered fills up with predators. In such situations it would be appropriate to replace the expression for E(N, P) in (8) with a smooth function having the same asymptotic properties for P near zero and for P large. The simplest algebraic formula for E with the properties Ere 0 PN for small P and Ere 0 P 0 N for large P is given by
This yields e=e 0 P 0 Â(P 0 +P); substituting this into (2) then yields (after some algebra) g= g(N, P)= e 0 P 0 N P 0 +P+he 0 P 0 N .
This is the form of functional response proposed by DeAngelis et al. (1975) and Beddington (1975) to account for feeding interference among predators. A different approach to modeling situations where some prey are invulnerable to predators is given in Abrams and Walters (1996) , but the models proposed by Abrams and Walters (1996) no longer have the form (1).
Clustered Prey
In this scenario we suppose that the predators forage as individuals but the prey occur in sessile clusters. We assume further that when a predator encounters a prey cluster it stays and feeds until the cluster is consumed, and that there are typically many predators feeding on a cluster simultaneously. This last assumption implies that there is no escape behavior by the prey, and that there are more predators than there are prey patches. The assumption of no escape behavior by the prey would seem unlikely if the prey are animals that can move. Suppose, however, that the prey occur in sessile patches or clusters which the predators can find only by searching. Suppose further that the number of prey clusters is relatively small compared with the number of predators. Upon encountering a prey patch each predator stays and feeds until it becomes uneconomical to continue feeding, but does not entirely deplete the prey on the patch, as the last prey are harder to find. The predators then leave in search of other patches and the prey on the partially depleted patch gradually recover in number. At some later time the patch attains rather high prey density and is rediscovered by independently searching predators. We assume that recovery and depletion occur on similar timescales, so that the assumption that the prey density is roughly constant on the (faster) searching timescale is approximately satisfied. The prey patch tends to have a sizable number of predators on it during the depletion phase. Each predator is on the cluster for a different period of time, but we can assume that, over long periods of time in which predators feed on many patches, there is some average time that the predator is on the patch and some average number of predators that take part in its depletion. On this long timescale we can assume that the predators roughly divide up the available prey in each patch. We can assume that the average amount of prey each predator obtains is then inversely proportional to the average number of predators per patch. We make one further assumption, which may not hold in all cases. We assume that, although the amount of prey obtained per predator varies inversely with the number of predators, the time each spends in a patch does not. This assumption requires either that the efficiency of removing prey from the patch does not increase linearly with predator numbers (e.g., there could be a lot of interference that prevents that) or that there are other behavioral reasons not necessarily related to foraging that a predator may stay in a patch for a longer amount of time than absolutely necessary to consume the easily available prey. Such a scenario involving water snails and patches of algae was studied by Blaine and DeAngelis (1997) via a simulation model.
If the patches are relatively small in size compared to the overall search area for the range of prey densities being considered and each patch is equally likely to be encountered, then the overall encounter rate should have the form E=e 0 NP. This is most easily seen if the prey patches are all the same. If the prey are divided into k clusters of NÂk individuals then the encounter rate between predators and clusters should be proportional to k and P; but each cluster contains NÂk prey so the total rate of encounters with individual prey would be proportional to k_(NÂk)=N and P. (The assumption of all clusters being the same size could be removed, but the assumption that all are equally likely to be encountered is essential.) However, in this scenario, each predator will typically have to share any cluster it encounters with other predators, so the fraction of the prey in the cluster which are destroyed by each predator would be given by C=C 0 ÂP. Using E=e 0 NP and C=C 0 ÂP yields the form
This scenario is thus mathematically equivalent to one where the predators forage in a tight group, but the mechanism is different, although it still involves a partitioning of prey among predators. In this scenario each predator independently uses a strategy (namely searching until prey is found and eating until it is gone) from which the grouping of predators arises because of the clustering of prey. Of course, this analysis is valid only if there are enough predators so that the average number of predators sharing a patch of prey is greater than one.
SCHOOLS VERSUS SCHOOLS: BEHAVIORAL MECHANISMS
In Section 3 we noted that if the predator searched for prey by forming a line and moving in a direction perpendicular or transverse to the line then the total encounter rate will have the same form, E=e 0 NP, as in the case of traditional mass action. That scenario assumed that encounters involved only an individual predator and a single prey item and that while one predator was handling prey the others would continue their searching behavior. Suppose that, instead, any predator contacting a prey item signals to all the other predators, and that the predators then aggregate at the location of the prey. Suppose further that the prey form patches, herds, or schools that are large enough that the predators can aggregate before all of the prey are consumed or escape. (The example we have in mind is the foraging in linear schools by tuna described in Partridge et al. (1983) ; see Fig. 1 .) This sort of behavior is limited by the requirement that the line of foragers must be short enough to allow transmission of a signal, so the corresponding functional response is probably only accurate at low to moderate predator group sizes. The scenario we envision is shown in Fig. 5 . In this case the area swept out by the predators in unit time and hence the number of encounters between prey FIG. 5. Schematic of how a group of predators foraging in line abreast formation (e.g., the soldier school of tuna shown in Fig. 1 ) might aggregate upon contact with a school or herd of prey. Panel (5a) shows the foraging formation while (5b) shows the aggregation process. This sort of behavior could in theory lead to an effective increase in encounter rate; see the discussion in the text. and individual predators is proportional to the number of predators. Because of the aggregation upon contact with prey, each encounter between the prey and a single predator is immediately converted into an encounter between the prey and all the predators, so that the total number of encounters picks up another factor of P, so that E=e 0 NP 2 and e=e 0 P. Suppose that the prey are found in large clusters that the predators do not entirely consume in the course of an encounter because the prey disperse within some given time after the cluster is attacked. Then the amount C consumed per predator per encounter would depend on that time and on the handling time h rather than depending on P. This would yield the functional response g= g(N, P)= Ce 0 NP 1+hCe 0 NP ,
where C depends implicitly on h and the time a cluster takes to disperse. This response differs from all the others we have derived in that it increases with P. In principal this type of functional response could reflect a higher rate of prey consumption per predator than would be possible if predators foraged individually. In such a case the strategy of foraging in line and aggregating when a prey cluster is encountered would be advantageous at low to moderate predator densities. However, there must be some limit to this effect because, if P becomes too large, the foraging line becomes too long to permit immediate aggregation, so the functional response will decrease. The behavior of foraging in line but aggregating when prey are encountered is displayed by some species of tuna (Partridge et al., 1983) . It is interesting to note that similar``foraging'' tactics were used by both German and American submarines in attacks on enemy convoys during World War II; see Morison (1963) and Holmes (1966) .
DISCUSSION

Factors Influencing Predator Grouping
Why should predators behave according to any of the scenarios we have described? In the case of tuna foraging in a line and aggregating when they encounter a school of prey the answer is clear: the behavior allows them to increase their functional response, and thus their individual resource uptake, at least at some densities. In other scenarios, there are two sorts of reasons why the predators might behave in ways which would appear to decrease their functional response: the behavior might occur for reasons unrelated to foraging per se, or might emerge from interactions between behaviors which are reasonable (or even optimal) at the individual level and environmental constraints. If the predator prey interaction is embedded in a food web, the predators might form groups to defend themselves against their own predators. In aquatic systems, spatial concentrations of predators andÂor prey might arise from physical transport mechanisms. Predators might congregate in certain locations because of the presence of resources other than prey, e.g., nesting sites or suitable abiotic conditions. If there are limited opportunities for predators to take prey then it might be advantageous for each individual to try to exploit whatever opportunities are available. At high predator densities this might result in``sharing'' of prey or competition for space. The scenarios we have described where several predators feed on a prey cluster simultaneously or where predators``fill up'' a region where prey can be taken could perhaps arise in this way.
Other Factors Influencing the Functional Response
Nonspatial factors which can influence the functional response are direct interference between predators, fission or fusion of groups, cooperative hunting in groups, and adaptive foraging.
Direct interactions between predators could modify functional responses based on spatial factors. They could also produce similar effects by themselves. Beddington (1975) derived a functional response of the form (11) by treating the time spent by predators interacting with each other in a manner analogous to Holling's (1959b) treatment of handling time. A more sophisticated application of the same ideas by leads to a functional response which can be rewritten after some algebra as
where w is the length of time of an average encounter between predators. As pointed out by , this functional response behaves approximately like those proposed by Beddington (1975) and DeAngelis et al. (1975) for wP small. For P large, this response can be seen to depend approximately on NÂ-P by dividing the numerator and denominator by -P. Again, if predators form groups and interfere directly with each other or engage in adaptive foraging these effects could combine to modify the form of the functional response.
General Discussion of Functional Responses
Our essential conclusion is that a number of mechanisms involving the spatial distribution of predators, prey, or opportunities for predation can lead to a predatordependent functional response, even in the absence of other effects such as adaptive foraging or direct interference between predators. Among the types of functional responses which can arise from spatial mechanisms are the Beddington DeAngelis form g=NÂ(a+bN+cP) (Beddington, 1975; DeAngelis et al. 1975 ) and the Hassell Varley form g= g(NÂP # ) (Hassell and Varley, 1969) . In some special cases spatial mechanisms can lead to a ratio-dependent functional response. (Ratio dependence could also be described as a Hassell Varley type response with #=1.) However, the conditions for pure ratio dependence at all densities are quite restrictive. Relaxing those conditions typically leads to functional responses which are approximately ratio-dependent at high predator densities but not at low densities (e.g., Beddington DeAngelis) or which have some but not all of the features of ratio dependence (e.g,, Hassell Varley). This observation suggests why more general forms of predator dependence may give a better fit to empirical data than pure ratio dependence, as noted by Ginzburg and AkcÂ akaya (1992 , pp. 1538 and 1541 .
There have been experimental studies which attempted to link spatial restriction of predators with a ratiodependent functional response (Arditi et al., 1991; Arditi and Saiah, 1992) ; however, the experiments have been criticized because they examined only equilibrium densities and did not rule out other mechanisms which could explain the outcome Abrams, 1994) . Some empirical work aimed at assessing when predator interference can be expected to be a significant factor in community dynamics has been done by Oksanen et al. (1995) .
There has recently been some controversy over the use of ratio-dependent models; see Arditi and Ginzburg (1989) , Gutierrez (1992) , Diehl et al. (1993) , Abrams (1994 Abrams ( , 1997 , Gleeson (1994) , Sarnelle (1994) , Berryman et al. (1995) , and Stow et al. (1995) . In fact, models incorporating the ratio NÂP have been in the literature for a long time (Thompson, 1939; Frazer and Gilbert, 1976) and could be viewed as a special case of Hassell Varley type models (Hassell and Varley, 1969) . It has been suggested that ratio dependence could result from spatial heterogeneity (Arditi and Ginzburg, 1989) ; however, ratio dependence has been criticized because of the absence of an underlying mechanism (Abrams, 1994 (Abrams, , p. 1848 . Our analysis suggests that there could be spatial mechanisms which might produce ratio-dependence, but they require quite restrictive and highly idealized assumptions. Relaxing the assumptions typically yields predator-dependent models, often of Beddington DeAngelis or Hassell Varley type.
Spatially Explicit Models
Theoretical studies based on spatially explicit models indicate that a number of mechanisms involving dispersal andÂor spatial heterogeneity can produce some of the effects predicted by forms of predator dependence which cause the functional response to decrease with predator density (Oksanen, 1990; Blaine and DeAngelis, 1997) . There is considerable merit to the view that complex systems are best studied via detailed mechanistic andÂor spatially explicit models (Oksanen, 1990; Abrams, 1994 Abrams, , p. 1844 Diehl et al., 1993) ; see also Cantrell and Cosner (1991 , 1993 and Rothschild and Ault (1996) . However, simple dynamical descriptions can be useful in giving a first-order approximation of the behavior of complex systems and thus focusing attention on features deserving further study. The principle of mass action combined with specific spatial assumptions provides a mechanistic approach to the incorporation of spatial effects into the construction of simple dynamical models for predator prey interactions.
