Consider a communication channel that consists of several sub-channels transmitting simultaneously and asynchronously. In current technology, the receiver acknowledges reception of the message before the transmitter sends the following message. Namely, pipelined utilization of the channel is not possible. Our main contribution is a scheme that enables to transmit without a n acknowledgement of the message, therefore enabling pipelined communication and providing a higher bandwidth. Moreover, our scheme allows for a certain number of transitions from a second message to arrive before reception of the current message has been completed, a condition that we call skew. We have derived necessary and sufficient conditions for codes that can tolerate a certain amount of skew among adjacent messages, (therefore, allowing for continuous operation) , and detect a larger amount of skew when the original skew is exceeded. Potential applications are in on-chip, on-board and board to board communications, enabling much higher communication bandwidth.
1. There is a clock that is shared by both the transmitter and the receiver and the state of the wire at the time of the clock represents the corresponding bit of information. This is a synchronous type of communication (which is not always feasible due to the difficulties in clock distribution and the fact that the transmitter might be part of a n asynchronous system).
2. Asynchronous type of communications. Here the idea is to send one vector at a time and have a handshake mechanism. Namely, the transmitter sends the following vector only after getting an acknowledgment that the current vector was completely received by the receiver.
Motivation and Background
Consider a communication channel that consists of several sub-channels transmitting simultaneously. As an example of this scheme consider a board with several chips where the sub-channels represent wires connecting between the chips and differences in the lengths of t,he wires might result in asynchronous reception. Namely, we would like to transmit a binary vector of length R using R parallel channels/wires. Every wire can carry only one bit of information. Each A natural question with regard to the asynchronous type of communication is: how does the receiver know that the reception is complete? This problem was studied by Verhoeff [3] . He describes the forgoing physical model as a scheme in which the sender communicates with the receiver via parallel tracks by rolling marbles (that correspond t o a logical 1) in the tracks. T h e assumption of rolling marbles is equivalent to the transmission of electrical transitions. Although the marbles are sent in parallel, the channels are asynchronous. This means that marbles are received randomly and a t different instants.
Before presenting Verhoeff I s result we introduce some notation. Let us represent the channels with the numbers 1 , 2 , . . . , n. After the m-th transition has arrived, the receiver obtains a sequence X , = z1,22,. . . , x,, where 1 5 x; 5 n, and xi represents the fact that the i-th transition was received at the zi-th channel. The set (21, x z , . . . , E,} is the support (i.e., the set of non-zero coordinates) of a vector and it determines uniquely a binary vector. From now on, X, = 2 1 , xz,.. . , x, denotes a sequence as defined above, and X , = (~1~x 2 , .
. . , 2 , ) the binary vector as defined by its support corresponding to sequence x,. For instance, assume that we have 5 channels and we receive the sequence X d = 2 , 3 , 2 , 4 . This means, the first transition arrived in channel 2, the second one in channel 3, the third one in channel 2 and the fourth one in channel 4. The support of the corresponding binary vector is X4 = {2,3,4} (repeated arrivals count only once!) and the binary vector itself is X q = 0 1 1 1 0. In words, capital letters with a hat will denote sequences, while capital letters denote either vectors or their supports.
The following example shows the difficulty of choosing indiscriminate vectors for parallel asynchronous communications. Assume that a vector X = 0110 and a vector Y = 0100 are transmitted in some order. In the language of sets we have X = {2,3} and Y = (2).
When the receiver gets a transition in channel number 2, it is not clear whether it just received Y or it should wait t o get a transition in channel 3 (this will correspond to receiving X )
In general, the paradlel asynchronous transmission model considered in [3] , is the following: assuming that a vector X is transmitted, once reception has been compieted, the receiver acknowledges receipt of the message. The next message is sent by the sender only after the receipt of the acknowledgement. The problem is finding a code C whose elements are messages such that the receiver can identify when transmission has been completed. It is easy to see, as shown in [3] and as suggested in the example above, that the codes having the right property are the so called unordered codes, i.e., all its elements are unordered vectors (we say that two binary vectors are unordered when their supports are unordered as sets-one set is not a subset of the other).
One of the disadvantages of using the asynchronous type of communication is the fact that the channel is not fully utilized. Namely, there is at most one vector in the wires a t any given time. This becomes very critical when the transmission rates are getting higher and lines are getting longer.
A new paradigm
We present a novel scheme that enables a pipelined utilization of the channel. In addition, our scheme has the important feature of not using a handshake (acknowledgement) mechanism. Hence, there is no need in communication between receiver and sender.
Our goal is to study parallel asynchronous pipelined comniunication without acknowledgement. The main difficulty in this scheme is that a certain number of transitions from the second message might arrive before reception of the current message has been completed, a condition that we call skew.
We give next a precise mathematical definition of the concept of skew. Assume that a vector X is transmitted followed by other vectors, say Y and W . At reception, we obtain a sequence Z = ~1~x 2 , .
If there is no skew of X with respect to 2, all the transitions from X arrive first and then the transitions from the next messages. However, this is not the case when there is skew. We make the following assumption: the skew occurs only between adjacent vectors. . . , xJ , Zj denotes the vector corresponding to Z,, j > 1, and X is a vector, then and
Notice t h a t , if 2 1 6 X , m(X; 2 ) = O . We are ready now to define the concept of skew of a vector X with respect to a sequence 2. 
Given S ( X ; Z) = (11 , l z ) , the parameter 11 measures the number of transitions missing in X when the first transition not in X arrives. The parameter 12 measures the number of transitions not in X and repeated arrivals that arrive before reception of X has been completed.
T h e next example illustrates the definition of skew.
Example 2.1 Assume that X = 11000 is transmitted followed by other vectors. As a set, X = { 1,2}. At reception, assume that the sequence 2 = 2 3 1 4 2 5 . . .
is obtained. The definitions of m and r give m = m ( X ; Z ) = 1 and r = r(X;Z) = 3 respectively Therefore, we obtain 2 , = 2 1 = {a} and 2,.
Similarly, if we receive 2 = 2 2 4 1 3 5, we can see that m = m ( X ; 2) = 1 and r = r ( X ; 2) = 4. Now, we obtain Z, = Z1 = (2) and 2, = 24 = { l j 2 > 4 } .
giving Z,. -Z, = 24 -2 1 = { 1,4}. According to Definition 2.1, 11 = l(Z, -Z m ) n XI = 1{1}1 = 1 and
The next step is defining codes that can either detect or correct skew. Our approach to dealing with skew is to use coding theory methodology and identify the properties of a family of vectors (a code) that can handle the skew. We want codes that can either detect or tolerate up to a certain amount of skew, or simultaneously tolerate and detect skew (compare with codes that can simultaneously correct and detect errors). Formally: Definition 2.2 Let t l , t 2 , s1 , 5-2 be 4 non-negative integers and let C be a code. Let X, Y , W , . . . be codewords in C. and assume that X is transmitted followed by Y and then by W which is followed by other codewords. and that no transition in W arrives before the reception of X is completed. Let 2 be the received sequence. Then:
1. We say that C is (tl,t2)-skew-detecting (SD) if the code will correctly decode X when S(X; 2 ) = (0,O) (i.e., no skew), and will detect the occurrence of skew as long as (0,O) < S ( X ; 2 ' ) 5 (t1,tz).
We say that C is ( t l , tz)-skew-tolerant (ST) if the
code will correctly decode X when S(X;Z) 5 ( t l , t 2 ) .
. We say that C is (t1,t2)-skew-tolerant (ST) ( t l + s l . t 2 + sZ)-skew-detecting (SD) if the code will correctly decode X when (0,O) 5 S ( X ; Z ) 5 ( t l , t 2 ) and will detect the occurrence of skew as long as ( t l , t 2 ) < S(X; Z) 5 ( t l + s l , t 2 + ~2 ) .
SD and ST codes were studied in [l] . Here, we gen- = Y ) , then S ( X ; 2) = (1,2) and S ( Y ; 2) = ( 2 , l ) .
3.
If the first 3 transitions arrive in tracks 2 to 5, then conclude that Y was transmitted first.
We can see t,hat the decoding algorithm above will correct skew not exceeding (1,1), and will detect skew exceeding ( 1 , l ) but not (2,2).
Although Example 2.2 is very simple, the reader is urged to comprehend it, since the general case involves a similar reasoning. The necessary and sufficient conditions for a code to be (tl, 12)-SD (tl +sl,t2+s2)-ST, to he given in the next sectlion, will allow to readily explain why the code iin Example 2.2 is (1,l)-ST (2,2)-SD.
Characterization of (tl,t2)-ST (tl + S I , t 2 + s2)-SD codes
In this section, we give a characterization in terms of necessary and sufficient conditions on the distance between codewords of ( t l , 
N ( X , Y )
The theorem above is proven in [2]. The sufficient conditions are proved by providing a decoding algorithm (to be presented next). We refer the reader to [a] for details and examples.
Given the skew correcting/detecting algorithm, it can be proven that if C is a code meeting the conditions of Theorem 3.1 and X any codeword in C, whenever X is t,ransmitted followed by other codewords, say Y and W , such that no transition from W arrives before reception of X is completed, and 2 is the received sequence, then, if S(X; 2) 5 (11, tz), the algorithm correctly concludes that X was the transmitted codeword, while if ( t l , t z ) < S(X; 2) < (tl + s1,tz + s~) , then the algorithm will detect this situation when these are t 2 + 1 repeated arrivals. Namely, with this approach we prove that bot,h the algorithm is correct and that the conditions of Theorem 3.1 are also sufficient. This is a fixed number depending only on t l and t 2 : so the algorithm has low complexity. Basically, each check can be accomplished by verifying the menibership of a vector in a code, which is easy to implement (using the encoding algorithm).
The set, B stores the repeated arrivals. If t.he number of repeated arrivals exceeds t 2 , t,hen the skew between the transmitted codeword X and the received sequence 2 exceeds ( t l , f a ) , and the algorithm declares an uncorrectable error. It also declares an uncorrectable error when there is a second repeated arrival (i.e., xj E B). This means that transition zj belongs to a codeword that is not the codeword transmitt,ed after X. This algorithm does not handle skew between non-adjacent codewords, so when a situation like this is detected, an uncorrectable error is declared.
The following corollary is immediate from Theorem 3.1.
SD if and only if it is ( t 2 , t,)-ST
Let us briefly examine special cases of the necessary and sufficient conditions given by Theorem 3.1. In particular, we will see that the conditions generalize known results [l] . Let us start with the case in which T = ti + SI = tz + s2. Namely there is a symmetry in the maximum allowable skew. Sext, consider the case tl = t 2 = t and SI = s2 = s. Csing Theorem 3.3, we conclude that the code in Example 2.2 is (1)lI-ST (2,2)-SD.
Next, consider the case in which s1 = s2 = 0, i.e., the necessary and sufficient conditions for a code to be ( t l~ t2)-ST. Finally, we make t l = t 2 = 0 in order to obtain necessary and sufficient conditions for (SI, s2)-SD codes. The result is given in the next theorem: Theorems 3.4 and 3.5 were known [l] .
