Abstract-Millimeter wave (mmWave) access networks have the potential to meet the high-throughput and low-latency needs of immersive applications. However, due to the highly directional nature of the mmWave beams and due to their susceptibility to human-induced blockage, the associated wireless communication links are vulnerable to large fluctuations in channel quality. These large fluctuations result in disproportionately adverse effects on performance of transport layer protocols such as Transmission Control Protocol (TCP). Furthermore, we show in this paper, that TCP continues to significantly under perform even when dual-connectivity is used to combat the effects of channel quality fluctuations. To overcome this challenge, we propose a network layer solution, Coded Taking and Giving (COTAG) scheme to sustain low-latency and high-throughput end-to-end TCP performance. In particular, COTAG creates network encoded packets at the network gateway and each mmWave access point (AP) aiming to adaptively take the spare bandwidth on each link in the network for packet transmission. Further, if one link does not have enough bandwidth, COTAG actively gives up the transmission opportunity via conditionally dropping packets. Consequently, the proposed COTAG actively adapts to changes in mmWave link quality and enhances the TCP performance without jeopardizing the latency of immersive connect delivery. To evaluate the effectiveness of the proposed COTAG, we conduct experiments and simulations using off-the-shelf APs and NS-2. The evaluation results show the proposed COTAG significantly improves end-to-end TCP performance.
I. INTRODUCTION
The demand for immersive content such as augmented reality (AR) and virtual reality (VR) is growing rapidly. These applications require high-throughput (100 Mbps to few Gbps) and low-latency (1 ms to few ms) network connectivity to support their rich, dynamic, and interactive content. They also need wireless connectivity for untethered access. In this paper, we assume that the wireless connectivity is provided using millimeter wave (mmWave) based communication link(s). Note that, mmWave links have the potential to support highthroughput because there is a large amount of spectrum available in this frequency band, e.g., Federal Communications Commission (FCC) has allocated 7 GHz (57 GHz -64 GHz) of contiguous unlicensed spectrum for commercial and public use.
One challenge with the mmWave band is that that the beams are substantially more directional than the conventional sub-6 GHz band. Furthermore, link bandwidth degrades more severely at the mmWave band than at the sub-6 GHz band. For example, the 60 GHz signal attenuates 15 to 20 dB for the first-order reflected path as compared to the lineof-sight (LOS) path. Although adaptive beam management can alleviate deterioration in channel conditions, detecting a change in the channel conditions as well as reforming the beams takes time. The delays incurred in adapting the beams adversely affect the end-to-end latency and the resulting endto-end throughput, which in turn degrades AR/VR experience. Finally, at certain frequencies especially around the 60 GHz band, the mmWave channels are highly susceptible to human blockages. This is because there is a significant absorption up notch by water molecules and humans are mostly water.
Channel fluctuations caused by human movements and blockages may be alleviated either by waiting for the blockages to dissipate by human movement or by reforming the beams or by handing off the connection to a different access point. All of these ways of alleviating the channel degradation incur delays which are detrimental to AR/VR experience. One promising approach to avoid the delays is dual connectivity. In dual connectivity, the user is concurrently connected through two wireless links, either through two different access points or through the same access point but via different beams. As long as only one beam is blocked by human movement, contents can be delivered to the AR/VR application, albeit at a possibly reduce data rate. Since there will no total loss of connectivity unless both links are blocked, there is potential to preserve AR/VR experience. We pursue this approach in the paper.
For simplicity of presentation, we assume that the dual connectivity is over two mmWave beams. It is clearly possible to provide dual connectivity over different frequency bands, one over mmWave and the other over sub-6 GHz. Such dual-band, dual connectivity have to address the challenge of potentially wide difference in the data rates of the two links even when both links are not blocked. There are many papers in literature which focus on dual band, dual connectivity challenges [1] , [2] . In this paper, we focus on the scenario where the user is fortunate enough to have dual connectivity through mmWave band. We anticipate that this will occur more in the future because the number of antennas in mmWave communication systems is growing rapidly and providing dual beam connectivity will not be a major issue.
However, even with dual connectivity, maintaining high throughput is a challenge in mmWave networks. Addressing these challenges is the focus of this paper. Fig. 1 demonstrates this challenge. The figure shows results of a simulation run. In the simulation run, an AR/VR application uses Transmission Control Protocol (TCP) to assure reliable, sequenced delivery of packets. At the link layer, the user is connected over two mmWave access points. The version of TCP is Cubic [3] . The data rates of the two wireless links are taken from measurement setup shown in Fig. 2 . In this setup, the user movements in the AR/VR application are such that he/she moves in the vicinity of the access points. As the user moves, the quality of both links change concurrently, some times the data rates in both links are positively correlated and in other times they are negatively correlated. The trace of channel measurements from the experimental setup was input to a simulation run in network simulator NS-2 [4] . The end-to-end TCP throughput was obtained from NS-2. The rest of this paper is organized as follows. We present the related work in Section II. The system description and the proposed approach are described in Sections III and IV respectively. Evaluation results demonstrating the effectiveness of the proposed mechanism are presented in Section V. The paper is summarized in Section VI.
II. RELATED WORK
Transport Layer Solutions. Transmission Control Protocol (TCP) is the most common transport layer scheme for reliable, sequenced delivery of data. There are many variants of TCP such as Tahoe [5] , Reno [6] , New Reno [7] , Vegas [8] , Cubic [3] , Compound [9] , and BBR [10] . The recent variants such as Cubic, Compound, and BBR are designed for networks with high bandwidth delay products (BDP). However, they are not well suited for dealing with large bandwidth changes due to fluctuations in the wireless channel quality. The TCP variant most related to the solution in this paper is Multipath TCP (MPTCP) [11] .
Multipath TCP (MPTCP) is a transport layer protocol designed to better utilize the bandwidth available across multiple paths in order to increase the end-to-end throughput. MPTCP divides its transport layer flow into multiple subflows to simultaneously forward data across multiple paths in the network. It tends to work well when the multiple paths from the source to the receiver are mostly edge disjoint. If there are many shared links among the paths, then the effectiveness is diminished. The effectiveness of MPTCP has been evaluated in delivering across multiple interfaces of a end host, an LTE link and mmWave link [12] . The authors of [12] shows a link layer retransmissions scheme enhances MPTCP's effectiveness. They also show that the effectiveness of MPTCP is not satisfactory when the bandwidth of mmWave link fluctuates signficantly over time. In this paper, our evaluation also confirms the poor behavior of MPTCP. As a result, instead of MPTCP, we propose a completely different network layer approach to maintain good end-to-end transport layer performance despite large fluctuations in the bandwidth of mmWave link. SRNC. Spare-bandwidth Rate-adaptive Network Coding (SRNC) is an approach proposed by two authors of this paper to enhance TCP performances in a wireless mesh based network with gigabit links. The scheme proposed in this paper users the same concept of network coding as in SRNC. There are, however, key differences between [13] and this paper. In [13] , the network coding is across multiple TCP flows destined to many different mobile end hosts in the network. Furthermore, due to the mesh networks, there are many paths with possibly many links with available bandwidth to provide many opportunities for network coding. Since packets from TCP flows destined for different end hosts are cross-coded, the decoding also occurs in the wireless mesh network. The end host is delivered unencoded packets and it is completely oblivious to the network coding that occurred in the mesh. Despite all the opportunities for network coding, the benefits for SRNC diminished considerably when the end-toend TCP throughput exceeds approximately one gigabit. In the timeframe when SRNC was proposed, gigabit wireless access network were far into the future and hence saturation at one gigabit was not considered a major issue. In contrast, multiple gigabit wireless links are commonly available today [14] , [15] , and hence scaling to tens of gigabit is important. Furthermore, the network considered in this paper is not a mesh and thus opportunities for network coding are limited. We thus address the challenges of scaling to multiple gigabits with a network with limited coding opportunities. Other related work. Challenge of mmWave communications have been addressed at all layers of network stack. At physical layer, beam alignment and beam steering are two major focuses to provide good signal quality. Sur et al. propose MUST to predict best beam and to redirect user traffic over conventional WiFi when there is blockage in the mmWave link [16] . Although MUST focuses on the physical layer, it needs support from higher layers of the protocol to redirect user traffic. In a densely deployed mmWave network, spatial reuse is used to increase the number of simultaneous transmissions in a given region [17] . It relies on highly directional beamforming at both physical and link layers. Use of mmWave links cooperatively with LTE and in future, 5G NR are also being investigated [12] , [18] . In [19] , a multipath cooperative routing scheme is proposed with AR/VR applications in mind. Coding schemes to work along with multipath transmission is proposed in [20] . It uses erasure coding to decrease latency in the presence of higher bit error rates. As illustrated in Fig. 3 , we consider an indoor mmWave wireless access network formed by multiple mmWave access points (APs), and with modern beamforming techniques. Each mmWave AP can form at least one beam to provide wireless connectivity to mobile devices. We also assume that each mobile device can associate with two separate beams to establish dual network connectivity. Note that, the two beams may be either from two mmWave APs or from a single mmWave AP. In either case, the mobile device can receive packets from both wireless links simultaneously. For example, in Fig. 3 , the mobile device at the left hand side has dual connectivity from two mmWave APs while that on the right hand side obtains dual connectivity from the same mmWave AP.
III. SYSTEM DEFINITION
For low latency and high throughput, immersive contents are delivered to the mobile device over multiple TCP flows streamed over the dual connectivity. We assume that the quality of the links varies spatio-temporally due to beam directionality, multipath effects, user mobility, and/or blockage. Thus, link data rate also changes spatio-temporally. Furthermore, data rates of two mmWave links to a mobile device may not vary independently. For instance, if an user moves towards one of the beams and away from the other beam, the former link data rate may increase while the latter link data rate may simultaneously decrease. In this paper, we jointly model the data rate fluctuations in the two mmWave links to the mobile device using a simple four-state Markov model. The data rate of a single link is quantized into two levels: "High (H)" and "Low (L)". Thus the four states of the Markov chain are HH, HL, LH, and LL. Although a four-state Markov model has sixteen distinct transition probabilities, we make simplifying symmetric assumptions and model the transition probabilities using two parameters, p and q as follows. For each link, probability the data rate of a link changes from high to low or from low to high is p. Furthermore, given one of the link data rate is high (low), the probability the other link's data rate is simultaneously high (low) is q. The resulting Markov chain model is shown in Figure 5 . 
IV. CODED TAKING AND GIVING (COTAG) SCHEME

A. Overview
For simplicity of presentation, consider a simple topology formed by an immersive content server, a network gateway G, two mmWave APs, and a mobile device D (e.g., AR/VR headset) (see Fig. 6 ). Assume that the mobile device moves in a small geographic area in the vicinity of these two APs as part of the immersive experience. This movement results in large variations in the quality of the mmWave link from each of the APs to the mobile device. As mentioned earlier, the changes in the quality of the two links may be correlated because the Gateway G is on the route from the content server to the device D.It forwards the packets belonging to the traffic flows F D that are associated with the delivery of the immersive content. Specifically, the traffic flows F D may be comprised of multiple TCP flows aiming to provide low-latency and several gigabits TCP throughput to the mobile device. When the network gateway G receives packets of F D , it forwards them to the two mmWave APs. Device D is simultaneously connected to both APs. It may receive packets from both APs at the same time. The key aspect of the proposed scheme is that the forwarding of the packets at G and the two APs do not occur in the traditional fashion. Instead they forward using concepts of coding, taking, and giving as described below.
Specifically, the proposed scheme COTAG has a parameter T that plays a significant role. All packets of F D that arrive at G in the time interval ((k − 1)T, kT ], are queued and forwarded only in the interval (kT, (k + 1)T ], for integer k ≥ 1. Let us refer to the packets of F D which arrive in the time interval ((k − 1)T, kT ], as cohort k packets. Gateway G. Forwarding at G in the interval (kT, (k + 1)T ] occurs in the following way.
• Coded Forwarding. All cohort k packets are forwarded to the two APs in accordance to scheduling policy; some are forwarded to one AP, while the others are forwarded the other AP. However, they are not forwarded in the conventional way. Instead, when the scheduler is ready to forward a packet from F D , it forwards a random linear combination, i.e.. network coding [21] , [22] , of all cohort k in the queue. Before forwarding, the packet header is modified to indicate that it is from cohort k and it is also tagged "high priority". It proceeds in this fashion either until all cohort k packets have been forwarded at least one or until the interval expires. Cohort k packets are not discarded from the queue immediately after forwarding; instead they are used for coded taking.
• Coded Taking. If additional time is available until (k + 1)T , G also transmits redundant packets to both APs in accordance with scheduling policy. Note that, this additional time is present when the sum of the bandwidth available for F D from G to the two APs exceeds the current TCP throughput for F D , a common occurrence when the bottleneck is at the mmWave links. The redundant packets are obtained by random linear combination of cohort k packets. Prior to forwarding, the packet header is modified to indicate that it is from cohort k. These packets are also tagged as "low priority". At time (k + 2)T , all cohort k packets are discarded.
Each AP. At each AP, cohort k packets are queued not forwarded until the first cohort (k +1) packet arrives. Forwarding occurs as follows.
• Giving. Forwarding of cohort k packets occurs immediately after the arrival of the first cohort k + 1 packet and only until the first cohort k + 2 packet. As soon as the first cohort k + 2 packet arrives, the remaining cohort k packets in the queue are discarded, even if they were never forwarded. This important aspect of the proposed schemed is called Giving, because unlike conventional routers, it may give away packets without forwarding when bandwidth is not available. Suppose that the order in which the scheduler at G considers these packets for forwarding is as shown in Fig. 8 . In the traditional approach, the scheduler will forward these packets in this order when the outgoing links are available. In contrast, in COTAG, G forwards random linear combination of appropriate number of packets. More specifically, the first packet considered by the scheduler is a 1 . In COTAG, at time t 0 , when an outgoing link is available to transmit a new packet, G forwards a random linear combination, f 1 , of F D (k − 1). Next, at time t 1 , the scheduler considers packet b 1 , and G forwards another random linear combination of F D (k − 1). Similarly, at times t 2 , t 3 and t 4 , the linear combinations of f 2 to f 5 of F D (k − 1) are transmitted accordingly.
After the time t 4 , in the traditional approach, no more packets will be sent. In contrast, in COTAG, G continues forwarding packets derived from these packets until time (k + 1)T . For instance, at time t 5 , G forwards the six-th encoded packet with random linear combination, f 6 , of F D (k − 1). Consequently, in this example, G has forwarded six packets which are linear combinations of F D (k − 1), and five of them are linearly independent, and any of five of these six packets are linearly independent with high probability. Specifically, redundant packets are forwarded to cope with fluctuations of the available bandwidths. At time (k+1)T , G removes packets of F D (k − 1) from its buffer and starts processing F D (k), packets received in the interval [kT, (k + 1)T ).
Note that, all the packets forwarded by G in [kT, (k +1)T ), will have a label k so that the mmWave APs can identify the packets for processing by COTAG.
1) COTAG at the mmWave AP AP i : Fig. 9 describes "Algorithm mmWave Access Point", the operations executed by a mmWave AP AP i with respect to packets in F D . Two parts are considered, the operations processing the arrival packets of F A on the incoming links and the transmission on the outgoing links.
The operations depend on the labels added after network encoding, since packets in F D arrive on each incoming link of AP i in non-decreasing order of label values. In addition, if the buffer is full, AP i takes the 'Give' action to drop "Low priority" packets, since they are generated in the presence of additional link bandwidth. Furthermore, when a packet of label greater than k (e.g., k + 1) arrives on an incoming link l, AP i knows that it will not receive any packets with label value less than k on that incoming link. Moreover, when AP i has received packets with label at least k + 1 from each incoming link, AP i starts processing label k. More specifically, the processed label k is updated to be L when L ≤ min{L l : incoming l} − 1, where L is the smallest unprocessed label in buffer and L l is the largest label of all F D packets received on the incoming link l.
As for packet transmission, AP i first forwards the same number of "High priority" network encoded packets of F D with the label k, and then follows 'Take' action to transmit "Low priority" packets if the bandwidth of its outgoing links is available. More specifically, if AP i receives both "High priority" and "Low priority" packets of F D , but the link bandwidth is insufficient, 'Give' action will be taken. Under this condition, AP i forwards to its outgoing links the exact number of "High priority" packets, but reduces the number of "Low priority" packets according to available link bandwidth. Example: We assume at certain time interval each AP i receives packets with label k of F D . Specifically, AP i keeps buffering these packets until it receives at least one packet with label (k + 1) from each incoming Link 1. Once receiving a packet with label (k + 1) on each incoming links, AP i removes all packets labeled as k − 1 from its buffer since no packets with label k of F D are expected to arrive.
In tradition, AP i simply forwards one of its received packet to an outgoing link. In contrast, in COTAG, AP i randomly and linearly combines all packets with label k before forwarding it on an outgoing link. For instance, as shown in Fig. 10 , AP 1 and AP 2 receive three and three network encoded packets of F D with label k from the network gateway, respectively. Specifically, following Fig. 8 , the packet with linear combination, f 6 (.) is redundant and marked as "Low priority' while the rest are marked as "High priority". In the presence of spare bandwidth, with the 'Take' action, AP 1 not only forwards three received "High priority" packets to the mobile device D but also one additional "Low priority" packet of random linear combination, f (.) of the received packets. The generated "Low priority" packet is also with the label value k. On the other hand, AP 2 only forwards two "High priority" packets with label k to D because the link bandwidth between AP 2 and D is insufficient which in turn triggers the 'Give' action. As a result, only packets of linear combinations, f 2 (.) 2) COTAG at the mobile device D: Figure 11 describes "Algorithm Mobile Device", the operations executed by the mobile device D. Similar to AP i , the mobile device D also follows the label value of the network encoded packets of F D to determine which packets to decode. The mobile device D decodes packets with label k when each incoming link has received a packet in F D with label greater than k, the smallest unprocessed label in buffer. If packets are successfully de- coded, the unencoded packets are forwarded to the application layer for immersive content streaming. Otherwise, undecoded packets are discarded. Example: The mobile device D buffers all packets with label k until it has received at least one packet with label (k + 1) on each of its incoming links. When it has received at least one packet with label (k + 1) on each of its incoming links, it checks whether sufficient number of linearly independent packets with label k are present in its buffer in order to successfully recover the original packets. If original packets are recoverable, decoding at D is performed to reconstruct the original packets for further streaming. If original packets are unrecoverable, all undecoded packets with label k are discarded, which in turn will result in loss of corresponding original packets on the wireless hosts. Taking Figure 8 and 10 as an example, D receives six network encoded packets while only five packets are encoded originally, and thus decoding is performed for further usage.
V. EVALUATION
In this section, we present results of our experimental evaluation. The goals of this evaluation are two-fold. The first goal is to explore the effect of bandwidth fluctuations on performance. We compare the performance of the proposed COTAG scheme to that of TCP-Cubic and MPTCP under different scenarios. The second goal is to explore the impact of mmWave link bandwidth obtained by commercial APs on performance. Specifically, we implement COTAG in NS-2 simulator to compare the performance with TCP-Cubic and MPTCP under difference scenarios. To achieve the first goal, the link bandwidth changes are modeled as a Markov chain (see Section III) with given state transmission probabilities. For the second goal, the link bandwidth varies according to the measured results from off-the-shelf APs.
A. Explore the Effect of Bandwidth Fluctuations 1) Experimental Setup: We consider the topology as shown in Fig. 3 . The mmWave link bandwidth is set to be 3 and 10 Gbps as "Low" and "High" data link rates, respectively. Further, the mmWave link bandwidth varies every 100 ms following the transition probability, p and q of the Markov model shown in Fig. 5 .
To simulate the behavior of immersive content streaming with gigabit level end-to-end throughput, 10 TCP flows are created and aggregated to transmit content simultaneously to the mobile user, and the application layer takes care of the content processing before streaming. According to the characteristic of the immersive content streaming, burst traffic will be delivered when the content requires significant updates. Thus, in the simulation, the packet size is 8192 bytes and the sending rate of each TCP flow changes from approximately to 600 Mbps to 2 Gbps for 2 seconds assuming immersive content is transmitted, and we evaluate the performance of the short-term burst traffic for immersive content streaming.
Moreover, the performance of the short-term burst is investigated under different packet error rate (PER), transmission latency from the content server to the network gateway and the correlation between two mmWave links. Note that we consider the link bandwidth varies mainly due to the user movement which in turn influences the correlation of two mmWave links.
2) Evaluation Results: Fig. 12, 13 and 14 show the shortterm throughput when burst traffic occurs under different PER and latency, when the correlation between two mmWave links are -0.34, 0, and +0.34, respectively. The x-axis shows the pair of PER and latency, and y-axis shows the obtained TCP throughput during the short-term burst packet transmission. Furthermore, the dashed link indicates average link bandwidth. Fig. 15 presents the latency of transmitting 5 Gb data when the burst happens with negative correlated mmWave links. The x-axis shows the PER and latency pair, and y-axis presents the time needed for transmitting 5 Gb data during the burst.
As shown in Fig. 12 , COTAG outperforms in all cases. It can be expected, with the increasing of PER and Latency, the end-to-end throughput will decrease since packet transmission delay and packet error adversely affect the performance according to the design of TCP algorithms. However, in COTAG, each mmWave AP locally and adaptively manages the transmission of coded packets and then, the packet error can be recovered with high probability. Hence, the performance can achieve the highest TCP throughput. MPTCP also transmits duplicate packets aiming to utilize the two mmWave links. However, the adjustment of mmWave link fluctuation at transport layer takes time, and thus the performance in supporting short-term burst is limited. TCP-Cubic packets also experience packet disorder in addition to packet loss and delay, and thus the throughput is low.
Similarly, even though the correlation of the two mmWave link bandwidth changes in Fig. 12 and 14 , the proposed CO-TAG proactively utilizes the available bandwidth via network coding to overcome the packet error during the transmission which increases the TCP throughput. To better react to dynamic change of link bandwidth, MPTCP and TCP-Cubic may require rerouting which takes time and limits performance. Moreover, it can be found that COTAG performs better with higher correlation which indicates the link bandwidths of the two mmWave links are more balanced. Taking the condition of the negative correlation between two mmWave links as an instance, Fig. 15 shows that COTAG maintains stable lowlatency for good immersive data transmission in burst traffic.
B. Explore the impact of mmWave link bandwidths obtained from experimental setup using commercial APs 1) mmWave Channel Measurement: As shown in Fig 2, we use off-the-shelf IEEE 820.11ad APs to measure the link band- width fluctuations over time. D 1 and D 2 are considered as a "single" user associating with AP 1 and AP 2 , respectively. The user simultaneously and individually receives data from both AP 1 and AP 2 . The line-of-sight distance is approximately 2 meters between access points and the user. Further, to emulate movement during immersive experience, the devices D1 and D2 are moved together up to 1 meter horizontally to the right or to the left of the center. During these movements, the distance to the access points varies between 1.5 to 2.8 meters. The changes in distance, angle of arrival, and the changes in the multipath reflections causes changes in link quality. We measure the changes in link quality at different locations. Fig. 4 shows a sample of data rate changes of one of the links over time between the user and one of the access points. Such measurements are used to build the Markov model to evaluate our proposed COTAG.
2) Performance Evaluation: We used the data rate in mmWave channel measurement to generate the Markov model to emulate the changes of mmWave channels in indoor AR/VR environment. Fig. 4 shows an instance of data rate variations over the mmWave channel. The median of the data rate was set as the boundary between the "High" state and "Low" state. After moving the user to different places, we measured the changes of channel states and calculated the probability of state changes in the Markov model. In each state, the fluctuations of these two channels' bandwidth are represented with joint Gaussian distribution whose mean and correlations are calculated from the data in the real channel measurement. The resulting trace of channel quality fluctuations are input to network simulations in ns-2.
In simulation, the latency between the content server and the network gateway is set to 0, 1 or 5 ms for different conditions and the PER is set to 0.00% or 0.01% corresponding to the data packet size of 128 bytes. Moreover, the average total bandwidth is 1.3 Gbps. Similar to V-A1, 10 TCP flows are applied to support the immersive content delivery, and burst traffic is sent from the content server at certain time periods for content streaming. We also measured the short-term throughput of TCP-Cubic, MPTCP, and COTAG during the burst of immersive data transmitting in both real mmWave channels and the generated Markov channel model. Specifically, the generated Markov channel model is created following the description of Section III. Fig. 16 shows the short-term throughput results under different PER and latency in real mmWave channels and Fig. 17 shows the short-term throughput results in channels generated by Markov model. These results show the similar trends under different conditions, which indicate that the Markov model can emulate the user's movement effect to indoor AR/VR mmWave channels. The results also show that COTAG can outperform others under most conditions, since COTAG maintains higher short-term throughput during the bursts. 
VI. CONCLUSION
Dual-connectivity based mmWave wireless link transmission is considered for delivering immersive content to AR/VR applications. The dual-connectivity is achieved either through two mmWave APs or through a single mmWave AP that can form two separate beams to a mobile device which is able to simultaneously receive packets from the connected mmWave wireless communication links. To better enhance the robustness of dual-connectivity transmission on network layer, we propose a Coded Taking and Giving (COTAG) scheme in the presence of user mobility and blockage. In COTAG, TCP packets from the immersive content server at the network gateway are encoded before forwarding to mmWave APs, and the coded packets are decoded at the mobile device. Further, the network gateway and mmWave APs takes the available link bandwidth to send additional encoded packets. On the other hand, COTAG conditionally discards packets to give up transmission opportunity when the link bandwidth is insufficient. The user device could recover the original packets as long as it receives sufficient number of packets from the connected beams for decoding, regardless of the arriving sequences and packet losses. In this way, the immersive content can be delivered to the mobile device without retransmission and then both TCP throughput and end-to-end latency can be better sustained. The simulation results show that considering network latency, packet errors, and unbalance between mmWave channels caused by the user, when traditional transport layer solutions such as TCP-CUBIC and MPTCP are affected adversely, COTAG can maintain relatively stable high performance on both short-term throughput and end-to-end latency for good immersive user experience.
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