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Criteria are specified for the selection of a convergent subsequence of Padi 
approximants out of a given sequence. Conditions which may be implemented 
computationally are given for establishing spherical equicontinuity of a sequence of 
Padt approximants, and these conditions suffice to prove spherical convergence. 
1. INTRODUCTION 
One basic problem to be faced in the course of practical calculations using 
Pade approximants is the selection of a subsequence of approximants which 
converge in the region of interest. It is certainly true that an infinite sequence 
of Pade approximants which is equicontinuous on the sphere on a connected, 
bounded, open domain containing the origin converges to the function 
defined by analytic continuation of the Maclaurin series on any compact 
subset of this domain, and conversely [ 1, Theorem 12.3 1. The diffkulty in 
applying this theorem has been the practical verification of the equicon- 
tinuity condition. It is inappropriate simply to locate the extrema of the 
derivative of the chordal metric defined in (2.3) for each Pade approximant. 
because one is generally interested in finding a subsequence which converges 
in a particular region which is strictly a subset of the complex plane. If the 
function being approximated has a branch cut somewhere, then one expects 
that the derivative of the chordal metric of the Pad.4 approximants tends to 
infinity on points which delineate the cut in some way. However, if the cut 
and the associated region of disturbance of the approximants is far from the 
region of interest, the divergence near the cut may well be an irrelevant 
consideration. In this paper, we specify an extremal set of points in the z- 
plane at which the derivative of the approximants in the chordal metric must 
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be uniformly bounded as a condition for convergence of the approximants. 
We consider a sequence, 
s = {R/((z) E [Lk/Mkj. k = 1. 2 . . . . 1. (1.1) 
of Padi approximants of a formal power series. Normally. this power series 
is the Maclaurin expansion of a function F(z) which is analytic at the origin. 
and 
F(z) = < CiZi. (1.2) 
i=O 
The Pade approximants are defined [ 2 1 with the property that 
Lkf,llk 
\- CiZi = [L,/M,] + O(zL~+“” ’ ). (1.31 
ZO 
We are interested in the problem of specifying conditions under which the 
sequence S converges in a region R enclosing the origin. If the sequence S is 
convergent. it is also important to know conditions under which its limit is 
the function F(z) defined by (1.2). Baker’s criteria [3], slightly modernized. 
are that the sequence S be uniformly bounded on a simply connected, 
bounded domain containing the origin. and that L, + M, + 00 as k + co. We 
wish to extend these ideas to treat convergence of Pade approximants in 
regions of meromorphy, where the limit function may have poles. 
There are a variety of theorems on the convergence of general sequences 
of Pade approximants with widely differing hypotheses and conclusions. We 
refer to Jones and Thron [4,5], Chisholm (61, Beardon 171, Baker 181. 
Nuttall 191, and Pommerenke 1 lo], for a representative selection. Our 
present concern is to attempt to specify conditions which would enable a 
subsequence of Padt approximants to be selected from a given sequence with 
the property that the subsequence converges uniformly on the Riemann 
sphere to a meromorphic limit function in some prescribed region in the Z- 
plane. In certain practical applications, it is known that Pade approximants 
(accurately calculated) have neighboring pole-zero pairs. called defects. 
Suppose that we are interested in obtaining the value of the originating 
function from a sequence of Pade approximants evaluated in a region R of 
the complex plane. It is obvious that approximants with defects in R should 
be eliminated from the original sequence, and in practice it is best to 
eliminate all approximants with defects near R to obtain a subsequence 
which converges usefully. Thus we seek conditions which apply to a 
sequence of approximants in a domain which at least includes R (see 
Definition 2.10). We doubt whether conditions such as uniform boundedness 
which are applicable only on a subset of R could ever be practical. in view of 
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the notorious instability of numerical extrapolation. There is one difficulty 
which cannot be avoided: all convergence results apply to infinite sequences 
or subsequences, whereas in practice only a finite number of accurately 
evaluated approximants are ever available [ 111. Thus, it is inevitable that 
there is a large logical gap between theoretical motivation and its practical 
implementation. 
2. ANALYSIS 
The chordal metric, [ 12-141 is defined as 
P-1) 
where u, and v2 are complex numbers. ~(v,, VJ is the chordal distance 
between the two points on the Riemann sphere which correspond to the 
points u, and v2 in the (equatorial) complex plane. From (2.1), we see that 
For a meromorphic function f(z), we define 
and we will call this the chordal derivative offat z. The chordal derivative is 
the unique linear magnification of the implicit map from the z-plane to the 
Riemann sphere [ 14, p. 215-2161. From (2.1), it follows that 
which can be easily shown to be a continuous function of z for f 
meromorphic. 
Since we seek to establish spherical equicontinuity of a sequence of Pade 
approximants which are meromorphic functions, the following theorem is 
useful. 
THEOREM 1. Let f (z) be a meromorphic function of z in the extended z- 
plane, 8. Then 
z;,;,“p,=, lf’(z)l G “g-G 2 sup If'@)l i z:, f(r)1 = I (2.5) 
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Prooj Let 
F. = {z: If(z)] < 1). 
8, = (z: If(z)\ = l}, 
and 
P, = (z: If(z)1 > 1). 
SO that P = 8, u P,. For points in P,, 
Using the maximum modulus theorem [ 15 1, we deduce that 
sup Df ,2 sup ]f’(z)J. 
:Ex” Dz :EP, 
(2.6) 
The lower bound follows by direct evaluation of Df/Dz at the points at 
which supLCIflZ,, =, If’(z)] is attained. For P,, we define g(z) = l/f(z). g(z) 
is analytic in 8,,. Using (2.2), (2.3), we find that 
Df= lim XI dz + 6Z)Y &)J 21 .!?‘(~)I 
Dz 6240 1621 = 1 + I g(z)l! 
G 2 ;“,“Fp I g ‘@>I = 2 ;y If’(Z)I. (2.7) 
I I 
The results (2.6), (2.7) establish (2.5) and the theorem. 
It is clear that the maximum-modulus theorem is vital to the proof of 
Theorem 1, because it allows the supremum over a region to be related to the 
supremum over a certain boundary curve. We wish to apply Theorem 1 to 
the sequence of Pade approximants S of (1.1). To this end. we define a set of 
lemniscates by 
c, = (z: IRk( = 1 }. (2.8) 
By virtue of this definition, a sequence S of Pade approximants is expected 
to converge in a region enclosing the origin, if it converges at all. We 
consider an (open) domain G’ containing the origin. We seek a sequence of 
Pade approximants which converges in V, and here we consider enclosing L/ 
by some sort of boundary. For this purpose, we define the interior of a 
simple closed curve, which divides the extended z-plane into two regions. to 
be the region containing the origin. This definition is to be contrasted with 
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the usual definition in which the exterior of a curve is defined as the region 
containing the point at infinity. In terms of the Riemann sphere, we are 
defining the interior of the (corresponding) closed curve to be the region 
containing the south pole. 
Suppose that C, is composed of simple closed curves according to the 
formula 
c, = c\k’ + cik) + . . . + c’k’ “!. . (2.9) 
Note that nk < max(L,, Mk), which follows from (2.8), and that any non- 
simple curves in C, may be subdivided into simple ones. Define 
D, = 9 ( Cik’ : 5’ n Cik’ # 0). 
i=l 
This means that only the lemniscates of C, which contain points of G 
constitute D,. Define 
(2.11) 
We also need to consider the boundaries and part boundaries of C, 
contained in D and defined by 
Bk=QnCk. (2.12) 
In this connection, we define 
,Lk = max I sup (R;(z) I, sup 2lW)l ZEBk zcao 1 + IR,(Z)l’ (2.13) 
THEOREM 2. A sequence S of Pad6 approximants of a formal series is 
given, as in (1.1). If the sequence (,uk, k = 1,2,...} is uniformly bounded and 
L, + M, + 00, the corresponding sequence of Pade’ approximants converges 
to the meromorphic limit f(z) in G? according to (1.2), and convergence is 
spherically uniform on any compact subset of ~3. 
ProoJ By Theorem 1, DRJDz is uniformly bounded on 9. Suppose that 
S is not spherically equicontinuous on GY. Then, for any given E > 0, Ji > 0, 
there exist points zi, zi’E Q and an integer ki such that 
X[Rki(Zi)v R/ci(zl>I > E with lzi-z;l < r!Ii. 
Consider a sequence (Si) for which ai + 0 as i -+ co, and suppose that z, is a 
corresponding cluster point of (zi} lying in Q. It follows that DRki(z,)/Dz 
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cannot be uniformly bounded, contrary to hypothesis. Therefore S is 
spherically equicontinuous on 9. and we obtain the theorem using a result of 
Baker ] 1, Theorem 12.31. 
COROLLARY. If the sequence {jik, k = 1, 2.... } is uniform1.v bounded and 
L, + M, --) 03. the corresponding sequence of Padi approximants converges 
to the meromorphic limit off(z) in 5’ according to ( 1.2). 
Proof. For brevity, let f(z) = Rk(z) and g(z) = l/f(z). We divide i 
into two domains by defining 
ri’, = 1;: z E G and If’(z)1 < 1 I. 
y’, = (z: ZEQ and If(z)! > 11. 
Then 
First we consider the chordal derivative in 9”. 
=max sup \f’I, sup 
I 
if’i! 
LEBk :EaQ’nq, \ 
<max SUP If% 
I 
Vf’l / 
id/( ..,“%, 1 + 1 f I? \. 
Now we consider the chordal derivative in il’ I 
sup 
ZE%” 
= max sup 
I :EB( 
I g’ I. sup l&4( 
2eaPng7 
- = sup I 6 I rel/, 
(2.14) 
= max I sup If ‘I, 2lf'l / zta%, 1 + If I? \. (2.15) zet3r 
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Combining (2.13) and (2.14), we find that 
sup of ,< max 
I 
sup If’ 1, sup 2lf’l 
2s~ Dz rel9r I zsaG.2 1 +Ifl’ ’ 
and the corollary is proved. The purpose of establishing the corollary is to 
obtain a criterion which solely utilizes function values within the domain of 
interest and its boundary. 
One problem posed by any practical strategy for selecting a convergent 
subsequence of Pad& approximants from a given sequence on the basis of 
Theorem 2 is that of evaluating ,uk. To answer this problem, we have the 
following result. 
THEOREM 3. Let R(z) be a meromorphicfunction of z. Then the value of 
M deJned bv 
M= sup DR 
;:lR(z)l=I Dz 
(2.16) 
is attained at points which satisfy the conditions 







W(412 .  
(2.18) 
Remark. The supremum of (2.16) is not attained at all points satisfying 
(2.17) and (2.18). 
Proof: We need to maximize 
R’(z)[R’(z)l* 
11 +W)[R(z)1*1*’ 
subject to the constraint 
R(z)[R(z)]* = 1. 
Equivalently, we maximize 
Q(z, z*) = R’(z)[R’(z)]*, 
(2.19) 
(2.20) 
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subject to (2.20) and we use the method of Lagrange multipliers. We find 
dQ(z, z*) = R”(z)[R’(z)]* dz + R’(z)[R”(z)I* d:*. 
and from (2.20), 
(2.21) 
R’(z)[R(z)]* dz + R(z)[R’(z)l* dz* = 0. (2.22) 
From (2.21) and (2.22) we eliminate dz: dz* and (2.18) results. We see that 
(2.17) and (2.18) determine the constrained maxima (and minima) of 
DR/Dz, and the theorem is proved. 
It is evident from (2.2) and Theorems I and 2 that our approach to 
bounding sequences of meromorphic functions (R,(z)} is invariant under 
reciprocation of the functions. We remark that if 
T(z) = l/R(z). 
then 
R”(z) R(z) = 2 _ T”(z) T(z) 
P’(41z [T’(z)]’ ’ 
and so (2.18) is seen to maintain invariance under reciprocation. 
We also remark that Theorem 3 is useful in the context of the boundary 
search implicit in the corollary of Theorem 2. but only for the search over 
B,. If the equation for the boundary curve &’ is supplied. then a constraint 
equation playing the role of (2.22) can be derived and explicit formulae 
produced for the extrema on 35’ analogous to (2.18). 
3. A SIMPLE EXAMPLE OF THE USE OF THE CHORDAL DERIVATIVE 
We consider the special function 
f(z)=‘4 (2). 
and find that 
D? 2 IA l’l4l - ZI I -= 
Dz ~z-z,~‘+~A~‘~z-z,~’ 
We find that Df/Dz assumes its maximum value at 
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- =2 IL4+IAI-’ Df 
dz zm lzo-zll * 
For this example, the proper joint solution of 1 f I = 1 and Eq. (2.18) is 
Zl +l4z, 
zb= 1 +IAl 
(1 + lAO2 
If’(Zb)l = IA l(lzo -z, I) 
(3.1) 
(3.2) 
and the bounds of Theorem 1 are 
(1 + IAD <WI+lAlm’)<2 (WAI)’ 
I4(lz,-~,l)’ lzo-z,I ’ I4(lz,-4)’ 
For IAl = 1, the lower bound of (2.5) is exact and the upper bound is off by 
a factor of 2. As IA I goes to zero or infinity, the upper bound of (2.5) 
becomes excellent and the lower bound is off by a factor of 2. 
Suppose now that we consider a sequence C with members. 
z - zb”’ 
f’“‘(z) = Atk’ Z--Z(~), k = 1. 2,.... 
I 
We can use Theorem 15.2.2 of Hille [ 141 and (3.1) to show that {F} has a 
convergent subsequence provided 
(i) that I Afk’( and IAck’( - ’ are bounded, and 
(ii) that 1 zb”’ - zi”‘]-’ is bounded. 
Although this result does not pertain directly to Pade approximation, the 
criterion (ii) strongly indicates that Pade approximants with defects in the 
region of interest must be avoided. 
4. REAL SYMMETRIC FUNCTIONS 
Some of our results take a simpler form for the case of functions satisfying 
Schwarz’ reflection principle [15, p. 1551; we call such functions real 
symmetric functions. 
Let g(z) be a real symmetric, meromorphic function. Define f(z) by 
“f-(z) = 
dz)+i 
ig(z) + 1 ’ 
(4.1) 
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The transformation g(z) + .f( ) z corresponds to a rotation of the Riemann 
sphere through 7r/2 radians about the real axis of the complex plane. In view 
of the invariance of the chordal metric under such rotations. it follows from 
Theorem 1 that 
= 4 sup g’(z) i . ::lnl-,, 1 +lgi’ I (4.2) 
We note that (4.2) may be re-expressed as 
Dg Dg 
sup---<2 sup D. 
:EP Dz ::lnlY-,l = 
showing that, at the very worst, the bound is weak by a factor of 2. The 
necessity of such a factor appears to arise from the fact that the maximum- 
modulus theorem cannot be applied directly to the chordal derivative. 
To maximize the right-hand side of (4.2), consider 
Q’(z, z 
*)~d(‘4s’wl* 
1 + lg(z)l? ’ 
(4.3) 
which is to be maximized subject to 
&T(z) = I g(z)l*. (4.4) 
We remark that Im(z) = 0 is one of the lemniscates which satisfy Condition 
(4.4) for the present class of functions. We find that 
d&z, z * 
Q(.-. z*) 
and 
g’(z)dz = [g’(z)\* dz”. 
We eliminate dz: dz* from (4.5) and (4.6) and obtain 
(4.6) 
Re \ g”(‘) [ = g(z) 
I Id(z)) \ 1 + [g(z)]’ 
(4.7) 
Condition (4.7). together with (4.4). determines the turning points of Dg/D:. 
thus establishing a workable criterion for uniform boundedness of a sequence 
of which g is a typical member. 
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EXAMPLE. Let G = { g,Jz)} be a sequence of Pade approximants of a real 
symmetric function. We seek criteria for convergence of a subsequence of G 
within (zl < 1. 
We use the corollary of Theorem 2. Define a set of relevant turning points 
by 
Zk= lz:Img,(z)=O,Re (,$(:i,2)= 1+6;1~@~z),2,/z/<l(. (4.8) 
Z, is normally a finite point set. Define 
,ik = max sup 
I 
I f&(z)/ 2lgXz)l 1 
ZEZk 1 + M41Z ’ ,:?I 1 + [ gJz)]? ( * (4-9) 
We note that the second member of the right-hand side of (4.9) is relatively 
easily computed in this case. The condition is 
WWg’) - In-W/g) I gl’/(l + I gl’) = 0, (4.10) 
subject to IL 1 = 1. Note that z = f 1 are automatic solutions of (4.10). 
According to the corollary of Theorem 2, provided ,~7~ is uniformly 
bounded and L, + M, --) co as k + co, the associated set of Pade approx- 
imants { g,Jz)} converges uniformly to g(z) in Iz / ,< p for any p < 1. The 
point we are making is that the set which has to be searched to compute 
(4.9) for each value of k is normally reducible to a finite point set, and so the 
search is computationally more feasible. 
From the computational point of view, it is relatively easy to search the 
real axis for a solution of Eq. (4.7) and the unit circle for a solution of 
(4.10). It is somewhat harder to perform a search of the rest of the unit circle 
for the non-real members of Z,. As it turns out, it is not too hard to 
determine if there are none. The lemniscates defined by (4.4) with which we 
are concerned can be of two kinds. The first kind lies completely interior to 
Iz I< 1. If one of these exists, it is necessarily a continuous map of the 
extended real axis and hence has a pole and a zero on it. The absence of an 
interior pole and zero would preclude the existence of such a lemniscate. The 
defects previously mentioned can be examples of this type. The second kind 
must necessarily cross the contour )z) = 1. At such a crossing Im( g) = 0. 
This condition becomes (we remove the automatic zeros at z = f 1) 




.a&) = P&)&W 
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is the Pade approximant with PLk and QL, polynomials. Condition (4.11) can 
be easily expressed in terms of z = eie as a polynomial in .Y = cos 8. By the 
theorems of Budan and Sturm [see, for example, 161 the number of zeros on 
the interval -1 < s < + 1 can be counted without the need of direct solution. 
Thus a zero count for these zeros plus a negative result of the check for poles 
and zeros on the lemniscates of the first kind tells us reliably that there are 
no non-real members of Z,. 
5. CONCLUSION 
We have specified implicitly in equations such as (2.10). (2.12 ). and (4.8 ) 
point sets on which each Pade approximant of a sequence is to be evaluated. 
It is necessary and sufficient that the function values are uniformly bounded. 
so that the sequence of approximants converges spherically to a 
meromorphic limit in the region of interest. 
In practice. the set of values of the approximants attained at the turning 
points, being finite and bounded, cannot be unbounded although they may be 
very large indeed! However. our results make it easy to quantify the extent to 
which the values of ,u, in (2.11) or ck in (2.13) vary from one approximant 
to the next. We hope that such considerations facilitate decisions about 
which approximants out of an initial sequence should be kept to make a 
convergent subsequence. 
REFERENCES 
I. G. A. BAKER. JR.. “The Essentials of Pade Approximants.” Academic Press. New York. 
1975. 
2. G. A. BAKER. JR., The existence and convergence of subsequences of Pade approximants. 
J. Math. Anal. Appl. 43 (1973), 498-528. 
3. G. A. BAKER. JR., The Theory and Application of the Pade Approximant Method. iu 
“Advances in Theoretical Physics” (K. A. Brueckner. Ed.). Academic Press. New York. 
1965. 
3. W. B. JONES AND W. J. THRON. On the convergence of Pad& approximants. Sf.431 J. 
.Math. Anal. 6 (1975). 9-16. 
5. W. B. JONES ;ZND W. J. THRON. Sequences of meromorphic functions corresponding tc 
formal Laurent series. SIAM J. Math. Anal. 10 (1979). l-17. 
6. J. S. R. CHISHOLM, Approximation by Pade approximants in regions of meromorphy. .f. 
Marh. Phys. 7 (1966). 39-46. 
7. A. F. BEARDON. The convergence of Pade approximants. J. Math. Anal. .Appl. 21 ( 1968 I. 
344-346. 
8. G. A. BAKER. JR.. The Padi Approximant Method and Some Related Generalizations. in 
“The Pad& Approximant in Theoretical Physics” (G. A. Baker. Jr.. and J. L. Gammel. 
Eds.), Academic Press. New York. 1970. 
394 BAKER AND GRAVES-MORRIS 
9. J. NUTTALL, Convergence of Pad6 approximants of meromorphic functions. J. Math. 
.4nal. Appl. 31 (1970). 147-153. 
10. CH. POMMERENKE, Pad6 approximants and convergence in capacity. J. Math. Arzal. Appl. 
41 (1973), 775-780. 
I I. P. R. GRAVES-MORRIS. The Numerical Calculation of Pad& Approximants. in “Padi 
Approximation and Its Applications” (L. Wuytack, Ed.). pp. 231-245. Lecture Notes in 
Mathematics No. 765, Springer-Verlag. New York/Berlin, 1979. 
I?. A. OSTROWSKI. Uber Folgen analytisches Funktionen und einige Verschhrfungen des 
Picarden Satzes, Marh. Z. 24 (1925), 215-258. 
13. E. HILLE. “Analytic Function Theory.” Vol. 1. Ginn. Waltham. Mass. 1959. 
14. E. HILLE. “Analytic Function Theory.” Vol. II, Ginn. Waltham, Mass. 1962. 
15. E. C. TITCHMARSH, “Theory of Functions.” Oxford Univ. Press, London, 1939. 
16. S. BOROFSKY. “Elementary Theory of Equations,” Macmillan Co.. New York. 1950. 
