In this chapter, we treat the translational Brownian motion of both a free particle and an oscillator. The appropriate Langevin equations are
in magnetic resonance imaging [11] and to dielectric relaxation [12] are also discussed.
Ornstein-Uhlenbeck theory of Brownian motion
The formula for the mean-square displacement ( (1~xY) of a Brownian particle in a time interval t derived by Langevin [1] and Einstein [4] , namely, ((Ax) 2 )=2kTitil(, (3.2.1) has (as we discussed in detail in Chapter 1) the fundamental flaw that it is not root-mean-square differentiable at t = 0. We have also seen that this is a direct consequence of ignoring the inertia of the particles. In 1930, Uhlenbeck and Ornstein [2] derived, by including the inertia, the famous formula for ((Ax) 2 ) originally given by Ornstein and Fiirth in 1918 [4] (cf. Eq. (1.5.10.5)) ((Ax)2) = 2~m (~It 1-l+e_,ltll., J. 
i(t) = v(t), mv(t) = -( v(t) + F(t),
where we designate the white-noise driving force as F(t) with F(t 1 ) = 0, F(t 1 )F(t 2 ) = 2(kTo(t 1 -t 2 ). ( 
3.2.3) (3.2.4)
It is again assumed that the particle starts off at a definite phase point (Xo,vo) 
-e-P(t-t')] [ 1-e-P(t-t')] F(t')F(t") dt'dt•
= fJv~ (1-e-ptr + 112 from Eq. (3.2.11) is nondifferentiable at t = 0 , so that in the non-inertial approximation, the velocity does not exist. If inertia is included, however, ((~) 2 ) 112 is differentiable at t = 0 and the velocity exists. This question, first emphasized by Doob [13] , was discussed in Chapter 2.
I o(t• -t')[1-e-P<t-t')]dt• =1-e-JI(t-t')'
(
Stationary solution of the Langevin equation: the Wiener-Khinchin theorem
We have illustrated the calculation of the averages from the Langevin equation for sharp initial conditions. 
The modulus bars must be inserted in order to ensure a decaying covariance. This is the velocity autocorrelation function (ACF) of a free Brownian particle. Noting that
the mean-square displacement ((A%) 2 ) may be found using the formula
yielding the same result as before, Eq. (3.2.11). Now the velocity ACF may also be computed using the Wiener-Khinchin theorem. Following Ref. [3] closely, consider, for a very long time T', a widesense stationary random process; that is, a process in which the average of the product ~(t)~(t ± -r) depends only on • (> 0), where we specify the process by the real-valued random variable ~(t) which is a causal function of the time t (see examples in Ref. [14] ). We now form i.e., the time average of ~(t) over an infinitely long time period. We may also define the ACF C~( -r) as
However, the ensemble averages (i.e., the average behavior of a huge ensemble of such stochastic systems observed simultaneously) and time averages are now equal (ergodic theorem), viz.,
we have, using the shift theorem for Fourier transforms,
on performing the integration over the t and m,. variables, we obtain 
lbis is the Wiener-Khinchin theorem [11] , namely, for a wide-sense stationary stochastic process the spectral density is the Fourier cosine-transform of C~ (-r).
We illustrate the use of the theorem by evaluating the velocity ACF of a free Brownian particle from the spectral density of the velocity v(t). we finally have
This is the velocity ACF as obtained by the Wiener-Khinchin theorem. The calculation of correlation functions based on this theorem is often known as Rice's method [3] . An example of applications of the free Brownian particle model is the incoherent scattering of slow neutrons in liquids [15, 16] . Another important application is diffusion magnetic resonance imaging (MRI) [11 ] , which we discuss briefly in the following section.
3A. Application to phase diffusion in MRI
The clinical applications of diffusion MRI are numerous. Changes in water diffusion in tissues have been associated with alterations in physiological and pathological states [ 17] . During signal acquisition in MRI, nuclear magnetic moments are manipulated via a combination of static, gradient, and radio frequency magnetic fields. These fields and their relative timing (or pulse sequences) can be varied in many ways in order to create image contrast based on characteristics of the medium, tissue or pathology. In addition to varying tissue contrast, flowing, diffusing and perfusing spins can be encoded in the image signal.
The precession and relaxation of the net magnetization, due to the spin manipulation, is described by the phenomenological Bloch equations [18] .
Bloch proposed, in his phenomenological treatment of nuclear induction, the differential equation for the time dependence of the nuclear magnetization M(t)
under the influence of an external magnetic field H(t), viz.,
where r is the gyromagnetic ratio of the nuclei under consideration, and i, j, and k are the usual triad of unit vectors along the Cartesian axes. The external field H(t) has the form
where H 0 is strong and constant while H 1 is relatively weak and an arbitrary function of time. M 0 is the equilibrium magnetization in the field H 0 and the establishment of thermal equilibrium is in Eq. (3.4.1), described by two relaxation time constants ~ and T 2 , the longitudinal and transverse relaxation 
Clearly, the transverse (Mx,My) and longitudinal (Mz) components of M decouple in the absence of H 1 • Thus, forming the complex variable
Ml.(t) =Mx(t) +iMy(t),
we then have
The solution of this differential equation, following perturbation of the constant field H 0 , is simply
where tV 0 = yH 0 is the Larmor precessional frequency. Equation (3.4.5) represents a decaying oscillation. In practice, H 0 is not constant in space, and so it has a field gradient defining the magnitude of the field at the site of a nucleus which is represented by the position vector r(t),
H(r,t) = r(t) · VH(z,t) = r(t) ·G(z,t).
(3.4.6)
Hence the solution, Eq. (3.4.5), alters to
Clearly, the transverse magnetization is now a function of the position of the nucleus. Equation (3.4.7), however, omits the Brownian motion of the particles in the liquid, which carry the nuclei. This must be taken account of in resonant imaging. In liquids, the positions of the molecules r fluctuate as a result of Brownian motion (Schwankung), so that the Larmor precession is affected, causing dephasing of the resonance signal. Thus if r(t) is a stochastic process, Eq. (3.4.4) becomes the stochastic differential equation, which now represents the Langevin equation of the process. Thus, the timevarying field r(t)·G(t) at the site of a nucleus must now also constitute a stochastic process, because of the haphazard nature of the position vector r. This causes phase fluctuations, viz., Dephasing due to random modulation of the Larmor frequency, m(t), was first observed by Hahn [19] , who noted the attenuation of the observed transient signals in NMR experiments as a result of the self-diffusion of "spin-containing liquid molecules." Clearly, the calculation of ( ei~) merely amounts to determining the characteristic function of the centered random variable A<l>. This is particularly easy for centered Gaussian processes, because then one may write, following Sections 1.6.3 and 3.6 (below), ( ei!t.~) = e _i,A~')tz. Thus, if we regard the particles carrying the nuclei as free Brownian particles, we can determine the dephasing by means ofEq. (3.4.11). Numerous attempts have been made to incorporate the Brownian motion of the liquid nuclei, e.g., [19, 20, 21] . The treatment of Carr and Purcell [21] (effectively Einstein's theory, as in Chapter 1, Section 1.4, adapted for phase fluctuations) assumes that a nucleus in a liquid executes a discrete-time random walk, owing to the cumulative effect of very large numbers of impacts from the surrounding particles, so that the phase is a sum of random variables each having arbitrary distributions. The only random variable is the position of the walker, i.e., the direction of the jump-length vector (Chapter 1, Section 1.4), as (a) it has finite variance and (b) the waiting time between jumps has finite mean. The problem is always to find the probability that the walker will be in state n at some time t, given that it was in a state m at some earlier time; this gives rise in general to a difference equation ( [3, 22] ; see also Chapter 1, Section 1.22). However, by the central limit theorem (Chapter 1, Section 1.6.4), the dephasing effect may be calculated explicitly in the continuum limit of extremely small mean square displacements in infinitesimally short times. The above analysis was later much simplified by Torrey [23] . He avoided the problem of explicitly passing to the continuum limit by simply adding a magnetization diffusion term to the transverse magnetization in the Bloch equations (following Einstein, as in Chapter 1, Section 1.2), resulting in a partial differential equation, now called the Bloch-Torrey equation [24, 25] . Moreover, by the introduction of appropriate boundary conditions, this equation is ideally suited to describing restricted diffusion in a confining domain [25] . The Bloch-Torrey equation may be solved for nuclei diffusing freely in an infinite reservoir. Thus Torrey [23] obtained for the dephasing, following the application of a step gradient of magnitude Gin a liquid characterized by a diffusion coefficient D, The spin-echo diffusion experiment case is slightly different [26] ; the calculations are considerably more involved than in the gradient echo case, where the second gradient pulse has the effect of resetting the dephasing caused by the first pulse. By applying the 180° pulse in the spin-echo experiment, the phase is reset by double the extent to which it was advanced [26] , so that (3.4.14)
where o is the gradient spacing and A is the time interval from the starting time of the first gradient to the starting time of the rephasing gradient. It follows that the diffusion coefficient D can then be measured via the amplitude of the echo signal from nuclear spins, subject to an appropriate sequence of magnetic field pulses. Now Eqs. {3.4.9)--{3.4.14) describe the signal loss due to the translational motion of the magnetic moments in unrestricted (free) water in a magnetic resonance experiment. The equations have their origin in the work of Bloch [18] , which is the starting point of our treatment of dephasing.
In order to illustrate the calculation of the dephasing from the Langevin equation, we consider for simplicity the Brownian motion of a free particle along the x-axis. We first derive Eq. {3.4.12) for the phase diffusion which corresponds to the non-inertial limit, where the inertia of the particle may be ignored. Here the Langevin equation is simply (i(t) = F(t), (3.4.15) where x(t) is the coordinate of the Brownian particle (nucleus), and F(t) is the usual random force with white-noise properties. Equation 
where D = KI' I ( is the diffusion coefficient which is, as usual, defined via the mean-square displacement of the Brownian particle in a time interval t. Hence, in order to calculate the dephasing for a Gaussian process, all that is required is knowledge of the velocity ACF and the precise form of the field gradients. We remark that Eq. (3.4.25) was previously derived by StepiSnik and Callaghan [27] in connection with measurement of flow by NMR spectroscopy and long-time tails of the molecular velocity correlation function in a confined fluid. In Chapter 12, Section 12.8, the above calculations are extended to a more general model, namely the fractional Brownian motion of a free particle coupled to a fractal heat bath, using a fractional generalization of the Langevin equation.
Brownian motion of a harmonic oscillator
The equation of motion of a Brownian harmonic oscillator driven by a white noise force F(t) is [3, 5] 
mi(t) +; :X(t) + mm; x(t) = F(t).
(3 .5 .1)
We now demonstrate how the correlation matrix, which contains two auto-and two cross-correlation functions, namely,
[ ( x(t)x(t +1")) (x(t)x(t+r))
(x(t):X(t+r))J· (x(t)x(t+r)) (3.5.2) may also be calculated from the Wiener-Khinchin theorem. We first calculate the position ACF (x(t)x(t + 't')). To this end, we rewrite the Langevin equation, Eq. (3.5.1), as
We have, as in Section 3. 
2~
where the damped natural frequency lVJ. is defined as
Hence the position ACF is given by
We may now use this result to calculate the remaining elements correlation matrix by differentiation. We have (x(t)i(t+T)) = (x(t)~x(t+T)) =~(x(t)x(t+t")), In order to evaluate the two remaining correlation functions, we note that, by stationarity shifting the time axis from t to t -t",
The velocity ACF may likewise be evaluated. We have, by stationarity, 
Brownian Motion of a Free Particle and a Harmonic Oscillator
The correlation matrix of the harmonic oscillator is thus
-e m 1 .
-sm~T
Clearly, the under-damped process has significant memory of previous positions (cf. Fig. 1.3.1.1) . Thus, x(t) is regarded as [3] the projection of the twodimensional Markov process {x(t),i(t)}.
Rotational Brownian motion of a fixed-His rotator
In his first model of the phenomenon of dielectric relaxation, given in 1913, Debye [12] ' l " n -= -, t>O, (3.6.2) at off where Tn = q I (kT) is the Debye relaxation time for rotation about a fixed axis. Equation (3 .6.2) together with the initial condition
then yields in the linear response approximation the well-known result [12] for the mean dipole moment 
Theorem about Gaussian random variables
The theorem is that, if X is a random variable with a Gaussian distribution, then [28] where Re denotes "real part of." Now, if O{t 1 ) and O(t 2 ) are Gaussian random variables, any linear combination of them (e.g., AO) is also a Gaussian random variable. Hence Further, if 0 is a centered Gaussian random variable (i.e., ( 0) = 0), then Eq.
(3.6.11) reduces to
Thus knowledge of ((1:10)) 2 is now sufficient to allow us to calculate averages.
We have given the theorem for n = 1. For any integer value of n it is simply (cos nO (t 1 ) cos nO(t 2 )) = (1 I 2)e -,i'((t.llf)n. 
Application to dielectric relaxation
We may have, from Eq. (3.6.7) and (3.6.12), the ACF C(l):
(3.6.14)
The complex polarizability a is written down using the linear response formula, As a prelude to the itinerant oscillator model of Chapter 11, which is an attempt to address the Poley absorption theoretically, we now treat the torsional oscillator model, originally discussed by Calderwood et al. [9] .
Torsional oscillator model: example of the use of the Wiener integral
The simplest model that takes any account of the effect of the neighbors of a molecule on its relaxation behavior is where we regard the molecule as a torsional oscillator. Thus, we suppose that at a time t after the switching off of a field which had been steady up to t = 0, the equation of motion of the dipole is 
O(t)+ pli(t)+ %O(t)
The solution ofEq. (3.7.2) may be calculated just as for the free particle. We have
where we have abbreviated
so that -r= 0 on the first line in Eq. (3.7.3). We use the stationary solution ofEq. (3.7.3), rather than averaging over the initial conditions again, as an example of an alternative method of calculation of the desired averages. The stationary solution is found by simply extending the lower limit of integration to -oo and setting the complementary part of the solution equal to zero in Eq. (3.7.3). The matrix elements which are useful to us are 0 and iJ. We have 
