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Let k be a number ﬁeld with algebraic closure k and ring of integers Ok , and let S be a ﬁnite
set of primes of k, containing all the inﬁnite ones. Let X be a complete variety deﬁned over k. Let
X be a proper and ﬂat Ok-integral model of X/k, hence by deﬁnition it comes esp. equipped with
a Spec(k)-isomorphism X ∼= X ×Spec(Ok) Spec(k). Let D be an effective divisor of X , and let P ∈ X(k).
Suppose that D and P are their respective Zariski closures in X . By deﬁnition, P is S-integral relative
to D (or for short, (D, S)-integral) if P does not meet D outside the ﬁbers over (the elements of) S .
Further, suppose that ϕ : X → X is a surjective morphism of degree  2. Then the pair (X,ϕ)
is called an (arithmetical) dynamical system. Under the assumption that ϕ is clearly understood from
the context, for convenience, we call simply X itself a dynamical system (with respect to ϕ), and
agree that an orbit refers to an orbit under the ﬁxed morphism ϕ . Moreover, it is called a polarized
(arithmetical) dynamical system if there exist an ample line bundle L on X and an integer d  2 such
that ϕ∗L ∼= L⊗d .
Now we formulate a conjecture.
Conjecture 1.0.1. Let X be a polarized dynamical system, and let D be a (nonzero) irreducible effective divisor
on X which contains no dense subsets of preperiodic points. Then the set
XD(Ok,S)preper :=
{
all (D, S)-integral preperiodic points on X(k)
}
is not Zariski dense in X.
For details of the motivation of Conjecture 1.0.1, see Section 3 of [3]. See also [17] and [30]. If X
has dimension 1, then the hypothesis of the conjecture simply means that D is an irreducible effective
divisor with support consisting of one nonpreperiodic point, and hence the conjecture generalizes the
case of curves, i.e., that of dim X = 1. Here is a list of cases where the above conjecture is known to
be true:
(i) [3] X = P1 and ϕ : P1 → P1, [x0, x1] → [x20, x21];
(ii) [3] X is an elliptic curve and ϕ = [n] (n 2);
(iii) [18] X = P1 with ϕ and D satisfying some extra condition;
(iv) [12] X = P1 and ϕ is (the morphism induced by) a Chebyshev polynomial; and
(v) [11] X = P2, ϕ : P2 → P2, [x0, x1, x2] → [x20, x21, x22] (the squaring map), and D is a line nondegen-
erate on S1 × S1.
Let the polynomial a0x0 + a1x1 + a2x2 deﬁne a line L0 of P2, where a0,a1,a2 ∈ Q× .
Deﬁnition. Keep notation above. The line L0 is said to be nondegenerate on [−2,2]2 (or [−2,2]2-
nondegenerate) if a1/a2 /∈ R and
{
(x1, x2) ∈ [−2,2]2: a0 + a1x1 + a2x2 = 0 with x1 or x2 = ±2
}= ∅.
Indeed, the nondegeneracy condition is satisﬁed generically, i.e., for most of the choices
of a0,a1,a2 ∈ Q× . See the next section for details of the Chebyshev morphisms and Chebyshev dy-
namical systems. Later we will see that every line of the above type on P2 has only ﬁnitely many
preperiodic points under any Chebyshev morphism, and hence the hypothesis of Theorem 1.0.2 be-
low will satisfy the hypothesis of Conjecture 1.0.1 above. We will explain below the statement of
Theorem 1.0.3 in this Introduction what role this nondegeneracy condition plays in the proof.
The main result of the current paper is to prove Conjecture 1.0.1 in the special case that X = P2,
ϕ : P2 → P2 is the morphism induced by a Chebyshev polynomial, and that D is a line nondegenerate
on [−2,2]2. More precisely, we will prove the following:
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the effective divisor of P2 that is equal to a line nondegenerate on [−2,2]2 . Then the set
P2D(Ok,S)preper :=
{
all (D, S)-integral preperiodic points on P2(k)
}
is not Zariski dense in P2 .
The main tools we will use in the proof are in the dynamical system ﬂavor in the sense that
they can be understood in the general framework of arithmetical dynamical systems in particular
with canonical heights. We will give a brief survey of dynamical systems especially in relation to the
Chebyshev ones and also the (Zhang canonical) heights of algebraic cycles later.
An explicit and easier description of the preperiodic points will be given, too. The main strategy
of this paper is similar to the one used in [3] and [11], while some different features especially from
the viewpoint of dynamical systems will be noticed in Sections 2.1 and 2.2 below. Some extra care is
needed, however, since we need to show further that D (sometimes denoted L0 using the notation of
the deﬁnition of nondegeneracy above) has positive Zhang canonical height attached to a Chebyshev
morphism.
For the time being, we leave the details of the deﬁnitions of various technical terms to later
sections. By enlarging k to a bigger number ﬁeld (together with S) if necessary, we may assume
further that D is deﬁned over k, say, by a linear homogeneous polynomial f0 ∈ k[x0, x1, x2]. Write
f := f0(1, x1, x2).
The overall idea is to start with a hypothetical generic sequence of (D, S)-integral preperiodic
points appearing in Theorem 1.0.2 and derive a contradiction mainly via the logarithmic v-adic
equidistribution theorem appearing in Theorem 1.0.3 below. It is interesting to see that in this way
the original arithmetic or geometric question reduces to various analytical concrete questions involv-
ing numerical quantities. Below we will give a more detailed description of the overall plan of this
approach.
First, a result of A. Chambert-Loir and A. Thuillier in Theorem 1.4 of [7] (cf. see also [12,19,25]
in the case of P1) enables us to decompose the global (canonical) height into the sum of the local
(canonical) heights, esp.
h(D) =
∑
v of k
hv(D). (1)
As we will see in Section 2.7 below, it is very hard to directly calculate the left-hand side called
the (Zhang canonical) height of D , according to the deﬁnition itself alone that involves lots of arith-
metic and geometric ingredients. Yet, the quantities appearing as summands in the right-hand side
are much easier to understand and even calculate explicitly. The virtue of this formula is that we can
study the hard global height (= left-hand side) through the investigation of the easier local heights
(= each summand of the right-hand side) prime-by-prime. Since the initiation by A. Néron, the local
heights have been extensively studied beyond the original purpose of describing the global canonical
height by decomposing it into the sum of the local canonical ones. They do not only provide impor-
tant tools for the study of other arithmetic objects such as integral points on algebraic varieties, but
also are interesting in their own right in many aspects, e.g., the v-adic equidistribution has its own
independent interest and has been paid extensive attention to in various contexts by many people
lately as we will see below.
Second, suppose to the contrary that the conclusion of the main theorem were false, and we
approximate each of the above summands by a suitable limit related to some preperiodic points.
More precisely, we will prove a logarithmic v-adic equidistribution, which reads:
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dynamical system on A2(k). Suppose that D is as above. Then for any prime v of k, we have
lim
n→∞
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v = [k : Q]hv(D).
It should be noticed that the function log | f (·)| is not continuous and that Theorem 1.0.3 deals with
preperiodic points. This makes a difference from the various versions of equidistribution theorems
(due to A. Chambert-Loir, L. Szpiro, A. Thuillier, E. Ullmo, X. Yuan, S. Zhang, and many others) found
in the literature, which usually deal with continuous functions and small points. They are used in
auxiliary steps of the proofs that follow, however.
On the one hand, at each v  ∞, this is relatively easy. It comes from a combination of Tate–
Voloch’s work (or its extension by T. Scanlon’s proof of the Tate–Voloch conjecture) and the ordinary
v-adic equidistribution due to A. Chambert-Loir (or A. Chambert-Loir and A. Thuillier or X. Yuan).
On the other hand, at each v | ∞, besides the ordinary equidistribution theorem of Szpiro–Ullmo–
Zhang we need more tools to overcome extra possible obstacles; some Galois conjugates of Pn may
be extremely close to Supp D and too many Galois conjugates of Pn may cluster near Supp D . The
ﬁrst problem is resolved by controlling lower bounds for absolute values | f (Pn)σ |, which comes from
a careful application of A. Baker’s theorem on lower bounds for linear forms in logarithms, while
the second is resolved by pushing some related problems essentially to the strong equidistribution of
roots of unity, which was proved in [3].
Recall that the nondegeneracy condition simply requires essentially that the line L0 should not
pass through the boundary of the Julia set of the Chebyshev dynamical system on P2. This notion is
designed to enable us to control lower bounds for | f (Pn)σ | above. (The details can be found in Sec-
tion 2.6 below.) This is the main reason we put this hypothesis in Theorem 1.0.2, though it helps us
show that the (Zhang canonical) height of D is positive, too. It should be emphasized, however, that it
is expected to be a temporary requirement for the current methods rather than an essential require-
ment for the conclusion of Theorem 1.0.2. It will be nice to be able to remove this nondegeneracy
condition from the hypothesis of Theorem 1.0.2 in the near future.
Third, we combine the prior two steps. So we replace each summand of formula (1) with the
approximating limit obtained in the second step (= Theorem 1.0.3) above. Then the integrality hy-
pothesis on Pn easily enables us to switch the sum
∑
v of k and the limit limn→∞ to get:
0 < h(D)
= 1[k : Q]
∑
v of k
lim
n→∞
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v
= lim
n→∞
1
[k(Pn) : Q]
∑
v of k
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v
= 0.
Here the ﬁrst equality is nothing but the combination of the above two steps (the decomposition
of the global canonical height into the sum of the local canonical ones and Theorem 1.0.3 above);
and the inequality is related to various deep arithmetic and geometric results due to several people
in particular including M. Laurent and S. Zhang (for details, see Section 2.8 below), while the last
equality holds since the product formula tells us that each of the last double sums above is equal
to 0.
Finally, this is a contradiction, and it follows that there cannot exist a generic sequence of preperi-
odic points on a Chebyshev dynamical system on P2 (or A2), equivalently that the set P2D(Ok,S)preper
in Theorem 1.0.2 is not Zariski dense in P2. Therefore the main theorem is proved.
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We will describe our tools to use later in the case of AN or PN (N  1 arbitrary) whenever possi-
ble. However, for the proof of the main theorem we will need only the case N = 2 eventually.
2.1. The Chebyshev dynamical systems on P1
We begin with a summary of the Chebyshev dynamical systems on P1. For more details, see [12,
esp. Section 2], [16, esp. Section 7], and [24].
Deﬁnition.
P1(z) := z, P2(z) := z2 − 2, and
Pn+1(z) + Pn−1(z) = zPn(z) for all n 2.
Then a Chebyshev polynomial is deﬁned to be any of the Pn (n 2).
The Chebyshev polynomials have the following properties:
(i) For any n 1, Pn(ω + ω−1) = ωn + ω−n , equivalently Pn(2cos θ) = 2cos(nθ), where ω ∈ C× and
θ ∈ R.
(ii) For any m,n 1, Pm ◦ Pn = Pmn .
(iii) For any n 3, Pn has n− 1 distinct critical points in the ﬁnite plane, but only two critical values,
i.e., ±2.
Deﬁnition. Let ϕ be a Chebyshev polynomial. The dynamical system induced by ϕ (on A1 and hence
in turn also) on P1 is called the (Chebyshev) dynamical system with respect to ϕ or the ϕ-dynamical
system. If ϕ is clearly understood from the context, we simply call it a Chebyshev dynamical system
without reference to ϕ .
The following two should be noticed and will be used later.
Proposition 2.1.1. For any Chebyshev polynomial ϕ , the Julia set of the dynamical system induced by ϕ
(resp. −ϕ) is [−2,2], which is naturally identiﬁed as a subset of the real line on the complex plane.
Proof. See Section 7 of [16]. 
Proposition 2.1.2. Let ϕ be a Chebyshev polynomial. Then the preperiodic points of the ϕ-dynamical system
are (either ∞ or) the points of type ζ + ζ−1 , where ζ is a root of unity.
Proof. See Proposition 2.2.2 of [12]. 
For more details about the following, see [12,19,25]. To any dynamical system on P1 over a number
ﬁeld k are attached some invariant probability measures denoted by μv , called the canonical measures
(v running over the set of inequivalent primes, ﬁnite or inﬁnite, of k) on P1(Cv). Let ϕ be a Chebyshev
polynomial. Note that the ϕ-dynamical system has good reduction everywhere and that the measure
1
π
1√
4−x2 dx on [−2,2] is a probability measure invariant under ϕ by the recursion formula deﬁning
the Chebyshev polynomials, where dx is the usual Lebesgue measure supported on [−2,2], i.e., that
the canonical measure for the Chebyshev dynamical system is equal to
dμv = 1
π
1√
2
dx4− x
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the squaring map [x0, x1] → [x20, x21], in which case the canonical measure at ∞ is the normalized
rotation-invariant Haar measure (2π)−1dθ (θ for an angle) on the unit circle centered at the origin
on the complex plane, it is interesting to observe as an extra remark that the canonical measure at
∞ here is not uniform in the sense that the formula dμv above contains a function in x compared to
the usual Lebesgue measure on [−2,2] or (2π)−1dθ on the unit circle.
Let k be a number ﬁeld. Let v be a prime of k; for each v  ∞, | |v is the v-adic absolute value
on kv (or k) normalized to give |p|v = p−[kv :Qv ] (p the prime number in Z lying below v , kv the
completion of k with respect to the v-adic absolute value ‖ ‖v on k such that ‖p‖v = p−1, and Qv
the completion of Q with respect to the restriction of ‖ ‖v to Q), while for each v | ∞, | |v is the
usual one (depending on the embedding k ↪→ R or C corresponding to v), whence esp. the complex
conjugate embeddings regarded as distinct and their associated same absolute value counted once for
each; thus, esp. the product formula holds for the | |v . (This choice of normalization and notation is
made just to agree with the usual notation for the absolute value on C and also simplify notation a
little bit, both in what follows.)
Therefore applying the above to the Chebyshev dynamical system, we have esp. the following:
∫
P1(Cv )
log
∣∣ f (x)∣∣v dμv =
{
logmaxc{|c|v}, if v  ∞,
1
π
∫ 2
−2
1√
4−x2 log | f (x)|v dx, otherwise
where f ∈ k[x] − {0}, and c runs over the (nonzero) coeﬃcients of f . See [12,19,25] as well as Sec-
tion 2.2 below, for the relationship of these quantities and the height of an algebraic number which
is the root of a linear polynomial f .
2.2. The Chebyshev dynamical systems on PN
Here we will discuss a higher-dimensional version of the above. It is worth comparing the fol-
lowing with their corresponding analogues such as the Mahler measures for the (standard) dynamical
system on PN with the squaring map.
Fix an integer N  1 and note that any choice of a single Chebyshev polynomial induces a mor-
phism (on AN and hence in turn also) on PN . (Each component map of AN is given by the same cho-
sen Chebyshev polynomial; more precisely, the ith component is given by P (zi), where i = 1,2, . . . ,N
and P := Pn for some n 2 in the notation of Section 2.1 above.)
Deﬁnition. Keep notation above. Then the induced morphism above is called a Chebyshev morphism
(on AN or) on PN .
Keep all notation (hence esp. the ﬁxed choice of N  1) here. Then the following generalizations
of the previous section follow.
Deﬁnition. Fix a Chebyshev morphism ϕ , whence a dynamical system, on PN . The dynamical system
induced by ϕ on PN (or AN ) is called the (Chebyshev) dynamical system with respect to ϕ or the ϕ-
dynamical system. If ϕ is clearly understood from the context, we simply call it a Chebyshev dynamical
system without reference to ϕ .
We will not always specify P1 or PN in the deﬁnition of a Chebyshev dynamical system, since
a choice will be clearly understood from the context. The following proposition is immediate from
Propositions 2.1.1 and 2.1.2.
Proposition 2.2.1. Keep notation above. Then the following hold:
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tiﬁed as a subset of the real line on the complex plane.
(ii) The ﬁnite (i.e., outside the hyperplane z0 = 0) preperiodic points of the Chebyshev dynamical system on
PN are the points of type [z0, z1, . . . , zN ], where each ratio z jz0 (z0 = 0) is of type ζ j + ζ−1j for some root
ζ j of unity.
As is the case of P1 above, to any dynamical system on PN over a number ﬁeld k are attached
some invariant probability measures denoted by μv , called the canonical measures (v running over
the set of inequivalent primes, ﬁnite or inﬁnite, of k) on PN (Cv) (more generally, on the Berkovich
(analytic) projective N-space PNBerk,v at v), cf. for more details, see [4], [6, esp. Sections 2.3, 2.5, and
2.9], and [7, esp. pp. 989–990]. Let ϕ be a Chebyshev morphism. Note that the ϕ-dynamical system
has good reduction everywhere, and that
dμv = 1
πN
· 1√
4− x21 · · ·
√
4− x2N
dx1 · · ·dxN
if v | ∞, where dx1 · · ·dxN is the usual Lebesgue measure supported on [−2,2]N , each [−2,2] being
identiﬁed as a subset of the real line on the complex plane.
Deﬁnition. Keep notation above. Let f ∈ k[x1, . . . , xN ] − {0}. Then:
(i) The local (canonical) height of f at v is deﬁned to be
hv( f ) := 1[k : Q]
⎧⎨
⎩
logmaxc{|c|v}, if v  ∞,
1
πN
∫ 2
−2 · · ·
∫ 2
−2
1√
4−x21···
√
4−x2N
log | f (x1, . . . , xN )|vdx1 · · ·dxN , otherwise
where c runs over all the nonzero coeﬃcients of f . Indeed, it is worth mentioning that in
terms of Chambert-Loir’s language via Berkovich (analytic) spaces (see, e.g., [4]), the quantity
[k : Q]hv( f ) (v  ∞) is also equal to the integral of log | f (·)|v over the Berkovich space PNBerk,v
attached to PN at v , with respect to the canonical measure (= the point mass at the Gauss point)
there deﬁned by Chambert-Loir in [6, esp. Sections 2.3, 2.5, and 2.9] and [7, esp. pp. 982–984 and
989–990] for details. We do not go into details about this interpretation here.
(ii) hv( f ) (v | ∞) is also called a (normalized) Chebyshev measure of f .
(iii) The (exponential) local (canonical) height of f at v is deﬁned to be
Hv( f ) := ehv ( f ).
(iv) The (global normalized logarithmic canonical) height of f is deﬁned to be
h( f ) :=
∑
v
hv( f )
where v runs over all the (inequivalent) primes, ﬁnite or inﬁnite, of k (satisfying the product
formula).
Further, suppose that f is nonconstant. If we take the usual embedding AN ↪→ PN , and if the
Zariski closure of Z( f ) ⊂ AN in PN is denoted by X , we also write
h(X) := h( f ).
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f by the product formula. By abuse of notation, we also write hv(X) for hv( f ). On the other hand,
see the end of Section 2.1 above for a remark (on the formula (iv)) in the case of N = 1, i.e., this is
essentially a direct generalization of the height of an algebraic number. See also [12, Section 2], [19],
and [25].
For example, suppose that k = Q, and that f is nonconstant and has Z-coeﬃcients which are
relatively prime. Then we have:
h( f ) = 1
πN
2∫
−2
· · ·
2∫
−2
1√
4− x21 · · ·
√
4− x2N
log
∣∣ f (x1, . . . , xN )∣∣ dx1 · · ·dxN .
Indeed, there are general theories of Chambert-Loir and of Zhang for heights of nonzero effective
algebraic cycles of pure dimension. These theories are reduced to the above in the case of PN with
a Chebyshev morphism on PN . Thus for concreteness, we will work with the above explicit descrip-
tions instead of relying on their general languages such as Berkovich spaces and canonical measures on
Berkovich spaces, cf. [4], [6, esp. Sections 2.3, 2.5, and 2.9], [7, esp. pp. 982–984 and 989–990], and [31].
We will give a brief survey of the Zhang canonical height of algebraic cycles in Section 2.7 below. For
some related theories of heights, we refer to [5,8,10,15,20,21] too.
2.3. Approximations of the local heights at the primes v  ∞
Suppose that k is a number ﬁeld, that v is a ﬁnite prime of k, that N  1 is an integer, that r > 0
is a real number, and that f ∈ k[x1, . . . , xN ] − k. Fix a Chebyshev dynamical system on PN . Let
μ∞ := {all the roots of unity in Q};
AN(k)preper :=
{(
ζ1 + 1
ζ1
, . . . , ζN + 1
ζN
)
∈ AN(k): each ζ j ∈ μ∞
}
;
P ∈ AN(k)preper; and
Galr
(
k(P )/k
) := {σ ∈ Gal(k(P )/k): ∣∣ f (P )σ ∣∣v  r}.
Deﬁnition. Let X be a subvariety of PN deﬁned over k. Suppose that (Pn)n1 is a sequence of points
in X(k). Then it is said to be generic (in X ) if any proper closed subset of X contains Pn ’s for only
ﬁnitely many indices n 1.
Keep the notation k, ϕ , etc. as in Section 2.2. We give a formulation of a v-adic equidistribu-
tion theorem due to Chambert-Loir (Theorem 3.1 of [6]), Chambert-Loir and Thuillier (Theorem 1.1(b)
of [7]), and Yuan (Theorem 3.1 or 3.2 of [29]) in our context. For the general formulation in a more
general context, see the references just mentioned. In general, we can deﬁne the so-called canonical
measure dμv for any (ﬁnite or inﬁnite) prime v of k.
Theorem 2.3.1. (See [6,7,29].) Keep the notation k, ϕ , etc. as in Section 2.2. Let hϕ be the usual canonical
height on PN attached to ϕ . If (Pn)n1 is a generic sequence of PN (k) such that hϕ(Pn) converges to 0 as n
goes to ∞, then for any prime v of k, the sequence of the Galois orbits of Pn are equidistributed with respect to
the canonical measure dμv in the Berkovich (analytic) space PNBerk,v attached to P
N at v, i.e.,
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
∣∣g(Pσn )∣∣v →
∫
PNBerk,v
g(x)dμv
as n goes to ∞, for any continuous function g : PNBerk,v → C, where σ : k(Pn)/k ↪→ kv here and below means
a k-embedding of k(Pn) into kv .
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of [29] for its direct use below. Note that in our case the sequence (Pn)n1 being small means that
hϕ(Pn) → 0 as n → ∞, since the height of PN is equal to 0. (The height used in “the height of PN ”
here is the Zhang canonical height on PN attached to ϕ . For details, see Section 2.7 below, which will
include a brief review of the Zhang canonical height in the more general context.) 
If v | ∞, then PNBerk,v is nothing but the usual PN (Cv). The equidistribution theorem at v | ∞ dates
back to [28] and [33]. The ingredients of the formula above at the primes v  ∞ will be explained in
our context and the equidistribution result in this case will be used in the proof of the lemma below.
Lemma 2.3.2. Keep notation above (whence esp. v  ∞). Then for every 0 < r < Hv( f )[k:Q] and every B > 0,
the set
AN(k, r, B)preper :=
{
P ∈ AN(k)preper:
[
k(P ) : k]
#Galr(k(P )/k)
 B
}
is not Zariski dense in AN (k).
Proof. Suppose to the contrary that it were false. Then we can choose a sequence (Pn)n1 of elements
of AN (k, r, B)preper which is generic in AN (k). Since the Pn are preperiodic, we have hϕ(Pn) = 0,
where hϕ is the one in the statement of Theorem 2.3.1. For convenience, we put R := Hv( f )[k:Q] .
Recall the remark following the deﬁnition of local heights in Section 2.2. Note that Hv( f ) = ehv ( f ) and
R = e[k:Q]hv ( f ) . Thus, in terms of Chambert-Loir’s language, R is nothing but the integral of | f (·)|v over
PNBerk,v with respect to the canonical measure there. Here recall v  ∞, and the canonical measure is
just the Gauss point at v , see [6, esp. Sections 2.3, 2.5, and 2.9] and [7, esp. pp. 982–984 and 989–990]
for details again.
On one hand, apply Theorem 2.3.1 to (Pn)n1 and f and get
lim
n→∞
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
∣∣ f (Pn)σ ∣∣v = R. (2)
On the other hand, we see
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
∣∣ f (Pn)σ ∣∣v
= 1[k(Pn) : k]
( ∑
σ1:k(Pn)/k↪→kv| f (Pn)σ1 |vr
∣∣ f (Pn)σ1 ∣∣v + ∑
σ2:k(Pn)/k↪→kv| f (Pn)σ2 |v>r
∣∣ f (Pn)σ2 ∣∣v
)
 1[k(Pn) : k]
(
#Galr
(
k(Pn)/k
) · r + ([k(Pn) : k]− #Galr(k(Pn)/k))R)
= R − #Galr(k(Pn)/k)[k(Pn) : k] (R − r)
 R − 1
B
(R − r).
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the lemma is proved. 
In Theorem 2.3.1, the function g is assumed to be continuous. This condition distinguishes Theo-
rem 2.3.1 and what follows, i.e., for this continuity issue we cannot simply use Theorem 2.3.1 to claim
that Theorem 2.3.3 below is true.
Proposition 2.3.3. Keep notation above. Suppose that (Pn)n1 is a sequence of elements of AN (k, r, B)preper ,
which is generic in AN(k), such that f (Pn) = 0 for any n 1. Then the following is true:
lim
n→∞
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v = [k : Q]hv( f ).
Proof. Write
f =
∑
j1,..., jN
a j1,..., jN x
j1
1 · · · x jNN
where a j1,..., jN ∈ k, and 0 j1, . . . , jN  deg f run over the set of integers such that j1 + · · · + jN =
deg f . Then observe that
f
(
y1 + y−11 , . . . , yN + y−1N
)= ∑
j1,..., jN
a j1,..., jN
(
y1 + y−11
) j1 · · · (yN + y−1N ) jN
=
∑
j1, j′1,..., jN , j′N
b j1,..., jN , j′1,..., j′N y
j1
1 y
− j′1
1 · · · y jNN y
− j′N
N
=
∑
j1, j′1,..., jN , j′N
b j1,..., jN , j′1,..., j′N y
j1
1 z
j′1
1 · · · y jNN z
j′N
N
∈ k[y1, . . . , yN , z1, . . . , zN ]
where the indices  0 and the coeﬃcients are appropriately chosen, each y j is an indeterminate,
z j := y−1j , and we think of each z j as an indeterminate independent of y j .
Then we substitute roots of unity for all y1, . . . , yN , z1, . . . , zN , which enables us to apply Tate–
Voloch’s theorem with the additional harmless assumption that f is a linear polynomial, cf. Theo-
rem 2 of [27]. (See also Theorem 0.3 of [22] and “Main Theorem” of [23].) Thus it follows that there
exists some real r0 > 0 such that for any n  1 and any σ : k(Pn)/k ↪→ kv , | f (Pn)σ |v  r0. Then use
Lemma 2.3.2 to get: for every r0 < r < Hv( f )[k:Q] and every B > 0,
[k : Q]hv( f ) 1[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v
= 1[k(Pn) : k]
( ∑
σ1:k(Pn)/k↪→kv| f (Pn)σ1 |vr
log
∣∣ f (Pn)σ1 ∣∣v + ∑
σ2:k(Pn)/k↪→kv| f (Pn)σ2 |v>r
log
∣∣ f (Pn)σ2 ∣∣v
)
 1
(
#Galr
(
k(Pn)/k
) · log r0 + ([k(Pn) : k]− #Galr(k(Pn)/k)) log r)[k(Pn) : k]
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 log r − 1
B
(log r − log r0)
outside a proper Zariski closed subset of AN , i.e., for all n  1.
Now let B → ∞ and r ↗ Hv ( f )[k:Q] to get the desired result. 
2.4. Counting lemmas
For any z ∈ C× , write xz := z+ z−1. Let k be a number ﬁeld, and let I ⊂ [−2,2] be an interval. For
any root of unity ζ ∈ k, let
N (xζ , I) := #
{
σ(xζ ) ∈ I: σ ∈ Gal
(
k(xζ )/k
)}
.
Then recall the following lemma, whose proof is given in Lemma 3.1.1 of [12].
Lemma 2.4.1. (See [12].) Keep notation just above. Let −2 c < d 2, and let I := (c,d] be an interval. Then
for any real 0 < γ < 1 and any root of unity ζ ∈ k,
N (xζ , I) = [k(xζ ) : k]
π
(
cos−1 c
2
− cos−1 d
2
)
+ Oγ
([
k(xζ ) : k
]γ )
where cos−1 : [−1,1] → [0,π ] is the arccosine function.
In order to generalize this lemma to our higher-dimensional case, we start with some more nota-
tion. For each 1 j  N , let I j ⊂ [−2,2] be an interval. For any roots of unity ζ1, . . . , ζN , write
[ζ ] := (ζ1, . . . , ζN );
x[ζ ] := (xζ1 , . . . , xζN )
and for any σ ∈ Gal(k(x[ζ ])/k), write
xσ[ζ ] :=
(
xσζ1 , . . . , x
σ
ζN
)
.
Then let
N
(
x[ζ ],
N∏
j=1
I j
)
:= #
{
xσ[ζ ] ∈
N∏
j=1
I j: σ ∈ Gal
(
k(x[ζ ])/k
)}
.
In case we need to make the number ﬁeld k clear, we will write N (x[ζ ],
∏N
j=1 I j,k) for
N (x[ζ ],
∏N
j=1 I j).
Lemma 2.4.2. Keep notation just above. Suppose, for each 1  j  N, that I j = (c j,d j], where −2  c j <
d j  2. Then for any real 0 < γ < 1 and any [ζ ] ∈ μN∞ with [k(x[ζ ]) : k]  1,
N
(
x[ζ ],
N∏
j=1
I j
)
 2
N − 1
πN
N∏
j=1
([
k(xζ j ) : k
](
cos−1
c j
2
− cos−1 d j
2
))
+ Oγ
((
N∏
j=1
[
k(xζ j ) : k
])γ)
.
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N
(
x[ζ ],
N∏
j=1
I j
)
 M
N∏
j=1
([
k(xζ j ) : k
]
(d j − c j)
)+ Oγ
((
N∏
j=1
[
k(xζ j ) : k
])γ)
where M := Mc1,d1,...,cN ,dN is the supremum of 2
N−1
πN
1∏N
j=1
√
4−x2j
on
∏N
j=1(c j,d j].
Proof. Recall
N (xζ j , I j) = #
{
σ(xζ j ) ∈ I j: σ ∈ Gal
(
k(xζ j )/k
)}
.
Then use Lemma 2.4.1 to see that
N
(
(xζ1 , . . . , xζN ),
N∏
j=1
I j
)

N∏
j=1
N (xζ j , I j)
=
N∏
j=1
{ [k(xζ j ) : k]
π
(
cos−1
c j
2
− cos−1 d j
2
)
+ Oγ
([
k(xζ j ) : k
]γ )}
= 1
πN
N∏
j=1
([
k(xζ j ) : k
](
cos−1
c j
2
− cos−1 d j
2
))
+ · · · + Oγ
((
N∏
j=1
[
k(xζ j ) : k
])γ)
 2
N − 1
πN
N∏
j=1
([
k(xζ j ) : k
](
cos−1
c j
2
− cos−1 d j
2
))
+ Oγ
((
N∏
j=1
[
k(xζ j ) : k
])γ)
where the last inequality holds for all [ζ ] ∈ μN∞ with [k(x[ζ ]) : k]  1.
To see how to get the second expression, we note that the derivative of the function cos−1(x/2) is
equal to −1/√4− x2. Then the mean value theorem from calculus gives the formula. 
Remark. If the degrees [k(xζ j ) : k] are pairwise relatively prime, then note that [k(x[ζ ]) : k] =∏N
j=1[k(xζ j ) : k].
2.5. Baker’s lower bounds for linear forms in logarithms
Here we state a simple case of A. Baker’s theorem on lower bounds for linear forms in logarithms,
cf. see [2] for more details.
Theorem 2.5.1 (A. Baker). Suppose that b,b1, . . . ,bn, e2π iθ1 , . . . , e2π iθn ∈ Q (each θ j ∈ R). Then there exists a
constant C := C(b,b1, . . . ,bn, θ1, . . . , θn) > 0 such that for any a1, . . . ,an, N1, . . . ,Nn ∈ Z (N1, . . . ,Nn = 0
or ±1) with (a j,N j) = 1 for each 1 j  n,∣∣∣∣∣b +
n∑
j=1
b j · 2π i
(
a j
N j
− θ j
)∣∣∣∣∣= 0 or
∣∣∣∣∣b +
n∑
j=1
b j · 2π i
(
a j
N j
− θ j
)∣∣∣∣∣ 1MC
where M :=max1 jn{|a j |, |N j|}.
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∣∣∣∣∣b +
n∑
j=1
b j · 2π i
(
a j
N j
− θ j
)∣∣∣∣∣=
∣∣∣∣∣b +
n∑
j=1
(
b j
a j
N j
· 2π i − b j · 2π iθ j
)∣∣∣∣∣.
Then apply Baker’s theorem (Theorem 3.1 of [2]) to the absolute value of the right-hand side. (Also
recall that N j = 0 or ±1 for any 1 j  n.) 
2.6. A lower bound
In this section we restrict to the case N = 2. We thank Siye Wu very much for his analytic help.
Recall that we keep notation above, including esp. that of Sections 2.3 and 2.4. In addition, we write
and ﬁx the following till the end of this article:
j = 1 or 2,
ζ j ∈ μ∞ = {all the roots of unity in Q},
mj := the order of ζ j .
Now we would like to give a lower bound for | f (x[ζ ])|.
Write f (x1, x2) = a0 + a1x1 + a2x2 ∈ k[x1, x2], where a0,a1,a2 ∈ k× , a1/a2 /∈ R, and{
(x1, x2) ∈ [−2,2]2: a0 + a1x1 + a2x2 = 0 with x1 or x2 = ±2
}= ∅.
Recall this means that the line on P2 determined by the polynomial a0x0 + a1x1 + a2x2 is
nondegenerate on [−2,2]2, and note that [−2,2]2 is compact, and that {(x1, x2) ∈ [−2,2]2:
f (x1, x2) = 0} is ﬁnite, since the nondegeneracy condition easily implies that the Jacobian deter-
minant of f (2cos2πθ1,2cos2πθ2) does not vanish at any zero of f on [−2,2]2. (See (7) below.)
Let
[ξ ] := (e2π i1 , e2π i2)
where 1,2 ∈ (− 12 , 12 ]. Look at
x[ξ ] = (2cos2π1,2cos2π2).
(It is easy to see that every number in [−2,2] is expressed as x[ξ ] for some [ξ ] of the above form.)
Similarly, write
[ζ ] := (e2π iθ1 , e2π iθ2) and x[ζ ] = (2cos2πθ1,2cos2πθ2)
where each θ j ∈ R.
Look at
f (x[ζ ]) = f (2cos2πθ1,2cos2πθ2)
= a0 + 2a1 cos2πθ1 + 2a2 cos2πθ2
= f (x[ξ ])
− 4π{a1 sin2π1 · (θ1 − 1) + a2 sin2π2 · (θ2 − 2)}
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+ O (|θ1 − 1|3)+ O (|θ2 − 2|3) (3)
where the third equality comes from the Taylor expansion of each cos2πθ j at θ j =  j . Let
L1,2(θ1, θ2) := f (x[ξ ]) − 4π
{
a1 sin2π1 · (θ1 − 1) + a2 sin2π2 · (θ2 − 2)
}
E1,2(θ1, θ2) := −4π2
{
a1 cos2π1 · (θ1 − 1)2 + a2 cos2π2 · (θ2 − 2)2
}
+ O (|θ1 − 1|3)+ O (|θ2 − 2|3).
Proposition 2.6.1. Keep notation above. We have
∣∣ f (2cos2πθ1,2cos2πθ2)∣∣ ∣∣L1,2(θ1, θ2)∣∣
( for any (θ1, θ2)) in a small neighborhood of (1,2), where the -constant is independent of the θ j .
Remark. By abuse we will sometimes say “(for all (2cos2πθ1,2cos2πθ2)) in a small neighborhood
Ux[ξ ] of x[ξ ] on [−2,2]2, where the -constant is independent of the (2cos2πθ1,2cos2πθ2)” instead
of the last phrase. The similar convention will often be adopted in similar situations below.
Proof. If f (x[ξ ]) = 0, then this is clear. Suppose that f (x[ξ ]) = 0. Then the nondegeneracy condition
implies that neither of the coordinates of x[ξ ] is equal to ±2, i.e., that sin2π1 and sin2π1 are not
equal to 0. Hence we have:
f (x[ξ ]) = 0 and sin2π1 · sin2π2 = 0.
We will show that
∣∣ f (2cos2πθ1,2cos2πθ2)∣∣ ∣∣E1,2(θ1, θ2)∣∣ (4)
in a small neighborhood Ux[ξ ] of x[ξ ] on [−2,2]2, which will imply the proposition with the same
Ux[ξ ] from an easy use of the triangle inequality in (3). But it suﬃces to show that∣∣E1,2(θ1, θ2)/ f (2cos2πθ1,2cos2πθ2)∣∣2 (5)
is bounded except at x[ξ ] in a small neighborhood of x[ξ ] on [−2,2]2.
It is easy to see that
∣∣L1,2(θ1, θ2) + E1,2(θ1, θ2)∣∣2
= ∣∣E1,2(θ1, θ2)∣∣2
+ 16π2{Re(a1) · sin2π1 · (θ1 − 1) + Re(a2) · sin2π2 · (θ2 − 2)}2
+ 16π2{Im(a1) · sin2π1 · (θ1 − 1) + Im(a2) · sin2π2 · (θ2 − 2)}2
+ 32π3{|a1|2 sin2π1 · cos2π1 · (θ1 − 1)3 + |a2|2 sin2π2 · cos2π2 · (θ2 − 2)3
+ Re(a1a2) · cos2π1 · sin2π2 · (θ1 − 1)2(θ2 − 2)
+ Re(a1a2) · sin2π1 · cos2π2 · (θ1 − 1)(θ2 − 2)2
}
+ O (max{|θ1 − 1|3, |θ2 − 2|3, (θ1 − 1)2|θ2 − 2|, |θ1 − 1|(θ2 − 2)2}). (6)
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Let
R1,2(θ1, θ2) := Re(a1) · sin2π1 · (θ1 − 1) + Re(a2) · sin2π2 · (θ2 − 2), and
I1,2(θ1, θ2) := Im(a1) · sin2π1 · (θ1 − 1) + Im(a2) · sin2π2 · (θ2 − 2).
Write
M1,2 :=
[
Re(a1) · sin2π1 Re(a2) · sin2π2
Im(a1) · sin2π1 Im(a2) · sin2π2
]
.
Then note that [
R1,2(θ1, θ2)
I1,2(θ1, θ2)
]
= M1,2
[
θ1 − 1
θ2 − 2
]
.
Write D1,2 := det(M1,2). Then it follows that the quadratic form that is equal to R1,2(θ1, θ2)2 +
I1,2 (θ1, θ2)
2 is degenerate
⇔ D1,2 = 0
⇔ a1
a2
∈ R or sin2π1 · sin2π2 = 0. (7)
Since a1a2 /∈ R and sin2π1 · sin2π2 = 0 by our hypotheses, however, the quadratic form is nonde-
generate.
For any  > 0, we then have
max
{|θ1 − 1|3, |θ2 − 2|3, (θ1 − 1)2|θ2 − 2|, |θ1 − 1|(θ2 − 2)2}

{
(θ1 − 1)2 + (θ2 − 2)2
}3/2
= |D1,2 |−3
{
R1,2(θ1, θ2)
2 + I1,2(θ1, θ2)2
}3/2
  · (R1,2(θ1, θ2)2 + I1,2(θ1, θ2)2)
(for any (θ1, θ2) suﬃciently close to (1,2), i.e., such that (2cos2πθ1,2cos2πθ2) lies) in a small
neighborhood of x[ξ ] on [−2,2]2. Then we recall that it also follows from the nondegeneracy that
L1,2 (θ1, θ2) + E1,2(θ1, θ2) = 0 except at (θ1, θ2) = (1,2) in a small neighborhood of x[ξ ] on
[−2,2]2.
Hence we see from (6) that
∣∣L1,2(θ1, θ2) + E1,2(θ1, θ2)∣∣2  ∣∣E1,2(θ1, θ2)∣∣2
(for any (θ1, θ2) near (1,2) such that (e2π iθ1 , e2π iθ2) lies) in a small neighborhood of x[ξ ] on
[−2,2]2, and that this implies
∣∣∣∣ E1,2(θ1, θ2)L (θ , θ ) + E (θ , θ )
∣∣∣∣
2
(8)
1,2 1 2 1,2 1 2
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ﬁnish the proof of the proposition. 
Before going back to the main theme, we remark two things. First, let [ξ ] = (e2π i1 , e2π i2) ∈
S1 × S1, where S1 := {z ∈ C: |z| = 1}. Suppose that f vanishes at x[ξ ] . Then the nondegeneracy con-
dition implies that (1,2) is the isolated zero of L1,2(θ1, θ2); hence the neighborhood Ux[ξ ] in
Proposition 2.6.1 (cf. the remark following the statement of Proposition 2.6.1) may be assumed to
have the property that L1,2 (θ1, θ2) does not vanish except at [ξ ] in U [ξ ] , i.e., does not vanish at any
(θ1, θ2) near (1,2) such that (2cos2π1,2cos2π2) ∈ U [ξ ] − {[ξ ]}, if f ([ξ ]) = 0.
Second, here is a simpler proof of Proposition 2.6.1, which is based on analysis. We think, however,
that it will be more informative to put both the above proof and the following short alternative proof
together. A classical result in analysis says:
Let F : U → R2 be a function of class C2 deﬁned on an open subset U of R2 containing some point (1,2)
such that F (1,2) = 0. Suppose that the ﬁrst order derivative D(1,2)F of F at (1,2) is invertible.
(Note that the notation D(1,2) is different from that of D1,2 used to denote the determinant of the
matrix M1,2 in the proof of Proposition 2.6.1.) Then the function
(θ1, θ2) → F (θ1, θ2)
D(1,2)F (θ1 − 1, θ2 − 2)
initially deﬁned on U − {(1,2)} can be extended continuously to the whole of U .
Now use the notation f of Proposition 2.6.1 to put
F (θ1, θ2) := f (2cos2πθ1,2cos2πθ2)
and note that our nondegeneracy hypothesis then immediately implies that D(1,2)F is invertible,
where we recall that f (x[ξ ]) = 0 is assumed, and we have
D(1,2)F (θ1 − 1, θ2 − 2) = L1,2(θ1, θ2)
= −4π{a1 sin2π1 · (θ1 − 1) + a2 sin2π2 · (θ2 − 2)}.
Then Proposition 2.6.1 formally follows from the analytic result above.
Coming back to our polynomial f (x1, x2) = a0 + a1x1 + a2x2. Recall that a0,a1,a2 ∈ Q× with
a1/a2 /∈ R. Suppose that f (y1, y2) = a0 + a1 y1 + a2 y2 = 0, where (y1, y2) ∈ R2 − Q2. Then it fol-
lows that y1, y2 /∈ Q. Let b0 := a0/a2, and b1 := a1/a2. Then we have b0 + b1 y1 + y2 = 0 with b1 /∈ R.
Write b1 = u + iv , where u, v ∈ R and v = 0. Then we have{
Re(b0) + uy1 + y2
}+ i{Im(b0) + vy1}= 0.
This cannot happen, since Im(b0) ∈ Q, while vy1 /∈ Q. Therefore we see that f (x1, x2) cannot have
any zeros on R2 − Q2, and hence not on [−2,2]2 − Q2, either.
Proposition 2.6.2. Keep the above hypothesis on f . There exist positive constants c1 and c2 such that for any
x[ζ ] ∈ [−2,2]2 ,
f (x[ζ ]) = 0 or
∣∣ f (x[ζ ])∣∣ c1
Mc2
where M :=max{m1,m2}, cf. recall notation of Section 2.4.
766 S.-i. Ih / Journal of Number Theory 131 (2011) 750–780Remark. By excluding the case M = 1, we may adjust c2 to claim equivalently: there exists a constant
c > 0 such that | f (x[ζ ])| 1Mc , whenever f (x[ζ ]) = 0.
Proof. Let ZR( f ) be the real zero locus of f . Note that both sets ZR( f ) and [−2,2]2 are closed in
the usual topology. Thus, if ZR( f ) ∩ [−2,2]2 = ∅, then | f (·)| must have positive minimum on the
compact set [−2,2]2, in which case the desired inequality is obvious.
In order to deal with the case that ZR( f ) ∩ [−2,2]2 = ∅, we will use Proposition 2.6.1.
Let {x[ξ1], . . . , x[ξn]} = ZR( f ) ∩ [−2,2]2, and consider their accompanying small neighborhoods
Ux[ξ1] , . . . ,Ux[ξn ] in Proposition 2.6.1, where each [ξ j] lies in S1 × S1 (S1 := {z ∈ C: |z| = 1}). See
the remark following the statement of Proposition 2.6.1 for the notation Ux[ξ j ] . Recall the remark after
the proof of Proposition 2.6.1. Note that | f (·)| has positive minimum, say α, on S −⋃1 jn U [ξ j ]
(assumed to be nonempty).
Let [ζ ] ∈ μ2∞ , and hence x[ζ ] ∈ [−2,2]2, be given with f (x[ζ ]) = 0. For j = 1,2, write
ζ j = e
2π ia j
m j
where we recall the notation, esp. ζ j , mj , and [ζ ] in Sections 2.4 and 2.6, and a j is an inte-
ger with
|a j |
mj
 12 . (Note then that automatically gcd (a j,mj) = 1, since mj is the order of ζ j .) If
[ζ ] /∈⋃1 jn U [ξ j ] , | f ([ζ ])| α  α/M , where M =max{m1,m2}.
Now suppose that [ζ ] ∈ U [ξl] for some 1  l  n. Write [ξl] = (e2π iρ1 , e2π iρ2), where each ρ j ∈
(− 12 , 12 ] depends on l. Use Proposition 2.6.1 to ﬁnd b1,b2 ∈ k depending on [ξ j] such that
∣∣ f (2cos2πθ1,2cos2πθ2)∣∣ ∣∣b1 · 2π i(θ1 − ρ1) + b2 · 2π i(θ2 − ρ2)∣∣ (9)
in the small neighborhood Ux[ξl ] on [−2,2]2, where the -constant is independent of the θ j ( j = 1,2).
First, recall that f (x[ζ ]) = 0, and that
b1 · 2π i
(
a1
m1
− ρ1
)
+ b2 · 2π i
(
a1
m1
− ρ2
)
= 0.
Second, we then see that there exist positive constants C1, j and C2, j such that
∣∣ f (x[ζ ])∣∣
∣∣∣∣b1 · 2π i
(
a1
m1
− ρ1
)
+ b2 · 2π i
(
a1
m1
− ρ2
)∣∣∣∣
 C1, j
MC2, j
(10)
where the second inequality comes from Theorem 2.5.1 with M =max{m1,m2}.
We may assume that C1, j is already adjusted to absorb the involved -constant. Then take the
minimum, say c1, of α and those C1, j ’s and the maximum, say c2, of those C2, j ’s. Then the resulting
c1 and c2 work for every x[ζ ] ∈ [−2,2]2 − ZR( f ) so that | f ([ζ ])| c1/Mc2 . Therefore the proposition
is proved. 
2.7. Zhang’s canonical heights on dynamical systems
For the reader’s convenience, we give a brief survey of Zhang’s deﬁnition of canonical heights. We
refer the reader to Sections 1 and 2 of [31] (and also Sections 1.2 and 1.3 of [29] for more recent
developments) for more details esp. on various technical terms. It does not look like a good idea to
include the deﬁnitions of all the needed terms here.
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on X . Let (X , L) be an integral (or arithmetic) model of (X, L⊗e) over SpecZ, where e  1 is an
integer. Assume that L is endowed with a hermitian metric ‖ · ‖∞ at the archimedean place, in which
sense we write L := (L,‖ ·‖∞). Here LQ = L⊗e . Zhang deﬁned a collection of nonarchimedean metrics
‖·‖v (one for each v = 2,3,5, . . .) on L induced by the model (X , L). The resulting collection of metrics
‖ · ‖L := {‖ · ‖v : v = 2,3,5, . . . ,∞} satisﬁes the properties of boundedness, continuity, Galois-invariance,
and common base.
An adelic metric on L is deﬁned to be a collection of metrics on L satisfying the above-mentioned
properties. An adelic line bundle is then deﬁned to be a pair (L,‖ · ‖) consisting of L together with
an adelic metric ‖ · ‖. If an adelic metric arises from a model (X , L) and a hermitian metric in the
way described above, we say that it is induced by the (hermitian) integral model (X , L). When there
is no danger of confusion concerning the metrics, we will sometimes write L for the adelic line bundle
(L,‖ · ‖).
• Zhang’s extension of Gillet–Soulé intersection theory. Zhang extended Gillet–Soulé’s intersection
theory for hermitian metrized line bundles to adelic metrized line bundles. The key idea in his exten-
sion is that the uniform convergence of a sequence of adelic metrics implies the convergence of the
corresponding arithmetic intersection numbers.
Let d = dim X + 1 and let L1, . . . , Ld be line bundles on X . For each integer n  1, let
((X1,n, L1,n), . . . , (Xd,n, Ld,n)) be an integral model of ((X, L⊗e1,n1 ), . . . , (X, L
⊗ed,n
d )) over Spec Z, where
e1,n, . . . , ed,n  1 are integers. Assume that each Li,n (1 i  d and n 1) is equipped with a (smooth
and F∞-invariant) hermitian metric. Write Li,n for the resulting hermitian line bundle as above, and
let (Li,‖ · ‖Li,n ) be the adelic line bundle (1 i  d and n 1) induced by the model (Xi,n, Li,n).
For each i = 1, . . . ,d, suppose that the sequence (‖·‖Li,n )n1 of adelic metrics converges uniformly
to another adelic metric on Li , say ‖ · ‖i . Further assume that each Li,n is relatively semi-positive. In
this case, we say the limit adelic metric ‖ · ‖i (i = 1, . . . ,d) is semi-positive. Under these hypotheses,
Zhang showed that the sequence of Gillet–Soulé arithmetic intersection numbers cn := cˆ1(L1,n)···cˆ1(Ld,n)e1,n···ed,n
converges and that the limit depends only on the adelic line bundles Li := (Li,‖ · ‖i), but not on the
choice of the integral models (Xi,n, Li,n) which gave rise to them. We write cˆ1(L1) · · · cˆ1(Ld) for the
limit.
An adelic line bundle L is said to be integrable if L ∼= L1 ⊗ L⊗−12 with Li (i = 1,2) semi-positive
adelic line bundles. Everything we have said above can be extended by linearity to integrable (metrized)
line bundles.
• The Zhang height. Using adelic line bundles, Zhang deﬁned a height for algebraic cycles. Suppose
that X is equipped with a surjective morphism ϕ : X → X of degree  2, an ample line bundle L on
X , and φ : ϕ∗L ∼= L⊗d for some d  2. Fixing an integral model (X , L) of (X, L⊗e) (e  1, an integer),
L equipped with a relatively ample metric, whence denoted L, we obtain a unique integrable metric
‖ · ‖ on L such that ‖ · ‖n2 = φ∗(ϕ∗‖ · ‖) (similar to Tate’s argument). It can be shown that this metric
is independent of the choice of the model (X , L). The resulting integrable line bundle L := (L,‖ · ‖)
(canonically determined by L, ϕ , and φ) is called an admissible (metrized) line bundle.
For a nonzero effective algebraic cycle Y (of X ) of pure dimension:
Deﬁnition. The (Zhang absolute or canonical) height of Y relative to L is
h(Y ) := hϕ(Y ) := hϕ,L(Y ) := cˆ1(L|Y )
dim Y+1
(dim Y + 1)c1(L|Y )dim Y
where the ﬁrst two are used under the assumption that the choices of ϕ and L are ﬁxed and clearly
understood from the context.
The numerator cˆ1(L|Y )dim Y+1 (hence also hˆL(Y )) is independent of φ. When restricted to X(Q),
hϕ is precisely the usual canonical height.
768 S.-i. Ih / Journal of Number Theory 131 (2011) 750–7802.8. Diophantine results on dynamical systems
As is with most of the topics so far, everything throughout this paper from now on still goes well
with an arbitrary Chebyshev morphism (recall Section 2.2). For convenience, however, from now on
we will always follow Section 2.2, and state, discuss, and prove things only in the case where the
Chebyshev polynomial z → P2(z) = z2 − 2 is chosen (and further, N = 2 from Section 3 on). Hence,
for convenience, a Chebyshev morphism will mean the one induced by P2, here and in Sections 3
and 4 below.
Let
ϕ (resp. φ) : PN → PN
be the Chebyshev morphism discussed above (resp. the componentwise squaring morphism). Let
ϕ′
(
resp. φ′
) : (P1)N → (P1)N
be the morphism each of whose component morphisms on P1 is induced by the Chebyshev poly-
nomial P2 (resp. the morphism each of whose component morphisms on P1 is the componentwise
squaring map). We have
PN
ρ←↩ GNm
ρ ′
↪→ (P1)N
where ρ(x1, . . . , xN ) := [1, x1, . . . , xN ] and ρ ′(x1, . . . , xN ) := ([1, x1], . . . , [1, xN ]).
Let hφ be the Zhang canonical height attached to φ and OPN (1) on PN (more precisely, with an
adelic metric) as in Section 2.7 above. For all points in PN (Q), hφ indeed agrees with the standard
Weil height (usually denoted by) hPN on P
N .
Likewise, let hφ′ be the Zhang canonical height attached to φ′ and O(P1)N (1, . . . ,1) on (P1)N . For
all points in (P1)N (Q), this agrees with
∑N
i=1 hP1 ◦ πi , where hP1 is the standard Weil height on P1
and πi : (P1)N → P1 is the ith projection (1 i  N). It is immediate that
hφ ◦ ρ  hφ′ ◦ ρ ′ (11)
on GNm(Q).
The morphism Gm → A1, x → x + x−1 extends to a morphism P1 → P1, and in turn we have a
natural (P1-componentwise) induced ﬁnite morphism (of degree 2N ) π : (P1)N → (P1)N . It is easy to
check that this morphism is compatible with ϕ′ and φ′ on (P1)N in the sense that
ϕ′ ◦π = π ◦ φ′. (12)
Let hϕ′ be the Zhang canonical height attached to ϕ′ and O(P1)N (1, . . . ,1) on (P1)N . It then follows
from the projection formula that
hϕ′ ◦π = 2Nhφ′ . (13)
Recall the following well-known results (see [14,31,32]; and also [1] and [13]): for any closed
subvariety X of PN ,
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from Zhang’s successive minima, Thm. 1.10 of [31]
)
⇒ the set of φ-preperiodic points on X(Q) is Zariski dense
(from Thm. 6.2 of [32] and Thm. 2 of [14])
⇒ the orbit of X under φ is ﬁnite
(from Thm. 6.2 of [32] or Thm. 2 of [14])
⇒ hφ(X) = 0(
trivial or from Thm. 2.4(c) of [31]
)
.
Thus all these statements are equivalent. (Here it may also be worth mentioning [17] and [30].)
Remarks. (1) Here the ﬁrst sentence means that the set of points of hφ-value   on X(k) is Zariski
dense in X(k) for any  > 0, as is often found in the literature. In what follows we will use similar
expressions.
(2) By moving the place of 1 to another place, if necessary, in the deﬁnition of ρ , we may assume,
without loss of generality, that X ∩ ρ(GNm) is Zariski dense in X in the above equivalence statements.
The same remark will apply to all the equivalence statements for ϕ below. Its analogous statement
will apply to all the equivalence statements for φ′ below, i.e., by moving places of 1’s to other places,
if necessary, in the deﬁnition of ρ ′ , we may assume, without loss of generality, that Y ∩ ρ ′(GNm) is
Zariski dense in Y . We will not repeat this remark there, however, for simplicity.
Exactly likewise, we also have: for any closed subvariety Y of (P1)N ,
hφ′(Y ) = 0 ⇐⇒ the set of hφ′-small points on Y (Q) is Zariski dense
⇐⇒ the set of φ′-preperiodic points on Y (Q) is Zariski dense
⇐⇒ the orbit of Y under φ′ is ﬁnite.
With the help of the equalities (12) and (13), this similarly implies: for any closed subvariety Y
of (P1)N ,
hϕ′(Y ) = 0 ⇐⇒ the set of hϕ′-small points on Y (Q) is Zariski dense(
from Zhang’s successive minima, Thm. 1.10 of [31]
)
⇐⇒ the set of hφ′-small points on
(
π−1(Y )
)
(Q) is Zariski dense(
from (13)
)
⇐⇒ the set of φ′-preperiodic points on (π−1(Y ))(Q) is Zariski dense(
from the above equivalences for φ′
)
(
resp. ⇐⇒ the orbit of π−1(Y ) under φ′ is ﬁnite(
from the above equivalences for φ′
))
⇐⇒ the set of ϕ′-preperiodic points on Y (Q) is Zariski dense(
from (12) or (13)
)
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resp. ⇐⇒ the orbit of Y under ϕ′ is ﬁnite(
from (12)
))
.
Let hϕ be the Zhang canonical height attached to ϕ and OPN (1) on PN . Indeed, for any hypersur-
face X of PN , N · (degree of X) · hϕ(X) is equal to h(X) :=∑v hv(X) in Section 2.2. As in (11), we
have:
hϕ ◦ ρ  hϕ′ ◦ ρ ′ (14)
on GNm(Q).
Let X be any closed subvariety of PN , and let Y be the Zariski closure of ρ ′(ρ−1(X)) in (P1)N .
Then we have:
hϕ(X) = 0 ⇐⇒ the set of hϕ-small points on X(Q) is Zariski dense(
from Zhang’s successive minima, Thm 1.10 of [31]
)
⇐⇒ the set of hϕ′-small points on Y (Q) is Zariski dense(
from (14)
)
⇐⇒ the set of ϕ′-preperiodic points on Y (Q) is Zariski dense(
from the above equivalences for ϕ′
)
(
resp. ⇐⇒ the orbit of Y under ϕ′ is ﬁnite(
from the above equivalences for ϕ′
))
⇐⇒ the set of ϕ-preperiodic points on X(Q) is Zariski dense(
trivial or from (14)
)
.
Finally, we restrict ourselves to the case N = 2, and recall the line L0 on P2 given by a polynomial
a0x0 +a1x1 +a2x2 (a0,a1,a2 ∈ Q×) in Introduction. Assume that L0 is nondegenerate on [−2,2]2 (see
Introduction). As was observed in the beginning of Section 2.6, we have
#
({
(x1, x2) ∈ [−2,2]2: f (x1, x2) = 0
})
< ∞
where f (x1, x2) := a0 + a1x1 + a2x2. Thus Proposition 2.2.1 (ii) implies esp. that the set of ϕ-
preperiodic points of L0(Q) is ﬁnite (since ζ +ζ−1 = ζ +ζ ∈ [−2,2] for any root of unity ζ ). Therefore
the above equivalences for ϕ imply that
∑
v
hv(a0 + a1x1 + a2x2) = h(L0) = 2hϕ(L0) > 0.
(See Section 2.2 for the deﬁnitions of h and the hv .)
3. The proof of Theorem 1.0.3
For convenience, we restate Theorem 1.0.3 here. Later in the proof of Theorem 1.0.2 we will “sum”
over all the (ﬁnite or inﬁnite) v the quantity of the left-hand side of the equality appearing in Theo-
rem 3.0.1 below. This sum will give [k : Q]h(D), see Section 2.2 for the notation h(D).
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sequence of preperiodic points on a Chebyshev dynamical system on A2(k). Suppose that D is the effective
divisor on P2 that is a line nondegenerate on [−2,2]2 and is given by a linear homogeneous polynomial
f0 ∈ k[x0, x1, x2]. Write f = f0(1, x1, x2). Then for any prime v of k, we have
lim
n→∞
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v = [k : Q]hv(D).
Proof of Theorem 3.0.1, whence also of Theorem 1.0.3. We begin by recalling some ﬁxed notation
and set-up for Theorem 1.0.3; k is a number ﬁeld with ring of integers Ok , and P2 is equipped
with the Chebyshev dynamical system coming from the Chebyshev morphism induced by (z1, z2) →
(z21 − 2, z22 − 2).
We also recall that D is given by a linear homogeneous polynomial f0 in k[x0, x1, x2] with f :=
f (x1, x2) := f0(1, x1, x2) /∈ k, and that D is a line which is nondegenerate on [−2,2]2. We may assume
that f has coeﬃcients in Ok , and that f does not vanish at any of the Pn .
For any prime v of k, look at the sum
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v
where each coordinate of Pn ∈ A2(k) is of type ζ + ζ−1 for some root of unity ζ .
We then have to show
lim
n→∞
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v = [k : Q]hv( f ). (15)
We divide it into two cases.
Case (i) v  ∞. Proposition 2.3.3 gives (15) in this case.
Case (ii) v | ∞. In this case, we want to show explicitly that
lim
n→∞
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v = A
where
A := 1
π2
2∫
−2
2∫
−2
1√
4− x21
√
4− x2N
log
∣∣ f (x1, x2)∣∣v dx1 dx2.
We may assume that | |v is the usual absolute value on C, i.e., that |z|v =
√
zz (z the complex
conjugate of z) for all z ∈ C, and will suppress v from the notation from now on for convenience.
The reduction of the goal to the smallness of the part of larg .
Write I := [−2,2]2 for convenience. Recall that ZR( f ) is the real zero locus of f . If ZR( f ) ∩ I = ∅,
then (a simple application of) the equidistribution theorem of Szpiro–Ullmo–Zhang gives the desired
result, cf. Theorem 3.1 of [26] (see also Theorem 3.1 of [6] or Theorem 1.2(b) of [7], and Theorem 3.1
of [29]).
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= ∅. We note that
∫ 
0 log
t
 dt = − for any  > 0. Let  > 0 be
given. Then for any P ∈ I − ZR( f ), deﬁne
larg(P ) := logmin
{
1,
| f (P )|

}
.
Note that larg is supported on
J := I ∩
∣∣ f (·)∣∣−1([0, ]), (16)
and is  0.
Write
log
∣∣ f (P )∣∣= larg(P ) + g(P )
where g is a continuous function on I.
Hence it follows that
1
π2
2∫
−2
2∫
−2
1√
4− x21
√
4− x22
g(x1, x2)dx1 dx2
= A − 1
π2
2∫
−2
2∫
−2
1√
4− x21
√
4− x22
larg(x1, x2)dx1 dx2. (17)
On one hand, again by (a simple application of) the equidistribution of Szpiro–Ullmo–Zhang (see
above) we see that for all n  1,
∣∣∣∣ 1[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
g
(
Pσn
)− 1
π2
2∫
−2
2∫
−2
1√
4− x21
√
4− x22
g(x1, x2)dx1 dx2
∣∣∣∣< 
where Pσn := (Pn)σ is deﬁned by the componentwise Galois action of σ on Pn .
On the other hand, recalling the deﬁnition of larg and g , we see that for all small  > 0,
∣∣∣∣∣ 1π2
2∫
−2
2∫
−2
1√
4− x21
√
4− x22
g(x1, x2)dx1 dx2 − A
∣∣∣∣∣
is small.
Hence, given any small  > 0, it suﬃces to show that for all n  1,∣∣∣∣ 1[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
larg
(
Pσn
)∣∣∣∣ (18)
is small.
First, recall that  > 0 is given, and that larg is supported on J . If Pσn ∈ I− J , then larg(Pσn ) = 0
and thus the Pσn ∈ I − J have no contribution to the sum in (18).
A division of the region near Supp D .
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log
∣∣ f (Pn)∣∣−C logMn + O (1)
where C > 0 is a constant independent of n, Mn is determined by Pn as in Proposition 2.6.2, cf. (20)
below, and O (1) is independent of n. Note this inequality is true not only for Pn itself, but also for
any of its k-Galois conjugates.
Recall the deﬁnition of larg and again the fact that a small  > 0 is given. For all n  1 and all
σ ∈ Gal(k(Pn)/k), it then follows that
larg
(
Pσn
)
−C logMn + O (1). (19)
Write
Pn = (xζn,1 , xζn,2) (20)
with each ζn, j being a root of unity, and let
d := dn :=
⌈(
2∏
j=1
[
k(xζn, j ) : k
]) 34⌉
. (21)
Recall that xζn, j = ζn, j + ζ−1n, j , and that Mn above is equal to the maximum of the orders of ζn, j
( j = 1,2).
For each 0 r   d , deﬁne
I−,r :=
[
−2 (r + 1)
d
,−2 r
d
]
and I+,r :=
[
2
r
d
,2
(r + 1)
d
]
.
Hence we get
[−2,2] ⊂
 d ⋃
r=0
(
I−,r ∪ I+,r
)
.
For each 0 s d− 1, let
J,s := I ∩
∣∣ f (·)∣∣−1([ s
d
,
(s+ 1)
d
])
. (22)
Thus, from (16) we have
J =
d−1⋃
s=0
J,s.
We observe
J ⊂
 d ⋃
r =0
 d ⋃
r =0
(II−,r1 ,I
−
,r2
∪ II−,r1 ,I+,r2 ∪ II+,r1 ,I−,r2 ∪ II+,r1 ,I+,r2 ) (23)
1 2
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II1,I2 :=
2∏
j=1
I j .
We will call any of the sets
II±,r1 ,I
±
,r2
(s) := J,s ∩ II±,r1 ,I±,r2 (24)
(with all the possible combinations of signs) an I-cell of J , where 0 r1, r2   d  and 0 s d− 1
are integers.
Recall that f is a linear polynomial (and that ZR( f ) ∩ I is ﬁnite). Hence we see that the number
of I-cells needed to cover J,s is
 d

(25)
where the -constant is independent of d and  .
We may assume that all the coordinates of Pn have suﬃciently large degrees over k. Recall
Lemma 2.4.2. Take, e.g., γ = 1/2 in Lemma 2.4.2. Then it is easy to see that for all n  1: each
I-cell II±,r1 ,I
±
,r2
(s) of J contains at most as many k-Galois conjugates of Pn as

(
2∏
j=1
[
k(xζn, j ) : k
])(
d
)2
(26)
where we recall the notation in (20). Note the nondegeneracy condition implies that ZR( f )∩ ∂RI = ∅,
where ∂RI is the set of all points of I at least one of whose coordinates is equal to ±2.
Observe that
(
2∏
j=1
[
k(xζn, j ) : k
]) 12

[
k(Pn) : k
]
. (27)
Case s = 0.
Here we deal with the case of s = 0, i.e., the k-Galois conjugates of Pn in J,0 (hence very close to
the zero locus of f ). Note that
J,0 =
 d ⋃
r1=0
 d ⋃
r2=0
(
II−,r1 ,I
−
,r2
(0) ∪ II−,r1 ,I+,r2 (0) ∪ II+,r1 ,I−,r2 (0) ∪ II+,r1 ,I+,r2 (0)
)
.
Recall that we may assume that all the coordinates of Pn have suﬃciently large degrees over k.
Then we have:
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∑
σ∈Gal(k(Pn)/k)
Pσn ∈ J,0
larg
(
Pσn
)
from the remark below (16)
 1[k(Pn) : k] ·
{−C logMn + O (1)} · #{Pσn ∈ J,0: σ ∈ Gal(k(Pn)/k)} from (19)
 −C logMn + O (1)[k(Pn) : k] ·
22
d2
(
2∏
j=1
[
k(xζn, j ) : k
])
2 · d

from (25) and (26)
= 4 · −C logMn + O (1)[k(Pn) : k] ·
1
d
(
2∏
j=1
[
k(xζn, j ) : k
])

 4 · −C logMn + O (1)[k(Pn) : k] ·
1
(
∏2
j=1[k(ζn, j) : k])
3
4
(
2∏
j=1
[
k(xζn, j ) : k
])

since d
(
2∏
j=1
[
k(xζn, j ) : k
]) 34
in (21)
= 4 · −C logMn + O (1)[k(Pn) : k] ·
(
2∏
j=1
[
k(xζn, j ) : k
]) 14

 −C logMn − O (1)
[k(Pn) : k] 12
·  from (27)
where Mn and the constant C > 0 are as in (19).
Write φ for the Euler function, and suppose that Mn  1. Since
[
k(Pn) : k
]
 [Q(Pn) : Q][k : Q] 
φ(Mn)
[k : Q]
and φ(Mn)
√
Mn (see Theorem 327, p. 267 of [9]), we see that
[
k(Pn) : k
] 1
2  4√Mn. (28)
From the above long calculation we then have:
0  1[k(Pn) : k]
∑
σ∈Gal(k(Pn)/k)
Pσn ∈ J,0
larg
(
Pσn
)
 −C logMn − O (1)
[k(Pn) : k] 12
· 
 −C logMn − O (1)
4
√
Mn
·  from (28)
 −
where the last inequality is immediate from the fact that C logMn−O (1)4√ ↘ 0 as n → ∞.Mn
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∣∣∣∣ 1[k(Pn) : k]
∑
σ∈Gal(k(Pn)/k)
Pσn ∈ J,0
larg
(
Pσn
)∣∣∣∣ .
I.e., the Pσn ∈ J,0 keep the sum in (18)   (i.e., small) for all n  1, as desired.
Case s 1.
Third, since the case of s = 0 was treated above, we let 1  s  d − 1 and 0  r1, r2   d  be
integers. We will deal with the k-Galois conjugates of Pn in J − J,0 =⋃d−1s=1 J,s . Recall the deﬁnition
of II±,r1 ,I
±
,r2
(s) in (24). If
P ∈ II±,r1 ,I±,r2 (s)
then it follows that
0 larg(P ) log
s
d
.
Now assume that Pn ∈ II±,r1 ,I±,r2 (s). Again recall that we may assume that all the coordinates of Pn
have suﬃciently large degrees over k. Let j := jn = 1 or 2 be the cardinality of a maximal set of
coordinates of Pn := (ζ1 + ζ−11 , ζ2 + ζ−12 ), say {ζi1 + ζ−1i1 , ζi j + ζ−1i j }, whose elements have pairwise
relatively prime degrees (over k). Recall Lemmas 2.4.1 and 2.4.2. Then it is not hard to see, for each
1 s d− 1, that J±,s contains at most as many k-Galois conjugates of Pn (any n  1) as:
[
k(Pn) : k
](
d
)2
O (1)
(
d

)
= [k(Pn) : k]
d
O (1) if j = 2;
[
k
(
ζi1 + ζ−1i1
) : k](
d
)
O (1)
[
k(A) : k0
]= [k(Pn) : k]
d
O (1) if j = 1
where A := {ζ1 + ζ−11 , ζ2 + ζ−12 } − {ζi1 + ζ−1i1 } = {ζi2 + ζ−1i2 }, k0 := k(A)∩ k(ζi1 + ζ−1i1 ), and the implied
constants are independent of d, , and n. Indeed, the case j = 2 comes similarly to (25), while the
case j = 1 comes from additionally noticing that the Galois conjugates of Pn are determined by the
Galois action on {ζi1 + ζ−1i1 , . . . , ζi j + ζ−1i j } up to [k(A) : k0] choices. Also recall the remark following
Lemma 2.4.2.
Then (as before), it follows that:
0  1[k(Pn) : k]
∑
σ∈Gal(k(Pn)/k)
Pσn ∈ J− J,0
larg
(
Pσn
)

∑
1sd−1
(
log
s
d
)

d
=
∑
1sd−1
(
log
{(
s
d
)/

})

d
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∫
0
log
t

dt
= −
as desired. Hence the remaining Pσn ∈ J − J,0 (whence all those remaining in S− J,0) still keep the
sum in (18) small, as desired. Combining the above three cases gives the desired smallness of (18)
after all. 
4. The proof of Theorem 1.0.2
Recall the basic set-up and notation from the beginning of Section 3. For convenience, we rephrase
the main theorem (= Theorem 1.0.2) in a slightly different way.
Theorem 4.0.1 (= Rephrase of Theorem 1.0.2). Suppose that D is the effective divisor of P2 that is equal to
a line nondegenerate on [−2,2]2 . Then the set of all ﬁnite (i.e., outside the hyperplane z0 = 0) preperiodic
(D, S)-integral points (whence in turn the set P2D(Ok,S )preper), i.e.,
P2D(k)S,tor,ﬁn :=
{[z0, z1, z2] ∈ P2(k): [z0, z1, z2] is (D, S)-integral,
z0 = 0, and each ratio z j/z0 is of type ζ j + ζ−1j
with ζ j being a root of unity
}
is not Zariski dense in P2(k).
Remark. For brevity, the points in the set P2D(k)S,tor,ﬁn are called the ﬁnite (D, S)-integral torsion
points on P2, more precisely the ﬁnite (D, S)-integral ϕ-preperiodic points.
Proof of Theorem 4.0.1, whence also of Theorem 1.0.2. Recall the basic set-up and notation from the
beginning of the proof of Theorem 3.0.1 of Section 3. Then recall that we have h( f ) > 0, cf. Section 2.8
(also the end of Section 2.2 explaining related parts of [6] and [7]).
Suppose to the contrary that (Qn)n1 were a sequence of points in P2D(k)S,tor, ﬁn which is generic
in P2. We may assume that f has coeﬃcients in Ok , as before.
Look at the sum
An := 1[k(Pn) : Q]
∑
v of k
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v
where Pn := ( b1b0 ,
b2
b0
) ∈ A2 if Qn = [b0,b1,b2]. Note that each b jb0 is equal to ζ j + ζ−1j for some root of
unity ζ j , and that (Pn)n1 is a sequence of (D0 := D|A2 , S)-integral points on A2(k) which is generic
in A2. Note also that SuppRD0, the real support of D0, is equal to ZR( f ), the real zero locus of f
in A2. (Of course, no Qn belongs to Supp D , and hence f does not vanish at any of the Pn .) The
product formula immediately implies that An = 0 for every n 1.
First, recall Theorem 1.0.3 (= Theorem 3.0.1) tells us that
lim
n→∞
1
[k(Pn) : k]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pn)σ ∣∣v = [k : Q]hv( f )
for all v .
778 S.-i. Ih / Journal of Number Theory 131 (2011) 750–780Second, for the v /∈ S , note further that the integrality hypothesis for Qn (whence for Pn and
also for Pσn ) implies that log | f (Pn)σ |v = [k : Q]hv( f ) for all σ : k(Pn)/k ↪→ kv , cf. indeed, this gives
another proof to the above equality of Theorem 1.0.3 (= Theorem 3.0.1) for (D, S)-integral preperiodic
points in the case of v /∈ S .
Finally, it only remains to put all the above together, as follows:
0= lim
n→∞
1
[k(Pn) : Q]
∑
v of k
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pσn )∣∣v
= lim
n→∞
∑
v of k
1
[k(Pn) : Q]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pσn )∣∣v
= lim
n→∞
∑
v∈S
1
[k(Pn) : Q]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pσn )∣∣v +∑
v /∈S
hv( f )
=
∑
v∈S
(
lim
n→∞
1
[k(Pn) : Q]
∑
σ :k(Pn)/k↪→kv
log
∣∣ f (Pσn )∣∣v
)
+
∑
v /∈S
hv( f )
=
∑
v∈S
hv( f ) +
∑
v /∈S
hv( f )
=
∑
v of k
hv( f )
= h( f )
> 0.
This is a contradiction. Therefore we ﬁnish the whole proof of the main theorem, as desired. 
5. A variant of the Chebyshev dynamical systems
Let k be a number ﬁeld. We look at different Chebyshev polynomials deﬁned by the following
recursion formula:
Q 1(z) := z, Q 2(z) := z2 + 2, and
Qn+1(z) − Qn−1(z) = zQn(z) for all n 2.
Recall Sections 2.1 and 2.2. Similarly, the dynamical system induced by any of the Qn (n 2) (on A1
and hence in turn) on P1 has the properties similar to those for the Chebyshev dynamical systems
in Sections 2.1 and 2.2. See also [12]. Again, similarly, the Chebyshev morphism (on AN and hence
in turn) on PN induced by any single Chebyshev polynomial Qn (n 2) is deﬁned. (Each component
map of AN is given by the same chosen Chebyshev polynomial Qn; more precisely, the ith component
is given by Qn(zi), where i = 1,2, . . . ,N .) It is easy to see the following.
Proposition 5.0.1. Let ψ be a Chebyshev morphism induced by any Chebyshev polynomial Qn (n 2). Then:
(i) The Julia set of the Chebyshev dynamical system given by ψ is [−2i,2i]N , where each [−2i,2i] := {yi ∈
C: y ∈ [−2,2] ⊂ R} is naturally identiﬁed as a subset of the imaginary line on the complex plane.
(ii) The ﬁnite (i.e., outside the hyperplane z0 = 0) preperiodic points of the Chebyshev dynamical system are
the points of type [z0, z1, . . . , zN ], where each ratio z jz0 (z0 = 0) is of type ζ j − ζ−1j for some root ζ j of
unity.
S.-i. Ih / Journal of Number Theory 131 (2011) 750–780 779Let the polynomial a0x0 + a1x1 + a2x2 deﬁne a line L0 of P2, where a0,a1,a2 ∈ Q× .
Deﬁnition. Keep notation above. The line L0 is said to be nondegenerate on [−2i,2i]2 (or [−2i,2i]2-
nondegenerate) if a1/a2 /∈ R and{
(z1, z2) ∈ [−2i,2i]2: a0 + a1z1 + a2z2 = 0 with z1 or z2 = ±2i
}= ∅.
It is then easy to see that arguments similar to the proof of Theorem 4.0.1 (= Theorem 1.0.2) prove
the following:
Theorem 5.0.2. Let P2 be equipped with the Chebyshev dynamical system coming from ψ as above. Suppose
that D is the effective divisor of P2 that is equal to a line nondegenerate on [−2i,2i]2 . Then the set
P2D(k)S,tor,ﬁn :=
{[z0, z1, z2] ∈ P2(k): [z0, z1, z2] is (D, S)-integral,
z0 = 0, and each ratio z j/z0 is of type ζ j − ζ−1j
with ζ j being a root of unity
}
is not Zariski dense in P2(k).
Therefore Conjecture 1.0.1 is proved for the dynamical system on P2 induced by any (single)
Chebyshev polynomial of type Qn (n 2) as well, where the divisor D satisﬁes the hypotheses stated
in Theorem 5.0.2.
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