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In this paper, we propose a new type of solutions, localized solutions, to interval linear
equations Ax = b. The new solutions are based on L-localized solutions and R-localized
solutions. The concepts of the three solutions are given and the characteristics of the new
solutions to the interval linear equations are described bymeans of nonlinear inequality, as
is similar to the well-known Oettli–Prager inequality which is related to themid-point and
interval radius. Some necessary conditions of the three types of solutions to the equations
are given.
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1. Introduction
Systems of interval programming frequently arise in practice, especially in situations when the data cannot be measured
exactly but can be known in a certain range. In recent years, the theory has been widely developed in diverse ways [1],
especially in the interval linear and nonlinear programming even general interval quadratic programming [2–7]. Among
them, the theories and methods for the interval linear equations Ax = b have attracted the attention of many scholars
[8,9,4,10]. In order to characterize the united solutions of the interval linear equations, many types of solutions arose from
a different viewpoint [8,11]. Particularly, Hladík [12] presented an explicit, necessary and sufficient characterization of the
symmetric and skew-symmetric solution set by means of nonlinear inequalities and Shary [13] gave the development of
a number of techniques for inner and outer estimation of the so-called AE-solution sets to interval systems of equations.
Further, Rohn [14–16] gave some approaches to the hull of the solution set of interval linear equations.
As is known to us, original motivations for introducing and studying tolerance solutions came from the problem of crane
construction [17] and from theproblemof input–output planningwith inexact data [18]. The detailed tolerance analysiswith
interval arithmetic and comprehensive solvability theories and methods for the linear tolerance problem are introduced
in [19–21]. Shary [22] proposed a controllable solution set to interval static systems and afforded sufficient criteria for
the existence of the controllable solution. The detailed characterization of tolerance solutions and control solutions were
both described by the well-known Oettli–Prager type theorem in [23]. As the requirement of practical problems, [21,22]
applied mathematical modeling and the system analysis to clarify the above two solutions. In addition, tolerance analysis
and approach have great practical value [19], which have been used to tackle the perturbations of parameters in sensitivity
analysis and multiobjective linear programming problems [24–26]. However, the above two solutions only can cover a
∗ Corresponding author.
E-mail address:wang470325243@126.com (H. Wang).
0377-0427/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2012.08.016
30 W. Li et al. / Journal of Computational and Applied Mathematics 238 (2013) 29–38
fraction of the united solution set [8,2,11]. The localized solutions proposed in the paper, can compensate for the lack of
them and describe the characterization of the united solution set of the interval linear equations better.
2. Preliminaries
Throughout the paper, we follow the definitions and notations given in [23], which provides a detailed survey on
solvability of system of interval linear equations and inequalities.
Let A, A ∈ Rm×n, and A ≤ A. The set of matrices
A = [A, A] = {A ≤ A ≤ A}
is called an interval matrix, where matrices A and A are referred to as its lower and upper bounds. Similarly, we define an
interval vector b as an one-column interval matrix
b = [b, b] = {b ≤ b ≤ b},
where b, b ∈ Rm.
Denote by Ac and∆ the center and radius matrices given by
Ac = 12 (A+ A), ∆ =
1
2
(A− A),
respectively. Then A = [Ac −∆, Ac +∆]. Similarly, the center and radius vectors are defined as
bc = 12 (b+ b), δ =
1
2
(b− b),
respectively. Then b = [bc − δ, bc + δ].
Let Ym be the set of all {−1, 1}m-dimensional vectors, i.e.
Ym = {y ∈ Rm| | y |= e},
where e = (1, . . . , 1)T is the m-dimensional vector of all 1’s. For a given y ∈ Ym, let
Ty = diag(y1, . . . , ym),
denote the corresponding diagonal matrix. For any m-dimensional vector x, when i ∈ {1, . . . ,m}, let
(sgn(x))i =

1 if xi ≥ 0,
−1 if xi < 0.
Then we can write |x| = Tzx, where z = sgn (x).
For a given interval matrix A = [Ac −∆, Ac +∆] and vectors y ∈ Ym and z ∈ Yn, we introduce the following matrices:
Ayz = Ac − Ty∆Tz .
In order to study the interval of convenience, we introduce the following interval order relations.
Definition 1. For two intervals a = [a, a], b = [b, b].
(i) If a ≤ b and a ≤ b, a is weakly less than or equal to b, denoted by a≤w b;
(ii) If a ≤ b ≤ a ≤ b, a is strictly less than or equal to b, denoted by a≤st b;
(iii) If a ≤ b, a is strongly less than or equal to b, denoted by a≤s b, especially when a < b, a is strongly less than b, denoted
by a<s b;
(iv) If a ≥ b and a ≤ b, a is less than or equal to b, denoted by a≤⊆ b.
In this paper, we remark that for a real number x, we can regard it as an interval, i.e. x = [x, x], then Definition 1 also can
reflect the relationship between a real number and an interval. For two vectors x = (x1, . . . , xn)T , y = (y1, . . . , yn)T , x ≤ y
means that xi ≤ yi, i = 1, 2, . . . , n.
From Definition 1, we can see that if a≤st b or a≤s b, there must hold a≤w b. For example, let two intervals a = [1, 3],
b = [2, 4], it is easy to see a≤st b and we must obtain a≤w b; If let another interval c = [4, 5], we can also get that a≤s c
and thus a≤w c.
Assume that a≤st b, the interval a can be divided into two adjacent intervals a′ and a′′, a = a′ ∪ a′′, where a′ = [a, b],
a′′ = [b, a]. It is clear that a′≤s b and a′′≤⊆ b. For example, consider again the interval number a = [1, 3], b = [2, 4],
a≤st b. Divided the interval number a as a = [1, 2] ∪ [2, 3] := a′ ∪ a′′, then we have a′≤s b and a′′≤⊆ b. Particularly, if the
intervals a and b are regarded as two sets, (iv) reflects the containment relationship of a and b, i.e. a is contained in bwhen
a≤⊆ b.
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3. The definition of localized solutions of a system of equations
We start with the interval system of linear algebraic equations
Ax = b (1)
given with an intervalm× n-matrix A and an interval value coefficientm-vector b. It is common knowledge that (1) is only
a formal symbol, which in itself can lead to different explanations. For instance, the united solution, the weak solution and
the tolerance solution are introduced by some authors [2,20,27,21,22].
A vector x ∈ Rn is called aweak solution of Ax = b if it satisfies Ax = b for some A ∈ A, b ∈ b and all such x can constitute
the united solution set
∃∃(A, b) = {x ∈ Rn|Ax ∩ b ≠ ∅} = {x ∈ Rn|0 ∈ Ax− b}.
Besides, we can say the system Ax = b is weakly solvable if it has a weak solution (see [8,2,11]).
A vector x ∈ Rn is called a tolerance solution of Ax = b if it satisfies Ax ∈ b for each A ∈ A and all such x can constitute
the tolerable solution set
∀∃(A, b) = {x ∈ Rn | A · x ⊆ b},
where ‘‘·’’ is the common interval matrix multiplication. Besides, we can say the system Ax = b is tolerable if it has a
tolerance solution (see [2,20,27,21]).
A vector x ∈ Rn is called a control solution of Ax = b if for each b ∈ b there exists an A ∈ A such that Ax = b holds and all
such x can constitute the controllable solution set
∃∀(A, b) = {x ∈ Rn | A · x ⊇ b}.
Besides, we can say the system Ax = b is controllable if it has a control solution(see [22]).
From the viewpoints of the interval order relation, tolerance solutions and control solutions reflect the containment
relationship of A · x and b, i.e. A · x≤⊆ b and b≤⊆ A · x, respectively. Nevertheless, if there exists a vector x such that A · x
strictly less than or equal tob or vice versa, it is necessary to propose localized solutions,whichwill be defined in this section.
First, we draw attention to the concept of two new types of solutions of interval linear algebraic systems.
Definition 2. A vector x ∈ Rn is called an L-localized solution if there holds Ax ∈ b for some A ∈ A and Ax≤s b for the other
A ∈ A.
Note that the vector Ax can be regarded as an interval [Ax, Ax]. All such L-localized solutions can constitute the L-localized
solution set
LS
(A, b) = {x ∈ Rn|A · x≤st b},
which is formed by all point vectors x ∈ Rn, such that A · x is strictly less than or equal to b. In an analogy with tolerance
solutions, we can say the system Ax = b is L-localized if it has an L-localized solution. For example, the two-dimensional
system[1, 2] [3, 4]
[2, 3] [3, 5]

x =
[5, 7]
[6, 9]

(2)
has an L-localized solution x = (1, 1)T since we can see that[1, 2] [3, 4]
[2, 3] [3, 5]

1
1

=
[4, 6]
[5, 8]

≤st
[5, 7]
[6, 9]

.
Definition 3. A vector x ∈ Rn is called a R-localized solution if there holds Ax ∈ b for some A ∈ A and −Ax≤s−b for the
other A ∈ A.
All such R-localized solutions can constitute the R-localized solution set
RS
(A, b) = {x ∈ Rn|(−A · x)≤st(−b)},
which is formed by all point vectors x ∈ Rn, such that b is strictly less than or equal to A · x. Similarly, we can say the system
Ax = b is R-localized if it has a R-localized solution. For example, the system (2) has a R-localized solution x = (2, 1)T as
we can see that[1, 2] [3, 4]
[2, 3] [3, 5]

2
1

=
 [5, 8]
[7, 11]

and
[5, 7]
[6, 9]

≤st
 [5, 8]
[7, 11]

.
Based on L-localized solutions and R-localized solutions, we propose the third type of solutions, localized solutions.
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Fig. 1. A model for interpretation of the united solution set.
Definition 4. A vector x ∈ Rn is called a localized solution if each row index of the system Ax = b is either L-localized or
R-localized.
All such localized solutions can constitute the localized solution set
ST
(A, b) = {x ∈ Rn|(A · x)i≤st bi, i ∈ P; (−A · x)j≤st(−b)j, j ∈ Q },
where P = {i|(A · x)i≤st bi, i ∈ {1, . . . ,m}} and Q = {1, 2, . . . ,m} − P .
The localized solution set is formed by all point vectors x ∈ Rn such that A · x is strictly less than or equal to b for some
rows and b is strictly less than or equal to A · x for other rows. Because localized solutions are formed by L-localized parts
and R-localized parts, localized solutions become L-localized solutions when P = {1, 2, . . . ,m}; localized solutions become
R-localized solutions when P = ∅. Similarly, we can say the system Ax = b is localized if it has a localized solution.
For example, the system (2) has a localized solution x = ( 94 , 12 )T since
[1, 2] [3, 4]
[2, 3] [3, 5]
941
2
 =


15
4
,
13
2


6,
37
4


and the first row of the system satisfies [ 154 , 132 ] ≤st [5, 7], which is L-localized and the next row satisfies [6, 9] ≤st [6, 374 ],
i.e. [− 374 ,−6] ≤st [−9,−6], which is R-localized.
To clarify what the localized solution set has to do with the mathematical modeling and the system analysis, it is very
instructive to consider its practical interpretation. Let the ‘‘black box’’ (see Fig. 1) be given with the input subjection vector
x ∈ Rn and the output response vector y ∈ Rm, where the input–output relationship is linear, i.e. y = Axwith a realm× n-
matrix A = (aij). Suppose that the parameters of the black box are not precisely known, but are given only by intervals
aij, aij ∈ aij, which constitutes the intervalm× n-matrix A = (aij).
Sergey P. Shary in[21,22] applied the above model to introduce the concept of the tolerable solution set and the
controllable solution set. For any values of the parameters aij ∈ aij, if there exist input signals x, which cause the output
response y within the required tolerances b, the set of all such x just constitutes

∀∃(A, b). If there exist input signals x
which can be transferred to any desired output state y ∈ b by the appropriate choice of the parameters aij of the system,
the set of all such x just constitutes

∃∀(A, b). However, the input signals x sometimes may not satisfy the two conditions
above. For example, for any values of the parameters aij ∈ aij, if the input signals x cause both some output response ywithin
the required tolerances b and others on the left side of b, the set of all such x just constitutes

LS(A, b). Similarly, for any
values of the parameters aij ∈ aij, if the input signals x cause both some output response y within the required tolerances
b and others on the right side of b, the set of all such x just constitutes

RS(A, b). Finally, for any values of the parameters
aij ∈ aij, if the input signals x cause some rows of the system Ax = b are L-localized and others are R-localized, then the set
of all such x can constitutes

ST (A, b).
Using the above model and some explanations, we can see that the L-localized solutions demand that bmust be located
in the output of A · x and b is the least upper bound of A · x (b is a warning point and A · x only can be allowed to reach the
point which is on the left of b, otherwise that may cause some negative effects); Similarly, the R-localized solutions demand
that bmust be located in the output of A · x and b is the greatest Lower Bound of A · x (b is also regarded as a warning point
and A · x only can be allowed to reach the point which is on the right of b, otherwise that may cause some negative effects).
As for the localized solutions, we can divide the row index of the system into two scenarios and discuss them respectively.
To explain them more clearly, we give the following practical example, a developed version of example given in [28].
There are 1000 chickens raised in a chicken farm. Initially, they are raised with forage I, which per kilogram contains
48%–52% protein and 0.5%–0.8% calcium. After a period of time, these chickens are found fat, stunted and smaller than
normal chickens. Through nutritional experts’ diagnosis and analysis, the following conclusions are given: the chickens’
symptoms result from eating too much protein, which prevents the absorption of calcium, and besides forage I is lacking
in sufficient amounts of available calcium. In order to make the chickens grow healthy, the expert recommends another
forage- forage II and suggests that the two kinds of forage could bemixed together to raise the chickens. Every kg of forage II
contains 8.5%–11.5% protein and 0.3% calcium. Nutritionally, each normal chicken eats 0.1–0.13 kg of forage every day, and
it needs 0.021–0.023 kg of protein and 0.0004–0.0006 kg of calcium every day. How should the forage be mixed in order to
change the present chickens’ ill health?
Obviously, the parameters in the problem are interval numbers, they cannot be solved by classical linear function, so we
establish the following model.
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Let x1 kg of forage I and x2 kg of forage II be needed in the whole chicken farm every day. Then we have the following
linear interval systems
x1 + x2 = [0.1, 0.13] × 1000,
[0.48, 0.52]x1 + [0.085, 0.115]x2 = [0.021, 0.023] × 1000,
[0.005, 0.008]x1 + 0.003x2 = [0.0004, 0.0006] × 1000,
x1, x2 ≥ 0.
From the problem, we should reduce the supply of the amount of protein, because too much protein makes chickens ill, so
the required solution (x1, x2) should satisfy
[0.48, 0.52]x1 + [0.085, 0.115]x2≤st [21, 23],
since the point 23 can be regarded as a warning point. Thus each chicken should not eat more than 0.023 kg protein every
day, then 1000 chickens should not eatmore than 23 kg protein every day. So if these chickens havemore than 23 kg protein
every day, they may be faced with the dangerous situation and the current problem for the chickens can not be changed.
Similarly, the supply of the amount of calcium should be increased and the required solution (x1, x2) should satisfy
[−0.008,−0.005]x1 − 0.003x2≤st [−0.6,−0.4],
since the point−0.4 can also be regarded as a warning point. Thus each chicken should eat more than 0.4 g calcium every
day, then 1000 chickens should eat more than 0.4 kg calcium every day, or we cannot change the chickens’ bad situation.
In fact, we need to find the localized solutions of the system [0.48, 0.52] [0.085, 0.115]
[0.005, 0.008] 0.003

x1
x2

=
 [21, 23]
[0.4, 0.6]

.
Specifically, the required localized solutions demand that the first row is L-localized and the second row is R-localized. So
the solution (x1, x2) we need should be included in the localized solution set, i.e.,

ST (A, b). As long as we find the proper
(x1, x2) ∈ ST (A, b), besides, x1 and x2 satisfied x1 + x2 = [100, 130] and x1, x2 ≥ 0, the bad situation of these chickens
will be controlled and even changed. Then the point becomes to obtain the localized solution set, which could be so hard
but may interesting. At first, we introduce the characterizations of localized solutions to a system of equations, which may
be helpful to obtain

ST (A, b).
4. The characterizations of localized solutions to a system of equations
In this section we consider finding some sufficient and necessary conditions of the existence of localized solutions
to a system of equations so as to obtain its characterizations. For the sake of convenience, we need to describe the
characterizations of L-localized solutions, R-localized solutions and localized solutions, respectively.
4.1. L-localized solutions
In this section, we give two sufficient and necessary conditions and a necessary condition for existence of L-localized
solutions.
First we state an auxiliary result which is introduced by Fiedler et al. [23].
Lemma 1. Let A be an m× n interval matrix and let x ∈ Rn. Then there holds
{Ax|A ∈ A} = [Acx−∆|x|, Acx+∆|x|]. (3)
Theorem 1. A vector x is an L-localized solution of Ax = b if and only if it satisfies
−∆|x| − δ ≤ Acx− bc ≤ −|∆|x| − δ|. (4)
Proof. According to Lemma 1,
{Ax|A ∈ A} = [Acx−∆|x|, Acx+∆|x|].
If x is an L-localized solution of Ax = b, then we have A ·x≤st b and thus [Acx−∆|x|, Acx+∆|x|] ≤st [b, b], which implies
Acx−∆|x| ≤ bc − δ ≤ Acx+∆|x| ≤ bc + δ, (5)
and
Acx− bc ≤ ∆|x| − δ,
Acx− bc ≥ −∆|x| − δ,
Acx− bc ≤ −∆|x| + δ.
(6)
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Hence
−∆|x| − δ ≤ Acx− bc ≤ min{−∆|x| + δ,∆|x| − δ}, (7)
which can imply (4). Conversely, if x satisfies (4), then x satisfies (7), (6) and (5). Hence, x satisfies [Acx − ∆|x|, Acx +
∆|x|] ≤st [b, b], which gives that x is an L-localized solution of Ax = b. 
Theorem 2. A vector x is an L-localized solution of Ax = b if and only if x solves
Aezx ≤ b,
−A−ezx ≤ −b,
A−ezx ≤ b,
(8)
where z = sgn (x).
Proof. If x is an L-localized solution of Ax = b, according to Theorem 1, (5) holds.
Note that z = sgn (x), then we can substitute |x| = Tzx into (5) which leads to
Aezx ≤ b ≤ A−ezx ≤ b, (9)
which implies (8). Conversely, if x satisfies (8) for z0 = sgn (x), then (9) holds for z0, i.e.,
Aez0x ≤ b ≤ A−ez0x ≤ b,
which implies
Acx−∆Tz0x ≤ bc − δ ≤ Acx+∆Tz0x ≤ bc + δ. (10)
As z0 = sgn (x), then we have Tz0x ≥ 0 and Tz0x = |x|. We can substitute Tz0x = |x| into (10) which lead to (5). Hence, x
satisfies [Acx−∆|x|, Acx+∆|x|] ≤st [b, b], which gives that x is an L-localized solution of Ax = b. 
Theorem 2 shows that, if the system (8) has no solution for any z ∈ Yn, the equations Ax = b have no L-localized solution.
Theorem 3. A vector x is an L-localized solution of Ax = b, then the system
Ax1 − Ax2 ≤ b,
−Ax1 + Ax2 ≤ −b, (11)
Ax1 − Ax2 ≤ b,
x1 ≥ 0, x2 ≥ 0,
has a solution x1, x2.
Proof. If x is an L-localized solution of Ax = b, according to Theorem 1, (5) holds. For x1 = x+ ≥ 0, x2 = x− ≥ 0, we have
x = x1 − x2, |x| = x1 + x2 and the inequalities (5) turn into
Ac(x1 − x2)−∆(x1 + x2) ≤ b ≤ Ac(x1 − x2)+∆(x1 + x2) ≤ b,
which gives
Ax1 − Ax2 ≤ b ≤ Ax1 − Ax2 ≤ b,
which implies (10). 
Theorem 3 shows that, if the system (10) has no solution, the equations Ax = b have no L-localized solution.
4.2. R-localized solutions
In this section, we give two sufficient and necessary conditions and a necessary condition for the existence of R-localized
solutions.
Theorem 4. A vector x is a R-localized solution of Ax = b if and only if it satisfies
|∆|x| − δ| ≤ Acx− bc ≤ ∆|x| + δ. (12)
Proof. Similar to the proof of Theorem 1. 
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Theorem 5. A vector x is a R-localized solution of Ax = b if and only if x solves
−Aezx ≤ −b,
Aezx ≤ b,
−A−ezx ≤ −b,
where z = sgn (x).
Proof. Similar to the proof of Theorem 2. 
Similar to Theorem 2, if the above system has no solution for any z ∈ Yn, the equations Ax = b have no R-localized
solution.
Theorem 6. A vector x is a R-localized solution of Ax = b, then the system
−Ax1 + Ax2 ≤ −b,
Ax1 − Ax2 ≤ b,
−Ax1 + Ax2 ≤ −b,
x1 ≥ 0, x2 ≥ 0.
Proof. Similar to the proof of Theorem 3. 
Similar to Theorem 3, if the above system has no solution, the equations Ax = b have no R-localized solution.
4.3. Localized solutions
In this section, we give two sufficient and necessary conditions and a necessary condition for the existence of localized
solutions. First, we introduce some additional notations. Let:
ej be a m-dimensional column vector which has 1 at row j and 0 elsewhere;
Ejj be am×mmatrix which has 1 at the position (j, j) and 0 elsewhere.
Theorem 7. A vector x is a localized solution of Ax = b if and only if it satisfies
−∆|x| − δ ≤ Aˆcx− bˆc ≤ −|δ −∆|x||, (13)
where Aˆc = (Im×m − 2j∈M Ejj)Ac , bˆc = (Im×m − 2j∈M Ejj)bc , M = {j|[b, b]j≤st [Acx−∆|x|, Acx+∆|x|]j, 1 ≤ j ≤ m}.
Proof. ‘‘Only if’’: If x is a localized solution of Ax = b, we discuss the problem into two scenarios.
(i) If row i of the system Ax = b is L-localized, it satisfies (A · x)i≤st bi and from (5), we have
(Acx)i − (∆|x|)i ≤ (bc)i − (δ)i ≤ (Acx)i + (∆|x|)i ≤ (bc)i + (δ)i. (14)
(ii) If row j of the system Ax = b is R-localized, it satisfies−(A · x)j≤st −bj and similarly from Theorem 4, we can obtain
(bc)j − (δ)j ≤ (Acx)j − (∆|x|)j ≤ (bc)i + (δ)j ≤ (Acx)j + (∆|x|)j, (15)
which implies
−(Acx)j − (∆|x|)j ≤ −(bc)i − (δ)j ≤ −(Acx)j + (∆|x|)j ≤ −(bc)j + (δ)j. (16)
LetM = {j|[b, b]j≤st [Acx−∆|x|, Acx+∆|x|]j, 1 ≤ j ≤ m} and put (14) and (16) together as
Acx− 2

j∈M
(Acx)jej −∆|x| ≤ bc − 2

j∈M
(bc)jej − δ ≤ Acx− 2

j∈M
(Acx)jej +∆|x| ≤ bc − 2

j∈M
(bc)jej + δ, (17)
which is equal to
−δ −∆|x| ≤ Acx− bc − 2

j∈M
(Acx− bc)jej ≤ −δ +∆|x|, (18)
and
−δ −∆|x| ≤ Acx− bc − 2

j∈M
(Acx− bc)jej ≤ δ −∆|x|, (19)
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further, we have
−δ −∆|x| ≤ Acx− bc − 2

j∈M
(Acx− bc)jej ≤ −|δ −∆|x||. (20)
Because (Acx)jej = EjjAcx, (bc)jej = Ejjbc , (20) implies that
−∆|x| − δ ≤

Im×m − 2

j∈M
Ejj

Acx−

Im×m − 2

j∈M
Ejj

bc ≤ −|δ −∆|x||. (21)
Let (Im×m − 2j∈M Ejj)Ac = Aˆc, (Im×m − 2j∈M Ejj)bc = bˆc , then we have (13).
‘‘If’’: Conversely, if x satisfies (13), then x satisfies (21), from the proof of the ‘‘only if’’ part, x satisfies (17)–(20). For each
row of the system Ax = b, if row k ∈ M(1 ≤ k ≤ m), then (17) can be turned into (16), which implies row k is R-localized
and if any row k ∉ M(1 ≤ k ≤ m), then (17) can be turned into (14), which implies row k is L-localized. So we can imply
that x is a localized solution of Ax = b. 
In fact, if M = ∅, (13) will become (4), i.e. the vector x, which solves (13), is an L-localized solution; If M = {1, . . . ,m},
(13) will become (12), i.e. the vector x, which solves (13), is a R-localized solution.
Theorem 8. A vector x is a localized solution of Ax = b if and only if x solves
−Aˆezx ≤ −b, (22)
Aˆezx ≤ b, (23)
Aezx ≤ bˆ, (24)
−A−ezx ≤ −bˆ, (25)
where Aˆez = Aez + 2(j∉M Ejj)∆Tz , bˆ = b+ 2(j∈M Ejj)δ where z = sgn (x).
Proof. ‘‘Only if’’: If x is a localized solution of Ax = b, according to Theorem 7, (14) and (15) hold. Note that z=sgn (x), we
can substitute |x| = Tzx into (14) and (15) which lead to
(Aezx)i ≤ (b)i ≤ (A−ezx)i ≤ (b)i, (26)
(b)j ≤ (Aezx)j ≤ (b)j ≤ (A−ezx)j. (27)
Then (26) and (27) give
(b)i ≤ (A−ezx)i ≤ (b)i, (28)
(Aezx)i ≤ (b)i ≤ (A−ezx)i, (29)
(b)j ≤ (Aezx)j ≤ (b)j, (30)
(Aezx)j ≤ (b)j ≤ (A−ezx)j, (31)
for each i ≠ j. Since (A−ezx)j = (Aezx)j + 2(∆Tzx)j, put (28) and (30) together as
b ≤ Aezx+ 2

i∉M
(∆Tzx)iei ≤ b
and thus
b ≤ Aezx+ 2

j∉M
Ejj

∆Tzx ≤ b. (32)
Let Aˆez = Aez + 2(j∉M Ejj)∆Tz , (32) can turn into b ≤ Aˆezx ≤ b, which can imply (22) and (23). Similarly, put (29) and
(31) together, we can also obtain (24) and (25).
‘‘If’’: Conversely, if x solves (22)–(25) for z ′ = sgn (x), from the proof of the ‘‘ only if ’’ part, then x satisfies (28)–(31).
Further, x satisfies (26) and (27). From the proof of Theorem 5, we know that (26) gives that row i(i ∉ M) of the system
is L-localized and similarly, (27) gives that row j(j ∈ M) of the system is R-localized. So we can imply that x is a localized
solution of Ax = b. 
Similar to Theorem 2, if the system (22)–(25) have no solution for any z ∈ Yn, the equation Ax = b has no localized
solution.
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Theorem 9. A vector x is a localized solution of Ax = b, then the system
Ax1 − Ax2 ≤ bˆ, (33)
−Ax1 + Ax2 ≤ −bˆ, (34)
−Aˆx1 + Aˆx2 ≤ −b, (35)
Aˆx1 − Aˆx2 ≤ b, (36)
x1 ≥ 0, x2 ≥ 0, (37)
has a solution x1, x2, where bˆ = b+ 2(j∈M Ejj)δ, Aˆ = A− 2(j∈M Ejj)∆, Aˆ = A+ 2(j∈M Ejj)∆.
Proof. If x is a localized solution of Ax = b, according to Theorem 7, (14) and (15) hold. Then let x1 = x+ ≥ 0, x2 = x− ≥ 0,
we have x = x1 − x2, |x| = x1 + x2 and the inequalities (14) and (15) turn into
(Ax1)i − (Ax2)i ≤ (b)i ≤ (Ax1)i − (Ax2)i ≤ (b)i, (38)
and
(b)j ≤ (Ax1)j − (Ax2)j ≤ (b)j ≤ (Ax1)j − (Ax2)j (39)
then (38) and (39) give
(Ax1)i − (Ax2)i ≤ (b)i ≤ (Ax1)i − (Ax2)i, (40)
(b)i ≤ (Ax1)i − (Ax2)i ≤ (b)i, (41)
(Ax1)j − (Ax2)j ≤ (b)j ≤ (Ax1)j − (Ax2)j, (42)
(b)j ≤ (Ax1)j − (Ax2)j ≤ (b)j. (43)
For each i ≠ j, since (b)j = (b)j + 2δj, put (40) and (42) together as
Ax1 − Ax2 ≤ b+ 2

j∈M
δjej ≤ Ax1 − Ax2,
and thus
Ax1 − Ax2 ≤ b+

2

j∈M
Ejj

δ ≤ Ax1 − Ax2. (44)
Let bˆ = b+ 2(j∈M Ejj)δ, we obtain
Ax1 − Ax2 ≤ bˆ ≤ Ax1 − Ax2,
which implies (33) and (34).
For each i ≠ j, since (Ax1)j = (Ax1)j − 2(∆x1)j, (Ax2)j = (Ax2)j + 2(∆x2)j. Put (41) and (43) together as
b ≤ Ax1 − 2

j∈M
(∆x1)jej − (Ax2 + 2

j∈M
(∆x2)jej) ≤ b, (45)
and thus
b ≤ Ax1 − 2

j∈M
Ejj

∆x1 −

Ax2 + 2

j∈M
Ejj

∆x2

≤ b. (46)
Let Aˆ = A− 2(j∈M Ejj)∆, Aˆ = A+ 2(j∈M Ejj)∆. We can obtain
b ≤ Aˆx1 − Aˆx2 ≤ b,
which implies (35) and (36), and (37) is satisfied because x+ ≥ 0, x− ≥ 0. 
Similar to Theorem 3, if the system (33)–(37) has no solution, the equations Ax = b have no localized solutions.
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5. Conclusion
This paper presents a new type of solution of interval equation Ax = b, the localized solution, based on the interval order
relation. This new type solution is formed by L-localized parts and R-localized parts. The paper describes the characteristics
of the three ones by means of a single, but nonlinear inequality which is similar to the Oettli–Prager inequality. Also,
two necessary conditions are given for each type of solutions, respectively. The study of localized solutions, together with
tolerance solutions and control solutions, gives better descriptions of the characterizations of the united solution set of
interval linear equations. It will be interesting to study how to compute the interval hull of the localized solution set of the
system of interval linear equations Ax = b.
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