Abstract. In this paper we consider asymptotic expansions for a class of sequences of symmetric functions of many variables. Applications to classical and free probability theory are discussed.
Introduction
Most limit theorems such as the central limit theorem in finite dimensional and abstract spaces and the functional limit theorems admit refinements in terms of asymptotic expansions in powers of n −1/2 , where n denotes the number of observations. Results on asymptotic expansions of this type are summarized in many monographs, see for example [2] . These expansions are obtained by very different techniques such as expanding the characteristic function of the particular statistic, or in discrete cases starting even from a combinatorial formula for its distribution function. Alternatively one might use an expansion for an underlying empirical process and evaluate it on a domain defined by a functional or statistic of this process. In those cases one would need to make approximations by Gaussian processes in suitable function spaces.
The aim of this paper is to show that for most of these expansions one could safely ignore the underlying probability model and its ingredients (like e.g. proof of existence of limiting processes and its properties). In fact one can obtain expansions in a very similar way based on a simple general scheme reflecting the common nature of these models that is a universal collective behavior caused by many independent asymptotically negligible variables influencing the distribution of a functional.
The results of this paper may be considered as the extension of the results given by F. Götze in [5] where the following scheme of sequences of symmetric functions is studied. Let h n (ε, ..., ε n ), n ≥ 1 denote a sequence of real functions defined on R n and suppose that the following conditions hold: h n+1 (ε 1 , ..., ε j , 0, ε j+1 , ..., ε n ) = h n (ε 1 , ..., ε j , ε j+1 , ..., ε n ); (1.1) ∂ ∂ε j h n (ε 1 , ..., ε j , ..., ε n )
= 0 for all j = 1, ..., n; (1.2) h n (ε π(1) , ..., ε π(n) ) = h n (ε 1 , ..., ε n ) for all π ∈ S n , (1.3) where by S n denotes the symmetric group.
This symmetry property follows e.g. from the independence and identical distribution of an underlying vector of random elements X j (in an arbitrary space) with common distribution P , if h n = EF (ε 1 (δ X 1 − P ) + . . . + ε n (δ Xn − P )) is the expected value of a functional F of a weighted process (based on the Diracmeasures in X 1 , . . . , X n ). Here h n may be regarded as function of "influences" of the various random components X j . In [5] we considered limits and expansions for functions h n of equal weights ε j = n −1/2 , 1 ≤ j ≤ n. In the following this scheme will be extended to the case of non identical weights ε j , which occurs e.g. for expectations of functionals of weighted i.i.d. random X j elements in Probability Theory.
Denote by ε the n-vector ε j , 1 ≤ j ≤ n and by
In the following we shall show that (1.1)-(1.3) ensures the existence of a "limit" function h ∞ (ε 2 , λ 1 , . . . , λ s ) as a first order approximation of h n together with "Edgeworth-type" asymptotic expansions. These are given in terms of polynomials of power sums ε d , d ≥ 3. The coefficients of these "Edgeworth"-Polynomials, defined in (2.8) below, are given by derivatives of the limit function h ∞ at λ 1 = 0, . . . , λ s = 0.
Remark (Algebraic Representations). In case that h n is a multivariate polynomial of ε itself, satisfying (1.1)-(1.3), we may express it as polynomial in the algebraic base, ε d , d ≥ 1, of symmetric power sums of ε with constant coefficients. Note that
where δ d,1 = 1, if d = 1 and zero otherwise. Hence, (1.2) entails that h n does not polynomially depend on ε 1 . Now we may write
where P ε 2 denotes a polynomial with coefficients in the polynomial ring C[ε 2 ] of the variable ε 2 . Restricting ourselves to the sphere ε 2 = 1 for convenience, P ε 2 is the desired "Edgeworth" expansion, provided we introduce the following grading of monomials in the variables 
Results
We denote by
The following theorem is an analogue of the Berry-Esseen type inequality for sums of non identically distributed independent random variables in probability theory.
Theorem 2.1. Assume h n (·), n ≥ 1, satisfies conditions (1.1), (1.2) and (1.3) together with
for all ε 1 , ..., ε n , where B denotes some positive constant, α = (α 1 , ..., α r ), r ≤ 3, and
Then there exists function h ∞ (|ε| 2 ) defined by (2.1) and
where c is an absolute constant.
In case that ε depends on n, this theorem shows that if
.., ε n ) converges to the limiting function h ∞ (|ε| 2 ), which doesn't depend on ε 1 , ..., ε n but on the l 2 -norm |ε| 2 . This means that the sequence of symmetric functions (invariant with respect to S n ) may be approximated by a rotationally invariant function (invariant with respect to the orthogonal group O n ).
Note though that if (2.3) holds, Theorem 2.1 doesn't provide an explicit formula for the function h ∞ (|ε| 2 ), but guarantees its existence.
Remark. It was shown in [10, Lemma 4.1] that (2.3) holds with high probability.
Proof of Theorem 2.1. We divide the proof into three steps. In the first step we substitute each argument ε j by a block of the length k of equal variables ε j / √ k. This procedure doesn't change the l 2 -norm |ε| 2 . After n steps we we arrive at a function which depend on n × k arguments
We show that
This step corresponds to Lindeberg's scheme of replacing arbitrary by Gaussian random variables in the central limit theorem in probability theory. In the second step, still fixing n, we determine the limit of the sequence of functions (2.4), as k goes to infinity. We will show that in this case the limit depends ε 1 , ..., ε n , through the l 2 -norm |ε| 2 only. It will be shown that
Finally, we may apply the result of [5] [Proposition 2.1]. For the reader's convenience we repeat the proof of this proposition here in the third step. We show that
From (2.5)-(2.7) it follows that
Taking the limit with respect to k we conclude the statement of Theorem.
In the following we give the details for the steps outlined above.
Proof of the first step. We denote
Expanding by Taylor's formula we may write
where R 31 is the remainder term which will be considered later. In what follows we shall denote by R 3i , for some i ∈ N, the remainder terms in Taylor's expansion. By (1.1) all summands in the first sum equals zero except for j = 1.
Consider the second sum. If j = l and j, l = 1 then the corresponding summand equals zero. Condition (1.2) yields
for all l = 2, ..., k. Since
and applying condition (1.3) we may sum the coefficients in front of the second derivatives of h k and get
We now investigate the terms R 3l , l = 1, ..., 4, and show that
Let us consider R 31 . First we note that R 31 is the sum of the third derivatives of h k at some middle pointδ
If the partial derivative with respect to δ j (or δ l , δ m ) is of order one then we have to expand further with respect to this variable at zero using (1.2). Finally we come to the bound k j,l,m=1
The other terms R 3l , l = 2, 3, 4, may be studied in the similar way.
Repeating this procedure k − 1 times we come to the function (2.4) and the bound (2.5).
Proof of the second step is similar to the previous step. In this case n is fixed and we may write down all bound with respect to k.
Proof of the third step. We consider the difference between h m at the point
and h k+r at the point
and show, similar to the previous steps or the proof of [5] 
Therefore, h m (ε m ) is a Cauchy sequence in m with a limit, say h ∞ (|ε| 2 ). Taking m = k we finish the proof of Theorem.
To formulate the asymptotic expansion of the function h n (·), n ≥ 1, we have to introduce further notations. We introduce the following differential operators by means of formal power series identities. Define cumulant differential operators κ p (D) by means of
in the formal variable ε. One may easily compute the first cumulants. For
Define Edgeworth polynomials by means of the following formal series in κ r , τ r and the formal variable ε
where the sum j 1 ,...,jm extends over all m-tuples of positive integers (j 1 , ..., j m ) satisfying m q=1 j q = r and κ * = (κ 3 , ..., κ r+2 ), τ * = (τ 3 , ..., τ r+2 ). For example,
In the following theorem we will assume that ε is a vector on the unit sphere, i.e. |ε| 2 = 1. It is also possible to consider the general case |ε| 2 = r, r > 1, but then the remainder terms will have more difficult structure. In what follows we shall omit the argument |ε| 2 from the notations of h ∞ . Theorem 2.2. Assume h n (ε 1 , ..., ε n ), n ≥ 1, satisfies conditions (1.1), (1.2) and (1.3) together with |ε| 2 = 1. Suppose that
for all ε 1 , ..., ε n , where B denotes some positive constant, α = (α 1 , ..., α r ), r ≤ s, and
where
where c s is an absolute constant.
As an example consider the case s = 5. Then by (2.9)
Before we start to prove Theorem 2.2 we have to introduce one more notation. For any sequence τ p , p ≥ 1, of formal variables defineP (τ * κ * ) as a polynomial in the cumulant operators κ p multiplied by τ p by the following formal power series in µ:
For example,P 0 = 1,
, and
One may also see that (2.14)
There is a relation between Edgeworth polynomial P r (·) andP r (·) which is given by the following formula
where [·] l means the sum of all monomials τ
r+2 in P r (τ * κ * ) such that p 1 +2p 2 +...+(r+2)p r+2 ≤ l. We will use (2.15) in the proof of Theorem 2.2. The following Lemma gives the possibility to rewrite the derivatives of h n (ε 1 , ..., ε n ) via derivatives in the additional variables using definition ofP r . Lemma 2.3. Suppose that the conditions (1.1), (1.2) and (1.3) hold. Then
Proof. The following simple calculations prove the statement of Lemma
(2.14)
Proof of Theorem 2.2. We prove this theorem by the induction on the length of the expansion. We consider the difference
.., ε n √ k and similarly to the idea of the previous Theorem 2.1 divide it into the sum of n terms, each time changing ε j by (k −1/2 ε j , ..., k −1/2 ε j ). We start from the case j = 1 and denote h k (δ 1 , ..., δ k ) := h n+k−1 (δ 1 , ..., δ k , ε 2 , ..., ε n ). Set
Expanding by Taylor's formula we get
where R 1,s is the remainder term and |R 1,s | ≤ c s · B · |ε 1 | s . To simplify our notations we introduce the following agreement. We shall denote by R l , l ≥ 1 a remainder term which has the order O(|ε| l ) and omit the explicit dependence on B. By R 1,l , l ≥ 1 we shall denote a remainder term which has the order O(|ε 1 | l ).
In order to use the condition (1.2) we expand each derivative D α h k (δ 0 k ), where α = (α j 1 , ..., α jp ), 1 ≤ j 1 ≤ ... ≤ j p ≤ k, around δ jr = 0, r = 1, ..., p. This yields
Using the binom formula one may see that
and applying it to (2.16) we get
To use an induction assumption which will be formulated later we have to return to the function h k (δ k ) taking derivatives in the additional variables at zero. Applying Lemma 2.3 we get 
For example, the case l = 3 follows from Theorem 2.1. Applying the induction assumption (2.18) to (2.17) we get
where the sum extends over all induces r 1 , ..., r m ≥ 1, r 0 ≥ 0, such that r 0 + r 1 + ... + r m ≤ s. We will rewrite this in the following way
The last may be rewritten as
It is easy to see that
Using (2.15) we get 
we will have
where we have used (2.20).
Now we may change ε j by (k −1/2 ε j , ..., k −1/2 ε j ) for j ≥ 2. It is easy to see that if one replace the function h(ε 1 , ..., ε n ) by h k (δ k ) than (2.18) will be true replacing ε by ε [2:n] , where ε [2:n] := (ε 2 , ..., ε n ). But the function h ∞ will be the same since it depends only on the |ε| 2 and |δ k | 2 + |ε [2: n] | 2 = |ε| 2 . The same is true for all j > 2. Repeating this procedure n − 1 times we will arrive at
where ε [j:n] := (ε j , ..., ε n ).
To finish the proof we need to show that for fixed r we get
Validity of (2.23) follows from the following simple observation. Let m ≥ 1 be a fixed integer and (j 1 , ..., j m ) be a vector of positive numbers such that
The proof of it is trivial, it is enough to see that for all i ≥ 1 (ε
Applying (2.23) we arrive at
Now we may repeat the last two steps in the proof of the previous Theorem 2.1 and taking the limit with respect to k → ∞ we get
This proves (2.18) for l = s and α = 0. Hence, the induction is completed and the Theorem is proved.
Application of Theorem 2.2
In this section we illustrate on different examples how one may apply Theorem 2.2 to derive an asymptotic expansion of different functions in probability theory.
3.1. Expansion in the Central Limit Theorem. As the first example let us consider the sequence of independent random variables X, X j , j ∈ N, taking values in R with a common distribution function F . Suppose the E X = 0, E X 2 = 1. Consider the sum S ε = ε 1 X 1 + ... + ε n X n . As h n we may take the characteristic function of S ε , i.e., h n (ε 1 , ..., ε n ) = E e it(ε 1 X 1 +...+εnXn) .
From Theorem (2.1) we know that h ∞ (|ε| 2 ) exists provided that the condition (2.2) holds. In our setting this condition means that E |X| 3 < ∞ . It is well known that
where G ∼ N (0, |ε| 2 ). The speed of convergence is given by |ε| 3 3 . In what follows we shall assume that |ε| 2 = 1. If ε is well spread, for example, ε j = n −1/2 for all 1 ≤ j ≤ n then
. This doesn't hold for all ε on the sphere. Consider a simple counter example.
, which is not Gaussian as n → ∞.
It is interesting to mention here the following result of Klartag and Sodin [10] who showed that with high probability the right hand side of (3.1) has the order O(1/n) for the uniform distribution σ n−1 on S n−1 .
Let us construct an asymptotic expansion applying Theorem 2.2. We have
We may take derivatives with respect to λ 1 , ..., λ s at zero and get
where E X 2 = β 2 = 1, E X 3 = β 3 and E X 4 = β 4 . Substituting these equations to (2.11) we get
In [3] Chistyakov and Götze obtained a formal power expansion for the Cauchy transform of µ n and the Edgeworth type expansions for µ n and p µn . In [8] the general scheme from [5] was applied to derive a similar result.
3.3. Expansion of quadratic von Mises Statistics. Let X, X, X 1 , ..., X n be independent identically distributed random elements taking values in an arbitrary measurable space (X , B). Assume that g : X → R and h : X × X → R be real-valued measurable functions. We additionally assume that h is symmetric. We consider the quadratic functional
assuming that
We derive an asymptotic expansion of h n (ε 1 , ..., ε n ) := E exp(itw n (ε 1 , ..., ε n )).
Consider the measurable space (X , B, µ) with measure µ := L(X). Let L 2 := L 2 (X , B, µ) denote the real Hilbert space of square integrable real functions.
Let {e j , j ≥ 1 denote an orthonormal complete system of eigenfunctions of Q ordered by decreasing absolute values of the corresponding eigenvalues q 1 , q 2 , ..., that is,
If the closed span {e j , j ≥ 1} ⊂ L 2 is a proper subset, it might be necessary to choose functions e −1 , e 0 such that {e j , j = −1, 0, 1, ...} is an orthonormal system and
It is easy to see that E e j (X) = 0 for all j. Therefore {e j (X), j = −1, 0, 1, ...} is an orthonormal system of mean zero random variables.
We derive an expression for the the derivatives of h ∞ (λ 1 , ..., λ r ). Since for every fixed k the sum n −1/2 (e k (X 1 ) + ... + e k (X n )) weakly converges to the standard normal random variable we get that w n+r (λ 1 , ..., λ r , n −1/2 , ..., n −1/2 ) weakly converges to the random variable
where Y k , k ≥ 0 are independent standard normal random variables. For every fixed T by complex integration we get
This yields that h ∞ (λ 1 , ..., λ r ) = ϕ(t) E exp[itw r (λ 1 , ..., λ r ) (3.4)
where T k (λ) = r l=1 λ l e k (X l ) and
Let us introduce the following functions of X and X:
h t (X, X) := h(X, X) + 2it + it E h t (X, X)g(X)|X).
Applying these notations we may rewrite (3.4) in the following way h ∞ (λ 1 , ..., λ r ) = ϕ(t) E exp   it n j,k=1
Taking the derivatives of h ∞ with respect with λ 1 , ..., λ r at zero we get h n (ε 1 , ..., ε n ) = ϕ(t) h t (X j , X k )λ j λ k + it .
One may also consider the higher order U statistics by similar arguments. See, for example, the result of [6] and [1] .
3.4. Expansion for weighted one sided Kolmogorov-Smirnov statistic. Let X 1 , ...X n be an independent identically distributed random variables with uniform distribution in [0, 1] . Consider the following statistic D + (ε 1 , ..., ε n , t) = n j=1 ε j (I(X j ≤ t) − t). For example, if ε j = n −1/2 , j = 1, ..., n then we have D + (t) = n 1/2 (F n (t) − t), where F n (t) is a classical empirical distribution function of X 1 , ..., X n . We are interested in the asymptotic expansion of P( sup Such expansions for equal weights were derived, for example, in [11] , [4] .
