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Dans ce me´moire, nous avons tente´ de nous en tenir aux conventions les plus usite´es. Nous
les e´nume´rons ici pour e´viter toute confusion. Il ne s’agit en rien de de´finitions ; celles-ci
seront donne´es en temps opportun ou suppose´es connues.
Ensembles
∅ l’ensembe vide.
R l’ensemble des re´els.
Q l’ensemble des rationnels.
Z l’ensemble des entiers.
N l’ensemble des naturels.
T le tore unite´ T = R/Z.
R+∗ l’ensemble des e´le´ments de R strictement positifs.
Rn l’espace euclidien a` n dimensions.
N0 l’ensemble des naturels non nuls.
[a,b] l’ensemble des re´els compris (non-strictement) entre a et b.
]a,b[ l’ensemble des re´els strictement compris entre a et b.
E1\E2 l’ensemble des points de E1 n’appartenant pas a` E2.
K la classe des compacts non-vides.
K∗ un ensemble invariant.
[ . ] le support.
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Notations





∂ . la frontie`re.
Bδ( . ) la boule ferme´e de rayon δ centre´e en un point.
Espaces fonctionnels
Cj l’ensemble des fonctions j fois continuˆment de´rivables.
D l’ensemble des fonctions de C∞ a` support compact.
Lp l’ensembles des fonctions de puissance p inte´grables.
S la classe de Schwartz.
Cs l’espace de Ho¨lder d’exposant s.
C˙s l’espace de Ho¨lder homoge`ne d’exposant s.
Cs,s′(t) l’espace de 2-microlocal d’exposants s et s′ relatif au point t.
Cs,∗(t) f ∈ Cs,∗(t) si |f(t+ l)− P (l)| 6 |l|s.
Cs(t) la version locale de Cs,∗(t).
H˙s l’espace de Sobolev homoge`ne d’exposant s.
Bs,pq l’espace de Besov d’indices s, p et q.
B˙s,pq l’espace de Besov homoge`ne d’indices s, p et q.
lp l’espace des suites de Lebesgue.
Mesures, distances et dimensions
Hs la mesure ou mesure exte´rieure de Hausdorff a` s dimensions.
Ln la mesure de Lebesgue a` n dimensions.
diam le diame`tre.
dist la distance euclidienne.
distH la distance de Hausdorff.
dim la dimension topologique.
dimH la dimension de Hausdorff.
dimM la dimension de Minkowski ou de boˆıte.
dims la dimension de similarite´.
Probabilite´s






= . l’e´galite´ en distribution.
B un mouvement brownien.
x
Notations
BH un mouvement brownien fractionnaire d’indice H.
∆H le bruit gaussien associe´ a` un mouvement brownien.




ϕ le pe`re d’ondelette.
bxc le plus grand entier infe´rieur ou e´gal a` x.
dxe le plus grand entier supe´rieur ou e´gal a` x.
[x] bxc si x− bxc 6 dxe − x, dxe sinon.




le coefficient binoˆmial x1!/(x2!(x1 − x2)!).
pi(m,n,N) le sous-mot du mot m, de taille N et commenc¸ant a` la n-ie`me lettre de m.
χE(x) 1 si x ∈ E, ze´ro sinon.
Γ la fonction gamma.
Hn le polynoˆme d’Hermitte de degre´ n.
erf la fonction d’erreur.
Ope´rateurs et symboles
Dnxf la de´rive´e n-ie`me de f par rapport a` x.
∂nxf la de´rive´e n-ie`me partielle de f par rapport a` x.
f¯ le complexe conjugue´ de f .
fˆ la transforme´e de Fourier ne´gative de f .
. ∗ . le produit de convolution.
Wψf la transforme´e en ondelette de f en utilisant l’ondelette ψ.
lim . la limite supe´rieure.
lim . la limite infe´rieure.
. ◦ . la composition de fonctions.
f ∼ g lim f/g = 1.
f = o(g) lim f/g = 0.
f = O(g) lim |f |/g 6 C.
f = O¯(g) lim log |f |/log|g| > 1.
f = O˜(g) lim log |f |/log|g| = 1.
I l’ope´rateur identite´.
∆ le laplacien.





es re´cents programmes de se´quenc¸age du ge´nome humain, et plus ge´ne´-
ralement des ge´nomes des eucaryotes supe´rieurs, ont re´ve´le´ que seule une faible
proportion de l’ADN code pour la synthe`se de prote´ines. L’origine et le roˆle de l’ADN
non-codant ont de`s lors constitue´ une proble´matique majeure de la ge´nomique. Re´cem-
ment, il a e´te´ montre´ que ces se´quences sont porteuses d’information de nature structurelle
et qu’elles pre´sentent certaines signatures des me´canismes de re´gulation du processus de
transcription. Le se´quenc¸age d’organismes procaryotes a quant a` lui montre´ l’existence
d’asyme´tries de composition nucle´otidique, re´sultant a` la fois des me´canismes sous-jacents
a` la transcription et a` la re´plication. Les e´tudes menant a` de telles conclusions chez
l’homme sont rares, voire meˆme inexistantes en ce qui concerne le roˆle de la re´plication
dans l’apparition de telles asyme´tries de composition.
L’application d’outils tels que la transforme´e en ondelettes et le formalisme multifrac-
tal a` des signaux issus de codages nucle´otidiques des se´quences ADN a pre´ce´demment
permis, entre autres choses, de mettre en e´vidence le roˆle des se´quences non-codantes
dans la structure nucle´osomale de l’ADN eucaryote et plus ge´ne´ralement dans les me´ca-
nismes de condensation et de´condensation de la chromatine. Nous poursuivrons ici cette
de´marche en ge´ne´ralisant a` grande e´chelle les e´tudes pre´ce´dentes qui s’e´taient principa-
lement focalise´es sur la caracte´risation des proprie´te´s de corre´lations a` longue porte´e ﬂ
existant jusqu’a´ des distances de quelques dizaines de milliers de paires de base. Ainsi,
l’analyse de codages structurels nous conduira a` mettre en e´vidence l’existence de rythmes
ﬂ. Comme nous le verrons, la de´nomination (( corre´lations a` longue porte´e )) est quelque peu abusive.
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de basses fre´quences, signature de l’existence de domaines structurels (boucles de fibres
de chromatine) jouant potentiellement le roˆle de domaines fonctionnels. En effet, nous
montrerons que ces rythmes sont aussi pre´sents dans les asyme´tries de composition obser-
ve´es dans le ge´nome humain. Notre principal objectif est de montrer le roˆle pre´ponde´rant
des me´canismes de transcription et de re´plication dans l’apparition d’asyme´tries de com-
position nucle´otidiques chez les mammife`res. Ce manuscrit est organise´ en deux parties.
La premie`re pre´sente les concepts mathe´matiques ne´cessaires a` l’e´tude de signaux issus
de codages nucle´otidiques. La mise en e´vidence de rythmes de basses fre´quences dans ces
signaux, l’analyse des profils de biais de composition relatifs a` l’homme, l’interpre´tation
de ces re´sultats et la mise au point d’une me´thodologie de pre´diction des origines de
re´plication sont effectue´es dans la seconde partie.
La premie`re partie de ce manuscrit contient trois chapitres. Le premier traite de la
dimension d’un ensemble : il passe en revue diffe´rentes notions de dimension, a` savoir
la dimension topologique, la dimension de Hausdorff, la dimension de Minkowski ou de
boˆıte ainsi que la dimension de similitude et explore les diffe´rentes relations qui peuvent
exister entre celles-ci. Les bases du formalisme multifractal pour les mesures, ge´ne´ralisant
la notion meˆme de dimension, sont aussi expose´es. Dans ce contexte, le concept d’ensemble
fractal est de´fini naturellement.
Le deuxie`me chapitre introduit la transforme´e en ondelettes et pre´sente la manie`re dont
celle-ci peut eˆtre utilise´e pour effectuer soit une e´tude de type spectral, soit la de´tection des
singularite´s d’un signal. Le spectre d’ondelettes, les lignes de maxima et les exposants de
Ho¨lder sont d’abord de´finis. Une me´thodologie permettant de caracte´riser les singularite´s
isole´es dans un signal base´e sur la transforme´e en ondelettes est ensuite pre´sente´e. Le for-
malisme multifractal, permettant l’e´tude statistique des proprie´te´s d’invariance d’e´chelle
de signaux hautement irre´guliers, est alors aborde´. Diffe´rentes me´thodes de calcul du
spectre des singularite´s sont propose´es, en particulier la me´thode des maxima du module
de la transforme´e en ondelettes (MMTO), qui sera utilise´e par la suite. Nous porterons
aussi notre attention sur les fonctions du type sin 1/t, caracte´ristiques des fonctions pre´-
sentant des singularite´s oscillantes, et sur les diverses mises en oeuvre envisageables pour
les e´tudier.
Le troisie`me chapitre de´finit le mouvement brownien fractionnaire comme une ge´ne´ra-
lisation du mouvement brownien traditionnel, en s’inte´ressant plus particulie`rement aux
proprie´te´s de corre´lations a` longue porte´e du bruit gaussien associe´. Un algorithme de
synthe`se exacte est pre´sente´, ainsi qu’une me´thode d’obtention de marches a` incre´ments
discrets pre´sentant des corre´lations a` longue porte´e. Il est par ailleurs de´montre´ que la
suite obtenue en prenant les signes d’un bruit gaussien fractionnaire pre´sente les meˆmes
xiv
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proprie´te´s de corre´lations a` longue porte´e que le bruit gaussien original. Il n’en va pas de
meˆme pour la suite de´finie par les modules d’un bruit gaussien fractionnaire, cette suite
pouvant meˆme eˆtre de´-corre´le´e.
La dimension de Hausdorff, le formalisme multifractal et l’e´tude spectrale via la trans-
forme´e en ondelettes ont e´te´ introduits afin d’eˆtre applique´s a` des signaux issus de codages
des se´quences ADN. Les marches a` incre´ments discrets nous permettront quant a` elles de
synthe´tiser des se´quences ADN artificielles. L’originalite´ de cette premie`re partie re´side
essentiellement dans les travaux de synthe`se re´alise´s. De nouvelles conside´rations sur la
de´tection de singularite´s oscillantes y sont pre´sente´es. Enfin, les propositions concernant
les corre´lations a` longue porte´e des signes et des modules des incre´ments d’un mouvement
brownien fractionnaire sont, a` notre connaissance, originales.
La seconde partie de ce manuscrit pre´sente l’essentiel des re´sultats obtenus lors de ce
travail de the`se concernant l’e´tude des se´quences ADN par l’interme´diaire de codages
nucle´otidiques. Les concepts the´oriques et les me´thodologies de´veloppe´es dans la premie`re
partie vont nous permettre de re´ve´ler l’existence de biais de composition nucle´otidique duˆs
aux me´canismes de transcription et de re´plication. Graˆce a` ces observations, nous serons
a` meˆme de proposer un mode`le pour la re´plication dans les ge´nomes des mammife`res.
Finalement, a` partir de ce mode`le, nous mettrons en oeuvre un algorithme de de´tection des
origines de re´plication dans le ge´nome humain. Cet algorithme permettra de de´terminer un
nombre d’origines de re´plication putatives environ cent fois supe´rieur au nombre d’origines
expe´rimentalement connues.
Le premier chapitre de la seconde partie regroupe les notions de biologie mole´culaire
ne´cessaires a` notre e´tude. Sont entre autres aborde´es les processus de transcription, de
re´plication et d’empaquetage de l’ADN.
Le deuxie`me chapitre formalise la notion de codage nucle´otidique et pre´sente les co-
dages les plus usuels. Chez l’homme, nous montrons que les signaux issus de codages
nucle´otidiques pre´sentent pour la plupart des rythmes de basses fre´quences mettant en
jeu des tailles caracte´ristiques de l’ordre de la centaine voire de quelques centaines de
milliers de paires de base. Nous resituons ensuite cette e´tude par rapport aux re´sultats
pre´ce´demment obtenus concernant l’existence de corre´lations a` longue porte´e dans ces
signaux, jusqu’a` des distances de l’ordre de quelques dizaines de milliers de paires de
base. Finalement, nous proposons une me´thode de synthe`se de se´quences nucle´otidiques
artificielles dont les signaux ADN associe´s posse`dent les meˆmes proprie´te´s de corre´lations
a` longue porte´e que celles observe´es dans les se´quences naturelles.
xv
Avant-propos
Le troisie`me chapitre pre´sente l’analyse multifractale du signal biais associe´ aux vingt-
deux chromosomes asexue´s de l’homme a` l’aide de la me´thode MMTO. Une proprie´te´
caracte´ristique de ce signal bruite´ est ainsi mise en e´vidence, a` savoir la pre´sence de
nombreux sauts dont le caracte`re ascendant ou descendant de´pend de l’e´chelle envisage´e.
A` petite e´chelle, une (( composante )) saut se superpose a` une (( composante )) bruit
gaussien corre´le´ a` longue porte´e. Pour les e´chelles plus grandes, les sauts ascendants de
grande amplitude dominent l’analyse multifractale et n’ont quasiment pas d’e´quivalents
descendants.
Le quatrie`me chapitre met en relation les sauts observe´s dans le signal biais au chapitre
pre´ce´dent avec les me´canismes de transcription et de re´plication. Les sauts ascendants et
descendants syme´triquement distribue´s selon leur amplitude observe´s a` petite e´chelle sont
induits par la transcription. Les sauts ascendants de grande amplitude observe´s a` grande
e´chelle, sans e´quivalents descendants, sont duˆs a` la re´plication. Cette dissyme´trie entre
sauts ascendants et sauts descendants s’explique par la pre´sence de motifs en forme de
(( toit d’usine )) dans les profils de biais caracte´ristiques des me´canismes de re´plication,
puisqu’aussi pre´sents dans les re´gions interge´niques.
Le dernier chapitre propose une mode`le pour la re´plication des mammife`res permettant
d’expliquer les profils en forme de toit d’usine omnipre´sents dans le signal biais. Ce mode`le
consiste a` supposer que les origines de re´plication sont fixes alors que les terminaisons
sont ale´atoirement re´parties et uniforme´ment distribue´es entre deux origines voisines.
Finalement, a` partir des pre´dictions de ce mode`le, nous proposons un algorithme de
de´tection des origines de re´plication base´ sur une me´thode de reconnaissance de forme
dans la repre´sentation espace-e´chelle associe´e a` la transforme´e en ondelettes.
Les donne´es relatives aux se´quences nucle´otidiques proviennent pour la plupart du site
internet de l’ucscg. Les logiciels utilise´s pour effectuer les transforme´es en ondelettes
sont lastwaveﬃ version 1.7 et un logiciel que nous avons personnellement e´crit h. Les
mouvements browniens fractionnaires ont e´te´ ge´ne´re´s avec une librairie que nous avons
e´crite [, utilisant elle-meˆme la librairie fftwj.
La distinction qui est faite entre la premie`re partie du manuscrit, ou` les notions mathe´-
matiques sont pre´sente´es, et la deuxie`me partie ou` celles-ci sont utilise´es en tant qu’outil








qui existent entre les sciences mathe´matiques, ou` toutes les pre´cautions sont prises dans la
formalisation d’une notion, et les sciences physiques pour lesquelles ces concepts doivent
pouvoir eˆtre applique´s en pratique. Ainsi, les physiciens m’excuseront pour la grande
prudence avec laquelle je de´finis les outils mathe´matiques dans la premie`re partie, et les
mathe´maticiens me pardonneront pour les amalgames et les raisonnements heuristiques








Fractales et notions de dimension
L
a dimension topologique peut re´ve´ler certaines limites lorsque l’objet
e´tudie´ se re´ve`le trop complexe ; typiquement, un tel objet sera appele´ fractale. Il
est de`s lors utile d’introduire d’autres notions de dimension, pour permettre l’e´tude de ces
fractales. Meˆme si nous serons essentiellement inte´resse´ dans la suite par la dimension de
Hausdorff, qui nous permettra d’e´tudier les fonctions multifractales (cf. chapitre 2), nous
allons ici pre´senter diverses approches permettant de de´finir une dimension relative a` un
ensemble, en nous attardant sur les relations existants entre elles. Nous terminerons ce
chapitre par une pre´sentation du formalisme multifractal pour les mesures, ge´ne´ralisant
la notion meˆme de dimension. Nous verrons dans la suite que les points communs entre le
formalisme multifractal pour les mesures et le formalisme multifractal pour les fonctions
sont nombreux.
Les the´ories expose´es dans ce chapitre sont classiques. Pour ne pas alourdir le texte,
nous ne le re´fe´rencerons qu’en de´but de sous-section, voire de section.
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1. Fractales et notions de dimension
1.1 Quelques de´finitions de la dimension
Jusqu’au de´but du XXe sie`cle, la notion de dimension permettait de pre´ciser le nombre
de parame`tres re´els ne´cessaire pour de´crire la position d’un point mate´riel. C’est ainsi
d’ailleurs qu’e´tait, en ge´ne´ral, de´finie la dimension d’un syste`me. Les inconsistances de
cette approche ont e´te´ mises en e´vidence par deux ce´le`bres de´couvertes de l’e´poque. Tout
d’abord, la bijection de Cantor [91] entre les points d’une ligne et les points d’un plan
qui mettait a` mal l’ide´e qu’un plan est (( plus riche )) qu’une droite. Ensuite l’application
continue de Peano [311] d’un intervalle sur un carre´, qui contredit l’ide´e que la dimension
repre´sente le plus petit nombre de parame`tres re´els continus requis pour de´crire la position
d’un point de l’espace. La question naturelle re´sultant de ces de´couvertes e´tait de savoir
s’il est possible de trouver une correspondance entre les espaces euclidiens Rn et Rm
lorsque n est diffe´rent de m, avec les proprie´te´s combine´es des constructions de Cantor
et Peano ; autrement dit, de savoir s’il existe un home´omorphisme ﬂ entre ces deux espaces
euclidiens. La re´ponse (par la ne´gative) donne´e par Brouwer [80] a` cette question laissa
la porte ouverte a` toute une se´rie d’apports. La dimension pouvait enfin eˆtre de´finie de
manie`re satisfaisante et d’autres notions de dimension allaient permettre de caracte´riser
les (( curiosite´s mathe´matiques )) telles celles introduites par Peano, pour donner lieu a`
ce que l’on appelle aujourd’hui la ge´ome´trie fractale. Ces dimensions comple´mentaires,
dites (( fractales )), peuvent prendre des valeurs non entie`res et sont de´finies a` l’aide de
recouvrements. En ge´ne´ral, une dimension de grande porte´e the´orique peut difficilement
eˆtre e´value´e en pratique. C’est la raison pour laquelle il n’existe pas une dimension fractale
unique.
Dimension topologique
La notion de dimension (ou dimension topologique) a e´te´ rigoureusement de´finie au de´but
du sie`cle dernier avec les travaux de Menger [277] et Urysohn [377, 379], fonde´s sur
ceux de Brouwer [80] et les ide´es de Poincare´ [318]. Il semble difficile de trouver une
autre de´finition s’accordant aussi bien avec l’intuition et donnant une the´orie si e´le´gante.
Dans cette section nous ne conside´rerons que les espaces me´trisables se´parables. Des
hypothe`ses plus ge´ne´rales peuvent eˆtre donne´es, mais les re´sultats sont de`s lors moins
abondants. La de´finition, telle que donne´e par Menger [277], de la dimension topologique
adopte´e ici est la suivante :
ﬂ. Nous entendons par la` une application bijective, continue et d’inverse continu.
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De´finition 1.1 La dimension topologique dim(X) d’un espace me´trisable se´parable X
est un entier supe´rieur ou e´gal a` −1 qui se de´finit par induction :
– l’ensemble vide ∅ est le seul ensemble a` eˆtre de dimension topologique e´gale a` −1,
– X est de dimension 6 n (n > 0) au point x s’il existe des voisinages arbitrairement
petits de x dont les frontie`res sont de dimension 6 n− 1,
– X est de dimension 6 n si X est de dimension 6 n en chacun de ses points,
– X est de dimension n au point x si X est de dimension 6 n en x et n’est pas de
dimension 6 n− 1 en ce meˆme point,
– X est de dimension n si X est de dimension 6 n et n’est pas de dimension 6 n− 1,
– X est de dimension infinie si X n’est pas de dimension 6 n quel que soit n.
Si dim(X) = n, avec n fini, alors X contient un sous-ensemble de dimension m, pour tout
m 6 n. De fait, comme dim(X) > n − 1, il existe un point x de X et un voisinage de
ce point pour lequel tout ouvert Ω inclus dans ce voisinage et contenant x est tel que
dim(∂Ω) > n − 1. De plus, puisque dim(X) 6 n, il existe un ensemble ouvert Ω0 inclus
dans le meˆme voisinage, contenant lui aussi x et tel que dim(∂Ω0) 6 n− 1. Ainsi ∂Ω0 est
un ensemble de X de dimension n − 1. La conclusion s’ensuit. De la meˆme manie`re, on
peut de´montrer la proposition suivante.
Proposition 1.2 Un sous-espace d’un espace de dimension 6 n est de dimension 6 n.
On peut aussi obtenir le re´sultat classique suivant.
Proposition 1.3 La dimension topologique de l’espace euclidien Rn est n.
La de´finition ge´ne´rale de la dimension porte sur les espaces me´trisables se´parables. Elle
peut eˆtre e´tendue, mais reveˆt alors des proprie´te´s rendant difficile le de´veloppement d’une
ve´ritable the´orie de la dimension.
Remarque 1.4 Pour les espaces n’ayant pas la proprie´te´ d’eˆtre me´trisable et se´parable,
la dimension comme de´finie en 1.1 peut eˆtre non nulle pour des espaces de´nombrables. En
effet, il existe un exemple, duˆ a` Urysohn [378], d’espace de Hausdorff g, ﬃ de´nombrable
et connexe, alors qu’un espace de dimension e´gale a` ze´ro contient ne´cessairement des
ensembles arbitrairement petits a` la fois ouverts et ferme´s. Un espace de dimension e´gale
a` ze´ro est donc ne´cessairement non connexe. Les de´finitions alternatives de la dimension,
g. Cet espace posse`de une base de´nombrable mais n’est pas me´trisable.
ﬃ. Un espace de Hausdorff est un espace topologique ve´rifiant l’axiome T2 : si deux points sont distincts
alors ils ont des voisinages distincts [14].
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cessant d’eˆtre e´quivalentes si l’espace conside´re´ n’est pas me´trisable et se´parable, posse`dent
d’autres proprie´te´s aussi peu enviables [193]. 2
Nous ne nous attarderons pas plus longuement sur les proprie´te´s de la dimension topo-
logique, ces dernie`res e´tant celles que lui accorde l’intuition. Le lecteur inte´resse´ pourra
notamment consulter les re´fe´rences suivantes [193, 277, 377, 379].
Mesure de Hausdorff
La mesure de Hausdorff est l’e´tape oblige´e pour acce´der a` la dimension de Hausdorff,
qui nous permettra de proposer une notion comple´mentaire a` la dimension topologique
[59, 60, 92, 140, 180, 217]. Cette mesure a un inte´reˆt propre. Elle permet notamment de
comparer des ensembles de meˆme dimension et est e´quivalente a` la mesure de Lebesgue
pour les dimensions entie`res.
Par souci de simplicite´, nous nous limiterons aux espaces euclidiens, meˆme si la plupart
des conside´rations pre´sente´es ici peuvent eˆtre transpose´es aux espaces me´trisables se´pa-
rables. Pour un sous-ensemble X de Rn et ε > 0, on de´finit la quantite´ Hhε (X) comme
une mesure du recouvrement optimum de X lorsque les e´le´ments du recouvrement sont
subordonne´s a` ε :










Clairement, Hhε est une mesure exte´rieure sur Rn. La mesure exte´rieure de Hausdorff de




On montre aise´ment queHh est une mesure exte´rieure me´trique h. On peut alors introduire
la mesure de Hausdorff par une technique classique.
De´finition 1.5 La restriction de Hh a` la σ-alge`bre des ensembles Hh-mesurables [ de´finit
une mesure appele´e mesure de Hausdorff de dimension h.
Comme tout ensemble est inclus dans un ensemble convexe de meˆme diame`tre, une de´fi-
nition e´quivalente est obtenue si on impose aux ensembles recouvrant X d’eˆtre convexes.
De meˆme, les ensembles peuvent aussi eˆtre choisis ouverts ou ferme´s (la mesure exte´rieure
h. Une mesure exte´rieure sur un espace me´trisable est me´trique si µ(X1∪X2) = µ(X1)+µ(X2) lorsque
dist(X1,X2) > 0.
[. Alge`bre qui inclut les ensembles Bore´liens, puisque la mesure exte´rieure est me´trique [142].
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diffe`re mais la limite est la meˆme) [113]. Remarquons qu’en remplac¸ant les recouvrements
quelconques intervenant dans (1.1) par des boules, on obtient une mesure diffe´rente, par-
fois appele´e mesure de Hausdorff-Besicovitch [58].
Remarque 1.6 De la meˆme manie`re que l’on de´finit la mesure Hausdorff, en posant







Bj ,diam(Bj) 6 ε
}
, (1.3)





Avec une telle de´finition, il est e´vident que l’on a Hhε (X) 6 Bhε (X), mais l’e´galite´ n’est pas
toujours ve´rifie´e [58]. En incluant les ensembles Xi intervenant dans (1.1) dans des boules







h et donc Bh2ε(X) 6 2hHhε (X). Les relations suivantes sont donc ve´rifie´es,
Hh(X) 6 Bh(X) 6 2hHh(X). (1.5)
Les deux mesures sont dite e´quivalentes. 2
Donnons quelques proprie´te´s de la mesure de Hausdorff. La mesure exte´rieure de Haus-
dorff est re´gulie`re j [61].
Proposition 1.7 Pour tout sous-ensemble X de Rn il existe un ensemble G, intersection
de´nombrable d’ensembles ouverts, contenant X et tel que Hh(G) = Hh(X). En particulier,
Hh est une mesure exte´rieure re´gulie`re.
Il existe une relation entre la mesure de Lebesgue et la mesure de Hausdorff, pre´cise´e par
la proposition suivante [140].





La mesure de Hausdorff de dimension naturelle n’apporte donc rien par rapport a` la
mesure de Lebesgue.
j. Une mesure µ sur Rn est re´gulie`re si pour tout ensemble X, il existe un ensemble bore´lien B ⊃ X
tel que µ(B) = µ(X).
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L’auto-similarite´ joue un roˆle tre`s important en ge´ome´trie fractale ; aussi est-il impor-
tant que les mesures utilise´es pre´sentent des proprie´te´s d’invariance par dilatation. E´tant
donne´ un ensemble X de Rn et un nombre positif λ, on de´finit l’ensemble λX comme suit,
λX = {λx : x ∈ X}. (1.7)
Si {Xj} est un recouvrement de X subordonne´ a` ε, {λXj} est un recouvrement de λX







et Hh(λX) 6 λhHh(X). Avec le meˆme raisonnement mais en remplac¸ant λ par 1/λ et X
par λX, on obtient la relation oppose´e, ce qui donne l’e´galite´
Hh(λX) = λhHh(X). (1.8)
Nous verrons qu’une application de X dans Rm est dite ho¨lderienne d’exposant α s’il
existe des constantes C et α > 0 telles que, si x ∈ X,
|f(x+ l)− f(x)| 6 C|l|α
pour tout l tel que x+ l ∈ X. Nous supposerons toujours implicitement que l’exposant α






α, {f(X ∩Xj)} est un recouvrement de f(X) subordonne´













La limite pour ε tendant vers 0 donne l’e´galite´
Hh/α(f(X)) 6 Ch/αHh(X). (1.9)
Pour les applications lipschitz, i.e. ho¨lderiennes d’exposant 1, la dernie`re ine´galite´ devient
Hs(f(X)) 6 CHs(X).
Dimension de Hausdorff
La dimension topologique, qui a` un espace associe un nombre entier, peut sembler contrin-
tuitive lorsque l’on conside`re certains objets mathe´matiques, comme par exemple la courbe
de Peano ou l’ensemble de Cantor, c’est-a`-dire pour les objets que l’on a coutume d’ap-
peler fractales. L’ide´e d’introduire une autre de´finition de la dimension, comple´mentaire a`
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la notion de dimension topologique, peut donc paraˆıtre utile. La dimension de Hausdorff
[59, 60, 92, 140, 180, 217] d’un ensemble peut prendre des valeurs non entie`res et pre´sente
toutes les proprie´te´s naturelles que l’on est en droit d’attendre d’une dimension.
Pour tout ensemble X de Rn, la mesure de Hausdorff Hh(X) est de´croissante lorsque





ce qui montre que Ht(X) strictement positif entraˆıne Hh(X) = ∞. Il existe donc une
valeur unique dimH(X) pour laquelle Hh(X) = ∞ lorsque h < dimH(X) et Hh = 0
lorsque h > dimH(X).
De´finition 1.9 La dimension de Hausdorff dimH(X) d’un sous-ensemble X de Rn est
de´finie par l’e´galite´ suivante :
dimH(X) = sup{h : Hh(X) = ∞}. (1.10)
Avec cette de´finition, la dimension de Hausdorff de l’ensemble vide est dimH(∅) − ∞.
Il existe des de´finitions alternatives dont la seule diffe´rence porte sur la dimension de
l’ensemble vide.
Remarque 1.10 Pour les ensembles non vides, la de´finition de la dimension de Hausdorff
par l’e´galite´ (1.10) est e´quivalente a` celle reposant sur l’e´galite´ suivante,
dimH(X) = inf{h : Hh(X) = 0}. (1.11)
Pour l’ensemble vide toutefois, en utilisant la relation (1.11), on obtient dimH(∅) = 0. Il
est aussi envisageable de poser, comme pour la dimension topologique, dimH(∅) = −1.
Cette convention a pour avantages de diffe´rencier l’ensemble vide des ensembles discrets ﬂ,
tout en associant un nombre re´el a` un ensemble, quel qu’il soit. Toutefois, l’ensemble vide
est en ge´ne´ral un cas de´ge´ne´re´ qu’il suffit de conside´rer comme particulier pour unifier ces
diffe´rentes de´finitions. 2
Si X ⊂ X ′, alors dimH(X) 6 dimH(X ′), puisque Hh(X) 6 Hh(X ′) pour tout h. Pour
tout X de Rn, on a dimH(X) 6 n. De fait, le cube unite´ C de Rn pouvant se de´couper
en jn sous-cubes de coˆte´ de longueur 1/j, en prenant j tel que ε >
√
n/j, on obtient
Hnε (C) 6 jn(
√
n/j)
n = nn/2 et Hn(C) <∞. Ainsi Hh(C) = 0 pour tout h > n. Il en est de
meˆme pour Hh(Rn) puisque cet espace peut s’exprimer comme une union de´nombrable
ﬂ. Nous verrons que la dimension d’un ensemble discret est nulle.
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de ces cubes. Pour tout ouvert Ω de Rn, on a dimH(Ω) = n, puisque Ω contient une
boule dont le volume a` n dimensions est fini positif. Il existe aussi une relation entre la
dimension topologique et la dimension de Hausdorff donne´e par l’ine´galite´ suivante [357].
The´ore`me 1.11 Pour tout ensemble X de Rn, on a g dimH(X) > dim(X).
Pour tout ensemble X de Rn, on a donc les ine´galite´s :
dim(X) 6 dimH(X) 6 n. (1.12)
La dimension de Hausdorff est stable ﬃ. Soit {Xj} une suite d’ensembles ; on constate im-
me´diatement que dimH(∪jXj) > dimH(Xi) quel que soit i. Inversement, si s > dimH(Xj)
pour tout j, Hs(Xj) = 0 et Hs(∪jXj) = 0, ce qui montre que
dimH(∪jXj) = supj{dimH(Xj)}. (1.13)
Pour un point x, H0(x) = 1 et dimH(x) = 0. Ainsi, un espace de´nombrable posse`de une
dimension de Hausdorff nulle, puisqu’il peut s’e´crire comme une union de´nombrable de
points. Il existe aussi une proprie´te´ concernant la connexite´ [61].
Proposition 1.12 Un ensemble de Rn dont la dimension de Hausdorff est strictement
infe´rieure a` 1 est totalement discontinu h.
Enfin, donnons une proprie´te´ importante de la dimension de Hausdorff. E´tant donne´
une application f ho¨lderienne d’exposant α > 0 de X dans Rm, si s > dimH(X), alors,









On est donc amene´ au corollaire suivant.






Si f est bi-lipschitz, c’est-a`-dire s’il existe des constantes non nulles C1 et C2 telles que







g. Ce re´sultat reste vrai si on conside`re la mesure de Hausdorff de´finie sur les espaces me´trisables.
ﬃ. Rappelons que la dimension est stable si elle ve´rifie une relation du type (1.13).
h. Autrement dit, tous les sous-ensembles de plus d’un e´le´ment sont non connexes.
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Ainsi, la dimension de Hausdorff est invariante par transformation bi-lipschitz. De meˆme
qu’en topologie on peut affirmer que deux espaces sont e´quivalents s’il existe un ho-
me´omorphisme entre eux, deux ensembles sont e´quivalents vis-a`-vis de la dimension de
Hausdorff s’il existe une application bi-lipschitz les faisant correspondre.
La dimension de Hausdorff-Besicovitch est identique a` celle de Hausdorff.
Remarque 1.14 On de´finit la dimension de Hausdorff-Besicovitch de manie`re analogue
a` celle de Hausdorff,
dimB(X) = sup{h : Bh(X) = ∞}.
La remarque 1.6 permet d’affirmer que l’on a dimB(X) = dimH(X). 2
Nous pouvons a` pre´sent tenter de donner une de´finition d’un ensemble fractal. La
de´finition est une de celles donne´es par Mandelbrot [261, 262] ; elle correspond a` l’ide´e
que l’on se fait d’un ensemble fractal : un ensemble pour lequel la dimension topologique
ne semble pas totalement adapte´e a` sa description ge´ome´trique.
De´finition 1.15 Un ensemble non vide de Rn est appele´ ensemble fractal ou fractale si
dans la relation du the´ore`me 1.11, l’ine´galite´ est stricte. Autrement dit un ensemble fractal
est un ensemble dont la dimension de Hausdorff est strictement supe´rieure a` la dimension
topologique.
Terminons en donnant le ce´le`bre exemple de l’ensemble de Cantor.
Exemple 1.16 L’ensemble de Cantor se de´finit par e´tapes. Si C0 = [0,1], alors l’ensemble
Cj (j > 0) est obtenu a` partir de Cj−1 en retirant a` ce dernier les ensembles ouverts de
diame`tre 1/3, milieu de chaque intervalle de´finissant Cj−1. On obtient C1 = [0,1/3]∪ [2/3,1],
C2 = [0,1/9]∪ [2/9,1/3]∪ [2/3,7/9]∪ [8/9,1] et ainsi de suite. L’ensemble Cj est donc constitue´
de 2j intervalles de longueur 1/3j . L’ensemble de Cantor est l’ensemble parfait
[ et dense
nulle part j C = ∩jCj . Alternativement, C peut eˆtre de´fini comme l’ensemble des nombres
de l’intervalle unite´ dont une des repre´sentations ﬂ en base 3 ne contient pas le chiffre 1.
La dimension de Hausdorff de l’ensemble de Cantor est h = log 2/log 3 et pour ce
nombre, Hh(C) = 1. De fait, C peut eˆtre recouvert par les intervalles de Cj et ainsi
Hs3−j 6 2j33−hj 6 1. La limite sur j nous fournit Hh(C) 6 1. Supposons maintenant que
[. Un ensemble parfait est un ensemble e´gal a` l’ensemble de ses points limite. Rappelons que pour
un ensemble topologique X, un point x ∈ X est un point limite de X0 ⊂ X s’il existe un filtre de X0
convergeant vers x.
j. Un ensemble n’est dense nulle part si l’inte´rieur de son adhe´rence est vide.
ﬂ. Ainsi le nombre 1 pouvant s’e´crire 0.222 · · · en base 3, il appartient a` C, ce qui fait de C un ensemble
compact.
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I est une collection d’intervalles recouvrant C. On cherche a` montrer que∑
I∈I
diam(I)h > 1. (1.15)
Puisque C est compact, on peut supposer que les e´le´ments I sont ferme´s et en nombre fini.
On peut aussi supposer que ces e´le´ments peuvent s’e´crire sous la forme K1∪Ω∪K2, ou` K1
et K2 sont deux intervalles de´finissant un des ensembles Cj et n’ayant pas ne´cessairement
le meˆme diame`tre, et Ω est l’intervalle ouvert des nombres compris entre K1 et K3. On







> diamh(K1) + diam
h(K2).
L’ine´galite´ (1.15) est ve´rifie´e si l’on remplace I par les intervalles K1 et K2 et on peut
supposer n’avoir que des intervalles de diame`tre e´gal a` 1/3j pour un j. Pour ces intervalles
de Cj , la relation (1.15) est ve´rifie´e.
Si l’on de´finit maintenant l’ensemble Cj (j > 0) en demandant au diame`tre de l’en-
semble enleve´ d’e´galer 1 − 2s, s < 1/2, on obtient un ensemble du meˆme type mais avec
une dimension de Hausdorff e´gale a` h = log 2/log 1/s. Pour cette valeur, on a toujours
Hh(C) = 1. L’argument est le meˆme que pre´ce´demment, a` ceci pre`s que le diame`tre de
K1 et K2 est majore´ par diam(Ω) s/(1− 2s).
Enfin, on peut ge´ne´raliser ce type d’ensemble pour les dimensions supe´rieures. Dans le
plan, l’ensemble de de´part est le carre´ unite´ C0 = [0,1]
2 et l’ensemble Cj est construit a`
partir de Cj−1 en ne laissant, dans chaque carre´ de´finissant Cj−1, que les quatre carre´s de
coˆte´ sjpartageant un angle avec C0. La dimension de Hausdorff de C est h = log 4/log 1/s
et on peut obtenir une borne infe´rieure et supe´rieure pour Hh(C), mais le calcul exact de
cette valeur ne´cessite une de´marche plus technique [142]. 2
De plus amples de´veloppements sont propose´s dans [141].
Dimension de Minkowski
Bien que tre`s utile en the´orie, la pratique re´ve`le certaines limites de la dimension de
Hausdorff. En effet, pour un ensemble donne´, il peut eˆtre difficile de trouver un recou-
vrement permettant d’identifier la borne infe´rieure dans la relation (1.1). Il est toujours
plus simple d’imposer la forme des ensembles de recouvrement et leur diame`tre puis d’op-
timiser leur re´partition. C’est la de´marche adopte´e ici [140, 226]. En contrepartie, cette
nouvelle dimension peut avoir des comportements inde´sirables sur certains ensembles,
comportements qui ne lui permettent pas d’occulter la dimension de Hausdorff.
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Soit X un ensemble borne´ non vide de Rn. De´finissons Nε(X) comme le plus petit
nombre d’ensembles de diame`tre infe´rieur ou e´gal a` ε requis pour recouvrir X. Intuitive-
ment, une mesure du volume de X peut eˆtre donne´e par Nε(X)ε
n. Pour que cette notion
ait un sens, il faut faire tendre ε vers ze´ro, en espe´rant que la limite existe. On peut
essayer d’assurer la convergence en modifiant l’exposant relatif a` ε pour obtenir Nε(X)ε
s,
ou` s 6 n est la valeur pour laquelle le produit converge, c’est-a`-dire celle ou` l’on obtient




− log ε . (1.16)
Malheureusement, la convergence n’est toujours pas assure´e et l’e´galite´ (1.16) peut ne pas
avoir de sens. On est donc amene´ a` utiliser les limites infe´rieures et supe´rieures dans les
de´veloppements qui suivent pour obtenir une de´finition rigoureuse.
Avant d’introduire la de´finition proprement dite, il nous faut e´tablir quelques remarques
relatives au type d’ensembles utilisable pour recouvrir X afin que la de´finition soit la plus
(( flexible )) possible. Soient les cubes de Rn de coˆte´ ε formant un re´seau
[k1ε,(k1 + 1)ε]× [k2ε,(k2 + 1)ε]× · · · × [knε,(kn + 1)ε],
ou` k1,k2, . . . ,kn sont des entiers. De´signons par N
′
ε(X) le nombre minimum de ces cubes




ε(X). En prenant ε assez petit, on
obtient ε
√






− log√n− log ε.





− log ε 6 limε→0
logN ′ε(X)





− log ε 6 limε→0
logN ′ε(X)
− log ε . (1.18)
Pour de´montrer que ces deux dernie`res relations sont des e´galite´s, il suffit de remarquer
que tout ensemble de diame`tre infe´rieur ou e´gal a` ε peut eˆtre recouvert par 3n cubes de
coˆte´ ε, ce qui donne l’ine´galite´ N ′ε(X) 6 3nNε(X). A` partir de la`, en proce´dant comme
pre´ce´demment, on peut obtenir des relations du type (1.17) et (1.18) mais avec les signes
d’ine´galite´ oppose´s.
De la meˆme manie`re, dans l’e´galite´ (1.16) (en prenant e´ventuellement les limites infe´-
rieure et supe´rieure), on peut prendre Nε(X) comme e´tant le plus petit nombre de cubes
13
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de coˆte´ ε ne´cessaire pour recouvrir X. Il suffit de remarquer que tout ensemble de dia-
me`tre ε est inclus dans un cube de coˆte´ ε et d’appliquer la meˆme de´marche. On peut aussi
de´finir Nε(X) comme e´tant le plus petit nombre de boules ferme´es
g de rayon ε ne´cessaire
pour recouvrir X.
Signalons enfin que le fait de prendre le plus grand nombre de boules disjointes de
rayon ε et de centre appartenant a` X conduit a` la meˆme notion. De´signons ce nombre
par N ′ε(X) et prenons N ′ε(X) de ces boules B1,B2, . . . ,BN ′ε(X). Si x est un point de X,
soit x est a` une distance infe´rieure a` ε d’une des boules, soit la boule de centre x peut
eˆtre ajoute´e a` la collection. Ainsi les boules de meˆme centre mais de rayon 2ε recouvrent
X, donnant N4ε(X) 6 N
′
ε(X). Si B1,B2, . . . ,BN ′ε(X) sont des boules disjointes de rayon
ε de centre appartenant a` X, de´signons par E1,E2, . . . ,Ek une collection d’ensembles de
diame`tre infe´rieur ou e´gal a` ε recouvrant X. Bien suˆr, ces ensembles recouvrent les centres
des boules disjointes conside´re´es plus haut et ainsi chacune de ces boules doit contenir un




ε(X) 6 Nε(X), ce qui permet de
conclure.
On est donc amene´ a` la de´finition suivante.
De´finition 1.17 Les dimensions de Minkowski infe´rieure et supe´rieure d’un ensemble









− log ε . (1.20)
Si ces limites sont e´gales, la dimension de Minkowski, encore appele´e ﬃ dimension de boˆıte




− log ε , (1.21)
ou` Nε(X) est de´fini par une des assertions suivantes,
1. le plus petit nombre d’ensembles de diame`tre infe´rieur ou e´gal a` ε recouvrant X,
2. le plus petit nombre de boules ferme´es de rayon ε recouvrant X,
3. le plus petit nombre de cubes de coˆte´ ε recouvrant X,
4. le nombre de cubes d’un re´seau de cubes de coˆte´ ε d’intersection non vide avec X,
5. le plus grand nombre de boules disjointes de rayon ε et de centre appartenant a` X.
g. La boule ferme´e de rayon ε centre´e en x0 est l’ensemble {x : dist(x0,x) 6 ε}.
ﬃ. Aussi appele´e capacite´ par les physiciens.
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Les dimensions de Minkowski infe´rieure et supe´rieure sont monotones. La dimension
supe´rieure est finiment stable, i.e. dimM(X1∪X2) = max{dimM(X1),dimM(X2)}, mais pas
la dimension infe´rieure. Ces dimensions sont aussi lipschitz-invariantes. Le raisonnement
est le meˆme que pour la dimension de Hausdorff. Si X peut eˆtre recouvert de Nε(X)
ensembles de diame`tre au plus ε, l’image de X par une application lipschitz peut eˆtre
recouverte par le meˆme nombre d’ensembles de diame`tre au plus Cε.
Le principal de´savantage de la dimension de Minkowski est qu’elle ne peut eˆtre pre´sente´e
comme une mesure.





ne permet pas de de´finir une mesure. Il suffit de montrer que Mh n’est pas de´nombrable-
ment stable. Ce re´sultat est e´tabli par l’exemple 1.21. 2
Le calcul de la dimension de Minkowski est plus direct que celle de Hausdorff.
Exemple 1.19 La dimension de Minkowski de l’ensemble de Cantor est e´gale a` sa dimen-
sion de Hausdorff, h = log 2/log 3. Pour la dimension supe´rieure, il suffit de remarquer que
l’ensemble Cj posse`de 2
j intervalles de diame`tre 1/3j et Nε(C) 6 2
j si 1/3j < ε 6 1/3j+1.
Pour la dimension infe´rieure, tout intervalle de diame`tre ε, 1/3j−1 6 ε < 1/3j , intersecte
au plus un intervalle de Cj et Nε(C) > 2
j . 2
Pour un ensemble X, posons Xε = {x ∈ Rn : dist(x,X) 6 ε}. Si le volume de Xε se
comporte comme Ln(Xε) ∼ cεn−h, on peut interpre´ter h comme e´tant la dimension de
X. Cette me´thode, attribue´e a` Minkowski [141], est e´troitement relie´e a` la dimension de
boˆıte.
Proposition 1.20 Pour tout ensemble X de Rn, on a











Plus facile a` calculer en pratique que la dimension de Hausdorff, les ensembles implique´s
dans son calcul pouvant avoir le meˆme diame`tre, la dimension de Minkowski n’en reste
pas moins un objet diffe´rent de la dimension de Hausdorff. Si X peut eˆtre recouvert de
15
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dimH(X) 6 dimM(X). (1.22)
Meˆme si ces dimensions sont identiques pour des ensembles suffisamment re´guliers h, il
existe nombre de cas ou` l’e´galite´ n’est pas ve´rifie´e, comme en atteste l’exemple 1.21.
La dimension de Minkowski peut avoir quelques faˆcheuses proprie´te´s, expliquant no-
tamment pourquoi elle n’est pas utilise´e en analyse multifractale. Si un ensemble X est
recouvert par l’union finie de boules ferme´es de rayon ε, il en va de meˆme pour son adhe´-
rence. Ainsi, le plus petit nombre de boules requis pour recouvrir X convient e´galement




Ainsi, l’ensemble des nombres rationnels compris entre ze´ro et un a ainsi une de dimension
de Minkowski e´gale a` un. Les ensembles de´nombrables peuvent donc avoir une dimension
non nulle. Un second exemple est donne´ par l’ensemble des nombres de la forme 1/m uni
au singleton ze´ro.
Exemple 1.21 La dimension de boˆıte de l’ensemble compact E = {0} ∪ {1/m : m ∈ N0}









. Un ensemble de diame`tre ε recouvre au plus un des
points de Ejε et il faut jε de ces ensembles pour recouvrir Ejε . Ainsi,
logNε(E)






Il suffit de jε + 1 intervalles de diame`tre ε pour recouvrir Eε = [0,1/jε]. Pour ce meˆme
diame`tre, E \ Eε peut eˆtre recouvert par jε − 1 intervalles et
logNε(E)






Si ε tend vers ze´ro, ces ine´galite´s conduisent a` 1/2 6 dimM(E) et dimM(E) 6 1/2. 2
1.2 Ensembles auto-similaires
Les fractales auto-similaires (strictement [43, 116, 194, 312], ou statistiquement [195])
ont souvent e´te´ utilise´es pour mode´liser bon nombre de phe´nome`nes physiques [7, 261,
h. Comme les ensembles auto-similaires, voir la section 1.2.
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262, 143, 154, 316]. C’est cette notion d’auto-similarite´ qui est e´tudie´e ici. Elle fournit un
moyen facile de ge´ne´rer des ensembles fractals jouissant de nombreuses proprie´te´s. Cette
section est base´e sur l’approche syste´matique de Hutchinson [194], elle-meˆme base´e sur
les travaux de Moran [286].
Nous ne conside´rerons que les espaces euclidiens Rn, meˆme si la plupart des re´sultats
peuvent eˆtre transpose´s aux espaces me´trisables complets.
Ensembles invariants
Les syste`mes de fonctions ite´re´es permettent de ge´ne´rer des ensembles invariants uniques
sous l’action d’une famille de contractions. L’application ite´re´e de ces contractions sur tout
ensemble compact converge, pour la me´trique de Hausdorff, vers l’ensemble invariant.
Nous utiliserons la notation suivante.
Notation 1.22 La classe des compacts non vides de Rn est note´e K.
Rappelons d’abord ce qu’est la me´trique de Hausdorff.
De´finition 1.23 La distance de Hausdorff sur K est donne´e par
distH(K,K ′) = inf{ε : K ⊂ K ′ε, K ′ ⊂ Kε},
ou`, Xε = {x ∈ Rn : dist(X,x) 6 ε}. Une manie`re e´quivalente de de´finir cette distance est
la suivante,
distH(K,K ′) = sup{dist(k,K ′),dist(K,k′) : k ∈ K, k′ ∈ K ′}.
Il est facile de voir que distH de´finit une me´trique sur K. De plus (K,distH) est un
espace me´trisable complet [144].
Pour une application F de´finie sur Rn, on de´finit la constante de lipschitz, ou rapport









Une application est dite contractante si c < 1.
Notation 1.24 Sauf mention explicite du contraire, Sj (j > 0) de´signera une application
contractante de´finie sur K de rapport cj et S = {S1, . . . ,Sm} une famille de contractions.
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pour tout ensemble X de Rn.
Le re´sultat fondamental sur lequel repose les de´veloppements qui suivent est qu’une
famille de contractions, ou syste`me de fonctions ite´re´es, de´finit un ensemble compact non
vide et unique, invariant par rapport a` cette famille. L’application S est contractante pour
la me´trique de Hausdorff, puisque
distH(S(K1),S(K2)) = distH
( ∪j Sj(K1), ∪j Sj(K2))
6 (maxj cj) distH(K1,K2).
L’existence et l’unicite´ de l’ensemble invariant de´coulent alors du principe du point fixe.
Corollaire 1.25 E´tant donne´ une famille de contractions, il existe un ensemble compact
non vide unique K∗ satisfaisant
K∗ = S(K∗). (1.24)
De plus, pour tout ensemble K ∈ K,
Sp(K) → K∗, (1.25)
pour la me´trique de Hausdorff.
Le re´sultat est en fait plus ge´ne´ral.
Remarque 1.26 Le re´sultat pre´ce´dent reste valable pour les espaces me´trisables com-
plets. L’application S est aussi contractante sur la collection des ensembles borne´s ferme´s
non vides. L’ensemble K∗ est a` la fois ferme´, borne´ et compact. 2
La notion d’invariance est alors claire :
De´finition 1.27 L’ensemble K∗ ve´rifiant l’e´galite´ (1.24) est appele´ ensemble invariant
pour S.
Il est clair que l’ensemble de Cantor est un ensemble invariant.
Exemple 1.28 L’ensemble de Cantor est l’ensemble invariant pour les contractions S1(x) =
x/3 et S2(x) = 2/3 + x/3. 2
Notation 1.29 Dore´navant, K∗ repre´sentera toujours un ensemble invariant et nous e´cri-
rons Sj1j2···jp( . ) pour signifier Sj1 ◦Sj2 ◦· · ·◦Sjp( . ). De plus, K∗j1···jp de´signera Sj1···jp(K∗).
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On peut quelque peu pre´ciser la structure d’un ensemble invariant en fonction des contrac-























K∗ ⊃ K∗j1 ⊃ · · · ⊃ K∗j1···jp ⊃ · · · . (1.28)
Notons aussi que
diam(K∗j1···jp) 6 cj1 · · · cjpdiam(K∗). (1.29)
Le membre de droite de la relation (1.29) tend vers ze´ro lorsque p croˆıt vers l’infini. Ainsi,
puisque l’espace est complet, ∩pK∗j1···jp est un singleton dont l’e´le´ment sera note´ K∗j1···jp···
et l’ensemble K∗ est l’union de ces singletons. Finalement, si les unions de la relation
(1.24) de´finissant l’ensemble invariant sont disjointes, alors il est totalement discontinu.
Si deux points K∗j1···jp··· et K
∗
j1···j′p··· de K
∗ sont distincts, ils diffe`rent pour un indice jp. Ils
sont donc respectivement inclus dans les ensembles K∗j1···jp et K
∗
j1···j′p d’intersection vide.
Le re´sultat suivant de´coule directement de l’ine´galite´ triangulaire et des proprie´te´s de la
distance de Hausdorff. Il permet de voir si un ensemble est proche d’un ensemble invariant
par rapport a` une famille de contractions en donnant une borne supe´rieure a` la distance
entre ces deux ensembles.
Corollaire 1.30 Soient S1, . . . ,Sm des contractions de R
n. Pour tout sous-ensemble com-







pour la me´trique de Hausdorff, ou` c = maxj{cj}.









Nous pouvons maintenant exhiber une classes d’ensembles fractals dont la dimension
de Hausdorff est e´gale a` la dimension de Minkowski. Cette dimension peut en outre eˆtre
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calcule´e pratiquement et justifie, dans de nombreux cas, les me´thodes heuristiques utilise´es
pour e´valuer la dimension de Minkowski d’un ensemble.
Nous nous restreignons maintenant aux familles de similitudes de Rn, i.e. aux applica-






On montre aise´ment [ qu’une telle e´galite´ est ve´rifie´e si et seulement si l’application est la
compose´e d’une transformation orthonormale, d’une translation et d’une homothe´tie.
La dimension de similitude, dont le calcul est imme´diat, permet dans bien des cas
d’e´valuer les dimensions de Hausdorff et Minkowski. Donnons une approche heuristique
de cette dimension inspire´e de celle de´finissant la dimension de Minkowski. Supposons
que, a` l’e´tape k, l’ensemble K∗ soit (( approxime´ )) par les ensembles K(k)j , 1 6 j 6 m.




s converge avec k vers un nombre fini non nul, pouvant lui-meˆme eˆtre
interpre´te´ comme le volume de K∗. Ainsi, soit {S1, . . . ,Sm} une famille de similitudes.
Une approximation en k e´tapes de K∗ est donne´e en partant d’un ensemble compact K et
en calculant Sk(K). Soit v0 le volume de K. La dimension de similitude de K
∗ peut eˆtre















vaut m pour s = 0 et de´croˆıt vers ze´ro lorsque s croˆıt vers l’infini ; la valeur de s pour
laquelle cette somme vaut un est appele´e dimension de similitude de K∗ et est note´e
dims(K
∗).
Dans le cas particulier ou` les m similitudes ont le meˆme rapport de contraction c, la






Notation 1.32 Soit un ensemble invariant K∗ de´fini par le contexte. Dans cette section,
la dimension de Hausdorff d’un tel ensemble sera note´e h, h = dimH(K∗) et sa dimension
de similitude s, s = dims(K
∗).
[. Il suffit de remarquer que
`
F ( . )− F (0)´/c est une isome´trie conservant le produit scalaire.
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Les ensembles auto-similaires sont des ensembles invariants particulie`rement inte´res-
sants, puisque omnipre´sents dans l’e´tude des fractales [42, 43, 142, 143, 261, 262].
De´finition 1.33 L’ensemble K∗ est auto-similaire par rapport a` S si
– K∗ est invariant pour S,
– Hh(K∗) > 0 et Hh(K∗j ∩K∗k) = 0 lorsque j 6= k.
Un ensemble auto-similaire est un ensemble invariant avec une condition de recouvrement
minimum.
Sous certaines conditions, l’auto-similarite´ d’un ensemble invariant peut eˆtre caracte´ri-
se´e.
Proposition 1.34 Soit K∗ ⊂ Rn un ensemble invariant sous l’action de similitudes. On
a Hs(K∗) <∞ et donc
dimH(K∗) 6 dims(K∗). (1.35)
De plus, si l’on a 0 < Hh(K∗) < ∞, alors K∗ est auto-similaire si et seulement si
dimH(K∗) = dims(K∗).
On peut aussi obtenir des ine´galite´s concernant la dimension de Minkowski.
Proposition 1.35 Si K∗ est un ensemble invariant sous l’action de similitudes, alors
dimH(K∗) 6 dimM(K
∗) 6 dimM(K∗) 6 dims(K∗). (1.36)
Preuve. Soient S1, . . . ,Sm des similitudes pour lesquelles K
∗ est invariant. On peut sup-
poser que les rapports cj (1 6 j 6 m) sont ordonne´s : c1 6 c2 6 · · · 6 cm. Soit r < 1 et
pour toute suite {jk} ou` les e´le´ments de la suite sont des entiers compris entre 1 et m,
choisissons n comme e´tant le plus petit entier pour lequel
c1r 6 cj1cj2 · · · cjn 6 r.
Enfin, de´signons par N l’ensemble des suites (finies) obtenues de cette manie`re. On
constate sans peine que
∑
N (cj1cj2 · · · cjn)s 6 1 et ainsi, le nombre d’e´le´ments de N
ne peut exce´der (c1r)
−s. De plus, on a
diam(K∗j1j2···jn) = cj1cj2 · · · cjndiam(K∗) 6 r diam(K∗).
Ainsi K∗ peut eˆtre recouvert par au plus (c1r)−s boules de diame`tre r diam(K∗). Par
de´finition de la dimension de Minkowski, on a dimM(K
∗) 6 s. 2
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Pour pouvoir ame´liorer la relation (1.36), il nous faut de´finir une notion supple´mentaire
permettant d’e´viter des proble`mes techniques.
De´finition 1.36 Des similitudes S1, . . . ,Sm satisfont la condition de l’ensemble ouvert





ou` l’union est disjointe.
On a alors un the´ore`me reliant les diffe´rentes notions de dimension.
The´ore`me 1.37 Si S1, . . . ,Sm sont des similitudes ve´rifiant la condition de l’ensemble
ouvert, alors
dimH(K∗) = dimM(K∗) = dims(K∗). (1.38)
Pour ce nombre dimH(K∗), la mesure de Hausdorff est finie, 0 < Hs(K∗) < +∞ et donc
K∗ est auto-similaire.
Exemple 1.38 L’ensemble de Cantor de´fini graˆce a` l’exemple 1.28 ve´rifie clairement la
condition de l’ensemble ouvert. Il est donc auto-similaire et le calcul de sa dimension de
similitude donne, graˆce a` l’e´galite´ (1.34), s = log 2/log 3. 2
Terminons en donnant une conse´quence importante de la proposition 1.30 : tout en-
semble compact peut eˆtre approche´ par des ensembles auto-similaires.
Corollaire 1.39 E´tant donne´s un ensemble compact non vide K de Rn et ε > 0, il existe
des similitudes contractantes S1, . . . ,Sm telles que
distH(K,K∗) < ε.
Ce re´sultat donne lieu a` une me´thode de compression d’image, ou` l’ide´e est de coder non
pas l’image elle-meˆme, mais les similitudes donnant lieu a` une approximation suffisamment
bonne. Bien suˆr cette technique est quelque peu plus e´volue´e que l’ide´e ge´ne´rale que nous
en donnons ici. Le lecteur inte´resse´ par l’application des syste`mes de fonctions ite´re´es




La the´orie multifractale s’inte´resse moins aux ensembles qu’aux mesures sur ces ensembles.
Elle permet d’e´tudier la manie`re dont se re´partissent les valeurs d’une mesure sur son
support. C’est donc aussi cet ensemble support qui est e´tudie´ par l’interme´diaire de
la mesure. Cette the´orie a connu un grand essor il y a une vingtaine d’anne´es graˆce a`
des travaux relatifs aux syste`mes dynamiques [54, 70, 106, 145, 167, 168, 176, 321] et
a` la turbulence [54, 309, 260, 276, 308] notamment. Les premiers exemples de mesure
multifractale semblent eˆtre les cascades multiplicatives de Mandelbrot [260], pour mo-
de´liser la distribution d’e´nergie en turbulence pleinement de´veloppe´e. Pour une revue
historique de´taille´e de cette the´orie, nous renvoyons le lecteur aux re´fe´rences suivantes
[7, 17, 132, 143, 178, 292, 312].
Spectre multifractal de grande de´viation
Le spectre multifractal de grande de´viation constitue une premie`re approche intuitive et
permet d’obtenir d’inte´ressants re´sultats the´oriques. Le spectre quantifie l’importance de
chaque valeur prise par la mesure.
Soit µ une mesure j de´finie sur les ensembles bore´liens de Rn, norme´e ﬂ. Pour e´viter




q, seuls les ensembles Ei tels que µ(Ei) > 0 sont pris en compte.
Si 0 < ε < 1, de´signons par {C(ε)i } les cubes d’un re´seau de recouvrement de coˆte´ ε (dont
la mesure est non nulle, µ(C
(ε)
i ) > 0) et par Nε(α) le nombre de ces cubes dont la mesure
est suffisamment grande, plus pre´cise´ment
Nε(α) = #{i : µ(C(ε)i ) > εα}. (1.39)
On de´finit e´galement la fonction de partition en sommant sur tous les cubes du re´seau de








avec q re´el. Bien suˆr Zε(0) donne le nombre de ces cubes ne´cessaire pour recouvrir le
support de µ. Pour ε fixe´, notons encore que Nε(α) est croissant avec α, au contraire
de Zε(q) qui est de´croissant lorsque q croˆıt. Ainsi, en jouant sur cet exposant, on peut
modifier les poids relatifs des valeurs µ(C
(ε)
i ) dans Zε.
j. Les mesures sont a` valeur positives [105].
ﬂ. Une mesure µ est norme´e si elle est de support borne´ et si µ(Rn) = 1.
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Le spectre d(α) que nous allons pre´senter joue le roˆle d’une dimension. Donnons une
approche heuristique avant de formuler les ide´es plus rigoureusement. Supposons que le
nombre de cubes de re´seau pour lesquels εα+δ 6 µ(C
(ε)
i ) < ε
α soit d’ordre ε−d(α), pour





La contribution dominante venant des valeurs de α pour lesquelles qα − d(α) est le plus
petit, quantite´ que l’on note τ(q), on obtient que
Zε(q) ∼ ετ(q). (1.42)
Bien suˆr, rien ne nous assure que ces quantite´s sont bien de´finies. Pour simplifier les
notations, nous omettrons dans la suite d’indiquer la longueur du coˆte´ des cubes de
recouvrement C
(ε)
i en e´crivant simplement Ci = C
(ε)
i .
Pour pouvoir de´velopper cette the´orie plus en avant, nous devons supposer l’existence
de la limite suivante.
Hypothe`se de travail 1.40 Nous supposerons g que la double limite suivante existe ﬃ









− log ε . (1.43)
Cette limite h est de premie`re importance en pratique, comme nous allons l’esquisser.
De´finition 1.41 La courbe d(α) de´finie par l’e´galite´ (1.43) est appele´e le spectre multi-
fractal de grande de´viation de µ.
E´tant donne´ η, pour des nombres δ et ε suffisamment petits, les ine´galite´s suivantes
devraient donc eˆtre ve´rifie´es,
ε−d(α)+η 6 Nε(α+ δ)−Nε(α− δ) 6 ε−d(α)−η. (1.44)
L’approche heuristique (1.41) est bien formalise´e par cette de´finition.
L’ide´e formule´e par la relation (1.42) peut alors eˆtre e´crite rigoureusement.
g. La de´monstration de cette existence peut eˆtre un point de´licat. Une me´thode couramment utilise´e
fait appel au the´ore`me de Chernoff [36, 100, 141].
ﬃ. Nous permettons a` d(α) de ne pas eˆtre fini.
h. Si elle n’existe pas, il est possible d’utiliser les limites supe´rieures et infe´rieures pour obtenir diverses
ine´galite´s. Nous renvoyons a` la re´fe´rence [142] pour de plus amples de´veloppements.
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En particulier, cette limite existe.
D’une manie`re ge´ne´rale, nous dirons que τ(q) existe si la limite (1.46) existe. L’inte´reˆt
de τ(q) est de permettre de calculer d(α) en inversant la relation (1.45), qui est une
transforme´e de Legendre. Ainsi, la limite (1.46) permet, dans bien des cas, d’acce´der au
spectre multifractal d(α).
Terminons en donnant un exemple.
Exemple 1.43 Soient 0 < p < 1 et C = ∩jCj l’ensemble de Cantor. On associe a`
cet ensemble la mesure µ de la manie`re suivante. Chaque intervalle intervenant dans
la construction de C a` l’e´tape j va donner deux sous-intervalles a` l’e´tape j + 1. Sur
chacun de ces sous-intervalles, on re´partit la densite´ ρ de l’intervalle de de´part avec les
coefficients suivants : le premier intervalle se voit attribuer la densite´ pρ et le second la
densite´ (1− p)ρ, traduisant l’importance relative d’un intervalle par rapport a` l’autre. La
masse de l’intervalle unite´ est pose´e e´gale a` 1.





intervalles de densite´ pi(1 − p)j−i et en
appliquant la relation (1.40), Z1/3j = (p








pq + (1− p)q)
log 1/3
, (1.47)
en supposant que l’hypothe`se de travail 1.40 est satisfaite.
Si p = 1/2, les densite´s sont e´quitablement re´parties et la masse en un point x donne´,
i.e. la mesure de l’intervalle [0,x], est la valeur de l’escalier du diable en ce meˆme point
x (voir l’exemple 2.45). A` l’e´tape j, la masse de chaque intervalle constituant Cj est
µj = µ([0,1/3j ]) = 1/2j . Pour ce p, on trouve τ(q) = (q − 1)log 2/log 3. A` partir de la
fonction τ(q), la relation (1.45) nous permet de pre´sumer que le spectre multifractal de
grande de´viation d(α) est e´gal a` −∞ pour tout α, excepte´ pour α = log 2/log 3, valeur
pour laquelle d(log 2/log 3) = log 2/log 3. Ainsi, une fonction τ(q) line´aire est associe´e a` un
spectre ne prenant une valeur finie qu’en un point. Un tel spectre est appele´ monofractal
(cf. relation (1.59)).
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Excepte´ pour la valeur p = 1/2, la fonction τ(q) donne´e par l’e´galite´ (1.47) est non
line´aire. L’ensemble des points pour lesquels la transforme´e de Legendre de τ ne prend
pas la valeur −∞ ne se re´duit alors pas a` un point. Nous dirons que la mesure associe´e a`
τ est multifractale. Remarquons que pour l’instant, rien ne nous assure que le (( spectre ))
obtenu a` partir de τ en inversant la relation (1.45) est le spectre de´fini par l’e´galite´ (1.43).
2
Calcul du spectre multifractal de grande de´viation
Le de´veloppement des pre´ce´dentes relations constitue la base de l’e´tude du spectre multi-
fractal de grande de´viation, en fournissant notamment une manie`re de calculer les valeurs
d(α) par l’interme´diaire de τ(q).
Sous certaines hypothe`ses supple´mentaires, nous pouvons pre´ciser les relations entre d
et τ .
Hypothe`se de travail 1.44 Nous supposerons que d est une fonction de´rivable de α,
strictement positive et strictement concave.
Cette hypothe`se peut poser proble`me, puisqu’il s’agit d’une hypothe`se sur le comporte-
ment de d, spectre que l’on souhaite estimer ! Dans la pluspart des cas pratiques, cette
hypothe`se semble ve´rifie´e ; nous verrons que c’est par exemple le cas pour les mesures
auto-similaires.
Pour q donne´, supposons que αq > 0 est la valeur (si elle existe) de α pour laquelle







q = Dαd(αq). (1.49)
Par de´finition de αq,
τ(q) = qαq − d(αq) (1.50)
et, si αq est de´rivable par rapport a` q,
Dqτ(q) = αq + qDqαq −Dαd(αq)Dqαq. (1.51)
On obtient alors, graˆce a` (1.49),
Dqτ(q) = αq. (1.52)
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En ge´ne´ral, τ peut eˆtre calcule´ ou estime´ lorsque q varie ; αq et d(αq) peuvent en eˆtre
de´duits par les relations (1.52) et (1.50).
Si [µ] de´signe le support de µ, on a Zε(0) = Nε([µ]), ou` Nε([µ]) de´signe le nombre de
cubes ne´cessaire pour recouvrir [µ] et ainsi, par (1.46) et (1.50),
−τ(0) = d(α0) = dimM([µ]). (1.53)
Par (1.49), cette valeur correspond au maximum de d. Pour q = 1, Zε(1) = 1, puisque
la mesure est norme´e, et donc τ(1) = 0. En ce qui concerne d, on trouve d(α1) = α1 et
Dαd(α1) = 1.



















Les e´galite´s (1.46) et (1.52) entraˆınent alors, si les de´rive´es convergent lorsque ε tend vers
ze´ro,






Le nume´rateur reveˆt la forme d’une entropie.
De´finition 1.45 L’expression
∑
i µ(Ci) logµ(Ci) est appele´e l’entropie de la partition de
µ et α1 est appele´ la dimension d’information de µ.
En fait, nous pouvons introduire un continuum de valeurs dimq(µ) pour caracte´riser la





− log ε =
τ(q)
q − 1 , (1.57)
pour autant que cette expression ait un sens (cf. proposition 1.42). On obtient imme´dia-
tement que dim0(µ) = dimM([µ]) et par le the´ore`me de l’Hospital, dim1(µ) = α1 (si bien
suˆr, les hypothe`ses sont ve´rifie´es).
Si la mesure est re´partie de manie`re homoge`ne, i.e. si µ(Ci) = 1/Nε([µ]) pour 1 6 i 6
Nε([µ]), on trouve par (1.40),
logZε(q)
− log ε = (1− q)
logNε([µ])
− log ε . (1.58)
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On en conclut que, dans ces conditions, τ(q) est de´fini si et seulement si la dimension de
Minkowski du support de µ est de´finie. De plus, dimq(µ) ne de´pend pas de q : dimq(µ) =




dimM([µ]) lorsque α = dimM([µ]),
−∞ lorsque α 6= dimM([µ]). (1.59)
On parle de spectre monofractal. Cette de´marche montre que la me´thodologie multifractale
n’apporte rien si la mesure est homoge`ne (au mieux n’obtient-on que la dimension de
Minkowski).
Reprenons l’exemple de la mesure associe´e a` l’ensemble de Cantor.
Exemple 1.46 En supposant que les hypothe`ses de travail sont ve´rifie´es, on peut main-
tenant poursuivre le de´veloppement de l’exemple 1.43 et de´terminer le spectre de grande
de´viation. Le calcul de αq a` partir de τ est direct ; la relation (1.52) donne
αq =
pq log p+ (1− p)q log(1− p)(
pq + (1− p)q) log 1/3 .






pq + (1− p)q)− q pq log p+ (1− p)q log(1− p)
pq + (1− p)q ).
Le support du spectre est, si p 6 1/2, [− log(1− p)/log 3,− log p/log 3]. Comme illustre´ par
la figure 1.46, lorsque p 6= 1/2, la repre´sentation du spectre est en (( forme de cloche )).
Pour le cas particulier ou` p = 1/2, on retrouve αq = log 2/log 3 et
d(log 2/log 3) = log 2/log 3.
Notons que la de´monstration de l’existence du spectre est assez technique et fait ap-
pel au the´ore`me de Chernoff pour les grandes de´viations. Cet outil est souvent utilise´
pour de´montrer que les hypothe`ses de travail sont ve´rifie´es. Pour de plus amples de´-
tails concernant ces mesures et le formalisme multifractal, nous renvoyons aux re´fe´rences
[70, 106, 176, 276, 292, 321]. 2
Spectre multifractal de Hausdorff
Le spectre multifractal de grande de´viation de´crit le comportement global d’une mesure
µ a` une e´chelle ε et ne donne que peu d’information quant au comportement de la mesure
en un point. Il existe d’autres de´finitions de spectre qui, a` partir des valeurs de la mesure






















Fig. 1.1 – En (a) sont repre´sente´es les fonctions τ pour la mesure associe´e a` l’ensemble
de Cantor, avec comme parame`tre p = 0.4 (traits pleins) et p = 1/2 (pointille´s). Pour
p = 1/2, τ est line´aire et le spectre associe´ (repre´sente´ en (b)) se re´duit en un point : le
spectre est monofractal. En (b) est aussi repre´sente´ le spectre multifractal de la mesure
lorsque p = 0.4.
Commenc¸ons par introduire la notion de spectre multifractal dit de Hausdorff.
De´finition 1.47 E´tant donne´e une mesure µ de Rn finie et re´gulie`re au sens de Borel, le
spectre multifractal de Hausdorff est de´fini par l’e´galite´








ou` Bε(x) de´signe la boule ferme´e de rayon ε centre´e en x.




lorsque ε tend vers 0, puis de
regarder le comportement global des ensembles ainsi de´finis, alors que pre´ce´demment, on




avant de faire tendre ε vers 0. Dans ce
qui suit, nous supposerons toujours que µ est une mesure finie et re´gulie`re.
D’apre`s la de´finition, il est d’abord e´vident que l’on a
0 6 dH(α) 6 dimH([µ]), (1.61)
mais il existe une relation plus forte [140],
0 6 dH(α) 6 α, (1.62)
pour tout α. En ce qui concerne la relation entre le spectre de Hausdorff et le spectre de
grande de´viation, il existe un re´sultat pre´liminaire.
The´ore`me 1.48 Pour tout α > 0,
dH(α) 6 d(α) (1.63)
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si d(α) est positif et dH(α) = 0 sinon.










− log ε } (1.64)
pour affirmer que
dH(α) 6 d(α). (1.65)
2
Il nous faut aussi introduire une quantite´ τH analogue a` celle de´finie par la relation
(1.46). Cette de´finition est assez technique. E´tant donne´ deux re´els q et τ , on de´finit








τ : X ⊂ ∪iBri(xi), xi ∈ X, ri 6 ε},
puis, pour que la mesure soit monotone,




τH(q) = − sup{τ : Hq,τ (Rn) = +∞} = − inf{τ : Hq,τ (Rn) = 0}. (1.66)
On a alors le re´sultat suivant.





Pour les mesures ayant un comportement (( suffisamment re´gulier )), on peut espe´rer avoir
l’e´galite´.
Malheureusement, il est parfois difficile d’e´valuer τH(q) en pratique. D’autres de´finition




Formalisme multifractal pour les mesures auto-similaires
Il est possible de montrer que le spectre multifractal de Hausdorff peut eˆtre obtenu a`
partir de τ pour certaines classes de mesures. C’est le cas des mesures dites auto-similaires,
construites a` partir de syste`mes de fonctions ite´re´es, et donc lie´es a` la notion de fractale.
Supposons que le support de µ soit le compact K∗ = [µ]. Intuitivement, si cette mesure
est auto-similaire, il devrait exister une famille de contractions {S1, . . . ,Sm} pour lesquelles
les ensembles Sj(K
∗) soient disjoints, avec Sj(K∗) ⊂ K∗ et telle que ∪jSj(K∗) = K∗,




, pour tout sous-ensemble B de Sj(K
∗).
Puisque ces ensembles sont disjoints, on peut sommer sur j dans la dernie`re e´galite´ pour
e´tendre la relation d’auto-similarite´ a` K∗. Cette ide´e est pre´cise´e par la de´finition suivante.









pour tout ensemble bore´lien B et telle que
Si([µ]) ∩ Sj([µ]) = ∅, (1.69)
lorsque i 6= j est appele´e mesure auto-similaire.
Le re´sultat suivant est ne´cessaire pour prouver l’existence des mesures a` e´tudier.
The´ore`me 1.52 Soient {S1, . . . ,Sm} une famille de contractions sur un ensemble ferme´
F de Rn et {λ1, . . . ,λm} des re´els positifs dont la somme vaut un. Il existe une mesure














pour toute fonction continue f de F vers R.
De plus, le support de µ est l’ensemble invariant K∗ pour la famille de contractions







= λj1λj2 · · ·λjn . (1.71)
[. Une mesure telle que tout ensemble bore´lien soit µ-mesurable.
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La condition d’intersection, parfois appele´e condition de se´paration forte, implique que
le support de la mesure soit totalement discontinu et permet l’utilisation de la relation
(1.71) [142].
Supposons avoir une mesure µ auto-similaire relative a` une famille de contractions
{S1, . . . ,Sm} et aux nombres λi (1 6 i 6 m) dont la somme vaut un. E´tant donne´ un re´el




−τH(q) = 1. (1.72)





−τH(q) (D2τH(q) log ci + (log λi +DτH(q) log ci)2)
et on constate que τH est concave en q et meˆme strictement concave si le rapport
log λi/ log ci n’est pas identique pour tous les i, ce que nous supposerons dore´navant
pour e´viter les cas de´ge´ne´re´s.
Si l’on de´finit αmin et αmax comme e´tant les pentes des asymptotes de τH(q) et pose
L (α) = inf
q
{qα− τH(q)}, (1.73)
on constate que le support de L est [αmin,αmax]. Pour un α donne´, le minimum de L est
atteint en un point qα. En ce point
α = DτH(qα), (1.74)
et
L (α) = qαα− τH(qα) = qαDτH(qα)− τH(qα). (1.75)






















En faisant appel a` la ge´ome´trie de la transforme´e de Legendre, on constate que L est
continu et que L (αmin) = L (αmax) = 0 si les quantite´s log λi/log ci sont toutes diffe´-
rentes j. Finalement, en de´rivant (1.75), on obtient
DαL (α) = αDαqα + qα −DqτH(qα)Dαqα = qα. (1.78)
j. Dans ce cas, les asymptotes passent par l’origine, ce qui donne les deux e´galite´s.
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Puisque q de´croˆıt lorsque α croˆıt, L est une fonction concave.
La the´orie des auto-similarite´s nous permet d’affirmer, graˆce a` la relation (1.72), que
τH(0) = −dimH([µ]) = −dims([µ]). La meˆme e´galite´ implique que τH(1) = 0 et L (α1) =
α1, par la relation (1.75).
Le re´sultat suivant affirme que, pour les mesures auto-similaires, le spectre multifractal
de Hausdorff peut eˆtre obtenu a` partir de τH.
The´ore`me 1.53 Soit µ une mesure auto-similaire. Si, avec les notations qui pre´ce`dent,













Enfin, il existe des relations entre d(α) et dH(α).
The´ore`me 1.54 Soit µ une mesure auto-similaire. Avec les meˆmes notations que pre´ce´-
demment, en posant
d+(α) = max{0,d(α)}, (1.80)




quel que soit α, avec l’e´galite´ pour tout α correspondant a` un q positif.
Autrement dit, en notant α0 la valeur de α correspondant a` q = 0, d
+(α) = dH(α) si
α 6 α0.
On peut obtenir l’e´galite´ dans la relation (1.81) pour toutes les valeurs de q, si l’on
modifie le´ge`rement la de´finition de Nε, donne´e par l’e´galite´ (1.39).
Remarque 1.55 Dans la de´monstration du the´ore`me 1.54, si les cubes de recouvrement
{Ci} intervenant dans la de´finition de Nε sont tels que µ(C ′i) > 0 pour tout i, ou` C ′i est le
cube de recouvrement de meˆme centre que Ci et de coˆte´ une demi-fois moins long, alors
d+(α) = dH(α) pour tout α. 2
La mesure associe´e a` l’ensemble de Cantor est auto-similaire.
Exemple 1.56 La mesure associe´e a` l’ensemble de Cantor peut eˆtre de´finie par la mesure
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+ (1− p)µ(S−12 ([x1,x2])), (1.82)
ou` S1(x) = x/3 et S2(x) = 2/3+x/3 sont les contractions associe´es a` l’ensemble de Cantor.





pq + (1− p)q)
log 1/3
et les deux spectres sont e´gaux. 2
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Chapitre 2
Analyse et caracte´risation de




es ondelettes constituent un outil devenu indispensable en analyse et trai-
tement du signal permettant des formulations mathe´matiques des plus e´le´gantes.
Notre but ici est de pre´senter globalement la transforme´e en ondelettes continue dans
l’espace des fonctions de carre´ inte´grable avant de nous inte´resser a` la de´finition, la ca-
racte´risation et la de´tection des irre´gularite´s au sens ho¨lderien. Outre ces de´marches, ce
chapitre introduit e´galement le formalisme multifractal pour les fonctions, utile pour ca-
racte´riser globalement les fonctions pre´sentant un grand nombre d’irre´gularite´s. Le lecteur
inte´resse´ par des ouvrages ge´ne´raux sur les ondelettes pourra consulter [13, 17, 101, 102,
112, 227, 257, 278, 305, 322, 365].
Mis a` part quelques re´flexions sur le formalisme multifractal, les the´ories expose´es dans
ce chapitre sont classiques ; nous ne re´fe´rencerons ce texte qu’en de´but de sous-section,
voire de section.
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2. Analyse et caracte´risation de signaux irre´guliers par la transforme´e en ondelettes continue
2.1 La transforme´e en ondelettes continue
La transforme´e en ondelettes continue, explicitement ﬂ introduite dans les travaux de
Grossman et Morlet [173, 174] associe une repre´sentation espace-e´chelle a` une fonction,
de la meˆme manie`re que la transforme´e de Gabor lui associe une repre´sentation epace-
fre´quence. La transforme´e en ondelettes permet une e´tude syste´matique des signaux [123,
257, 365] et a donne´ lieu a` des avance´es significatives tant en physique [17, 20, 25, 287, 292],
qu’en mathe´matique [137, 203, 238, 278, 334].
De´finitions
Nous pre´sentons ici les bases de la the´orie de la transforme´e en ondelettes en ne conside´rant
que les fonctions mesurables de carre´ inte´grable sur R. Ses principales proprie´te´s sont la
conservation du module et l’inversibilite´.
Notation 2.1 Nous travaillerons dans l’espace de Hilbert L2 = L2(R) des fonctions me-
surables de carre´ inte´grable par rapport a` la mesure de Lebesgue, e´quipe´ du produit
scalaire naturel 〈 . , . 〉 et de la norme ‖ . ‖ associe´e.
La transforme´e en ondelettes permet de repre´senter une fonction de multiples manie`res,
de´pendant essentiellement de l’ondelette choisie.








Si ψ appartient a` l’espace L1, ce que nous supposerons implicitement, ψˆ est continu
et pour que la condition d’admissibilite´ soit ve´rifie´e, il faut que ψˆ(0) =
∫
R
ψ(t) dt = 0.
Inversement, si cette dernie`re e´galite´ est satisfaite et que
∫
R
|ψ(t)|(1+ |t|h) dt est fini g pour
un h > 0, alors ψ ve´rifie la condition d’admissibilite´ (2.1). Ainsi dans les cas pratiques, ou`
des proprie´te´s de de´croissance a` l’infini sont exige´es pour ψ, la condition d’admissibilite´
est satisfaite si ψˆ est nul a` l’origine. La transforme´e en ondelettes d’une fonction est alors
ﬂ. Citons aussi les travaux de Caldero`n [88]. Des bases d’ondelettes avaient de´ja` e´te´ implicitement
utilise´es de`s le de´but du sie`cle passe´ [175, 352] sans eˆtre conside´re´es comme telles.
g. Cette condition est le´ge`rement plus contraignante que l’inte´grabilite´ de ψ.
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simplement de´finie par des convolutions avec l’ondelette me`re translate´e et dilate´e. Par
extension, cette dernie`re sera appele´e ondelette.
De´finition 2.3 La transforme´e en ondelettes d’une fonction f de l’espace L2 par une
ondelette ψ a` l’e´chelle a > 0 et a` la position (ou temps) b ∈ R est de´finie par













On e´crit parfois Wf(b,a) = Wψf(b,a) lorsque le choix de l’ondelette est explicite ou sans
conse´quence.




[f ∗ ψ¯(− .
a
)](b). (2.3)
Cette transforme´e consiste donc a` convoluer le signal avec une (( feneˆtre )) qui se dilate avec
le facteur e´chelle a. Le demi-plan espace-e´chelle est l’espace R × R+∗ et la repre´sentation
espace-e´chelle est la donne´e du graphe {(b,a,Wf(b,a)) : (b,a) ∈ R × R+∗ }. On peut aussi
voir l’ondelette me`re comme un filtre passe bande, puisque son inte´grale est nulle. L’e´galite´
(2.3) se re´e´crit, dans l’espace de Fourier,





Comme nouas allons le voir, la transforme´e en ondelettes conserve la norme. De plus,
dans une certaine mesure, on peut reconstruire une fonction a` partir de sa transforme´e
en ondelettes. Commenc¸ons par donner deux re´sultats pre´liminaires, pour lesquels on
e´tend la de´finition de la transforme´e en ondelettes aux e´chelles a ne´gatives en posant
Wf(b,a) = 〈f,|a|−1/2 ψ(( . − b)/a)〉.
The´ore`me 2.4 Si ψ ve´rifie la condition d’admissibilite´, e´tant donne´ deux fonctions f1












‖Wf( . ,a)‖2 da
a2
. (2.6)
Graˆce a` cette e´galite´, on peut obtenir un re´sultat de convergence.
















∥∥∥∥ = 0. (2.7)
37
2. Analyse et caracte´risation de signaux irre´guliers par la transforme´e en ondelettes continue
Ces propositions prennent induisent la conservation de la norme et l’inversibilite´, a` ceci
pre`s que le parame`tre d’e´chelle a varie sur R∗ et non plus sur R+∗ . A` partir de ces relations,
on peut e´tablir des re´sultats e´quivalents pour la transforme´e en ondelettes sur R × R+∗ ,
en imposant toutefois une condition d’admissibilite´ plus restrictive.





















Graˆce aux identite´s pre´ce´dentes, le the´ore`me 2.4 peut eˆtre adapte´ comme suit.
Corollaire 2.7 Si ψ ve´rifie la condition d’admissibilite´ restreinte, e´tant donne´ deux fonc-














‖Wf( . ,a)‖2 da
a2
. (2.11)
On a aussi la convergence au sens faible.
Corollaire 2.8 Si ψ ve´rifie la condition d’admissibilite´ restreinte, pour toute fonction

















∥∥∥∥ = 0 (2.12)
Noyau reproduisant
Les proprie´te´s d’inversibilite´ et de conservation de la norme permettent de caracte´riser
quelque peu l’espace relatif au demi-plan espace-e´chelle.
L’e´galite´ (2.11) montre que W envoie les fonctions de l’espace L2(R) vers un espace
de Hilbert, sous-espace de L2(R×R+∗ ; db da/a2), que nous noterons HW . E´tant donne´ une
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fonction fW de HW , en utilisant l’e´galite´ (2.10), on trouve, si fW = Wψf ,

















ou` on a pose´












Le noyau reproduisant Kψ mesure en quelque sorte la corre´lation existant entre les deux
fonctions ψ(( . − b)/a) et ψ(( . − v)/u). Ainsi, il existe une certaine redondance dans la
transforme´e en ondelettes continue.
Si l’on note Pψ l’ope´rateur associe´ au noyau reproduisant Kψ, alors Pψ est auto-adjoint
et HW est de´fini par
HW = {fW ∈ L2(R× R+∗ ; db da/a2) : PψfW = fW}. (2.15)
Puisque HW est associe´ par l’ope´rateur orthogonal Pψ a` un noyau reproduisant, il s’agit
d’un sous-espace propre de L2(R× R+∗ ; db da/a2).
La transforme´e en ondelettes en pratique
En pratique, il est bien suˆr impossible de repre´senter la transforme´e en ondelettes continue
Wf(b,a) d’un signal f pour tout b et tout a. La de´finition (2.4) permet d’imple´menter
simplement cette transforme´e avec une complexite´ d’orde N logN , graˆce a` la transforme´e
de Fourier rapide.
Nume´riquement, l’ondelette, comme le signal, ne sont de´finis que par un nombre fini
de points. Nous pouvons supposer, sans perte de ge´ne´ralite´, que le signal f et l’onde-
lette ψ ne sont de´finis que pour l’ensemble des naturels N et que leur support est donne´
respectivement par [f ] = [0,tM ] et [ψ] = [−b0,b0], ou` tM et b0 sont des naturels non-nuls.
Les e´chelles d’analyse, elles aussi, doivent prendre leurs valeurs dans un intervalle com-
pact [am,aM ], avec am,aM ∈ R et 0 < am < aM . Une manie`re naturelle de proce´der est
de poser am = 1. Cela n’est en rien restrictif : si des e´chelles infe´rieures a` am sont ne´-
cessaires, il suffit de rede´finir une nouvelle ondelette ψ′ en posant ψ′(t) = 1/
√
a′m ψ(t/a′m),
avec a′m < am. Ainsi, la plus petite e´chelle analyse´e est de´finie par la re´solution de l’on-
delette nume´rique utilise´e. Remarquons aussi qu’il est illusoire de penser pouvoir de´finir
l’ondelette pour des e´chelles arbitrairement petites. Par le the´ore`me de Shanon-Whitaker
[115, 296, 343, 388], la plus petite e´chelle possible est de´finie par l’intervalle de fre´quence
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t < 0 t > tM
plateau a` 0 f(t)=0 f(t)=0
plateau f(t)=f(0) f(t)=f(tM )
pe´riodique f(t)=f
(




t mod (tM + 1)
)
miroir f(t)=f(−t) f(t)=f(2tM − t)
Tab. 2.1 – Les valeurs a` affecter au signal f hors de son support [0,tM ] pour ge´rer les
effets de bord en fonction de la me´thode utilise´e.
ou` varie ψˆ ; pour e´viter l’effet d’aliasing [94, 159], cet intervalle doit eˆtre inclus dans
[−pi,pi]. L’e´chelle maximum aM est en ge´ne´ral fixe´e par la taille du signal f a` analyser : il
est inutile d’utiliser les e´chelles a pour lesquelles 2ab0 > tM . Finalement, les valeurs que
peut prendre le parame`tre d’e´chelle a ∈ [1,aM ] sont en nombre fini. On pose en ge´ne´ral
a = 2o+
v/vM , ou` v varie par pas entiers entre 0 et vM − 1, vM ∈ N fixant la re´solution et
le second parame`tre o varie par pas entiers entre 0 et log2(aM )− (vM − 1)/vM . Lorsque a
est e´gal a` 2o+
v/vM , on parle d’e´chelle de´finie par la voix v et l’octave o. Vu ce qui pre´ce`de,
on peut faire varier b entre 0 et tM .
Le calcul nume´rique de la convolution (2.3) peut ne´cessiter des valeurs du signal in-
de´termine´es. Typiquement, le support de l’ondelette nume´rique a` une e´chelle a et une
position b est donne´ par [b − ab0,b + ab0]. Les valeurs de b pour lesquelles b − ab0 < 0
et b + ab0 > tM posent proble`me puisque le signal f n’est pas de´fini en tous les points
requis pour le calcul transforme´e en ondelettes. La manie`re la plus naturelle de proce´der
est certainement d’empeˆcher ces cas en interdisant a` b de prendre ces valeurs critiques.
De cette manie`re, le nombre de points de´finissant la transforme´e en ondelettes a` une
e´chelle fixe´e diminue lorsque l’e´chelle augmente. Une autre me´thode consiste a` (( e´largir
le signal )) en extrapolant les valeurs ne´cessaires de f(t) lorsque t est ne´gatif ou supe´rieur
a` tM . Nous exposons ici les quatre manie`res les plus usite´es pour de´finir ces valeurs. La
premie`re, appele´e me´thode plateau nul, consiste a` poser f(t) = 0 lorsque t /∈ [0,tM ]. Pour
la me´thode plateau, on pose f(t) = f(0) lorsque t < 0 et f(t) = f(tM ) lorsque t > tM ,
alors que pour l’analyse en fre´quence, on utilise en ge´ne´ral la me´thode pe´riodique en re-
de´finissant f par f(t) = f
(
t mod (tM + 1)
)
. Enfin, la me´thode miroir est caracte´rise´e par
les e´galite´s f(t) = f(−t) pour t < 0 et f(t) = f(2tM − t) pour t > tM . Pour la de´tection
de singularite´s, la meilleure me´thode semble eˆtre celle du plateau. Les diffe´rents proce´de´s
sont re´capitule´s dans le tableau 2.1.
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2.2 Caracte´ristiques des ondelettes
Les crite`res guidant le choix d’une ondelette me`re pour re´aliser la transforme´e de´pendent
de l’utilisation que l’on souhaite en faire. Pour l’analyse fre´quentielle, on choisira une
ondelette complexe relativement bien localise´e dans le demi-plan temps-fre´quence, au sens
ou` elle minimise l’ine´galite´ de Heisenberg [102]. Pour l’analyse de singularite´s, le choix est
tout autre. On choisira des ondelettes posse´dant suffisamment de moments nuls et bien
localise´e dans l’espace, c’est-a`-dire a` de´croissance suffisamment rapide. Implicitement,
nous supposerons toujours avoir affaire a` des signaux dont l’image est incluse dans R.
Dans ce qui suit, par soucis de ge´ne´ralite´, nous utiliserons la transforme´e en ondelettes
continue sur Rn, qui ge´ne´ralise naturellement celle sur R.
Notation 2.9 La transforme´e en ondelettes sur Rn est de´finie par






ou` ψ est une fonction radiale posse´dant suffisamment de moments nuls.
Le cas n = 1 reste l’espace sur lequel nous travaillerons de manie`re privile´gie´e, mais
certains re´sultats se formalisent naturellement dans les espaces Rn. Dans R, le facteur de
normalisation est 1/a et non plus 1/
√
a. Les raisons de ce changement sans conse´quence
sont simples. Cette normalisation est d’abord la plus naturelle pour les changements de
variable du type t′ = t/a. La seconde raison est en rapport avec l’analyse fre´quentielle. La
transforme´e de Fourier de 1/aψ(t/a) est donne´e par ψˆ(aω). A` la dilatation par un facteur
a correspond une multiplication de la fre´quence par ce meˆme facteur. Remarquons que la
transforme´e en ondelettes de´finie par l’e´galite´ (2.16) peut aussi avoir un sens dans un cadre
plus ge´ne´ral que L2(Rn). Ainsi, si l’ondelette est suffisamment re´gulie`re, la transforme´e
peut porter sur les distributions. Enfin, on pose L2 = L2(Rn).
Ondelettes adapte´es a` la de´tection de singularite´s
Pour l’analyse de singularite´s d’un signal, nous verrons qu’il est primordial de pouvoir
disposer d’ondelettes ayant une (( re´gularite´ suffisante )). Nous pre´cisons ici cette notion
de re´gularite´.
La premie`re caracte´ristique que nous imposerons aux ondelettes concerne le nombre de
moments nuls.
De´finition 2.10 Une ondelette ψ posse`de m moments nuls (m > 0) si la relation suivante
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est satisfaite, ∫
Rn
tk ψ(t) dt = 0, (2.17)
pour tout k ∈ Nn tel que |k| < m.
Illustrons cette proprie´te´ sur R. Soit P une polynoˆme de degre´ strictement infe´rieur a` m.










) dt = 0. (2.18)
La vitesse de de´croissance est elle aussi primordiale dans la caracte´risation des singu-
larite´s.
De´finition 2.11 Une fonction f est 0-re´gulie`re si elle ve´rifie
|f(t)| 6 Ck
1 + |t|k , ∀ k ∈ N (2.19)
pour des constantes Ck et tout t.
Dans R, si l’ondelette est suffisamment re´gulie`re, la transforme´e correspondante peut
s’e´crire comme un ope´rateur diffe´rentiel multi-e´chelles.
The´ore`me 2.12 Une ondelette 0-re´gulie`re sur R posse`de m moments nuls si et seulement
s’il existe une fonction θ a` de´croissance rapide ve´rifiant
ψ(t) = (−1)mDmθ(t). (2.20)




Sous les hypothe`ses de la proposition pre´ce´dente,
Wψf(b,a) = a
m−1Dm[f ∗ θ(− .
a
)](b). (2.21)
Nous aurons besoin d’imposer cette de´croissance aux de´rive´es successives de l’ondelette.
De´finition 2.13 Une fonction est m-re´gulie`re (m > 0) si
|∂αf(t)| 6 Ck
1 + |t|k , ∀ k ∈ N (2.22)
pour tout multi-indice α tel que |α| 6 m.
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En fait, nous supposerons toujours avoir affaire a` de telles ondelettes.
Hypothe`se de travail 2.14 Nous supposerons que les ondelettes envisage´es pour l’e´tude
des irre´gularite´s d’un signal posse`dent au moins m > bhc + 1 moments nuls et sont m-
re´gulie`res, h e´tant l’exposant de Ho¨lder de´fini par le contexte (voir la section 2.3).
En pratique, pour l’e´tude de la re´gularite´, nous utiliserons les fonctions de´rive´es de la
gaussienne, pre´sente´es dans la sous-section suivante.
Lignes de maxima du module de la transforme´e en
ondelettes et de´rive´es de la fonction gaussienne
Les lignes de maxima constituent un outil puissant, tant pour la caracte´risation ponctuelle
que globale des irre´gularite´s pre´sentent dans un signal. Elles sont naturellement associe´es
aux ondelettes obtenues en de´rivant la fonction gaussienne. Dans cette sous-section, les
ondelettes sont suppose´es re´elles.
Donnons d’abord la de´finition des lignes de maxima du module.
De´finition 2.15 Une fonction de maxima du module ` associe´e a` la transforme´e en on-
delettes Wf est une fonction continue de´finie sur un intervalle [am,aM ],
` : [am,aM ] → R a 7→ b, (2.23)
telle que b = `(a) soit un maximum local de |Wf( . ,a)| pour tout a du domaine de
de´finition. L’extremum doit eˆtre strict a` gauche ou a` droite (ou les deux). La courbe
(simple) de´finie par le chemin (γ,[am,aM ]), ou` γ est l’application donne´e par l’e´galite´
γ(a) = (`(a),a), est appele´e ligne de maxima du module. L’ensemble des lignes de maxima
du module associe´e a` une transforme´e en ondelettes est appele´ squelette de la transforme´e
en ondelettes.
Nume´riquement, puisque les e´chelles utilise´es sont discre`tes, les maxima du module sont
relie´s entre eux a` travers les e´chelles de proche en proche soit par un segment, pour assurer
la continuite´, soit par des fonctions splines pour obtenir une plus grande re´gularite´. Si l’on
utilise cette me´thode d’interpolation, les valeurs prises par la ligne de maxima ne sont
plus ne´cessairement entie`res, alors que le signal est de´fini sur N.
Si le squelette de la transforme´e en ondelettes Wf (et la connaissance des valeurs de Wf
aux points appartenant a` une ligne de maxima du module) ne permet pas de reconstruire
le signal f , il permet en ge´ne´ral d’ en obtenir une bonne approximation [259].
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Fig. 2.1 – Les ondelettes ψ1 et ψ2 obtenues a` partir de la de´rive´e premie`re et seconde de
la gaussienne respectivement.
Dans R, si un maximum du module se situe dans le demi-plan espace-e´chelle, la propo-
sition suivante [190, 395] affirme qu’avec le bon choix d’ondelette, il existe au moins une
ligne de maxima passant par ce point et se prolongeant vers les petites e´chelles.







) (m > 0), (2.24)
toute les lignes de maxima sont de´finies sur un intervalle du type ]0,a0] (a0 ∈ R+∗ ) ou
]0,+∞[.
Les ondelettes obtenue a` partir de la de´rive´e premie`re et seconde de la gaussienne sont
repre´sente´e par la figure 2.1.
Remarquons que, par la proposition 2.12, la de´rive´e m-ie`me de la gaussienne posse`de
exactement m moments nuls.
En pratique, ce sont ces ondelettes que nous utiliserons pour la caracte´risation des
singularite´s ou la de´termination du spectre de Ho¨lder d’un signal. La transforme´e en on-
delettes par la de´rive´e m-ie`me de la fonction gaussienne a` l’e´chelle a peut eˆtre interpre´te´e,
graˆce a` l’e´galite´ (2.21), comme la de´rive´e m-ie`me du signal convolue´ par la fonction gaus-
sienne a` l’e´chelle a, cette dernie`re jouant le roˆle de feneˆtre lissante. En particulier, en
utilisant les notations de´finies par l’e´galite´ (2.24) et en notant θ la fonction gaussienne,
les extrema locaux de Wψ1f( . ,a) selon b correspondent aux points d’inflection du signal
lisse´ Wθf( . ,a)
ﬃ et aux points ou` la transforme´e Wψ2f( . ,a) change de signe. La de´tec-
tion de tels extrema correspond a` une de´tection de bords de Canny [90]. La de´tection
ﬃ. Puisque θ n’est pas de moyenne nulle, Wθf ne de´signe pas une transforme´e en ondelettes.
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des valeurs pours lesquelles Wψ2f change de signe correspond a` une de´tection de bords
de Marr-Hildreth [267, 268]. Les maxima (resp. minima) de |Wψ1f |( . ,a) repre´sentent les
points ou` le signal Wθf( . ,a) varie rapidement (resp. lentement) ; l’e´tude des points ou` la
transforme´e en ondelettes Wψ2f change de signe ne permet pas d’obtenir directement ce
type d’information.
Enfin, pour les ondelettes du type (2.24), nous utiliserons la de´finition suivante, pre´ci-
sant la notion de taille.





taille caracte´ristique Sψ(a) de l’ondelette ψm(t) = D
mfσ(t) a` l’e´chelle a vaut Sψ(a) = 2aσ.
Pour des proble`mes plus spe´cifiques, il est parfois utile d’adopter d’autres de´finitions de
la taille de l’ondelette [300].
Concernant l’e´tude fre´quentielle
La transforme´e en ondelettes continue permet aussi une e´tude du type temps-fre´quence.
Si l’on conside`re l’ondelette comme une feneˆtre, la taille de celle-ci varie selon l’e´chelle
a` laquelle on se trouve. Ainsi, contrairement a` la transforme´e de Gabor, la feneˆtre de la
transforme´e en ondelettes est adaptative : elle s’e´largit pour les basses fre´quences de ma-
nie`re a` conserver (( la meˆme quantite´ d’information )). Nous travaillerons ici exclusivement
sur R.
Pour une e´tude du type temps-fre´quence, il est plus efficace de prendre une ondelette
progressive pour se´parer amplitude et phase.
De´finition 2.18 Une ondelette ψ est dite progressive si la fonction de quadrature associe´e
est nulle,
(I − iH)ψ(t) = 0, (2.25)






















Puisque Ĥψ(ω) = −i sign(ω) ψˆ(ω), l’e´galite´ (2.25) est ve´rifie´e si et seulement si la trans-
forme´e de Fourier est causale,
ψˆ(ω) = 0, ∀ω < 0. (2.27)
h. Autrement dit, l’ondelette appartient au second espace de Hardy complexe.
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La transforme´e de Hilbert d’une fonction re´elle e´tant re´elle, une telle ondelette est ne´-
cessairement complexe. Cependant, la transforme´e de Fourier d’une ondelette progressive




2<̂ψ(ω) si ω > 0,
0 si ω < 0.
(2.28)
La transforme´e de Hilbert permet de de´finir la “partie analytique” d’un signal [.
Remarque 2.19 La partie analytique fa d’un signal re´el f est de´finie par l’e´galite´ fa(t) =
f(t)+iHf(t). Cette“repre´sentation analytique”permet d’obtenir un signal complexe sans
fre´quence ne´gative [76, 103]. Si f ve´rifie une identite´ du type (2.25), alors bien suˆr fa = 2f .
2
L’ondelette me`re que nous utiliserons pour effectuer les e´tudes temps-fre´quence sera
celle de Morlet.
De´finition 2.20 L’ondelette de Morlet ψM est de´finie par sa transforme´e de Fourier :










ou` Ω est appele´ la fre´quence centrale de l’ondelette. Il s’agit d’une gaussienne translate´e,













En ge´ne´ral, l’expression exp(−Ω2/2) dans la relation (2.29) peut eˆtre ne´glige´e j pour obtenir









Si l’on choisit Ω = pi
√
2/ln 2, le rapport entre les deux plus hauts maxima est 1/2. En effet,
pour cette valeur, la pe´riode de cos(Ωt) est
√
ln 4 et ψM (
√
ln 4) = 1/2.
[. cette de´nomination est quelque peu malheureuse : la partie analytique d’un signal n’est pas a` mettre
en relation avec les fonctions analytiques.
j. Si Ω est supe´rieur a` 5, ce terme est infe´rieur a` 4 10−6.
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Fig. 2.2 – Les parties re´elle et imaginaire (en traits interrompus) de l’ondelette de Morlet.
Son module est repre´sente´ en gris.
L’e´galite´ (2.32) ne de´finit pas a` proprement parler une ondelette progressive, mais
ici aussi, les valeurs de ψˆM sont en pratique conside´re´es comme ne´gligeables pour les
fre´quences ne´gatives ﬂ. L’ondelette de Morlet est repre´sente´e par la figure 2.2
Nous sommes inte´resse´s par le proble`me de la de´tection de fre´quences caracte´ristiques.
Illustrons l’inte´reˆt des ondelettes progressives en conside´rant un exemple simple, ou` la
fonction a` e´tudier est f(t) = cos(ω0t). En supposant que la transforme´e est de´finie, on






Si ψˆ est a` valeurs re´elles, le module de la transforme´e en ondelettes |Wf(b,a)| est donne´
par la composante ψˆ(aω0). La phase de la transforme´e exp(iω0b), quant a` elle, de´crit le
comportement de la phase de la fonction e´tudie´e.
A` partir des relations (2.31) et (2.33), on peut de´tecter la fre´quence ω0 de la fonction
cos(ω0t) en cherchant le maximum de ψˆM ( . ω0). Ce dernier est atteint pour a = Ω/ω0. Dans
le demi-plan espace-e´chelle, la fre´quence ω0 de la fonction cos(ω0t) vaut donc Ω/aω, ou` aω
est l’e´chelle a` laquelle le module de la transforme´e en ondelettes atteint son maximum (le
ﬂ. Si Ω est supe´rieur a` 5, les valeurs correspondant a` des fre´quences ne´gatives sont aussi infe´rieures a`
4 10−6.
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b
a










Fig. 2.3 – Repre´sentation du module de la transforme´e en ondelettes d’un signal du type
f(t) =
(
cos(0.5 t) + cos(0.1 t)
)
χ[−T,T ](t) en utilisant l’ondelette me`re de Morlet. Les cou-
leurs utilise´es pour cette repre´sentation vont du blanc (pour les valeurs les plus faibles) au
noir (pour les valeurs les plus fortes).
module de la transforme´e en ondelettes ne de´pend pas de b).





(T ∈ R+), avec ω1 = 1/2 et ω2 = 10−1. Les grandes valeurs de |WψM f(b, . )| se re´par-
tissent en deux zones (cf. figure 2.3) permettant d’estimer ω1 et ω2. Il suffit de som-
mer a` chaque e´chelle a les valeurs de la transforme´e en ondelettes selon b et de re-
normaliser par la longueur de l’intervalle b2 − b1 sur lequel sont e´value´s les coefficients
Wf(b,a), b ∈ [b1,b2] ⊂ [−T,T ]. On obtient ainsi un signal pre´sentant deux maxima (cf.
figure 2.4) en a1 = 10.5 ± 1/2 et a2 = 53.5 ± 1/2, permettant d’estimer les fre´quences
w˜1 = Ω/a1 = 0.51± 0.025 et w˜2 = 0.1± 10−3. 2
Les de´ductions qui pre´ce`dent sont toujours d’application si l’on module de manie`re
douce la fre´quence ou l’amplitude [365]. Pour une fonction du type f(t) = C(t) cos(ω0t),
ou` C est une fonction suffisamment re´gulie`re, un de´veloppement polynomial de cette
dernie`re permet d’approcher la transforme´e en ondelettes de f par une expression du
type de (2.33), si la de´rive´e de C est suffisamment petite, en particulier par rapport a`
l’amplitude. Si l’on module la fre´quence, l’algorithme associe´ se complique le´ge`rement.
g. Cette fonction est a` support compact et on suppose que ce support est suffisamment grand pour ne
pas influencer l’intervalle sur lequel est e´value´ la transforme´e en ondelettes.
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Fig. 2.4 – La moyenne des valeurs du module de la transforme´e en ondelettes de f en
fonction de l’e´chelle. Les deux pe´riodes de f apparaˆıssent clairement.
2.3 Exposants de Ho¨lder
Notre but est de de´finir et caracte´riser l’irre´gularite´ d’un signal, tant globalement, via
les espaces de Ho¨lder, que localement, graˆce aux exposants de Ho¨lder. Nous montrerons
ensuite que ces exposants ne peuvent entie`rement de´crire les singularite´s de type oscillant
et introduirons les exposants d’oscillation. Dans cette section, nous supposerons avoir
affaire a` des applications re´elles.
Espaces de Ho¨lder
Les espaces de Ho¨lder raffinent les espaces des fonctions s fois continuˆment de´rivables,
en ce sens qu’ils permettent a` l’exposant s de varier sur l’ensemble des re´els. Ces espaces
peuvent facilement eˆtre caracte´rise´s par la transforme´e en ondelettes et seront ensuite
ge´ne´ralise´s aux exposants ne´gatifs graˆce aux espaces de Besov. Les espaces de Ho¨lder,
Zygmund et Besov sont largement conside´re´s dans les re´fe´rences [371, 372, 373, 374]. Les
relations entre ces espaces et la transforme´e en ondelettes sont expose´es dans les re´fe´rences
[112, 256, 278, 281, 282, 365] notamment.
Les de´veloppements qui suivent portent sur les fonctions de´finies sur l’espace euclidien
Rn. Pour introduire les espaces de Ho¨lder, nous aurons besoin de la notion suivante.










2. Analyse et caracte´risation de signaux irre´guliers par la transforme´e en ondelettes continue
ou` l ∈ Rn. Pour e´viter toute confusion avec la de´composition de Littlewood-Paley, nous
e´crirons ∆1l, et non ∆l, pour de´signer la diffe´rence d’ordre 1. En particulier, on a ∆
1
lf(t) =
f(t+ l)− f(t) et ∆2lf(t) = f(t+ 2l)− 2f(t+ l) + f(t).
Afin de simplifier les de´finitions, nous utiliserons aussi les espaces Cm∞.
Notation 2.23 On pose
C0∞ = C
0(Rn) ∩ L∞(Rn), (2.35)
et e´quipe cet espace de la norme ‖ . ‖C0∞ = ‖ . ‖L∞ . Les espaces Cm∞, m ∈ N, se de´finissent
naturellement,
Cm∞ = {f : Dαf ∈ C0∞, |α| 6 m}. (2.36)





Commenc¸ons par introduire formellement les espaces de Ho¨lder. Pour un exposant s
strictement compris entre ze´ro et un, l’ide´e est de de´finir l’espace des fonctions f telles
qu’il existe une constante C pour laquelle
|f(t+ l)− f(t)| 6 C|l|s, (2.38)
quelque soient les points t et l de l’espace Rn. Pour pouvoir e´quiper cet espace d’une
norme, il nous faut conside´rer les fonctions borne´es. Pour de telles fonctions, seules les
petites valeurs de l sont importantes. On e´tend cette notion aux valeurs de s positives
non-entie`res de manie`re analogue aux espaces Cm∞.
De´finition 2.24 E´tant donne´ s ∈ R+∗ \ N0, l’espace de Ho¨lder Cs est de´fini comme suit,







Si s ∈ N0, Cs est de´fini comme suit ﬃ,







ou` bsc− = bsc si s /∈ N et bsc− = bsc − 1 sinon.
ﬃ. Pour de´finir les espaces Cs, avec s ∈ N0, il suffit de poser bsc− = −1, mais l’e´galite´ (2.40) de´finit les
espaces de Zygmund de manie`re ge´ne´rale [374].
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Ces espaces sont parfois appele´s espaces de Ho¨lder-Zygmund. La raison pour laquelle nous
avons de´fini diffe´remment les espaces de Ho¨lder pour les exposants entiers est que nous
voulons assurer les meˆmes proprie´te´s a` tous les espaces de Ho¨lder, comme nous le verrons
dans la suite. Les fonctions ve´rifiant une relation du type (2.38) pour s = 1 appartiennent
a` C1, mais la re´ciproque est fausse h. La fonction f(t) = t log |t| ve´rifie |∆2lf(t)| 6 C|l|,
mais pas |t| log |t|. Les espaces Cs sont des espaces de Banach.
Ces espaces ne peuvent eˆtre caracte´rise´s par la transforme´e en ondelettes [, en raison de
la composante L∞. Toutefois, comme nous souhaitons utiliser ce type d’espace pour de´finir
la re´gularite´ d’une fonction, il n’est pas ne´cessaire de pouvoir discerner deux fonctions
diffe´rant par une fonction de classe C∞. Dans la suite, nous allons donc conside´rer la
version homoge`ne de ces espaces.
De´finition 2.25 E´tant donne´ s ∈ R+∗ \ N0, l’espace de Ho¨lder homoge`ne C˙s est de´fini
comme suit,







ou` C˜bsc de´signe l’espace quotient Cbsc modulo les polynoˆmes de Rn. Si s ∈ N0, C˙s est
de´fini comme suit,







Une fonction appartenant a` un espace C˙s, s ∈ R+∗ , est appele´e fonction uniforme´ment
ho¨lderienne d’exposant s.
Pour une fonction f ho¨lderienne d’exposant s > bsc, on peut e´crire,
f(t+ l) = Pt(l) +R(l), (2.43)
avec |R(l) 6 C|l|s, ou` Pt est un polynoˆme de Rn. Inversement, si une telle e´galite´ est
ve´rifie´e, f ∈ C˙s. Lorsque s = bsc, il faut remplacer le reste R par R′, ou` l’ine´galite´
|R′(l)| 6 C|l|s logZ |l| est ve´rifie´e, avec logZ(t) = max{
∣∣ log |t|∣∣, log 2} [278].
Pour pouvoir ge´ne´raliser les espaces de Ho¨lder aux exposants ne´gatifs, mais aussi les
caracte´riser par la transforme´e en ondelettes, nous allons introduire les espaces de Besov,
via la de´composition de Littlewood-Paley.
h. D’une manie`re ge´ne´rale, les espaces de Ho¨lder, comme de´finis par la relation (2.39), sont inclus dans
les espaces de Zygmund, de´finis par la relation (2.40), ces espaces e´tants diffe´rents pour les exposants
entiers.
[. L’introduction de la fonction d’e´chelle permet de re´soudre ce proble`me [278].
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Notation 2.26 L’espace sur lequel agissent les ope´rateurs est celui des distributions tem-
pe´re´es. Soit une fonction ϕˆ de l’espace de Schwartz S telle que
ϕˆ(ω) =
{
1 si |ω| 6 1/2,
0 si |ω| > 1. (2.44)
On de´finit le filtre passe-bas Sj qui, dans l’espace de Fourier, consiste a` multiplier la
transforme´e de Fourier de la distribution par ϕˆ(ω/2j) et on pose ∆j = Sj+1 − Sj . Le
support de la transforme´e de Fourier de ∆jf est contenu dans {ω : 2j−1 6 |ω| 6 2j+1} et
I = S0 +
∑
j>0 ∆j .
Les espaces de Besov peuvent eˆtre de´finis a` partir de cette de´composition.
De´finition 2.27 E´tant donne´s s ∈ R et 1 6 p,q 6 ∞, l’espace de Besov Bsp,q est de´fini
comme suit,
Bsp,q = {f ∈ S′ : ‖f‖Bsp,q = ‖S0f‖Lp + ‖{2js‖∆jf‖Lp}j∈N‖lq <∞}, (2.45)
ou` S de´signe l’espace de Schwartz.
Il s’agit d’un espace de Banach j pour la norme ‖ . ‖Bsp,q . Les espaces de Ho¨lder sont des
espaces de Besov [372].
Proposition 2.28 Pour tout s > 0, on a
Cs = Bs∞,∞. (2.46)
On de´finit naturellement ces espaces sur les sous-ensembles de Rn. E´tant donne´ un
sous-ensemble E de Rn, nous dirons qu’une fonction f appartient a` Cs(E) si elle est la
restriction sur E d’une fonction f0 de Cs. On peut aussi de´finir les espaces Cs localement.
Pour conside´rer le cas des espaces homoge`nes, il nous faut brie`vement rappeler ce qu’est
l’espace quotient S′0 des distributions tempe´re´es modulo les polynoˆmes.
Notation 2.29 On pose S0 = {φ ∈ S : (Dαφˆ)(0) = 0,∀α}, ou` α est un multi-indice. La
restriction d’une distribution tempe´re´e f a` S0 appartient a` S
′
0 et on peut conside´rer S
′
0
comme l’espace quotient des distributions tempe´re´es modulo les polynoˆmes. En particulier,
si P est un polynoˆme de Rn, (f + P )(φ) = f(φ), pour tout φ ∈ S0.
j. On peut e´tendre la de´finition 2.27 aux indices p et q infe´rieurs a` 1, mais les espaces obtenus ne sont
plus de Banach. Ce sont cependants des espaces me´triques complets (i.e. polonais) [372].
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La de´finition des espaces de Besov homoge`nes devient alors naturelle.
De´finition 2.30 E´tant donne´ s ∈ R et 1 6 p,q 6 ∞, l’espace de Besov homoge`ne B˙sp,q
est de´fini comme suit,
B˙sp,q = {f ∈ S′0 : ‖f‖B˙sp,q = ‖{2
js‖∆jf‖Lp}j∈Z‖lq <∞}. (2.47)
L’analogue de la proposition 2.28 est aussi ve´rifie´e ﬂ.
Proposition 2.31 Pour tout s > 0, on a
C˙s = B˙s∞,∞. (2.48)
Ces identite´s permettent de de´finir les espaces de Ho¨lder pour tous les exposants s
en posant Cs = Bs∞,∞ et C˙s = B˙s∞,∞, pour tout s re´el. Ces espaces obe´issent a` diverses
relations d’inclusion.
Proposition 2.32 Soient s ∈ R et 1 6 p,q 6 ∞. On a les inclusions suivantes :
– si s > 0, alors Bs∞,∞ ⊂ B˙s∞,∞,
– si s1 6 s2, alors B
s2
p,q ⊂ Bs1p,q, cette inclusion n’e´tant pas ve´rifie´e pour les espaces
homoge`nes.
– si 1 6 q1 6 q2 6 ∞, alors B˙sp,q1 ⊂ B˙sp,q2 et Bsp,q1 ⊂ Bsp,q2,
– si 1 6 p1 6 p2 6 ∞ et s1 = s2 + n(1/p1 − 1/p2), alors B˙s1p1,q ⊂ B˙s2p2,q et Bs1p1,q ⊂ Bs2p2,q.
Ces re´sultats sont classiques. Ainsi, on a Cs ⊂ C˙s et Cs2 ⊂ Cs1 , si s1 6 s2. Dans ce cas,
C˙s2 6⊂ C˙s1 . Finalement, cette identification permet de caracte´riser les espaces de Ho¨lder
homoge`nes par la transforme´e en ondelettes g via les espaces de Besov [278].
Proposition 2.33 On a f ∈ B˙sp,q si et seulement si
‖ 1
as
‖Wf( . ,a)‖Lp‖Lq(R+∗ ) <∞. (2.49)
En particulier, f ∈ B˙s∞,∞ si et seulement s’il existe une constante C telle que
|Wf(b,a)| 6 Cas. (2.50)
ﬂ. Il existe d’autres relations de ce genre. Ainsi, H˙s = B˙s2,2, ou` H˙
s est l’espace de Sobolev homoge`ne
{f ∈ S ′ : |ω|s|fˆ(ω)| ∈ L2}.
g. Rappelons une dernie`re fois que l’ondelette est suppose´e suffisamment re´gulie`re ; ici (bαc+1)-re´gulie`re
au moins.
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Nous verrons que la transforme´e en ondelettes permet aussi de de´finir les espaces deux-
microlocaux graˆce a` une relation analogue a` l’ine´galite´ (2.50).
Terminons en faisant deux remarques. La premie`re concerne l’appellation (( homoge`ne )).
Un espace E est dit homoge`ne si sa norme ve´rifie l’e´galite´ ‖f(λ . )‖ = λr‖f‖, pour un r ∈ R
et tout λ > 0. Pour les espaces de Besov homoge`nes B˙sp,q, on constate sans peine que
‖f(λ . )‖B˙sp,q = λ
s−n/p‖f‖B˙sp,q et notamment ‖f(λ . )‖C˙s = λ
s‖f‖C˙s . Les espaces de Besov
homoge`nes sont de´finis sur S′0. Cela signifie que, pour n’importe quel polynoˆme P de R
n,
‖f + P‖B˙sp,q = ‖f‖B˙sp,q ; c’est en particulier vrai pour les espaces de Ho¨lder homoge`nes.
Pourtant, il est plus naturel de quotienter ces espaces C˙s non pas par tous les polynoˆmes,
mais uniquement par ceux de degre´ au plus bsc. D’une manie`re ge´ne´rale, on peut souhaiter
quotienter l’espace B˙sp,q par les polynoˆme de degre´ infe´rieur a` s − n/p uniquement [282].
Dans ce cas, le polynoˆme intervenant dans la relation (2.43) est de degre´ bsc. Notre but
e´tant d’obtenir des estimations locales de la re´gularite´ d’une fonction, nous adopterons
implicitement cette convention.
Re´gularite´ ho¨lderienne ponctuelle
Nous allons maintenant de´finir une version ponctuelle des espaces de Ho¨lder. L’exposant
lie´ a` ce type d’espace en un point de´finit, d’une certaine manie`re, la re´gularite´ de la fonc-
tion en ce point. Pour pouvoir relier ces conside´rations a` la transforme´e en ondelettes,
nous devrons conside´rer les espaces deux-microlocaux introduit par Bony [72]. Les de´-
veloppements qui suivent sont essentiellement duˆs a` Jaffard [201]. Le lecteur pourra se
re´fe´rer aux travaux [199, 201, 214, 281, 282] pour de plus amples de´veloppements.
Par analogie avec la caracte´risation (2.43) des espaces de Ho¨lder homoge`nes, on intro-
duit les espaces Cs,∗ comme suit.
De´finition 2.34 Nous e´crirons f ∈ Cs,∗(t) s’il existe un polynoˆme Pt de degre´ infe´rieur
a` s et une constante Ct tels que
|f(t+ l)− Pt(l)| 6 Ct|l|s, (2.51)
pour tout l ∈ Rn. Nous e´crirons f ∈ Cs,∗ si la relation (2.51) est ve´rifie´e pour tout t ∈ Rn,
avec une constante C inde´pendante de t.
Ainsi, f ∈ C1,∗ signifie que f est lipschitz.
Les espaces deux-microlocaux nous permettront d’e´tudier les espaces Cs,∗ via la trans-
forme´e en ondelettes. La notation utilise´e est celle relative a` la de´composition de Littlewood-
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Paley (notation 2.26).
De´finition 2.35 E´tant donne´ deux nombres re´els s et s′, l’espace deux-microlocal Cs,s′(t)
est l’espace de´fini comme suit,
Cs,s′(t) = {f ∈ S′0 : ‖f‖Cs,s′ (t) = ‖{2js‖(1 + 2j |l|)s
′
∆jf(t+ l)‖L∞}j∈Z‖l∞ <∞}. (2.52)
Cet espace, muni de la norme ‖ . ‖Cs,s′ (t), est un espace de Banach. On constate imme´-
diatement que Cs,0(t) = B˙s∞,∞. La caracte´risation de ces espaces par la transforme´e en
ondelettes ﬃ est aise´ment de´montre´e.
Proposition 2.36 Pour tous s et s′, f ∈ Cs,s′(t) si et seulement si





pour une constante C, quel que soit a et b.
Par des conside´rations e´le´mentaires sur des ope´rateurs de convolution, on peut montrer
que les espaces deux-microlocaux sont stables pour la de´rivation.
Proposition 2.37 Pour tous s et s′, f ∈ Cs,s′(t) si et seulement si ∂jf ∈ Cs−1,s′(t) pour
tout j (1 6 j 6 n).
Concernant les relations entre Cs,∗ et les espaces deux-microlocaux, on peut facilement
montrer les relations suivantes.
Proposition 2.38 Si s > −n, les inclusions suivantes sont ve´rifie´es,
Cs,∗(t) ⊂ Cs,−s(t), (2.54)
et, si s′ est tel que s > s′,
Cs,−s′(t) ⊂ Cs,∗(t). (2.55)
Le the´ore`me suivant, reliant les espaces Cs,∗ et Cs,s′ est plus ardu a` obtenir.
The´ore`me 2.39 Soit s un nombre strictement positif. Si f un e´le´ment de Cs,−s(t) ∩ C˙ε
pour un ε > 0, il existe un polynoˆme Pt de degre´ moindre que s tel que, si |l| 6 1,
|f(t+ l)− Pt(l)| 6 C|l|s log 2|l| , (2.56)
ce re´sultat e´tant optimal.
ﬃ. Rappelons une dernie`re fois que l’ondelette est suppose´e suffisament re´gulie`re (cf. hypothe`se de travail
2.14).
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Si f ∈ Cs,∗(t), la transforme´e en ondelettes de f ve´rifie l’ine´galite´ (2.53). Inversement,
si cette ine´galite´ est ve´rifie´e, le the´ore`me 2.39 donne, sous des hypothe`ses de re´gularite´
supple´mentaires, un re´sultat le´ge`rement plus faible que l’appartenance locale a` Cs,∗(t). Ce
type d’espace ne peut donc eˆtre caracte´rise´ par la transforme´e en ondelettes. Toutefois,
comme nous allons le constater dans la suite, les versions locales de ces re´sultats sont
d’une importante porte´e pratique.
Il peut eˆtre inte´ressant de pouvoir acce´der aux exposants ne´gatifs ou nuls (pre´sents en
turbulence notamment). Il est tentant de de´finir Cs,∗(t) lorsque s est ne´gatif a` partir de
la relation (2.51) en demandant a` f de ve´rifier l’ine´galite´
|f(t+ l)| 6 C|l|s. (2.57)
Cette de´finition est assez restreinte, puisque si s 6 −n, f peut ne pas eˆtre assimilable a`
une distribution, rien n’assurant l’inte´grabilite´ locale (dans un tel cas, les outils tels que la
transforme´e en ondelettes ne sont pas de´finis). Le proble`me peut eˆtre re´gle´ en demandant
que f appartienne a` B˙s∞,∞ et que la restriction h de f sur Rn \ {t} soit associe´e a` une
fonction ve´rifiant l’ine´galite´ (2.57). Pour de telles valeurs de s, Cs,∗(t) ⊂ B˙s∞,∞. Cette
inclusion est dans la direction oppose´e de celle ayant lieu pour les exposants positifs. On
a de plus les relations suivantes.
Proposition 2.40 Si s 6 n, les inclusions suivantes sont ve´rifie´es,
Cs,∗(t) ⊂ Cs,−s(t), (2.58)
et, pour tout s′ tel que s > s′,
Cs,−s′ ⊂ Cs,∗(t). (2.59)
Pour pouvoir e´tudier la re´gularite´ ponctuelle de f , il nous faut conside´rer les versions
locales des pre´ce´dents re´sultats.
De´finition 2.41 E´tant donne´ une fonction f ∈ L∞loc, nous e´crirons f ∈ Cs(t) s’il existe
un polynoˆme Pt de degre´ infe´rieur a` s, une constante C et un voisinage V0 de 0 tels que
|f(t+ l)− Pt(l)| 6 C|l|s, (2.60)
pour tout l appartenant a` V0. Un tel f est dit ho¨lderien d’exposant s en t.
Si f est bsc fois continuˆment de´rivable au voisinage de t, le polynoˆme Pt est le de´veloppe-
ment de Taylor de la fonction f au point t. Clairement, Cs(t) ⊂ Cs′(t) lorsque s′ 6 s. Le
h. Remarquons que toute fonction de´finie sur Rn \ {t} est la restriction d’une distribution de Rn appar-
tenant a` B˙s∞,∞.
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plus grand s tel que f soit ho¨lderien d’exposant s en t traduit la re´gularite´ de la fonction
en ce point.
De´finition 2.42 L’exposant de Ho¨lder h(t; f) de f en t est la borne supe´rieure des s tels
que f soit ho¨lderien d’exposant s en t,
h(t; f) = sup{s : f ∈ Cs(t)}. (2.61)
On omet souvent la re´fe´rence a` f en e´crivant h(t) = h(t; f). Une fonction ayant un
exposant de Ho¨lder constant est appele´e fonction mono-Ho¨lder.
Le fait que l’exposant de Ho¨lder d’une fonction soit e´gal a` h n’implique pas que cette
fonction soit ho¨lderienne d’exposant h. La fonction |t|h log |t| appartient a` Cs(t) pour tout
s < h, mais pas a` Ch(t).
Les fonctions dont l’exposant de Ho¨lder est infe´rieur a` 1 pre´sentent un inte´reˆt particu-
lier : si f est ho¨lderien d’exposant 0 < s < 1 en t, alors f n’est pas de´rivable en ce point
et s caracte´rise le type de singularite´ de f en t. Dans ce cas, la relation (2.60) devient
|f(t+ l)− f(t)| 6 C|l|s. (2.62)
Le re´sultat suivant de´coule directement des propositions expose´es dans cette section.
Corollaire 2.43 Si f appartient a` Cs(t), alors il existe une constante C telle que
|Wf(b,a)| 6 Cas(1 + |t− b|
a
)s, (2.63)
dans un voisinage de (t,0+). Inversement, si f appartient a` C˙ε pour un exposant ε > 0
et si l’ine´galite´ pre´ce´dente est ve´rifie´e, alors f appartient a` Cs−δ(t) pour tout δ tel que
0 < δ 6 s.
Donnons un exemple.






n’est de´rivable en aucun point. L’exposant de Ho¨lder de Wφ,ω est une fonction constante
e´gale a` s = − log φ/logω [210].
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Fig. 2.5 – La fonction de Weierstraß, avec φ = 1/2 et ω = 4. Son exposant de Ho¨lder est
donc 1/2.










ou` l est suffisamment petit, la diffe´rence entre les cosinus peut eˆtre majore´e par 2 ou,
graˆce au the´ore`me de la moyenne, par ωj |l|. Soit j0 = b− log |l|/logωc ; en utilisant l’une








Par la de´finition meˆme de j0, chaque somme peut eˆtre majore´e par une constante que
multiplie |l|s, ce qui prouve la re´gularite´ de Wφ,ω.
Pour l’irre´gularite´, on peut utiliser la proposition 2.43. Pour simplifier, choisissons une
ondelette de classe C2 telle que [ψ] ⊂ [1/ω,ω], de manie`re a` ne se´lectionner qu’une fre´quence




















cos(ωj−j0 t+ ωjb) ψ(t) dt.
Avec le choix particulier de ψˆ, la seule inte´grale non nulle correspond a` j = j0 et
WψWφ,ω(b,ω
−j0) = φj0 exp(iωj0b),
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Fig. 2.6 – L’escalier du diable.
ce qui implique, par la proposition 2.43, que l’exposant de Ho¨lder ne peut eˆtre plus grand
que s, car on a
|WψWφ,ω(b, 1
ωj0




Pre´sentons l’escalier du diable, dont l’e´tude des proprie´te´s de singularite´ se re´ve`le e´le´-
mentaire.




aj ∈ {0,1,2}, n’appartenant pas a` C et j0 le plus petit indice tel que aj0 = 1. L’escalier
du diable fd est de´fini par














Cette fonction est de´finie presque partout sur [0,1] et peut eˆtre e´tendue par continuite´








L’escalier du diable est une fonction croissante d’exposant de Ho¨lder log 2/log 3 sur C et
∞ sur le comple´mentaire. Pour simplifier les notations, nous e´crirons, pour tout nombre
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avec a′j = aj/2 pour j < j0, a
′
j0
= 1 si j0 < ∞ et ou` nous avons pose´ j0 = ∞ si t ∈ C.
Soient deux nombres diffe´rents t1 et t2 de C. Ils diffe`rent pour un premier indice ak.
Comme j0 = ∞, |fd(t1) − fd(t2)| 6 1/2k−1. De plus, |t1 − t2| 6 1/3k−1. Pour conclure,
remarquons que les ine´galite´s peuvent eˆtre des e´galite´s. Pour les nombres n’appartenant
pas a` C, il suffit de les prendre assez proches (tels que k > j0).
Puisque fd est une fonction croissante de [0,1] vers [0,1], sa de´rive´e µd est une mesure
de probabilite´. De plus, le support de µd est C, puisque fd est localement constant dans
le comple´mentaire de C. Pour un sous-intervalle [t,t+h] de [0,1], la re´gularite´ ho¨lderienne
de fd permet d’e´crire
µd([t,t+ l]) = fd(t+ l)− fd(t) 6 2|l|log 2/log 3. (2.68)
Il existe de nombreuses ge´ne´ralisations possibles [5, 41, 68, 74, 144, 332]. 2
Nous allons maintenant reformuler le corollaire 2.43 de manie`re a` caracte´riser l’exposant
de Ho¨lder d’une fonction en un point. Pour ce faire, introduisons la notation suivante.
Notation 2.46 Si f1 et f2 sont deux fonctions, nous e´crirons f1 = O¯(f2) si
lim
log |f1|
log |f2| > 1, (2.69)
et f1 = O˜(f2) si l’ine´galite´ dans la relation (2.69) devient
lim
log |f1|
log |f2| = 1. (2.70)
L’e´galite´ (2.70) signifie que les fonctions sont du meˆme ordre de grandeur a` une correction
logarithmique pre`s. Avec ces conventions, on peut e´noncer le re´sultat suivant.
Corollaire 2.47 Soit f une fonction appartenant a` C˙ε pour un ε > 0. L’exposant de
Ho¨lder de f en t est h si et seulement si les conditions suivantes sont ve´rifie´es,
– on a, au voisinage de (t,0+),
|Wf(b,a)| = O¯(ah + |t− b|h), (2.71)
– il existe une suite {(bj ,aj)} convergeant vers (t,0+) telle que
|Wf(b,a)| = O˜(ahj + |t− bj |h). (2.72)
Une suite {(bj ,aj)} ve´rifiant l’e´galite´ (2.72) est appele´e suite de minimisation.
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Singularite´s oscillantes
Les exposants de Ho¨lder ponctuels pre´sentent une proprie´te´ peu de´sirable : l’instabilite´ par
rapport a` la de´rivation et vis-a`-vis des ope´rateurs pseudo-diffe´rentiels classiques (meˆme
des ope´rateurs tre`s simples, tels la transforme´e de Hilbert [211]). En fait, cet exposant
ne permet pas de de´crire tous les types de singularite´ de manie`re satisfaisante. Il faut
pour cela introduire un second exposant. Ce sujet, reposant en partie sur les travaux de
Tchamitchian et Torresani [361], est notamment traite´ dans les re´fe´rences suivantes
[22, 23, 24, 29, 32, 38, 99, 206, 214, 285].
Contrairement aux espaces de Ho¨lder, les espaces de Ho¨lder ponctuels de´finis au para-
graphe pre´ce´dent ne sont pas stables par de´rivation. Si une fonction f appartient a` Cs(t)
pour un certain s, rien n’implique que ∂mf appartienne a` Cs−m(t). Un exemple classique
est donne´ par la fonction t2 sin(1/t) : elle appartient a` C2(0), mais sa de´rive´e n’est pas
continue a` l’origine et n’est donc pas dans C1(0). L’exposant de Ho¨lder ponctuel n’est lui-
meˆme pas stable en ce qui concerne la l’inte´gration. La fonction f(t) = t sin(1/t) posse`de
un exposant de Ho¨lder en ze´ro e´gal a` h(0) = 1, alors que sa primitive a pour exposant 3.
L’e´tude du comportement de l’exposant de Ho¨lder des primitives de fonctions posse´dant
une composante oscillante du type sin(1/t) permet de mieux caracte´riser les singularite´s
associe´es. La primitive de la fonction ts sin(1/tβ) (nous choisirons toujours la primitive
s’annulant a` l’origine) posse`de un exposant de Ho¨lder ponctuel en ze´ro e´gal a` h1(0) =
s + β + 1. En fait, la m-ie`me primitive de cette fonction posse`de un exposant de Ho¨lder
donne´ par hm(0) = s+m(β + 1). Ces conside´rations me`nent a` la notion de chirp.
De´finition 2.48 Une fonction f ∈ L∞loc(R) est un chirp de type (α,β) si
fm ∈ Cα+m(1+β)(t) ∀m ∈ N, (2.73)
ou` fm de´signe une primitive d’ordre m de f . Si hm(t) est l’exposant de Ho¨lder de la






La de´finition (2.74) met bien en e´vidence le caracte`re oscillant de la fonction tα sin(1/tβ)
en faisant apparaˆıtre le terme β. Cependant, cet exposant ne permet pas de de´crire tous
les comportements oscillants comme on le voudrait. La fonction t sin(1/tβ) + |t|3/2 posse`de
un exposant de Ho¨lder e´gal a` un a` l’origine [23]. Pour β 6= 0 et m > 1, on a 1+m(β+1) >
3/2+m si m est tel que mβ > 1/2 et donc hm(0) = 3/2+m, ce qui donne βc(0) = 0 et non
β.
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Fig. 2.7 – Deux fonctions du type t sin(t−β) et t sin(t−β)+|t|α respectivement. La premie`re
est bien caracte´rise´e par la notion de chirp. Pour la seconde, il faut utiliser l’exposant
d’oscillation.
Il faut raffiner cette de´finition en tenant compte du comportement de la fonction pour
des inte´grations fractionnaires.
Notation 2.49 E´tant donne´ une fonction f de l’espace L∞loc, nous noterons fr la primitive
fractionnaire d’ordre r de cette dernie`re. Plus pre´cise´ment, on pose fr = (I −∆)−r/2(φf),
ou` φ est une fonction de D telle que φ(t) = 1 et ou` ∆ repre´sente le laplacien [. L’exposant
de Ho¨lder associe´ a` fr sera, quant a` lui, note´ hr(t).
Pour la fonction f(t) = t sin(1/tβ) + |t|3/2, fr a pour exposant de Ho¨lder 1 + r(β + 1) a`
l’origine lorsque r est suffisamment petit et non pas 1 + r [23]. Ainsi, avec cette manie`re
de proce´der, on peut faire apparaˆıtre le β dans l’e´volution de l’exposant. La de´finition
relative a` ces de´veloppements est sous-tendue par le re´sultat suivant.
Proposition 2.50 E´tant donne´ t ∈ Rn, la fonction r 7→ hr(t) est concave et sa de´rive´e
a` droite en ze´ro existe si h(t) <∞.
Ainsi, la de´finition suivante est licite.
De´finition 2.51 L’exposant d’oscillation de f en t ∈ Rn est donne´ par
β(t) = [∂rhr(t)]r=0+ − 1, (2.75)
ou` [∂rhr(t)]r=0+ repre´sente la de´rive´e a` droite au point 0 de la fonction hr(t) par rapport
a` r. Par extension, nous dirons que les exposants d’oscillation de f en t sont donne´s par
[. L’ope´rateur (I − ∆)−r/2 est donc l’ope´rateur de convolution consistant a` multiplier la transforme´e
de Fourier de la fonction par (1 + |ω|2)−r/2.
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Ces exposants prennent leurs valeurs dans [0,∞]× [0,∞] et si h(t) = ∞, l’exposant associe´
β(t) n’est pas de´fini.
On peut donner une interpre´tation a` l’exposant β(t) ; la suite de minimisation est de´finie
par le corollaire 2.47.




0, inf{β : ∃ une suite de minimisation pour f dans Λ(β)}}, (2.76)
ou` Λ(β) = {(b,a) : a > |t− b|β+1}.
Nous nous attarderons plus longuement sur ce re´sultat dans la prochaine section.
Pratiquement, le re´sultat suivant permet de de´terminer les exposants d’oscillation d’une
fonction en un point. Nous utilisons les notations 2.46.
Corollaire 2.53 Si f appartient a` C˙ε, pour un ε > 0, alors les exposants de singularite´
de f en t sont (h,β) si et seulement si la transforme´e en ondelettes de f satisfait les
conditions suivantes
– on a, au voisinage de (t,0+)
|Wf(b,a)| = O¯(ah + |t− b|h) avec , (2.77)
– il existe une suite {(bj ,aj)} convergeant vers (t,0+) telle que
|Wf(bj ,aj)| = O˜(ahj + |t− bj |h) (2.78)
et
(aj + |t− bj |)1+β = O˜(aj), (2.79)
– β est la borne infe´rieure des nombres pour lesquels la relation (2.79) est ve´rifie´e.
Nous donnerons une interpre´tation de ce re´sultat dans la prochaine section.
2.4 E´tude de la re´gularite´ d’une fonction par la
transforme´e en ondelettes
Nous posse´dons maintenant tous les outils pour pouvoir caracte´riser les singularite´s isole´es
d’une fonction graˆce aux ondelettes. Le proble`me est donc, e´tant donne´ une fonction f
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ve´rifiant certaines conditions, de pouvoir de´terminer sa re´gularite´ en un point quelconque,
autrement dit, son exposant de Ho¨lder (et e´ventuellement son exposant d’oscillation) en
chaque point. Pour simplifier les de´veloppements, nous supposerons que le signal e´tudie´
appartient a` l’espace L2(R).
Remarques concernant la mesure de la re´gularite´
d’une fonction
Nous faisons ici deux remarques concernant l’e´tude pratique de singularite´s d’un signal. La
premie`re montre les effets inde´sirables qui peuvent se manifester si l’ondelette me`re utilise´e
ne posse`de pas suffisamment de moments nuls. La seconde introduit le coˆne d’influence
associe´ a` une ondelette et discute de la position des lignes de maxima relatives a` une
singularite´ oscillante.
Une ondelette me`re ne respectant pas les hypothe`ses 2.14 ne peut donner toute l’in-
formation sur la re´gularite´ ho¨lderienne d’une fonction. Soit f une fonction uniforme´ment
ho¨lderienne de´finie sur R et d’exposant h supe´rieur au nombre de moments nuls m d’une















Dmf(b+ at)θ(t) dt. (2.80)
La fonction θ e´tant 0-re´gulie`re, le the´ore`me de convergence domine´e permet d’affirmer






Pour une telle fonction, le comportement aux petites e´chelles ve´rifie l’ine´galite´ (2.50), avec
s = m < h, malgre´ la plus grande re´gularite´ de f .
L’exposant de Ho¨lder permet de caracte´riser les singularite´s du type |t|h, appele´es
cusp, ou` l’exposant d’oscillation β est nul, mais pas les singularite´s oscillantes, du type
|t|h sin(1/tβ). Soit f une fonction ho¨lderienne d’exposant s en t dont on veut e´tudier la
re´gularite´ par une ondelette me`re ψ de support compact, [ψ] = [−b0,b0]. A` une e´chelle a
donne´e, la transforme´e en ondelettes Wψf(b,a) de´pend de la valeur de f(t) si |t−b| 6 ab0.
L’ensemble des points (b,a) ve´rifiant cette condition est appele´ coˆne d’influence de t. En
pratique, pour les ondelettes rapidement de´croissantes, on peut toujours de´finir un coˆne
d’influence effectif, de´terminant les points influanc¸ant nume´riquement f(t). Les valeurs de
la transforme´e en ondelettes au voisinage de t permettent d’obtenir, graˆce a` au corollaire
2.43, l’exposant de Ho¨lder h(t) de f en t. En ce qui concerne les singularite´s oscillantes,
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le corollaire 2.53 nous apprend qu’il est ne´cessaire de conside´rer des points en dehors du
coˆne : pour ces singularite´s, les fortes valeurs de la transforme´e en ondelettes se situent sur
des (( creˆtes j )) d’e´quation du type a = C|b−t|1+β (β > 0) dans le demi-plan espace-e´chelle,
en dehors de tout coˆne d’influence.
De´tection de singularite´s isole´es dans un signal
Nous pouvons maintenant donner un algorithme pratique de de´tection et de caracte´ri-
sation des singularite´s de type (( cusp )). Avec une le´ge`re modification dans l’approche,
on peut aussi de´tecter des variation douces, ou` la fonction est infiniment continuˆment
de´rivable. Nous supposerons ici que les singularite´s rencontre´es peuvent eˆtre e´tudie´es en
ne conside´rant que les points situe´s dans le coˆne d’influence. Les signaux envisage´s ne
comportent donc pas de singularite´ oscillante.
Sous des hypothe`ses de re´gularite´ globale suffisantes, le corollaire 2.47 affirme que les
irre´gularite´s ponctuelles peuvent eˆtre caracte´rise´es par l’e´tude des maxima du module de
la transforme´e en ondelettes aux petites e´chelles. En supposant que les ondelettes utilise´es
sont du type (2.24), il suffit d’e´tudier les lignes de maxima du module convergeant vers la
singularite´ pour pouvoir de´terminer l’exposant de Ho¨lder ponctuel [258]. En pratique, la
relation (2.72) conduit a` e´valuer l’exposant h via une re´gression line´aire. Supposons que les
hypothe`ses de la proposition 2.47 et la relation (2.71) soient ve´rifie´es. Pour une ondelette
du type (2.24), a` chaque ligne du maxima du module convergeant vers (t,0+), associons
la fonction f`, exprimant le logarithme du module de la transforme´e en ondelettes le long
de cette ligne en fonction du logarithme de l’e´chelle,
f`(t) = log2 |Wf(`(2t),2t)|. (2.82)
S’il s’agit d’une ligne de maxima du module de´finie par une suite du type (2.72), une
re´gression line´aire sur f` devrait permettre d’estimer h en e´valuant la pente de cette
fonction aux petites e´chelles a.
Exemple 2.54 Le signal f(t) = exp(−(t−500)2 104)χ[0,1300](t)+
√|t− 2500|χ]1300,3000](t)
pre´sente deux types de singularite´. Le premier est une discontinuite´ (en t = 1300) et le
second re´sulte d’un comportement du type
√|t| (en t = 2500). Ainsi, f ∈ C0(1300) ∩
C1/2(2500). La transforme´e en ondelettes de ce signal, avec l’ondelette me`re de´rive´e pre-
mie`re de la gaussienne ψ1, fait apparaˆıtre cinq lignes de maxima du module (figure 2.8).
Les deux premie`res lignes pointent sur les changements de concavite´ de l’exponentielle. En
effectuant une re´gression line´aire selon la me´thode de´finie par l’e´galite´ (2.82), on mesure
j. Traduisant la variation de la fre´quence instantane´e [117].
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Fig. 2.8 – Le signal f(t) de´fini dans l’exemple 2.54 et la repre´sentation du module de sa
transforme´e en ondelettes en utilisant l’ondelette me`re de´rive´e premie`re de la gaussienne
ψ1. Les couleurs utilise´es vont du blanc (pour les valeurs les plus faibles) au noir (pour
les valeurs les plus fortes). Les lignes de maxima du module, repre´sente´es par des lignes
noires sur fond blanc, sont surimpose´es a` la repre´sentation de la transforme´e.
un coefficient angulaire e´gal a` 1. Vu que ψ1 ne posse`de qu’un seul moment nul, on pourrait
en conclure que l’exposant de Ho¨lder de f est un. Toutefois, la transforme´e en ondelettes
avec la de´rive´e seconde de la gaussienne ψ2 donne une pente e´gale a` 2. D’une manie`re
ge´ne´rale, en utilisant l’ondelette de´rive´e m-ie`me de la gaussienne ψm, la pente trouve´e
est e´gale a` m, ce qui confirme que la fonction est infiniment continuˆment de´rivable en ce
point. La troisie`me ligne pointe sur la discontinuite´. Une re´gression line´aire aux petites
e´chelles permet de trouver une pente proche de s = 0. Enfin, les deux dernie`res lignes
pointe sur la singularite´ du type
√|t|. Pour chacune d’entre elles, on mesure un coefficient
angulaire e´gal a` s = 1/2. La figure 2.9 illustre le comportement du module des valeurs de
la transforme´e en ondelettes le long des lignes de maxima en fonction de l’e´chelle. 2
Cette me´thode peut eˆtre adapte´e pour l’analyse de variations douces [259] mode´lise´es
par l’e´galite´ suivante. Supposons qu’une fonction f soit de la forme
f = fs ∗ fσ, (2.83)
au voisinage d’un point t0 ∈ R, ou` fs est ho¨lderien d’exposant s dans ce voisinage et fσ
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Fig. 2.9 – Comportement du module des valeurs de la transforme´e en ondelettes le long
des lignes de maxima du module de cette transforme´e. (a) La premie`re pointe sur le chan-
gement de concavite´ de l’exponentielle, h = m = 1 ; (b) la deuxie`me sur la discontinuite´,
h = 0 ; (c) la troisie`me sur la singularite´ du type
√|t|, h = 1/2.








Le re´sultat suivant permet d’e´tudier la singularite´ de fs.
Proposition 2.55 Soit ψ(t) = (−1)mDmt exp(−t2/2σ2ψ). Si f peut s’e´crire sous la forme
(2.83), alors il existe une constante C telle que
|Wf(b,a)| 6 Cas(1 + σ
σψa
)s−m, (2.85)
dans un voisinage de (t0,0
+).
Ainsi, aux grandes e´chelles par rapport a` σ/σψ, la transforme´e en ondelettes (( de´croˆıt ))
comme as. Par contre aux plus petites e´chelles, on observe une de´croissance en am a` cause
de la plus grande re´gularite´ de f . La fonction se comporte donc comme une fonction
singulie`re en t0 a` grande e´chelle, alors que l’on peut constater la re´gularite´ de f au
voisinage de ce point si l’on conside`re les petites e´chelles. Traitons un exemple.
Exemple 2.56 Conside´rons la fonction f =
√| . | ∗ fσ=1, ou` fσ=1 est la gaussienne de´finie
par la relation (2.84). La transforme´e en ondelettes de ce signal par l’ondelette me`re
de´rive´e de la gaussienne ψ1 pre´sente deux lignes de maxima du module au voisinage du
minimum de f (figure 2.10). Si l’on repre´sente ces lignes comme une fonction de l’e´chelle
suivant l’e´galite´ (2.82) (cf. figure 2.11), pour les petites e´chelles, une re´gression line´aire
nous permet d’estimer la pente e´gale a` 1, le nombre de moments nuls de ψ1. Pour les
e´chelles plus grandes, elle vaut 1/2, et permet donc d’estimer l’exposant de Ho¨lder de la
singularite´ lisse´e. L’inconve´nient majeur de cette me´thode est qu’il faut recourir a` des
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Fig. 2.10 – Le signal f =
√
|.| ∗ fσ=1 et la repre´sentation du module de sa transforme´e en
ondelettes avec l’ondelette me`re ψ1. Les couleurs utilise´es vont du blanc (pour les valeurs
les plus faibles) au noir (pour les valeurs les plus fortes). En gris est repre´sente´e la fonction√|t|. Les lignes de maxima du module (lignes noires sur fond blanc) permettent d’estimer
l’exposant de Ho¨lder de la singularite´ lisse´e.
valeurs de la transforme´e en ondelettes pour de grandes e´chelles, ce qui implique que la
singularite´ ne soit pas proche, relativement a` la taille de l’ondelette, d’autres singularite´s
qui viendraient perturber le comportement de la transforme´e a` proximite´ du point e´tudie´.
2
Ces conside´rations sont a` mettre en relation avec le phe´nome`ne de dissipation en turbu-
lence pleinement de´veloppe´e.
Remarque 2.57 La turbulence pleinement de´veloppe´e [47, 154, 362] concerne l’e´tude des
e´coulements turbulents (suppose´s incompressibles) aux tre`s grands nombres de Reynolds
(c’est-a`-dire pour une faible viscosite´). Selon les hypothe`ses de Kolmogorov (K41) [225],
le taux de transfert de l’e´nergie cine´tique ², repre´sentant le taux auquel l’e´nergie est
transfe´re´e des grandes vers les petites e´chelles, est constant lorsque le nombre de Reynolds
tend vers l’infini. Cette hypothe`se fut rapidement remise en cause par les observations
expe´rimentales (ou` les nombres de Reynolds sont bien suˆr finis) et depuis lors, nombre de
travaux ont e´te´ consacre´s a` la description des fluctuations du taux de transfert de l’e´nergie
cine´tique. Mandelbrot [260] re´unifia diverses approches en proposant un mode`le ge´ne´ral
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Fig. 2.11 – Comportement du module des valeurs de la transforme´e en ondelettes de
f le long des lignes de maxima du module (en utilisant ψ1 comme ondelette me`re) en
fonction du logarithme de l’e´chelle. On distingue clairement deux comportements line´aires.
Le premier, a` petite e´chelle, exprime le comportement oscillant de l’ondelette me`re et le
second, a` plus grande e´chelle, rend compte de la singularite´ lisse´e pre´sente au voisinage
de ces lignes.
de cascade multiplicative ﬂ et en introduisant la notion de mesure fractale. Dans la plupart
des mode`les propose´s, y compris ceux poste´rieurs aux travaux de Mandelbrot, l’e´nergie
contenue dans les tourbillons a` grande e´chelle va, par fractionnements successifs, eˆtre
transfe´re´e dans des tourbillons de plus en plus petits jusqu’a` atteindre ce que l’on appelle
l’e´chelle de dissipation g η. Pour des e´chelles infe´rieures a` η, il n’y a plus d’invariance
d’e´chelle et les singularite´s pre´sentes dans un signal turbulent (( disparaissent )) car lisse´es
par les effets visqueux, le signal a` ces e´chelles e´tant re´gulier. Il existe une analogie e´vidente
entre ce phe´nome`ne et la proposition 2.55. 2
2.5 Formalisme multifractal pour les fonctions
Pour les fonctions hautement irre´gulie`res, vouloir analyser localement les singularite´s n’a
plus beaucoup de sens. Le formalisme multifractal permet de caracte´riser globalement ces
singularite´s en quantifiant leur importance. Les fondements d’une telle de´marche ont e´te´
introduits bien avant leur justification mathe´matique. Les analogies avec le formalisme
multifractal pour les mesures sont flagrantes. Nous introduisons ici les diverses me´thodes
actuelles d’estimation en les justifiant et donnant leurs limites. Les concepts de base et la
ﬂ. Les mode`les de cascades multiplicativess ont notamment e´te´ introduits par Novikov & Stewart
[303] et Yaglom [394].
g. Cette e´chelle est aussi appele´e e´chelle de Kolmogorov. Selon K41, si Re repre´sente le nombre de
Reynolds, η se comporte comme Re−3/4.
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me´thode des fonctions de structure ont e´te´s introduits par Parisi et Frisch [309]. Les
re´sultats mathe´matiques expose´s ici concernant le formalisme multifractal sont principa-
lement duˆs a` Jaffard [203, 204, 214]. Le formalisme multifractal base´ sur la transforme´e
en ondelette continue, la me´thode des maxima du module de la transforme´e en onde-
lettes et les conside´rations sur le nombre de moments nuls se trouvent dans les travaux de
l’e´quipe d’Arneodo (voir les re´fe´rences [18, 19, 28, 185] pour la me´thode transforme´e en
ondelettes inte´grale et [17, 25, 37, 292, 293, 294] pour la me´thode des maxima du module
de la transforme´e en ondelettes). Le formalisme multifractal grand canonique, prenant en
compte les singularite´s cusp et oscillantes, est expose´ dans les re´fe´rences [22, 24]. Enfin,
nous tenons a` remercier Alain Arneodo et Philippe StJean pour les discussions que
nous avons tenues concernant la caracte´risation des singularite´s oscillantes via le forma-
lisme multifractal.
Spectre de Ho¨lder et me´thodes d’estimation
Nous introduisons ici la notion de spectre de Ho¨lder d’une fonction irre´gulie`re et donnons
deux me´thodes d’estimation de ce spectre. Nous en introduirons de nouvelles dans la
suite. En toute ge´ne´ralite´, le formalisme multifractal ne fournit qu’une borne supe´rieure
du spectre de Ho¨lder.
Une caracte´risation globale des singularite´s peut se faire en conside´rant la fonction
suivante.
De´finition 2.58 Le spectre de Ho¨lder (aussi appele´ spectre de singularite´s) d’une fonction
f ∈ Cε, pour un ε > 0, est la fonction de´finie par
d(h; f) = dimH({t : h(t) = h}). (2.86)
En ge´ne´ral, on omet la re´fe´rence a` f en e´crivant d(h) = d(h; f). Nous nommerons fonction
monofractale toute fonction f n’admettant qu’un seul exposant de Ho¨lder fini, i.e. pour
laquelle il n’existe qu’une seule valeur h finie telle que d(h) 6= −∞.
On peut distinguer de types de fonctions monofractales.
Remarque 2.59 Il y a lieu de faire remarquer qu’une fonction monofractale peut pre´-
senter des exposants de Ho¨lder h = ∞. Rappelons qu’une fonction pre´sentant un seul
exposant de Ho¨lder est appele´e fonction mono-Ho¨lder [210]. Ainsi, l’escalier du diable (cf.
exemple 2.45) est une fonction monofractale et la fonction de Weierstraß (cf. exemple
2.44) est une fonction mono-Ho¨lder. 2
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L’escalier du diable est un exemple simple ou` le spectre multifractal peut eˆtre de´termine´
analytiquement.
Exemple 2.60 Selon l’exemple 2.45, l’exposant de Ho¨lder de l’escalier du diable vaut
log 2/log 3 aux points appartenant a` l’ensemble de Cantor (voir l’exemple 1.16) et l’infini
ailleurs. La dimension de Hausdorff de l’ensemble de Cantor et de l’ensemble comple´men-
taire dans [0,1] e´tant log 2/log 3 et 1 respectivement, l’escalier du diable posse`de donc le
spectre d de support {log 2/log 3} ∪ {∞} suivant,
d(h) =
{
log 2/log 3 si h = log 2/log 3,
1 si h = ∞. (2.87)
2
De manie`re analogue au formalisme multifractal pour les mesures, l’estimation du
spectre par une transforme´e de Legendre inverse donne lieu a` ce que l’on appelle le for-
malisme multifractal pour les fonctions. Dans un cadre ge´ne´ral, ce dernier ne peut eˆtre
directement lie´ au premier. Toutefois, si µ est une mesure de probabilite´ de´finie sur [0,1],
en posant f(t) = µ([0,t]), on montre sans difficulte´ que les deux formalismes peuvent eˆtre
unifie´s dans ce cas pre´cis ﬃ.
Une me´thode d’estimation du spectre fuˆt d’abord propose´e par Parisi et Frish. Cette
dernie`re, appele´e me´thode des fonctions de structure repose sur le raisonnement heu-
ristique suivant. Soit f la fonction dont on veut estimer le spectre de Ho¨lder. Pour
une singularite´ d’exposant h, il y a lieu de penser que, pour l assez petit, la quantite´
|f(t + l) − f(t)|q va se comporter comme |l|hq. De plus, les singularite´s d’exposant h




n |f(t + l) − f(t)|q dt, la plus grande contribution est donne´e par le terme de
plus petit exposant, que l’on appellera ζ. Donc, en postulant ζ(q) = infh{hq − d(h)}+ n,
nous pouvons espe´rer trouver le spectre en calculant une transforme´e de Legendre inverse,
d(h) = infq{hq − ζ(q)} + n. Remarquons que si d n’est pas concave h, l’infimum ne peut
donner que l’enveloppe concave du spectre re´el. Ainsi, nous devons supposer, et ce sera
le cas pour toutes les me´thodes envisage´es, que le spectre de Hausdorff est une fonction
concave [.
ﬃ. Ainsi, si Eα de´signe l’ensemble intervenant dans la de´finition du spectre multifractal de Hausdorff
(1.60), on constate que t ∈ Eα peut se lire |f(t + l)− f(t)| tend vers |l|α, a` une correction logarithmique
pre`s, ce qui est a` mettre en paralle`le avec la relation (2.89).
h. Une application de la formule de Young permet de montrer que ζ est toujours concave [330].
[. Signalons que les espaces Sν re´cemment introduits [30, 31, 121] permettent de s’affranchir de l’hy-
pothe`se de concavite´ dans le calcul du spectre. Cependant, il n’existe a` ce jour aucune mise en oeuvre de
ce formalisme.
71
2. Analyse et caracte´risation de signaux irre´guliers par la transforme´e en ondelettes continue




|f(t+ l)− f(t)|q dt, (2.88)




log |l| . (2.89)
On estime le spectre de Ho¨lder en calculant j
d(h) = inf
q
{qh− ζ(q)}+ n. (2.90)
Une autre manie`re de proce´der dans l’estimation du spectre consiste a` remplacer la
fonction de structure par une inte´grale sur la transforme´e en ondelettes. Au vu du co-
rollaire 2.43, pour une singularite´ d’ordre h, la quantite´ |Wf(b,a)|q devrait se comporter












pour estimer le spectre en calculant
d(h) = inf
q
{qh− η˜(q)}+ n. (2.93)
Cette me´thode, appele´e me´thode transforme´e en ondelettes inte´grale, devrait eˆtre plus
robuste a` la pre´sence de bruit dans le signal e´tudie´, puisque l’on moyenne le signal via la
transforme´e en ondelettes.
Lorsque q > 0, ces me´thodes d’estimation ne fournissent qu’une majoration du spectre
de Ho¨lder. Pour le montrer, donnons d’abord la de´finition de l’espace de Nikol’ski˘ı Hsp
[4, 302].
De´finition 2.61 Soit s > 0 et p > 1. L’espace de Nikol’ski˘ı Hsp est de´fini comme suit,





ou` ∇ de´signe le gradient et k ∈ {1,2} est tel que k > s− bsc−.
j. Nous reviendrons plus tard sur le cas ou` la dimension du support du spectre de Ho¨lder n’est pas
e´gale a` n (cf. relation (2.101)).
72
2.5. Formalisme multifractal pour les fonctions
Si s n’est pas un nombre entier, f ∈ Hsp si f ∈ Lp et si, pour tout multi-indice α tel que
|α| = bsc, ∫
Rn
|∂αf(t+ l)− ∂αf(t)|p
|l|(s−bsc)p dt 6 C, (2.95)
pour une constante C. Comme ζ(q) est la limite des nombre ξ tels que S(l,q) 6 C|l|ξ,
pour les petites valeurs de l, il est normal de rede´finir ζ comme suit,
ζ ′(q) = sup{s : f ∈ Hs/qq,loc}. (2.96)
Lorsque q > 1 et ζ(q) < q, on a ζ(q) = ζ ′(q). Dans le cas contraire, il convient d’utiliser les
diffe´rences d’ordre deux de f dans la de´finition (2.88) de S. Dans la suite, nous supposerons
que la me´thode a e´te´ modifie´e comme indique´. Si ce n’est fait, seule une portion de la
partie croissante du spectre pourra eˆtre de´termine´e. Nous allons maintenant obtenir une
relation du meˆme type pour η˜. Par la proposition 2.33, f ∈ B˙sq,∞ si et seulement si
‖ 1
as
‖Wf( . ,a)‖Lq‖L∞(R+∗ ) <∞. (2.97)
Puisque η˜(q) est l’infimum de ξ ve´rifiant Z˜(a,q) 6 Caξ pour a suffisamment petit, on a
η˜(q) = {s : f ∈ B˙s/qq,∞,loc}, (2.98)
lorsque q > 0. Pour montrer que ces me´thodes co¨ıncident, nous utiliserons le re´sultat
suivant. Il peut eˆtre prouve´ en utilisant divers the´ore`mes d’inclusion [4, 214].
Proposition 2.62 Si q > 1, alors
Hs+εq ⊂ B˙sq,∞ ⊂ Hs−εq , (2.99)
pour tout ε > 0.
On a alors le re´sultat voulu, affirmant l’e´quivalence des deux me´thodes pour la plupart
des valeurs de q.
Corollaire 2.63 Si q > 1, ζ ′(q) = η˜(q).
Les me´thodes expose´es ne peuvent permettre d’obtenir le spectre de Hausdorff en toute
ge´ne´ralite´, mais fournissent une borne supe´rieure.
The´ore`me 2.64 Si s > n/q, avec q > 0 et f ∈ B˙sq,∞,loc, alors d(h) 6 n − (s − h)q. En
particulier, si η˜ est tel que η˜(q) > n quel que soit q,
d(h) 6 inf
q
{qh− η˜(q)}+ n. (2.100)
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Terminons par quelques remarques. Il n’est pas envisageable d’e´tendre la fonction η˜(q)
aux valeurs de q ne´gatives. La caracte´risation (2.97) pour de tels q n’a pas beaucoup de
sens. Il est clair que le calcul de Z˜(a,q) pour de telles valeurs est hautement instable. La
me´thode des maxima du module de la transforme´e en ondelettes permettra de contourner
ces difficulte´s. Les espaces d’oscillation autoriserons aussi l’acce`s aux valeurs de q ne´ga-
tives, en proposant une version (( raisonnable )) d’espaces ge´ne´ralisant les espaces de Besov
Bsq,∞ pour tout indice q re´el. Dans la formule (2.93) permettant d’obtenir le spectre de
Hausdorff, ou plutoˆt son enveloppe concave, le terme n provient de la contribution en
volume de l’erreur. Si la dimension de Hausdorff dimH[d] du support du spectre n’est pas
e´gale a` n, il est naturel de remplacer (2.93) par la formule
d(h) = inf
q
{qh− η˜(q)}+ dimH[d]. (2.101)
Le proble`me est que cette dimension n’est pas connue a priori , ce qui constitue clairement
un handicap lorsqu’elle ne vaut pas n. Ici aussi, la me´thode des maxima du module de la
transforme´e en ondelettes palliera ce proble`me. Enfin mentionnons que l’e´galite´ dans la
relation (2.100) est ve´rifie´e pour de nombreuses fonctions [53, 207], comme les fonctions
auto-similaires que nous allons maintenant pre´senter.
Fonctions auto-similaires et me´thode des maxima du
module de la transforme´e en ondelettes
Pour le cas particulier des fonctions auto-similaires, les me´thodes propose´es dans la section
pre´ce´dente sont exactes, dans le sens ou` elles permettent d’obtenir la partie croissante du
spectre de Ho¨lder. Dans cette section, nous pre´sentons e´galement la me´thode des maxima
du module de la transforme´e en ondelettes qui donnera acce`s a` l’entie`rete´ du spectre.
Commenc¸ons par introduire la notion de fonction auto-similaire, base´e sur l’analogie
avec les mesures auto-similaires (voir section 1.3). Supposons d’abord que f soit une
fonction continue de support compact. Soit Ω l’ensemble ouvert borne´ de Rn tel que
Ω¯ = [f ]. Intuitivement, pour une fonction auto-similaire, il devrait exister une famille de
sous-ensembles de Ω disjoints Ω1, . . . ,Ωm et une famille de similitudes
ﬂ {S1, . . . ,Sm} pour






lorsque t ∈ Ωi. On peut introduire dans ces e´galite´s une (( erreur suffisamment re´gulie`re ))
gi, dont la nature sera pre´cise´e par la de´finition. Cette notion est ge´ne´ralise´e et formalise´e
ﬂ. Une similitude est le produit d’une isome´trie et d’une homothe´tie de rapport infe´rieur a` 1.
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dans la de´finition suivante.
De´finition 2.65 Une fonction f : Rn → R est auto-similaire d’ordre k ∈ R+ si
– il existe un ensemble ouvert borne´ Ω et des similarite´s contractantes S1, . . . ,Sm telles
que g




Sj(Ω) = ∅ (1 6 i,j 6 m, i 6= j), (2.104)









ou` les λi (1 6 i 6 m) sont des nombres complexes,
– la fonction f n’est pas uniforme´ment ho¨lderienne d’exposant k dans un sous-ensemble
ferme´ de Ω.
La fonction g peut eˆtre interpre´te´e comme la correction douce (la fonction est ho¨lderienne)
a` l’auto-similarite´ de f . Nous chercherons a` de´terminer en quels points t la fonction f
appartient a` Ch(t), avec h < k. Dans cette section, f repre´sentera une telle fonction
auto-similaire.
Le spectre de Ho¨lder de f peut s’obtenir analytiquement. Pour de´terminer le support de
ce spectre, il nous faut introduire les nombres hmin et hmax relativement aux similarite´s
{Si}, comme nous l’avons fait pour le formalisme multifractal concernant les mesures















−τ(q) = 1. (2.107)
Le spectre d(h) peut eˆtre de´termine´ a` partir de τ .




g. Il s’agit en fait de la condition de l’ensemble ouvert. Voir section 1.2.
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Si hmin > 0, la fonction d(h) est nulle hors de [hmin,hmax] ∪ [k, + ∞[ et concave sur
[hmin,hmax]. Sa valeur maximum dmax sur cet intervalle est telle que∑
(ci)
dmax = 1. (2.109)
La me´thode reposant sur la transforme´e en ondelettes inte´grale (il en est donc de meˆme
si l’on utilise les fonctions de structure, avec les restrictions mentionne´es plus haut) permet
d’acce´der a` la partie croissante du spectre de Ho¨lder.
The´ore`me 2.67 Si hmin > 0 et g est de classe C
∞, alors, pour tout h 6 h0, ou` h0 est
la valeur pour laquelle le maximum de d(h) est atteint,
d(h) = inf
q>0
{qh− η˜(q)}+ n. (2.110)
Si g n’est pas de classe C∞, soit qk la valeur telle que η˜(qk) = kqk et hqk < h0 la valeur
pour laquelle l’infimum dans la relation (2.110) est atteint en qk. Quel que soit h < hqk ,
la relation (2.110) est ve´rifie´e.
En fait, la deuxie`me partie du the´ore`me s’e´crit comme suit. L’e´quation (2.110) est ve´rifie´e
pour les valeurs de q telles que τ(q) 6 kq − n.
Les me´thodes d’obtention du spectre de Hausdorff envisage´es ici pre´sentent le de´faut
majeur de ne fournir aucune information sur les valeurs de d(h) correspondant a` un q
ne´gatif, c’est-a`-dire sur la partie de´croissante du spectre. La me´thode des maxima du
module de la transforme´e en ondelettes pallie ce proble`me. L’ide´e est de ne conside´rer que
les valeurs de la transforme´e en ondelettes correspondant a` une singularite´, en ne retenant



















Cette me´thode doit cependant eˆtre corrige´e. En effet, telle que de´finie plus haut, elle peut
donner lieu a` des valeurs η(q) beaucoup plus petites que η˜(q)−n. Dans R, ∫
R
|Wf(b,a)|qdb
ﬃ. Bien suˆr, en pratique il peut exister des lignes de maxima ne correspondant pas a` une singularite´.
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et a
∑
` sup |Wf(`(a),a)|q sont de meˆme amplitude si les lignes sont espace´es d’une dis-
tance a, puisqu’il s’agit alors d’une somme de Riemann. Pour baˆtir un contre-exemple, on
utilise une fonction ou` les maxima sont espace´s d’une distance bien infe´rieure a` a. Sans
surprise, un tel contre-exemple fait intervenir les singularite´s oscillantes h. De tels cas pa-
thologiques sont de peu d’importance nume´rique, d’autant que ces me´thodes, comme nous
le verrons, ne sont pas adapte´es a` l’analyse de singularite´s oscillantes. En pratique, il suffit
de supprimer les lignes de maxima ne se prolongeant pas au-dela` d’une e´chelle a minimum.
On peut toutefois s’affranchir de ce comportement et raffiner la me´thode des maxima de
la transforme´e en ondelettes en imposant une distance minimum entre les maxima, pour
e´viter la prolife´ration de maxima locaux duˆs a` des oscillations rapides. Pour ce faire, on
divise Rn en cubes de longueur L > 1 et, pour chaque cube de Ω, on garde uniquement le
plus grand maximum local. Nous utiliserons toujours η pour de´signer l’estimateur relatif
a` cette me´thode modifie´e.






` sup |Wf(`(a),a)|q sont de meˆme amplitude. La me´thode reposant sur les maxima
pre´sente l’avantage de fournir un spectre d(hq) pour toutes les valeurs de q.




Si la condition ∪Si(Ω) ⊂ Ω¯ n’est pas ve´rifie´e, l’e´galite´ (2.114) reste valable pour les meˆmes
hypothe`ses que celles e´nonce´es au the´ore`me 2.67.
Puisque Ln(Ωi) = cni Ln(Ω), la condition ∪Si(Ω) ⊂ Ω¯ e´quivaut a` demander dmax = n, par
la relation (2.109). Cette e´galite´ peut eˆtre plus facile a` ve´rifier.
Remarques sur les me´thodes d’estimation du spectre de
Ho¨lder
Nous allons maintenant faire quelques remarques sur les me´thodes d’estimation du spectre
de Ho¨lder. La premie`re met en e´vidence les limites du formalisme multifractal. Nous
discuterons ensuite sur le nombre de moments nuls que doit posse´der une ondelette pour
pouvoir proce´der a` l’estimation du spectre de Ho¨lder et terminerons sur des conside´rations
concernant les singularite´s oscillantes.
h. La transforme´e en ondelettes d’une fonction du type f(t) = ts sin(t−s
′
)g(t), ou` g ∈ C∞(]0,1]),
[g] ⊂ [0,1] et g(t) = 1 si t ∈ [0,1/2[, avec une ondelette bien choisie posse`de une infinite´ de lignes de
maxima pour a ∈ [1/2,1]
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Le re´sultat suivant montre que le formalisme multifractal, base´ sur la transforme´e de
Legendre inverse, ne peut fournir en toute ge´ne´ralite´ qu’une borne supe´rieure du type
(2.100) pour le spectre de Hausdorff.
The´ore`me 2.69 E´tant donne´ une fonction d inte´grable au sens de Riemann [ sur R+, il
existe deux fonctions f1 et f2 associe´es a` une meˆme fonction η˜ telles que le spectre de f1
soit d et que f2 soit de classe C
∞ sauf a` l’origine.
Le spectre de la fonction f2 est donc e´gal a` 0 en tous les points sauf un. Ainsi, il est clair
que l’information contenue dans η˜ n’est pas suffisante pour de´terminer d. De plus, il suffit
qu’une fonction d soit inte´grable au sens de Riemann pour eˆtre le spectre de Ho¨lder d’une
fonction f . Pourtant, force est de constater que le formalisme multifractal s’applique a` des
fonctions beaucoup plus ge´ne´rales que les fonctions strictement auto-similaires. Parmi les
me´thodes d’estimation du spectre, la plus stable est la me´thode des maxima du module
de la transforme´e en ondelettes : choisir les maxima du module comme estimateurs et non
l’ensemble de valeurs de la transforme´e conduit naturellement a` une me´thode plus stable.
Aussi, c’est cette dernie`re que nous emploierons en pratique.
Il convient bien suˆr d’utiliser une ondelette posse´dant suffisamment de moments nuls
pour estimer le spectre de Ho¨lder d. Cependant, si la fonction est de classe C∞, il n’est pas
souhaitable d’utiliser une ondelette me`re posse´dant une infinite´ de moments nuls et, de
manie`re ge´ne´rale, on e´vite de recourir directement a` des ondelettes posse´dant un nombre
de moments nuls trop e´leve´ [291]. En effet, une ondelette avec un nombre de moments nuls
trop important posse`de un comportement tre`s oscillant, ce qui augmente le nombre de
lignes de maxima associe´es a` un signal par la transforme´e. Pour la plupart des ondelettes
utilise´es, comme les de´rive´es successives de la gaussienne, le nombre de lignes de maxima
du module augmente line´airement avec le nombre de moments nuls. Or, nous avons vu
qu’il est primordial que la distance entre deux lignes de maxima du module successives
soit suffisante pour que la me´thode associe´e soit efficace. En pratique, il suffit d’observer
comment le spectre e´volue lorsque l’on augmente le nombre de moments nuls de l’ondelette
me`re : on effectue la transforme´e en ondelettes avec un nombre de moments nuls croissant
jusqu’a` ce que le spectre ne soit plus modifie´ par ce changement.
Soit une fonction f = s + r telle que r ∈ C∞ et l’exposant de Ho¨lder de la fonction
s en un point quelconque soit fini. Formellement, les lignes de maxima du module de la
transforme´e en ondelettes peuvent eˆtre classe´es en deux familles : celles se comportant
comme ah, refle´tant l’irre´gularite´ de s et celles se comportant comme am, ou` m est le
nombre de moments nuls de l’ondelette me`re, traduisant la plus grande re´gularite´ de r.
[. Le re´sultat de Jaffard [203] est le´ge`rement plus ge´ne´ral.
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Pour les petites e´chelles et les valeurs de q positives, Z(a,q) devrait se comporter comme
aη(q), alors que pour les valeurs de q ne´gatives, il devrait se comporter comme aqm. La
fonction nume´riquement estime´e η′ associe´e a` f va donc notablement diffe´rer de la fonction
η associe´e a` s : η′(q) se comportera comme qm pour les valeurs de q ne´gatives. Pour ces
valeurs, le spectre de Ho¨lder induit se comportera donc line´airement. Cette perturbation
est facilement de´tectable, puisque la pente observe´e de´pend du nombre de moments nuls
de l’ondelette me`re. On e´limine ces lignes de maxima (( parasites )) en ne conside´rant pas
les lignes de maxima en dessous d’un seuil fixe´ ou en choisissant m suffisamment grand
pour pouvoir identifier les lignes de maxima du module (( a` de´croissance tre`s rapide )), se
comportant comme am.
Concernant les singularite´s oscillantes, le formalisme multifractal canonique est plutoˆt
inefficace. En fait, on peut ge´ne´raliser les fonctions auto-similaires en conside´rant les
fonctions dont la transforme´e en ondelettes est auto-similaire. Ceci me`ne a` un formalisme
multifractal (( grand canonique j )), ou` l’on cherche a` estimer le spectre
d(h,β) = dimH{t : h(t) = h et β(t) = β}, (2.115)
relatif a` une fonction f dont la transforme´e en ondelettes est auto-similaire. Il peut eˆtre
montre´ que l’estimation de la fonction η˜ relative a` un signal comportant des singularite´s
oscillantes ne prend pas en compte tous les parame`tres caracte´risant ce type de singula-
rite´ et conduit notamment a` une mauvaise e´valuation du spectre de Hausdorff d. A` notre
connaissance, les tentatives de mise en oeuvre nume´rique d’un formalisme multifractal
grand canonique se sont toutes re´ve´le´es infructueuses, et il n’existe a` ce jour aucune me´-
thode efficace permettant d’estimer le spectre de Hausdorff d’une fonction comportant des
singularite´s oscillantes en toute ge´ne´ralite´ (bien que des re´sultats (( the´oriques )) existent
[205]).
D’une manie`re ge´ne´rale, nous devons marquer notre scepticisme quant a` la capacite´
des formalismes multifractals actuels ﬂ de caracte´riser nume´riquement les singularite´s os-
cillantes. Remarquons d’abord que nume´riquement les points au voisinage de telles singu-
larite´s sont extreˆmement mal de´finis, puisque la fre´quence instantane´e est tre`s grande. On
ne peut donc envisager une e´tude trop locale. Deuxie`mement, les exposants d’oscillation β
ne´cessaires pour caracte´riser les singularite´s oscillantes ne peut eˆtre estime´ par les valeurs
de la transforme´e en ondelettes situe´es dans un coˆne d’influence quelconque. Cependant,
il va de soi que les oscillations a` l’exte´rieur d’un coˆne d’influence sont tre`s de´pendantes des
autres singularite´s. Il n’est pas difficile d’imaginer un signal comportant deux singulari-
j. Par analogie avec la thermodynamique.
ﬂ. Notre point de vue concerne e´galement le formalisme multifractal base´ sur les coefficients en onde-
lettes dominants, qui sera pre´sente´ dans la prochaine section.
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te´s oscillantes dont les oscillations se parasiteraient l’une l’autre a` une distance suffisante
des dites singularite´s. Tout comme les singularite´s lisse´es, il semble que les singularite´s
oscillantes ne puissent eˆtre caracte´rise´es uniquement via les petites e´chelles de la trans-
forme´e en ondelettes, alors que nous sommes limite´s dans le choix des grandes e´chelles
par la pre´sence d’autres singularite´s. A` nos yeux, ces limitations, spatiales et en e´chelle
des valeurs nume´riquement accessibles de la transforme´e en ondelettes rend difficile toute
tentative de caracte´risation base´e sur le formalisme multifractal. On pourrait arguer que
ce formalisme repose sur l’estimation d’un grand nombre de singularite´s et qu’un (( effet
statistique )) pourrait permettre d’e´valuer correctement le spectre. C’est peut eˆtre oublier
que l’on proce`de a` partir d’estimations locales avant tout et que nous doutons meˆme de la
possibilite´ de caracte´riser nume´riquement un signal avec un faible nombre de singularite´s
oscillantes en toute ge´ne´ralite´.
Nous ne pouvons eˆtre aussi cate´gorique quant a` l’inexistence d’autres me´thodes de ca-
racte´risation des singularite´s oscillantes. Comme nous venons de le faire remarquer, une
des raisons pour lesquelles, selon nous, le formalisme multifractal est inefficace pour les
singularite´s oscillantes est le caracte`re non-local de ce type de singularite´, en ce sens qu’il
faut aussi conside´rer le signal en dehors de tout coˆne d’influence. On pourrait cepen-
dant espe´rer analyser ce caracte`re oscillant en choisissant une famille d’ondelettes me`res
{ψj}j∈N telles que le coˆne d’influence de ψj soit inclus dans celui de ψj+1 et en e´tudiant
le comportement des valeurs de la transforme´e en ondelettes aux points appartenant au
coˆne d’influence de ψj+1 et n’appartenant pas a` celui de ψj , comme pour constater la
pre´sence d’un (( flux )) engendre´ par la singularite´ oscillante traversant les coˆnes. On pour-
rait, par exemple, proce´der de la manie`re suivante. Supposons que l’on souhaite e´tudier
la singularite´ d’une fonction f en un point t. Si Cj(a) de´signe l’ensemble des points b tels
que (b,a) appartiennne au coˆne d’influence de ψj , soit Ij(a) (j > 0) l’ensemble des points
b appartenant a` Cj(a) et pas a` Cj−1(a) tels que b < t. Pour chacun de ces intervalles, on







L’e´tude de l’e´volution suivant j et a de ces fonctions pourrait apporter des informations
sur la nature de la singularite´. Il n’en reste pas moins que rien ne sous-tend de telles
affirmations. L’obtention d’une famille d’ondelettes {ψj} est chose aise´e. En pratique il
n’est bien suˆr pas ne´cessaire de conside´rer des ondelettes me`res a` support compact. Si l’on
pose fj(t) = exp(−t2/2σ2j ), ou` {σj} est une suite strictement croissante de R+∗ , il suffit
de de´finir la famille d’ondelettes ψj = D
mfj , avec m ∈ N0. Une ide´e similaire consiste a`
utiliser en tant qu’ondelettes des fonctions de´pendant explicitement du parame`tre d’e´chelle
a, de fac¸on a` faire e´voluer le coˆne de manie`re non-line´aire en fonction de l’e´chelle. On peut
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par exemple de´finir la fonction




Nous nous proposons d’imple´menter cette me´thode et d’en interpre´ter les re´sultats dans
un avenir proche.
Parame´trage du spectre de Ho¨lder
Les de´veloppements qui suivent permettent de repre´senter le spectre de Ho¨lder comme
une courbe parame´tre´e par q. Cette me´thode est nume´riquement une des plus simples
et permet de repre´senter entie`rment le spectre, mais ne´cessite quelques hypothe`ses sur le
spectre lui-meˆme. Par souci de simplicite´, nous travaillerons sur R.
Les de´veloppements qui suivent sont analogues a` ceux utilise´s pour le formalisme multi-
fractal des mesures. Nous utiliserons les meˆmes notations et ferons les meˆmes hypothe`ses
(cf. hypothe`se 1.44).
Hypothe`se de travail 2.70 Nous supposerons que le spectre de Ho¨lder d est une fonc-
tion de´rivable de h, strictement positive et strictement concave.
Pour q fixe´, supposons que hq > 0 est la valeur (en supposant qu’elle existe) de h pour la-
quelle l’infimum dans la relation (2.113) est re´alise´. On peut obtenir les relations analogues
aux e´galite´s (1.49) et (1.52),
q = Dhd(hq) (2.118)
et, si hq est de´rivable par rapport a` q,
Dqη(q) = hq. (2.119)
On peut alors e´crire
d(hq) = qDqη(q)− η(q). (2.120)
En supposant que Z(a,q) est de´rivable par rapport a` q lorsque a tend vers 0+, d’apre`s
la de´finition (2.112) de η, on a g
∂q logZ(a,q) ∼ Dqη(q) log(a). (2.121)
En posant
ha(q) = ∂q logZ(a,q), (2.122)
g. La limite porte bien suˆr sur a tendant vers 0. S’il n’y a pas de convergence, on prend la limite
infe´rieure.
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da(q) = q∂q logZ(a,q)− logZ(a,q), (2.124)






Les relations (2.123) et (2.125) permettent donc de repre´senter le spectre de Ho¨lder






















Une me´thode pour caracte´riser nume´riquement le spectre de singularite´s peut eˆtre
de´finie graˆce a` ce parame´trage. La premie`re e´tape consiste a` calculer la transforme´e en
ondelettes du signal a` e´tudier en utilisant des ondelettes du type (2.24). La de´finition
des lignes de maxima du module se fait en repe´rant d’abord les maxima du module de
la transforme´e dont les valeurs ne sont pas infe´rieures a` un seuil donne´. Il faut ensuite
relier ces maxima du module pour obtenir les lignes de maxima du module et supprimer
celles ne pouvant se prolonger a` la plus petite e´chelle accessible nume´riquement a0. Pour
chaque ligne, la valeur d’un maximum du module a` une e´chelle donne´e est remplace´e
par la valeur maximum atteinte par les maxima du module aux e´chelles infe´rieures le
long de cette meˆme ligne. Ces e´tapes sont regroupe´e sous l’appellation chaˆınage. Il faut
ensuite, q e´tant fixe´, calculer Z(a,q), de´fini par l’e´galite´ (2.126), pour toutes les e´chelles
nume´riquement disponibles, en ayant pre´alablement ordonne´ les valeurs intervenant dans
chaque somme. On obtient ainsi un signal Zq qui a` une e´chelle a fait correspondre la
valeur Z(a,q). Le calcul des quantite´s de´finies par (2.127) et (2.128) peut alors s’effectuer.
Les valeurs hq et d(hq) peuvent enfin eˆtre obtenues en construisant les signaux qui, au
logarithme de l’e´chelle a, font correspondre ha(q) et da(q) respectivement, puis en faisant
une re´gression line´aire sur un intervalle du type [a0,aε[ ou` aε est une valeur de l’e´chelle
suffisamment petite. Ces e´tapes sont re´sume´es au tableau 2.2.
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Calcul du spectre de singularite´s d’un signal
1. de´finir la valeur de q et un seuil ε,
2. calculer la transforme´e en ondelettes,
3. relier les maxima du module dont le module est supe´rieur a` ε,
4. supprimer les maxima ne se prolongeant pas aux petites e´chelles,
5. prendre le maximum atteint aux e´chelles infe´rieures le long de chaque ligne,
6. calculer Z(a,q),
7. calculer ha(q) et da(q) pour toutes les valeurs de a,
8. effectuer une re´gression line´aire sur {( log a, ha(q))} et {( log a, da(q))},
9. la valeur de la pente aux petites e´chelles permet d’estimer hq et d(q).
Tab. 2.2 – L’algorithme de la me´thode des maxima du module de la transforme´e en on-
delettes. La partie de´licate re´side dans la de´termination de l’intervalle sur lequel va eˆtre
effectue´e la re´gression.
Les me´thodes reposant sur la transforme´e en ondelettes sont souvent nume´riquement
efficaces, peut-eˆtre parce que l’ondelette moyenne le bruit pre´sent dans le signal. La me´-
thode reposant sur les maxima du module est plus stable que la transforme´e en ondelettes
inte´grale. On peut conjecturer que la raison re´side dans le fait que les erreurs nume´riques
sont de moindre importance aux maxima. Le spectre est accessible pour toutes les valeurs
de q, mais la me´thode est bien moins stable pour les valeurs ne´gatives. Ici aussi, une
explication peut eˆtre donne´e. Pour ces valeurs, ce sont les petites valeurs des maxima,
plus sujettes aux erreurs, qui sont pre´ponde´rantes. C’est pour cette raison qu’il convient
de ne conside´rer que les valeurs de la transforme´e supe´rieures a` un seuil fixe´ ﬃ. De plus,
ces petites valeurs sont moins nombreuses que les grandes le long des lignes de maxima.
Terminons en donnant un exemple de fonction multifractale.
Exemple 2.71 Remarquons d’abord que la me´thode des maxima du module de la trans-
forme´e en ondelettes applique´e a` l’escalier du diable (figure 2.12) permet de retrouver
la partie finie du spectre (2.87) obtenu dans l’exemple 2.60. Pour obtenir une fonction
multifractale, nous allons ge´ne´raliser l’escalier du diable. Si µ de´signe une mesure associe´e
a` l’ensemble de Cantor, comme de´finie dans l’exemple 1.43, on peut construire l’escalier
du diable correspondant en posant f(t) = µ([0,t]), t ∈ [0,1]. Cette fonction est localement
constante sur le comple´mentaire de l’ensemble de Cantor C et on montre sans peine que
la fonction associe´e au poids 1/2 est l’escalier du diable pre´sente´ dans l’exemple 2.45. Pour
un escalier du diable ge´ne´ralise´, associe´ a` un poids p 6= 1/2, le spectre est celui de la mesure
associe´e, donne´ dans l’exemple 1.46. La me´thode des maxima du module de la transfor-
me´e en ondelettes donne des valeurs du spectre en bon accord avec la fonction the´orique
comme en atteste la figure 2.15. L’ondelette me`re utilise´e ici est la de´rive´e premie`re de la
ﬃ. Typiquement, ce seuil est en ge´ne´ral fixe´ a` 10−2.
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Fig. 2.12 – De´termination, par la me´thode des maxima du module de la transforme´e en
ondelettes, du spectre de l’escalier du diable (associe´ au poids p = 1/2). Les fonctions
ha(q) pour diffe´rentes valeurs de q sont repre´sente´es en (a). Notons que les valeurs de
l’ordone´e sont arbitraires, car les fonctions ont e´te´ de´cale´es pour plus de clarte´. Un meˆme
comportement line´aire est observe´ inde´pendamment des valeurs de q, a` des oscillations de
pe´riode log2 3 pre`s, dues a` l’invariance discre`te par une dilatation d’un facteur 3. (b) On
mesure bien un spectre monofractal. L’ondelette me`re utilise´e est la de´rive´e premie`re de
la gaussienne.
gaussienne. 2
2.6 Coefficients en ondelettes dominants et
formalisme multifractal associe´
Le formalisme multifractal base´ sur les coefficients dominants est, a` notre connaissance, la
plus re´cente des me´thodes d’estimation du spectre de Ho¨lder d’une fonction f . Elle repose
sur la transforme´e en ondelettes discre`te et conserve dans une large mesure l’efficacite´
nume´rique de la me´thode des maxima du module de la transforme´e en ondelettes tout
en posse´dant une base the´orique satisfaisante [213]. Apre`s un bref rappel de l’analyse
multire´solution, nous pre´senterons les notions fondamentales avant d’exposer la me´thode
proprement dite. Nous terminerons en formulant quelques remarques. Le me´thode des
coefficients dominants a e´te´ essentiellement introduite h par Jaffard [205, 211, 212] et
notre pre´sentation est base´e sur ses travaux. L’analyse multire´solution, due a` Mallat
[256] et Meyer [278], est notamment traite´e dans les re´fe´rences [112, 278].
h. La premie`re mise en oeuvre est due a` Lashermes et Abry.
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Fig. 2.14 – Les fonctions ha obtenues par la me´thode des maxima du module de la trans-
forme´e en ondelettes pour l’escalier du diable, avec un poids p = 0.4. Les valeurs de q
s’e´talent de q = −7 (en bas) a` q = 7 (en haut). L’ondelette me`re est la de´rive´e premie`re
de la gaussienne.
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Fig. 2.15 – Les mesures expe´rimentales du spectre de l’escalier du diable associe´ au poids
p = 0.4 en utilisant la me´thode des maxima du module de la transforme´e en ondelettes et
l’ondelette me`re de´rive´e premie`re de la gaussienne. Ces valeurs ont e´te´ calcule´es pour q
allant de −7 a` 7. Entre −2 et 2, les pas sont de 0.5, et entre −1 et 1 de 0.25. Ces mesures
(cercles) sont en bon accord avec la courbe the´orique (trait continu).
Analyse multire´solution de l’espace L2
La transforme´e en ondelettes discre`te peut eˆtre vue comme une transforme´e en ondelettes
continue ou` on supprime la redondance en imposant au parame`tre d’e´chelle a d’eˆtre de la
forme a = 2j (j ∈ Z) et a` la position de pouvoir s’e´crire b = 2jk (j ∈ Z, k ∈ Zn). Apre`s
un bref rappel de la the´orie de l’analyse multire´solution, nous introduirons la notion de
coefficient dominant.
La the´orie de l’analyse multire´solution permet d’obtenir une base orthonorme´e consti-
tue´e d’ondelettes. Outre son inte´reˆt the´orique, elle fournit de puissants algorithmes en
traitement du signal [123, 257, 296].
De´finition 2.72 Une analyse multire´solution est la donne´e d’une suite d’espaces {Vj}j∈Z
de L2 = L2(Rn) ve´rifiant les proprie´te´s suivantes :
– pour tout j, on a Vj ⊂ Vj+1,
– pour tout j, f ∈ Vj si et seulement si f(2 . ) ∈ Vj+1,
– il existe une fonction ϕ ∈ V0 telle que la famille {ϕ( . − k)}k∈Z forme une base
orthonorme´e de V0,
– on a ∩jVj = {0} et ∪jVj est dense dans L2.
La fonction ϕ est appele´ fonction d’e´chelle.
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Nous noterons Wj le comple´mentaire orthogonal de Vj dans Vj+1, Vj+1 = Vj⊕Wj . On peut
montrer qu’il existe 2n−1 fonctions ψ(i) (i ∈ {1,2, . . . ,2n−1}), de meˆme m-re´gularite´ que
ϕ, telles que les fonctions ψ(i)( . − k) (1 6 i < 2n, k ∈ Zn) forment une base orthonorme´e
de W0. De`s lors, les fonctions 2
nj/2ψ(i)(2j . − k) de´finissent une base orthonorme´e de Wj .
Les espaces Wj sont orthogonaux et l’espace L
2 peut eˆtre de´compose´ en somme directe


































f(t)ϕ(t− k) dt. (2.133)
Les valeurs {ci,j,k} sont appele´es les coefficients en ondelettes [ de f . L’indice j repre´sente
l’e´chelle et k la position.
L’e´galite´ (2.131) peut eˆtre vue comme la version discre`te de la transforme´e en ondelettes
continue. L’analogie avec la de´composition de Littlewood-Paley est e´vidente ; la plupart
des espaces pre´sente´s pre´ce´demment (B˙sp,q et Cs,s
′
notamment) peuvent eˆtre directement
caracte´rise´s par la transforme´e en ondelettes discre`te [201, 278]. Quant a` la de´composition
du type (2.132), elle caracte´rise entre autres les espaces de Besov non-homoge`nes Bsp,q
[278]. Les algorithmes associe´s a` l’analyse multire´solution sont souvent tre`s rapides. En
pratique, on projette la fonction e´tudie´e f sur l’un des espaces Vj . La fonction f est ainsi
approche´e par une fonction fj ∈ Vj . On obtient ensuite une expression du type (2.132) en
de´composant Vj par un algorithme pyramidal tre`s simple, de complexite´ d’ordre N . Les
espaces Vj sont appele´s les espaces d’approximation, tandis que les espaces Wj constituent
les espaces des de´tails.
Remarque 2.73 Si φ et ψ sont associe´s a` une analyse multire´solution de L2(R), on peut
obtenir une analyse multire´solution de L2 par produit tensoriel de la manie`re suivante.
[. Remarquons que, comme pour la transforme´e en ondelettes continue, nous n’utilisons plus la norma-
lisation de l’espace L2.
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Si t = (t1, . . . ,tn) ∈ Rn, on pose ϕ(t) = φ(t1) · · ·φ(tn) et, pour t ∈ R, ψ1 = ψ, ψ0 = φ.
Des ondelettes sur Rn sont alors obtenues en de´finissant ψ(i)(t) = ψi1(t1) · · ·ψin(tn), ou`
i ∈ {0,1}n \ {0}n (ainsi, il n’existe pas de i tel que ψ(i) = ϕ). 2
Le formalisme multifractal repose sur la notion de coefficient dominant. Nous utiliserons
les notations suivantes.
Notation 2.74 Nous allons indexer les coefficients de la transforme´e en ondelettes avec
des cubes dyadiques λj,k = k/2j + [0,1/2j [
n et non plus les indices j et k. Puisque i peut












Nous omettrons dore´navant les indices du cube dyadique en e´crivant λ = λi,j,k. Ainsi,
nous avons cλ = ci,j,k et ψλ(t) = ψ
(i)(2jt− k).
Les raisons d’un recours aux cubes dyadiques sont simples, si on fait l’analogie avec la
transforme´e en ondelettes continue et le coˆne d’influence : les ondelettes ψλ sont essentiel-
lement localise´es autour du cube λ. Plus pre´cise´ment, lorsque l’ondelette est a` support
compact, il existe une constante C telle que, pour tous les indices i, j et k, [ψλ] ⊂ Cλ,
ou` Cλ est le cube dyadique C fois plus large que λ. Nous appellerons cλ un coefficient
dyadique. Nous allons maintenant introduire les notions utiles pour le formalisme multi-
fractal base´ sur les coefficients dyadiques. La de´finition suivante est inspire´e des lignes de
maxima du module de la transforme´e en ondelettes continue.
De´finition 2.75 E´tant donne´ un cube dyadique λ, les coefficients dominants de λ sont




Si f ∈ L∞, les coefficients dominants sont finis, puisque |cλ| 6 C‖f‖L∞ . Si l’on se place
dans l’espace R, les cubes dyadiques sont de la forme λj,k = [k/2j ,k + 1/2j [ et pavent le
demi-plan espace-e´chelle. Ce dernier est repre´sente´ a` la figure 2.16. Si le cube λ est celui
marque´ par un disque noir, dλ revient a` conside´rer tous les cubes dyadiques situe´s en-
dessous (l’e´chelle j′ associe´e a` ces cubes est donc telle que j′ > j), pour choisir le plus
grand coefficient associe´. Nous aurons e´galement besoin de conside´rer les cubes voisins.
De´finition 2.76 Deux cubes dyadiques λ1 et λ2 sont adjacents s’ils sont a` la meˆme e´chelle
j et dist(λ1,λ2) = 0. Un cube est adjacent a` lui-meˆme. Le cube dyadique a` l’e´chelle j
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k
j
Fig. 2.16 – Repre´sentation du demi-plan espace-e´chelle pave´ de cubes dyadiques. Les cubes
intervenant dans le calcul du coefficient dominant du cube marque´ par un disque sont
repre´sente´s en gris.
contenant le point t sera note´ λj(t). Les 3
n cubes adjacents a` λ seront repre´sente´s par







Il s’agit simplement d’e´largir le domaine aux cubes voisins du cube recouvrant le point
conside´re´, a` une e´chelle donne´e, comme illustre´ par la figure 2.17. A` partir de ces conside´-
rations, on peut de´finir le coˆne d’influence pour les coefficients dyadiques. Cette de´finition
fait naturellement appel aux cubes adjacents.
De´finition 2.77 Le coˆne d’influence d’un point t est l’ensemble des cubes dyadiques λ
tels qu’il existe une e´chelle j pour laquelle λ ∈ A(λj(t)).
Ces notations permettent de formuler e´le´gamment les re´sultats pre´ce´dents. Par exemple,
on a la proposition suivante j.
Proposition 2.78 Si une fonction f appartient a` Cs(t) (s > 0), alors il existe une
constante C telle que, pour tout j > 0,
dj(t) 6 C2
−sj . (2.137)
Inversement si l’ine´galite´ pre´ce´dente est ve´rifie´e et qu’il existe ε > 0 tel que f ∈ C˙ε, alors
f ∈ Cs−δ(t) pour tout δ tel que 0 < δ 6 s.
Ceci e´tant, nous avons maintenant les notations ne´cessaires pour de´finir le formalisme
multifractal base´ sur les coefficients dominants.
j. Remarquons que les conditions (2.63) et (2.137) sont e´quivalentes
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k
j
Fig. 2.17 – Dans cette repre´sentation espace-e´chelle, dj(t) est de´fini a` partir des cubes
dyadiques grise´s, ou` le cube marque´ par un disque repre´sente le cube recouvrant le point t
a` l’e´chelle j. Si on le note λ, les cubes intervenant dans le calcul de dλ sont repre´sente´s
en gris plus fonce´.
Le formalisme multifractal associe´ aux coefficients
dominants
Le formalisme multifractal relatif aux coefficients dominants de´finit une me´thode imple´-
mentable, pouvant donner acce`s a` l’entie`rete´ du spectre de Ho¨lder. Elle repose sur les
espaces d’oscillation Osq , ce qui la diffe´rencie de la me´thode des maxima du module de la
transforme´e en ondelettes, qui n’a pas pu eˆtre associe´e a` un espace fonctionnel.
Comme pre´ce´demment, nous supposerons qu’il existe ε > 0 tel que f ∈ C˙ε. Si h(t) = h,
la proposition 2.78 affirme l’existence d’une infinite´ de cubes dyadiques λ adjacents a` des
cubes contenant t tels que, en utilisant la notation 2.46, dλ = O˜(2−j). Suivant la me´thode












pour espe´rer trouver le spectre multifractal en posant
d(h) = inf
q
{qh− ω(q)}+ n. (2.140)
Comme pour la transforme´e en ondelettes inte´grale, ω peut eˆtre de´fini via un espace
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fonctionnel.
De´finition 2.79 Soient s ∈ R et q > 0. L’espace Osq est de´fini comme suit ﬂ,
Osq = {f ∈ S′ : ‖f‖Osq = ‖{ck}‖lq + ‖{2(sq−n)j‖{dλ}k‖lq}j>0‖l∞ <∞}. (2.141)
Il peut eˆtre montre´ que cette de´finition ne de´pend pas de la base d’ondelettes choisie.
Si q > 1, ces espaces sont de Banach, et si 0 < q < 1, ces espaces sont me´trisables et
complets g.
Il est clair que l’on a, si q > 0,
ω(q) = sup{s : f ∈ Os/qq,loc}. (2.142)
Ces espaces sont relie´s aux espaces de Besov par l’identite´ suivante.
Proposition 2.80 Si s > n/q, alors Osq = Bsq,∞.
On peut donc obtenir l’analogue du the´ore`me 2.64 pour le formalisme multifractal base´
sur les coefficients dyadiques. Il est aussi possible de de´finir Osq lorsque q est ne´gatif. On
peut ainsi associer w a` ces espaces pour tout q 6= 0 et e´tendre cette fonction sur R par
une fonction concave. Enfin, on a le re´sultat suivant.
The´ore`me 2.81 L’ine´galite´ suivante est ve´rifie´e,
d(h) 6 inf
q∈R
{qh− ω(q)}+ n. (2.143)
Apport du formalisme multifractal base´ sur
les coefficients dominants
Nous formulons ici quelques remarques concernant les avantages et les nouveaute´s appor-
te´es par ce nouveau formalisme multifractal.
Les espaces d’oscillation prennent mieux en compte la disposition ge´ome´trique des
coefficients dyadiques que ne le font les espaces de Besov. La borne supe´rieure (2.143)
donne´e par les espaces Osq est plus petite que celle base´e sur les espaces Bsq,∞. Si, lorsque
s > n/q, ces deux estimations sont e´quivalentes, les espaces de Besov et d’oscillation
diffe`rent notablement pour les autres valeurs de s. L’apport the´orique est donc inde´niable.
ﬂ. Ces espaces sont des cas particuliers des espaces Os,s′q : Osq = Os,0q .
g. Il suffit de munir Osq de la distance distOsq (f (1),f (2)) = ‖f (1) − f (2)‖Bs∞,∞ + ‖{c(1)k − c(2)k }‖lp +
‖{2(sq−n)j‖{supλ′⊂λ |c(1)λ′ − c(2)λ′ |}k‖lq}j>0‖l∞ .
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Sur le plan pratique, une question importante concerne les singularite´s oscillantes. Ce
nouveau formalisme ame´liore-t-il leur de´tection ou leur caracte´risation par rapport a` la
me´thode des maxima du module de la transforme´e en ondelettes? La re´ponse est pour le
moins mitige´e. Les premiers re´sultats nume´riques ne penchent pas en la faveur d’une des
deux me´thodes [235] ; pour les singularite´s de type chirp, l’exposant d’oscillation semble
toujours inaccessible. Il est cependant difficile de dire s’il s’agit de restrictions the´oriques
ou, avant tout, comme nous le pensons, de limitations pratiques, comme il en a e´te´ discute´
pre´ce´demment. On ne peut cependant pas exclure que les premiers bilans nume´riques
soient biaise´s par des erreurs ou des proble`mes de mise en oeuvre.
Il est aussi possible que les espaces d’oscillation Os,s′q , que l’on peut voir comme un
espace d’oscillation Osq avec un parame`tre s′ supple´mentaire, puissent permettre une ca-
racte´risation du spectre grand canonique d(h,β), en de´finissant des quantite´s du type
ω(q,s′) = sup{s : f ∈ Os/q,s
′
/q
q,loc }. Toutefois, pour les me´thodes reposant sur ces fonctions,
le premier proble`me a` re´gler est celui de la mise en oeuvre pratique.
Dans ce me´moire, c’est la me´thode des maxima du module de la transforme´e en onde-
lettes qui a e´te´ syste´matiquement utilise´e, des tests de fiabilite´ restant a` effectuer concer-
nant la me´thode relative aux coefficients dominants. Nous nous proposons toutefois de





es marches ale´atoires de type brownien sont utilise´es pour la mode´lisation
dans une large varie´te´ de domaines [261, 262, 313], allant de la finance [73, 135,
187, 265, 331] a` la biologie [17, 20, 314, 315, 351, 387]. Par marche brownienne, nous
entendons mouvement brownien tel que de´fini par Wiener [390] mais aussi mouvement
brownien fractionnaire, introduit par Mandelbrot et Van Ness [263] comme une ge´-
ne´ralisation a` variance finie du mouvement brownien traditionnel. La proprie´te´ majeure
du mouvement brownien fractionnaire est la pre´sence de corre´lations a` longue porte´e, qui
introduit une faible de´pendance entre les points d’une re´alisation. De telles de´pendances
sont constate´es dans de nombreuses observations expe´rimentales (telles celles concernant
l’ADN [34, 35]), faisant du mouvement brownien fractionnaire un des mode`les les plus
efficaces pour leur mode´lisation. Apre`s la pre´sentation d’une me´thode de construction
nume´rique d’un bruit gaussien fractionnaire, nous donnerons un mode`le de marche dis-
cre`te pre´sentant des corre´lations a` longue porte´e, base´e sur le mouvement brownien frac-
tionnaire. Concernant le mouvement brownien, le lecteur pourra consulter les re´fe´rences
[127, 183, 218, 240, 246, 376, 385] ; pour le mouvement brownien fractionnaire, nous ren-
voyons aux contributions [129, 136, 144, 263, 336, 360]. La section concernant les marches
binaires est originale.
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3.1 Le mouvement brownien
Le mouvement brownien, d’abord observe´ empiriquement en 1828 par le biologiste Brown
[82] qui e´tudiait des grains de pollen au microscope a permis l’introduction de la mesure
de Wiener, mais aussi la mode´lisation d’un bon nombre de phe´nome`nes naturels. Ainsi,
en 1909, Perrin [315] utilisait des de´veloppements the´oriques, notamment amorce´s par
Einstein en 1905 [133, 134], en relation avec des mesures expe´rimentales pour calculer
avec pre´cision le nombre d’Avogadro. Depuis longtemps, le mouvement brownien est un
bel exemple d’interaction entre the´orie et expe´rimentation.
De´finitions
La mode´lisation par Wiener du mouvement brownien est bien poste´rieure a` sa de´couverte
[390]. Le mouvement brownien s’introduit facilement, mais les discussions sur la mesure
associe´e sont plus de´licates.
Pour simplifier l’e´criture, nous adopterons la convention suivante,
Notation 3.1 Pour un processus stochastique {X(t,ω) : t > 0}, la de´pendance de X(t,ω)
en ω sera dore´navant suppose´e implicitement ; nous e´crirons donc X(t) en lieu et place de
X(t,ω).
Commenc¸ons par donner la de´finition (( probabiliste )) d’un mouvement brownien.
De´finition 3.2 Un processus stochastique {B(t) : t > 0} de´fini sur un espace de probabi-
lite´ (Ω,B,P) est appele´ mouvement brownien (ou encore processus de Wiener) s’il satisfait
les trois conditions suivantes :
1. B(0) = 0 presque suˆrement,
2. le syste`me {B(t) : t > 0} est gaussien sur (Ω,B,P),
3. si t et t + δ sont positifs, l’incre´ment B(t + δ) − B(t) est de moyenne nulle et de
variance |δ|.
En particulier, ce processus est de moyenne nulle.
Suivant la condition 3, la fonction de distribution d’un mouvement brownien est associe´e
a` une gaussienne.
Remarque 3.3 De la de´finition du mouvement brownien, on obtient, pour tout ∆ et
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tout δ positif,









Pour un tel processus ﬂ, la connaissance de la distribution de {B(t) : t > 0} se re´sume
a` celle de la fonction de covariance et cette dernie`re peut se de´terminer aise´ment. On

















(t1 + t2 − |t1 − t2|) (3.2)
= min{t1,t2}. (3.3)
Comme EB(t) = 0, l’e´galite´ (3.2) entraˆıne la condition 3 dans cette meˆme de´finition.





= t pour tous t, δ > 0. On a de plus les proprie´te´s suivantes.
Proposition 3.4 Si δ > 0 et a 6= 0 sont des nombres re´els fixe´s,
– les processus {B(t + δ) − B(δ) : t > 0} et {B(a2t)/a : t > 0} sont des mouvements
browniens ; c’est en particulier le cas pour {−B(t) : t > 0},
– les processus {B(t) : t > 0} et {tB(1/t) : t > 0} ont la meˆme distribution.
Le the´ore`me fondamental suivant permet d’introduire la mesure associe´e a` un mouvement
brownien, graˆce notamment au the´ore`me d’extension de Kolmogorov et ainsi de prouver
l’existence du mouvement brownien.
The´ore`me 3.5 De´finissons le cylindre




pour tout ensemble bore´lien Bn a` n dimensions, tous les re´els 0 6 x1 < x2 < ... < xn et
notons B la plus petite σ-alge`bre contenant le sous-ensemble
{CBn(x1,...,xn) : 0 6 x1 < x2 < ... < xn}







pour tout ensemble bore´lien Bn n-dimensionnel et les re´els 0 6 t1 < t2 < ... < tn.
ﬂ. Un processus gaussien de moyenne nulle
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Ce re´sultat implique une importante proprie´te´, a` savoir la continuite´ du mouvement brow-
nien au sens stochastique g,
Corollaire 3.6 Soit {B(t,ω) : t > 0} un mouvement brownien de´fini sur (Ω,B,P ). Pour
presque tout ω ∈ Ω, la re´alisation t 7→ B(t,ω) est une fonction continue.
L’e´tape suivante concerne naturellement la de´rivabilite´ d’un tel processus. Ici la re´ponse
est ne´gative.
The´ore`me 3.7 Soit {B(t,ω) : t > 0} un mouvement brownien de´fini sur (Ω,B,P ). Pour
presque tout ω ∈ Ω, la re´alisation t 7→ B(t,ω) n’est nulle part de´rivable.
La re´alisation d’un mouvement brownien posse`de un exposant de Ho¨lder e´gal a` 1/2 presque
suˆrement. On qualifie le mouvement brownien de processus monofractal ﬃ.
The´ore`me 3.8 Pour tout α appartenant a` l’intervalle ]0,1/2[, il existe deux constantes
δα et Cα telles que la re´alisation d’un mouvement brownien de´fini dans [0,1] et d’image
R satisfasse la relation
|B(t+ δ)−B(t)| 6 Cα|δ|α (3.4)
lorsque |δ| < δα presque suˆrement.
Finalement, le re´sultat suivant donne la dimension du graphe d’une re´alisation d’un mou-
vement brownien.
The´ore`me 3.9 Une re´alisation d’un mouvement brownien de´fini dans [0,1] et d’image R
posse`de des dimensions de Hausdorff et Minkowski e´gales a` 3/2 presque suˆrement.
Ces deux derniers re´sultats seront ge´ne´ralise´s par la suite.
Finalement, notons qu’il est parfois utile de relaxer l’hypothe`se 3 de la de´finition 3.2 du
mouvement brownien en permettant a` la variance des incre´ments B(t + δ) − B(t) d’eˆtre
proportionnelle a` δ :
3′. si t et t + δ sont positifs, l’incre´ment B(t + δ) − B(t) est de moyenne nulle et de
variance |δ|EB2(1).
g. Plus pre´cise´ment, le crite`re de Kolmogorov permet de montrer qu’il existe une modification du
mouvement brownien, i.e. un second processus qui en chaque point est e´gal au premier presque suˆrement,
dont les re´alisations sont continues [183].
ﬃ. Plus pre´cise´ment, il s’agit d’un processus mono-Ho¨lder (cf. remarque 2.59).
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Processus stochastiques auto-similaires
Pour des processus stochastiques, l’auto-similarite´ de´terministe n’a pas beaucoup de sens.
L’auto-similarite´ statistique consiste a` imposer cette proprie´te´ aux distributions associe´es
et non plus aux re´alisations. Le mouvement Brownien est un exemple de processus auto-
similaire.
Avant toute chose, introduisons la notation suivante.
Remarque 3.10 Dans ce chapitre, nous ne conside´rerons que des processus de´finis sur
R+, mais les de´veloppements qui suivent restent pour la plupart valables si l’on travaille
sur R ou R+∗ . 2
La notion d’auto-similarite´ que nous allons maintenant pre´senter nous permettra d’intro-
duire le mouvement brownien fractionnaire dans la prochaine section.
De´finition 3.11 Un processus stochastique a` valeurs re´elles {X(t) : t > 0} est auto-
similaire d’exposant H > 0 si, pour tout a > 0, les distributions de dimension finie de
{X(at) : t > 0} sont identiques aux distributions de dimension finie de {aHX(t) : t > 0}.
Si le processus est a` valeurs complexes, il est dit auto-similaire d’exposant H > 0 si ses
parties re´elle et imaginaire le sont.
Faisons deux remarques. Un processus auto-similaire non-de´ge´ne´re´ ne peut eˆtre station-
naire. Si le processus {X(t) : t > 0} est auto-similaire d’exposant H, alors pour tout
a > 0, X(0) posse`de les meˆmes distributions que aHX(0). On en de´duit donc que X(0)
doit valoir 0 presque suˆrement.












pour tous a > 0 et t1, t2 > 0. 2
3.2 Le mouvement brownien fractionnaire
Le mouvement brownien fractionnaire ge´ne´ralise le mouvement brownien traditionnel
graˆce a` des conside´rations sur la fonction d’auto-covariance. Cette classe de marches ale´a-
toires est d’une grande importance dans la mode´lisation de toute une se´rie de phe´nome`nes
pre´sentant des corre´lations.
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Du mouvement brownien au mouvement brownien
fractionnaire
Le mouvement brownien est un processus posse´dant une fonction d’auto-covariance ty-
pique. Une ge´ne´ralisation naturelle, qui consiste a` permettre aux exposants de cette fonc-
tion de varier, fournit ce que l’on appelle le mouvement brownien fractionnaire.
Cette section repose sur les deux observations suivantes.
Proposition 3.13 Soit 0 < H 6 1. Il existe un processus gaussien {X(t) : t > 0} de










2 − |t1 − t2|2H) EX2(1). (3.6)
On a toˆt fait de ve´rifier que ces processus sont auto-similaires d’exposantH et a` incre´ments
stationnaires. En fait il n’existe pas d’autre processus gaussien auto-similaire d’exposant
H < 1. De plus, le re´sultat suivant montre aussi que le cas H = 1 peut eˆtre conside´re´
comme un cas de´ge´ne´re´.
Proposition 3.14 Soit {X(t) : t > 0} un processus gaussien auto-similaire d’exposant H
a` incre´ments stationnaires non-de´ge´ne´re´. Pour 0 < H 6 1, X(0) = 0 presque suˆrement
et la fonction de covariance d’un tel processus est de´finie par l’e´galite´ (3.6). De plus,
0 < H < 1 implique EX(t) = 0 et pour le cas H = 1, on a X(t) = tX(1) presque
suˆrement.
Remarque 3.15 Cette proprie´te´ est fausse en dimension plus e´leve´e. Il existe des champs
anisotropes auto-similaires a` incre´ments stationnaires [71]. 2
Pour un H fixe´, ces processus diffe`rent donc par une constante multiplicative (et par leur
moyenne si H = 1). La de´finition suivante est donc licite.
De´finition 3.16 Un processus gaussien auto-similaire d’exposant H a` incre´ments sta-
tionnaires est appele´ mouvement brownien fractionnaire d’exposant H. Un tel processus
sera note´ {BH(t) : t > 0}. On parlera de mouvement brownien fractionnaire standard
lorsque EB2H(1) = 1.





pour tout t1,t2 > 0. Le mouvement brownien fractionnaire ge´ne´ralise donc le mouvement
brownien traditionnel. La proposition 3.14 implique aussi que {B1(t) : t > 0} ait la meˆme
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distribution que {t(Z +m) : t > 0}, ou` m ∈ R et Z est une variable ale´atoire gaussienne
de moyenne nulle.
De manie`re e´quivalente, on peut introduire le mouvement brownien fractionnaire par
une de´finition du type 3.2,
De´finition 3.17 Soit 0 < H < 1. Un processus stochastique {BH(t) : t > 0} est appele´
mouvement brownien fractionnaire d’indice H s’il satisfait les trois conditions suivantes :
1. BH(0) = 0 presque suˆrement,
2. le syste`me {BH(t) : t > 0} est gaussien,
3. si t et t+ δ sont positifs, l’incre´ment BH(t+ δ)−BH(t) est de moyenne nulle et de
variance |δ|2HEB2H(1).
Concernant la fonction de distribution, la remarque 3.3 se ge´ne´ralise comme suit.
Remarque 3.18 Les incre´ments BH(t+ δ)−BH(t) d’un mouvement brownien fraction-
naire standard d’exposant H sont de moyenne nulle et de variance δ2H . Ainsi,









Concernant la re´gularite´, le re´sultat suivant ge´ne´ralise ceux obtenus pour le mouvement
brownien.
The´ore`me 3.19 Soit BH la re´alisation d’un mouvement brownien fractionnaire d’expo-
sant H de´fini dans [0,1] et d’image R. Pour tout α appartenant a` l’intervalle ]0,H[, il
existe des constantes δα et Cα telles que la relation
|BH(t+ δ)−BH(t)| 6 Cα|δ|α (3.8)
soit satisfaite pour tout |δ| < δα presque suˆrement.
Ainsi, l’exposant de Ho¨lder local d’une re´alisation d’un mouvement brownien fractionnaire
d’indice H est H presque suˆrement. Tout comme le mouvement brownien, le mouvement
brownien fractionnaire est monofractal.
The´ore`me 3.20 Une re´alisation d’un mouvement brownien fractionnaire de´fini de l’in-
tervalle [0,1] vers R posse`de des dimensions de Hausdorff et Minkowski e´gales a` 2 − H
presque suˆrement.
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Fig. 3.1 – Simulations nume´riques de mouvements browniens fractionnaires avec H = 1/4
(a), H = 1/2 (b) (il s’agit donc d’un mouvement brownien) et H = 3/4 (c), en utilisant
la me´thode des matrices circulantes. On constate clairement que la re´gularite´ augmente
avec l’indice H.
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Corre´lations a` longue porte´e
Les corre´lations a` longue porte´e sont la principale caracte´ristique du mouvement brownien
fractionnaire. Le mouvement brownien traditionnel se de´marque des autres en ce sens qu’il
ne pre´sente pas de corre´lations.
Pre´sentons d’abord quelques notions essentielles.
De´finition 3.21 Comme un mouvement brownien fractionnaire {BH(t) : t > 0} est a`
incre´ments stationnaires, si l’on pose
∆H(j) = ∆
1
1BH(j) = BH(j + 1)−BH(j) (j ∈ N), (3.9)
le processus {∆H(j) : j ∈ N} de´finit un processus stationnaire appele´ bruit gaussien
fractionnaire. Il est appele´ bruit gaussien fractionnaire standard si E∆2H(j) vaut 1.
Un bruit gaussien fractionnaire est donc une suite gaussienne stationnaire de moyenne
nulle et de variance E∆2H(j) = EB
2
H(1), pour tout j naturel. Inte´ressons-nous maintenant
a` la fonction de covariance d’une telle suite.






Pour simplifier les notations, nous supposerons avoir affaire a` un bruit gaussien fraction-
naire standard.











(j + 1)2H − 2j2H + |j − 1|2H). (3.11)
Si H = 1/2, γ(j) = 0 pour tout j non-nul et donc {∆1/2(j) : j ∈ N} est une suite gaussienne
inde´pendante. Lorsque H est diffe´rent de 1/2, on a le re´sultat suivant, aise´ment de´montre´
en utilisant la re`gle de l’Hospital.
Proposition 3.23 Si H 6= 1/2,
γ(j) ∼ EB2H(1)H(2H − 1)j2H−2, (3.12)
lorsque j tend vers l’infini.
Lorsque H 6= 1/2, la suite {γ(j)} tend vers ze´ro, mais lorsque 1/2 < H < 1, la se´rie associe´e
diverge. On dit ge´ne´ralement que le bruit gaussien fractionnaire posse`de des de´pendances
a` longue porte´e.
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De´finition 3.24 Un processus a` incre´ments stationnaires {X(t) : t > 0} pre´sente des
corre´lations a` longue porte´e si la fonction de corre´lation du bruit associe´ posse`de un
comportement asymptotique du type
E
((
X(j + 1)−X(j))(X(1)−X(0))) ∼ cjk, (3.13)
ou` c est strictement positif et −1 < k < 0.
Lorsque 0 < H < 1/2, la se´rie associe´e converge, mais comme le coefficient H(2H − 1) est
strictement ne´gatif, γ(j) est lui aussi, strictement ne´gatif pour les grandes valeurs de j.
On parle de de´pendance ne´gative.
Remarque 3.25 Le mouvement brownien fractionnaire est auto-similaire mais pas sta-
tionnaire. En de´finissant le bruit gaussien fractionnaire, on de´finit un processus station-
naire mais qui n’est plus auto-similaire. 2
Les de´pendances a` longue porte´e et les de´pendances ne´gatives peuvent eˆtre conside´re´es
comme une des proprie´te´s majeures du mouvement brownien fractionnaire, comme en at-
teste la proposition suivante. Ce re´sultat explique aussi, d’une certaine manie`re, pourquoi
le mouvement brownien fractionnaire est rencontre´ couramment dans la nature.
Proposition 3.26 Soit 0 < H < 1. Si {Zj}j∈N est une suite gaussienne stationnaire de
moyenne nulle et de fonction d’auto-covariance γ(j) = E(Z0Zj) satisfaisant
– γ(j) ∼ cj2H−2, avec c > 0 si 1/2 < H < 1,
–
∑
j γ(j) = 0 et γ(j) ∼ cj2H−2, avec c < 0 si 0 < H < 1/2,
–
∑
j |γ(j)| <∞ et
∑





Zj : 0 6 t 6 1
}
converge en distribution vers
{σ2BH(t) : 0 6 t 6 1},




H(2H − 1))−1c si 1/2 < H < 1,
−(H(2H − 1))−1c si 0 < H < 1/2,
c si H = 1/2.
(3.14)
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Re´alisation nume´rique d’un mouvement brownien
fractionnaire
Nous exposons dans cette section une me´thode exacte d’ordre N logN pour ge´ne´rer un
mouvement brownien fractionnaire. La me´thode expose´e est quelque peu plus ge´ne´rale
puisqu’elle permet la synthe`se d’un processus gaussien stationnaire dont la matrice de
covariance est donne´e. Il est ainsi possible de construire un bruit gaussien fractionnaire,
qu’il restera a` sommer pour obtenir le processus de´sire´. Aucune me´thode, meˆme approche´e,
n’est de complexite´ plus faible. Pour cette raison, elle est la seule a` eˆtre pre´sente´e ici. Cette
me´thode a` e´te´ initialement propose´e par Chan et Wood [95, 96, 393]. Afin de simplifier
les notations, Z de´signera une suite gaussienne centre´e et re´duite dont les e´le´ments sont
inde´pendants.
Nous voulons obtenir, a` partir d’une suite gaussienne Z, une re´alisation de m points
{X(j/m) : 0 6 j < m} d’un processus gaussien stationnaire dont la fonction de cova-
riance est spe´cifie´e par γ. La matrice de covariance associe´e est une matrice de Toeplitz
syme´trique de´finie positive h mais pas ne´cessairement circulante. L’ide´e [95, 393] est de
conside´rer la matrice de dimension m′ ×m′ avec m′ > 2(m− 1) de´finie comme suit,
Σ =

σ0 σ1 · · · σm′−1














m′/2 6 j 6 m′ − 1.
(3.16)
Si la matrice Σ est de´finie positive, elle constitue la matrice de covariance d’un processus
gaussien stationnaire en m′ points dont m e´le´ments conse´cutifs forment une re´alisation
de structure de covariance de´sire´e.
Si Λ repre´sente une matrice diagonale associe´e a` Σ, cette dernie`re peut se mettre sous
la forme Σ = QΛQ∗. Pour une matrice circulante [114, 169], Q est unitaire, les valeurs







et pour tout vecteur ~v, Q~v est la transforme´e de Fourier de ce meˆme vecteur. On constate
imme´diatement que le processus QΛ1/2Q∗Z posse`de Σ comme matrice de covariance.
h. Entendons par la` hermitienne et de valeurs propres non-ne´gatives
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Re´alisation d’un mouvement brownien fractionnaire
1. de´finir la fonction de covariance γ et la taille m du processus voulue,
2. calculer le plus petit naturel k tel que 2k > 2(m− 1),
3. de´finir la premie`re colonne Σ1 ∈ R2k de la matrice Σ de´finie par l’e´galite´ (3.15),
4. calculer les valeurs propres de Σ en calculant la transforme´e de Fourier de Σ1,
5. calculer les racines de ces valeurs propres,
6. ge´ne´rer deux processus gaussiens centre´s re´duits Z1 et Z2,
7.. simuler Q∗Z en construisant un signal du type Z1 + iZ2,
8. de´finir le vecteur ~v = Λ1/2Q∗Z, ou` Λ est la matrice diagonale associe´e a` Σ,
9. de´finir X en calculant la transforme´e de Fourier rapide de ~v,
10. extraire m e´le´ments conse´cutifs de la partie re´elle de X,
11. sommer ces e´le´ments.
Tab. 3.1 – L’algorithme des matrices circulantes permettant de ge´ne´rer un mouvement
brownien fractionnaire sur l’intervalle [0,1[. Cette me´thode est exacte d’ordre 2k log 2k et
permet de ge´ne´rer n’importe quel processus gaussien stationnaire.
La re´alisation de´sire´e peut alors facilement s’obtenir. Les valeurs propres de Σ (et donc
de Λ) se calculent aise´ment graˆce a` la relation (3.17). Si Z1 et Z2 repre´sentent deux
processus gaussiens centre´s re´duits inde´pendants, on peut construire Z0 = Z1 + iZ2,
puis Λ1/2Z0. Finalement, la transforme´e de Fourier applique´e a` ce vecteur nous donne une
solution de la forme [ QΛ1/2Q∗Z. Il reste a` prendre m e´le´ments conse´cutifs dans QΛ1/2Q∗Z.
En re`gle ge´ne´rale, rien ne nous assure que la matrice circulante Σ soit de´finie positive,
ce qui peut induire des valeurs propres ne´gatives. Une premie`re me´thode consiste a` ne
pas prendre ces valeurs ne´gatives, en les remplac¸ant par ze´ro. Une me´thode plus e´le´gante
consiste a` prendre une dimension m′ plus e´leve´e et a` recommencer le processus. Toutefois,
ici, nous sommes inte´resse´s par la construction d’un bruit gaussien fractionnaire. Les
e´le´ments de la matrice de variance-covariance sont donc donne´s par l’e´galite´ (3.11). Dans
ce cas, on a le re´sultat suivant [120].
Proposition 3.27 La matrice Σ de´finie par l’e´galite´ (3.15) construite a` partir de la fonc-
tion de corre´lation d’un bruit gaussien fractionnaire est une matrice de´finie positive.
Cette me´thode de re´alisation ne pose donc jamais proble`me. Le tableau 3.1 re´capitule
l’algorithme de´crit dans cette section.
[. Il y a en fait deux solutions : il suffit de prendre la partie re´elle et la partie imaginaire
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3.3 Marches binaires construites a` partir de
mouvements browniens fractionnaires
Le but de la pre´sente section est l’e´laboration d’un mode`le de marche discre`te binaire, i.e.
de marche ale´atoire discre`te constitue´e de sauts d’amplitude unite´, dont le bruit associe´
pre´sente des corre´lations a` longue porte´e. Pour ce faire, nous partons du bruit gaussien
fractionnaire. Cette construction nous permettra, dans la suite, de ge´ne´rer des se´quences
ADN artificielles dont les codages seront corre´le´s a` longue porte´e, ce qui justifiera a
posteriori , dans une certaine mesure, l’appellation (( mouvement brownien fractionnaire ))
donne´e a` certaines marches binaires rencontre´es en biologie. Nous tenons a` remercier
Alain Arneodo et Benjamin Audit pour les discussions concernant ce sujet.
Marches binaires discre`tes de moyenne nulle
Nous montrons ici que les corre´lations a` longue porte´e d’un bruit gaussien fractionnaire
re´sident essentiellement dans le signe des incre´ments. Fort de ce re´sultat, nous introduisons
ensuite une marche binaire issue du mouvement brownien fractionnaire.
Nous allons conside´rer la suite {δH(j)}j obtenue a` partir d’un bruit gaussien fraction-
naire {∆H(j)}j dont on ne conserve que les signes, δH(j) = sign∆H(j). Si la normalite´
n’est pas pre´serve´e, il n’en va pas de meˆme pour les corre´lations. La de´monstration de
cette proprie´te´ repose sur le re´sultat suivant.
Proposition 3.28 Soit un vecteur bi-normal ~z = (z1,z2) de moyenne (0,0) dont la ma-












Preuve. Remarquons d’abord que si z est une variable gaussienne de moyenne nulle et de
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exp(−r(1− ρ sin 2θ)
2(1− ρ2) )
− exp(−r(1 + ρ sin 2θ)

















ce qui permet de conclure. 2
Par de´finition d’un mouvement brownien fractionnaire, E
(
∆H(0)∆H(j)
) ∼ cj2H−2, pour
une constante c. Supposons maintenant que le bruit gaussien fractionnaire soit standard.
Puisque arcsin ρ = ρ+ρ
3




c′j2H−2, pour une constante c′ = 2c/pi. Puisque la fonction sign est insensible a` la mul-
tiplication de l’argument par une constante positive, nous venons d’obtenir le corollaire
suivant,
Corollaire 3.29 La suite {δH(j) = sign∆H(j)}j pre´sente les meˆme corre´lations a` longue




cj2H−2, pour une constante c.
La question naturelle qui se pose maintenant est de savoir si la meˆme proprie´te´ se
re´pe`te pour les modules des e´le´ments d’un bruit gaussien fractionnaire. Ici, la re´ponse est
ne´gative.
Proposition 3.30 Soit un vecteur bi-normal ~z = (z1,z2) de moyenne (0,0) dont la ma-







avec |ρ| < 1. On a
corr(|z1|,|z2|) = 2
pi − 2(ρ arcsin ρ+
√
1− ρ2 − 1). (3.19)
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Preuve. Si z est une variable gaussienne de moyenne nulle et de variance unite´, alors
E|z| =
√
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ce qui est suffisant pour conclure. 2
Puisque ρ arcsin ρ+
√
1− ρ2− 1 = ρ2/2 +O(ρ4), nous n’avons pas l’analogue de la propo-
sition 3.29.
Corollaire 3.31 La suite {|∆H(j)|}j ne pre´sente pas les meˆmes corre´lations a` longue
porte´e que le bruit gaussien fractionnaire dont elle est issue, E(|∆H(0)||∆H(j)|) ∼ cj4H−4
pour une constante c. Si 1/2 < H 6 3/4, {|∆H(j)|}j ne pre´sente pas de corre´lation a`
longue porte´e. Par contre, si H > 3/4, la suite pre´sente des corre´lations a` longue porte´e
de nature diffe´rente : si k = 2(H − 1) de´signe l’exposant associe´ aux corre´lations du bruit
gaussien fractionnaire dans la relation (3.13), l’exposant k′ de la suite {|∆H(j)|}j est
k′ = 2k = 2(H ′ − 1), ou` H ′ = 2H − 1.
Ainsi, la suite des modules d’un bruit gaussien fortement corre´le´ a` longue porte´e reste
corre´le´e a` longue porte´e, alors que ce n’est pas le cas pour les corre´lations faibles.
E´tant donne´ un mouvement brownien fractionnaire {BH(t) : t > 0}, nous pouvons donc
construire une marche discre`te a` pas entiers {bH(j) : j ∈ N} dont le bruit associe´ prend












Cette marche sera appele´e marche binaire. La remarque suivante permet de conside´rer
une marche binaire comme une approximation d’un mouvement brownien fractionnaire.
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Fig. 3.2 – Les fonctions ha(q) (en noir) obtenues par la me´thode des maxima du module de
la transforme´e en ondelettes applique´e a` des re´alisations de marches binaires bH d’indice
H = 0.4 (a), H = 0.7 (b) et H = 0.85 (c) respectivement. On constate clairement
un comportement line´aire avec un coefficient angulaire constant pour chaque re´alisation
proche de l’indice H. Ce comportement est donc celui des fonctions ha(q) relatives aux
mouvements browniens fractionnaires dont sont issues les marches binaires. Ces dernie`res
sont repre´sente´es en gris et ont e´te´ de´cale´es verticalement pour plus de clarte´. L’ondelette
me`re utilise´e est la de´rive´e seconde de la gaussienne et ha(q) est repre´sente´ pour les valeurs
de q suivantes, −1, −0.5, 0, 0.5 et 1.
Remarque 3.32 La marche de´finie par l’e´galite´ (3.20) normalise´e de manie`re approprie´e
converge en distribution vers un mouvement brownien fractionnaire de meˆme indice H. Il




est de moyenne nulle


















converge en distribution avec N vers un mouvement brownien fractionnaire d’indice H si
le rang d’Hermite de f vaut 1 (cf. remarque 3.38). 2
Illustrons la conservation des corre´lations a` longue porte´e par un exemple.
Exemple 3.33 La me´thode des maxima du module de la transforme´e en ondelettes a e´te´
applique´e a` la re´alisation de trois marches binaires d’indice respectif H = 0.4, H = 0.7 et
H = 0.85. Pour chacune des re´alisations, on obtient des fonctions ha line´aires en fonction
de log2 a et de meˆme pente, comme l’illustre la figure 3.2. Le coefficient angulaire mesure´
est similaire a` l’indice H de la re´alisation du brownien fractionnaire dont le signal est issu
(le´ge`rement surestime´ pour H = 0.4 et sous-estime´ pour H = 0.7 et H = 0.85). 2
L’analyse multifractale d’une marche binaire bH permet donc d’obtenir l’indice H (ceci
s’explique notamment graˆce a` la remarque 3.32), traduisant la pre´sence de corre´lations
108

























Fig. 3.3 – Les fonctions ha(q) (en noir) obtenues par la me´thode des maxima du module
de la transforme´e en ondelettes applique´e a` des signaux ΘH d’indice H = 0.4 (a), H = 0.7
(b) et H = 0.85 (c) respectivement. On constate clairement un comportement line´aire avec
un coefficient angulaire constant pour chaque re´alisation. Pour les deux indices H = 0.4
et H = 0.7, le coefficient angulaire mesure´ vaut 0.5, alors qu’il vaut 0.7 pour l’indice
H = 0.85. Les fonctions ha(q) relatives aux mouvements browniens fractionnaires dont
sont issues les signaux ΘH sont repre´sente´es en gris et ont e´te´ de´cale´es verticalement
pour plus de clarte´. Une droite de coefficient angulaire 0.5 est repre´sente´e en pointille´s.
L’ondelette me`re utilise´e est la de´rive´e seconde de la gaussienne et ha(q) est repre´sente´
pour les valeurs de q suivantes, −1, −0.5, 0, 0.5 et 1.
a` longue porte´e dans le signal. Remarquons que dans la litte´rature concernant la me-
sure expe´rimentale d’exposants de Ho¨lder de signaux monofractals, l’exposant obtenu est
presque syste´matiquement appele´ (( indice de corre´lation )). Cet amalgame est tellement
re´pendu que nous l’emploierons nous-meˆme par la suite. Cependant, nous apporterons
d’autres e´vidences de l’existence de corre´lations a` longue porte´e dans le signal e´tudie´ ; de
plus, nous e´viterons toute interpre´taion physique concernant l’exposant de Ho¨lder mesure´
reposant sur la pre´sence de telles corre´lations.
Terminons par un exemple montrant que le corollaire 3.31 est ve´rifie´ nume´riquement.
Exemple 3.34 Notons ΘH(j) =
∑j
k=0 |BH(k + 1) − BH(k)|. Pour trois re´alisations de
mouvements browniens fractionnaires d’indice respectif H = 0.4, H = 0.7 et H = 0.85
(il s’agit des meˆme re´alisations que celles utilise´es dans l’exemple 3.33), le signal ΘH
correspondant a e´te´ construit. La me´thode des maxima du module de la transforme´e
en ondelettes applique´e a` ces signaux permet d’obtenir des fonctions ha(q) line´aires de
meˆme coefficient angulaire pour chaque re´alisation. La mesure de ces coefficients donne
des valeurs en excellent accord celles attendues, comme le montre la figure 3.3 : pour
les indices H = 0.4 et H = 0.7, le coefficient angulaire est proche de 1/2, alors qu’il
vaut approximativement 0.7 si H = 0.85. Remarquons que l’ondelette me`re utilise´e doit
ne´cessairement posse´der plus d’un moment nul, puisque le signal ΘH est strictement
croissant. 2
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Marches binaires discre`tes de moyenne non nulle
Nous pouvons donc obtenir une marche discre`te d’incre´ment unite´ (c’est-a`-dire d’incre´-
ment e´gal a` ±1) corre´le´e a` longue porte´e a` partir d’un mouvement brownien fractionnaire.
Nous allons maintenant modifier cette marche afin de pouvoir faire varier le rapport entre
le nombre de sauts positifs et ne´gatifs. Bien suˆr cette de´marche n’a d’inte´reˆt que si l’on
conserve les corre´lations a` longue porte´e.
Commenc¸ons par simplifier les notations.
Notation 3.35 Pour les incre´ments discrets δH , l’indice H sera dore´navant suppose´ ex-
plicite, δ(j) = δH(j).
Si l’on souhaite pouvoir obtenir une suite binaire de moyenne non-nulle δα a` partir d’un
bruit gaussien fractionnaire, il est naturel de conside´rer la construction suivante,
δα(j) =
{ −1 si ∆H(j) < α,
+1 si ∆H(j) > α,
(3.22)
pour j ∈ N et ou` α ∈ R est un parame`tre de´finissant le rapport entre les incre´ments positifs
et ne´gatifs, i.e. la moyenne de la suite. La valeur a` attribuer a` α s’obtient facilement. En
effet, la probabilite´ qu’un e´le´ment du bruit discret δα(j) soit positif vaut P(δα(j) = 1) =












La fonction de distribution dδ associe´e a` ce bruit discret est la suivante,
dδ(j) =
{
d(α) si j = −1,
1 si j = 1.
(3.24)
De la`, on obtient
Eδα(j) = 1− 2d(α) et varδα(j) = 4d(α)
(
1− d(α)). (3.25)
La marche binaire de moyenne non nulle associe´e a` un bruit gaussien fractionnaire








Il nous faut maintenant montrer que cette construction pre´serve les corre´lations a` longue
porte´e.
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Proposition 3.36 Le bruit discret de´fini par l’e´galite´ (3.22) pre´sente les meˆmes corre´-
lations a` longue porte´e que le bruit gaussien fractionnaire dont il est issu.
Preuve. Soit {∆H(j) : j ∈ N} un bruit gaussien fractionnaire standard. Nous utiliserons
la notation suivante, mα = Esign(∆H(j) − α). En utilisant l’e´galite´ (3.23), on obtient
Dαmα = −
√
2/pi exp(−α2/2). Il est suffisant de montrer que, e´tant donne´ un vecteur bi-
normal ~z = (z1,z2), le de´veloppement de Taylor de E
(
sign(z1 − α)sign(z2 − α)
)
posse`de
un terme line´aire et que le terme constant est e´gal a` m2α. Nous e´valuerons aussi les termes
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Par le the´ore`me de la convergence domine´e, il est suffisant d’e´valuer l’inte´grale portant























































3. Marches ale´atoires browniennes
Pour les termes line´aires, on trouve,∫∫
R2































2 + (x2 + α)
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Si le bruit gaussien fractionnaire n’est pas standard mais que var∆H(j) = σ
2, alors
sign(∆H(j) − α) = sign((∆H(j)− α)/σ) et il suffit d’appliquer la de´monstration pre´ce´-
dente a` ∆H(j)/σ, en posant α
′ = α/σ. 2
Terminons cette section par deux remarques. La proposition pre´ce´dente peut eˆtre ge´-
ne´ralise´e.
Remarque 3.37 Le re´sultat pre´ce´dent peut aise´ment se ge´ne´raliser. Au lieu de calculer
les premiers termes du de´veloppement de E
(
sign(z1 − α) sign(z2 − α)
)
, on peut e´valuer
ceux de E
(
sign(z1 − α) sign(z2 − β)
)
, β e´tant un second parame`tre, sans beaucoup plus
d’efforts. Les de´veloppements deviennent toutefois moins clairs et un tel re´sultat n’a que
peu de porte´e pratique. 2
Il existe une de´monstration alternative du re´sultat 3.36, mais ne elle ne permet pas de
de´crire le comportement nume´rique de la fonction de corre´lation.
Remarque 3.38 Le re´sultat pre´ce´dent peut eˆtre de´montre´ en utilisant le de´veloppement
de la fonction d’erreur en termes de polynoˆmes d’Hermite [122, 359], puisque [2]
Dnerf(t) = (−1)n−1 2√
pi
Hn−1(t) exp(−t2). (3.28)
En fait, il peut eˆtre montre´ que si {X(j) : j ∈ N}j est processus gaussien de moyenne nulle
et de variance unite´ dont la fonction d’auto-covariance satisfait γ(j) ∼ c|j|2H−2, alors, si f
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<∞, en posant Y (j) = f(X(j)), la relation suivante
est satisfaite : corr
(
Y (0),Y (j)
) ∼ c′|j|rH(2H−2), ou` rH repre´sente le rang d’Hermite, i.e.
l’index du plus petit coefficient non nul dans le de´veloppement d’Hermite de f−Ef(X(0))
[122]. En particulier, le rang d’Hermite de f(t) = sign(t) vaut un et celui de f(t) = |t|
vaut deux, ce qui implique les propositions 3.29 et 3.31. Le rang d’Hermite de la fonction
sign(t−α) est aussi un, le coefficient correspondant valant −2 exp(−α2/2). La proposition
3.36 a toutefois l’avantage de donner les premiers termes du de´veloppement de Taylor de








Description de l’ADN : structure
et fonctions
L
’acide de´soxyribonucle´ique, ou ADN [89, 184, 391], est le support de la
vie dans la plupart des organismes vivants ﬂ, en ce sens que c’est lui qui de´tient le
patrimoine ge´ne´tique, renfermant les particularite´s de chaque individu. De composition
chimique relativement simple, sa configuration mole´culaire resta longtemps un myste`re.
Les me´canismes dont il est le sie`ge sont de plus tre`s complexes et encore mal connus. Nous
n’exposerons dans ce chapitre que les principes de base ne´cessaires a` la compre´hension,
sans entrer plus en avant dans les de´tails.
1.1 Composition de l’ADN
Il n’est pas suffisant de donner la composition chimique de l’ADN pour pouvoir aborder
son e´tude, aussi succincte soit-elle. En effet, la de´couverte de la configuration chimique
de cette macro-mole´cule fuˆt certainement a` l’origine de l’essor que connut la biologie
mole´culaire. Tous les me´canismes que nous allons de´crire sont intimement lie´s a` cette
configuration.
ﬂ. Il l’est dans toutes les cellules vivantes et dans beaucoup de virus.
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Composition chimique
Il nous faut d’abord introduire les e´le´ments de base composant l’ADN : les nucle´otides
[89, 184, 391].
L’ADN, tout comme l’ARN (l’acide ribonucle´ique), est un polyme`re dont les monome`res
sont appele´s nucle´otides. Chaque nucle´otide est constitue´ par trois unite´s :
– une base azote´e,
– un sucre : un pentose, le de´soxyribose pour l’ADN, et le ribose pour l’ARN (repre´-
sente´s par la figure 1.1),
– un ou plusieurs groupes phosphate (PO4).
La base peut eˆtre soit une purine, soit une pyrimidine. Les purines sont des bases a` deux
cycles, contrairement aux pyrimidines qui ne sont forme´es que d’un seul cycle. Comme la
meˆme nume´rotation chimique ne peut eˆtre utilise´e pour les bases et le pentose, ce dernier
est nume´rote´ avec un prime en exposant pour e´viter toute confusion. Le de´soxyribose est
un ribose dans lequel il manque un groupement OH en position 2′. Le groupe phosphate
est attache´ au pentose a` la position 5′ par un lien phospho-diester. La base est attache´e a`
ce meˆme sucre a` la position 1′ par un lien N-glycosidique. Le complexe sucre-phosphate
constitue le squelette de l’ADN ; les bases azote´es, quant a` elles, de´terminent la se´quence
ge´ne´tique.
Les purines ade´nine (A), guanine (G) et les pyrimidines cytosine (C) et thymine (T )
constituent les bases de l’ADN (figure 1.2). Dans l’ARN, la pyrimidine uracile (U) rem-
place la thymine. L’autre diffe´rence entre l’ADN et l’ARN est que le sucre pentotique de
l’ARN est le ribose, alors que c’est le de´soxyribose pour l’ADN. Ces diffe´rences suffisent
pour confe´rer des proprie´te´s diffe´rentes a` ces polyme`res : par exemple, l’ARN est sensible
a` la de´gradation par alcalo¨ıde a` cause de la pre´sence du groupe OH a` la position 2′ du
cycle du pentose, alors que l’ADN est re´sistant a` cette de´gradation.
Les groupements base-sucre sont lie´s entre eux par liens covalents graˆce a` un phosphate
et a` chacun de ces groupements (appele´s nucle´osides) est lie´ une base. Les nucle´otides
s’organisent donc en chaˆıne. Par convention, on lit toujours un acide nucle´ique dans le
sens de l’extre´mite´ 5′ (comportant un groupement phosphate) vers l’extre´mite´ 3′ (qui
posse`de un groupe OH libre).
Dans la suite, nous ferons souvent l’amalgame entre base et nucle´otide. Un di-nucle´otide
est une se´quence de deux nucle´otides tandis qu’une se´quence de trois nucle´otides est
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Fig. 1.1 – Repre´sentation du de´soxyribose (a) et du ribose (b). Le de´soxyribose est une

































































Fig. 1.2 – Repre´sentation des bases azote´es. Dans l’ordre : les purines ade´nine et guanine,
les pyrimidines cytosine, thymine et uracile.
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5′ 3′
3′ 5′
A C G T
T G C A
Fig. 1.3 – On repre´sente sche´matiquement une portion d’une double he´lice d’ADN par
une e´chelle renverse´e. Les e´chelons correspondent aux bases apparie´es et les montants
repre´sentent les nucle´osides.
appele´e tri-nucle´otide.
L’ADN forme une double he´lice
La configuration en double he´lice est une particularite´ essentielle de l’ADN. Sa de´cou-
verte allait assurer le prix Nobel a` Watson et Crick [386] et permettre toute une se´rie
d’expe´rimentations afin de re´ve´ler peu a` peu les me´canismes de l’he´re´dite´.
La mole´cule d’ADN est compose´e de deux chaˆınes, ou brins polynucle´otides, allant en
directions oppose´es (on dit aussi anti-paralle`les). Les nucle´otides sur un brin sont appa-
reille´s avec ceux de l’autre brin de manie`re tre`s spe´cifique : la purine guanine ne s’appa-
reille qu’avec la pyrimidine cytosine, tout comme la purine ade´nine ne peut s’appareiller
qu’avec la pyrimidine thymine. Les deux brins sont donc comple´mentaires en ce sens que
la se´quence de nucle´otides sur un brin de´termine la se´quence sur le brin comple´mentaire
(figure 1.3). Ces deux chaˆınes sont enroule´es autour d’un axe commun sous la forme d’une
double he´lice (figure 1.4).
Cette structure en double he´lice est essentiellement stabilise´e par des liaisons hydro-
ge`nes entre les paires de bases. La paire A:T pre´sente deux liaisons hydroge`ne tandis que
G:C en pre´sente trois. Cette dernie`re liaison est donc plus difficile a` briser. Toutefois, des
interactions de type van der Waals et des interactions hydrophobes interviennent e´ga-
lement dans la stabilisation de cette structure he´lico¨ıdale. Les bases hydrophobes sont
empile´es a` l’inte´rieur de l’he´lice et l’enchaˆınement sucre-phosphate hydrophile est dirige´
vers l’exte´rieur. La se´paration de l’ADN en mole´cules a` simple brin est appele´e de´natura-
tion, l’ope´ration inverse est appele´e renaturation [89, 184, 391].
Dans la cellule, sous les conditions physiologiques les plus courantes, l’ADN adopte une
configuration tre`s spe´cifique appele´e forme B (figure 1.4). Sous cette forme, chaque brin
fait un tour complet tout les 3.4 nm. L’he´lice est a` pas droit et chaque base, situe´e dans
un plan quasi perpendiculaire a` l’axe de l’he´lice, est espace´e de 0.34 nm, ce qui signifie que
chaque tour complet posse`de dix paires de nucle´otides. Il existe d’autres configurations
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Fig. 1.4 – Repre´sentation de la double he´lice d’ADN sous la forme B.
que nous ne ferons que citer. La forme Z est observe´e sur des portions riches en guanine-
cytosine et posse`de une he´lice a` pas gauche. Quant a` la forme A, elle est parfois observe´e
dans certaines re´gions d’ADN naturel en pre´sence de fortes concentrations en cations
comme Mg++ et Ca++, ou lorsque le degre´ d’hydratation est faible (typiquement infe´rieur
a` soixante-cinq pour cent). Elle posse`de onze paires de nucle´otides par tour. Quant aux
sous-classe du type B, elles sont rarement rencontre´es. La forme C est observe´e lorsque
le degre´ d’hydratation est tre`s faible (infe´rieur a` quarante-cinq pour cent) et la forme D
n’existe qu’avec des ADN artificiels.
Nous utiliserons la notation suivante, courante en biologie mole´culaire.
Notation 1.1 La longueur d’une mole´cule d’ADN est ge´ne´ralement donne´e en paires de
bases (azote´es). Par extension, nous emploierons aussi ce terme pour de´signer la longueur
d’une se´quence de nucle´otides, bien qu’une telle se´quence ne repre´sente qu’un seul brin
d’ADN. Ainsi, une mole´cule d’ADN d’une longueur de n paires de bases, ou encore n pdb,
est constitue´e de deux brins de longueur n pdb chacun. La paire de base (pdb) repre´sente
donc une unite´ de longueur.
Les chromosomes
Pour permettre la division des cellules, l’ADN s’organise en macro-mole´cules appele´es
chromosomes [89, 184, 391].
Chez les eucaryotes, i.e. les organismes posse´dant un noyau, l’ADN est situe´ dans le
noyau et partitionne´ sous sa forme la plus condense´e en chromosomes (figure 1.5). Un
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centrome`re
te´lome`res
Fig. 1.5 – Repre´sentation d’un chromosome (mitotique). Cette macro-mole´cule constitue
la forme la plus condense´e de l’ADN.
chromosome est constitue´ de deux mole´cules d’ADN identiques appele´es chromatides,
dispose´es syme´triquement et jointes par un centrome`re. Chaque chromosome comporte
donc quatre extre´mite´s ou te´lome`res. Chez les procaryotes (c’est-a`-dire les bacte´ries) et
les virus, le mate´riel ge´ne´tique est en ge´ne´ral compose´ d’une copie de l’ADN en double
he´lice.
Les organismes diplo¨ıdes, comme ceux des mammife`res, posse`dent deux jeux de chro-
mosomes, chaque jeu provenant d’un parent. Ainsi, l’humain (Homo sapiens) posse`de
quarante-six chromosomes re´partis en vingt-trois paires (nombre haplo¨ıdique) nume´rote´es
de 1 (correspondant a` la se´quence de nucle´otides la plus longue) a` 22 (la se´quence la plus
courte), les chromosomes sexuels - de´finissant le sexe du porteur, X pour la femelle (XX)
et Y pour le maˆle (XY) - e´tant conside´re´s comme la vingt-troisie`me paire.
On parle parfois aussi de chromosome chez les procaryotes. On peut le de´finir comme
la mole´cule ADN contenant le ge´nome.
Dans la suite, lorsque nous re´fe`rerons a` un chromosome, ce sera pour de´signer la partie
de l’ADN formant un chromosome lorsqu’elle est sous sa forme la plus condense´e. Il
s’agit donc d’une partie de l’ADN d’un organisme, sans rapport direct avec le niveau
de compaction g. Pour de´signer un chromosome sous sa forme la plus condense´e, nous
parlerons maintenant de chromosome mitotique.
1.2 Le me´canisme de re´plication
Lors de chaque division cellulaire, la totalite´ de l’ADN doit eˆtre duplique´e. La duplication
d’une mole´cule d’ADN parent en deux mole´cules d’ADN filles est appele´e re´plication.
g. Il s’agit d’un abus de langage courant dans la litte´rature.
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Cette e´tape se produit durant la phase S du cycle cellulaire et n’est pas encore totalement
comprise pour tous les organismes [89, 184, 391].
Principes
Les principes de la re´plication de l’ADN sont assez simples, mais les de´tails ne sont pas
tous connus et certains me´canismes sont encore hypothe´tiques.
L’ADN se re´plique en s’utilisant lui-meˆme comme patron, chaque brin permettant de
synthe´tiser un nouveau brin. La re´plication est semi-conservative en ce sens que les deux
mole´cules d’ADN issues de la re´plication contiennent chacune un brin de l’ADN original.
Les nouveaux brins comple´mentaires sont synthe´tise´s par une enzyme appele´e l’ADN
polyme´rase III [179, 391].
L’unite´ d’ADN ou` se produit la re´plication est appele´e re´plicon [198]. Ce re´plicon pos-
se`de une origine, ou` est initie´e la re´plication, et au moins une terminaison, ou` est arreˆte´e
la re´plication. L’ADN bacte´rien est ge´ne´ralement circulaire et constitue a` lui seul un
re´plicon [198] : il existe un site unique de de´part sur le chromosome, ce site ne variant
pas d’un cycle de re´plication a` l’autre, pre´sentant une se´quence bien conserve´e de taille
supe´rieure a` 245 paires de base [87, 304]. Chez les eucaryotes, ou` la quantite´ d’ADN a`
re´pliquer est plus importante, les origines de re´plication sont multiples et il n’est pas
clair que les sites de de´part soient invariants. En ge´ne´ral, et c’est toujours le cas chez les
procaryotes, a` partir d’une origine, la re´plication progresse dans les deux sens : la re´plica-
tion est bi-directionnelle. Chez l’humain, la re´plication progresse de cinquante nucle´otides
par seconde, ce taux pouvant atteindre cinq cent nucle´otides par seconde pour certains
organismes.
L’ ADN polyme´rase ne peut synthe´tiser que dans le sens 5′ → 3′ . La re´plication doit
donc se faire de manie`re discontinue sur un des deux brins (figures 1.6). On parle de
brin retarde´. Le brin synthe´tise´ continuˆment est appele´ brin avance´. Les petits fragments
discontinus synthe´tise´s sont de taille 1000− 2000 paires de base et sont appele´s fragments
d’Okazaki [272]. Si la re´plication est bi-directionnelle, un brin retarde´ a` gauche d’une
origine est un brin avance´ a` droite et inversement.
Un segment d’ARN appele´ amorce doit initier la synthe`se. En effet, la polyme´risation de
l’ADN requiert une amorce pour de´marrer un fragment pre´curseur. Le fragment synthe´tise´
continuˆment n’a besoin que d’une amorce. Pour l’autre fragment, il faut donc une amorce
tous les 1000− 2000 paires de base.
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Fig. 1.6 – Repre´sentation sche´matique de la re´plication. (a) L’he´licase ouvre la double he´-
lice pour permettre a` l’ADN polyme´rase III d’acce´der aux nucle´otides. Le long de chacun
des deux brins, un nouveau brin est synthe´tise´, de manie`re continue pour l’un et par mor-
ceaux pour l’autre. (b) Chez la plupart des organismes, la re´plication est bi-directionnelle ;
dans ce cas, pour un brin donne´, deux ADN polyme´rases III agissent de part et d’autre
de l’origine de re´plication formant une bulle de re´plication. Si un nouveau brin est syn-
the´tise´ continuˆment d’un coˆte´ de l’origine, il le sera de manie`re discontinue de l’autre et
vice-versa.
124
1.2. Le me´canisme de re´plication
Durant la re´plication, la double he´lice d’ADN est de´roule´e localement et les deux brins
sont se´pare´s. On voit donc apparaˆıtre une bulle de re´plication (figure 1.6), forme´e par les
deux brins se´pare´s, qui s’e´tend de part et d’autre de l’origine au fur et a` mesure que la
re´plication progresse. A` l’endroit ou` les brins se rejoignent, c’est-a`-dire aux extre´mite´s
de la bulle de re´plication, on dit que l’ADN forme une fourche de re´plication. Chez les
procaryotes, les deux fourches de re´plication progressent dans des directions oppose´es
sensiblement a` la meˆme vitesse.
Dans l’appariement des bases, le taux d’erreur est de 1 sur 105 bases ajoute´es. Si une
telle erreur se produit, un me´canisme de correction entre en jeu en utilisant notamment
l’activite´ exonucle´ase ﬃ 3′ → 5′ de l’ADN polyme´rase III. Ce processus est appele´ relecture.
Contrairement aux procaryotes [272, 366], l’initiation de la re´plication chez les euca-
ryotes est encore mal connue. Pour certains organismes eucaryotes tels Saccharomyces ce-
revisae, ou` toutes les origines de re´plication sont annote´es, il existe une se´quence consensus
de 11 paires de base, appele´e ARS h [51, 66, 320], qui peut initier la re´plication. L’existence
d’une telle se´quence initiant syste´matiquement la re´plication ne semble toutefois pas eˆtre
une ge´ne´ralite´, en particulier pour les eucaryotes supe´rieurs. Chez les organismes euca-
ryotes multi-cellulaires [162, 274], on estime que le nombre d’origines de re´plication est de
l’ordre de 30 000. Seule une vingtaine ont e´te´ identife´es dans diffe´rents organismes et un
plus petit nombre ont e´te´ caracte´rise´es en de´tail [364]. Ces origines sont tre`s he´te´roge`nes
en taille et ont des activations diffe´rentes dans le temps et suivant le type cellulaire.
Activite´s enzymatiques
Les e´le´ments permettant de re´aliser la re´plication sont les enzymes. Celles-ci sont nom-
breuses est posse`dent parfois un comportement complexe.
L’activite´ enzymatique [ principale, grande consommatrice d’e´nergie, est de´volue aux
ADN polyme´rases. Ces enzymes sont charge´es de recruter les nucle´otides libres et de les
apparier aux nucle´otides du brin parent.
Pour permettre a` l’ADN polyme´rase III d’acce´der au brin parent et de commencer la
re´plication, un certain nombre de prote´ines, dites secondaires, sont ne´cessaires [228].
– les topoisome´rases sont charge´es d’introduire des supertours ne´gatifs aux fourches de
ﬃ. Une enzyme exonucle´ase est une enzyme capable de de´grader l’ADN et l’ARN
h. Pour Autonomous Replication Sequence.
[. Rappelons qu’une enzyme est un type de prote´ine permettant la catalyse d’une re´action chimique.
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re´plication ; elles diminuent donc le degre´ de surenroulement de l’he´lice et permettent
ainsi l’ouverture et la progression de la bulle ;
– les he´licases de´roulent l’he´lice et se´parent les deux brins parents, en rompant les
liaisons hydroge`nes les unissant ;
– les prote´ines SSB (pour Single Stranded Binding) stabilisent les brins se´pare´s, pre´-
venant leur re´unification et la formation de boucles et bourrelets ;
– a` chaque extre´mite´ de la bulle, une primase (ARN polyme´rase) associe´e a` d’autres
prote´ines synthe´tise de petites portions d’ARN constituant les amorces, reconnues
par l’ADN polyme´rase III pour initier la re´plication ;
– l’ADN polyme´rase I suit la progression de la polyme´rase III et de´truit les amorces
d’ARN pour les remplacer par des se´quences d’ADN correspondantes ;
– les ADN ligases sont charge´es de souder les fragments d’Okazaki.
L’ensemble des activite´s enzymatiques localise´es au sein d’une fourche de re´plication
constitue un re´plisome.
1.3 Le me´canisme de transcription
Le transfert de l’information contenue dans un ge`ne sous forme d’une se´quence d’ARN
est appele´ transcription. Ce processus est la premie`re e´tape de la traduction du code
ge´ne´tique. Le me´canisme de la transcription est complexe et nous en donnons ici une
description simplifie´e [89, 179, 243].
Roˆle de la transcription
Dans un brin d’ADN, il existe certaines re´gions contenant l’information ne´cessaire a` la
construction, la re´gulation de prote´ines et d’autres mole´cules de´terminant la croissance et
le fonctionnement de l’organisme, appele´es ge`nes.
La transcription est le processus par lequel une partie de la se´quence ADN est copie´e
(par une ARN polyme´rase) pour former un brin d’ARN comple´mentaire. Les segments
d’ADN transcrits sont appele´s ge`nes. Ce sont les ge`nes qui codent la structure chimique
des prote´ines, constituants fondamentaux des cellules. Plus pre´cise´ment, une succession de
nucle´otides peut de´terminer une se´quence d’acide amine´s formant la prote´ine. Le codage de
tri-nucle´otides, appele´s codons, en acides amine´s est un principe essentiellement commun
a` tous les organismes, de la bacte´rie a` l’homme.
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La totalite´ du mate´riel ge´ne´tique d’une cellule ou d’un individu est appele´ ge´nome. Le
ge´nome humain comprend approximativement trois milliards de paires de nucle´otides re-
pre´sentant 30 000 ge`nes environ [189]. La taille des ge`nes peut varier de quelques centaines
a` plusieurs milliers (voire dizaines de milliers) de nucle´otides, avec une taille moyenne
avoisinant 30 000 nucle´otides. Cependant, meˆme les ge`nes les plus longs n’utilisent qu’une
faible portion de leur se´quence pour coder l’information ne´cessaire a` l’expression d’une
prote´ine. Ces re´gions codantes sont appele´es exons et les re´gions non-codantes introns.
Chez l’homme, la taille moyenne des exons est de l’ordre de 150 nucle´otides et celle des in-
trons de 800 nucle´otides ; ces derniers constituent environ 80% des ge`nes. Plus l’organisme
est complexe, plus la quantite´ et la taille des introns semblent importantes.
Description du me´canisme de la transcription
Comme la re´plication, la transcription obe´it a` une se´rie de principes mis en e´vidence par
l’expe´rimentation.
La transcription fait intervenir une activite´ enzymatique nomme´e ARN polyme´rase
holoenzyme. Cet e´norme complexe enzymatique de´roule et disjoint les deux brins de l’ADN
he´lico¨ıdal. Elle recrute aussi les nucle´otides du futur brin d’ARN, pour les assembler par
comple´mentarite´ avec les bases de la se´quence du brin d’ADN (figure 1.7).
Contrairement a` la re´plication, qui inte´resse la totalite´ du ge´nome a` chaque cycle, le
programme de transcription n’est pas fixe : seules de petites portions du ge´nome sont
transcrites a` une e´poque donne´e de la vie de la cellule et ces portions varient en fonction
de nombreux facteurs, tels le de´veloppement et l’environnement.
Le processus de transcription est assez similaire chez les procaryotes et chez les eu-
caryotes. Toutefois les eucaryotes posse`dent trois types d’ARN polyme´rase au lieu d’un
seul chez les procaryotes, chaque varie´te´ e´tant responsable de la synthe`se d’une classe
d’ARN. La transcription s’effectue en trois e´tapes successives : l’initiation, l’e´longation et
la terminaison.
L’initiation de´bute lorsque l’ARN polyme´rase s’associe a` une re´gion spe´cifique d’un
brin d’ADN en amont des ge`nes, appele´e promoteur.
L’e´longation de la chaˆıne d’ARN s’effectue par polyme´risation successive de nucle´otides
dans le sens 5′ → 3′. Un seul brin d’ADN, le brin mode`le, est transcrit ; l’autre brin, avec
la meˆme orientation 5′ → 3′, est appele´ brin codant.
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Fig. 1.7 – Repre´sentation sche´matique de la transcription. Une polyme´rase progresse sur
le brin transcrit dans le sens 3′ → 5′, synthe´tisant un brin d’ARN. Au fur et a` mesure de
la progression de la polyme´rase, les deux brins d’ADN sont de´sapparie´s, le brin transcrit
est alors temporairement apparie´ avec l’ARN nouvellement synthe´tise´, tandis que le brin
non-transcrit est libre.
L’e´tape de terminaison intervient lorsqu’un signal indiquant la fin du ge`ne est lu. Cette
se´quence de terminaison cause la formation d’un bourrelet sur la chaˆıne d’ARN, pro-
voquant la dissociation du complexe ADN - polyme´rase - ARN. Dans certains cas, la
terminaison fait e´galement intervenir un facteur prote´ique appele´ facteur ρ.
La transcription repose sur les meˆmes e´tapes de base, que ce soit pour les procaryotes ou
les eucaryotes, mais ces e´tapes en elles-meˆmes pre´sentent d’importantes diffe´rences selon
que l’organisme posse`de un noyau ou pas. De nombreuses raisons peuvent expliquer ces
diffe´rences, a` commencer par le nombre de ge`nes : de l’ordre de 4000 chez les procaryotes
et de 30 000 a` 60 000 chez les eucaryotes.
Chez les procaryotes, la transcription a lieu directement dans le cytoplasme et est ca-
talyse´e par une seule polyme´rase, l’ARN polyme´rase, alors que chez les eucaryotes, la
transcription a lieu dans le noyau et utilise trois polyme´rases diffe´rentes : les ARN poly-
me´rases I, II et III. L’information sur les terminaisons est beaucoup moins bien comprise
que chez les procaryotes. Il est meˆme possible que ces terminaisons soient floues [49, 131]
et que la polyme´rase se de´tache mille nucle´otides apre`s la fin spe´cifie´e.
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1.4 L’empaquetage de l’ADN
Typiquement, la diame`tre d’un noyau de cellule humaine est de 5–8 µm, alors que 2 m
d’ADN doivent pouvoir se lover dans ce noyau. L’ADN est donc empaquete´ suivant des
niveaux d’organisation hie´rarchise´s par une se´rie d’enroulements et de boucles, mettant
en jeu des prote´ines, appele´es prote´ines de structure [89, 184, 391].
Organisation de la chromatine
Lors de la division cellulaire, l’ADN est sous sa forme la plus dense, les chromosomes
mitotiques (figure 1.5). Pourtant, il ne peut rester aussi compact durant tout un cycle
cellulaire, car les nucle´otides doivent rester accessibles pour les complexes prote´iques im-
plique´s dans des me´canismes fonctionnels tels la transcription et la re´plication. En ge´ne´ral,
l’ADN pre´sente plusieurs niveaux de compaction, coexistants dans un meˆme chromosome.
Le complexe forme´ par l’ADN et les prote´ines de structure est appele´ la chromatine.
Chez les procaryotes, la manie`re dont est empaquete´ l’ADN est encore tre`s mal comprise ;
nous nous concentrerons ici sur les organismes eucaryotes, ou` l’ADN est empaquete´ dans le
noyau des cellules. La chromatine n’est dans son e´tat le plus condense´ que durant une bre`ve
pe´riode, au moment ou` la cellule se divise. Durant cette e´tape, les prote´ines implique´es
dans la transcription et la re´plication ne peuvent plus avoir acce`s a` l’ADN. Durant les
autres e´tapes du cycle cellulaire, les chromosomes sont plus ou moins de´condense´s dans
le noyau sous forme de longs fils fins et encheveˆtre´s.
Lorsque les chromosomes ne sont pas sous leur forme la plus empaquete´e, on parle de
chromosome interphasique et de chromatine interphasique. A` ce moment, la condensation
n’est pas uniforme : certaines re´gions sont plus de´plie´es que d’autres. La forme la plus
condense´e de la chromatine interphasique, l’he´te´rochromatine, est quasiment inactive au
plan transcriptionnel. Chez l’homme, elle constitue environ 10% d’un chromosome inter-
phasique. Le reste de la chromatine interphasique est appele´e l’euchromatine. La forme
la moins condense´e est appele´e la chromatine active et constitue typiquement 10% d’un
chromosome interphasique chez l’homme. La chromatine active est transcrite ou dispo-
nible pour la transcription. D’une manie`re ge´ne´rale, les re´gions du chromosome transcrites
sont plus de´roule´es, tandis que celles qui sont inactives au plan transcriptionnel sont plus
condense´es. Ainsi la structure d’un chromosome interphasique diffe`re d’un type cellulaire
a` l’autre, selon la distribution spatiale des ge`nes qui y sont exprime´s.
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ADN
fibre de 10 nm




Fig. 1.8 – Sche´ma repre´sentant les diverses e´tapes de l’empaquetage de l’ADN.
Les e´tapes de l’empaquetage
Dans le noyau des cellules eucaryotes, l’ADN est empaquete´ en plusieurs e´tapes re´ve´lant
plusieurs niveaux d’organisation (figure 1.8). Dans le chromosome mitotique, l’ADN est
50 000 fois plus court que la mole´cule de´roule´e. La premie`re e´tape de repliement de l’ADN
nu dans le chapelet nucle´osomal est l’e´tape la mieux connue, les autres e´tapes e´tant plus
hypothe´tiques [89, 184, 391].
Le premier niveau d’empaquetage de la chromatine, et le plus fondamental, est celui
aboutissant a` la formation de nucle´osomes. Le coeur du nucle´osome est forme´ de huit
prote´ines, quatre paires de prote´ines identiques, appele´es histones (les histones sont les
histones H2A, H2B, H3 et H4). Le double brin d’ADN s’enroule 1.6 fois autour de cet
octame`re d’histones sur une longueur d’environ 146 pdb. La taille d’un nucle´osome est
approximativement de 200 pdb, les noyaux prote´iques e´tant espace´s entre eux d’environ 50
pdb. Les histones existent chez tous les eucaryotes, alors que les bacte´ries n’en posse`dent
pas. Cependant, les archæbacte´ries contiennent des prote´ines homologues aux histones
eucaryotes. Ces prote´ines sont peut-eˆtre les pre´curseurs, sur le plan de l’e´volution, des
histones. A` l’issue de cette premie`re e´tape de compaction, la longueur de la se´quence
d’ADN est divise´e par trois et constitue ce que l’on appelle la fibre de 10 nm, en raison
de l’e´paisseur du chapelet nucle´osomal.
Les nucle´osomes sont ensuite empile´s les uns sur les autres pour constituer une structure
plus compacte, la fibre de 30 nm. La compaction des nucle´osomes en cette fibre de´pend
de la pre´sence e´ventuelle d’une cinquie`me histone (l’histone H1, aussi appele´e H5). Les
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e´tapes suivantes de condensation sont encore hypothe´tiques, mais on pense que la fibre





Codages mono- ou multi-
nucle´otidiques de l’ADN :
de l’analyse a` la synthe`se
des se´quences ADN
N
otre but e´tant d’appliquer les outils de l’analyse multifractale a`
l’ADN, nous devons d’abord disposer d’une me´thode permettant de construire
un signal a` partir d’une se´quence ADN. Pour ce faire, nous utiliserons le principe du co-
dage mono- ou multi-nucle´otidique. Nous commencerons par de´finir ces notions, avant de
pre´senter quelques codages couramment rencontre´s dans la litte´rature. L’e´tude spectrale
des signaux ainsi obtenus a` partir du ge´nome de l’homme nous permettra de mettre en
e´vidence l’existence de corre´lations a` longue porte´e jusqu’a` des distances de l’ordre de
20 a` 30 kpb et la pre´sence de rythmes de basse fre´quence correspondant a` des pe´riodi-
cite´s caracte´ristiques de l’ordre de 100, 400 et 800 kpb. Apre`s avoir rappele´ les re´sultats
concernant l’e´tude des corre´lations a` longue porte´e au sein des signaux construits a` partir
de se´quences d’ADN, nous donnerons une me´thode de construction de se´quences nucle´o-
tidiques artificielles prenant en compte l’existence de ces corre´lations.
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L’originalite´ de la premie`re section re´side dans la formalisation des notions bien connues
de codage des se´quences ADN et leur e´tude fre´quentielle, qui a donne´ lieu aux publications
suivantes [297, 299]. L’approche spectrale des re´sultats obtenus dans les re´fe´rences [34, 35]
est aussi originale, de meˆme que la me´thode de synthe`se de se´quences artificielles, qui fera
l’objet d’une publication [298].
2.1 Construction de signaux ADN par codage
Graˆce au codage, une se´quence nucle´otidique peut eˆtre associe´e a` une multitude de si-
gnaux, appele´s marche ADN, chacun refle´tant plus particulie`rement une proprie´te´ spe´-
cifique de la se´quence e´tudie´e (configuration spatiale de la double he´lice, distribution de
la composition nucle´otidique, et cætera). Apre`s avoir expose´ les principes de base, nous
donnerons quelques exemples de codage, conduisant a` l’obtention de marches ADN. Nous
montrerons que ces marches semblent posse´der une composante mouvement brownien
fractionnaire corre´le´ a` longue porte´e associe´e a` la structure nucle´osomale de la fibre de
chromatine de 30 nm. Cette composante invariante d’e´chelle se superpose a` la pre´sence
de rythmes de basse fre´quence, ve´ritable signature d’un niveau d’organisation supe´rieur
de la chromatine.
Codages et marches ADN
Le codage permet d’associer un signal a` un brin d’ADN en conside´rant une se´quence de
nucle´otides comme un mot construit sur un alphabet nucle´otidique [26, 35, 242, 314, 383].
On associe un signal a` un tel mot via une application de´finie sur l’alphabet et a` valeur
dans R. Nous formalisons ici cette notion.
Les deux brins d’une macro-mole´cule d’ADN e´tant comple´mentaires, l’e´tude des e´le´-
ments constitutifs d’une se´quence ADN peut se ramener a` l’e´tude des mots construits sur
un alphabet de quatre lettres {A,C,G, T}, repre´sentant les quatre bases nucle´otidiques
constitutives d’un des deux brins de l’ADN.
Notation 2.1 Nous de´signerons l’alphabet repre´sentant les bases nucle´otidiques par L =
{A,C,G, T}. Cet alphabet sera appele´ alphabet nucle´otidique. Sauf mention contraire,
nous utiliserons l’ordre lexicographique pour ordonner cet alphabet et le munirons impli-
citement de l’ope´ration concate´nation.
Une se´quence ADN est donc un mot construit sur l’alphabet L. Nous conside`rerons parfois
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ces mots comme construits sur l’alphabet L3 = {AAA,AAC, . . . , TTT}. Nous aurons
aussi besoin d’extraire une suite de lettres hors d’un mot.
Notation 2.2 Si m est un mot construit sur l’alphabet L, nous de´signerons par pi(m,n,j)
le sous-mot de m de taille j commenc¸ant a` la n-ie`me lettre de m, l’indexation de´butant
a` ze´ro.
Nous souhaitons pouvoir associer une valeur re´elle a` une lettre nucle´otidique ou a` une
suite de lettres. L’application re´alisant cette ope´ration est appele´e codage.
De´finition 2.3 Un codage ADN k-nucle´otidique est la donne´e d’une application τ de´finie
sur Lk (k ∈ N0) et a` valeurs dans l’ensemble des re´els. Si le codage n’est pas injectif, il
sera dit de´ge´ne´rescent.
On peut e´tendre un codage de´fini sur l’alphabet L a` l’alphabet Lq, q ∈ N0. Il suffit de
conside´rer τ comme un morphisme de´fini sur L, muni de l’ope´ration concate´nation et a`














. Un codage de´fini sur Lk, k > 1, est dit fondamental s’il
n’existe pas deux codages τ1 et τ2 de´finis respectivement sur L
q1 et Lq2 , avec q1 + q2 = k,
tels que pour tous mots m1 ∈ Lq1 et m2 ∈ Lq2 , on ait τ(m1m2) = τ1(m1) + τ2(m2).
Pour que ces notions soient rigoureusement de´finies, nous adopterons la convention
suivante.
Remarque 2.4 Pour e´viter tout proble`me de de´finition, il faut conside´rer le mot vide ε
en posant τ(ε) = 0 et poser, pour tout mot m appartenant a` Lk, pi(m,n,j) = ε lorsque
n < 0 ou n > k − j. De plus, pi(m,n,0) = ε pour tout n. 2
De´finition 2.5 Un bruit ADN [26, 314] associe´ au codage k-nucle´otidique τ est une
fonction de´finie sur N comme suit,





ou` r ∈ N est appele´ le pas ou l’incre´ment e´le´mentaire et m est un mot construit sur
l’alphabet nucle´otidique. On omet souvent la re´fe´rence a`m en e´crivant simplement fτ (n) =
fτ (n;m). En ge´ne´ral, le pas r est choisi e´gal a` 1 ou` a` k.
De´finition 2.6 La marche ADN associe´e au bruit fτ [26, 314] est la fonction de´finie en
posant Fτ (0) = 0 et
Fτ (n+ 1) = Fτ (n) + fτ (n). (2.2)
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Si r = 1, on a Fτ (n) = τ
(
pi(m,0,n + k − 1)). Si r < k, les valeurs de fτ sont corre´le´es :





. On peut ainsi lisser le signal en diminuant la valeur de r.
Signalons qu’il est possible de de´finir des codages a` valeur dans Rn ﬂ. Toutefois l’utilite´
de tels codages s’est jusqu’a` pre´sent re´ve´le´e limite´e et nous ne les conside´rerons pas dans la
suite. Une se´quence ADN contient des informations de diffe´rentes natures (structurelles,
comme les proprie´te´s de courbure locale de la double he´lice, ou fonctionnelles, comme la
localisation des ge`nes), cette abondance d’information pouvant a priori rendre difficile
l’analyse d’une proprie´te´ particulie`re. En utilisant un signal unidimensionnel, le but est
de s’affranchir, dans la limite du possible, des informations (( parasites )) pour se focaliser
sur un signal plus spe´cifique. Ainsi, le signal obtenu sera ge´ne´ralement insuffisant pour
re´-obtenir la se´quence de de´part, le codage utilise´ e´tant de´ge´ne´rescent.
Exemples de codage nucle´otidique
La construction d’un signal a` partir d’une se´quence de nucle´otides se re´sume par la donne´e
d’un codage. Il en existe de nombreux et le choix du codage de´pend de la proprie´te´ que
l’on souhaite mettre en e´vidence [34, 35, 242, 314, 345, 383].
Codages du type purine-pyrimidine
Les codages les plus simples sont certainement les codages binaires qui se´parent les nu-
cle´otides en deux familles, en attribuant a` chacune de ces familles une valeur diffe´rente.




τ(T ) = −1
, (2.3)
permet de faire la distinction entre les purines A et G et les pyrimidines C et T . Il est
naturellement appele´ codage purine-pyrimidine [314]. De la meˆme manie`re, on de´finit le
codage amino-keto [383], qui distingue les bases thymine et guanine posse´dant un groupe
fonctionnel (( C–O )), des bases ade´nine et cytosine, ou` l’oxyge`ne est remplace´ par le
groupe fonctionnel (( NH2 )), en associant A et C a` 1 et G et T a` −1. Finalement, le
codage faible-fort [383] fait la distinction entre les bases C et G, lie´es entre elles par trois
ﬂ. Un exemple classique est le codage de´fini par les relations suivantes : τ(A) = (1,1), τ(C) = (−1,1),
τ(G) = (1,− 1) et τ(T ) = (−1,− 1).
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ponts hydroge`nes au sein de l’ADN, et les bases A et T , lie´es par seulement deux ponts.
Il associe donc A et T a` 1, et C et G a` −1.
Codages mono-nucle´otidiques
Un codage mono-nucle´otidique est un codage permettant d’analyser la distribution de la
position d’une des bases A, C, G ou T dans un mot, en associant trois des bases a` la meˆme
valeur [242, 314, 383]. Il existe donc principalement quatre codages mono-nucle´otidiques
diffe´rents. Si l’on souhaite, par exemple, e´tudier la re´partition en ade´nine d’une se´quence




τ(T ) = −1/3
, (2.4)
ou` la valeur −1/3 est choisie telle que, si les concentrations en A, C, G et T sont e´gales,
le bruit associe´ posse`de une moyenne nulle.
Si les concentrations en nucle´otides s’e´cartent notablement de l’e´qui-partition, il y a
lieu de modifier le codage comme suit. Supposons que les concentration en A, C, G et T
sont respectivement cA, cC , cG et cT , et posons c = cC + cG + cT . Il suffit de rede´finir le
codage de la manie`re suivante, τ(A) = 1 et τ(l) = −cl/c, pour l appartenant a` {C,G,T}.
Codage pourcentage en GC
La concentration en bases C et G est une des caracte´ristiques du ge´nome les plus e´tudie´es,
en particulier a` travers les notions tre`s de´battues d’isochores [56, 57, 104, 189, 177, 310].
Par exemple, la densite´ en ge`nes semble eˆtre corre´le´e a` la concentration en GC, les re´gions
riches en ge`nes e´tant des re´gions a` haute concentration en GC [15, 107].
Pour repre´senter la concentration en bases C et G le long d’un brin d’ADN, on utilise




τ(T ) = 0
. (2.5)
En observant le bruit associe´ au codage pourcentage en GC chez l’homme, on constate
l’existence de zones, appele´es isochores, de moyenne diffe´rente. Cette remarque est par-
ticulie`rement e´vidente pour le chromosome 21, comme l’illustre la figure 2.1, ou` le bruit
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Fig. 2.1 – Le pourcentage en GC pour les chromosomes 21 (a) et 22 (b) de l’homme,
calcule´ dans des feneˆtres non chevauchantes de largeur 10 kpb. Pour le chromosome 21
(a), on constate clairement l’existence de zones diffe´rant par leur moyenne. Pour mettre
cette observation en e´vidence, la me´diane a e´te´ surimpose´e.
fGC a e´te´ calcule´ dans des feneˆtres non chevauchantes de largeur 10 kpb. Ainsi, en notant






Le codage pourcentage en TA est bien suˆr le codage associant la valeur un aux nucle´o-
tides A et T et ze´ro aux nucle´otides C et G.
Les codages de courbure
Les codages de courbure permettent de caracte´riser localement les proprie´te´s structurales
et me´caniques de la double he´lice d’ADN. Nous conside´rerons essentiellement les codages
PNuc [165] et DNase [84, 85, 155].
L’ADN ge´nomique est souvent conside´re´ comme un polyme`re constitue´ de quatre diffe´-
rents types de monome`res (les nucle´otides). La manie`re dont ceux-ci se succe`dent influence
la configuration spatiale et les proprie´te´s me´caniques de la mole´cule d’ADN. La courbure
locale est de´finie comme l’angle entre le plan de´fini par une paire de base et le plan de´fini
par la paire suivante, dans le sens de lecture 5′ → 3′. Un codage de courbure locale est
un codage qui tente de rendre compte de la configuration spatiale des deux brins d’ADN
en associant a` une suite de nucle´otides une valeur repre´sentant la courbure locale. On ne
dispose pas de mesure physique directe de la courbure. Pour cette raison, il peut exister
plusieurs codages s’y rapportant. L’hypothe`se sous-jacente aux deux codages que nous
allons pre´senter est la suivante : pour une position donne´e, le rayon de courbure est une
proprie´te´ locale qui ne de´pend que des deux nucle´otides voisins les plus proches. Les co-
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Tab. 2.1 – Table expe´rimentale obtenue (apre`s un re´e´chelonnement line´aire entre 0 et 10)
a` partir du positionnement de nucle´osomes sur des se´quences ADN [165].
dages conside´re´s seront ainsi de´finis sur un alphabet tri-nucle´otide. La comple´mentarite´
des deux brins de l’ADN, c’est-a`-dire le fait qu’une base ne puisse s’appareiller qu’avec
une et une seule base spe´cifique, implique que la valeur associe´e a` un tri-nucle´otide doit
aussi eˆtre celle associe´e a` son tri-nucle´otide comple´mentaire miroir, les deux brins e´tant
anti-paralle`les. Ainsi, la valeur associe´e a` ACG sera identique a` celle associe´e a` CGT .
Le codage PNuc, de´fini par la table 2.1, re´sulte de l’observation du mode de position-
nement pre´fe´rentiel des nucle´osomes sur des se´quences ADN et tente de rendre compte
de la courbure spontane´e de la double he´lice dans le complexe nucle´osomal. Ce codage ne
peut eˆtre simplifie´.
Proposition 2.7 Le codage PNuc de´fini sur les tri-nucle´otides est un codage fondamen-
tal.
Preuve. Soit τ le codage PNuc. Montrons qu’il ne peut se de´composer en deux codages
τ1 et τ2 respectivement de´finis sur L
2 et L. Ce proble`me conduit a` conside´rer un syste`me
line´aire. Supposons donc que τ(l1l2l3) = τ1(l1l2) + τ2(l3), avec lj ∈ L. En prenant l1 =
l2 = A, les valeurs du tableau 2.1 permettent d’obtenir τ2(C)− τ2(A) = 3.7. En prenant
l1 = l2 = T , ce meˆme tableau donne τ2(C) − τ2(A) = 1, d’ou` la contradiction. Par
syme´trie, il n’existe pas de de´composition de τ en deux codages τ1 et τ2, respectivement
de´finis sur L et L2.
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Tab. 2.2 – Table de courbure obtenue (apre`s un simple re´e´chelonnement line´aire entre 0
et 10) par expe´rience de type de´soxyribonucle´ase I [84, 85, 155].
De la meˆme manie`re, on peut montrer qu’il n’existe pas de de´composition du codage
PNuc τ en deux codages τ1 et τ2 tels que τ(l1l2l3) = τ1(l1l3) + τ2(l2). 2
Remarque 2.8 Le codage PNuc est corre´le´ au codage pourcentage en GC de´fini par les
e´galite´s (2.5). Pour s’en persuader, il suffit de construire la table GC obtenue en associant
a` un tri-nucle´otide l ∈ L3 son codage GC, τGC(l). Le coefficient de corre´lation entre ces
deux tables vaut r = 0.732± 0.001. 2
Le codage DNase I, donne´ par la table 2.2, est obtenu a` partir de la digestion de la
de´soxyribonucle´ase I (DNase I). La DNase I est une enzyme sans affinite´ pour une se´quence
de nucle´otides spe´cifique, qui coupe l’ADN en le pliant. Cette table peut-eˆtre interpre´te´e,
avec prudence, comme e´tant l’e´nergie ne´cessaire pour de´former localement la double he´lice
a` partir de sa position d’e´quilibre. Elle tente donc de rendre compte de la souplesse locale
de l’ADN. Comme le codage PNuc, le codage DNase I est un codage fondamental.
Proposition 2.9 Le codage DNase de´fini sur les tri-nucle´otides est un codage fondamen-
tal.
Preuve. Il suffit de suivre les meˆmes e´tapes que pour la de´monstration de la proposition
2.7. 2
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Remarque 2.10 Le codage DNase est faiblement corre´le´ au pourcentage en GC (r =
0.102± 0.001) et au codage PNuc (r = 0.276± 0.001). 2
Les codage biais
Les codages biais sont des codages mettant en e´vidence les dissyme´tries locales dans
la composition nucle´otidique [248, 249]. Ces dissyme´tries sont riches en informations :
en comprenant pourquoi elles existent, nous serons a` meˆme de de´tecter et d’analyser
des zones de la se´quence ADN de premie`re importance fonctionnelle. Nous remercions
Philippe StJean pour les discussions concernant l’inde´pendance des codages.
Commenc¸ons par introduire les codages se´lectifs. Pour toutes lettres l0 et l de l’alphabet
L, on introduit le codage τl0 comme suit,
τl0(l) =
{
1 si l0 = l,
0 si l0 6= l. (2.6)
Ainsi, τA(A) vaut 1 et τA(C) = τA(G) = τA(T ) = 0.
Soit m un mot construit sur l’alphabet nucle´otidique contenant au moins un exemplaire
de chacune des lettres A, C, G et T . Le codage biais TA de m est de´fini comme suit,
∆TA(m) =
τT (m)− τA(m)
τT (m) + τA(m)
. (2.7)





On introduit aussi le codage biais total [297, 299, 368, 369],
∆(m) = ∆TA(m) + ∆GC(m). (2.9)
Ces codages ne sont pas associe´s a` une taille de mot en particulier.


















2. Codages mono- ou multi- nucle´otidiques de l’ADN
Le signal S est appele´ le signal biais. Le pas N repre´sente la largeur de la feneˆtre utili-
se´e pour calculer les biais. Pour que la variable n repre´sente le milieu de cette feneˆtre,
nous translaterons ces fonctions en posant S′(n) = S(n + dN/2e). Dans la suite, nous
utiliserons presque exclusivement une largeur de feneˆtre N e´gale a` 1 kpb pour analyser
les ge´nomes. Cette taille correspond a` un bon compromis entre re´solution ne´cessaire a`
l’e´chelle des chromosomes et statistique suffisante dans le calcul du signal biais. Cette
e´chelle permet de distinguer une grande partie des ge`nes humains (dont la taille carac-
te´ristique est de quelques dizaines de milliers de paires de bases), mais ne permet pas
d’identifier d’e´ventuelles se´quences fonctionnelles (exons, ou promoteurs de ge`nes), dont
la taille caracte´ristique est en ge´ne´ral infe´rieure a` quelques centaines de paires de bases.
Le codages biais TA (resp. GC) e´value la diffe´rence relative de concentrations entre les
bases T et A (resp. G et C). Si la feneˆtre centre´e en n pre´sente autant de nucle´otides A que
de nucle´otides T , STA(n) est nul. Il prend des valeurs extreˆmes (1 ou −1) si un des deux
nucle´otides n’est pas pre´sent dans la sous-se´quence conside´re´e. Nous nous attarderons plus
longuement sur l’interpre´tation de ces codages dans les prochains chapitres.
Concernant les relations entre les biais GC et TA ou entre le biais GC et le pourcentage
en GC, il peut eˆtre montre´ que ces codages sont inde´pendants.
Remarque 2.11 Le biais en GC et le pourcentage en GC sont deux codages diffe´rents.
Pour un mot m, si le pourcentage en GC vaut α, τGC(m) = α > 0, le biais en GC
peut prendre α + 1 valeurs diffe´rentes de la forme SGC(m) = γ/α, avec γ ∈ {−α, −
α + 2, . . . ,α− 2,α}. Plus pre´cise´ment, si α de´signe le pourcentage en GC d’un mot m et
δ le nombre de lettres G moins le nombre de lettres C dans ce meˆme mot, alors, si l’on
conside`re α et δ comme des variables ale´atoires non-triviales inde´pendantes, le biais en GC
et le pourcentage en GC sont eux aussi inde´pendants. Le meˆme genre de conside´rations
s’applique pour les relations entre STA et SGC . 2
Exemples de signaux ADN obtenus par divers codages
Nous illustrons ici les signaux obtenus avec diffe´rents codages applique´s sur une partie du
chromosome 21 de l’homme. Selon la taille de la se´quence conside´re´e, le signal obtenu reveˆt
la forme d’un bruit corre´le´ (la marche ADN correspondante ressemblant a` un mouvement
brownien fractionnaire persistant) ou semble osciller lentement (comportements basse
fre´quence).
La figure 2.2 repre´sente, de haut en bas, les signaux associe´s aux codages purine-
pyrimidine, mono-nucle´otidiqueA,GC, PNuc et DNase pour le chromosome 21 de l’homme.
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Fig. 2.2 – Les marches associe´es a` une partie du chromosome 21 de l’homme calcule´es
avec les codages (de haut en bas) purine-pyrimidine, mono-nucle´otidique A, GC, PNuc et
DNase (a) et le bruit correspondant pour des feneˆtres de largeur 1 kpb (b) et 50 kpb (c). Le
comportement de la marche (a) ressemble a` celui d’un mouvement brownien fractionnaire
dont les pas sont donne´s par le bruit correspondant (b). Pour des tailles de feneˆtre plus
grandes (c), le bruit semble osciller lentement.
143





































































Fig. 2.3 – Les marches associe´es aux codages biais GC, TA et total pour une partie du
chromosome 21 de l’homme (a) et le bruit associe´ aux meˆmes codages calcule´ avec des
feneˆtres de largeur 1 kpb (b) et 50 kpb (c). Le comportement de ces signaux est qualitati-
vement le meˆme que celui observe´ dans la figure 2.2.
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Pour les codages a` valeurs uniquement positives, la moyenne du bruit a e´te´ retranche´e.
Les feneˆtres (a) correspond a` la marche ADN calcule´e sur une se´quence m de taille 5 kpb,
Fτ (n) = τ(m,0,n), ou` τ est le codage conside´re´. Le bruit associe´ a` chaque codage a
e´te´ calcule´ dans des feneˆtres de largeur 1 kpb, fτ (n) = τ(m,10
3n,103) (b) et 50 kpb,
fτ (n) = τ(m,5 10
4n,5 104) (c), pour des mots m de taille 500 kpb et 5 Mpb respective-
ment. Si l’on conside`re les marches ADN (et les bruits correspondants calcule´s dans des
feneˆtres de largeur 1 kpb), les profils obtenus ressemblent qualitativement a` des mouve-
ments browniens fractionnaires, discute´s et illustre´s dans la section 3.2 de la premie`re
partie (figure 3.1). Pour des feneˆtres de taille plus grande, le bruit semble pre´senter des
comportements oscillatoires plus re´guliers, avec des fre´quences caracte´ristiques corres-
pondant a` des tailles de 100 kpb, voire quelques centaines de kpb (figure 2.2 (c)). Nous
tenterons de pre´ciser l’existence de tels rythmes (( basse fre´quence )) dans la prochaine
section.
En ce qui concerne les codages biais, que nous e´tudierons plus en de´tail dans les pro-
chains chapitres, les profils obtenus pre´sentent les meˆmes caracte´ristiques (figure 2.3). Les
marches ont toutes le comportement d’un mouvement brownien fractionnaire (figure 2.3
(a)) dont les pas, i.e. le bruit correspondant (figure 2.3 (b)), sont corre´le´s positivement.
A` nouveau, les bruits pre´sentent un caracte`re oscillant lorsque des tailles suffisantes sont
conside´re´es (figure 2.3 (c)). Le biais total S (cf. relation (2.12)) pre´sente le meˆme type
d’oscillations que les biais GC et TA. En fait, on peut meˆme discerner la pre´sence d’os-
cillations dans le biais total calcule´ dans des feneˆtres de largeur 1 kpb (figure 2.3 (b)).
Cette observation justifiera l’e´tude privile´gie´e que nous ferons du codage biais total dans
la suite par rapport aux codages biais TA et GC.
E´tude fre´quentielle des signaux ADN
L’analyse des bruits, obtenus avec les divers codages envisage´s, par l’ondelette de Morlet
(de´finition 2.20 de la premie`re partie) va nous permettre de mettre en e´vidence l’existence
d’une composante gaussienne fractionnaire qui se superpose a` l’existence de rythmes de
basse fre´quence, dont nous donnerons ici une interpre´tation de nature structurelle.
Afin d’explorer le contenu fre´quentiel des signaux issus de codages des se´quences ADN
du ge´nome humain, nous avons proce´de´ de la manie`re suivante. E´tant donne´ un codage
τ , pour chacun des 22 chromosomes asexue´s de l’homme, la transforme´e en ondelettes du
bruit associe´ a` τ calcule´ dans des feneˆtres de largeur 1 kpb, fτ (n) = τ(mj ,1000n,1000),
est effectue´e avec l’ondelette me`re de Morlet. Pour un chromosome, toutes les e´chelles nu-
me´riquement accessibles sont explore´es ; par contre, les valeurs de la transforme´e affecte´es
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par les effets de bord ne sont pas conside´re´es. Ensuite, la fonction
Λ(a) = E|WψM fτ ( . ,a)|, (2.13)
appele´e spectre d’e´chelles (scalogramme) de fτ est calcule´e. Finalement, le spectre d’e´chelles
moyen Λ˜, de´fini comme la moyenne des signaux Λ sur tous les chromosomes, est e´value´.
Nous avons vu dans le chapitre 2 de la premie`re partie que la pre´sence d’oscillations de
basse fre´quence devrait se manifester dans le spectre moyen par l’existence de pics (ou de
bosses) aux valeurs de l’e´chelle a correspondant aux pe´riodes caracte´ristiques de ces oscil-
lations (cf. figure 2.4 de la premie`re partie). Si le signal comporte une composante bruit
fractionnaire a` haute fre´quence, le spectre moyen devrait se comporter en loi de puissance
aux petites e´chelles. En effet, un tel comportement est caracte´ristique des distributions
auto-similaires ; ici, nous gardons volontairement floue la notion d’auto-similarite´. Pour
le voir, donnons le raisonnement heuristique suivant, reposant sur la relation (2.21) de la
premie`re partie. Supposons qu’une fonction F ∈ L2 ve´rifie la relation F (λt) ≈ λHF (t)
pour tout t, sans que nous ne de´finissions la signification du symbole d’e´galite´ ≈ ; on peut
par exemple demander l’e´galite´ des distributions. Dans ce cas, il est naturel de supposer
que la relation suivante est aussi satisfaite,
E|W [DF ]( . ,a)| ≈ CaH−1. (2.14)
En pratique, la question de la re´gularite´ de F ne se pose pas car le bruit f = DF associe´ a`
F est conside´re´ uniquement par l’interme´diaire de sa transforme´e en ondelettes, avec des
ondelettes me`res suffisamment re´gulie`res (cf. relation (2.21) de la premie`re partie). Ainsi,
le comportement auto-similaire d’exposant H d’une marche ADN doit se manifester par
un comportement line´aire de coefficient angulaire H − 1 dans le logarithme du spectre
log2 Λ associe´ au bruit correspondant en fonction du logarithme de l’e´chelle log2 a. C’est
par exemple le cas si la fonction conside´re´e est un mouvement brownien fractionnaire
BH=0.72 dont les incre´ments de´finissant le bruit associe´ sont corre´le´s positivement.
La figure 2.4 repre´sente le logarithme du spectre moyen en fonction du logarithme
de l’e´chelle calcule´ pour les bruits associe´s aux divers codages jusqu’ici conside´re´s (a`
l’exception du codage biais, qui sera, rappelons-le, spe´cialement conside´re´ dans la suite).
Un comportement line´aire est apparent pour les e´chelles a infe´rieures a` 25 = 32 kpb dans
la plupart des signaux. Remarquons que les plus petites e´chelles sont affecte´es par la
discre´tisation du signal a` 1 kpb. Le coefficient angulaire (e´gal a` H − 1) mesure´ dans les
gamme d’e´chelles correspondant au comportement auto-similaire nous permet d’estimer
un exposant d’auto-similarite´ voisin de H = 0.72 pour les marches ADN obtenues en
cumulant chaque bruit (un mouvement brownien fractionnaire avec un tel exposant est
repre´sente´ dans la figure 2.4 (a)).
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Fig. 2.4 – Le logarithme du spectre d’e´chelles Λ en fonction du logarithme de l’e´chelle
pour les incre´ments d’un mouvement brownien fractionnaire (H = 0.72) (a) et les bruits
associe´s aux codages purine-pyrimidine (b), mono-nucle´otidique A (c), GC (d), PNuc
(e) et DNase (f) des 22 chromosomes asexue´s de l’homme, calcule´s dans des feneˆtres
de largeur 1 kpb. Les profils (c), (d), (e) et (f) sont repre´sente´s dans le meˆme repe`re (et
peuvent donc eˆtre compare´s). Vu l’absence d’oscillation visible, une autre gamme d’e´chelles
a duˆ eˆtre choisie pour les profils (a) et (b).
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Fig. 2.5 – Le spectre en fonction de l’e´chelle pour les incre´ments d’un mouvement brow-
nien fractionnaire (H = 0.72) (a) et les bruits calcule´s dans des feneˆtres de largeur 1 kpb
associe´s aux codages purine-pyrimidine (b), mono-nucle´otidique A (c), GC (d), PNuc (e)
et DNase (f) relatifs aux 22 chromosomes asexue´s de l’homme.
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Aux e´chelles supe´rieures a` 32 kpb, on observe la pre´sence de pics ou de bosses brisant
l’invariance d’e´chelle dans quasiment tous les spectres d’e´chelles, repre´sente´s en e´chelles
logarithmiques dans la figure 2.4. L’examen en e´chelles line´aires de ces spectres dans la
figure 2.5 montre que pour tous les codages, excepte´ le codage purine-pyrimidine, des
maxima bien de´finis correspondant aux pe´riodes 170± 50, 420± 90 et 730± 70 kpb sont
observe´s. Si on exclut le codage DNase, la pe´riode 965 ± 50 kpb est aussi de´tecte´e. Re-
marquons que les spectres des codages exclus pre´sentent aussi des maxima correspondant
aux meˆmes pe´riodes, mais les bosses sont beaucoup plus e´tale´es. Les maxima sont par-
ticulie`rement pre´sents pour les spectres concernant les codages PNuc et GC. Ces deux
codages e´tant corre´le´s, ces spectres sont d’ailleurs similaires. Puisque le codage PNuc est
un codage relatif a` la structure nucle´osomale de l’ADN, on peut penser que les pe´riodes
observe´es sont en relation avec les niveaux supe´rieurs d’empaquetage de l’ADN dans le
noyau des cellules eucaryotes. La premie`re pe´riode, proche de 150 kpb, n’est pas tre`s
e´loigne´e de la taille des boucles d’ADN observe´e par diverses techniques expe´rimentales
[52, 78, 108, 160, 232, 319]. Les autres pe´riodes peuvent donc correspondre a` la taille de
boucles de chromatine plus grandes ou a` plusieurs boucles formant des domaines structu-
rels relativement autonomes [289].
2.2 Existence de corre´lations a` longue porte´e au
sein des se´quences ADN : de l’analyse a` la
synthe`se
Vu l’analogie e´vidente entre les marches ADN pre´sente´es dans la section pre´ce´dente et les
marches ale´atoires, en particulier les mouvements browniens fractionnaires, il est naturel
d’e´tudier ces signaux, issus de se´quences nucle´otidiques, du point de vue du formalisme
multifractal. L’existence de corre´lations a` longue porte´e a e´te´ e´tablie pour la plupart
des codages [21, 26, 34, 35]. Apre`s avoir rappele´ brie`vement ces re´sultats, nous pre´sente-
rons un algorithme permettant de construire des se´quences nucle´otidiques pre´sentant des
corre´lations a` longue porte´e via leur codage [298].
Existence de corre´lations a` longue porte´e dans les marches
ADN
L’existence de corre´lations dans les se´quences est un re´sultat e´tabli. Nous rappelons brie`-
vement les conclusions obtenues lors des pre´ce´dentes e´tudes [34, 35], en les illustrant avec
le spectre d’e´chelles.
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Commenc¸ons d’abord par un raisonnement heuristique concernant l’auto-similarite´
d’un signal et le formalisme multifractal.
Remarque 2.12 Supposons que la fonction F ∈ L2 ve´rifie, comme pre´ce´demment, une
relation du type F (λt) ≈ λHF (t) pour tout t. On s’attend a` observer
Z(a,q) ≈ CqNa aqH , (2.15)
pour une constante Cq, ou` Na repre´sente le nombre de lignes de maxima du module
g se
prolongeant a` l’e´chelle a, Z e´tant la fonction de partition obtenue par la me´thode des
maxima du module de la transforme´e en ondelettes et de´finie par l’e´galite´ (2.111) de la
premie`re partie. Si tel est le cas, les fonctions ha(q) (cf. e´quation (2.127) de la premie`re
partie) devraient se comporter line´airement en fonction de log2 a, avec un coefficient an-
gulaire e´gal a` H pour tous les q. Une telle proprie´te´ est par exemple observe´e dans l’e´tude
du mouvement brownien fractionnaire (cf. figures 3.2 et 3.3 de la premie`re partie). Ces
raisonnements sont sous-tendus par les re´sultats the´oriques de l’e´quipe d’Arneodo [37]
et de Jaffard [204] (et esquisse´s au chapitre 2 de la premie`re partie). 2
En pratique, si un signal semble posse´der des proprie´te´s d’auto-similarite´, l’exposant
d’auto-similarite´ peut eˆtre calcule´ en e´valuant les coefficients angulaires relatifs aux fonc-
tions ha(q). Le fait que ces coefficients angulaires soient identiques (i.e. inde´pendant de q)
constitue un argument en faveur de l’auto-similarite´. Si ce comportement est seulement
observe´ pour une gamme d’e´chelle [a1,a2], on peut penser que le signal est auto-similaire
lorsqu’il est moyenne´ par des feneˆtres dont la largeur correspond a` la largeur de l’ondelette
aux e´chelles a1 6 a 6 a2.
Venons-en maintenant aux signaux issus de se´quences nucle´otidiques. Comme nous
l’avons vu (figures 2.2 et 2.4), les signaux de type marche ADN semblent tre`s similaires
aux mouvements browniens lorsque l’on ne conside`re pas les plus grandes e´chelles [21, 26].
Dans cette optique, les corre´lations mesure´es graˆce a` l’ondelette de Morlet (figure 2.4)
indiquent que ces marches sont corre´le´es a` longue porte´e, avec des valeurs de l’exposant de
Ho¨lder voisines de H = 0.72. Toutefois, vu la largeur des feneˆtres utilise´es pour calculer le
bruit (1 kpb), nous n’avons pas la re´solution pour e´valuer ces corre´lations aux plus petites
e´chelles. L’utilisation de la me´thode des maxima du module de la transforme´e en ondelettes
a donne´ lieu a` d’importantes observations a` ce sujet [34, 35]. Il faut distinguer deux types
de re´sultats, selon la gamme d’e´chelles utilise´e pour effectuer la re´gression line´aire sur les
fonctions ha(q) en fonction de log2 a. Dans tous les cas, le coefficient angulaire mesure´
ne de´pend pas de q, confirmant la nature monofractale auto-similaire des marches ADN.
Dans cette section, H repre´sentera l’exposant d’auto-similarite´ mesure´. Nous illustrerons
g. Typiquement, Na est proportionnel a` 2
−a.
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Fig. 2.6 – Le spectre d’e´chelles (en repre´sentation logarithmique) de la marche associe´e au
codage purine-pyrimidine calcule´e dans des feneˆtres de largeur 1 pb pour les 22 chromo-
somes asexue´s de l’homme (a) et pour le ge´nome d’Escherichia coli K12 (b). L’existence
de deux re´gimes d’invariance d’e´chelles se´pare´s par l’e´chelle correspondant a` 200 pb est
claire. Pour le petit re´gime, aucune corre´lation significative n’est observe´e chez E. coli
(H = 0.5), alors que pour l’homme on mesure une valeur H = 0.6.
les re´sultats graˆce au spectre d’e´chelles. Remarquons que, comme pre´ce´demment, le codage
biais ne fait pas partie des codages envisage´s ici ; il sera traite´ plus spe´cialement dans les
chapitres qui suivent.
Si l’on se limite a` des tailles infe´rieures ou de l’ordre de 200 pb, ce que l’on appelle
le petit re´gime (pour re´gime des petites distances), l’exposant H de´pend du type d’orga-
nisme conside´re´. Les organismes eucaryotes sont associe´s a` une valeur de H voisine de
0.6 pour le codage PNuc, comme l’illustre la figure 2.6 (a). Suivant le mode`le brownien,
ces organismes pre´sentent ﬃ donc des corre´lations a` longue porte´e. Le codage PNuc est le
codage qui maximise la valeur de cet exposant, mais les autres codages pre´sentent tous
des exposants H significativement supe´rieurs a` 1/2
h. Pour les bacte´ries, les valeurs de H
trouve´es ne sont pas significativement diffe´rentes de 1/2 (figure 2.6 (b)). Dans ce cas, on
ne peut donc pas mettre en e´vidence l’existence de corre´lations. Certains ge´nomes archæ-
bacte´riens pre´sentent aussi des corre´lations. Comme les bacte´ries, ces organismes sont des
organismes procaryotes, mais certains d’entre eux posse`dent une particularite´, a` savoir
que le me´canisme d’empaquetage de leur ADN est semblable a` celui des organismes euca-
ryotes, en ce sens qu’il fait intervenir des prote´ines semblables aux histones. Ces re´sultats
sugge`rent donc que les corre´lations a` longue porte´e dans cette gamme d’e´chelles sont la
signature de la pre´sence de nucle´osomes [34, 35]. Signalons aussi que, parmi tous les or-
ﬃ. Lorsque nous e´crivons qu’un organisme pre´sente des corre´lations a` longue porte´e, il faut entendre
qu’un des codages pre´sente ce type de corre´lations.
h. Rappelons que 1/2 est la valeur qui traduit l’absence de corre´lation.
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ganismes analyse´s, il n’y eut quasiment aucune exception a` ces observations. La mesure
de cet exposant H permet donc de de´terminer si un organisme donne´ est un organisme
eucaryote ou une bacte´rie (le cas des archæbacte´ries e´tant un cas particulier).
Pour le grand re´gime, c’est-a`-dire pour des distances supe´rieures a` 200 pb, tous les
organismes, qu’ils soient eucaryotes ou procaryotes, pre´sentent un H supe´rieur a` la valeur
observe´e pour le petit re´gime et significativement supe´rieur a` 1/2 (figure 2.6 (a) et (b))
[20, 34, 35]. Pour l’homme, les exposants H mesure´s dans les 22 chromosomes asexue´s
sont supe´rieurs a` 0.7 et ce, quelque soit le codage utilise´.
Un mode`le pour l’ADN reposant sur le
mouvement brownien fractionnaire
Tout comme le mouvement brownien fractionnaire, les se´quences ADN pre´sentent des cor-
re´lations a` longue porte´e via les codages simples. Nous allons ici construire des se´quences
ADN artificielles pre´sentant de telles corre´lations a` partir des marches binaires discre`tes,
introduites dans la section 3.3 de la premie`re partie [298]. Avec une le´ge`re modification
dans l’algorithme, nous serons capable de synthe´tiser des se´quences pre´sentant deux re´-
gimes de corre´lations a` longue porte´e, ce comportement ayant e´te´ re´ve´le´ pour les marches
issues de codages ADN dans les re´fe´rences [34, 35] et illustre´ dans le paragraphe pre´ce´dent.
Nous remercions Benjamin Audit pour les discussions concernant les me´thodes pour de
ge´ne´rer des signaux pre´sentant deux indices d’auto-similarite´.
Il pourrait eˆtre tentant de ge´ne´rer une se´quence ADN artificielle directement a` partir des
incre´ments d’un mouvement brownien fractionnaire, en choisissant la lettre nucle´otidique
suivant la valeur de l’incre´ment. La remarque suivante montre qu’il est impossible de
controˆler les corre´lations de cette manie`re.
Remarque 2.13 En s’inspirant de la me´thode de´finissant une marche binaire a` partir
de mouvements browniens fractionnaires suivant l’e´galite´ (3.22) de la premie`re partie,
on peut construire une se´quence nucle´otidique directement a` partir d’un bruit gaussien




A si ∆H(j) 6 α1
C si α1 < ∆H(j) < α2
G si α2 6 ∆H(j) < α3
T si ∆H(j) > α3
, (2.16)
ou` α1, α2 et α3 sont trois nombres re´els de´finissant les concentrations en bases nucle´oti-
diques.
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Toutefois, avec cette me´thode, les corre´lations a` longue porte´e pour les valeurs de H
infe´rieures a` 3/4 ne sont pas toujours conserve´es, alors que cette valeur est critique pour
les se´quences ADN. Pour le montrer, posons α2 = 0 et α3 = −α1 = α, α est un nombre
positif. Si l’on applique le codage faible-fort a` la se´quence ainsi construite, on obtient une
suite discre`te binaire {δ(j)}j qui peut eˆtre directement obtenue de la manie`re suivante,
δ(j) =
{
1 si |∆H(j)| > α,
−1 si |∆H(j)| < α.
La proposition 3.31 de la premie`re partie nous apprend notamment que les corre´lations a`
longue porte´e ne sont pas conserve´es lorsque l’on passe d’un bruit gaussien fractionnaire
a` la suite de ses modules lorsque H 6 3/4. Cette me´thode de ge´ne´ration de se´quence
nucle´otidique ne permet donc pas de controˆler ce type de corre´lations. 2
Me´thode de synthe`se Pour contourner ce proble`me, nous allons utiliser deux mouve-
ments browniens fractionnaires pour construire une suite nucle´otidique. Notre approche
repose sur la simple remarque suivante : en base deux, if faut deux bits pour e´nume´rer les
lettres de l’alphabet L, et il y a 4! = 24 manie`res diffe´rentes d’ordonner cet alphabet. Par
exemple, en ordonnant les lettres de L de la manie`re suivante, C < T < G < A, chaque
nucle´otide est associe´ de manie`re univoque a` un mot de l’alphabet {0,1}2 comme suit :
C = 00, T = 01, G = 10 et A = 11. Si on remplace l’alphabet {0,1}2 par {−1, + 1}2, on
obtient l’association
A = +1 + 1, G = +1− 1, C = −1− 1, T = −1 + 1. (2.17)
En faisant correspondre L et {−1, + 1}2 de cette manie`re, si on de´finit le codage qui a`
un nucle´otide associe le bit de poids faible de la repre´sentation pre´ce´dente, c’est-a`-dire le
second e´le´ment de la repre´sentation binaire des nucle´otides (2.17), on obtient le codage
faible-fort. De la meˆme manie`re, le codage purine-pyrimidine de´termine le bit de poids
fort.
Nous appellerons suite binaire tout mot construit sur l’alphabet {−1, + 1}. Comme
l’illustre l’exemple pre´ce´dent, a` une se´quence nucle´otidique correspond deux suites bi-
naires, c’est-a`-dire deux codages simples. Nous pouvons ainsi donner une me´thode d’ob-
tention de suite nucle´otidique pre´sentant des corre´lations a` longue porte´e par l’interme´-
diaire de leurs codages simples, graˆce aux marches binaires discre`tes. A` partir de deux
mouvements browniens fractionnaires d’indice respectif H1 et H2, on construit deux bruits
binaires discrets associe´s δ1 et δ2, suivant l’algorithme donne´ dans la section 3.3 de la pre-
mie`re partie. Pour une abscisse j donne´e, le couple {δ1(j),δ2(j)} de´termine une lettre
nucle´otidique, graˆce a` une repre´sentation du type (2.17). On de´finit ainsi un mot sur l’al-
phabet L dont la j-ie`me lettre est de´termine´e par ce couple {δ1(j),δ2(j)}. Donnons un
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exemple. Supposons avoir deux re´alisations de bruit gaussien fractionnaire ∆H1 et ∆H2 ,
d’indice respectif H1 et H2. En adoptant la convention (2.17), si ∆H1(j) et ∆H2(j) sont
tous deux positifs, la j-e`me lettre de la suite nucle´otidique construite sera A. Si par-contre,
∆H2(j) est ne´gatifs (∆H1 est toujours positif), cette lettre sera G, et cætera. On associe
















Par construction, deux des codages simples associe´s a` la se´quence, ceux utilise´s pour in-
dexer l’alphabet L (les codages purine-pyrimidine et faible-fort si l’on utilise la convention
(2.17)), pre´senteront des corre´lations a` longue porte´e d’indice H1 et H2 respectivement.
Concernant le troisie`me codage possible, les corre´lations sont de´termine´es par les deux
premiers codages et on ne peut imposer son indice de corre´lation. La se´quence est ainsi
de´finie par deux indices, H1 et H2.
Modification des concentrations nucle´otidiques Cette me´thode permet aussi de mo-
difier les concentrations des nucle´otides dans la se´quence artificielle. En effet, ces concen-
trations de´terminent le rapport entre le nombre d’e´le´ments positifs et ne´gatifs dans chaque
codage simple, et donc la moyenne des suites binaires correspondantes. Supposons que l’on
veuille, dans la re`gle de construction (2.18), imposer a` la se´quence artificielle un pourcen-
tage en GC e´gal a` c. Une telle concentration impose bien-suˆr que, dans la marche associe´e
au codage faible-fort, le pourcentage d’incre´ments ne´gatifs soit e´gal a` c. Pour obtenir une
telle suite binaire, il suffit de choisir αc tel que P(∆H2(j) < αc) = c. La proposition 3.36 de
la premie`re partie nous apprend que la suite ainsi construite pre´sentera les meˆmes corre´la-
tions a` longue porte´e que le bruit gaussien fractionnaire ∆H2 . En remplac¸ant les ine´galite´s
∆H2(j) > 0 et ∆H2(j) < 0 par ∆H2(j) > αc et ∆H2(j) < αc respectivement dans la re`gle
de construction (2.18), on obtient une se´quence nucle´otidique avec les concentrations en
GC de´sire´es.
Synthe`se de se´quences n-nucle´otidiques Avec le meˆme raisonnement, il est possible
de ge´ne´rer des se´quences ADN artificielles de´finies par plus de deux indices. Il suffit de
ne plus conside´rer une se´quence nucle´otidique comme un mot construit sur l’alphabet
L, mais sur l’alphabet Ln. Par exemple, si les lettres utilise´es sont les e´le´ments de L3,
i.e. les tri-nucle´otides, ce ne sont plus deux codages qu’il faut utiliser mais log2(4
3) = 6.
Ainsi, en supposant qu’une se´quence ADN est constitue´e de tri-nucle´otides, elle est de´finie
par six indices. Nous pouvons donc augmenter la complexite´ des se´quences artificielles en
augmentant le nombre d’indices associe´s a` la se´quence, ce qui se fait en de´finissant les
154
2.2. Existence de corre´lations a` longue porte´e au sein des se´quences ADN
se´quences sur un alphabet Ln, avec n de plus en plus grand.
Synthe`se de se´quences avec un second re´gime de corre´lations Il est aussi possible
de ge´ne´rer des signaux pre´sentant deux exposants d’auto-similarite´, apparaissant a` des
e´chelles diffe´rentes, c’est-a`-dire d’imposer deux re´gimes diffe´rents de corre´lations a` longue
porte´e. Pour ce faire, nous allons modifier la me´thode de Sellan [341] pour ge´ne´rer
un mouvement brownien fractionnaire a` partir d’une analyse multire´solution. Dans la
re´fe´rence [341], la relation suivante est de´montre´e,











presque suˆrement et uniforme´ment sur tout compact, ou` γ(k) sont des variables gaus-
siennes inde´pendantes de meˆme distribution et aH(k) est un processus ARIMA
[ fraction-
naire d’exposant H, que l’on peut voir comme la version discre`te du mouvement brownien
fractionnaire [75, 186, 336] ; ϕ′ et ψ′ sont des fonctions ade´quates, jouant le roˆle de la fonc-
tion d’e´chelle et de l’ondelette me`re [284, 341]. Le terme a0 est la` pour assurer que le signal
obtenu est nul a` l’origine. Pour plus de de´tails sur cette me´thode que nous ne faisons qu’es-
quisser, le lecteur pourra consulter les re´fe´rences suivantes, [119, 284, 317, 341]. Graˆce a` la
relation (2.19), la re´alisation d’un mouvement brownien fractionnaire peut eˆtre ge´ne´re´e a`
l’aide d’un processus ARIMA fractionnaire et de variables gaussiennes, jouant le roˆle des
de´tails. On peut controˆler la variance σ2 du mouvement brownien graˆce a` la variance σ2γ
des variables gaussiennes γ(k), car on a σ2γ = σ
2Γ(2H + 1) sin(piH) [3]. Une manie`re na-
turelle pour construire une marche pre´sentant deux exposants d’auto-similarite´ consiste a`
modifier l’exposant du processus ARIMA fractionnaire sans modifier les de´tails gaussiens.
Si l’on souhaite obtenir une marche ale´atoire d’exposant H1 aux petites e´chelles et H2 a`
partir de l’octave J , on de´finit d’abord la fonction fJ appartenant a` l’espace VJ de l’ana-
lyse multire´solution dont les coefficients sont donne´s par la re´alisation nume´rique d’un
ARIMA fractionnaire d’exposant H2 +1/2. La fonction fJ constitue donc l’approximation
de f a` l’octave J . On construit ensuite la fonction f a` partir de fJ et des de´tails selon
la relation (2.19), mais en de´finissant ces de´tails par rapport a` l’exposant H1. On obtient
ainsi la relation

















[. ARIMA pour AutoRegressive Moving Average Integrated.
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Fig. 2.7 – Comparaison qualitative entre des marches ADN associe´es au codage purine-
pyrimidine et des marches artificielles. (a) et (b) Les marches ADN associe´es au chromo-
some 21 et 22 de l’homme respectivement. (c) Une marche artificielle pre´sentant un seul
re´gime de corre´lations (H = 0.62). (d) Une marche artificielle pre´sentant deux re´gimes
de corre´lations, reproduisant le petit (H1 = 0.6) et le grand (H2 = 0.8) re´gimes.
Meˆme si cette construction est des plus formelles, le signal f obtenu pre´sente des proprie´te´s
de corre´lation satisfaisantes, comme en attestent les figures 2.7 (d) et 2.8 (b). Dans les
figures 2.7 (c) et 2.8 (a) sont illustre´s, pour comparaison, une marche ADN simulant un
seul re´gime de corre´lations et son spectre d’e´chelles.
Il est bien suˆr illusoire de penser qu’un mode`le aussi simple puisse de´crire fide`lement
les se´quences ADN. L’ADN posse`de de nombreuses zones fonctionnelles aux proprie´te´s
particulie`res (boˆıtes TATA, ıˆlots CpG, ge`nes, introns, codons, isochores en GC, ...) co-
existant dans une meˆme se´quence. Il existe d’autres facteurs importants que le mode`le
ne prend pas en compte. Ainsi, le di-nucle´otide CG semble fortement expose´ aux muta-
tions. Il est beaucoup moins pre´sent que les autres di-nucle´otides, et ce, quelques soient
les pourcentages de mono-nucle´otides dans la se´quence. Cette particularite´ ne se retrouve
e´videmment pas dans les se´quences ge´ne´re´es nume´riquement. Finalement, le mode`le ne
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Fig. 2.8 – Le spectre d’e´chelles (en repre´sentation logarithmique) des marches ale´atoi-
rement ge´ne´re´es donne´es dans la figure 2.7. (a) La marche simulant un seul re´gime de
corre´lations a` longue porte´e avec un exposant H = 0.62 similaire aux valeurs observe´es
chez l’homme. (b) La marche simulant les deux re´gimes de corre´lations a` longue porte´e
d’exposant H1 = 0.6 et H2 = 0.8. On constate l’existence d’un changement de pente au
voisinage de l’e´chelle 200 pb, comme cela est observe´ dans les marches ADN des chromo-
somes asexue´s de l’homme (cf. figure 2.6).
permet pas non-plus de simuler la pre´sence de rythmes dans les codages. En conclusion,
les se´quences ADN pre´sentent bien des particularite´s qui ne peuvent eˆtre explique´es par
les corre´lations a` longue porte´e. Avant de pouvoir e´laborer un mode`le plus re´aliste (un
tel mode`le serait d’une extreˆme complexite´), il incombe de mieux connaˆıtre les zones
fonctionnelles de l’ADN, qui sont pour la plupart inconnues ou dont les me´canismes de
fonctionnement sont mal compris. Toutefois, les signaux artificiellement ge´ne´re´s pre´sentent
des similitudes frappantes avec les marches ADN, comme en atteste la figure 2.7, et ils
pourraient s’ave´rer utiles dans l’e´tude des conse´quences sur la se´quence de la pre´sence de





Analyse multifractale du biais de
composition dans le ge´nome
humain
G
raˆce a` l’approche multifractale, les diverses composantes de la marche ADN
associe´e au biais de composition vont pouvoir eˆtre mises en e´vidence et quantifie´es.
Outre le comportement de type brownien fractionnaire a` haute fre´quence et l’existence
de rythmes basses fre´quences dans le bruit associe´, de´ja` observe´s avec les autres codages
dans le chapitre pre´ce´dent, la me´thode des maxima du module de la transforme´e en
ondelettes va nous permettre de re´ve´ler l’existence de sauts dans les incre´ments de la
marche ADN associe´e au biais. Avant de proce´der a` cette analyse, nous nous attarderons
sur les me´canismes biologiques susceptibles d’influencer les valeurs que prend le signal
biais de composition et d’expliquer l’existence de sauts ascendants et descendants dans ce
signal.
L’e´tude sur la bifractalite´ est originale et une publication est en cours de re´daction. Les
re´sultats concernant la dissyme´trie entre le nombre de sauts ascendants et le nombre de
sauts descendants constituent une partie des sujets aborde´s dans les publications [79, 369].
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3. Analyse multifractale du biais de composition
3.1 Le biais de composition
Par un argument simple de syme´trie, on peut postuler que les concentrations entre nu-
cle´otides comple´mentaires sur un meˆme brin d’ADN sont e´gales. Toutefois, des e´carts,
a` l’e´chelle de quelques nucle´otides, peuvent survenir du fait des mutations du mate´riel
ge´ne´tique, cre´ant ce que l’on appelle un biais de composition.
Les mutations du mate´riel ge´ne´tique
Les mutations sont conside´re´es comme le moteur de l’e´volution [243]. En effet, elles per-
mettent une modification lente mais certaine du ge´nome. Les mutations de´favorables sont
e´limine´es du patrimoine he´re´ditaire par se´lection naturelle, alors que les mutations be´ne´-
fiques tendent a` s’accumuler.
Ge´ne´ralement, le vocable mutation est utilise´ pour les modifications permanentes de
l’ADN (ou de l’ARN), donnant lieu a` une se´quence nucle´otidique diffe´rente de l’originale.
Ces mutations peuvent notamment re´sulter d’erreurs de copie du mate´riel ge´ne´tique, d’ex-
position a` des radiations ou des virus. Pour les organismes multicellulaires, on distingue les
mutations germinales, transmises a` la descendance, des mutations somatiques, pouvant
donner lieu a` la mort d’une cellule ou provoquer le cancer [243]. Nous nous inte´resse-
rons tout particulie`rement aux conse´quences des mutations au cours de l’e´volution en se
focalisant sur les mutations germinales.
Nous ne discuterons ici que des mutations ponctuelles, n’affectant qu’un seul nucle´otide,
appele´es substitutions. Les plus courantes sont les transitions, e´changeant une purine par
une purine ou une pyrimidine par une pyrimidine (A ↔ G ou C ↔ T ), tandis que les
transversions e´changent une purine par une pyrimidine ou inversement (C,T ↔ A,G). La
pression de se´lection, c’est-a`-dire le degre´ d’intole´rance a` la mutation, varie en fonction
de la zone du ge´nome conside´re´e. Il est e´vident qu’une mutation au niveau d’un exon
n’aura pas les meˆmes conse´quences qu’une mutation au niveau d’un intron ou d’une
re´gion interge´nique. Ainsi, il existe ge´ne´ralement plusieurs codons associe´s a` un meˆme
acide amine´, ces codons diffe´rant principalement par la troisie`me base. Une mutation sur
cette dernie`re peut donc n’avoir aucune conse´quence au niveau de l’acide amine´, alors
qu’elle peut changer la signification meˆme du codon si elle porte sur l’une des deux autres
bases.
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De´finition du biais de composition
La de´couverte expe´rimentale par Chargaff [97] de l’e´galite´, au sein de l’ADN, des
concentrations entre les nucle´otides A et T d’une part et C et G de l’autre a certai-
nement influence´ Watson et Crick pour la mise au point de leur mode`le de la structure
en double he´lice de l’ADN [386]. Cette re`gle de parite´ est en effet trivialement ve´rifie´e si
les bases sont associe´es par paire spe´cifique, chaque nucle´otide ayant un nucle´otide com-
ple´mentaire ; ce principe d’e´galite´ est appele´ re`gle de Chargaff ou re`gle de parite´ de type 1.
Il existe aussi une autre observation expe´rimentale concernant les concentrations nucle´o-
tidiques : lorsque l’on conside`re des se´quences suffisamment longues (c’est par exemple
vrai pour des tailles de l’ordre du chromosome chez l’homme), les e´carts a` l’e´galite´ de
concentration entre nucle´otides de type comple´mentaire sur un seul et meˆme brin semble
toujours rester relativement faibles [245, 248, 333]. Cette e´galite´ semble re´sulter de la
syme´trie entre les deux brins.
En supposant que les deux brins constituant l’ADN sont syme´triques, dans le sens ou`
ils n’ont aucune raison de posse´der des proprie´te´s physiques ou chimiques diffe´rentes, le
nombre de nucle´otides d’un type sur un brin doit e´galer le nombre de nucle´otides du meˆme
type sur l’autre. Suivant cette hypothe`se et le mode`le de la double he´lice, le nombre de
nucle´otides d’un type doit e´galer le nombre de nucle´otides du type comple´mentaire (A
est le comple´mentaire de T et C celui de G) sur le meˆme brin. Cette observation porte
le nom de re`gle de parite´ de type 2 [97, 98, 333]. Si cette re`gle est bien ve´rifie´e lorsque
l’on conside`re de grandes se´quences, comme en atteste la table 3.1, elle est re´gulie`rement
viole´e sur des se´quences de plus petites tailles. Ce sont ces e´carts a` l’e´quilibre que l’on
appelle asyme´trie de composition ou biais. Pour de´tecter ces asyme´tries de composition, il
existe principalement deux me´thodes. La premie`re, reposant sur l’alignement de se´quences
homologues ﬂ, ne sera pas aborde´e ici. Il existe encore trop peu de se´quences disponibles
pour pouvoir recourir syste´matiquement a` cette me´thode. La seconde consiste a` e´tudier
l’asyme´trie de composition via le codage biais, de´fini dans la section 2.1. Ce codage permet
d’obtenir un signal quantifiant les e´carts locaux a` l’equi-concentration, c’est-a`-dire a` la
re`gle de parite´ de type 2.
Les me´canismes biologiques ayant pu cre´er des e´carts a` la syme´trie de composition sont
ceux susceptibles d’affecter diffe´remment les deux brins, en particulier en les exposant de
fac¸on diffe´rente aux mutations. Ainsi, les me´canismes sous-jacents a` la transcription et
a` la re´plication posse`dent toutes les caracte´ristiques pour contribuer a` l’apparition d’une
asyme´trie de composition, puisqu’ils changent les environnements respectifs des deux brins
ﬂ. Deux se´quences ADN sont homologues si elles posse`dent un anceˆtre commun.
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chr A T C G taille
1 26.42 26.46 18.94 18.93 245522847
2 29.18 29.24 19.65 19.66 243018229
3 29.41 29.43 19.36 19.36 199505737
4 30.2 30.21 18.68 18.69 191411218
5 29.68 29.75 19.4 19.43 180857866
6 29.56 29.55 19.37 19.38 170975699
7 28.9 28.94 19.87 19.86 158628139
8 29.19 29.15 19.58 19.58 146274826
9 24.95 24.95 17.6 17.59 138429268
10 28.37 28.4 20.21 20.2 135413628
11 28.49 28.5 20.26 20.28 134452384
12 29.1 29.12 20.07 20.06 132449811
13 25.70 25.77 16.13 16.12 114142980
14 24.44 24.63 16.95 16.99 106368585
15 23.44 23.41 17.12 17.1 100338915
16 24.46 24.57 19.85 19.93 88827254
17 26.87 26.93 22.5 22.46 78774742
18 29.51 29.55 19.49 19.53 76117153
19 22.54 22.6 21.11 21.17 63811651
20 26.46 26.79 20.99 21.06 62435964
21 21.6 21.43 14.86 14.89 46944323
22 18.3 18.21 16.83 16.81 49554710
Tab. 3.1 – Le pourcentage de nucle´otides A, C, G et T pour chaque chromosome asexue´
du ge´nome humain. Les nucle´otides non identifie´s ont e´te´ pris en compte dans le calcul de
la taille des chromosomes. On constate clairement que les nombres de A et T d’une part
et de C et de G d’autre part sont voisins, et ce quelque soit le chromosome conside´re´.
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[50, 149, 150, 152, 171, 220, 288, 326, 335, 355, 363]. Lors de la transcription, la double
he´lice s’ouvre localement (figure 1.7), le brin non transcrit e´tant laisse´ a` nu et donc
expose´ de fac¸on diffe´rente aux mutations. Pour la re´plication, l’asyme´trie des deux brins
re´sulte dans le fait que pour le brin retarde´, la re´plication ne se fait pas de fac¸on continue
mais par fragments (figure 1.6). Remarquons que pour la transcription, seules les parties
repre´sentant un ge`ne sont sujettes au biais, voire meˆme presque exclusivement les introns,
alors que c’est l’entie`rete´ de la se´quence qui peut eˆtre affecte´e lors de la re´plication. A
priori, les biais duˆs a` ces deux processus essentiels au bon fonctionnement de la cellule se
superposent pour contribuer a` l’asyme´trie de composition observe´e.
Se´quences re´pe´te´es
Il existe, dans les ge´nomes eucaryotes, des se´quences nucle´otidiques apparues plus re´cem-
ment dans l’e´volution dont il faudra s’affranchir dans l’e´tude syste´matique du biais.
Les se´quences re´pe´te´es sont des se´quences nucle´otidiques apparaissant de nombreuses
fois dans le ge´nome d’un organisme eucaryote [189, 243]. Parmi ces se´quences d’origines
diverses [48, 189, 347, 348, 353], on distingue les line g, qui sont des se´quences de lon-
gueur ge´ne´ralement supe´rieure a` 5 kpb trouve´es en plus de 104 copies dans les ge´nomes
des eucaryotes multicellulaires. Ces se´quences codent pour des prote´ines assurant leur
multiplication. Les sineﬃ constituent la deuxie`me grande famille de se´quences re´pe´te´es.
Ils ont une taille caracte´ristique de 500 pb et sont trouve´s en plus de 105 copies dans les
ge´nomes des eucaryotes multicellulaires. Ces re´gions se caracte´risent par des fragments
tre`s riches en A ou T .
Ces se´quences re´pe´te´es sont apparues re´cemment a` l’e´chelle de l’e´volution et ont vrai-
semblablement e´te´ moins soumises aux mutations. Elles peuvent donc pre´senter une asy-
me´trie de composition propre. Pour cette raison, sauf mention du contraire, nous ne
conside`rerons que les se´quences nucle´otidiques dont ont e´te´ masque´es les se´quences re´pe´-
te´es h. On peut remarquer que le signal biais reveˆt une apparence beaucoup plus bruite´e
sur les se´quences natives que lorsque les se´quences re´pe´te´es ont e´te´ masque´es, comme en
atteste la figure 3.1. Cette observation confirme l’existence d’un biais spe´cifique aux se´-
quences re´pe´te´es de plus forte variance que le biais re´siduel accumule´ lors de l’e´volution.
Remarquons que chez l’homme, les se´quences re´pe´te´es constituent plus de 40% du ge´nome
[139, 189].
g. line pour Long Intersperced Nuclear Elements.
ﬃ. sine pour Short Interspersed Nuclear Elements. Plus ge´ne´ralement, les sine appartiennent essentiel-
lement a` la famille des Alu.
h. Pour ce faire, le logiciel RepeatMasker a e´te´ utilise´ [349].
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Fig. 3.1 – Le signal biais total S (cf. e´galite´ (2.12)) calcule´ dans des feneˆtres de largeur 1
kpb sur un morceau du chromosome 12 de l’homme. Le signal a e´te´ calcule´ en masquant
les se´quences re´pe´te´es (a) et sur la se´quence native (b).
3.2 Analyse multifractale du biais a` l’aide de la
me´thode des maxima du module de la
transforme´e en ondelettes
Jusqu’a` pre´sent, le signal biais n’a pas e´te´ conside´re´ dans l’e´tude des corre´lations a` longue
porte´e. Nous allons ici mettre en e´vidence le caracte`re bifractal [ de ces signaux : la marche
ADN associe´e au biais diffe`re d’un mouvement brownien fractionnaire par la pre´sence de
sauts dans ses incre´ments, dont l’importance fonctionnelle sera discute´e dans les prochains
chapitres. Nous re´ve`lerons ensuite la pre´sence de rythmes de basse fre´quence dans ce
signal, que l’on rapprochera de ceux observe´s dans les codages structurels e´tudie´s dans le
chapitre 2.
Comportement statistique du signal biais dans le ge´nome
de l’homme
Nous nous proposons dans un premier temps de comparer la statistique des fluctuations
du signal biais relatif au ge´nome humain a` une statistique gaussienne. Nous allons mettre
en e´vidence l’existence d’e´carts a` une telle statistique, dans la mesure ou` les marches ADN
correspondantes diffe`rent d’un mouvement brownien fractionnaire par les valeurs extreˆmes
de leurs incre´ments, qui sont bien plus nombreuses qu’escompte´es pour une distribution
gaussienne.
La figure 3.2 repre´sente l’histogramme des valeurs du signal biais total S (cf. e´galite´
(2.12)) calcule´ sur les 22 chromosomes asexue´s de l’homme, dans des feneˆtres de largeur
1 kpb. Sur les se´quences natives, on constate dans la figure 3.2 (b) que la distribution
des valeurs de S s’e´carte notablement d’une statistique gaussienne ; en particulier, les
[. La notion de bifractalite´ est de´taille´e dans la section 8.5.2 dans la re´fe´rence [154]
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Fig. 3.2 – Histogramme des valeurs du signal biais (l’ordonne´e correspond au logarithme
naturel des valeurs mesure´es) calcule´es dans des feneˆtres de largeur 1 kpb sur les se´quences
des 22 chromosomes asexue´s de l’homme. (a) Le signal est calcule´ sur les se´quences mas-
que´es, i.e. sans les se´quences re´pe´te´es. La courbe en trait plein est une parabole corres-
pondant a` une densite´ de probabilite´ gaussienne de meˆme variance. (b) Le signal biais
est calcule´ sur les se´quences natives. On constate dans ce cas un e´cart important a` la
distribution gaussienne.
suites de lettres identiques (spe´cialement A et T ) induisent des valeurs du biais de grande
amplitude. Lorsque les se´quences re´pe´te´es ne sont pas prises en compte, une inspection
visuelle de la distribution obtenue dans la figure 3.2 (a) montre que les valeurs du signal
biais ne s’e´cartent notablement de la distribution gaussienne que dans les queues de la
distribution, i.e. pour les valeurs de module supe´rieur a` |S| = 0.4, te´moignant d’une
dissyme´trie conse´quente entre les deux brins. La moyenne de la distribution associe´e
au signal est nulle et la variance mesure´e vaut σ2S = 0.014. Ces re´sultats confirment a
posteriori la pertinence du choix de ne pas conside´rer les se´quences re´pe´te´es, malgre´ la
proportion importante de nucle´otides qu’elles repre´sentent.
Mise en e´vidence de la nature bifractale du signal biais aux
petites e´chelles (infe´rieures a` 40 kpb)
Puisque, pour les petites valeurs, les incre´ments semblent suivre une loi comparable a` une
loi gaussienne (cf. figure 3.2 (a)), il est naturel de se poser la question de l’existence de
corre´lations a` longue porte´e dans la marche ADN associe´e au biais (figure 3.3). Comme
nous allons le voir ici, l’analyse multifractale va confirmer la pre´sence de corre´lations
a` longue porte´e dans cette marche ADN, mais aussi re´ve´ler la pre´sence de deux types
de singularite´s. En plus des singularite´s d’exposant de Ho¨lder h = 0.78, similaires aux
singularite´s rencontre´es dans les marches ge´ne´re´es avec d’autres codages (cf. chapitre 2),
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Fig. 3.3 – Marches ADN associe´es au biais, calcule´es pour les chromosomes 21 et 22 de
l’homme, dans des feneˆtres de largeur 1 kpb, sans conside´rer les se´quences re´pe´te´es.
il existe des singularite´s d’exposant h = 1 dans ces marches, qui attestent de la pre´sence
de sauts dans les incre´ments, c’est-a`-dire dans le signal biais lui-meˆme.
Lorsque l’on repre´sente, pour des e´chelles a correspondant a` des tailles infe´rieures a`
40 kpb, les fonctions ha(q) (cf. e´galite´ (2.127) de la premie`re partie) obtenues par la
me´thode des maxima du module de la transforme´e en ondelettes applique´e a` la marche
ADN associe´e au biais des 22 chromosomes asexue´s de l’homme, en fonction du logarithme
de l’e´chelle (figure 3.4 (a)), on constate pour certaines valeurs de q un comportement
line´aire. Toutefois, le coefficient angulaire de ces fonctions de´pend du parame`tre q. Pour
les valeurs de q infe´rieures a` −1/4 j, on obtient un coefficient proche de h = 0.78, alors que
pour les valeurs de q plus grandes, q > 1, le coefficient angulaire est plutoˆt proche de la
valeur h = 1. Pour ces deux types de singularite´ (d’exposant de Ho¨lder h = 0.78 et h = 1),
on trouve la dimension (cf. e´galite´ (2.128) de la premie`re partie) d(0.78) = d(1) = 1
(figure 3.4 (d)). Pour les valeurs de q interme´diaires, −1/4 < q < 1, le comportement
line´aire de log2 ha(q) en fonction de log2 a n’est plus aussi e´vident et l’estimation de
l’exposant h par re´gression line´aire devient questionnable. Comme nous le discuterons
par la suite, on a plutoˆt l’impression de voir, sur la gamme d’e´chelles conside´re´e, une
transition entre deux pentes de coefficient angulaire h = 0.78 (aux petites e´chelles) et
h = 1 (aux grandes e´chelles) respectivement. Ces observations sugge`rent que la marche
ADN pourrait pre´senter un caracte`re bifractal [154], ce qui semble eˆtre corrobore´ par le
comportement du spectre d’exposant η(q) (cf. e´galite´ (2.112) de la premie`re partie) de
la fonction de partition Z(a,q) (figure 3.4 (c)) : la pre´sence de deux types singularite´s,
d’exposant h = 0.78 et h = 1, devrait se manifester par l’existence d’une transition
j. Puisque, dans ce chapitre, les mesures ne peuvent eˆtre effectue´es que nume´riquement, il va de soi
que toutes les valeurs donne´es ici sont approximatives.
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Fig. 3.4 – Analyse multifractale, par la me´thode des maxima du module de la transfor-
me´e en ondelettes, de la marche associe´e au signal biais des 22 chromosomes asexue´s de
l’homme aux e´chelles a infe´rieures a` 40 kpb. L’ondelette me`re utilise´e est la de´rive´e pre-
mie`re de la gaussienne. (a) Les fonctions ha(q) (cf. e´galite´ (2.127) de la premie`re partie)
en fonction du logarithme de l’e´chelle, pour diffe´rentes valeurs de q. En pointille´s sont re-
pre´sente´es les droites correspondant aux exposants h = 0.78 (en bas) et h = 1 (en haut).
(b) Le logarithme des fonctions de partition log2 Z(a,q) (cf. e´quation (2.111) de la pre-
mie`re partie) en fonction de log2 a. Dans (a) et (b), les courbes correspondent aux valeurs
de q suivantes (de bas en haut) : q = −1, −0.75, −0.5, 0, 0.5, 1, 2 et 3. (c) La fonction η
(cf. e´quation (2.112) de la premie`re partie) pre´sente deux comportements line´aires selon
la gamme de valeurs de q conside´re´e : η1(q) = 0.78q− 1 et η2 = q− 1. (d) Le spectre d(h)
des singularite´s se re´duit a` deux valeurs d’exposant : d(0.78) = 1 et d(1) = 1 (repre´sente´es
par les deux droites verticales en pointille´s).
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entre deux comportement line´aires de coefficients angulaires proche de h = 0.78 et h = 1
respectivement, a` savoir η1(q) = 0.78q − 1 et η2(q) = q − 1.
En effet, si seulement deux types de singularite´s, d’exposant h1 et h2 respectivement,
avec h1 < h2, sont pre´sentes dans le signal, chacune devrait dominer le comportement
des fonctions ha(q) pour q > qc et q < qc respectivement, ou` qc est une valeur critique
de transition. En me´canique statistique, ce phe´nome`ne s’appelle transition de phase [25,
70, 109, 292]. La fonction de partition Z(a,q) (cf. e´quation (2.111) de la premie`re partie)
peut alors eˆtre de´compose´e en deux contributions de la fac¸on suivante,
Z(a,q) = C1(q) a
h1q−1 + C2(q) ah2q−1, (3.1)
ou` C1(q) et C2(q) sont des pre´facteurs. Dans la mesure ou` h1 < h2, lorsque a tend vers
ze´ro, la fonction de partition devrait se comporter comme Z(q,a) ∼ C1(q) aqh1−1 pour
q > 0 et comme Z(q,a) ∼ C2(q) aqh2−1 pour q < 0, avec une transition entre ces deux
comportements a` la valeur critique qc = 0. Les singularite´s les plus fortes, c’est-a`-dire
celles d’exposant h1, domineraient donc dans le calcul de la fonction de partition pour
les valeurs de q positives et les singularite´s les plus faibles domineraient aux valeurs de q
ne´gatives. Cependant, on constate dans les figures 3.4 (a) et (c) que ce sont les singularite´s
d’exposant h2 = 1 qui dominent pour les valeurs de q positives, alors qu’elles sont plus
faibles que les singularite´s d’exposant h1 = 0.78, qui elles dominent aux valeurs de q
ne´gatives. L’explication d’une telle inversion de comportement re´side dans le fait que
l’on ne peut nume´riquement pas acce´der a` des e´chelles a suffisamment petites, le biais
e´tant calcule´ dans des feneˆtres de largeur 1 kpb, pour pouvoir observer le comportement
attendu. Les pre´facteurs C1(q) et C2(q) dans l’e´galite´ (3.1) caracte´risent le nombre relatif
de lignes de maxima dans le squelette de la transforme´e en ondelettes correspondant aux
singularite´s h1 = 0.78 et h2 = 1 respectivement, mais aussi l’amplitude des maxima du
module de la transforme´e le long de ces lignes. Ainsi, si sur la gamme d’e´chelles accessible
a` l’analyse, les maxima du module le long des lignes associe´es a` h2 sont beaucoup plus
importants que ceux le long des lignes associe´es a` h1, cette ine´galite´ va s’amplifier pour les
puissances q positives, ce qui peut donner lieu a` d’importantes diffe´rences entre C1(q) et
C2(q) et en particulier une ine´galite´ du type C2(q) À C1(q), lorsque q > 0. Cette ine´galite´
va contribuer a` ce que le second terme dans la fonction de partition Z(a,q) donne´e par
l’e´galite´ (3.1) soit le terme dominant aux e´chelles a explore´es lorsque q est positif. Pour
les valeurs de q ne´gatives, c’est l’effet inverse qui se produit et c’est le premier terme
de l’e´galite´ (3.1) qui domine. Le fait que les fortes valeurs du biais soient anormalement
nombreuses par rapport a` une distribution gaussienne (figure 3.2 (a)) peut parfaitement
engendrer un tel phe´nome`ne. Pour le type de signal de biais que nous analysons, il y a
tout lieu de penser que les points associe´s aux singularite´s du type h = 1 dans la marche
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ADN (figure 3.3) correspondent a` des (( sauts ﬂ )) dans le bruit associe´, c’est-a`-dire des
zones ou` l’amplitude du signal varie fortement.
Pour asseoir notre de´monstration nume´rique de la bifractalite´ [154] de la marche ADN
associe´e au biais, nous avons proce´de´ comme suit. Pour un signal autosimilaire d’expo-
sant H, nous avons vu (cf. remarque 2.12) que la relation suivante devrait eˆtre ve´rifie´e,
|WF (b,λa)| ≈ λH |WF (b,a)| (λ > 0). Ainsi, le comportement du module de la transfor-
me´e en ondelettes a` l’e´chelle 1, |WF (b,1)|, devrait aussi eˆtre celui de la transforme´e en
ondelettes a` une e´chelle a quelconque, moyennant une renormalisation par le facteur aH ,
|WF (b,a)|/aH . Plus pre´cise´ment, l’histogramme des valeurs du module de la transforme´e
en ondelettes a` l’e´chelle 1 devrait eˆtre identique a` celui des valeurs du module de la trans-
forme´e a` l’e´chelle a, renormalise´e par aH . Symboliquement, si N de´signe l’histogramme
renormalise´ par le nombre d’e´le´ments,
N(|WF (b,1)|) = N(|WF (b,a)|/aH). (3.2)
Par contre, si le signal est multifractal, i.e. s’il n’existe pas qu’un seul exposant d’invariance
d’e´chelle H, il est impossible de trouver un facteur du type aH permettant de superposer
les histogrammes des modules des valeurs de la transforme´e en ondelettes en fonction de
l’e´chelle. Toutefois, pour un signal bifractal, une premie`re partie des histogrammes devrait
se superposer avec un facteur de renormalisation ah1 et une seconde avec un facteur ah2 .
La figure 3.5 montre clairement que tel est bien le cas pour la marche ADN associe´e au
biais : aux petites valeurs des coefficients en ondelettes, ces histogrammes se superposent
relativement bien avec le facteur de renormalisation ah1=0.78 (figure 3.5 (a)), alors que
pour les grandes valeurs, ils se superposent beaucoup mieux avec le facteur ah2=1. Ainsi,
tout laisse a` penser que les marches ADN construites a` l’aide du codage biais sont bifrac-
tales, dans le sens ou` aux singularite´s d’exposant h1 = 0.78 caracte´ristiques de marches
browniennes fractionnaires s’ajoutent des singularite´s d’exposant h2 = 1 correspondant a`
des sauts de grande amplitude dans les incre´ments de la marche.
E´tude du signal biais aux grandes e´chelles (supe´rieures a`
40 kpb)
Aux e´chelles plus grandes (a` partir de 50 kpb), la marche ADN associe´e au biais ne
pre´sente plus de caracte`re bifractal : on n’observe plus de comportement invariant d’e´chelle
d’exposant h = 0.78, signature de l’existence de corre´lations a` longue porte´e dans le signal
biais S. Par contre, tout comme avec les autres codages e´tudie´s dans le chapitre 2, on
ﬂ. Bien suˆr, on ne peut pas a` proprement parler de saut, le signal e´tant discret.
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Fig. 3.5 – Histogrammes des valeurs des maxima du module de la transforme´e en onde-
lettes de la marche ADN associe´e au biais calcule´e sur les 22 chromosomes asexue´s de
l’homme, aux petites e´chelles a = 10 kpb (•), 20 kpb (◦) et 40 kpb (•). (a) Les maxima
sont renormalise´s par a0.78. On constate une superposition des histogrammes aux petites
valeurs de |W |a−0.78 et une nette se´paration aux plus grandes valeurs. (b) Les maxima
sont renormalise´s par a. Les histogrammes se superposent maintenant aux grandes valeurs
de |W |a−1 et diffe`rent aux petites valeurs. L’ondelette me`re utilise´e est la de´rive´e premie`re
de la gaussienne.
de´tecte la pre´sence d’oscillations de relaxation de basse fre´quence, sugge´rant l’existence
de rythmes.
Comme cela est illustre´ dans la figure 3.6, aux e´chelles a > 50 kpb, les fonctions ha(q)
associe´es a` la marche ADN du biais repre´sente´es en fonction de log2 a posse`dent toutes
le meˆme coefficient angulaire h = 1, et ce quelque soit la valeur de q. En fait, a` des
e´chelles a suffisamment grandes, les singularite´s d’exposant h1 = 0.78 sont lisse´es par
l’ondelette et seules les singularite´s de type h2 = 1 restent visibles. Les points associe´s
aux singularite´s d’exposant h = 1 repre´sentent les positions ou` le bruit associe´, c’est-a`-
dire le signal biais, varie brusquement sur une distance de l’ordre de l’e´chelle a (d’apre`s
la relation (2.14), les points associe´s aux singularite´s d’exposant h = 1 dans la marche
sont les points associe´s aux singularite´s d’exposant h = 0 dans le bruit, que l’on peut
interpre´ter comme des discontinuite´s). Ainsi, aux grandes e´chelles, les sauts du signal
biais sont les seules singularite´s de´tecte´es par la transforme´e en ondelettes, qui comme
nous allons le voir re´ve`le plutoˆt la pre´sence d’oscillations non line´aires de basse fre´quence
dont le caracte`re relaxationnel est relie´ a` la pre´sence de ces sauts [297, 299].
Pour comple´ter cette e´tude de la marche ADN et du bruit associe´, a` savoir le biais,
nous allons nous interroger sur l’organisation a` grande e´chelle de ces signaux. En effet, le
signal biais semble pre´senter des oscillations de basse fre´quence, comme l’illustre la figure
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Fig. 3.6 – Repre´sentations des fonctions ha(q) en fonction de log2 a obtenues en appliquant
la me´thode des maxima du module de la transforme´e en ondelettes a` la marche associe´e au
signal biais des 22 chromosomes asexue´s de l’homme. Les valeurs de q repre´sente´es sont,
de bas en haut, q = −1, −0.75, −0.5, 0, 0.5, 1, 2 et 3. La gamme d’e´chelles repre´sente´e
correspond a` des tailles comprises entre 50 et 150 kpb. On constate le caracte`re quasiment
line´aire des diffe´rentes courbes. Le coefficient angulaire est constant et approximativement
e´gal a` h = 1 quelque soit q. En pointille´s est repre´sente´e une droite de pente h = 1 pour
comparaison.
3.1 (a). Pour quantifier la pre´sence de telles oscillations, nous avons proce´de´ comme dans
le chapitre pre´ce´dent, en calculant le spectre d’e´chelle Λ(a) associe´ au signal biais (cf.
e´galite´ (2.13)), calcule´ pour des feneˆtres de largeur 1 kpb. Le signal Λ(a) est repre´sente´
en coordonne´es logarithmiques dans la figure 3.7 (a). Sans surprise, le spectre semble
d’abord de´croˆıtre en loi de puissance, comportement caracte´ristique d’un bruit gaussien
fractionnaire d’exposant h = 0.78 − 1 = −0.22. Peu apre`s 60 kpb, on peut constater
l’apparition de plusieurs bosses centre´es autour de 400 et 600 kpb environ, ceci e´tant
particulie`rement e´vident dans la figure 3.7 (b), ou` Λ(a) est cette fois repre´sente´ en fonction
de a et non plus en coordonne´es logarithmiques. Il semble donc exister des fre´quences
caracte´ristiques, voire des pe´riodicite´s locales, dans le signal biais, sugge´rant la pre´sence de
rythmes [297, 299]. Ici, le codage utilise´, a` savoir le biais, e´tant de nature fonctionnelle, on
peut imaginer que ces rythmes refle`tent simplement l’organisation des re´plicons observe´e
chez les verte´bre´s a` sang chaud [55, 197, 244, 253, 396]. En effet, si la taille d’un re´plicon
est variable (de 100 kpb jusqu’a` plusieurs Mpb), la taille moyenne d’un re´plicon chez les
mammife`res a e´te´ estime´e a` 500 kpb [55] ; cette taille est en surprenant accord avec les
pe´riodicite´s caracte´ristiques releve´es dans la figure 3.7. On peut en outre montrer qu’il
existe un faisceau de pre´somptions en faveur d’un mode`le chaotique donnant lieu a` une
telle organisation [297, 299].
La pre´sente e´tude permet donc de tirer plusieurs conclusions. Aux petites e´chelles, la
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Fig. 3.7 – Spectre d’e´chelles Λ(a) calcule´ sur le signal biais e´value´ sur les 22 chromosomes
asexue´s de l’homme.(a) Repre´sentation en e´chelles logarithmiques. (b) Repre´sentation en
e´chelles line´aires.
marche ADN associe´e au signal biais comporte une (( composante )) brownien fractionnaire.
Les corre´lations a` longue porte´e associe´es a` ce mouvement correspondent a` un exposant
d’auto-similarite´ h1 ≈ 0.78. Cependant, les fortes valeurs des incre´ments s’e´loignent consi-
de´rablement d’une distribution gaussienne et on a pu mettre en e´vidence la pre´sence d’un
deuxie`me type de singularite´s d’exposant h2 ≈ 1 dans la marche ADN associe´e, qui pre´-
sente ainsi des proprie´te´s de bifractalite´. Autrement dit, les incre´ments, correspondant au
signal biais, se comportent comme un bruit gaussien fractionnaire auquel viennent s’ajou-
ter de nombreux sauts. Aux grandes e´chelles, ce sont ces sauts qui dominent l’analyse
multifractale. En fait, comme pour les pre´ce´dents codages e´tudie´s dans le chapitre 2, nous
avons re´ussi a` re´ve´ler la pre´sence de rythmes de basse fre´quence dans le signal biais. Il
est important de remarquer que le caracte`re fortement relaxationnel des oscillations non
line´aires observe´es est e´troitement relie´ a` la pre´sence de sauts de´tecte´s graˆce a` la trans-
forme´e en ondelettes. Dans les chapitres qui suivent, nous allons approfondir l’e´tude du
biais S en se focalisant plus particulie`rement sur la de´tection des sauts qui, comme nous
le verrons, vont nous apprendre beaucoup sur la position des origines de re´plication, des
ge`nes et de fac¸on plus ge´ne´rale, sur l’existence d’un biais de re´plication et d’un biais de
transcription dans les ge´nomes des mammife`res [79, 369].
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3.3 Mise en e´vidence d’une dissyme´trie entre
sauts ascendants et sauts descendants a`
grande e´chelle dans le signal biais
La pre´sence de sauts dans le signal biais, re´ve´le´e par notre analyse en ondelettes dans
la section pre´ce´dente, constitue une caracte´ristique majeure de ce signal. Dans la pers-
pective d’identifier les me´canismes fonctionnels pouvant induire de tels sauts, nous allons
e´tudier la manie`re dont ceux-ci sont distribue´s le long des chromosomes. Cette de´marche
nous conduira a` mettre a` jour l’existence d’une dissyme´trie dans la re´partition des sauts
ascendants et des sauts descendants visibles a` grande e´chelle : le nombre de sauts ascen-
dants de grande amplitude est bien plus important que le nombre de sauts descendants
d’amplitude comparable [79, 369].
C’est la pre´sence de sauts de grande amplitude qui diffe´rencie le signal biais des autres
bruits ADN obtenus par les codages pre´sente´s au chapitre 2. Si l’e´tude multifractale
du signal biais chez l’homme, re´alise´e dans la section pre´ce´dente, montre l’importance
de ces sauts et leur omnipre´sence a` grande e´chelle, il est important d’en caracte´riser leur
re´partition suivant leur amplitude, ainsi qu’en fonction de l’e´chelle d’analyse. Pour obtenir
plus d’informations a` ce sujet, nous avons proce´de´ comme suit. Le signal biais S a d’abord





qui permet de s’affranchir le plus possible de la composante bruit pre´sente dans le signal,
sans toutefois de´naturer l’amplitude des sauts. L’amplitude du saut ∆S(n) en un point n
du signal est de´finie par l’e´galite´ suivante,
∆S(n) = S˜(n+ 20)− S˜(n− 20). (3.4)
Nous ne prenons donc pas en compte les points situe´s a` une distance infe´rieure a` 10 kpb
du point n conside´re´. On e´vite de cette manie`re de biaiser la mesure en conside´rant les
points situe´s a` la transition du saut, ou` une variabilite´ plus importante des valeurs de S
est observe´e. Pre´cisons que les re´sultats restent qualitativement inchange´s lorsque moins
de pre´cautions sont prises [79, 369].
Pour de´tecter les sauts visibles a` une e´chelle donne´e, l’ondelette me`re de´rive´e premie`re
de la gaussienne est tout a` fait approprie´e. En effet, la transforme´e en ondelettes d’un si-
gnal avec cette ondelette peut eˆtre vue comme la de´rive´e du signal lisse´ par une gaussienne
dont la variance de´pend de l’e´chelle (cf. e´galite´ (2.21) de la premie`re partie). A` une e´chelle
d’analyse donne´e, les positions correspondant aux grandes valeurs de la transforme´e en
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Fig. 3.8 – Illustration de la me´thode utilise´e pour de´tecter les sauts ascendants de grande
amplitude dans le signal biais S du chromosome 12 de l’homme. (a) Signal biais e´value´
dans des feneˆtres de largeur 1 kpb le long d’un fragment de longueur 10 Mpb. (b) Repre´-
sentation espace-e´chelle donne´e par la transforme´e en ondelettes calcule´e avec l’ondelette
me`re de´rive´e premie`re de la gaussienne. Les niveaux de gris utilise´s vont du blanc (pour
les valeurs les plus faibles) au noir (pour les valeurs les plus fortes). (c) Se´lection des
lignes de maxima du module de la transforme´e en ondelettes correspondant a` un saut vi-
sible a` l’e´chelle caracte´ristique de 200 kpb, mate´rialise´e par un trait noir horizontal ; les
lignes correspondant a` un saut descendant (∆S < 0) sont repre´sente´es en gris et celles
correspondant a` un saut ascendant (∆S > 0) en noir. La position pointe´e par une ligne
de maxima a` petite e´chelle donne la position du saut qui lui est associe´e.
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ondelettes peuvent donc eˆtre associe´es a` de fortes variations du signal lisse´ a` cette e´chelle ;
les valeurs positives correspondent a` des sauts ascendants et les valeurs ne´gatives a` des
sauts descendants.
La re´partition des sauts a` grande e´chelle (200 kpb) du signal biais a e´te´ e´tudie´e a` partir
du squelette de la transforme´e en ondelettes de la fac¸on suivante. Pour chaque chromosome
asexue´ de l’homme, la transforme´ en ondelettes du signal biais S (calcule´ dans des feneˆtres
de largeur 1 kpb) a e´te´ effectue´e, puis les lignes de maxima du module de la transforme´e
en ondelettes ont e´te´ de´termine´es. Pour e´tudier les sauts visibles a` grande e´chelle, seules
les lignes de maxima se prolongeant aux e´chelles supe´rieures a` la taille 200 kpb ont e´te´
retenues. Les positions des sauts dans le signal analyse´ sont alors de´termine´es par les
positions pointe´es par les lignes de maxima ainsi se´lectionne´es aux plus petites e´chelles.
En pratique, ce n’est pas la plus petite e´chelle nume´riquement accessible que nous avons
utilise´e pour pre´ciser la position des sauts, mais celle correspondant a` 25 kpb ; en effet,
le bruit e´tant omnipre´sent aux e´chelles infe´rieures, il ne sert a` rien de descendre plus bas
le long des lignes de maxima, cela n’ame´liorant pas de fac¸on significative la pre´cision des
positions de´tecte´es. Cette me´thode de de´tection des sauts est illustre´e dans la figure 3.8
En appliquant cette me´thodologie, 2415 sauts ascendants (∆S > 0) et 2686 sauts
descendants (∆S < 0) ont e´te´ de´tecte´s dans le ge´nome humain. La figure 3.9 montre que
les amplitudes des sauts ascendants n’ont pas la meˆme distribution statistique que celles
des sauts descendants. En effet, le nombre de sauts ascendant de grande amplitude est
beaucoup plus important que le nombre de sauts descendants d’amplitude comparable,
cette tendance s’inversant pour les sauts de faible amplitude. En particulier, le rapport
de ces deux nombres peut atteindre des valeurs supe´rieures a` 5 pour des amplitudes
|∆S| > 0.2 (figure 3.9 (b)).
Pour savoir si cette asyme´trie dans la re´partition de l’amplitude des sauts est pre´sente a`
toutes les e´chelles, nous avons effectue´ la meˆme e´tude en se´lectionnant cette fois les lignes
de maxima se prolongeant aux e´chelles a > 20 kpb et non plus 200 kpb. Comme rapporte´
dans la figure 3.10, avec un tel seuil, 53789 sauts ascendants et 57879 sauts descendants
ont e´te´ obtenus. L’amplitude des sauts est toujours distribue´e de fac¸on dissyme´trique,
mais cette diffe´rence entre sauts ascendants et sauts descendants est de´sormais beaucoup
moins marque´e : le rapport entre le nombre de sauts ascendants et de sauts descendants
d’amplitude |∆S| > 0.2 n’est plus que de 2 dans la figure 3.10 (b). Cette tendance se
confirme lorsque l’on conside`re des e´chelles encore plus petites. La forte dissyme´trie ob-
serve´e dans la distribution des amplitudes des sauts ascendants et descendants semble
donc eˆtre essentiellement due aux sauts ascendants de forte amplitude visibles a` grande
e´chelle, qui n’ont quasiment pas d’e´quivalent descendant.
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Fig. 3.9 – Analyse statistique de l’amplitude |∆S| des sauts pointe´s par une ligne de
maxima du module se prolongeant a` des e´chelles a > 200 kpb dans le squelette de la trans-
forme´e en ondelettes du signal biais des 22 chromosomes asexue´s du ge´nome humain. (a)
Les histogrammes montrent clairement qu’il existe une dissyme´trie dans la distribution des
amplitudes des sauts ascendants (gris) et des sauts descendants (noir). (b) Ce re´sultat est
plus clair lorsque l’on repre´sente le nombre de sauts dont l’amplitude |∆S| est supe´rieure
a` un seuil ∆S∗ donne´ en fonction de ce seuil ; la courbe noire (resp. grise) correspond aux





















Fig. 3.10 – Analyse statistique de l’amplitude |∆S| des sauts pointe´s par une ligne de
maxima du module se prolongeant a` des e´chelles a > 20 kpb dans le squelette de la trans-
forme´e en ondelettes du signal biais des 22 chromosomes asexue´s du ge´nome humain. (a)
Les histogrammes montrent clairement qu’il existe une dissyme´trie dans la distribution des
amplitudes des sauts ascendants (gris) et des sauts descendants (noir). (b) Ce re´sultat est
plus clair lorsque l’on repre´sente le nombre de sauts dont l’amplitude |∆S| est supe´rieure
a` un seuil ∆S∗ donne´ en fonction de ce seuil ; la courbe noire (resp. grise) correspond aux
sauts descendants (resp. ascendants).
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Nous avons de´fini une me´thodologie de de´tection de sauts pre´sents dans le signal biais
de l’homme et montre´ qu’a` grande e´chelle, la distribution des amplitudes varie selon
que l’on conside`re les sauts ascendants ou descendants : il existe beaucoup plus de sauts
ascendants de grande amplitude que de sauts descendants. Cette tendance s’estompe pour
les plus petites e´chelles. Comme nous allons le voir par la suite, ces observations seront
d’une grande importance tant au niveau des implications biologiques sur les me´canismes
potentiels ayant pu engendrer les sauts observe´s, qu’au niveau me´thodologique pour la
mise en oeuvre d’une me´thode multi-e´chelle de pre´diction des origines de re´plication chez




Mise en e´vidence d’un biais de
transcription et d’un biais de
re´plication dans les se´quences
d’ADN chez les mammife`res
L
es de´se´quilibres entre les concentrations de nucle´otides A et T d’une part et
C et G de l’autre observe´s dans le ge´nome humain sont en tout ou en partie la trace
laisse´e au cours de l’e´volution par les processus de re´plication et de transcription. Nous
avons vu que ces me´canismes ont pour caracte´ristique de briser la syme´trie naturellement
pre´sente entre les deux brins d’une mole´cule d’ADN. A` cet e´gard, on peut donc s’interroger
sur l’e´ventuelle relation entre ces me´canismes et l’une des proprie´te´s caracte´ristiques du
codage biais que nous avons mise en e´vidence dans le chapitre 3, a` savoir la pre´sence de
nombreux sauts de plus ou moins forte amplitude. Chez les procaryotes et les ge´nomes
viraux, les e´tudes concernant le biais de composition sont nombreuses [152, 171, 220, 248,
250, 251, 254, 255, 273, 288, 326, 327, 328, 335, 363] ; En particulier, il a e´te´ utilise´ ainsi que
les marches ADN associe´es pour de´tecter les origines de re´plication dans certains ge´nomes
[150, 152, 171, 251, 288, 328, 335, 363]. Chez les eucaryotes, l’e´tude de cette asyme´trie
n’a pas vraiment donne´ de re´sultat clair, malgre´ certaines e´vidences expe´rimentales [128,
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161, 170, 344, 355]. Dans ce chapitre, la recherche de l’origine des sauts observe´s dans le
signal biais (cf. chapitre 3) va nous conduire a` mettre en e´vidence l’existence d’un biais
lie´ a` la transcription et d’un biais lie´ a` la re´plication chez les mammife`res. Le premier de
ces biais va nous permettre d’interpre´ter les sauts ascendants et descendants d’amplitude
comparable de´tecte´s a` petite e´chelle. La re´plication par contre fournira une explication
de la dissyme´trie entre le nombre de sauts ascendants et le nombre de sauts descendants
d’amplitude comparable observe´e a` plus grande e´chelle.
Ces e´tudes ont donne´ lieu a` plusieurs publications, la premie`re concernant le roˆle de la
transcription [368] et deux autres traitant du roˆle de la re´plication [79, 369].
4.1 E´tude du biais de composition chez l’homme
lie´ a` la transcription
Dans cette section, nous allons montrer l’existence d’un biais mutationnel lie´ a` la trans-
cription dans le ge´nome de l’homme [368]. Ce biais se traduit par la pre´sence de profils
en forme de (( cre´neau )) dans le signal biais, la largeur du cre´neau de´pendant de la taille
du ge`ne et sa hauteur refle´tant l’amplitude du biais. Chaque cre´neau e´tant borde´ par un
saut ascendant et un saut descendant, la transcription sera associe´e a` l’existence d’un
meˆme nombre de sauts ascendants et descendants et ne permettra pas d’expliquer la
pre´dominance des sauts ascendants de grande amplitude observe´e dans le chapitre 3.
Influence de la transcription sur le signal biais
Pour de´terminer si le me´canisme de transcription joue un roˆle dans l’observation d’un
biais de composition chez l’homme, nous allons comparer le signal biais sur des se´quences
relatives a` des introns (les exons e´tant soumis a` une pression de se´lection toute particulie`re)
avec le signal biais sur des se´quences interge´niques. Les diffe´rences significatives observe´es
permettront de mettre en e´vidence la pre´sence d’un (( biais transcriptionnel )) [367, 368].
Pour re´aliser cette e´tude, les se´quences d’introns d’un meˆme ge`ne ont e´te´ concate´ne´es
en une seule se´quence. Pour e´viter de prendre en compte le biais induit par les me´ca-
nismes d’e´pissage ﬂ, nous avons e´limine´ 560 kpb aux deux extre´mite´s de chaque intron.
Les se´quences re´pe´te´es ont aussi e´te´ e´limine´es g. Le nombre de ge`nes ﬃ pris en compte est
ﬂ. L’e´pissage consiste en l’excision des introns et le (( raboutage )) des exons, pour permettre a` l’ARNm
mature d’eˆtre traduit en prote´ine.
g. Pour ce faire, le logiciel RepeatMasker a e´te´ utilise´ [349].
ﬃ. La banque utilise´e est RefGene (avril 2003).
180
4.1. E´tude du biais de composition chez l’homme lie´ a` la transcription
Sens Seq. re´p. STA SGC
sens avec 0.0472±7 10−4 0.0297±7 10−4
sens sans 0.0452±7 10−4 0.0369±7 10−4
anti-sens avec −0.0456±7 10−4 −0.0305±7 10−4
anti-sens sans −0.0425±7 10−4 −0.0363±7 10−4
unique avec 0.0464±5 10−4 0.0301±5 10−4
unique sans 0.0439±5 10−4 0.0366±7 10−4
Tab. 4.1 – Valeurs moyennes des biais STA et SGC , calcule´es sur 12469 ge`nes introniques
de l’homme. Pour les quatre premie`res lignes, la distinction est faite entre les ge`nes sens
(sens +, 6312 ge`nes) et anti-sens (sens −, 6157 ge`nes). Pour les deux dernie`res, tous les
ge`nes sont replace´s dans le meˆme sens.
de 12469. La premie`re observation est que lorsque le ge`ne a la meˆme orientation que le
brin Watson, c’est-a`-dire quand il est transcrit dans le meˆme sens que le brin (sens +), les
biais STA (e´galite´ (2.10)) et en SGC (e´galite´ (2.11)) sont positifs (table 4.1), alors que si
le ge`ne a l’orientation contraire (anti-sens ou sens −), les valeurs obtenues sont ne´gatives
et quasiment oppose´es (table 4.1 et figure 4.1). Si l’on examine les signaux obtenus avec
les se´quences re´pe´te´es, les biais en GC et en TA ne sont que peu affecte´s. Lorsque l’on
replace tous les ge`nes dans le sens de la se´quence, la moyenne sur toutes les se´quences
re´ve`le un exce`s de T par rapport a` A, STA = 0.0439±0.0005 et un exce`s de G par rapport
a` C, SGC = 0.0366± 0.0007.
Si les deux types de biais observe´s (en TA et en GC) re´sultent du meˆme me´canisme, ils
devraient eˆtre corre´le´s ; pourtant, cette corre´lation est tre`s faible (r = 0.09) lorsque tous les
ge`nes sont conside´re´s. En fait, les biais observe´s sur les petits ge`nes sont fortement bruite´s.
Lorsque l’on ne conside`re plus que les grands ge`nes, la valeur du coefficient de corre´lation
augmente significativement ; on obtient r = 0.61 lorsque la longueur du ge`ne (introns
concate´ne´s) est supe´rieure a` 25 kpb (table 4.2). Notons aussi que les biais pre´sentent une
faible corre´lation avec le pourcentage en GC (infe´rieure a` 10−1) et qu’il en va de meˆme
pour la corre´lation entre les biais et la longueur des ge`nes. Cela n’est pas e´tonnant, puisque
le niveau d’expression des ge`nes ne semble pas eˆtre corre´le´ avec la taille des ge`nes [392]
ni avec le pourcentage en GC [342].
Afin d’e´valuer le nombre de ge`nes pre´sentant un biais statistiquement significatif, nous
avons compare´ les biais mesure´s dans les re´gions introniques a` ceux attendus pour des
se´quences ale´atoires de meˆme longueur L et de meˆme pourcentage en GC. Si c de´signe
ce pourcentage, estimer la probabilite´ P pour qu’une se´quence de longueur L posse`de une
valeur du biais en GC supe´rieure a` s revient a` e´valuer la probabilite´ pour que le nombre de
nucle´otides G pre´sents dans la se´quence soit supe´rieur a` bcL(s+ 1)/2c. A` titre d’exemple,
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Fig. 4.1 – Asyme´tries de composition en TA et en GC dans les re´gions introniques des
ge`nes humains. Chaque point correspond a` un des 12469 ge`nes analyse´s ; les se´quences
re´pe´te´es et les 560 kpb localise´es a` chaque extre´mite´s d’introns ont e´te´ e´limine´es. (a)
Ge`nes oriente´s dans le sens du brin Watson (sens +). (b) Ge`nes oriente´s dans le sens
du brin Crick (sens −). On trouve STA = 0.0452, SGC = 0.0369 et STA = −0.0425,
SGC = −0.0363 respectivement dans (a) et (b). Les lignes en pointille´s noirs repre´sentent
les biais moyens mesure´s et celles en gris repre´sentent les droites horizontales et verticales
s’intersectant a` l’origine.




Tab. 4.2 – Coefficient de corre´lation (deuxie`me colonne) entre les biais STA et SGC
calcule´ sur les ge`nes (sans se´quence re´pe´te´e) dont les introns concate´ne´s ont une longueur
minimum (en kpb), et pourcentage de ces ge`nes (troisie`me colonne) pre´sentant un biais
significatif en TA et GC (P < 10−2). Le coefficient de corre´lation et le pourcentage sont
forts lorsque les petits ge`nes ne sont pas pris en compte. Pour la longueur minimum de
25 kpb, la population est de 4185 ge`nes.
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si c = 0.55 et L = 10000, la probabilite´ pour que le biais en GC soit supe´rieur a` 0.032 est
infe´rieure a` 10−2. Lorsque les plus grands ge`nes sont seuls pris en compte, le pourcentage
de ge`nes dont les biais en GC et TA sont significatifs (P < 10−2) est largement supe´rieur
a` 80% (table 4.2).
La comparaison dans la figure 4.2 des valeurs des biais STA et SGC dans les re´gions
transcrites a` celles obtenues dans les re´gions interge´niques voisines met en e´vidence le
roˆle de la transcription dans les asyme´tries de composition observe´es chez l’homme : la
valeur moyenne des biais en TA et GC le long du ge´nome, calcule´ dans des feneˆtres
de largeur 1 kpb, montre clairement que, juste avant le ge`ne, i.e. a` l’extre´mite´ 5′ de ce
ge`ne, il existe une variation brusque et croissante des biais depuis ze´ro dans la re´gion
interge´nique jusqu’a` des valeurs positives de l’ordre de 0.04 a` 0.06 pour STA et 0.03 a` 0.05
pour SGC (figure 4.2). De meˆme, a` l’extre´mite´ 3
′ du ge`ne, on observe un saut de´croissant
du biais vers une valeur nulle dans l’interge´nique (le fait que ce saut de´croissant soit plus
ou moins (( arrondi )) traduit la nature relativement mal de´finie de la terminaison de la
re´plication qui ne se termine pas force´ment a` un site donne´ mais peut (( baver ))). Des biais
de composition sont donc spe´cifiquement observe´s dans les re´gions transcrites, indiquant
qu’ils re´sultent bien de processus lie´s a` la transcription dans les cellules de ligne´e germinale
[367, 368].
E´valuation des taux de substitution pouvant engendrer un
biais transcriptionnel
Puisque la transcription induit des asyme´tries de composition notables, certaines mu-
tations doivent donc affecter de fac¸on diffe´rente les se´quences ge´niques et les se´quences
interge´niques. Nous allons maintenant essayer de quantifier ces diffe´rences.
Pour qu’un biais transcriptionnel puisse s’e´tablir, des mutations doivent se produire a`
des fre´quences diffe´rentes sur le brin codant et le brin non-codant. Il faut, par exemple,
que la substitution T → C et son comple´mentaire A → G, se produisent a` un taux plus
e´leve´ sur un des deux brins. Pour de´terminer les types de substitution pouvant ge´ne´rer
les asyme´tries mesure´es, il faut connaˆıtre les taux des 12 substitutions possibles entre
nucle´otides, appele´ matrice de substitution. Dans une e´tude portant sur quelques ge`nes
humain, Green et al. [170] ont mis en e´vidence l’existence de taux de transition diffe´rents
selon que l’on conside`re une se´quence (non-codante) transcrite ou une re´gion interge´nique.
Ce travail re´ve`le en particulier la pre´sence d’un exce`s de substitutions A→ G par rapport
aux substitutions T → C sur le brin codant, ce qui entraˆıne un exce`s de nucle´otides G et T
sur le brin codant de la plupart des ge`nes. Ce re´sultat est en accord avec les observations
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Fig. 4.2 – Les biais moyen en TA ((a) et (b)) et GC ((c) et (d)) au voisinage des
extre´mite´s 5′ ((a) et (c)) et 3′ ((b) et (d)) des ge`nes. En abscisse est repre´sente´e la distance
(en kpb) a` l’extre´mite´ du ge`ne, ze´ro correspondant a` l’extre´mite´ 5′ pour les panneaux de
gauche et a` l’extre´mite´ 3′ pour ceux de droite. En ordonne´e est reporte´ STA pour les
panneaux du haut et SGC pour ceux du bas, calcule´ dans des feneˆtres d’une largeur de 1
kpb. On constate clairement qu’il existe une transition entre les re´gions interge´niques (ou`
STA et SGC sont proches de ze´ro) et ge´niques (ou` STA et SGC sont positifs). Les fle`ches
correspondent au sens de la transcription des ge`nes.
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Fig. 4.3 – Taux de substitution utilise´s pour le calcul de la composition en nucle´otides a`
l’e´quilibre. En noir les valeurs (en pourcentage) correspondant aux taux calcule´s dans la
re´fe´rence [138], qui ont e´te´ modifie´es selon leur valeurs estime´es dans les re´gions trans-
crites [170]. Pour obtenir des valeurs de biais STA et SGC compatibles avec les valeurs
moyennes obtenues sur les introns humains dans la table 4.1, les taux de substitution
G→ C et C → T ont e´te´ modifie´s pour obtenir les valeurs en gris.
ici obtenues (table 4.1).
Pour ve´rifier si ces transitions peuvent expliquer les asyme´tries de composition obser-
ve´es, nous avons calcule´ les compositions nucle´otidiques a` l’e´quilibre, en utilisant les taux
de substitutions d’une e´tude ante´rieure [138] donne´s dans la figure 4.3, mais modifie´s pour
eˆtre en accord avec les observations de Green et al. [170]. Un biais en TA comparable
aux valeurs calcule´es a e´te´ ainsi obtenu : STA = 0.047, alors que la valeur du biais en GC
s’ave`re eˆtre bien supe´rieure a` celle observe´e : SGC = 0.078. L’e´tude de Green et al. porte
sur de petits segments (1.5 Mpb) a` l’e´chelle du ge´nome et ne refle`te peut eˆtre que partiel-
lement la re´alite´. Pour atteindre des valeurs du biais comparables a` celles trouve´es dans la
table 4.1, il nous est apparu ne´cessaire de modifier les taux de transversion par rapport a`
leurs valeurs dans les re´gions non-transcrites, possibilite´ qui n’avait pas e´te´ envisage´e dans
les travaux pre´ce´dents [170]. Il existe d’autres modifications de la matrice de substitution
que celles que nous proposons ici, mais la solution que nous pre´sentons a l’avantage de
ne faire intervenir que deux changements dans la matrice originelle. Si l’on ne conside`re
pas les taux de transition, les transversions relatives a` G et C donnent la plus grande
asyme´trie de brin. Nous avons donc augmente´ le taux de substitution G → C de 2.9% a`
3.36% et diminue´ le taux de transition C → T de 14.4% a` 13.7% pour ajuster la valeur du
biais en GC observe´e SGC = 0.0366 (figure 4.3). A` notre connaissance, ces transversions
lie´es a` la transcription n’ont pas e´te´ observe´es chez les eucaryotes, mais semblent exister
chez certains ge´nomes bacte´riens [327]. Ces observations impliquent donc un raffinement
du mode`le pre´sente´ par Green et al. [170].
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Profils caracte´ristiques induits par les me´canismes de
transcription : pre´sentation des diverses configurations
possibles
Les diffe´rences entre se´quences ge´niques et interge´niques induites par le biais transcrip-
tionnel se manifestent par l’apparition de (( cre´neaux )) dans le signal biais, correspondant
a` la pre´sence de ge`nes. Nous donnons ici les diverses configurations ge´niques pouvant eˆtre
rencontre´es et sche´matisons la forme des profils associe´s dans le signal biais.
Nous avons mis en e´vidence l’existence d’un biais mutationnel associe´ a` la transcription.
Comme illustre´ dans la figure 4.2, ce biais se manifeste en faisant apparaˆıtre un profil en
forme de cre´neau dans les signaux STA et SGC : toutes les parties non-codantes des re´gions
transcrites pre´sentent des biais non nuls relativement constants, alors qu’il sont quasiment
nuls dans les re´gions interge´niques. Les limites du cre´neau marquent ainsi les extre´mite´s
du ge`ne et il est naturel de penser que la hauteur du plateau, c’est-a`-dire la valeur du
biais, de´pend du niveau d’expression du ge`ne (dans la ligne´e germinale), puisque ce biais
est directement lie´ a` la fre´quence de transcription. Cependant, ces biais tendent au cours
de l’e´volution vers des valeurs maximales fixe´es par les taux de substitution (cf. figure
4.3). Il est donc possible que certains ge`nes fortement exprime´s aient atteint une valeur
du biais maximale.
De´taillons les formes diffe´rentes de profils que peuvent induire les me´canismes de trans-
cription. Un saut duˆ a` la transcription en un point de´pend essentiellement de la pre´sence
ou non de ge`nes de part et d’autre de ce point et de leur sens, c’est-a`-dire de la configura-
tion ge´nique autour du point. Les diverses configurations ge´niques possible sont re´sume´es
dans la table 4.3. Pour symboliser ces configurations, nous utiliserons la convention sui-
vante : le symbole (( → )) repre´sentera un ge`ne sens, (( ← )) un ge`ne anti-sens et (( − )) une
re´gion interge´nique. Selon la table 4.4, les configurations ge´niques induisant un saut des-
cendant sont symbolise´es par →←, −−← et →−−, tandis que les configurations ge´niques
associe´es aux symboles ←→, −−→ et ←−− correspondent a` un saut ascendant. Les trois
autres configurations repre´sentent les cas ou` un ge`ne succe`de a` un ge`ne de meˆme orienta-
tion, ou l’absence de ge`ne. De tels cas peuvent tout de meˆme induire un saut, vu que la
valeur du biais attribue´e a` la transcription peut fluctuer d’un ge`ne a` l’autre (en fonction
du niveau d’expression notamment). Remarquons que les configurations ge´niques →←,
appele´e convergente, et ←→, appele´e divergente, engendrent les sauts de plus grandes
amplitudes (en fait d’amplitude double) dans le signal biais.
Le me´canisme de transcription se manifestant dans le signal biais par la pre´sence de
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Tab. 4.3 – Illustration des diffe´rentes configurations ge´niques possibles pouvant ge´ne´rer




←← −−← →← anti-sens
←−− −−−− →−− interge`ne
←→ −−→ →→ sens
Tab. 4.4 – Symboles utilise´s pour repre´senter les diverses configurations ge´niques possibles.
Le symbole (( → )) repre´sente un ge`ne sens, (( ← )) un ge`ne anti-sens et (( − )) une re´gion
interge´nique.
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profils en forme de cre´neau, les sauts mis en jeu sont syme´triquement distribue´s : a` un
saut ascendant correspond un saut descendant d’amplitude voisine. La transcription peut
expliquer bon nombre des sauts ascendants et descendants de´tecte´s dans le signal biais
total S (section 3.3) a` des e´chelles de quelques dizaines de milliers de paires de base,
c’est-a`-dire a` des e´chelles plus petites ou e´gales a` la taille caracte´ristique des ge`nes (de
l’ordre de 30 000 pb) dans le ge´nome humain [189].
4.2 E´tude du biais de composition chez l’homme
lie´ a` la re´plication
Si les e´tudes mettant en e´vidence le roˆle de la transcription dans l’apparition du biais
de composition chez les eucaryotes sont peu nombreuses, celles portant sur le roˆle de
la re´plication n’ont pas re´ussi a` mettre clairement en e´vidence l’existence d’un biais de
re´plication a` grande e´chelle dans les ge´nomes eucaryotes. Ainsi, l’e´tude locale autour de
l’origine de re´plication β-globine mene´e dans les re´fe´rences [86, 151] pour plusieurs pri-
mates n’a pas re´ve´le´ de diffe´rence de taux de mutation autour de l’origine sur les brins
avance´s et retarde´s. La situation est plus contraste´e chez la levure Saccharomyces ce-
revisae ou` une asyme´trie de composition tre`s nette a e´te´ observe´e aux extre´mite´s des
chromosomes, asyme´trie que l’on ne retrouve pas dans le reste du ge´nome [161]. Diverses
tentatives d’explication ont e´te´ propose´es, dont la plus re´aliste est base´e sur la remarque
qu’aux extre´mite´s des chromosomes, les brins sont toujours dans le meˆme e´tat avance´ ou
retarde´, alors que sur le reste du chromosome, l’utilisation ale´atoire a` chaque cycle de
re´plication des origines identifie´es par les se´quences consensus ARS ferait que les brins
seraient alternativement avance´s et retarde´s, annulant toute e´ventuelle asyme´trie de com-
position. Re´cemment, une e´tude [344] de l’asyme´trie de composition de longs segments
des chromosomes de l’homme a re´ve´le´ l’existence de structures qui rappe`lent les profils
du biais observe´ chez les procaryotes, mais sans apporter de conclusion sur l’existence
d’un biais re´plicatif. Dans cette section, nous allons montrer l’existence d’une asyme´trie
de composition au voisinage des origines de re´plication connues chez l’homme, qui ne peut
pas eˆtre entie`rement explique´e par les me´canismes de transcription [79, 369]. Comme pour
la transcription, les me´canismes de re´plication se manifestent dans le signal biais par la
pre´sence de profils caracte´ristiques en forme de (( toit d’usine )) diffe´rant de la forme en
(( cre´neau )) induite par la transcription. Ces profils permettent en particulier d’expliquer le
grand nombre de sauts ascendants de grande amplitude relativement au nombre de sauts
descendant d’amplitude comparable observe´ a` grande e´chelle dans le chapitre 3 et nous
conduiront a` proposer un mode`le de la re´plication chez les mammife`res dans le chapitre 5.
188
4.2. E´tude du biais de composition chez l’homme lie´ a` la re´plication
Biais de re´plication chez les procaryotes : le mode`le re´plicon
Comme nous l’avons de´ja` mentionne´ au de´but de ce chapitre, l’e´tude du biais de com-
position duˆ a` la re´plication chez certains procaryotes a re´ve´le´, dans de nombreux cas
[150, 152, 171, 251, 288, 328, 335, 363], des profils similaires a` celui observe´ pour le chro-
mosome de Bacillus subtilis dans la figure 4.4.
Le biais SGC (figure 4.4 (a)) est un signal bruite´ pre´sentant un saut ascendant clair (sur
quelques milliers de paires de base) depuis une valeur ne´gative vers une valeur positive au
niveau de l’origine de re´plication. Il existe une asyme´trie de composition oppose´e de part
et d’autre de l’origine de re´plication, signature d’un e´cart a` la re`gle de parite´ de type 2.
Le chromosome de Bacillus subtilis e´tant circulaire, la terminaison de la re´plication ou` les
fourches de re´plication se rencontrent, est situe´e a` l’oppose´ de l’origine dans le chromosome
et correspond a` un saut de´croissant du biais d’une valeur positive a` une valeur ne´gative. On
retrouve donc un profil de biais en forme de cre´neau mais avec une diffe´rence par rapport
au profil de biais induit par la transcription (figure 4.2), a` savoir qu’a` chaque saut, le biais
change de signe. Comme cela est illustre´ dans la figure 4.4 (b), la pre´sence de ces sauts
respectivement ascendant (origine) et descendant (terminaison) dans le biais se manifeste
sur le profil biais cumule´ par un comportement caracte´ristique en forme de V (origine) ou
de
V
(terminaison). Remarquons que les comportements observe´s pour SGC et FGC dans
la figure 4.4 sont aussi observe´s pour STA et FTA, avec toutefois une diffe´rence d’amplitude
moyenne (|SGC | > |STA|) [326, 328]. Ces comportements sont caracte´ristiques du mode`le
re´plicon [198] pour les eubacte´ries h. En particulier, l’hypothe`se selon laquelle les (( points
de singularite´ )) des profils de biais cumule´ co¨ıncident avec les positions des origines (et
des terminaisons) de re´plication a permis de pre´dire in silico les positions d’origines de
re´plication non connues expe´rimentalement [150, 152, 171, 251, 288, 335, 363].
Il est important de remarquer que comme cela est illustre´ dans la figure 4.4, lorsque l’on
examine l’organisation des ge`nes autour de l’origine de re´plication de Bacillus subtilis, la
majorite´ des ge`nes sens (resp. antisens) sont localise´s pre´fe´rentiellement a` la droite (resp.
a` la gauche) de l’origine de re´plication. Cela sugge`re que la progression des fourches de
re´plications est oriente´e avec la transcription de fac¸on a` minimiser le risque de collision
frontale entre ADN polyme´rase et ARN polyme´rase [77, 252, 325, 329].
h. Les eubacte´ries sont une subdivision majeure des procaryotes ne comprenant pas les archæbacte´ries.
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Fig. 4.4 – (a) Le biais GC le long du ge´nome circulaire de Bacillus subtilis calcule´ dans
des feneˆtres de largeur 1 kpb. L’origine de l’axe des abscisses a e´te´ place´e au niveau de
l’unique origine de re´plication. (b) La marche associe´e au signal biais GC. Les lignes
verticales correspondent aux positions de l’origine (O) et du terminus (T) de re´plication.
Les points rouges (resp. bleus) correspondent aux ge`nes sens (resp. antisens).
E´vidences de l’existence d’un biais duˆ a` la re´plication
Seulement neuf origines de re´plication sont connues expe´rimentalement chez l’homme.
Sur la figure 4.5 est repre´sente´ le comportement du signal biais total S = STA + SGC au
voisinage des six origines situe´es pre`s des ge`nes MCM4 [231], HSPA4 [358], TOP1 [222],
MYC [375], SCA7 [295] et AR [295]. Comme pre´ce´demment observe´ chez Bacillus subtilis
(cf. figure 4.4), le biais pre´sente un saut ascendant a` ces origines de re´plication (figure
4.5), qui se traduit dans la marche associe´e par un profil en forme de V pointant sur la
position des origines (figure 4.6). Pour les six origines, STA, SGC et S transitent de valeurs
ne´gatives a` gauche des origines a` des valeurs positives a` droite.
Comme pre´ce´demment, l’amplitude ∆S d’un saut dans le signal biais S, calcule´ dans
des feneˆtres de largeur 1 kpb, est de´finie par l’e´galite´ (3.4). La figure 4.7 illustre la me´tho-
dologie sous-jacente et son utilite´ pour la de´tection des origines de re´plication : le signal
moyenne´ sur une distance de 20 kpb permet une estimation satisfaisante de l’amplitude
des sauts car il minimise les erreurs dues a` l’extreˆme variabilite´ des valeurs du biais aux
points situe´s a` la transition. Remarquons que les conclusions obtenues de´pendent peu de
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Fig. 4.5 – Signal biais S = STA + SGC calcule´ dans des feneˆtres de largeur 1 kpb (apre`s
avoir e´limine´ les se´quences re´pe´te´es) au voisinage de six origines de re´plication connues
expe´rimentalement chez l’homme : MCM4 (a), HSPA4 (b), TOP1 (c), MYC (d), SCA7 (e)
et AR (f). L’origine de l’axe des abscisses de´signe la position de l’origine de re´plication.
Les ge`nes sens situe´s sur le brin Watson sont repre´sente´s en rouge et ceux sur le brin
Crick sont repre´sente´s en bleu.
l’e´chelle de lissage [369]. Les amplitudes ∆S e´value´es pour chacune des six origines sont
donne´es dans la table 4.5. Remarquons que ces valeurs sont syste´matiquement supe´rieures
a` l’amplitude de saut maximale induite par la transcription dans les situations de ge`nes
convergents, a` savoir |∆S| = 0.14 (cf. section 4.1). Ainsi les amplitudes des sauts du biais
observe´s dans la figure 4.5 ne peuvent pas eˆtre entie`rement explique´es par une orientation
favorable des ge`nes de part et d’autre de l’origine, qui reviendrait a` additionner les valeurs
extreˆmes de la table 4.1.
Si les re´sultats rapporte´s dans les figures 4.5 et 4.6 sugge`rent fortement l’existence d’un
biais de re´plication, nous ne pouvons toutefois pas totalement exclure qu’une orientation
favorable des ge`nes de part et d’autre de l’origine de re´plication soit responsable des
sauts observe´s. Pour rejeter cette possibilite´, nous avons calcule´ les biais moyens dans des
feneˆtres de largeur 100 kpb dans les re´gions interge´niques des brins avance´s autour des
six origines de re´plication de la table 4.5 (table 4.6). Les re´gions interge´niques conside´re´es
sont celles ne contenant aucune annotation relative a` des donne´es de transcription, de
manie`re a` s’affranchir au mieux du biais de composition duˆ a` la transcription [369]. La
mesure du biais total dans ces re´gions donne une valeur moyenne de S = STA + SGC =
191


























Fig. 4.6 – Marche associe´e au signal biais S calcule´ dans des feneˆtres de largeur 1 kpb
(apre`s avoir e´limine´ les se´quences re´pe´te´es) au voisinage de six origines de re´plication
connues expe´rimentalement : MCM4 (a), HSPA4 (b), TOP1 (c), MYC (d), SCA7 (e) et
AR (f). L’origine de l’axe des abscisses de´signe la position de l’origine de re´plication.
Comme pour Bacillus subtilis (figure 4.4), la marche adopte un profil caracte´ristique en
forme de V pointant a` proximite´ de l’origine.
origine ∆S ∆STA ∆SGC
MCM4 0.37 0.17 0.20
HSPA4 0.38 0.13 0.25
TOP1 0.22 0.16 0.06
MYC 0.15 0.05 0.10
SCA7 0.16 0.04 0.12
AR 0.18 0.12 0.06
Tab. 4.5 – Le saut ∆S e´value´ selon la me´thode de´finie par l’e´galite´ (3.4) de part et
d’autre de chaque origine de re´plication. L’amplitude de ces sauts ne peut eˆtre entie`rement
explique´e par un biais de composition duˆ a` la transcription.
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Fig. 4.7 – Illustration de la me´thode de´finie par l’e´galite´ (3.4) pour e´valuer l’amplitude du
saut |∆S| de part et d’autre des origines HSPA4 (b) et MYC (d) (cf. figure 4.5). Le signal
biais total est moyenne´ dans des feneˆtres de largeur 20 kpb (courbe en gris fonce´), puis
les valeurs a` une distance de 20 kpb de l’origine du signal ainsi obtenu sont se´lectionne´es
pour estimer ∆S. On constate que la faible amplitude du saut obtenue avec MYC (d), a`
savoir ∆S = 0.15, traduit simplement l’existence d’une longue zone de transition autour
de l’origine.
0.07, correspondant a` une amplitude moyenne de saut ∆S = 0.14, c’est-a`-dire une valeur
significativement diffe´rente de ze´ro pour que l’on puisse conclure a` l’existence d’un biais
de composition duˆ a` la re´plication [80, 369].
Un examen attentif des re´sultats rapporte´s dans la table 4.6 re´ve`le que la valeur du
biais moyen est beaucoup plus forte (S est voisin de 0.14) lorsque la transcription et la
re´plication s’effectuent dans le meˆme sens, i.e. lorsque l’orientation des ge`nes contribue a`
l’amplitude du saut, et est proche de ze´ro dans le cas contraire. Les longueurs des se´quences
transcrites dans le meˆme sens que la re´plication sont plus grandes que celles des se´quences
transcrites dans le sens oppose´. La transcription a donc tendance a` s’effectuer dans le
meˆme sens que la re´plication, comme cela est ge´ne´ralement observe´ dans les organismes
procaryotes (cf. figure4.4) [325, 326].
Conservation du biais de re´plication chez les mammife`res
Dans le ge´nome, les re´gions de deux organismes diffe´rents contenant la meˆme succession
de ge`nes sont appele´es synthe´niques [179]. Dans ces re´gions, les e´le´ments fonctionnels ont
beaucoup de chance d’eˆtre conserve´s d’un organisme a` l’autre, l’absence de remaniement
chromosomique dans ces re´gions n’excluant cependant pas la possibilite´ qu’il y ait eu
des mutations de fac¸on inde´pendante dans le ge´nome de chaque organisme depuis leur
divergence. Les origines de re´plication sont donc susceptibles d’eˆtre conserve´es dans les
re´gions synthe´niques. Si une origine ne l’est pas, on s’attend a` ce que l’asyme´trie s’annule
progressivement dans la re´gion correspondante. Nous avons analyse´ le signal biais S et la
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4. Mise en e´vidence d’un biais de transcription et de re´plication
biais TA biais GC biais total taille
interge´nique 0.039±4 10−3 0.03±4 10−3 0.069±4 10−3 487
brin transcrit 0.075±3 10−3 0.068±4 10−3 0.143±4 10−3 358
brin non-transcrit −0.019±1 10−2 −0.003±14 10−3 −0.022±13 10−3 49
interge´nique s.r.c. 0.04±4 10−3 0.03±5 10−3 0.07±5 10−3 461
souris 0.036±4 10−3 0.022±5 10−3 0.058±5 10−3 441
Tab. 4.6 – Asyme´tries de composition moyennes STA, SGC et S associe´es aux six ori-
gines de re´plication e´tudie´es dans la table 4.5. Les se´quences interge´niques sont toujours
conside´re´es dans le sens de la re´plication. Les re´gions non-conserve´es entre l’homme et la
souris ont aussi e´te´ analyse´es spe´cifiquement (interge´nique sans re´gion conserve´e (s.r.c.)
et souris respectivement). L’asyme´trie dans les introns est conside´re´e sur le brin non-
transcrit quand la transcription est dans le meˆme sens que la re´plication et sur le brin
transcrit dans le second cas. La longueur des se´quences e´tudie´es est donne´e en kpb dans
la dernie`re colonne.
marche correspondante dans les re´gions synthe´niques des se´quences contenant les origines
humaines, dans les ge´nomes de la souris (Mus musculus) et du chien (Canis familiaris).
Comme le montre la figure 4.8, dans les deux cas on observe toujours un profil du biais
cumule´ en forme de V pointant a` la position originelle de l’origine de re´plication dans
la se´quence humaine. Pour la souris, on obtient une valeur du biais moyen associe´ a` la
re´plication voisine de S = 0.058 (table 4.6). La faible proportion de se´quences conserve´es
entre l’homme et la souris semble pourtant indiquer que les se´quences ont fortement
diverge´. Notons qu’une e´tude expe´rimentale re´cente a confirme´ l’existence de l’origine
MYC chez la souris [163]. Tout ceci porte a` croire que les origines de re´plication et le biais
associe´ sont conserve´s chez les mammife`res.
Il existe des segments d’ADN fonctionnels conserve´s entre l’homme et la souris. Ces
se´quences, soumises a` des pressions de se´lection, pourraient avoir une asyme´trie de com-
position propre et ainsi contribuer au biais observe´ dans les re´gions interge´niques. Pour les
six origines concerne´es, ces se´quences correspondent au plus a` 5.3% du total des se´quences
interge´niques et l’e´limination de ces re´gions ne change pas les re´sultats rapporte´s dans la
figure 4.8 et dans la table 4.6.
Trois des origines connues expe´rimentalement chez l’homme ne montrent pas de saut
net dans le signal biais ; il s’agit de Lamine B2 [1, 307], β-globine [8, 9, 10] et DNMT1
[16] (figure 4.9). Les marches associe´es ne pre´sentent pas non plus de profil en forme de V
permettant d’identifier la position de l’origine (figure 4.10). Plusieurs explications peuvent
eˆtre avance´es. Ces origines de re´plication peuvent ne pas eˆtre actives dans la ligne´e ger-
minale. Elles peuvent aussi ne pas eˆtre actives a` chaque cycle cellulaire dans la ligne´e
germinale, ce qui re´duirait le biais de re´plication associe´. Le biais de transcription peut
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Fig. 4.8 – Marches FSTA (en noir) et FSGC (en gris) associe´es aux signaux biais STA et
SGC respectivement, calcule´es dans les six re´gions du ge´nome de la souris ((a)–(f)) et du
chien ((g)–(l)) qui sont synthe´niques aux re´gions de l’homme contenant une origine de
re´plication connue expe´rimentalement : MCM4 ((a) et (g)), HSPA4 ((b) et (h)), TOP1
((c) et (i)), MYC ((d) et (j)), SCA7 ((e) et (k)) et AR ((f) et (l)).
e´ventuellement compenser un biais de re´plication. On peut en effet imaginer un environ-
nement ge´nique convergent (→←) compensant le biais de re´plication. Il est aussi possible
que les re´gions contenant ces origines aient subit de nombreux remaniement chromoso-
miques ou que certaines re´gions ne soient actives que depuis re´cemment dans l’e´volution.
Finalement, certains profils peuvent aussi s’expliquer par la pre´sence de plusieurs origines
dans une meˆme zone.
Pour re´sumer, nous avons observe´ dans le signal biais du ge´nome humain la pre´sence
de sauts ascendants au voisinage de la plupart des origines de re´plication connues. Nous
avons vu que chez certains ge´nomes bacte´riens, mitochondriaux ou viraux, de brusques
variations du signal sont associe´es a` la re´plication et utilise´es pour de´tecter les origines
de re´plication [249, 288, 363]. Les re´sultats rapporte´s dans cette section sugge`rent qu’une
telle association existe aussi chez l’homme, la pre´sence de ge`nes de part et d’autre des
origines n’e´tant pas suffisante pour expliquer l’amplitude des sauts mesure´e.
Mise en e´vidence d’un profil caracte´ristique en forme de
(( toit d’usine )) dans le signal biais : une signature du
me´canisme de re´plication chez les mammife`res
Nous avons vu au chapitre pre´ce´dent qu’il existe, a` grande e´chelle, une dissyme´trie im-
portante entre le nombre de sauts ascendants de grande amplitude et le nombre de sauts
descendants de meˆme amplitude dans le signal biais des chromosomes humains. Ces sauts
ascendants ayant des amplitudes comparables a` celles rapporte´es dans la table 4.5 pour les
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Fig. 4.9 – Signal biais S = STA + SGC calcule´ dans des feneˆtres de largeur 1 kpb (apre`s
avoir e´limine´ les se´quences re´pe´te´es) au voisinage de trois origines connues expe´rimenta-
lement chez l’homme : DNMT1 (a), lamine B2 (b) et β-globine (c). L’origine de l’axe des
abscisses de´signe la position de l’origine de re´plication. Les ge`nes sens situe´s sur le brin

















Fig. 4.10 – Marche associe´e au signal biais S calcule´ dans des feneˆtres de largeur 1 kpb
au voisinage de trois origines connues expe´rimentalement chez l’homme : DNMT1 (a),
lamine B2 (b) et β-globine (c). L’origine de l’axe des abscisses de´signe la position de
l’origine de re´plication.
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4.2. E´tude du biais de composition chez l’homme lie´ a` la re´plication
origines de re´plication connues expe´rimentalement, on pourrait donc eˆtre tente´ d’associer
ces sauts ascendants de´tecte´s a` grande e´chelle a` une signature de la pre´sence d’une origine
de re´plication.
Pour comprendre d’ou` pourrait provenir l’asyme´trie dans la re´partition des sauts pre´-
sente dans le signal biais a` grande e´chelle (cf. figure 3.9), il suffit d’observer le compor-
tement de ce signal sur des fragments de plusieurs millions de paires de base. Dans la
figure 4.11, on constate clairement la pre´sence d’un profil caracte´ristique en forme de
(( toit d’usine )) sur trois re´gions des chromosomes 2, 9 et 18 de l’homme. Dans chacun
des trois profils, on observe des sauts ascendants de grande amplitude se´pare´s par un
comportement line´airement de´croissant du biais sans aucun saut descendant d’amplitude
comparable. Ces motifs expliquent donc tre`s bien l’exce`s de sauts ascendants observe´ aux
e´chelles de quelques centaines de milliers paires de base dans le chapitre 3.
Les profils de biais observe´s en forme de toit d’usine aussi marque´ ne peuvent pas eˆtre
explique´s par la transcription qui, comme nous l’avons vu dans la figure 4.4 (a), induit
un profil en forme de cre´neau caracte´ristique du mode`le re´plicon pour les eubacte´ries. Le
comportement line´airement de´croissant entre deux sauts ascendants du biais peut donc
eˆtre attribue´ au me´canisme de re´plication. Cette hypothe`se est corrobore´e par le fait
que, comme on peut la voir dans la figure 4.11, des profils en toit d’usine sont observe´s
dans des re´gions majoritairement interge´niques, excluant la possibilite´ que cette forme
tre`s caracte´ristique puisse re´sulter d’un arrangement particulier des ge`nes. Il est aussi
important de remarquer que si l’on regarde a` plus grande e´chelle, le comportement du
biais autour des origines de re´plication connues, comme cela est fait dans la figure 4.12,
on re´alise que celles-ci correspondent a` des sauts ascendant dans un profil en forme de toit
d’usine. Dans la marche ADN associe´e au biais, la de´croissance line´aire du biais modifie
le´ge`rement la forme en V pointant sur l’origine observe´e chez certains procaryotes : (( les
branches du V )) ne varient plus line´airement, comme chez Bacillus subtilis (figure 4.4
(b)), mais quadratiquement, comme cela est observe´ dans la figure 4.13 pour les origines
de re´plication connues expe´rimentalement.
Nous avons identifie´ un profil particulier du biais de re´plication en forme de (( toit
d’usine )) expliquant la dissyme´trie observe´e dans le signal biais entre les nombres de
sauts ascendants et descendants de grande amplitude. Ce profil semble eˆtre conserve´ dans
les ge´nomes des mammife`res, comme cela est illustre´ dans la figure 4.14. En examinant les
profils obtenus pour les 22 chromosomes asexue´s de l’homme, on remarque que la distance
entre deux sauts ascendants successifs est tre`s variable, depuis la centaine de milliers de
paires de base jusqu’a` plusieurs millions de paires de base. Cette gamme de distances
entre origines de re´plication putatives correspond tre`s bien a` ce qui a e´te´ estime´ dans
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Fig. 4.11 – Mise en e´vidence de profils de biais en forme de (( toit d’usine )). Repre´sentation
du biais total S = STA + SGC sur des portions des chromosomes 2 (a), 9 (b) et 18 (c),
calcule´ dans des feneˆtres de largeur 1 kpb (apre`s avoir e´limine´ les se´quences re´pe´te´es).
Les ge`nes sens situe´s sur le brin Watson sont colore´s en rouge et les ge`nes anti-sens sur
le brin Crick en bleu.
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Fig. 4.12 – Signal biais S = STA + SGC calcule´ dans des feneˆtres de largeur 1 kpb (apre`s
avoir e´limine´ les se´quences re´pe´te´es) au voisinage de six origines de re´plication connues
expe´rimentalement chez l’homme : MCM4 (a), HSPA4 (b), TOP1 (c), MYC (d), SCA7 (e)
et AR (f). L’origine de l’axe des abscisses de´signe la position de l’origine de re´plication.
Les ge`nes sens situe´s sur le brin Watson sont repre´sente´s en rouge et les ge`nes anti-sens
sur le brin Crick en bleu. Les origines connues se placent au bord de profils en forme de
(( toit d’usine )).
la re´fe´rence [55] comme taille moyenne des re´plicons chez les mammife`res, a` savoir de
l’ordre de 400–500 kpb dans les se´quences natives, soit environ 250 kpb sans les se´quences
re´pe´te´es, avec des valeurs extreˆmes de l’ordre de quelques millions de paires de base. Il
est aussi important de remarquer que cette gamme de distances entre sauts ascendants de
grande amplitude est tout a` fait consistante avec la gamme de fre´quences caracte´ristiques
mise en e´vidence dans la figure 3.7 (b) et qui caracte´rise l’existence de rythmes basses
fre´quences dans l’asyme´trie de composition chez les mammife`res (chapitre 3) [297, 299].
E´tude statistique des profils de biais duˆs a` la re´plication
Avec comme objectif de pre´dire la position de certaines origines de re´plication dans le
ge´nome humain, nous allons maintenant proce´der a` une e´tude statistique des caracte´ris-
tiques des profils en toit d’usine pre´sents dans les signaux de biais des 22 chromosomes
asexue´s de l’homme et fournir des informations sur l’organisation ge´nique au voisinage de
ces origines putatives.
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Fig. 4.13 – La marche associe´e au signal biais S = STA + SGC calcule´ dans des feneˆtres
de largeur 1 kpb (apre`s avoir e´limine´ les se´quences re´pe´te´es) au voisinage de six origines
de re´plication connues expe´rimentalement chez l’homme : MCM4 (a), HSPA4 (b), TOP1
(c), MYC (d), SCA7 (e) et AR (f). L’origine de l’axe des abscisses de´signe la position
de l’origine de re´plication. Par rapport au profil en forme de V caracte´ristique du mode`le
re´plicon (figure 4.4), on observe un profil en forme de (( g )).
Pour se´lectionner les profils a` e´tudier dans le signal biais, nous avons d’abord choisi les
sauts d’amplitude suffisante, suivant la me´thodologie de´crite dans la figure 3.8. L’e´chelle
de se´lection des maxima choisie de 200 kpb permet de s’affranchir autant que possible
des sauts induits par la transcription, la taille moyenne des ge`nes (environ 30 kpb sur
les se´quences natives, ce qui e´quivaut approximativement a` 15 kpb sur les se´quences
masque´es) e´tant significativement infe´rieure au seuil de 200 kpb. Remarquons que ce
seuil est par contre plus petit que la distance moyenne entre deux origines de re´plication
putatives successives [55]. Comme pre´ce´demment, nous estimerons l’amplitude d’un saut
∆S a` l’aide de l’e´galite´ (3.4).
Pour les sauts d’amplitude |∆S| supe´rieure a` 0.125, le rapport entre le nombre de sauts
ascendants et le nombre de sauts descendants est supe´rieur a` 3. Toutefois, ce rapport
de´pend fortement de la concentration en GC : pour les re´gions ayant un pourcentage en
GC supe´rieur a` 42%, ce rapport est e´gal a` 1.9 [369], ce qui traduit simplement le fait que
dans ces re´gions riches en ge`nes, les profils de biais en toit d’usine sont moins apparents et
plus difficilement de´tectables, probablement a` cause d’une diminution significative de la
distance moyenne entre origines de re´plication, qui deviendrait comparable a` la taille des
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Fig. 4.14 – Signal biais S = STA + SGC calcule´ dans des feneˆtres de largeur 1 kpb sur
des morceaux de ge´nomes de mammife`res (apre`s avoir e´limine´ les se´quences re´pe´te´es).
(a) Morceau du chromosome 9 de l’homme. (b) Morceau du chromosome 4 de la souris.
(c) Morceau du chromosome 5 du chien. Les Morceaux des chromosomes de la souris et
du chien ((b) et (c)) sont synthe´niques au morceau du chromosome 9 de l’homme (a).
ge`nes. Pour cette raison, nous n’avons travaille´ que dans les re´gions dont le pourcentage
en GC est infe´rieur a` 42%, re´gions pour lesquelles le nombre de sauts ascendants exce`de
d’un facteur supe´rieur a` 5 le nombre de sauts descendants. Nous avons utilise´ ce crite`re
d’amplitude pour de´cider si un saut pouvait eˆtre attribue´ a` une origine ou non : seuls
les sauts ascendants dont l’amplitude |∆S| est supe´rieure a` 0.125 ont donc e´te´ retenus.
Ainsi, 1012 sauts ascendants ont e´te´ se´lectionne´s. Dans la figure 4.15 est repre´sente´e
l’organisation ge´nique autour de ces 1012 origines de re´plication putatives, en fonction
de la distance a` celles-ci. Les profils de composition ge´nique obtenus confirment que les
ge`nes sens (resp. anti-sens) ont tendance a` eˆtre positionne´s a` droite (resp. a` gauche) des
origines et donc a` eˆtre co-oriente´s avec le sens de progression des fourches de re´plication.
Toutefois, a` partir de la de´tection des sauts descendants de forte amplitude, on estime
qu’environ 20% des sauts ascendants parmi les 1012 pourraient eˆtre dus a` la transcription.
Parmi les sauts ascendants se´lectionne´s, un nombre non ne´gligeable peut donc provenir
d’une orientation favorable des ge`nes, i.e. d’une configuration ge´nique divergente (←→).
Afin de disposer d’une banque plus fiable, nous avons se´lectionne´, parmi les origines
pre´ce´demment retenues, les paires d’origines successives telles que l’amplitude des sauts
dans le signal biais ne peut pas s’expliquer par une orientation favorable des ge`nes et pour
lesquelles le profil biais bruite´ entre ces deux sauts ascendants de´croit line´airement sans
pre´senter de saut, descendant comme ascendant, d’amplitude notable. Avec ces crite`res
supple´mentaires, 287 paires d’origines de´finissant des re´gions dans le signal biais ve´rifiant
rigoureusement le profil caracte´ristique en toit d’usine ont e´te´ finalement retenues ; ces
paires correspondent a` une pre´diction de 486 origines putatives diffe´rentes, nombre a`
comparer avec la dizaine d’origines identifie´es expe´rimentalement [79].
En e´tudiant la composition ge´nique a` proximite´ des 486 origines ainsi pre´dites (table
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Fig. 4.15 – Profils de composition ge´nique et interge´nique calcule´s dans des feneˆtres de
largeur 10 kpb de part et d’autre des 1012 origines pre´dites, en fonction de la distance (en
kpb) a` l’origine (positionne´e en ze´ro). Dans chacune des feneˆtres est calcule´ le pourcentage
moyen de zones interge´niques (•), ou contenant des introns de ge`nes sens (•), ou anti-sens
(•).
4.7), dont rappelons-le, les sauts associe´s dans le signal biais ne peuvent s’expliquer uni-
quement par un biais de transcription, on remarque l’absence ou presque de configuration
ge´nique convergente (→←), qui aurait tendance a` introduire un saut dans le signal biais
duˆ a` la transcription qui compenserait en partie le saut ascendant duˆ a` la re´plication.
Cette observation n’est pas surprenante, puisque nous avons voulu minimiser le nombre
de faux positifs dans notre banque de candidats en imposant un crite`re contraignant sur
l’amplitude du saut. Par contre, le faible nombre d’origines associe´es a` la configuration
divergente (←→) comparativement aux organisations interge`ne – sens (−− →) et ge`ne
anti-sens – interge`ne (←−−) rassure quant a` la pertinence de la se´lection effectue´e parmi
les 1012 initialement de´tecte´es. Ainsi, pre`s de 40% des 486 origines pre´dites sont associe´es
a` des organisations ge´niques tre`s nettes avec une transcription oriente´e dans le meˆme sens
que le sens de progression de la fourche de re´plication. Remarquons que des re´sultats
identiques sont obtenus pour les origines situe´es du coˆte´ 5′ ou du coˆte´ 3′ des 287 domaines
se´lectionne´s.
A` l’aide de ces 287 domaines, nous pouvons maintenant caracte´riser le profil typique du
signal biais induit par la re´plication, a` savoir un comportement line´airement de´croissant
borde´ par deux sauts ascendants pointant sur les origines. Les re´sultats rapporte´s dans
la figure 4.16 ont e´te´ obtenus apre`s normalisation a` 1 des longueurs des domaines de
re´plication se´lectionne´s. De cette manie`re, nous pouvons comparer les profils du signal
biais entre eux et en particulier les coefficients angulaires des pentes observe´es, qui ne
semblent de´pendre que de la distance entre deux origines.
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8 1 0 anti-sens
92 48 0 interge`ne
17 83 5 sens
Tab. 4.7 – Composition ge´nique majoritaire mesure´e dans des feneˆtres de largeur 40
kpb du coˆte´ 5′ et 3′ des 486 origines pre´dites, de´limitant 287 domaines de re´plication
identifie´s. Une feneˆtre de largeur 1 kpb est conside´re´e comme interge´nique, ge`ne sens ou
anti-sens par la re`gle de majorite´, en utilisant la banque de donne´e KnownGene. Chaque
saut dans le signal biais est associe´ aux contenus ge´niques dans les feneˆtres de 40 kpb
situe´es respectivement aux coˆte´s 5′ et 3′ ; un saut n’est retenu que si les deux feneˆtres qui
l’entourent comportent 80% de points interge´niques, ge`nes sens ou anti-sens.
Le profil moyen, du signal biais dans les re´gions de re´plication identifie´es (figure 4.16)
a e´te´ calcule´ comme suit. Pour chaque domaine renormalise´, le profil moyen a` e´te´ calcule´
dans de feneˆtres de taille 1/10 centre´es aux positions t = j/10 (0 6 j 6 10). Les deux
feneˆtres du bord (en t = 0 et t = 1) ont e´te´ retire´es de l’e´tude pour e´viter les proble`mes
de mesure de biais duˆs a` l’impre´cision avec laquelle les bords des profils sont estime´s. Deux
types de feneˆtres ont e´te´ retenus : les feneˆtres interge´niques a` plus de 90% et celles ge´niques
a` plus de 90%. Le profil moyen calcule´ uniquement a` l’aide des feneˆtres interge´niques a` plus
de 90% (figure 4.16 (a)) montre un comportement line´aire remarquable coupant l’axe des
abscisses au milieu (t = 1/2) du domaine de re´plication. On peut estimer les valeurs du biais
au bord de ces domaines. On obtient S = 0.085±0.004 en t = 0 et S = −0.085±0.004 en
t = 1, valeurs qui peuvent eˆtre conside´re´es comme caracte´ristiques du biais de re´plication.
Le biais de re´plication S = 0.085 serait donc le´ge`rement plus e´leve´ que le biais moyen de
transcription, voisin de S = 0.07 (table 4.1). Le profil issu des feneˆtres ge´niques a` plus
de 90% (figure 4.16 (b)) est tout aussi remarquablement line´aire et pre´sente des valeurs
du signal biais au bord plus importantes, S = 0.14 ± 0.005 et S = −0.137 ± 0.005 en
t = 0 et t = 1 respectivement. Ces valeurs s’expliquent par l’orientation pre´fe´rentielle des
ge`nes autour des origines e´voque´es pre´ce´demment : ceux-ci ont tendance a` s’orienter dans
le meˆme sens que la progression de la fourche de re´plication. Au voisinage imme´diat des
origines, 50% des ge`nes sont oriente´s coope´rativement, alors que 10% seulement le sont
dans le sens oppose´ (figure 4.16 (c)). Le biais duˆ a` la transcription a donc tendance a`
s’ajouter au biais duˆ a` la re´plication autour des origines et donc a` augmenter l’amplitude
des sauts observe´s dans le signal biais.
Les coefficients angulaires de chaque profil du signal biais dans les domaines renormali-
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Fig. 4.16 – Profil moyen du biais S = STA + SGC obtenu a` partir des 287 domaines de
re´plication identifie´s. La taille de chaque domaine a e´te´ ramene´e a` 1 et la valeur moyenne
du biais a e´te´ calcule´e dans des feneˆtres de taille 10−1 centre´es aux positions t = j 10−1
(0 6 j 6 10), les feneˆtres au bord ayant e´te´ omises. (a) Profil moyen du biais calcule´ a`
partir des feneˆtres contenant plus de 90% de zones interge´niques. (b) Profil moyen calcule´
a` partir des feneˆtres contenant plus de 90% de zones ge´niques. Les droites sont issues
d’une simple re´gression line´aire. (c) Pourcentage de ge`nes sens (•), ge`nes anti-sens (•)
et de zones interge´niques (·) dans les feneˆtres conside´re´es en (a) et (b).
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Fig. 4.17 – (a) Histogramme des coefficients angulaires des 287 domaines de re´plication
identifie´s, apre`s avoir renormalise´ leur longueur a` l’unite´. La me´thode utilise´e est celle de
la me´diane. (b) Histogramme des de´viations absolues moyennes aux pentes estime´es en
(a).
se´s ont e´te´ calcule´s graˆce a` la me´thode de la me´diane [ ; l’histogramme des valeurs obtenues
est repre´sente´ dans la figure 4.17 (a). Le coefficient angulaire correspond a` l’oppose´ de
l’amplitude totale des sauts ascendants du biais observe´ aux deux origines de re´plica-
tion de´limitant le domaine. Dans la figure 4.17 (b) nous avons calcule´ l’histogramme des
e´carts a` un comportement line´aire de´croissant de chaque profil, donne´s par les de´viations
absolues moyennes, afin de ve´rifier que chaque profil pris se´pare´ment pre´sente bien un
comportement line´aire caracte´ristique des profils de biais en forme de toit d’usine.
Nous avons ainsi mis au point une me´thodologie de se´lection de domaines qui a permis
de localiser 486 origines de re´plication de´limitant ces domaines. Nous avons pu estimer la
valeur du biais moyen duˆ a` la re´plication dans le signal biais total, S = 0.085. Ce biais
correspond a` des sauts ascendants d’amplitude ∆S = 0.17 aux positions des origines,
soit pre`s de trois fois l’amplitude caracte´ristique des sauts observe´s aux positions des
promoteurs des ge`nes, duˆs aux me´canismes de transcription. Nous avons ve´rifie´ quantita-
tivement le comportement line´aire du signal biais entre deux sauts ascendants conse´cutifs
se´lectionne´s ; ce comportement ne de´pend que de la distance entre les sauts. Les obser-
vations sugge`rent aussi que la re´plication et la transcription ont tendance a` s’effectuer
dans le meˆme sens, ce qui n’est pas sans rappeler l’organisation ge´nique autour des ori-
gines de re´plication chez les procaryotes (figure 4.4) [325, 326]. Si les 486 origines pre´dites
repre´sentent incontestablement une avance´e quantitative par rapport aux 9 origines de
re´plication connues expe´rimentalement, cela ne constitue toujours qu’une petite partie de
la dizaine (voire quelques dizaines) de milliers d’origines attendues. Un effort me´thodolo-
[. Cette me´thode est brie`vement de´crite dans l’annexe B.
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gique supple´mentaire est donc ne´cessaire. La me´thode de´veloppe´e dans ce chapitre n’est
qu’une premie`re e´tape dont l’objectif e´tait de pre´dire avec une grande confiance de nou-
velles origines de re´plication. Base´e sur la de´tection de sauts de grande amplitude, cette
me´thode ne permet pas de de´tecter les origines se situant dans un environnement ge´nique
de´favorable (telles les situations convergeantes (→←)) en raison des comportements an-
tagonistes des biais duˆs a` la re´plication et a` la transcription (dans de telles situations,
le me´canisme de transcription pourrait engendrer un saut descendant dans le signal biais
qui contrebalancerait le saut ascendant duˆ au me´canisme de re´plication). De plus, cette
me´thode n’est efficace que s’il existe une nette se´paration entre la taille caracte´ristique des
domaines de re´plication et celle des ge`nes, ce qui ne semble pas eˆtre le cas dans les re´gions
a` forte concentration en GC du ge´nome humain (et plus ge´ne´ralement des mammife`res).
Ainsi, les 486 origines de re´plication pre´dites ne concernent que des re´gions du ge´nome de
l’homme ou` le pourcentage en GC est infe´rieur a` 42%.
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Chapitre 5
Mode´lisation de la re´plication chez
les mammife`res : mise au point
d’une me´thodologie de pre´diction
des origines de re´plication
C
ontrairement aux profils en forme de cre´neau induits par la transcription
(cf. figure 4.2), nous ne posse´dons pas de mode`le permettant d’expliquer la forme
en toit d’usine caracte´ristique des profils de biais induit par les me´canismes de re´plication
chez l’homme. Dans cette section, nous allons proposer un mode`le de la re´plication chez
les mammife`res qui suppose que les origines de re´plication sont bien positionne´es, alors
que les terminaisons sont ale´atoires. Nous utiliserons ensuite les pre´dictions de ce mode`le
pour de´velopper une nouvelle me´thodologie plus performante de de´tection des origines de
re´plication dans le ge´nome humain qui nous permettra de multiplier par plus de deux le
nombre d’origines pre´dites. Enfin, nous proposerons une dernie`re ame´lioration de notre
me´thodologie qui permettra de se´parer les biais duˆs a` la transcription et a` la re´plication.
Nous renvoyons le lecteur aux re´fe´rences [79, 369] ou` les re´sultats concernant le mode`le
de re´plication chez les mammife`res ont e´te´ publie´s. La nouvelle me´thodologie de de´tection
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des origines de re´plication apre`s se´paration des biais de transcription et de re´plication est
en cours de re´daction pour publication.
5.1 Un mode`le pour la re´plication chez les
mammife`res ge´ne´rant des profils de biais en
forme de (( toit d’usine ))
Au chapitre pre´ce´dent, nous avons montre´ qu’il existe un biais de composition duˆ a` la
re´plication chez les mammife`res. Dans cette section, nous allons nous attacher a` ge´ne´raliser
le mode`le de re´plicon introduit pour les eubacte´ries (figure 4.4) afin de reproduire et
d’interpre´ter les profils de biais en forme de toit d’usine observe´s chez les mammife`res (cf.
figure 4.11). Nous allons ainsi proposer un (( mode`le re´plicon pour les mammife`res )) dans
lequel les origines de re´plication sont fixes, alors que les terminaisons sont ale´atoirement
et uniforme´ment re´parties.
Mode´lisation de la re´plication chez les mammife`res
Si les sites d’initiation et de terminaison de la re´plication e´taient toujours positionne´s au
meˆme endroit dans la se´quence d’un cycle cellulaire a` l’autre, les asyme´tries de composi-
tion engendre´es par le me´canisme de re´plication devraient se manifester par un profil en
forme de cre´neau dans le signal biais, comme cela est observe´ chez les bacte´ries, entre deux
origines de re´plication actives (figure 4.4). Pour l’homme, ce n’est visiblement pas le cas.
Toutefois, les terminaisons ne sont pas fixes chez tous les organismes : si la terminaison
de re´plication a e´te´ expe´rimentalement identifie´e en des sites spe´cifiques chez Schizosac-
charomyces pombe, elle semble eˆtre ale´atoire entre les origines actives chez Saccharomyces
cerevisiae et dans des extraits d’oeuf du Xe´nopus laevis [247, 337]. Il est donc possible que
cette caracte´ristique s’applique aux cellules des ligne´es germinales des mammife`res. Nous
ne connaissons pas de re´sultat expe´rimental concernant les positions des terminaisons de
la re´plication chez l’homme. Il est donc raisonnable de penser qu’il n’existe pas de position
spe´cifique aux sites de terminaison.
Le mode`le que nous proposons [79, 369] pour expliquer le profil de biais en forme de
toit d’usine observe´ chez les mammife`res repose sur les deux hypothe`ses suivantes. Tout
d’abord les positions des origines de re´plication dans les ligne´es germinales sont suppose´es
fixes et bien de´termine´es d’un cycle a` l’autre. Par contre, les sites de terminaison sont
positionne´s au hasard a` chaque cycle, avec une probabilite´ uniforme le long de la se´quence
entre deux origines voisines.
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Fig. 5.1 – Illustration du mode`le de re´plication chez les mammife`res. Le signal biais
S = STA + SGC est sche´matiquement repre´sente´ avec trois origines de re´plication en
t = 0, t = 1 et t = 2. Lors de chaque cycle cellulaire, la re´plication entre deux origines
introduit un biais de composition visible sur le signal par l’apparition de deux profils en
forme de cre´neau dont les moyennes respectives sont de signe oppose´ (a). D’un cycle
cellulaire a` l’autre, ces profils se cumulent (b) et si les terminaisons (a` savoir les sauts
descendants dans le profil en creneaux) sont ale´atoirement et uniforme´ment re´parties entre
deux origines voisines, on obtient a` la limite un profil line´airement de´croissant (c).
Durant un cycle cellulaire, on suppose qu’une (( asyme´trie )) de composition constante
est introduite lors du passage des complexes effectuant la re´plication. Dans le signal biais,
cela se traduit par l’apparition d’un profil en forme de cre´neau a` chacun de ces cycles, le
signe de biais moyen dans cette zone de´pendant du sens de progression de la fourche de
re´plication (le sens 5′ → 3′ donnant lieu a` un biais positif et inversement). La largeur du
cre´neau, pour un cycle donne´, est bien suˆr de´termine´e par la distance se´parant l’origine
de la terminaison. L’asyme´trie de composition engendre´e par un passage des complexes
effectuant la re´plication se superpose a` l’asyme´trie de´ja` pre´sente, re´sultant de la re´plica-
tion lors de pre´ce´dents cycles cellulaires, jusqu’a` constituer l’asyme´trie observe´e. Puisque
la position des terminaisons de re´plication est suppose´e ale´atoire avec une probabilite´
uniforme entre deux origines de re´plication voisines (fixes), on voit se superposer dans le
signal biais des profils en forme de cre´neau de tailles diffe´rentes, de´pendant de la position
de la terminaison lors des diffe´rents cycles cellulaires. A` la limite, apre`s un tre`s grand
nombre de cycles, le profil de biais en escalier converge vers un profil line´airement de´-
croissant entre les deux origines voisines, expliquant ainsi l’absence de saut de´croissant
d’amplitude comparable a` celle des sauts ascendants observe´s aux origines. Ce mode`le est
illustre´ dans la figure 5.1.
Suivant ce mode`le, les valeurs du biais aux extre´mite´s du profil, c’est-a`-dire aux origines
de re´plication, sont fonction du taux d’activation de chaque origine, i.e. du pourcentage
de cycles ou` elles sont actives, tandis que le coefficient angulaire de la pente de´croissante
est conditionne´ par la distance se´parant les deux origines. En observant le biais a` grande
e´chelle (figure 4.11) sur l’ensemble des chromosomes humains, on constate que le taux
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d’activation des origines de re´plication varie peu et semble eˆtre homoge`ne le long du
ge´nome, tandis que les distances se´parant deux origines sont tre`s variables, typiquement
entre 200 kpb ﬂ et plusieurs Mpb.
Ce simple mode`le permet d’expliquer les profils de biais en forme de toit d’usine ob-
serve´s. Remarquons qu’il est possible de raffiner ce mode`le si ne´cessaire, par exemple en
ne supposant plus que la distribution de probabilite´ de positionnement des terminaisons
est uniforme. On pourrait par exemple imaginer que les positions possibles pour les ter-
minaisons de re´plication sont en nombre restreint ; typiquement, si deux origines sont
se´pare´es de quelques centaines de milliers de paires de base, il est possible que seulement
une centaine de sites puissent jouer le roˆle de terminaison au lieu des centaines de milliers
du mode`le. Il est aussi envisageable que les terminaisons aient une probabilite´ re´duite de
se trouver a` proximite´ imme´diate des origines. Dans ce cas, le profil caracte´ristique ne
prendrait plus l’apparence d’une pente de´croissante, mais d’une forme sigmo¨ıde [369].
Discussion du mode`le de re´plication
Il y a lieu de faire quelques remarques concernant le mode`le de re´plication propose´ ci-
dessus et notamment envisager les me´canismes susceptibles de donner lieu a` des termi-
naisons ale´atoires.
Le mode`le illustre´ dans la figure 5.1 repose implicitement sur l’hypothe`se que le biais
de composition introduit par chaque passage des complexes re´plicatifs est constant, ce
qui revient essentiellement a` supposer que ceux-ci avancent a` vitesse constante ou sans
grande variation de celle-ci. A priori, rien n’interdit de supposer que les taux d’erreur et de
re´paration qui engendrent les asyme´tries de composition de´pendent de la vitesse de passage
des complexes. Nous ne savons d’ailleurs pas si l’amplitude des profils augmenterait ou au
contraire diminuerait avec la vitesse. On pourrait ainsi eˆtre tente´ d’expliquer la forme des
profils observe´s par des variations de la vitesse des complexes effectuant la re´plication.
Toutefois, en imaginant que la vitesse de progression du complexe se fasse en fonction
de la distance a` l’origine de de´part ou du temps e´coule´ depuis ce de´part, on devrait
syste´matiquement observer un profil anti-syme´trique dans le signal biais de part et d’autre
des origines. De plus, il apparaˆıt difficile d’expliquer comment la vitesse pourrait eˆtre
de´pendante des distances se´parant deux origines successives, alors que les pentes des
profils de biais observe´s semblent varier en fonction de cette distance. Il faut aussi noter
que les complexes effectuant la re´plication sont des moteurs mole´culaires consommant
de l’ATP dont la progression est assez robuste, a` condition de disposer de ressources
ﬂ. Ce qui correspond approximativement a` 400 kpb pour les se´quences natives.
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suffisantes. De grandes variations de la vitesse de ces complexes semblent donc fort peu
probables.
Chez les procaryotes ayant un chromosome circulaire, il existe deux possibilite´s exclu-
sives de terminaison de la re´plication dans un organisme. Soit la terminaison est de´finie
par une position particulie`re sur la se´quence ou` un complexe prote´ique se lie pour servir
de point d’arreˆt aux complexes effectuant la re´plication, soit, en l’absence de site spe´ci-
fique, la terminaison s’effectue au point de rencontre des deux fourches de re´plication.
Chez les mammife`res, on peut s’interroger sur les me´canismes possibles pouvant engen-
drer des terminaisons de re´plication ale´atoires. Nous pouvons donner deux explications,
sans qu’aucune observation ne puisse corroborer l’une comme l’autre. Il est possible que
le point de terminaison soit bien la rencontre de deux complexes effectuant la re´plication.
Dans l’hypothe`se ou` la vitesse de progression des complexes est quasiment constante, la
distribution uniforme re´sulterait de la dynamique particulie`re des temps d’allumage des
origines de re´plication. Une seconde possibilite´ est l’existence de nombreux sites de ter-
minaison uniforme´ment re´partis entre deux origines voisines. Un complexe prote´ique se
lierait avec l’un d’entre eux, au hasard, pour arreˆter les complexes effectuant la re´plica-
tion. Avec une telle explication, il resterait a` comprendre pourquoi un et un seul site par
domaine de re´plication serait se´lectionne´ a` chaque cycle.
5.2 Nouvelle me´thodologie multi-e´chelle de
pre´diction des origines de re´plication
Au chapitre pre´ce´dent, une se´rie de 486 origines de re´plication putatives a e´te´ obtenue
graˆce a` une double se´lection. Premie`rement, les sauts d’amplitude suffisante ont e´te´ de´tec-
te´s dans le signal biais. Ensuite, seules les paires de sauts entourant un profil de moyenne
line´airement de´croissante ont e´te´ se´lectionne´es. L’e´tude des profils ainsi observe´s a permis
la mise au point d’un mode`le de re´plication chez les mammife`res reposant sur des ter-
minaisons ale´atoires. L’objectif est maintenant d’augmenter substantiellement le nombre
d’origines pre´dites. Pour ce faire, nous allons mettre au point un algorithme de pre´diction
d’origines de re´plication se basant directement sur la de´tection de profils caracte´ristiques
line´airement de´croissants. Nous tenterons ensuite de se´parer la composante du biais due
a` la re´plication de celle due a` la transcription.
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De´tection de profils line´airement de´croissants dans un
signal bruite´
Sans prendre en compte l’origine du signal, le proble`me envisage´ ici est la de´tection de
profils de´croissants line´airement dans un signal fortement bruite´. Pour ce faire, nous allons
utiliser une me´thodologie base´e sur la transforme´e en ondelettes (chapitre 2 de la premie`re
partie), avec une ondelette me`re spe´cialement adapte´e.
Dans l’identification des profils duˆs a` la re´plication, le proble`me majeur consiste a`
s’affranchir du bruit omnipre´sent dans le signal biais. Si les origines pre´ce´demment se´lec-
tionne´es pre´sentent un profil typique clair, il n’en va pas de meˆme dans de nombreuses
zones du ge´nome, ou` la forme en toit d’usine semble noye´e dans le bruit ambiant. L’ide´e
est de construire un algorithme de de´tection base´ sur la transforme´e en ondelettes pour
identifier les profils caracte´ristiques a` grande e´chelle et minimiser la contribution du bruit.
La me´thode que nous allons ici mettre en oeuvre ne va plus simplement consister a`
utiliser la transforme´e en ondelettes pour de´tecter les sauts ascendants de grande ampli-
tude, mais plutoˆt a` profiter de la de´composition espace-e´chelle fournie par celle-ci pour
directement de´celer, via un choix d’ondelette me`re approprie´, la pre´sence d’un profil en
forme de toit d’usine, a` savoir deux sauts ascendants se´pare´s par un comportement line´ai-
rement de´croissant. Un choix naturel consiste a` prendre comme ondelette me`re la solution
de notre mode`le de re´plication (figure 5.1), c’est-a`-dire la fonction
ψs(t) = −tχ[−1,1](t), (5.1)
illustre´e dans la figure 5.2. Le comportement de la transforme´e associe´e est particulie`re-
ment simple pour une fonction f pre´sentant un profil semblable a` celui de la re´plication
entre deux origines positionne´es en r1 et r2 respectivement,
f(t) = −θtχ[r1,r2](t). (5.2)
En effet, a` une e´chelle fixe´e, si le support de l’ondelette ψs(( . − b)/a) est recouvert par celui
de la fonction f , c’est-a`-dire pour les valeurs b de la transforme´e telles que b ∈ [b1(a),b2(a)],








ce qui montre que la transforme´e en ondelettes en un tel point b varie line´airement en
fonction de l’e´chelle. Ce re´sultat reste valable pour les fonctions du type f(t) = (−θt +
c)χ[r1,r2](t), puisqu’une ondelette est par de´finition de moyenne nulle. Si le coefficient
angulaire de la fonction est ne´gatif, i.e. si θ > 0, ce que nous supposerons implicitement,
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Fig. 5.2 – Repre´sentation de l’ondelette me`re ψs(t) = −tχ[−1,1](t).
on constate sans peine que la transforme´e en ondelettes est maximum pour ces valeurs de
b ∈ [b1(a),b2(a)] et que la fonction n’est pas de´rivable (selon b) en b = b1(a) et b = b2(a)
(cf. remarque 5.1).
La longueur de l’intervalle [b1(a),b2(a)] diminue lorsque l’e´chelle a augmente, jusqu’a` ce
que celui-ci se re´duise en un point, a` une e´chelle que nous noterons a∗. A` cette e´chelle a∗,
b1(a




/a∗) et de la fonction f sont
identiques. Pour les e´chelles plus grandes, on remarque que la transforme´e en ondelettes
prend des valeurs infe´rieures : Wψsf(b1(a
∗),a) < Wψsf(b1(a∗),a∗), si a > a∗ (cf. remarque
5.1). Ainsi, pour toutes les e´chelles a telles que a 6 a∗ et les valeurs de b telles que
b ∈ [b1(a),b2(a)], la transforme´e en ondelettes se comporte line´airement en fonction de
l’e´chelle, selon l’e´galite´ (5.3), ce qui n’est pas vrai pour les e´chelles a > a∗.
La fonction Wψsf(b,a) s’obtient explicitement lorsque f est une fonction du type (5.2).
Remarque 5.1 La transforme´e en ondelettes de la fonction f = (θt + c)χ[r1,r2](t) par
l’ondelette ψs est donne´e par la fonction
Wψsf(b,a) =

0 si b+ a 6 r1,
− θb+c2 (1− (r1−b)
2
a2
)− θ a3 (1− (r1−b)
3
a3
) si b− a < r1 et b+ a > r1,
−2/3 θ a si b− a > r1 et b+ a 6 r2,
− θb+c2 ( (r2−b)
2
a2
− 1)− θ a3 ( (r2−b)
3
a3
+ 1) si b− a < r2 et b+ a > r2,
0 si b− a > r2,
(5.4)
pour les e´chelles infe´rieures a` la valeur a∗. Pour les e´chelles supe´rieures, il faut conside´rer
le cas ou` c’est le support de l’ondelette qui recouvre celui de la fonction. En fait, en posant
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r∗1 = sup{b− a,r1} − b et r∗2 = inf{b+ a,r2} − b, on peut e´crire
Wψsf(b,a) =
{
















La constantes c et les extre´mite´s du support r1 et r2 apparaˆıssent pour les positions
interme´diaires ou` l’ondelette n’est pas entie`rement recouverte par la fonction f . Pour
les e´chelles plus grandes que la valeur a∗, l’e´galite´ (5.5) montre que l’ondelette de´croˆıt
quadratiquement en fonction de l’e´chelle a. 2
La taille et la position du profil line´airement de´croissant (5.2) peuvent eˆtre de´termine´s
graˆce a` l’ondelette me`re ψs (cf. e´galite´ (5.1)) comme suit. Pour chaque position b, on
repe`re la plus grande e´chelle aM (b) ou` le comportement de la transforme´e est line´aire.
Ainsi, aM (b) repre´sente l’e´chelle telle que Wf(b,a) = Ca, si a < aM (b) et Wf(b,a) < Ca
si a > aM (b), pour une constante C non nulle. La plus grande e´chelle supb{aM (b)} ainsi
atteinte de´finit la taille du support de f . Il suffit de remarquer que a∗ = supb{aM (b)}
et qu’a` cette e´chelle la longueur du support de l’ondelette vaut diam[ψs(( . − b)/a∗)] =





Le milieu du support [r1,r2] peut ainsi eˆtre de´termine´ graˆce a` la position b
∗ ou` l’e´chelle






Cette me´thode permet de de´terminer entie`rement le support [r1,r2] de la fonction f .
Finalement, le coefficient angulaire θ peut aussi eˆtre de´termine´ via la relation (5.3).
Illustrons ces re´sultats par un exemple concret.
Exemple 5.2 Soit la fonction f(t) = 10−2tχ[−100,100](t). La transforme´e en ondelettes de
cette fonction en utilisant l’ondelette me`re ψs est repre´sente´e dans la figure 5.3. Elle montre
clairement que les grandes valeurs de la transforme´e se concentrent dans le demi-plan
espace-e´chelle au voisinage du point (b∗,a∗) = (0,100), alors que les plus petites valeurs se
situent au voisinage de (−100,1) et (100,1). Comme cela est illustre´ dans la figure 5.4, la
longueur du plateau centre´ a` l’origine diminue lorsque l’e´chelle augmente, jusqu’a` ce qu’il
se re´duisent au seul point (b∗,a∗) = (0,100). Pour une position b donne´e, la transforme´e
en ondelettes varie line´airement en fonction de l’e´chelle jusqu’a` ce que le support de
l’ondelette ψs(( . − b)/a) ne soit plus recouvert par celui de f . Les valeurs de la transforme´e
de´croissent alors brusquement (en 1/a2), comme cela est illustre´ dans la figure 5.5. La
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Fig. 5.3 – Repre´sentation espace-e´chelle de la transforme´e en ondelettes de la fonction
f(t) = 10−2tχ[−100,100](t). La transforme´e est maximum en (b∗,a∗) = (0,100) et minimum
en (−100,1) et (100,1), soit aux extre´mite´s du support de f . Les couleurs utilise´es vont
du noir (pour les valeurs les plus faibles de la transforme´e en ondelettes) au rouge (pour
les valeurs les plus fortes), en passant par le bleu (pour les valeurs interme´diaires).
position b∗, correspondant au plus grand intervalle dans les e´chelles du type ]0,aM (b)],
de´finit le milieu du support du signal f et l’e´chelle a∗ = aM (b∗) ou` ce comportement cesse
d’eˆtre line´aire, permet de de´terminer la longueur du support r2− r1 = 2a∗. Ici, on obtient
b∗ = 0 et a∗ = 100 (figure 5.5). 2
Avec cette nouvelle me´thodologie de de´tection de profil en dent de scie, nous pouvons
quelque peu relaxer la contrainte sur l’amplitude des sauts ascendants qui bordent la
de´croissance line´aire. Le signal moyen du biais S˜ est calcule´ selon l’e´galite´ (3.3). Un point
n de ce signal sera associe´ a` un saut acceptable comme origine de re´plication si, en se
basant sur le calcul du saut donne´ par l’expression (3.4),
S˜(n− 20) 6 −ε et S˜(n+ 20) > ε, (5.8)
ou` ε est un seuil ajustable. De´sormais, le but est moins de de´tecter les sauts ascendants
de grande amplitude que d’exclure les zones ne correspondant pas a` une transition biais
ne´gatif – biais positif. C’est pourquoi nous avons de´cide´ de fixer la valeur de ε a` ε = 0.03,
soit une valeur syste´matiquement supe´rieure a` l’e´cart-type estime´ du signal S˜ pour les
chromosomes humains (pour le plus grand chromosome, il est infe´rieur a` 0.015). Pour
chacun des 22 chromosomes asexue´s de l’homme, nous avons ainsi construit le dictionnaire
D des points n ve´rifiant les conditions donne´es par les ine´galite´s (5.8).
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Fig. 5.4 – La transforme´e en ondelettes de f(t) = 10−2tχ[−100,100](t) pour les e´chelles
a = 10 (pointille´s), 50 (traits discontinus) et 100 (trait continu), en utilisant l’ondelette
me`re ψs (e´galite´ (5.1)). L’e´chelle a = a
∗ = 100 est celle ou` le plateau centre´ en b = b∗ = 0













Fig. 5.5 – La transforme´e en ondelettes de f(t) = 10−2tχ[−100,100](t) en utilisant l’onde-
lette me`re ψs (e´galite´ (5.1)), pour les positions b = 50 (pointille´s) et b = b
∗ = 0 (trait
continu) en fonction de l’e´chelle. On observe un comportement line´aire puis une de´crois-
sance nette. Pour la position b = b∗ = 0, ce changement de comportement a lieu a` une
e´chelle a∗ plus e´leve´e que pour les autres positions, ce qui permet d’affirmer que le centre
du support de f se trouve dans cet exemple en b∗ = 0. L’e´chelle a∗ permet de de´finir la
longueur r2 − r1 = 2a∗ = 200 de ce support.
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Application test sur des profils synthe´tiques en forme de
toit d’usine bruite´
Dans cette sous-section, nous allons tester notre me´thodologie sur des profils synthe´tiques




fj(t) + g(t), (5.9)





t− (rj + δj/2) + cj
))
χ[rj ,rj+δj ], (5.10)
avec rj + δj 6 rj+1 et ou` g(t) est une fonction inconnue jouant le roˆle d’un bruit. Au voi-
sinage du milieu du support de fj , la transforme´e en ondelettes avec l’ondelette me`re ψs
(e´galite´ (5.1)) devrait se comporter line´airement en fonction de a, suivant l’e´galite´ (5.3).
Pour chaque position b, on e´value la plus grande e´chelle aM (b) jusqu’a` laquelle la trans-
forme´e se comporte bien line´airement en fonction de l’e´chelle. Pour ce faire, on se´lectionne
l’intervalle [a1,a2] minimisant, au sens des moindres carre´s, la distance moyenne entre les
points d’une droite et la fonction Wf(b, . ). Le parame`tre a1 est pris tel que la longueur
du support de l’ondelette associe´e ψs( ./a1) soit supe´rieure a` 40 kpb, pour minimiser les
effets du bruit et de la discre´tisation de l’ondelette, et infe´rieure a` 50 kpb, pour e´viter de
se´lectionner une partie line´aire ne s’e´tendant pas aux petites e´chelles. Cet intervalle e´tant
identifie´, on pose aM (b) = a2.
L’e´tape suivante consiste, pour chaque paire de points (n1,n2) appartenant au dic-
tionnaire D des sauts ve´rifiant la condition (5.8), a` s’assurer que l’intervalle [n1,n2] de´-
finit un profil line´airement de´croissant. La taille associe´e a` ce profil hypothe´tique δ =
2aM ((n1 + n2)/2) est compare´e a` la taille re´elle n2 − n1. Si la diffe´rence entre ces deux
valeurs est infe´rieure a` min{δ/10,30} (les erreurs autorise´es sont le´ge`rement supe´rieures
a` l’erreur maximum due a` la discre´tisation de la transforme´e en ondelettes), l’intervalle
est conside´re´ comme un profil candidat et on lui associe un score e´gal a` la distance des
moindres carre´s moyenne calcule´e a` l’e´tape pre´ce´dente. Lorsque toutes les paires ont e´te´
passe´es en revue, on e´limine les intervalles se superposant en comparant les distances as-
socie´es. Si, par exemple, les intervalles I1 = [n1,n2], I2 = [n2,n3] et I3 = [n1,n3] sont tous
les trois des profils candidats, on retiendra soit I1 et I2, soit I3 selon que la moyenne des
distances associe´es a` I1 et I2 est infe´rieure ou non a` celle associe´e a` I3.
Cette me´thode peut eˆtre raffine´e comme suit. Premie`rement, pour un b fixe´, lorsque
l’intervalle [a1,a2] minimisant la distance a e´te´ se´lectionne´, on peut poser non plus aM (b) =
a2, mais
aM (b) = sup{a : Wf(b,a) > Wf(b,a2)}, (5.11)
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a` condition que la diffe´rence entre aM (b) (de´fini par l’e´galite´ (5.11)) et a2 soit infe´rieure
a` a2/10. La raison de ce raffinement est que la valeur de l’e´chelle pour laquelle on passe
d’un comportement line´aire en fonction de l’e´chelle a` un comportement non-line´aire peut
eˆtre mal localise´e, a` cause du bruit. Le pic de transition observe´ dans la figure 5.5 entre
un comportement line´aire croissant et un comportement parabolique de´croissant peut de-
venir une bosse dont le maximum est plus ou moins bien de´fini. Enfin, la modification
la plus importante consiste a` ame´liorer la pre´cision sur la de´termination de l’intervalle
[b∗− a∗,b∗ + a∗] correspondant au support d’un motif du profil en toit d’usine. A` l’e´chelle
aM (b
∗), on repe`re d’abord les minima de la transforme´e en ondelettes situe´s a` une dis-
tance infe´rieure a` aM (b
∗), i.e. la moitie´ de la longueur estime´e de l’intervalle I que l’on
cherche a` de´terminer, de b∗ (qui correspond au milieu estime´ de I). On calcule alors les
lignes d’extrema de la transforme´e en ondelettes en ne retenant que celles passant par
un minimum pre´ce´demment se´lectionne´. Plutoˆt que de de´finir la taille du support comme
e´tant r = 2aM (b
∗), on se´lectionne parmi les lignes de minima les deux lignes de part
et d’autre du segment {(b∗,a) : 40 < a < aM (b∗)} pointant, a` l’e´chelle de 40 kpb, sur
le saut ascendant de plus grande amplitude. Si b1 et b2 de´signent ces positions, on pose
b∗ = (b1 + b2)/2 et aM (b∗) = (b2 − b1)/2.
Pour tester cette me´thode de de´tection, nous avons cre´e´ un signal du type f(t) =∑
j fj(t) + g(t), ou` les fonctions fj sont de´finies par l’e´galite´ (5.10) et ou` g(t) est un bruit
blanc. Pour simuler la re´plication, nous avons pose´ cj = 0.07 et choisi la variance du bruit
e´gale a` 0.08. Les longueurs des supports des fonctions fj ont e´te´ tire´es au hasard selon une
loi normale de moyenne 550 kpb et d’e´cart-type 300 kpb. Des fonctions cre´neaux simulant
le biais de transcription ont e´galement e´te´ surajoute´es avec une longueur moyenne de 30
kpb et un e´cart-type de 50 kpb. Une re´alisation d’un tel signal est illustre´e dans la figure
5.6 (a). La transforme´e en ondelettes, en utilisant l’ondelette me`re ψs (e´galite´ (5.1)), est
repre´sente´e dans la meˆme figure 5.6. On remarque directement que les caracte´ristiques
principales de la transforme´e en ondelettes d’un signal fj , illustre´es dans les figures 5.3,
5.4 et 5.5, se retrouvent dans la figure 5.6 : un maximum de la transforme´e se situe en
ge´ne´ral dans le demi-plan espace-e´chelle au voisinage d’un point du type (rj + δj/2, a
∗),
c’est-a`-dire qu’il est positionne´ au centre du support de fj et a` l’e´chelle a
∗ correspondant
a` la moitie´ de la taille du support. Remarquons que la pre´sence du bruit se manifeste
surtout aux petites e´chelles, ou` cela perturbe la de´tection d’e´ventuels motifs fj de petite
taille.
Sur les 2201 motifs de type fj pre´sents dans notre e´chantillon statistique du signal
synthe´tique, 1997 ont e´te´ retrouve´s par notre me´thodologie, soit plus de 90%. Concernant
la taille des profils ainsi de´tecte´s, il y a, comme on pouvait s’y attendre, une disparite´
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Fig. 5.6 – (a) Repre´sentation d’un signal synthe´tique simulant le signal biais en forme de
toit d’usine (voir texte). Le signal profil non bruite´ (lignes grises) est superpose´ au signal
bruite´ (points noirs). (b) Transforme´e en ondelettes du signal bruite´ synthe´tique repre´sente´
en (a) en utilisant l’ondelette me`re ψs (figure 5.2). On distingue clairement l’existence
de domaines dans le demi-plan espace-e´chelle caracte´ristiques de la repre´sentation en
ondelettes de fonctions du type fj (cf. figure 5.3). La transforme´e en ondelettes avec
l’ondelette me`re adapte´e permet la de´tection multi-e´chelle des profils en toit d’usine via
une de´tection de forme dans le demi-plan espace-e´chelle. Le code couleur est identique a`
celui utilise´ dans la figure 5.3.
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Fig. 5.7 – Histogramme des tailles des domaines de´tecte´s (en gris) dans le signal syn-
the´tique en forme de toit d’usine (illustre´ dans la figure 5.6 (a)), comparativement a`
l’histogramme des tailles des domaines effectivement ge´ne´re´s (en noir). Les tailles de ces
domaines ont e´te´ tire´es selon une loi gaussienne ; des fonctions en forme de cre´neau et
un bruit blanc ont e´te´ additionne´s au signal, comme de´crit dans le texte.
nette, illustre´e dans la figure 5.7. Moins de 70% des motifs de longueur infe´rieure a` 450
kpb sont de´tecte´s, pourcentage qui tombe a` 13% si l’on ne conside`re que les motifs dont
la longueur du support est infe´rieure a` 150 kpb. A` ces e´chelles, les maxima sont noye´s
au milieu de ceux induits par le bruit, omnipre´sent ; celui-ci peut meˆme conduire a` la
(( de´tection )) de profils non existants (8 faux positifs dont 6 d’une taille infe´rieure a` 150
kpb). Signalons aussi que 7% des profils non-de´tecte´s ont e´te´s concate´ne´s : la` ou` il y avait
deux profils successifs, l’algorithme a conside´re´ qu’il ne s’agissait que d’un seul. Un autre
point qu’il nous a semble´ ne´cessaire d’ame´liorer est la pre´cision avec laquelle sont de´tecte´s
les extre´mite´s des supports, l’erreur e´tant en moyenne le´ge`rement supe´rieure a` 15 kpb.
Vu le caracte`re irre´gulier de l’ondelette me`re utilise´e (cf. figure 5.2), il est difficilement
envisageable d’acque´rir une plus grande pre´cision en utilisant uniquement la fonction ψs.
Le proble`me d’impre´cision sur la position des sauts ascendants aux bords des domaines
peut eˆtre ame´liore´ comme suit. Une fois que les extre´mite´s des supports {nk} ont e´te´s
estime´s graˆce a` l’ondelette me`re ψs, la transforme´e en ondelettes du signal biais est effec-
tue´e a` nouveau en utilisant cette fois l’ondelette me`re de´rive´e premie`re de la gaussienne
(cf. figure 2.1 (a) de la premie`re partie). Pour chaque extre´mite´ nk, le maximum pre´sent
a` l’e´chelle correspondant a` la taille caracte´ristique de 200 kpb le plus proche de nk est
se´lectionne´. On chaˆıne ensuite les maxima du module a` travers les e´chelles pour ne gar-
der que les lignes passant par un point du type (nk,200). La position pointe´e par chaque
ligne a` l’e´chelle 40 kpb de´finit une nouvelle position n′k, pointant plus pre´cise´ment sur le
saut que ne le faisait nk. Avec cette modification, l’erreur moyenne sur la localisation des
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extre´mite´s des domaines est re´duite a` 5 kpb.
Nous pouvons supposer que la me´thodologie ainsi de´veloppe´e permet de de´tecter ef-
ficacement les profils associe´s au me´canisme de re´plication dans le signal biais avec une
pre´cision de l’ordre de 5 kpb, pour autant que la taille du domaine soit supe´rieure a` 200
kpb.
De´tections des origines de re´plication dans le ge´nome
humain
L’application de notre me´thodologie de de´tection de profil line´airement de´croissant borde´
par deux sauts ascendants de grande amplitude au signal biais S = STA+SGC des 22 chro-
mosomes asexue´s de l’homme va nous permettre de se´lectionner de nouveaux domaines
de re´plication. Parmi tous les domaines ainsi de´tecte´s, nous allons ensuite uniquement
retenir les domaines ou` les biais de transcription et de re´plication pourront eˆtre se´pare´s.
Nous obtiendrons ainsi une banque de 1153 orgines putatives dont les domaines associe´s
dans le signal biais S recouvriront 40% du ge´nome humain.
La premie`re e´tape de notre me´thodologie de pre´diction des origines de re´plication dans
le ge´nome humain est l’application de la me´thode multi-e´chelle pre´sente´e dans la section
pre´ce´dente pour de´tecter les profils en toit d’usine aux signaux biais S des 22 chromosomes
asexue´s de l’homme. Cette e´tape est illustre´e dans la figure 5.8.
Ensuite, parmi tous les domaines ainsi de´tecte´s, seuls ceux ve´rifiant notre mode`le pour la
re´plication (cf. figure 5.1) sont se´lectionne´s. Selon ce mode`le, la re´plication induit un profil
line´airement de´croissant entre deux origines de re´plication dans le signal biais S. Ainsi, le
fait de retrancher ce comportement line´aire a` un domaine de´limite´ par deux origines de
re´plication est suffisant pour e´liminer la composante du biais due a` la re´plication entre
ces deux origines. Une fois cette composante oˆte´e du signal biais S, seule la composante
du biais due aux me´canismes de transcription devrait subsister. Le profil de biais restant
devrait donc eˆtre en forme de cre´neaux, les cre´neaux ascendants (positifs) correspondant
aux ge`nes situe´s sur le brin Watson et les cre´neaux descendants (ne´gatifs) correspondant
aux ge`nes situe´s sur le brin Crick. Le comportement line´aire induit par les me´canismes
de la re´plication est donc celui qui une fois retranche´ du signal biais S donne lieu a` un
profil en forme de cre´neaux, les ge`nes e´tant de´cale´s verticalement (positivement pour les
ge`nes sens sur le brin Watson et ne´gativement pour les ge`nes anti-sens sur le brin Crick)
par rapport aux re´gions interge´niques de moyenne nulle.
Puisque la forme en toit d’usine doit eˆtre syme´trique dans le signal biais, le profil line´ai-
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Fig. 5.8 – Application de la me´thodologie de´veloppe´e dans la section pre´ce´dente aux chro-
mosomes asexue´s de l’homme. (a) Le signal biais repre´sente´ est issu du chromosome 12.
Les ge`nes sens situe´s sur le brin Watson sont colore´s en rouge et les ge`nes anti-sens sur
le brin Crick en bleu. (b) La transforme´e en ondelettes du signal biais avec l’ondelette
me`re ψs (e´galite´ (5.1)), permettant de de´limiter les bords des domaines caracte´ristiques
du signal biais. Le code des couleurs est identique a` celui utilise´ dans la figure 5.3.
rement de´croissant doit eˆtre nul au milieu du domaine, c’est-a`-dire au point e´quidistant
des deux origines bordant le domaine. La composante line´aire induite par les me´canismes
de re´plication est donc seulement de´termine´e par son coefficient angulaire θ. Ce coeffi-
cient peut eˆtre estime´ comme suit. Comme pre´ce´demment, la taille de chaque profil est
renormalise´e de telle sorte qu’elle soit e´gale a` l’unite´. Suivant notre mode`le de la re´plica-
tion (cf. section 5.1), les points du signal biais d’un domaine correspondant a` des zones
interge´niques doivent se placer le long d’une droite intersectant l’axe des abscisses au
point t = 1/2, i.e. le long d’une droite du type −θ(t − 1/2). Il n’en va pas de meˆme pour
les points correspondant aux zones ge´niques sens + (resp. sens −), puisque le biais de
transcription peut de´caler les points vers des valeurs plus grandes (resp. plus petites).
Ces points doivent donc se placer sur une droite du type −θt + c1 (resp. −θt + c2), les
constantes c1 et c2 de´pendant du ge`ne. Si Ti de´signe les abscisses des points correspon-
dant a` des zones interge´niques et Ts (resp. Ta) celles des points correspondant a` des zones
de ge`nes sens (resp. anti-sens), le signal biais d’un profil devrait eˆtre approxime´ par une
fonction de la forme
ω(t; θ,c1,c2) = −θ(t− 1
2
)χTi(t) +
(− θt+ c1(t))χTs(t) + (− θt+ c2(t))χTa(t), (5.12)
avec t ∈ [0,1]. Cette fonction est de´finie par un coefficient angulaire −θ unique, de´finissant
le comportement line´aire induit par les me´canismes de re´plication. Le coefficient θ associe´
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Fig. 5.9 – Illustration de la me´thode utilise´e pour se´parer le biais de re´plication du biais
de transcription dans les signax biais S des 22 chromosomes asexue´s du ge´nome humain.
(a) Exemple d’un profil comportant des zones ge´niques et interge´niques. (b) Exemple d’un
profil avec peu de zones interge´niques. (c) Exemple d’un profil interge´nique. Pour chaque
domaine ((a), (b) et (c) respectivement), le coefficient angulaire −θ est estime´, en mini-
misant la distance (par un test de chi-deux) entre S et la fonction ω(t,ω,c1,c2) (e´galite´
5.12). Le profil redresse´ ((d), (e) et (f) respectivement) caracte´rise un domaine de´sormais
de´pourvu de biais induit par la re´plication. Le signal redresse´ S′ repre´sente donc le seul
biais induit par les me´canismes de transcription, comme peuvent en te´moigner les profils
en forme de cre´neaux obtenus dans (d), (e) et (f).
a` un domaine peut ainsi eˆtre de´termine´ en minimisant la distance (par un test de type chi-
deux portant sur θ et les constantes c1 et c2 de chaque ge`ne) entre le signal biais associe´ et
la fonction ω(t; θ,c1,c2). Une fois le coefficient angulaire estime´, le biais au bord du profil
duˆ a` la re´plication peut en eˆtre de´duit : S = θ/2. Le signal redresse´ S
′(t) = S(t)+θ(t−1/2)
ne pre´sente donc plus de biais re´plicationnel. Cette me´thode est illustre´e dans la figure
5.9.
Applique´e au ge´nome humain, cette me´thodologie permet de se´lectionner 1153 origines
possibles, de´limitant 759 domaines. Le nombre d’origines pre´dites est donc multiplie´ par un
facteur supe´rieur a` deux par rapport a` la pre´ce´dente banque d’origines putatives (chapitre
4). Les nouveaux domaines couvrent pre`s de 41% du ge´nome, leur taille moyenne e´tant de
747 kpb dans les se´quences masque´es, soit 1271 kpb dans les se´quences natives. L’histo-
gramme des tailles trouve´es est repre´sente´ dans la figure 5.10. Notre me´thodologie permet
d’estimer une valeur du biais de re´plication moyen e´gale a` S = 0.06. L’histogramme des
valeurs du biais de re´plication pour chaque domaine se´lectionne´, ve´rifiant notre mode`le
pour la re´plication, est donne´ dans la figure 5.11. Remarquons que cet histogramme est
en tre`s bon accord avec le biais de re´plication estime´ dans les re´gions interge´niques autour
des origines de re´plication connues expe´rimentalement (table 4.6).
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Fig. 5.10 – Histogrammes des tailles (en kpb) des domaines de re´plication de´tecte´s. En
(a) sont repre´sente´es les tailles sans prendre en compte les se´quences re´pe´te´es. Pour les
se´quences natives, on obtient en (b) un histogramme pre´sentant le meˆme profil, mais ou`







Fig. 5.11 – Histogramme des biais de re´plication mesure´s relativement aux domaines
de´tecte´s dans le ge´nome humain (chromosomes asexue´s).
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Annexe A
La bijection de Cantor et la
courbe de Peano
L
es articles de Cantor [91] et Peano [311] permettent de mettre en lumie`re les
limites de la dimension topologique, chacun amenant une question fondamentale
sur la notion de dimension. En effet, suivant l’article de Cantor, il existe une bijection
entre l’intervalle et le carre´ unite´, laissant a` penser qu’un plan n’est pas plus riche qu’une
droite. L’article de Peano quant a` lui exhibe une courbe continue remplissant ce meˆme
carre´, remettant en cause l’ide´e que la dimension repre´sente le plus petit nombre de
parame`tres ne´cessaire pour de´crire le mouvement d’un point mate´riel.
A.1 La bijection de Cantor
Dans un article fondateur [91], Cantor introduit la notion de puissance et esquisse sa
philosophie des ensembles . Il y introduit aussi ce que l’on appelle la bijection de Cantor,
qui e´tablit une bijection entre l’intervalle et le carre´ unite´, que nous allons introduire ici.
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Pre´liminaires
Il nous faut commencer par pre´senter quelques e´le´ments (se trouvant dans l’article de
Cantor) sur l’infini et le fait d’eˆtre de´nombrable. Le re´sultat est qu’il existe une bijection
entre l’intervalle unite´ et l’ensemble des irrationnels de cet intervalle.
Avant de donner la de´finition de l’application de Cantor, il nous faut faire quelques rap-
pels. On peut ordonner les nombres rationnels de l’intervalle [0,1] de la manie`re suivante :
tout nombre rationnel peut s’e´crire sous forme irre´ductible p/q. On pose alors N = p+ q.
A` chaque nombre rationnel p/q peut donc eˆtre associe´e un entier N unique et re´ciproque-
ment, a` chaque entier N correspond un nombre fini de rationnels p/q. On ordonne alors
les rationnels par N croissant, les rationnels associe´s au meˆme N e´tant eux-meˆmes range´s
par ordre croissant.
Nous identifierons l’ensemble des irrationnels de l’intervalle unite´ par E = [0,1] \ Q.
Montrons qu’il existe une bijection entre E et [0,1]. Soit {xj}j>0 une suite de nombres
irrationnels distincts entre eux ﬂ. Si l’on note X l’ensemble des valeurs prises par la suite
{xj}j>0 et H l’ensemble des irrationnels de l’intervalle unite´s distincts des xj ,
H = {x ∈ [0,1] : x /∈ Q, x 6= xj ∀j > 0} = [0,1] \ (Q ∪X), (A.1)
on a
[0,1] = H ∪X ∪ (Q ∩ [0,1]), (A.2)
et
E = H ∪Xp ∪Xi, (A.3)
ou` Xp (resp. Xi) de´signe l’ensemble des valeurs prises par la suite irrationnelle {x2j}j>0
(resp. {x2j−1}j>0). Comme il existe une bijection entre X et Xp d’une part et entre Xi
et l’ensemble des rationnels de l’intervalle unite´ d’autre part, les e´galite´s (A.2) et (A.3)
permettent d’affirmer la proposition suivante,
Proposition A.1 Il existe une bijection entre [0,1] et [0,1] \Q.
De´finition
Fort du re´sultat pre´ce´dent, la construction de la bijection de Cantor devient alors simple.
La pre´sente section est entie`rement base´e sur l’article original, excepte´ la proposition sur
la continuite´.




A.1. La bijection de Cantor
Rappelons d’abord [118, 223, 306] que tout nombre irrationnel t peut eˆtre identifie´ a`
une suite infinie {aj}j>0 de nombres naturels, cette suite de´terminant le de´veloppement en
fraction continue ordinaire de t. Inversement, une fraction continue ordinaire est toujours
convergente et la limite est un nombre irrationnel si la suite associe´e est infinie. Si t
est un nombre irrationnel de l’intervalle [0,1], nous e´crirons t = [0,a1,a2, . . .]. On de´finit
l’application de Cantor pour tout nombre irrationnel
t = [0,a1,a2, . . .]
de l’intervalle [0,1], en lui associant le couple d’irrationnels (x(t),y(t)) de´fini de la manie`re
suivante,
x(t) = [0,a1,a3, . . . ,a2j−1, . . .], y(t) = [0,a2,a4, . . . ,a2j , . . .]. (A.4)
Inversement, a` tout couple d’irrationnels (x,y) de [0,1]2, on peut associer l’irrationnel
t(x,y) de [0,1] en posant, si
x = [0,a1,1,a1,2, . . . ,a1,j , . . .], y = [0,a2,1,a2,2, . . . ,a2,j , . . .], (A.5)
t(x,y) = [a′1,a
′
2, . . . ,a
′
j , . . .], (A.6)
avec
a′2(j−1)+k = ak,j (j > 0, k ∈ {1,2}). (A.7)
Il existe donc une bijection entre l’ensemble des irrationnels de l’intervalle unite´ et l’en-
semble des irrationnels du carre´ unite´.
La proposition A.1 nous permet d’e´tendre l’application de Cantor a` l’intervalle [0,1]
tout entier.
The´ore`me A.2 Il existe une bijection entre l’intervalle unite´ et le carre´ unite´.
Donnons de`s a` pre´sent une proprie´te´ fondamentale,
Proposition A.3 L’application de Cantor n’est pas continue.





On peut supposer que tj est un e´le´ment de H (ou` H est de´fini par la relation (A.1))
quelque soit j. Ainsi, si C de´signe la bijection de Cantor, on trouve directement
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on trouve, en supposant que t′j ∈ H,
C(t′j) = (1/(φ+ 10j),
√
2/10),
ou` φ = (1−
√
5)/2 est l’inverse du nombre d’or. Les suites tj et t
′
j convergent vers la meˆme
limite, mais la deuxie`me composante de C(tj) vaut
√
2 − 1 alors que celle de C(t′j) vaut√
2/10. 2
Formulons maintenant quelques remarques. Ce re´sultat peut se ge´ne´raliser a` Rn.
Remarque A.4 On peut sans difficulte´ montrer qu’il existe une bijection entre l’inter-
valle unite´ et [0,1]n. Il suffit de remplacer les e´galite´s (A.5), (A.6) et (A.7) par les suivantes,
e1 = [0,a1,1,a1,2, . . . ,a1,j , . . .],
... (A.8)
en = [0,an,1,an,2, . . . ,an,j , . . .],
et de de´finir




2, . . . ,a
′
j , . . .], (A.9)
avec
a′n(j−1)+k = ak,j (j > 0, k ∈ {1, . . . ,n}), (A.10)
puis d’appliquer la proposition A.1. 2
On ne peut obtenir une telle application si on remplace le de´veloppement en fraction
continue d’un nombre par son expression de´cimale.
Remarque A.5 Si l’on essaie d’appliquer directement au re´el
t = 0.d1d2 · · ·
des relations du type g
x(t) = 0.d1d3 · · · d2j−1 · · · , y(t) = 0.d2d4 · · · d2j · · ·
on ne de´finit pas une fonction du fait de la multiplicite´ des repre´sentations de t : si l’on
prend t1 = 0.199 · · · et t2 = 0.2, on obtient y(t1) = 0.99 · · · et y(t2) = 0, alors que t1 = t2.
2
g. Voir l’annexe A.2 pour les de´tails sur la notation.
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A.2 La courbe de Peano
La courbe dite de Peano constitue le premier exemple de courbe continue remplissant le
carre´ unite´ et fait partie des exemples qui mirent a` la lumie`re du jour les lacunes de la
notion de dimension telle qu’envisage´e au de´but du sie`cle passe´. La pre´sente section est
entie`rement base´e sur l’article original de Peano [311].
De´finition
La de´finition de la courbe de Peano peut sembler peu naturelle mais elle pre´sente l’avantage
d’eˆtre simple, comme en te´moignent les re´sultats trivialement de´ductibles de la construc-
tion.
De´finissons d’abord l’application K qui a` un naturel j infe´rieur ou e´gal a` 2 associe
Kj = 2− j. On pose K0j = j et K lj = KK l−1j (l > 0). La courbe de Peano se construit
comme suit. En base de nume´ration 3, base dans laquelle nous nous placerons dans toute
cette section, tout nombre t de l’intervalle [0,1] peut eˆtre de´fini par une suite {dj}j∈N0 et
repre´sente´ ﬃ sous la forme t = 0.d1d2d3 · · · , ou` dj ∈ {0,1,2}, j ∈ N0. Cette repre´sentation
n’est e´ventuellement pas unique. A` ce nombre t, on associe le couple de points (x(t),y(t))


















On constate que le j-ie`me chiffre de x(t), d
(x)
j est e´gal soit a` d2j−1, soit a` 2−d2j−1 selon
que la somme des chiffres d’indice pair
∑j−1
k=1 d2k qui le pre´ce`de est paire ou impaire. Il en




























Cette construction de´finit deux fonctions de t (a` savoir x et y). En effet, on montre
aise´ment que x(t) et y(t) ne de´pendent pas de la repre´sentation choisie pour le nombre t.
ﬃ. Nous amalgamons donc un nombre re´el avec sa repre´sentation. Cet abus de langage est conforte´ par
la remarque A.6
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Remarque A.6 Pour que la de´finition soit licite, il est a` montrer que si t ∈ [0,1]





3 · · · , avec dj 6= d′j pour au moins un j, les couples correspondants (x(t),y(t))
et (x′(t),y′(t)) de´finis respectivement a` partir de {dj}j∈N0 et {d′j}j∈N0 sont e´gaux (mais ne
posse`dent e´ventuellement pas la meˆme repre´sentation). Autrement dit (x(t),y(t)) de´pend
bien de t et non de sa repre´sentation. De fait, supposons d’abord que les deux formes de
t soient t = 0.d1d2 . . . d2j−1d2j222 . . . avec d2j 6= 2 et t = 0.d1d2 . . . d2j−1d′2j000 · · · , avec









et ainsi les e´le´ments d
(x)
l de x(t), lorsque l > j + 1 sont donne´s par K
Pj
k=1 d2k2, quelque
soit la repre´sentation de t choisie. Les deux autres formes possibles pour t sont t =
0.d1d2 . . . d2j−1222 . . . avec d2j−1 6= 2 et t = 0.d1d2 . . . d′2j−1000 · · · , avec d′2j−1 = d2j−1+1.
Il suffit de constater que si l’on prend t1 = 0.d2j−1222 · · · et t2 = 0.d′2j−1000 · · · , les
nombres x(t1) et x(t2) correspondants ont meˆme valeur (mais pas la meˆme repre´sentation).
Le meˆme argument s’applique pour y(t). 2
Proprie´te´s
Les principales caracte´ristiques de cette courbe sont sa continuite´, sa surjectivite´ et sa
non-injectivite´.
A` partir du paragraphe pre´ce´dent, on peut affirmer que x(t) et y(t) sont des fonctions
de t. Ces fonctions sont de plus continues. De fait, si la suite {tn}n∈N0 tend vers la limite
t0, pour tout j ∈ N, il existe un nombre n suffisamment grand tel que les 2j premiers
chiffres du de´veloppement de tn′ et de l’une des repre´sentations de t0 co¨ıncident quelque
soit n′ > n. Par de´finition, les j premiers chiffres du de´veloppement de x(tn′) (resp. y(tn′))
co¨ıncident avec les j premiers chiffrent du de´veloppement de x(t0) (resp. y(t0)).
On constate aise´ment que l’application qui a` tout point t de l’intervalle [0,1] fait corres-
pondre le point (x(t),y(t)) du carre´ [0,1]2 par la me´thode de´finie plus haut est surjective.
On peut donc construire une courbe continue (( remplissant )) la carre´ unite´. Cette der-
nie`re n’est cependant pas injective. Pour s’en convaincre, il suffit de prendre un point de
l’image dont l’une des coordonne´es admet deux repre´sentations en base trois. A` ce point
du carre´ correspondent alors au moins deux points de l’intervalle unite´ (voire quatre si
chacune des coordonne´es admet une double repre´sentation).
Terminons ce paragraphe par quelques remarques. D’abord sur la ge´ne´ralisation a` l’es-
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pace Rn de la construction.
Remarque A.7 Cette construction se ge´ne´ralise aise´ment si l’on souhaite prendre le














































Ensuite sur la ge´ne´ralisation a` une autre base que la base 3.
Remarque A.8 Les meˆmes conclusions peuvent eˆtre obtenues si l’on prend pour base de
nume´ration un autre nombre impair que 3. Pour les nombre pairs, la construction de´crite
ici doit eˆtre quelque peu modifie´e et devient moins simple. 2




Re´gression line´aire par la me´thode
de la me´diane
L
a re´gression line´aire est un outil de base pour l’analyse et la mode´lisation de
donne´es. La me´thode des moindre carre´s est une me´thode quasiment universelle :
peu de personnes se soucient d’indiquer la manie`re dont elles ont proce´de´ pour mode´liser
des donne´es par une relation line´aire. Pourtant la re´gression des moindres carre´s repose
sur une distribution des erreurs gaussienne, ce qui est loin d’eˆtre le cas pour bon nombre
de donne´es expe´rimentales. Aussi, il peut eˆtre bon de disposer de me´thodes plus ge´ne´rales,
permettant des estimations plus robustes.
B.1 La me´thode des moindres carre´s
Nous rappelons ici les concepts de base sous-jacents aux me´thodes de re´gression line´aire
en exposant brie`vement la me´thode des moindres carre´s [64, 83].
Le principe de la re´gression line´aire peut eˆtre expose´ comme suit. E´tant donne´s un
ensemble de points {(xi,yi)}16i6n, on souhaite trouver le coefficient θ et la constante c
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de´crivant le mieux ces donne´es par une relation line´aire,
yi ≈ θxi + c, (B.1)
ou` nous restons volontairement flou sur le sens de (( mieux )). Une me´thode intuitive
consiste a` de´terminer θ et c tels qu’ils minimisent une certaine distance entre les points
{(xi,yi)} et les points {(xi,θxi + c)}. Le re´sultat obtenu peut eˆtre tre`s diffe´rent selon la
fonction distance choisie.
Supposons que les donne´es {(xi,yi)}16i6n soient issues d’un mode`le line´aire y(x) =
θ∗x + c∗ et que des erreurs soient commises lors de la mesure des points yi. Supposons
de plus que ces erreurs soient identiquement et inde´pendamment distribue´es selon une loi
normale d’e´cart type σ autour du mode`le y(x), y(xi) = yi+εi, εi ∈ N(0,σ2). Une manie`re
de choisir θ∗ et c∗ consiste a` maximiser la probabilite´ que, e´tant donne´s le mode`le line´aire
de´fini par y(x) = θx + c, les points mesure´s soient {(xi,yi)}, plus ou moins une certaine








(yi − θxi − c)2), (B.2)
ce qui revient a` minimiser
n∑
i=1
(yi − θxi − c)2. (B.3)
selon θ et c. Cette me´thode, appele´e me´thode des moindres carre´s. Les expressions de
θ∗ et c∗ en fonction des points {(xi,yi)} peuvent eˆtre obtenues directement en de´rivant







































B.2 La me´thode de la me´diane
Si les erreurs ne sont pas distribue´es selon une loi normale g, la re´gression line´aire des
moindres carre´s peut devenir trop sensible aux petites perturbations dans la mesure des
points yi. La me´thode de la me´diane[188, 215] est une me´thode plus robuste que celle des
moindres carre´s, car elle repose sur une distribution des erreurs plus large.
ﬂ. Sinon, cette probabilite´ serait ze´ro.
g. On peut relaxer l’hypothe`se d’homosce´dasticite´.
234
B.2. La me´thode de la me´diane
Supposons que les erreurs selon yi dans la mesures de points {(xi,yi)} ne soient pas
distribue´es selon une loi normale. On peut tenter de ge´ne´raliser l’expression a` maximiser




f(yi − θxi − c)
)
, (B.6)




f(yi − θxi − c) (B.7)
selon θ et c. Si l’on pose f(t) = t
2
/2, on retrouve le cas ou` les erreurs sont distribue´es selon
une loi normale. Une manie`re de rendre la re´gression plus robuste consiste a` supposer que
les erreurs sont distribue´es selon une double exponentielle en posant f(t) = |t|. Dans ce
cas, la fonction a` minimiser est
n∑
i=1
|yi − θxi − c|, (B.8)
appele´e de´viation absolue.
La me´diane m d’un ensemble de donne´es {xi} est aussi une valeur ﬃ minimisant la
de´viation absolue
∑




{yi − θxi}. (B.9)
Pour trouver les extrema de l’expression (B.8) selon θ, on conside`re l’e´galite´ suivante,
n∑
i=1
sign(yi − θxi − c) xi = 0, (B.10)
ou` on a pose´ sign(0) = 0. En remplac¸ant c dans cette e´quation par la fonction c(θ) de´finie
par l’e´galite´ (B.9), on obtient une e´quation d’une seule variable. Cette dernie`re peut eˆtre
re´solue par une me´thode du type bissection h. L’estimation des parame`tres θ∗ et c∗ par
minimisation de la de´viation absolue est appele´e me´thode de la me´diane.
La recherche des parame`tres optimaux θ∗ et c∗ selon d’autres crite`res, i.e. en utilisant
une autre fonction f , peut se re´ve´ler couˆteuse en temps. Il s’agit alors d’un proble`me
d’optimisation. Pour une distribution avec de plus grandes queues de distribution, on
peut prendre une distribution du type Cauchy ou Lorentz, (1 + (yi − θxi − c)2/2σ2)−1, en
posant f(t) = log(1 + t
2
/2).
ﬃ. Avec cette fonction, la solution n’est pas unique ; ainsi tout point compris entre x1 et x2 minimise
la de´viation absolue associe´e a` ces deux points.
h. Il faut eˆtre prudent si l’on utilise d’autres me´thodes pour trouver les racines, en raison des disconti-
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