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NON-COMMUTATIVE FUNCTIONS AND NON-COMMUTATIVE
FREE LEVY-HINCIN FORMULA
MIHAI POPA AND VICTOR VINNIKOV
Abstract. The paper is discussing infinite divisibility in the setting of operator-
valued boolean, free and, more general, c-free independences. Particularly, us-
ing Hilbert bimodules and non-commutative functions techniques, we obtain
analogues of the Levy-Hincin integral representation for infinitely divisible real
measures.
1. Introduction and notations
The paper presents some results concerning infinite divisibility in the framework
of operator-valued non-commutative probability.
In probability theory - classic and non-commutative - limit theorems play a cen-
tral role. The “most general” limit theorems involve so-called infinitesimal arrays,
and the limit distributions are usually identified with infinitely divisible distribu-
tions. There is a consistent literature about infinitely divisible measures in classical
probability (see [9]), dating back to Kolmogorov ([10]), P. Levy ([14]) etc. Similar
results have been found for non-commutative independences, such as [3] and [4] for
free independence, [23] for boolean probability and [12], [31] for conditionally free
probability. In the operator-valued case, when states are replaced by positive con-
ditional expectations or, more general, by completely positive maps between C∗- or
operator algebras, very little was known about operator-valued infinite divisibility;
the only exception we know of was Speicher’s work [24]. One of the obstructions is
that while in the scalar case important results characterizing infinite divisibility are
coming from Nevalinna-Pick representation properties of the functions that linearize
additive convolutions (such as the log of the Fourier transform in the classic case or
the Voiculescu’s R- and φ-transforms in the free case), such analytic tools are not
yet available in the operator-valued case. The new topic of non-commutative ([11])
or completely matricial ([29]) functions may possibly fill this gap. In particular,
the results from Section 5 of the present paper indicate that results similar to the
Nevalinna-Pick representation hold also for non-commutative functions.
The paper is organized in five sections. First section presents the introduc-
tion and some notations. Sections 2-4 are aimed towards results characterizing
infinite divisibility in operator-valued non-commutative probability using combina-
torial and operator-algebras methods and constructions. More precisely, in Section
2 we use a non-commutative version of the “Boolean Fock space” construction from
[1] to prove that, as in the scalar case, boolean infinite divisibility is trivial in the
operator-valued case; particularly, any completely positive map between two C∗-
algebras is boolean infinitely divisible. Section 3 is describing infinite divisibility
with respect to free independence over a positive conditional expectation in terms
of maps satisfying a condition of complete positivity. Section 4 is utilizing the
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techniques from the Boolean case (Section 2) to extend the results of Section 3
from positive conditional expectations to completely positive maps. In particular,
we present a construction of the non-commutative version of the conditionally free
R-transform of Bozejko, Leinert and Speicher in terms of creation, annihilation and
preservation operators on a certain inner-product bimodules. In the scalar-valued
case this construction gives a new, combinatorial proof of the main result from [12]
(see also [31]) characterizing conditionally free infinite divisibility. In Section 5 we
use the tools from the theory of non-commutative functions (see [11], [29]) to define
the non-commutative R- (also constructed in [29]), cR- and B-transforms. Refor-
mulated in terms of these transforms, the results from Sections 2, 3 and 4 are very
similar to the free and conditionally free versions of the Levy-Hincin formula from
[3], respectively [12] and [31]. The present material is using the notions detailed in
[11] (work in progress), but it is self-contained in this regard, the needed material
on non-commutative functions is briefly discussed in Section 5.2.
We will introduce now several notations. Throughout the paper B will be a unital
C∗-algebra. We will denote by B〈X〉 the ∗-algebra freely generated by B and the
selfadjoint symbol X . Unless otherwise explicitly stated, we do not suppose that
B commutes with X . We will also use the notations B〈X〉0 for the ∗-subalgebra
of B〈X〉 of all polynomials without a free term, and the notation B〈X1,X2, . . . 〉 for
the ∗-algebra freely generated by B and the non-commutating self-adjoint symbols
X1,X2, . . . .
In several instances we will identify T (B), the tensor algebra over B, to the
subalgebra of B〈X〉 spanned by {X b1X b2 · · · X bn : n ∈ N, b1, . . . , bn ∈ B} via
b1 ⊗ b2 ⊗ · · · ⊗ bn 7→ X b1X b2 · · · X bn.
The set of all positive conditional expectations from B〈X〉 to B will be denoted
by ΣB.
For B ⊆ D a unital inclusion of C∗-algebras, we denote by ΣB:D the set of all
unital, positive B-bimodule maps µ : B〈X〉 −→ D with the property that for all
positive integers n and all {fi(X )}ni=1 ⊂ B〈X〉 we have that:
(1)
[
µ(fj(X )∗fi(X ))]ni,j=1 ≥ 0 in Mn(D).
Remark that ΣB = ΣB:B, as an easy consequence of Exercise 3.18 from [16].
We will denote by Σ0B, respectively Σ
0
B:D, the set of all µ ∈ ΣB (respectively
µ ∈ ΣB:D whose moments do not grow faster than exponentially, that is there
exists some M > 0 such that for all b1, . . . , bn ∈ B, we have
(2) ||µ(X b1X b2 · · · X bnX )|| < Mn+1||b1|| · · · ||bn||.
We will also use the following definition (see [13]):
Definition 1.1. Let A be a C∗-algebra. A semi-inner-product A-module is a linear
space E which is a right A-module together with a map (x, y) 7→ 〈x, y〉 : E×E −→ A
such that (x, y, z ∈ E, a ∈ A,α, β ∈ C):
(i) 〈αx + βy, z〉 = α〈x, y〉+ β〈y, z〉
(ii) 〈xa, y〉 = 〈x, y〉a
(iii) 〈x, y〉 = 〈y, x〉∗
(iv) 〈x, x〉 ≥ 0
The set of all adjointable maps T : E −→ E will be denoted by L(E). Since 〈·, ·〉
is not strictly positive, the adjoint of a map from L(E) is in general not unique. If
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E is a Hilbert A-module, that is the inequality at (iv) is strict and E is complete
with respect to the norm ξ 7→ ||〈ξ, ξ〉|| 12 , then the adjoint is unique and the bounded
elements of L(E) form a C∗-algebra.
If B ⊆ A, B ⊆ D are unital inclusions of C∗-algebras, φ : A −→ D is a unital
positive B-bimodule map and a is a selfadjoint element of A, we will denote by
B〈a〉 the ∗-algebra generated in A by B and a and by µa, “the D-distribution” of a,
that is the positive B-bimodule map φa : B〈X〉 −→ D defined by φa = φ ◦ τa where
τa : B〈X〉 −→ A is the unique homomorphism such that τa(X ) = a and τa(b) = b
for all b ∈ B. The set of elements from ΣB:D that can be realized in such way is
Σ0B:D, more precisely we have the following property:
Proposition 1.2. Let µ ∈ ΣB:D. Then µ ∈ Σ0B:D if and only if there exist a C∗-
algebra A containing B as a C∗-subalgebra, a completely positive B-bimodule map
φ : A −→ D and a self-adjoint element a ∈ A such that µ = φa.
Moreover, the condition (2) is equivalent to the existence of M > 0 such that for
all b1, . . . , bn ∈Mm(B) we have
(3) ||(Idm ⊗ µ)(X · b1X · b2 · · · X · bnX )|| < Mn+1||b1|| · · · ||bn||.
where X acts on Mm(C)⊗B〈X〉 by multiplication on each entry (that is we identify
X to Idm ⊗X ).
Proof. If µ = φa as above, then the result is trivial.
Suppose now that µ ∈ Σ0B:D. We first prove that N0 = {f ∈ B〈X〉 : µ(f∗f) = 0}
is a left ideal of B〈X〉. It suffices to prove that if f ∈ N0 then X · f ∈ N0 and
b · f ∈ N0 for all b ∈ B.
Since b∗b ≤ ‖b∗b‖ (in the C∗-algebra B), the positivity of µ implies
µ(f∗(‖b∗b‖ − b∗b)f) ≥ 0,
that is µ(f∗b∗bf) ≤ ‖b∗b‖µ(f∗f) = 0, hence b · f ∈ N0.
For g = b0X b1X · · · X bn a monomial in B〈X〉, define p(g) =Mn‖b0‖‖b1‖ · · · ‖bn‖
(in particular, condition (2) states that ‖µ(g)‖ ≤ p(g)). Consider
B〈〈X〉〉µ = {
∞∑
n=0
fn : fn = monomials in B〈X〉such that
∞∑
n=0
p(fn) <∞}.
B〈〈X〉〉µ is a ∗-algebra (with the structure inherited from B〈X〉) and µ extends to
a positive map µ˜ : B〈〈X〉〉µ −→ D via µ˜(
∑∞
n=0 fn) =
∑∞
n=0 µ(fn).
Take now gn = (2n)!
[
(1− 2n)(n!)2(4M)2n]−1 X 2n, n ≥ 0. Then gn = g∗n and
p(gn) ≤ 4−n, so g =
∑∞
n=0 gn is also a selfadjoint element of B〈〈X〉〉µ.
Since g2 = 1− [(2M)−1X ]2, we have that
0 ≤ µ˜(f∗g∗gf) = µ˜ (f∗[1− (2M)−2X 2] · f)
= µ(f∗f)− (2M)−2µ ((Xf)∗Xf)
hence µ ((Xf)∗Xf) ≤ 4M2µ(f∗f), so Xf ∈ N0.
Consider now K = B〈X〉 ⊗B D with the right D-module structure given by
(f(X )⊗ d)d1 = f(X ) ⊗ dd1; also, since µ satisfies the condition (1), we can define
a D-valued sesquilinear inner-product structure on K (see [13], page 40) via
〈f(X )⊗ d1, g(X )⊗ d2〉 = d∗2µ(g(X )∗f(X ))d1.
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Let now N = {η ∈ K : 〈η, η〉 = 0}. From the above argument on N0, we have
that N is a left B〈X〉-module. Finally, take E the completion of K/N in the norm
induced by the inner-product structure (see [13]) and let ξ = 1 ⊗ 1 + N . The
multipliers with polynomials from B〈X〉 are in the C∗-algebra of bounded maps
from L(E), since condition (2) ensures the boundness. Moreover, if φ(·) = 〈·ξ, ξ〉
and a is the right multiplier with X , then µ = φa.
Condition (3) is implied by the equality ‖Idm ⊗ a‖ = ‖a‖, where the first norm
is in the C∗-algebra Mm(A) and the second norm in the C∗-algebra A.

2. Infinite divisibility: the boolean case
The main result of this section is the non-commutative analogue of the following
theorem (see [23]):
Theorem 2.1. Any compactly supported real measure is infinitely divisible with
respect to boolean convolution.
We will use the following notion of boolean independence over a C∗-algebra B
(see [18]):
Definition 2.2. Let B be a unital C∗-algebra, B ⊆ D, B ⊆ A be unital inclusions
of ∗-algebras and φ : A −→ D be a unital B-bimodule map. A family {ai}i∈I of
selfadjoint elements from A is said to be boolean independent with respect to φ if
φ(A1A2A3 · · · ) = φ(A1)φ(A2)φ(A3) · · ·
for all Ak ∈ B〈aǫ(k)〉0 (the ∗-algebra spanned by non-commutative polynomials in
aǫ(k) and coefficients in B without a free term), with ǫ(k) ∈ I and ǫ(k) 6= ǫ(k + 1).
Let now N ∈ N and {µj}Nj=1 be a family of elements from ΣB:D. We define
their additive boolean convolution as follows. Consider the symbols {Xj}Nj=1 such
that µXj : B〈Xj〉 ∼= B〈X〉 −→ B coincides to µj . Then consider the ∗-algebra
B〈X1, X2, . . . , XN 〉 with the conditional expectation µ such that its restrictions to
B〈Xj〉 coincide to µj and the mixed moments of X1, X2, . . . , XN are calculated via
the rule from Definition 2.2. The additive boolean convolution of {µj}Nj=1 is the
unital B-bimodule map
⊎Nj=1µj = µX1+X2+···+XN : B〈X1 +X2 + · · ·+XN 〉 ∼= B〈X〉 −→ D
Remark 2.3. If µj ∈ ΣB:D for al j = 1, . . . , N , then ⊎Nj=1µj is also in ΣB:D.
Proof. For each j, consider the right-D module Kj = B〈Xj〉⊗BD as in Proposition
1.2.
Note that the D-submodule 1 ⊗ D is complemented in each Kj , since, for all
f(X) ∈ B〈X〉, we have that 1⊗ µj(f(Xj)) ∈ 1⊗D and
〈1⊗ 1, f(Xj)⊗ 1− 1⊗ µj(f(Xj))〉j = µj(f(Xj)∗)− µj(f(Xj))∗ = 0
Denote by K0j the complement of 1⊗D in Kj and let
K = (1⊗D)⊕
N⊕
j=1
K0j .
On L(K) we consider the map φ : T 7→ 〈T 1⊗ 1, 1⊗ 1〉.
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B〈Xj〉 can be seen as a algebra of linear maps on Kj via
f(Xj)
[
g(Xj)⊗ d
]
=
(
f(Xj)g(Xj)
)⊗ d.
Since f(Xj)
∗ is adjoint to f(Xj) we have B〈Xj〉 ∈ L(K). moreover, by setting the
restrictions of B〈Xj〉0 to each K0l to the 0 if l 6= j, we can see B〈Xj〉 as a subalgebra
of L(K). Note that φ|B〈Xj〉0 = µj .
If j 6= l and A1 ∈ B〈Xj〉0 while A2 ∈ B〈Xl〉0, then
A1A2(1 ⊗ 1) = A1[φ(A2)(1⊗ 1) + ξ], where ξ = A2(1⊗ 1)− φ(A2)1⊗ 1 ∈ K0l
= A1φ(A2)(1⊗ 1).
Iterating, we obtain that for Ak ∈ B〈Xǫ(k)〉0 with ǫ(k) 6= ǫ(k + 1)
φ(A1 · · ·Am) = φ(A1φ(A2) · · ·φ(Am)) = φ(A1) · · ·φ(Am).
that is Xj’s are boolean independent in L(K) with respect to φ, and since the
restrictions of φ to B〈Xj〉 are µj , we have that ⊎Nj=1µj = φ|B〈X1+···+XN 〉 so q.e.d..

Definition 2.4. An element µ ∈ ΣB:D is said to be
⊎
-infinite divisible if for any
positive integer n there exist some µn ∈ ΣB:D such that µ is the additive boolean
convolutions of n copies of µn.
The main result of this section si the following
Theorem 2.5. Any element µ from ΣB:D is boolean infinitely divisible.
To prove 2.5, we will need the following generalization of the notion of scalar
boolean cumulants from [23]:
Definition 2.6. In the above setting, let X be a selfadjoint element from A. The
boolean cumulants of X are defined as the multilinear maps {Bn,X}n≥1, with Bn,X :
Bn −→ D, given by the following recurrence:
φ(XbnXbn−1 · · ·Xb1) =
n∑
k=1
φ(Xbn · · ·Xbk+1)Bk,X(bk, · · · , b1).
As shown in [18], the D-valued boolean cumulants defined above have the same
additivity property as their scalar analogues (see [18], Corollary 4.6):
Proposition 2.7. If, in the above setting, X and Y are boolean independent over
φ, then, for all positive integers n, we have that
Bn,X+Y = Bn,X +Bn,Y .
Definition 2.4 can be reformulated in terms of Proposition 2.7. Namely, for
µ ∈ ΣB:D we define the n-th boolean cumulant of µ as the multilinear map Bn,µ :
Bn −→ D given by the recurrence:
µ(X b1X b2 · · · X bn) =
n∑
k=1
Bk,µ(b1, . . . , bk)µ(X bk+1 · · · X bn).
From Proposition 2.7, we have the following
Remark 2.8. An element µ ∈ ΣB:D is
⊎
-infinite divisible if for any positive integer
n there exist µn ∈ ΣB:D such that for all positive integers m we have that
Bm,µ = nBm,µn .
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Before proving the main result, i. e. Theorem 2.5, we will first need the following
result.
Lemma 2.9. Let B ⊆ A be a unital inclusion of C∗-algebras, H be a semi-inner
product A-bimodule which is also a left B-module and Ω a symbol that commutes
with A such that 〈Ω,Ω〉 = 1 and 〈·Ω,Ω〉 : L(H⊕ ΩA) −→ A is a B-bimodule map.
Let T,Λ ∈ L(H⊕ΩA) be selfdajoint operators such that T (ΩA) = 0, T (H) ⊆ H,
Λ(H) = 0, Λ(ΩA) ⊆ ΩA. For ξ ∈ H define the operators aξ, a∗ξ ∈ L(H + ⊕ΩA)
given by {
aξα = 0 α ∈ A
aξη = 〈η, ξ〉 η ∈ H
{
a∗ξα = ξα α ∈ A
a∗ξη = 0 η ∈ H .
Then aξ, a
∗
ξ are adjoint to each other and the boolean cumulants {Bn,V }n of V =
aξ + a
∗
ξ + T + Λ with respect to the map 〈·Ω,Ω〉 are given by:
(i) B1,V (b1) = 〈Λb1Ω,Ω〉
(ii) Bn,V (bn, . . . , b1) = 〈aξbnTbn−1 · · ·Tb2a∗ξb1Ω,Ω〉 if n ≥ 2.
Proof. The fact that aξ and a
∗
ξ are adjoint to each other is just a trivial computation.
For (i), note that b1Ω ∈ ΩA, hence 〈V b1Ω,Ω〉 = 〈Λb1Ω,Ω〉.
For (ii), remark first that
aξbnTbn−1 · · ·Tb2a∗ξb1Ω ⊂ ΩA
for all b1, . . . , bn ∈ B, since a∗ξb1Ω = ξb1 ∈ H, also bnTbn−1 · · ·Tb2H ⊆ H and
aξH ⊆ ΩA.
We have that
〈V bn · · ·V b1Ω,Ω〉 =
∑
Vj∈{aξ,a∗ξ ,T,Λ}
〈Vnbn · · ·V1b1Ω,Ω〉.
Let us suppose that the term 〈Vnbn · · ·V1b1Ω,Ω〉 does not cancel. Since aξ(ΩA) =
T (ΩA) = 0, it follows that V1 ∈ {a∗ξ ,Λ}. If V1 = a∗ξ , then V1b1Ω ∈ H and, since
a∗ξH = ΛH = 0
it follows that V2 ∈ {aξ, T }.
Also, since TH ⊆ H, if V2 = V3 = · · · = Vp = T , then Vp+1 ∈ {aξ, T }. Finally,
note that Tbn · · ·Tb2a∗ξb1Ω ∈ H, henceforth
〈V bn · · ·V b1Ω,Ω〉 = 〈V bn · · ·V b2Λb1Ω,Ω〉
+
n∑
p=2
〈V bn · · ·V bp+1aξbpTbp−1 · · ·Tb2a∗ξb1Ω,Ω〉
= 〈V bn · · ·V b2Ω,Ω〉 · 〈Λb1Ω,Ω〉
+
n∑
p=2
〈V bn · · ·V bp+1Ω,Ω〉 · 〈aξbpTbp−1 · · ·Tb2a∗ξb1Ω,Ω〉
and the conclusion follows from (i) and Definition 2.6. 
Proof of the Theorem 2.5
NON-COMMUTATIVE FUNCTIONS, FREE LEVY-HINCIN FORMULA 7
Consider K = B〈X〉 ⊗B D as for Remark 2.3. Denote by K0 the complement of
1⊗D in K and let ξ = X ⊗ 1− 1⊗µ(X ) ∈ K0. Define the operator aξ : K −→ K by
aξ(1⊗ 1) = 0
aξη = 1⊗ 〈η, ξ〉 for η ∈ K0
Remark that aξ is D-linear, adjointable, and its adjoint is given by
a∗ξ(1 ⊗ 1) = ξ1
a∗ξη = 0 for η ∈ K0
Let also let LX : K −→ K be the selfadjoint map given by f(X )⊗d 7→ Xf(X )⊗d.
We will identify B with a subalgebra of L(K) via
b[f(X )⊗ d] = [bf(X )]⊗ d.
Note that 〈·1⊗ 1, 1⊗ 1〉 is a B-bimodule map.
We have that
〈LX b1 · · ·LX bn(1⊗ 1), 1⊗ 1〉 = 〈X b1X b2 · · · X bn⊗, 1⊗ 1〉
= µ(X b1X b2 · · · X bn)
hence the distribution of LX with respect to 〈·1 ⊗ 1, 1⊗ 1〉 coincides with µ.
Consider the selfadjoint map Λµ ∈ L(K) given by{
Λµ(1⊗ d) = 1⊗ µ(X )d, d ∈ D
Λµη = 0, η ∈ K0
and define T ∈ L(K) as the map T = LX − (aξ + a∗ξ) − Λµ. We have that T is
selfadjoint, TK0 ⊆ K0 and T (1⊗D) = 0.
Since LX = aξ + a∗ξ + Λµ + T and its distribution with respect to 〈·1⊗ 1, 1⊗ 1〉
is µ from Lemma 2.9 we have that the boolean cumulants of µ are given by
B1,µ(b1) = 〈Λµb1(1 ⊗ 1), 1⊗ 1〉(4)
Bn,µ(bn, . . . , b1) = 〈aξbnTbn−1 · · ·Tb2a∗ξb1(1⊗ 1), 1⊗ 1〉 if n ≥ 2.(5)
Fix N a positive integer. Let ξN =
1√
N
ξ, ΛN =
1
N
Λµ and YN ∈ L(K) be the
selfadjoint operator
YN = aξN + a
∗
ξN
+ ΛN + T.
Define µN ∈ ΣB:D via
µN (f(X)) = 〈f(YN )(1 ⊗ 1), 1⊗ 1〉.
From Lemma 2.9, the boolean cumulants of µN are given by:
B1,µN (b1) = 〈ΛNb1(1⊗ 1), 1⊗ 1〉 =
1
N
〈Λµb1(1⊗ 1), 1⊗ 1〉
=
1
N
B1,µ(b1),
Bn,µN (b1, . . . , bn) = 〈aξN b1Tb2 · · ·Tbn−1a∗ξN bn(1 ⊗ 1), 1⊗ 1〉
=
1
N
〈aξb1Tb2 · · ·Tbn−1a∗ξbn(1⊗ 1), 1⊗ 1〉
=
1
N
Bn,µ(b1, . . . , bn)
and the conclusion follows from Remark 2.8.
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
3. Infinite divisibility: the Free case
3.1. Preliminaries.
Definition 3.1. (see [27]) Let B be a unital C∗-algebra, B ⊆ A be a unital inclusion
of ∗-algebras and φ : A −→ B be a positive conditional expectation. A family
{Xi}i∈I of selfadjoint elements from A is said to be free with respect to if φ if
φ(A1A2 · · ·An) = 0
whenever Aj ∈ B〈Xǫ(j)〉 with ǫ(k) 6= ǫ(k + 1) and φ(Aj) = 0.
In the above setting, let X be a selfadjoint element from A. The free cumulants
of X are the multilinear functions κn,X : Bn −→ B given by the recurrence:
φ(Xb1Xb2 · · ·Xbn) =
n∑
p=1
∑
1<j1<···<jp−1
κp,X((b1φ(Xb2 · · ·Xbj−1), (bj1+1φ(Xbj1+2 · · ·Xbj2), . . .
. . . , (bjp1φ(Xbjp−1+1 · · ·Xbn)).
More intuitively, the above relation can be graphically illustrated by the picture
below, where the boxes stand for the application of φ and the oblique lines signify
that each Ys = φ(Xbjs+2 · · ·Xbjs+1) are multiplied with bjs+1 in the arguments of
the free cumulants:
=
∑
◗
◗
◗
◗
◗
◗
PPP
The free cumulants have the following additivity property (see [24], [17]):
Proposition 3.2. If X,Y are free in the sense of Definition 3.1, then
κn,X+Y = κn,X + κn,Y .
Let now N ∈ N and {µj}Nj=1 be a family of elements from ΣB. We define
their additive free convolution similarly to be boolean case: Consider the symbols
{Xj}Nj=1; on the algebra B〈X1, X2, . . . , XN 〉 take the conditional expectation µ such
that µ◦τXj = µj and the mixed moments of X1, . . . , Xn are computed via the rules
from Definition 3.1. The free additive convolution of {µj}Nj=1 is the conditional
expectation
⊞
N
j=1µj = µ ◦ τX1+X2+···+XN : B〈X1 +X2 + · · ·+XN 〉 ∼= B〈X〉 −→ B.
We have that ⊞Nj=1µj is also an element of ΣB: in [24], Theorem 3.5.6, it is
shown that µ, defined as above, is a positive conditional expectation, therefore so
is µ ◦ τX1+X2+···+XN .
Definition 3.3. An element µ ∈ ΣB is said to be ⊞-infinite divisible if for any
positive integer N there exists µN ∈ ΣB such that µ is the free additive convolution
of N copies of µN .
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3.2. Free cumulants and ⊞-infinite divisibility.
Definition 3.4. Let µ ∈ ΣB. Using the relations from Section 3.1, we define the
free cumulants of µ as the multilinear maps κn,µ : Bn −→ B given by the recurrence:
µ(X b1X b2 · · · X bn) =
n∑
p=1
∑
1<j1<···<jp−1
κp,µ((b1µ(X b2 · · · X bj−1), (bj1+1µ(X bj1+2 · · · X bj2 ), . . .
. . . , (bjp1µ(X bjp−1+1 · · · X bn)).
Remark 3.5. Using Proposition 3.2, we can reformulate Definition 3.4 in terms
of free cumulants. More precisely, µ ∈ ΣB is ⊞-infinitely divisible if for any positive
integer N there exists some µN ∈ ΣB such that for all m
κm,µ = N · κm,µN .
For µ ∈ ΣB, define the conditional expectation ρµ : B〈X〉 −→ B generated by
ρµ(X b1X b2 · · · X bn) = κn,µ(b1, b2, · · · , bn).
Proposition 3.6. If µ ∈ ΣB is ⊞-infinitely divisible then the restriction of ρµ to
B〈X〉0 is positive.
Proof. Fix N and suppose that µ is the free additive convolution of N copies of
µN . Note that, for n ≤ 1,
(6) µN (X b1 · · · X bn) = 1
N
κn,µ(b1, . . . , bn) +O(
1
N2
).
The assertion is trivial for n = 1. Suppose that (6) is true for n < m. Since
the free cumulants are multilinear, for all 1 = l1 < l2 < · · · < lp+1 = m + 1 and
Ys = blsµN (X bls+1 · · · X bls+1−1), (1 ≤ s ≤ p) we have that
Ys =
{
bls if ls+1 = ls + 1
O( 1
N
) if ls+1 = ls + 1
hence
κp,µN (Y1, . . . , Yp) =
1
N
κp,µ(Y1, . . . , Yp) = O(
1
N2
) unless ls+1 = ls + 1 for all
s ∈ {1, . . . , p}, i. e. p = m.
Definition 3.4 gives
µN (X b1 · · · X bm) = κm,µN (b1, . . . , bm) +O(
1
N2
) =
1
N
κm,µ(b1, . . . , bm)O(
1
N2
)
that is (6). It follows that
(7) lim
N−→∞
N · µN (X b1 · · · X bn) = κn,µ(b1, . . . , bn)
Fix now f(X ) ∈ B〈X〉0. Then
ρµ(f(X )∗f(X )) = lim
N−→∞
[NµN (f(X )∗f(X ))] ≥ 0 since all µN are positive.

Lemma 3.7. Let A be a unital C∗-algebra and H a semi-inner-product A-module
which is also a left A-module. Let T (H) be the full Fock A-module over H, that is
T (H) = A⊕H⊕ (H⊗B H)⊕ (H⊗B H⊗B H)⊕ . . . .
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Fix ξ ∈ H, β ∈ A, T ∈ L(H), T and β selfadjoint, and define the maps (α ∈ A,
η1, . . . , ηn ∈ H) {
aξα = 0
aξη1 ⊗ η2 ⊗ · · · ⊗ ηn = 〈η, ξ〉η2 ⊗ · · · ⊗ ηn{
a∗ξα = ξα
a∗ξη1 ⊗ · · · ⊗ ηn = ξ ⊗ η1 ⊗ · · · ⊗ ηn{
p(T )α = 0
p(T )η1 ⊗ η2 ⊗ · · · ⊗ ηn = T (η1)⊗ η2 ⊗ · · · ⊗ ηn
Then aξ, a
∗
ξ are adjoint to each other, p(T ) is selfadjoint and the cumulants of
X = aξ + a
∗
ξ + T˜ + βχA with respect to the conditional expectation 〈·1, 1〉 are given
by
κ1,X(b1) = βb1
κn,X(b1, . . . , bn) = 〈aξb1p(T )b2 · · · p(T )bn−1a∗ξb11, 1〉.
Proof. For κ1,X the assertion is trivial. To prove the relation for higher order free
cumulants, let us fix N > 1 and consider {(Hj,N , Tj,N , ξj,N )}Nj=1 to be a set of N
identical copies of (H, T, ( 1√
N
)ξ) from above. Let
HN = H1,N ⊕H2,N ⊕ · · · ⊕ HN,N
ξN = ξ1,N ⊕ ξ2,N ⊕ · · · ⊕ ξN,N ∈ HN
TN = T1,N ⊕ · · · ⊕ TN,N ∈ L(HN )
XN = aξN + a
∗
ξN
+ P (TN ) + βχA ∈ L(HN )
Xj,N = aξj,N + aξ∗j,N + p(Tj,N ) +
1
N
βχA ∈ L(HN ).
First, note that X and XN are identically distributed with respect to 〈·1, 1〉.
Then XN = X1,N + · · · +XN,N , Xj,N are identically distributed and free. To see
that, consider A1, . . . , Am, Ak ∈ A〈Xǫ(k),N 〉 with 〈Ak1, 1〉 = 0 and ǫ(k) 6= ǫ(k + 1).
We have to show that 〈Am · · ·A11, 1〉 = 0.
Since 〈A11, 1〉 = 0, we have that A11 ∈ T (Hǫ(1),N) ⊖ A. Also, 〈A21, 1〉 = 0, so
A2A11 ∈ (T (Hǫ(2),N )⊖A)⊗ (T (Hǫ(1),N )⊖A). Iterating, we obtain
Am · · ·A2A11 ∈ (T (Hǫ(m),N ⊖A)⊗ · · · ⊗ (T (Hǫ(1),N )⊖A)
so 〈Am · · ·A2A11, 1〉 = 0.
Using (7) and denoting V = { 1√
N
aξ,
1√
N
a∗ξ , p(T ),
1
N
βχA} we have (n ≥ 2):
κn,X(b1, . . . , bn) = κn,XN (b1, . . . , bn)
= lim
N−→∞
N〈XNb1 · · ·XNbn1, 1〉
=
∑
Vi∈V
〈V1b1 · · ·Vnbn1, 1〉
But 〈V1b1 · · ·Vnbn1, 1〉 = 0 unless Vn ∈ { 1√N a∗ξ , 1N βχA} and V1 ∈ { 1√N aξ, 1N βχA},
therefore
〈XNb1 · · ·XNbn1, 1〉 = 〈 1√
N
aξb1p(T )b2 · · · p(T )bn−1 1√
N
a∗ξb11, 1〉+O(
1
N2
)
hence the conclusion. 
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Theorem 3.8. The conditional expectation µ ∈ ΣB is ⊞-infinitely divisible if and
only if the restriction of ρµ to B〈X〉0 is positive.
Proof. Suppose that ρµ|B〈X〉0 is positive. Then (see [13], pag. 42) B〈X〉0 is a
semi-inner-product B-module with respect to the pairing
〈f(X ), g(X )〉 = ρµ(g(X )∗f(X )).
Consider the selfadjoint map T : B〈X〉0 −→ B〈X〉0 given by T (f(X )) = Xf(X )
and denote by V the map from L(T (B〈X〉0)) defined as
V = aX + a∗X + T˜ + µ(X )Id.
From Lemma 3.7 we have that the free cumulants of V with respect to 〈·1, 1〉 are
given by
κ1,V (b1) = µ(X )(b1) = κ1,µ(b1)
κn,V (b1, . . . , bn) = 〈aX b1T˜ b2 · · · T˜ bn−1a∗X bn1, 1〉 = 〈b1X b2 · · · X bn,X〉
= κµ(b1, · · · , bn)
Fix a positive integer N . From Remark 3.5 it suffices to find a selfadjoint element
from L(T (B〈X〉0)) whose free cumulants are proportional to the free cumulants of
V by a factor of 1
N
. Define
VN =
1√
N
aX +
1√
N
a∗X + T˜ +
1
N
µ(X )Id.
Applying again Lemma 3.7, the free cumulants of VN are
κ1,VN (b1) =
1
N
µ(X )(b1) = 1
N
κ1,V (b1)
κn,VN (b1, . . . , bn) = 〈
1√
N
aX b1T˜ b2 · · · T˜ bn−1 1√
N
a∗X bn1, 1〉
=
1
N
κn,V (b1, · · · , bn)
The converse implication is Proposition 3.6.

4. Infinite divisibility: the c-free case
In this section we aim to extend the results from Section 3 to the case µ ∈ ΣB:D.
First, we will need a suitable definition for the free additive convolution of elements
from ΣB:D; in this setting, if B is simply replaced by D in Definition 3.1, the
resulting relation does not uniquely determine the joint moments of X1, . . . , Xn.
As shown in [5], [8], a more suitable approach is the conditional freeness (see also
[17], [6]).
Definition 4.1. Let B be a unital C∗-algebra B ⊆ A, B ⊆ D be unital inclusions
of ∗-algebras, ϕ : A −→ B be a conditional expectation and θ : A −→ D be a unital
B-bimodule map.
The family {Xi}i∈I of selfadjoint elements from A is said to be c-free with respect
to (θ, ϕ) if
(i) the family {Xi}i∈I is free with respect to ϕ
(ii) θ(A1A2 · · ·An) = θ(A1)θ(A2) · · · θ(An) for all Ai ∈ B〈Xǫ(i)〉 such that
ϕ(Ai) = 0 and ǫ(k) 6= ǫ(k + 1).
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Let X be a selfadjoint element from A. The c-free cumulants of X are the
multilinear functions cκn,X : Bn −→ D given by the recurrence:
θ(X b1X b2 · · · X bn) =
n∑
p=1
∑
1<j1<···<jp
lp=n−1
θ(X b1 · · · X bl1) ·
cκp,X
(
bl1+1ϕ(X bl1+2 · · · X bl2), . . . , blp−1+1ϕ(X blp−1+2 · · · X blp), bn
)
As in the previous section, the above equation can be represented more intu-
itively by the picture below, where the dark boxes stand for the application of
θ, the light ones for the application of ϕ and the oblique lines signify that each
Ys = φ(X bls+2 · · · X bls+1) are multiplied with bls+1 in the arguments of the c-free
cumulants, except for bn.
=
∑
×◗◗ ◗◗ ◗◗ ❆❆
The c-free cumulants have the following additivity property (see [17], [15]):
Proposition 4.2. If X,Y are c-free with respect to (θ, ϕ) in the sense of Definition
4.1, then
κn,X+Y = κn,X + κn,Y
cκn,X+Y =
cκn,Y +
cκn,Y
where κn,X is the n-th free cumulant of X with respect to the conditional expectation
ϕ.
Let now N be a positive integer and {(µi, νi)}Ni=1 be a family from ΣB:D × ΣB.
We define their additive c-free convolution similarly to be boolean and free case:
Consider the selfadjoint symbols {Xi}Ni=1 and the mappings
µ : B〈X1, X2, . . . , XN 〉 −→ D
ν : B〈X1, X2, . . . , XN 〉 −→ B
such that such that µ◦ τXi = µi and ν ◦ τXi = νi for all i = 1, . . . , N and the mixed
moments of µ and ν are computed according to Definition 4.1. The c-free additive
convolution of {(µi, νi)}Ni=1 is the pair (µc, νc) = c Ni=1(µi, νi), where
νc = ν ◦ τX1+X2+···+XN = ⊞ni=1νi ∈ ΣB
µc = µ ◦ τX1+X2+···+XN : B〈X1 +X2 + · · ·+XN 〉 ∼= B〈X〉 −→ D
Definition 4.3. A pair (µ, ν) ∈ ΣB:D ×ΣB is said to be c -infinite divisible if for
any positive integer N there exists (µN , νN ) ∈ ΣB:D × ΣB such that (µ, ν) is the
c-free additive convolution of N copies of (µN , νN ).
4.1. C-free cumulants and infinite divisibility.
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Definition 4.4. The c-free cumulants of the pair (µ, ν) ∈ ΣB:D × ΣB are the
multilinear functions cκn,µ,ν : Bn −→ D given by the recurrence:
µ(X b1X b2 · · · X bn) =
n∑
p=1
∑
1<j1<···<jp
lp=n−1
µ(X b1 · · · X bl1) ·
cκp,µ,ν
(
bl1+1ν(X bl1+2 · · · X bl2), . . . , blp−1+1ν(X blp−1+2 · · · X blp), bn
)
Remark 4.5. As in the previous section, can reformulate Definition 4.4 in terms
of free and c-free cumulants. More precisely, the pair (µ, ν) is c -infinitely divisible
if for any positive integer N there exists some (µN , νN ) ∈ ΣB:D ×ΣB such that for
all m we have that κm,ν = Nκm,νN and
cκm,µ,ν = N
cκm,µ,ν .

Define the map cρµ,ν : B〈X〉 −→ D as the B-bimodule extension of
cρµ,ν(X b1 · · · X bn) = cκn,µ,ν(b1, . . . , bn).
Proposition 4.6. Suppose that (µ, ν) ∈ ΣB:D ×ΣB is c -infinitely divisible. Then
the restriction of cρµ,ν to B〈X〉0 satisfies property (1)(see Introduction).
Proof. Fix N > 1 and suppose that (µ, ν) is the c-free additive convolution of n
copies of (µN , νN ). As in the proof of Proposition 3.6, we will first show that
(8) µN (X b1 · · · X bn) = 1
N
cκn,µ,ν(b1, . . . , bn) +O(
1
N2
).
For n = 1 the assertion is trivial. Suppose that (8) holds true for n < m. Since
the c-free cumulants of are multilinear, for all 1 = l1 < l2 < · · · < lp+1 < m and
Ys = blsνN (X bls+1 · · · X bls+1−1), (1 ≤ s ≤ p) we have that
Ys =
{
bls if ls+1 = ls + 1
O( 1
N
) if ls+1 = ls + 1
hence cκp,µN ,νN (Y1, . . . , Yp) =
1
N
cκp,µ,ν(Y1, . . . , Yp) = O(
1
N2
), unless ls+1 = ls + 1
for all s ∈ {1, . . . , p}.
Definition 4.4 gives
µN (X b1 · · · X bm) = κm,µN ,νN (b1, . . . , bm) +
m−1∑
s=1
cκs,µN ,νN (b1, . . . , bs)µN (X bs+1 . . .X bm) +O(
1
N2
)
hence (8) follows from the induction hypothesis. Therefore
(9) lim
N−→∞
NµN (X b1 · · · X bn) = cκn,µ,ν(b1, . . . , bn)
Fix now a family {fi(X )}ni=1 in B〈X〉0. Then
[cρµ,ν(fj(X )∗fi(X))]ni,j=1 = lim
N−→∞
[NµN (fj(X )∗fi(X))]ni,j=1 =≥ 0.
since each µN satisfies (1). 
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Lemma 4.7. Let B ⊆ D be unital inclusion of C∗-algebras, K be a semi- inner-
product D-bimodule and H be a semi- inner-product B-bimodule. Consider
E = (T (H)⊗B D)⊕ (1B ⊗B ΩD)⊕ (T (H)⊗B K) .
Fix ξ ∈ H, η ∈ K and t ∈ L(H), T ∈ L(K) selfadjoints. Define the maps aξ, a∗ξ ,
Aη, A
∗
η, p(t), P (T ) from L(E) given by:
aξ|1B⊗ΩD ≡ 0
aξ(f1 ⊗ . . . fn)⊗ d = (〈f1, ξ〉f2 ⊗ · · · ⊗ fn)⊗ d
aξ(f1 ⊗ . . . fn)⊗ η = (〈f1, ξ〉f2 ⊗ · · · ⊗ fn)⊗ η
a∗ξ|1B⊗ΩD ≡ 0
a∗ξ(f1 ⊗ . . . fn)⊗ d = (〈f1, ξ〉f2 ⊗ · · · ⊗ fn)⊗ d
a∗ξ(f1 ⊗ . . . fn)⊗ η = (〈f1, ξ〉f2 ⊗ · · · ⊗ fn)⊗ η
p(t)|1B⊗ΩD ≡ 0
p(t)(f1 ⊗ . . . fn)⊗ d = (tf1)⊗ f2 ⊗ · · · ⊗ fn)⊗ d
p(t)(f1 ⊗ . . . fn)⊗ η = (tf1)⊗ f2 ⊗ · · · ⊗ fn)⊗ η{
Aη(1⊗ ζ) = 1⊗ Ω〈ζ, η〉
Aη|E⊖(1⊗K) ≡ 0
{
A∗η(1⊗ Ωd) = 1⊗ ηd
A∗η|E⊖(1⊗ΩD) ≡ 0{
P (T )(1⊗ ζ) = 1⊗ Tζ
P (T )|E⊖(1⊗K) ≡ 0
Define also I1 = Id(T (H)⊗D)⊕(T (H)⊗K) ⊕ 0 ∈ L(E) and I2 = Id1⊗ΩD ⊕ 0 ∈ L(E).
Consider X = aξ + a
∗
ξ + p(t) + λ1I1 + Aη + A
∗
η + λ2I2 where λ1 ∈ B, λ2 ∈ D
selfadjoint. Then the free and c-free cumulants of X with respect to (θ, ϕ) =
(〈·1⊗ Ω, 1⊗ Ω〉, 〈·1 ⊗ 1, 1⊗ 1〉) are given by the following relations:{
κ1,X(b1) = λ1b1
κn,X(b1, . . . , bn) = 〈aξb1p(t)b2 · · · p(t)bn−1a∗ξb1(1 ⊗ 1), 1⊗ 1〉{
cκ1,X(b1) = λ2b1
cκn,X(b1, . . . , bn) = 〈Aηb1P (T )b2 · · ·P (T )bn−1A∗ηb1(1⊗ Ω), 1⊗ Ω〉
Proof. The results are trivial for κ1,X and
cκ1,X . For κn,X note that aξ, a
∗
ξ , p(t)
map T (H) ⊗ 1 in T (H) ⊗ 1 and, since 1 ⊗ 1 ∈ T (H) ⊗ 1, the result reduces to
Lemma ??.
To prove the formula for cκn,X , let us first note V0 = aξ + a
∗
ξ + p(t) + λ1I1,
V1 = A
∗
η, V2 = Aη, V3 = P (T ), V4 = λ2I2 and
J(n) = {~u = (un, . . . , u1) : 0 ≤ uk ≤ 4}.
Finally, for b1, . . . , bn ∈ B, denote ǫ(~u) = θ(Vunbn · · ·Vu1b1).
Note that Vk|T (H)⊗1 ≡ 0 (1 ≤ k ≤ 4) and V0|1⊗ΩD ≡ 0. The latest implies that
ǫ(~u) = 0 unless Vu1 ∈ {A∗η, λ2I2}, hence
θ(Xbn · · ·Xb1) =
∑
~u∈J(n)
ǫ(~u) =
∑
~u∈J(n)
u1=1
ǫ(~u) +
∑
~u∈J(n)
u1=4
ǫ(~u)
=
∑
~u∈J(n)
u1=4
ǫ(~u) +
∑
~u∈J(n−1)
θ(Vun−1bn · · ·Vu1b2)λ2
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Suppose that Vu1 = A
∗
η; then Vu1b1(1 ⊗ Ω) = 1⊗ ηb1, hence ǫ(~u) cancels unless
Vu2 ∈ {V0, Aη, P (T )}. Let p = min{s : s > 1, us 6= 0}. It follows that Vup ∈
{Aη, P (T )}. Since the restrictions of Aη, P (T ) to T (H)⊗K are 0, we have
Vupbp · · ·Vu1b1(1⊗ Ω) = Vupbp (V0bp−1 · · ·V0b2)Vu1b1(1⊗ Ω)
= Vupbpϕ(Xbp−1 · · ·Xb2)Vu1b1(1⊗ Ω).
If Vup = P (T ) and s = min{q : p < q ≤ n, uq 6= 0}, from a similar argument as
above we have that up+1 = · · · = uq−1 = 0 and
Vuqbq · · ·Vu1b1(1⊗ Ω) =
P (T )bqϕ(Xbq−1 · · ·Xbp+1)P (T )bpϕ(Xbp−1 · · ·Xb2)A∗ηb1(1 ⊗ Ω)
Note also that, for all b1, . . . , bm ∈ B, one has
Tbm · · ·Tb2A∗ηb1(1 ⊗ Ω) ∈ 1⊗K
AηbmTbm−1 · · ·Tb2A∗ηb1(1 ⊗ Ω) ∈ 1⊗ ΩD,
hence ǫ(~u) cancels unless there exists some j > 1 such that Vuj = Aη.
Using the results above, we have that∑
~u∈J(n)
u1=4
ǫ(~u) =
n∑
s=1
∑
p1···<ps
1<p1,ps≤n
∑
u∈J(n)
u1=4,ups=2
upl=1,l 6=s
ǫ(~u)
=
n∑
s=1
∑
p1···<ps
1<p1,ps≤n
θ(Xbn · · ·Xbps+1) · θ(Aηbpsϕ(Xbps−1 · · ·Xbs−1 + 1) ·
P (T )bps−1ϕ(Xbps−1−1 · · ·Xbps−2+1) · · ·P (T )bp1ϕ(Xbp1 − 1 · · ·Xb2)A∗ηb1)
Comparing these relations with the definition of the c-free cumulants, we have
q.e.d.. 
Theorem 4.8. The pair (µ, ν) ∈ ΣB:D × ΣB is c -infinitely divisible if and only
if ν is ⊞-infinitely divisible and the restriction of cρµ,ν to B〈X〉0〉 satisfies property
(1).
Proof. Suppose that ν is infinitely divisible (hence, from Theorem 3.8, the restric-
tion of ρν to B〈X〉0 is positive) and that the restriction of cρµ,ν to B〈X〉0 satisfies
(1).
Let H be the left B-bimodule B〈X〉0 with the pairing
〈f(X ), g(X )〉H = ρν(g(X )∗f(X ))
and K be the left D-module B〈X〉0 ⊗B D with the pairing
〈f(X ) ⊗ d1, g(X )⊗ d2〉D = d∗2 · cρµ,ν(g∗(X )f(X ))d1 .
Since the maps ρν and
cρµ,ν staify (1), we have thatH andK are semi-inner-product
B-, respectively D-modules.
Define
t ∈ L(H), t(f(X )) = Xf(X )
T ∈ L(K), T (f(X )⊗ d) = Xf(X )⊗ d
and note that t and T are selfadjoint maps. Also let λ1 = ρν(X ) ∈ B and
λ2 =
cρµ.ν(X ) ∈ D.
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As in Lemma 4.7, consider
E = (T (H)⊗B D)⊕ (1B ⊗B ΩD)⊕ (T (H)⊗B K)
and V ∈ L(E) given by
V = aX + a∗X + p(t) + λ1I1 +AX⊗1 +A
∗
X⊗1 + λ2I2.
Denoting ϕ(·) = 〈·(1 ⊗ 1), 1 ⊗ 1〉, θ(·) = 〈·(1 ⊗ Ω), 1 ⊗ Ω〉 and applying Lemma
4.7 we have that the free and c-free cumulants of V with respect to (θ, ϕ) are given
by:
κ1,X (b1) = λ1b1 = ρν(X )
= κ1,ν(b1)
κn,X (b1, . . . , bn) = 〈aX b1p(T )b2 · · · p(t)bn−1a∗X bn(1⊗ 1), 1⊗ 1〉
= 〈aX (b1X b2 · · · X bn−1X bn ⊗ 1), 1⊗ 1〉
= 〈ρν(X b1 · · · X bn)⊗ 1, 1⊗ 1〉
= κn,ν(b1, . . . , bn),
respectively by
cκ1,V (b1) = λ2b1 =
cρµ,ν(X b1)
= cκ1,µ,ν(b1)
cκn,V (b1, . . . , bn) = 〈AX⊗1b1P (T )b2 · · ·P (T )bn−1A∗X⊗1b1(1 ⊗ Ω), 1⊗ Ω〉
= 〈AX⊗1(b1X b2 · · · X bn ⊗ 1), 1⊗ Ω〉
= 〈cρµ,ν(X b1 · · · X bn)⊗ Ω, 1⊗ Ω〉
= cρµ,ν(X b1 · · · X bn)
= cκn,µ,ν(b1, . . . , bn).
Fix N > 0 and define
VN =
1√
N
aX +
1√
N
a∗X +p(t)+
1
N
λ1I1+
1√
N
AX⊗1+
1√
N
A∗X⊗1+P (T )+
1
N
λ2I2.
Using again Lemma 4.7, similar computations as above give (n ≥ 1):
κn,VN =
1
N
κn,V
cκn,VN =
1
N
cκn,V
hence q.e.d..
The converse implication is Proposition 4.6. 
5. The non-commutative R− and cR-transforms and non-commutative
free Levy-Hincin formula
5.1. The R- and cR−transforms and free infinite divisibility: scalar case.
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Definition 5.1. Let (µ, ν) be a pair of compactly supported measures on R. If
Mµ(z), Mν(z) are the moment-generating series for µ, respectively ν, that is
Mµ(z) =
∞∑
n=0
∫
R
tndµ(t)zn
Mν(z) =
∞∑
n=0
∫
R
tndν(t)zn
then the R-transform of ν, respectively the cR-transform of (µ, ν) are the analytic
functions Rν ,
cRµ,ν given by
Mν(z)− 1 = Rν (zMν(z))(10)
(Mµ(z)− 1)Mν(z) = Mµ(z) · cRµ,ν (zMν( z)).(11)
If A is a ∗-algebra and ϕ : A −→ C is a positive linear functional, then a
selfadjoint element a ∈ A determines a compactly supported real measure µa via∫
R
tndµa(t) = ϕ(a
n).
For convenience, we will also use the notation Ra for Rµa , respectively the notation
cRa for
cRµa,νa for the case that the the ∗-algebra A endowed with two positive
linear functionals.
The key property of the R- and cR-transforms is the linearization of the free
convolution ([30], [22]), respectively c-free additive convolution: if a and b are free,
respectively c-free, selfadjoint elements from A, then
Ra+b(z) = Ra(z) +Rb(z)(12)
cRa+b =
cRa(z) +
cRb(z)(13)
The goal of this material is to give a non-commutative analogue for the following
theorem ([22], Theorem 13.16 and [12], Theorem 5):
Theorem 5.2. Let ν be a compactly supported supported probability measure on R
and let Rν(z) =
∑∞
n=1 κnz
n be the Taylor expansion of its R-transform. Then the
following statements are equivalent:
(1) ν is infinitely divisible.
(2) The sequence {κn}n ≥ 2 is positive definite, i.e. there exists some real
measure σ such that
κn =
∫
R
tn−2dσ
(3) The R-transform of ν is of the form
1
z
Rν(z) = κ1 +
∫
R
z
1− tz dρ(t),
for some finite measure ρ on R with compact support.
Moreover, if (µ, ν) is a pair of compactly supported measures on R, then (µ, ν) is
c-free infinitely divisible if and only if ν is infinitely divisible and cRµ,ν satisfies the
condition (3) from above.
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5.2. Non-Commutative functions. For stating our main result, we introduce
the language of noncommutative [11] or fully matricial [29] functions, see also the
pioneering work [25, 26]. For a vector space V over C, we let Vn×m = V⊗CMn×m(C)
denote n×m matrices over V (in literature - for example in [11] - on Vn×n is used
the algebra structure induced by the tensor algebra T(V) over V ; in order to avoid
confusion, when V is an algebra, we will use the notation Mn(V) for the algebra
Mn(V) of n× n matrices over V). We define the noncommutative space over V by
Vnc =
∞∐
n=1
Vn×n. We call Ω ⊆ Vnc a noncommutative set if it is closed under direct
sums. Explicitly, denoting Ωn = Ω ∩ Vn×n, we have
a⊕ b =
[
a 0
0 b
]
∈ Ωn+m
for all a ∈ Ωn, b ∈ Ωm. Notice that matrices over C act from the right and from
the left on matrices over V by the standard rules of matrix multiplication.
A noncommutative set Ω ⊆ Vnc is called upper admissible if for all a ∈ Ωn,
b ∈ Ωm and all c ∈ Vn×m, there exists λ ∈ C, λ 6= 0, such that[
a λc
0 b
]
∈ Ωn+m.
This notion is crucial since it is used to define the (right) noncommutative difference-
differential operators by evaluating a noncommutative function on block upper
triangular matrices. We will encounter only the following upper admissible non-
commutative sets:
(1) The set Nilp(V) = ∐∞n=1Nilp(V ;n) of nilpotent matrices over V . Here the
set Nilp(V ;n) of nilpotent n×nmatrices over V consists of all a ∈ Vn×n such
that ar = 0 for some r, where we view a as a matrix over the tensor algebra
T(V) of V over C. This is equivalent to tat−1 being strictly upper triangular
for some t ∈ Mn(C) (the equivalence follows from Engel’s Theorem —
notice that we can restrict ourselves to the finite dimensional subspace of
V spanned by the elements of a).
(2) A noncommutative ball B(A, ρ) = {a ∈ Anc : ‖a‖ < ρ} centered in zero and
of radius ρ > 0 over a C∗-algebra A (A could have been replaced by any
operator space with the corresponding operator space norm).
(3) The upper and lower fully matricial half-planes H+(Anc) and H
−(Anc) over
a C∗-algebra A, where if C is a C∗-algebra, then
H+(C) = {a ∈ C,ℑa = (a− a
∗)
2
> 0}
H−(C) = {a ∈ C,ℑa = (a− a
∗)
2
< 0}
and H±(Anc) =
∐∞
n=1H
±(Mn(A)).
Let V andW be vector spaces over C, and let Ω ⊆ Vnc be a noncommutative set.
A mapping f : Ω→Wnc with f(Ωn) ⊆ Wn×n is called a noncommutative function
if f satisfies the following two conditions:
• f respects direct sums : f(a⊕ b) = f(a)⊕ f(b) for all a, b ∈ Ω.
• f respects similarities : if a ∈ Ωn and s ∈ Cn×n is invertible with sas−1 ∈
Ωn, then f(sas
−1) = sf(a)s−1.
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We will denote fn = f |Ωn : Ωn → Wn×n. While we will not need this fact, it is
important to notice that the two conditions in the definition of a noncommutative
function can be actually replaced by a single one: a mapping f : Ω → Wnc with
f(Ωn) ⊆ Wn×n respects direct sums and similarities if and only if it respects in-
tertwinings : for any a ∈ Ωn, b ∈ Ωm, and t ∈ Cn×m such that at = tb, one has
f(a)t = tf(b). This last condition goes back to [25, 26].
Let α : Vk −→W be a multilinear mapping; we set
α˜ = α˜n
def
= α⊗ Idn :
(V⊗k)n×n −→ Wn×n
for each n ∈ N. It is clear that the mapping a 7→ α˜(ak), where we view a as a matrix
overT(V), respects direct sums and similarities, so that it defines a noncommutative
function from Vnc to Wnc. Therefore for any linear mapping φ : T(V) −→ W , we
obtain a noncommutative function defined by
(14) f(a) = φ˜
(
(1− a)−1) = ∞∑
k=0
φ˜(ak)
(where the notation 1 should be understood as Idn componentwise, i.e. f(a) =
φ˜n
(
(Idn − a)−1
)
for a ∈ Vn×n), except that we have to make sense of the infinite
sum on the right-hand side.
(1) If a ∈ Nilp(V) then the sum is finite, so that f is always a noncommutative
function on Nilp(V).
(2) If φ : T(A) −→ C, where A and C are C∗ algebras, and we have an ex-
ponential growth estimate: ‖φ|A⊗k→C‖cb ≤ αβk (where A⊗k is considered
with the Haagerup tensor norm (see [16], Chapter 17) and ‖ · ‖cb denotes
the completely bounded norm), then the series defining f converges abso-
lutely and uniformly on any noncommutative ball B(A, r) over A of radius
r < 1/β, so that f is a noncommutative function on the noncommutative
ball B(A, 1/β).
There is — in a sense — a converse to this construction that we briefly describe,
though we will make no real use of it here. A noncommutative function f admits
a series expansion
(15) f(a) =
∞∑
k=0
˜∆kRf(0, . . . , 0︸ ︷︷ ︸
k+1
)(a⊗k).
More precisely:
(1) If f is a noncommutative function on Nilp(V), then the sum is finite and
the equality holds everywhere.
(2) If f is a noncommutative function on a noncommutative ball B(A, ρ) over a
C∗ algebra A with values in a noncommutative space Cnc over a C∗ algebra
C, which is bounded on noncommutative balls of radius less then ρ, then
the series converges to f , uniformly on every noncommutative ball of radius
less than ρ. (The convergence still holds if f is only assumed to be locally
bounded in every matrix dimension separately, but then it is no longer
uniform across matrix dimensions.)
The multilinear forms ∆kRf(0, . . . , 0︸ ︷︷ ︸
k+1
) : Vk −→ W are the values at (0, . . . , 0) of
the kth order noncommutative difference-differential operators applied to f . They
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are uniquely determined, and can be calculated directly by evaluating f on upper
triangular matrices:
f


0 a1 0 . . . 0
0 0 a2 . . . 0
. . . . . . . . . . . . . . .
0 0 0 . . . ak
0 0 0 . . . 0


=

f(0) ∆Rf(0, 0)(a1) · · · · · · ∆kRf(0, . . . , 0)(a0, . . . , ak)
0 f(0)
. . . ∆k−1R f(0, . . . , 0)(a2, . . . , ak)
...
. . .
. . .
. . .
...
...
. . . f(0) ∆Rf(0, 0)(ak)
0 · · · · · · 0 f(0)

.
5.3. The non-commutative B-, R- and cR-transforms.
In particular, we can apply the construction (14) to µ ∈ ΣB:D, and define
Mµ(b) = µ˜
(
(1−X b)−1) = ∞∑
k=0
µ˜ ((X b)n) ,
where the notation 1 is the one from the previous section and, as before, we identify
the monomials (X b)n from B〈X〉0 to b⊗n from the tensor algebra T(B). Mµ is a
noncommutative function with values in Dnc. It is always defined on Nilp(B). If D
is a C∗-algebra and µ ∈ Σ0B:D, that is there is some C > 0 such that ‖µk‖cb ≤ Ck+1,
where µk is the restriction of µ to the subspace of B〈X〉 spanned by words with
exactly k occurrences of the symbolX (that can be identified with B⊗k), thenMµ is
also defined on a noncommutative ball in B with sufficiently small radius. Remark
that (14) also implies ∆kRMµ(0, . . . , 0) = µk.
Consider now ν ∈ ΣB and µ ∈ ΣB:D. We define the linear maps ρν , cρµ,ν as in
Section 3, respectively Section 4, that is the B-bimodule extensions of
ρν(X b1 · · · X bp) = κν,p(b1, . . . , bp), cρµ,ν(X b1 · · · X bp) = cκµ,ν,p(b1, . . . , bp)
and the map βµ as the B-bimodule extension of
βµ(X b1 · · · X bp) = Bµ,p(b1, ·, bp).
Using again (14), we define the noncommutative functions Rν (with values in Bnc)
and Bν ,
cRµ,ν (with values in Dnc) via the equations
Rν(b) = ρ˜ν
(
(1−X b)−1)− 1
cRµ,ν(b) = c˜ρµ,ν
(
(1−X b)−1)− 1
Bµ(b) = β˜µ
(
(1−X b)−1)− 1.
Remark again that (14) implies ∆pRRν(0, . . . , 0) = κν,p, ∆pRcRµ,ν(0, . . . , 0) = cκµ,ν,p
and ∆pRBµ(0, . . . , 0) = Bµ,p.
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Proposition 5.3. For all (µ, ν) ∈ ΣB:D × ΣB we have that
Idn ⊗ ρν = ρν(n)
Idn ⊗ cρµ,ν = ρµ(n),ν(n)
Idn ⊗ βµ = βµ(n) .
Proof. For the first property, it suffices to show that for all positive integers m, all
1 ≤ ik, jk ≤ n (k = 1, . . . , n) and all b1, . . . , bm ∈ B we have that
Idn ⊗ ρν(XB1 · · · XBm) = ρν(n)(XB1 · · · XBm),
where Bk = eik,jk ⊗ bk, for eik,jk the complex n× n matrix with the (ik, jk) entry
1 and all others 0.
For m = 1 the property is trivial. Suppose now that the assertion holds true for
all m < N . The definition of free cumulants gives
ρν(n)(XB1 · · · XBN ) = ν(n)(XB1 · · · XBN )−
N−1∑
p=1
∑
s1<···<sp
s1=1,sp≤N
ρν(n)
(
XB1ν(n)(XB2 · · · XBs2−1) · · · XBspν(n)(XBsp+1 · · · XBN )
)
.
From the induction hypothesis, the right-hand side cancels unless ik = Jk−1 for all
1 < k ≤ N ; in this case, the equation above becomes
ρν(n)(XB1 · · · XBN ) = ei1,jN ⊗ ν(X b1 · · · X bN )−
N−1∑
p=1
∑
s1<···<sp
s1=1,sp≤N
ρν(n)
(
ei1,jN ⊗ [X b1ν(X b2 · · · X bs2−1) · · · X bspν(X bsp+1 · · · X bN)]
)
= ei1,jN ⊗ ρν(X b1 · · · X bN )
= Idn ⊗ ρν(XB1 · · · XBN )
hence the conclusion.
The argument for cρµ,ν and βµ is analogous. 
Proposition 5.3 implies that
R(n)ν (b) =
∞∑
n=1
κn,ν(n)(b, . . . , b)
and the analogous relations for the components of cRµ,ν and Bµ. From the moment-
cumulant recursions, we have then the following
Corollary 5.4. The non-commutative functions Rν , Bν and
cRµ,ν satisfy the equa-
tions:
Mµ(b)− 1 = Bµ(b) ·Mµ(b)(16)
Mν(b)− 1 = Rν (bMν(b))(17)
(Mµ(b)− 1) ·Mν(b) = Mµ(b) · cRµ,ν (bMν(b)) .(18)
Remark 5.5. If (µ, ν) ∈ Σ0B:D × Σ0B then Rν , cRµ,ν and Bµ are well-defined on a
non-commutative ball (as described in Section 5.2) centered in 0.
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Proof. For Bµ, the assertion is trivial since Bµ(b) is well-defined if Mµ is invert-
ible. For Rν and
cRµ,ν we will use combinatorial techniques, namely the Moebius
inversion formula for the partially ordered set of non-crossing partitions. First, we
need the following general property (the Moebius inversion formula).
Proposition: Let P be a finite partially ordered set and K a complex vector
space. Then there exist a map moeb : P × P −→ R such that if the maps f, g :
P −→ K have the property
f(π) =
∑
σ∈P
σ≤π
g(σ), π ∈ P
then
g(π) =
∑
σ∈P
σ≤π
f(σ) ·moeb(σ, π).
We will apply the above result on the partially ordered set NC of non-crossing
partitions. By a partition on the ordered set 〈n〉 = {1, 2, . . . , n} we will understand
a collection of mutually disjoint subsets of 〈n〉, γ = (B1, . . . , Bq) called blocks
whose union is the entire set 〈n〉. A crossing is a sequence i < j < k < l from
〈n〉 with the property that there exist two different blocks Br and Bs such that
i, k ∈ Br and j, l ∈ Bs. A partition that has no crossings will be called non-
crossing. The set of all non-crossing partitions on 〈n〉 will be denoted by NC(n).
For γ ∈ NC(n) a block B = (i1, ..., ik) of γ will be called interior if there exists
another block D ∈ γ and i, j ∈ D such that i < i1, i2, . . . , ik < j. A block will be
called exterior if is not interior. Each NC(n) has a lattice structure with respect
to block refinement with biggest element 1m- the partition with a single block; the
corespondent Moebius function satisfies |moeb(π, 1n)| ≤ 4n (see [22], Lecture 13).
Define NC =∐∞n=1NC(n).
Finally, let (µ, ν) ∈ ΣB:D × ΣB, b ∈ B. We define f, F : NC −→ D as follows:
(a) f(π1 · π2) = f(π1) · f(π2) and F (π1 · π2) = F (π1) · F (π2),
where π1 · π2 ∈ NC(m + n) is obtained by juxtaposing π1 ∈ NC(n) and
π2 ∈ NC(m).
(b) f(1m) = ν((X b)m) and F (1m) = µ((X b)m),
where 1m ∈ NC(m) is the partition with a single block (1, 2, . . . ,m).
(c) f(|π1|π2| . . . |πq|) = ν(X b · f(π1) · X b · f(π2) · · · X b · f(πq) · X b)
F (|π1|π2| . . . |πq|) = µ(X b · f(π1) · X b · f(π2) · · · X b · f(πq) · X b)
where |π1|π2| . . . |πq| is the partition with a single exterior block with q+1
elements and with restrictions between the elements of the exterior block
π1, . . . , πq.
Similarly, we define g,G : NC −→ D as above, replacing µ with cρµ,ν and ν
with ρν . With this notations, the moment-cumulant relation from Definition 3.4
amounts to
(19) F (π) =
∑
σ∈NC
σ≤π
G(σ)
and applying the Moebius function property to equation 19, we get
G(π) =
∑
σ∈NC
σ≤π
F (σ) ·moeb(σ, π).
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Suppose now that (µ, ν) ∈ Σ0B:D ×Σ0B and that that ||µn||cb, ||νn||cb < Mn+1 for
all n > 0, henceforth ||F (σ)|| ≤Mm+1||b||m for all σ ∈ NC(m). Since cκµ,ν,m(b) =
G(1m), we have
‖cκµ,ν,m(b)‖ ≤
∑
σ∈NC(m)
‖F (σ)‖ · |moeb(σ, 1m)|
< (♯NC(m)) ·Mm+1‖b‖m · 4m
< ·Mm+1‖b‖m · 16m, since♯NC(m) < 4m.
Finally, κν,m(b) =
cκµ,ν,m(b), so the assertion is proven also for the R-transform.

5.4. Main results. The following property of theB-transform is a non-commutative
analogue of Proposition 3.1. from [23], (i. e. the Nevalinna-Pick representation for
the self-energy function of a real measure):
Theorem 5.6. Let B be a C∗-algebra, B ⊂ D be a unital inclusion of C∗-algebras
and µ ∈ ΣB:D. Then there exists a selfadjoint α ∈ D and a C-linear map σ :
B〈X〉 −→ D, satisfying property (1) such that
Bµ(b) =
[
α · 1+ σ˜ (b(1−X b)−1)] · b.
Moreover, if µ ∈ Σ0B:D, then the moments of ν do not grow faster than exponentially
(i.e. ν satisfies property (2).
Proof. Define the map βµ : B〈X〉 −→ D as the B-bimodule extension of
βµ(X b1X · · ·X bn) = Bn,µ(b1, . . . , bn).
Let K = B〈X〉⊗B D. As shown in the proof of Theorem 2.5, equation (5), there
exists some ξ ∈ K and a selfadjoint map T ∈ L(K) such that
Bn,µ(b1, . . . , bn) = 〈b1Tb2 · · ·Tbn−1(ξbn), ξ〉
If bn = 1, the above relation becomes
〈b1Tb2 · · ·Tbn−1ξ, ξ〉 = Bn,µ(b1, . . . , bn−1, 1)
= βµ(X b1X · · · X bn−1X )
Hence for all f(X ) ∈ B〈X〉 we have that βµ(Xf(X )X ) = 〈f(T )ξ, ξ〉. It follows that
the map σ : B〈X〉 −→ D given by σ(f(X )) = βµ(Xf(X )X ) satisfies property (1)
and
Bn,µ(b, . . . , b) = σ
(
[X b]n−1) · b,
that is the conclusion for α = B1,µ. The last part is a trivial consequence of the
fact that µ ∈ Σ0B:D implies that βµ ∈ Σ0B:D. 
Remark 5.7. If µ ∈ Σ0B:D, the above result can be more explicit formulated in
terms of the generalized rezolvent of µ from [28] and [2]. More precisely, for µ ∈
Σ0B:D, its generalized rezolvent or operator-valued Cauchy transform is defined via
Gµ(b) = µ˜
(
[b− 1 · X ]−1).
As shown in [28] and [2], Gµ is a non-commutative function, well-defined onH+(Bnc)
and Gµ(H+(Mn(B))) ⊆ H−(Mn(D)). Hence, its reciprocal, b 7→
[Gµ(b)]−1 is also
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a non-commutative function, well defined on H+(Bnc). Moreover, identifying the
coefficients, we have that
(20) 1− [Gµ(b)]−1 · b−1 = Bµ(b−1)
for b ∈ H+(Bnc) with ||b−1|| < M for some M > 0.
Using equation 20 and Theorem 5.6, we obtain that, for b as above,
b− [Gµ(b)]−1 = α · 1+ σ˜(b−1[1−X · b−1]−1)
= α · 1+ σ˜([(1−X · b−1) · b]−1)
= α · 1+ σ˜([b− 1 · X ]−1),
The map b 7→ σ˜([b−1 ·X ]−1) extends to H+(Bnc) (see again [28] and [29]) therefore
we obtained that the operator-valued selfenergy function of µ (b 7→ b − [Gµ(b)]−1)
is the translate with a selfadjoint of the operator-valued Cauchy transform of some
C-linear map from B〈X〉 to D satisfying properties 1 and 2 
For the main result of this section, Theorem 5.10, we will first need the following
lemma:
Lemma 5.8. Let B ⊂ D be a unital inclusion of C∗-algebras and ρ : B〈X〉 −→ D be
a unital B-bimodule map. Then the restriction of ρ to B〈X〉0 satisfies property (1)
if and only if there exists some (C)-linear map σ = σ(ρ) : B〈X〉 −→ D satisfying
property (1) such that σ(f(X )) = ρ(Xf(X )X ) for all f(X ) ∈ B〈X〉.
Proof. Suppose that first that the restriction of ρ|B〈X〉0 satisfies (1) and define σ
via σ(f(X )) = ρ(Xf(X )X ). If {fj(X )}nj=1 is some family from B〈X〉0, then[
σ(fj(X )∗fi(X ))
]n
i,j=1
=
[
ρ(Xfj(X )∗fi(X )X )
]n
i,j=1
=
[
ρ
(
[fj(X )X ]∗[fi(X )X ]
)]n
i,j=1
≥ 0
For the converse, note that σ satisfies (1) implies (cf [16], pag. 42) that B〈X〉⊗D
is a semi-inner product D-module with respect to the pairing generated by
〈f(X )⊗ d1, g(X )⊗ d2〉 = d∗2σ(g(X )∗f(X ))d1.
Fix now a family {fj(X )}nj=1 from B〈X〉0. Each fj(X ) can be written as
fj(X ) =
N(j)∑
k=1
gk,j(X ) · X · αk,j
with gk,j(X ) ∈ B〈X〉 and αk,j ∈ B. Denote ηj =
∑N(j)
k=1 gk,j(X )Xαk,j ∈ B〈X〉 ⊗ D.
Then[
ρ(fj(X )∗fi(X ))
]n
i,j=1
=
[N(j)∑
k=1
N(i)∑
l=1
ρ(α∗k,j · X · gk,j(X )∗gl,i(X ) · X · αl,i)
]n
i,j=1
=
[N(j)∑
k=1
N(i)∑
l=1
α∗k,j · σ(gk,j(X )∗gl,i(X )) · αl,i)
]n
i,j=1
=
[〈N(i)∑
l=1
gl,i(X )⊗ αl,i,
N(j)∑
k=1
gk,j(X ) ⊗ αk,j〉
]n
i,j=1
=
[〈ηi, ηj〉]ni,j=1≥ 0.
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
An immediate consequence of Theorem 5.6 and the above Lemma is the following
Corollary 5.9. If µ ∈ ΣB:D then βµ|B〈X〉0 satisfies property (1).
Theorem 5.10. As before, B ⊂ D will be a unital inclusion of unital C∗-algebras.
(i)Let µ ∈ ΣB. Then µ is ⊞-infinitly divisible if and only if there exist some
selfadjoint α ∈ B and some C-linear map σ : B〈X〉 −→ B satisfying property (1),
such that
Rµ(b) =
[
α · 1+ σ˜ (b(1−X b)−1)] · b.
(ii) Let (µ, ν) ∈ ΣB:D × ΣB. Then (µ, ν) is c -infinitely divisible if and only if
ν is ⊞-infinitely divisible and there exist some selfadjoint α ∈ B and some C-linear
map σ : B〈X〉 −→ D satisfying property (1) such that
cRµ,ν(b) =
[
α · 1+ σ˜ (b(1−X b)−1)] · b.
Moreover, if µ ∈ Σ0B, respectively (µ, ν) ∈ Σ0B:D, then the moments of the corre-
spondent maps σ do not grow faster than exponentially.
Proof. Since ΣB:B = ΣB:D, it suffices to prove the assertions for cRµ,ν .
Since cρµ,nu(X b1 · · · X bn) = κµ,n(b1, . . . , bn), Proposition 5.3 implies that
cRµ,ν(b) =Mcρµ,ν (b)− 1.
for all b ∈ Nilp(B) or for b or sufficiently small norm if (µ, ν) ∈ Σ0B:D × Σ0B.
Identifying X to 1 · X , we have that
cRµ,ν(b) =
∞∑
n=1
c˜ρµ,ν
(
(X b)n)
= c˜ρµ,ν(X ) · b+
[ ∞∑
n=2
c˜ρµ,ν
(
(X b)n−1X )] · b
=
[
µ(X ) · 1+
∞∑
n=2
c˜ρµ,ν
(X · b(X b)n−2 · X )] · b
From Theorem 4.8 and Lemma 5.8, (µ, ν) is c -infinitely divisible if and only if
there exists C-linear map σ : B〈X〉 −→ D that satisfy property (1) such that
σ(f(X )) = cρµ,ν(Xf(X )X ) for all f(X ) ∈ B〈X〉. That is
cRµ,ν(b) =
[
µ(X) · 1+
∞∑
l=0
σ˜(b · [X b]l)
]
· b
=
[
µ(X) · 1+ σ˜(b[1−X b]−1)] · b
hence the conclusion.
For the last part, if (µ, ν) ∈ Σ0B:D×Σ0B, then Remark 5.5 implies that (cρµ,ν , ρν)
is also in Σ0B:D × Σ0B, so they satisfy the condition (2) for some M > 0. The
representation of cRµ,ν gives (for b1, . . . , bn ∈ Mm(B) and the identification X ∼=
Idm ⊗X ):
‖σ˜(X b1X b2 · · · bnX )‖ = ‖cρµ,ν(X 2b1X b2 · · · bnX 2)‖
< Mn+3‖b1‖ · · · ‖bn‖
< (M2 + 1)n+1‖b1‖ · · · ‖bn‖.
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