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Theoretical Prediction of the Nematic Orbital-Ordered State
in Ti-Oxypnictide Superconductor BaTi2(As,Sb)2O
Hironori Nakaoka1, Youichi Yamakawa1, and Hiroshi Kontani1
1 Department of Physics, Nagoya University, Furo-cho, Nagoya 464-8602, Japan.
(Dated: September 15, 2018)
The electronic nematic state without magnetization emerges in various strongly correlated metals
such as Fe-based and cuprate superconductors. To understand this universal phenomenon, we
focus on the nematic state in Ti-oxypnictide BaTi2(As,Sb)2O, which is expressed as the three-
dimensional 10-orbital Hubbard model. The antiferromagnetic fluctuations are caused by the Fermi
surface nesting. Interestingly, we find the spin-fluctuation-driven orbital order due to the strong
orbital-spin interference, which is described by the Aslamazov-Larkin vertex correction (AL-VC).
The predicted intra-unit-cell nematic orbital order is consistent with the recent experimental reports
on BaTi2(As,Sb)2O. Thus, the spin-fluctuation-driven orbital order due to the AL-VC mechanism
is expected to be universal in various two- and three-dimensional multiorbital metals.
PACS numbers: 71.45.Lr,74.25.Dw,74.70.-b
I. INTRODUCTION
Various interesting symmetry breaking phenomena as-
sociated with the charge, orbital, and spin degrees of
freedom emerge in strongly correlated electron systems.
Among them, the rotational symmetry breaking, so
called the nematic transition, has attracted increasing
attention, after the discovery of the nematic order in Fe-
based and cuprate superconductors. In Fe-based super-
conductors, both the spin-nematic order [1–4] and the
orbital order [5–11] are considered as the origin of the ne-
matic order. In cuprates, the p-orbital order is a promis-
ing candidate for the nematic [12, 13], whereas other
promising scenarios had been proposed so far [14–17].
The nematic transitions in these superconductors cannot
be understood within the random-phase-approximation
(RPA) based on the Hubbard models, so it is demanded
to develop the microscopic theory beyond the mean-field-
level approximations.
To achieve the fundamental understanding of the elec-
tronic nematic states, we focus on the nematic phase
in the Ti-oxypnictide superconductors [18–21]. No mag-
netic order appears in the nematic phase [22, 23], sim-
ilarly to FeSe. The nematic order in Ti-oxypnictides is
driven by the electron-interaction since the orthorhom-
bic lattice deformation (a−b)/(a+b) is just ∼ 0.1% [24],
which is even smaller than that in Fe-based supercon-
ductors. In contrast to these systems, the lattice distor-
tions in Jahn-Teller systems (like Mn-oxides) reach a few
%. The nematic order in BaTi2As2O is ascribed to the
intra-unit-cell charge-density-wave (CDW) with d-wave
symmetry since no superlattice was found by the electron
diffraction studies [24, 25]. This result is analogous to the
“d-symmetry CDW” in under-doped cuprates in Refs.
[12, 13, 26]. Such intra-unit-cell CDW in Ti-oxypnictide
is unable to be explained by the electron-phonon mech-
anism [27]. Thus, the study of Ti-oxypnictides should
serve to understand the origin of the nematicity due to
the electron-interaction.
Interestingly, the superconducting phase (with Tc ∼
5K) is realized near the nematic phase in various Ti-
oxypnictides, indicating the importance of the nematic
fluctuations on the superconductivity. In addition,
strong antiferromagnetic (AFM) spin fluctuations appear
near the nematic phase in BaTi2Sb2O [22], analogously
to the Fe-based and cuprate superconductors. Therefore,
Ti-oxypnictides would give us great hints to understand
the close interplay between the nematicity, magnetism,
and superconductivity, which is a central issue in Fe-
based and cuprate superconductors.
In this paper, we study the origin of the non-magnetic
nematic order in Ti-oxypnictides based on the realistic
Hubbard model for BaTi2(As,Sb)2O. Due to the Fermi
surface (FS) nesting, the AFM fluctuations develop at
Qs = (π, 0, π) and (0, π, π), consistently with the previ-
ous theoretical studies [28, 29] and the NMR study [22].
Remarkably, we find that the strong orbital fluctuations
at q = (0, 0, 0) are induced by the Aslamazov-Larkin ver-
tex correction (AL-VC), which is neglected in the RPA.
We predict the formation of the spin-fluctuation-driven
intra-unit-cell orbital order in BaTi2(As,Sb)2O. Thus,
the nematic orbital order due to the AL-VC is realized
in Ti-oxypnictides, similarly to Fe-based and cuprate su-
perconductors.
The AL-VC represents the orbital-spin interplay, which
is intuitively understood in terms of the strong-coupling
picture U ≫ Wband as we explained in Ref. [9]: In Fe-
based superconductors, the ferro-orbital order nxz ≫ nyz
gives rise to the strong anisotropy in the nearest-neighbor
exchange interaction, J
(1)
x 6= J
(1)
y , and therefore the
stripe AFM order with is induced. Thus, the orbital-
order/fluctuations and magnetic-order/fluctuations si-
multaneously emerges. Such Kugel-Khomskii-type
orbital-spin interplay is explained by the AL-VC in the
weak-coupling picture.
2FIG. 1: (a) Crystal structure of Ti2Pn2O-layer and (b) unit
cell with two Ti-ions and two Pn-ions. (c) Three-dimensional
FSs for BaTi2As2O and (d) FSs for BaTi2Sb2O obtained by
the band calculation.
II. MODEL HAMILTONIANS
Figures 1 (a) and (b) show the metallic Ti2Pn2O-
layer in Ti-oxypnictides (Pn=As, Sb). The unit cell
contains two Ti-sites and two Pn-sites. The bandstruc-
ture near the Fermi level is mainly composed of (dx2−z2 ,
dxy)-orbitals on Ti-A and (dy2−z2 , dxy)-orbitals on Ti-
B, which are respectively denoted as (1, 2) and (3, 4)
hereafter. Here, we perform the band calculation of
BaTi2Pn2O using the WIEN2K software, In Fig. 1, we
show the FSs for (c) BaTi2As2O and the FSs for (d)
BaTi2Sb2O given by the WIEN2K software. The crys-
tal structures are respectively given in Ref. [21] and
Ref. [18]. In both compounds, the FSs are composed
by the hole-like cylinder FSs around X and Y points,
the electron-like cylinder FS around M point, and three-
dimensional FSs around Γ point. The shape of the three
cylinder FSs are very similar in both compounds. Al-
though the shape of the three-dimensional FSs is differ-
ent between these compounds, these FSs play a minor
role on the orbital fluctuation mechanism.
Next, we derive three-dimensional 10-orbital tight-
binding model for BaTi2Pn2O, with the four d-orbitals
(orbital 1 ∼ 4) and six p-orbitals of Pn1,2 (orbital 5 ∼
10), using the WANNIER90 software. The tight-binding
hopping parameters for BaTi2(As1−xSbx)2O is approxi-
mately given by the interpolation between the parame-
ters for BaTi2As2O and the parameters for BaTi2Sb2O.
In this paper, we present the numerical study for
BaTi2(As0.5Sb0.5)2O: We verified that the numerical re-
sults are essentially unchanged by x. The electron num-
ber per unit cell (two Ti ions and two Pn ions) is 14.0.
The bandstructure and the FSs in the kz = 0, kz = π/2,
and kz = π planes are shown in Figs. 2 (a)-(c), respec-
tively. The red (blue) lines represents the electron-like
(hole-like) FSs. The two hole-like cylinder FSs around
X,Y points and the one electron-like cylinder FS around
M point give the dominant density-of-states (DOS) at the
Fermi level. The nesting between these FSs gives the spin
fluctuations at Qs = (π, 0, π) and (0, π, π). In addition,
complex three-dimensional FSs exist around Γ point.
FIG. 2: (color online) (a)-(c) Bandstructure and FSs in the
kz = 0, kz = pi/2, and kz = pi planes. The red and blue lines
correspond to electron-like FSs and hole-like FSs, respectively.
The multiorbital Coulomb interaction term is given as
HUM =
1
2
∑
i,l,σ 6=σ′
Uni,lσni,l,σ′ +
1
2
∑
i,l 6=m,σ,σ′
{U ′ni,lσni,m,σ′
+Jm,lc
†
i,mσci,lσ(c
†
i,lσ′ci,mσ′ + c
†
i,mσ′ci,lσ′δσ,−σ′)
}
, (1)
where U and U ′ are the intra-orbital and inter-orbital
Coulomb interactions, and J is the Hund’s interactions
for d-electrons. Hereafter, we assume the relation U =
U ′ + 2J and J > 0, and fix the ratio J/U = 1/9 except
in Fig. 5 (d): We verified that similar numerical results
are obtained for J = 1/8. In the case of Fe-based super-
conductors, J/U ranges from 0.0945 (in FeSe) to 0.134
3(in LaFeAsO) according to the detailed and exhaustive
first-principles study in Ref. [30].
III. THEORETICAL ANALYSIS
Based on the obtained model, we calculate the spin
and orbital susceptibilities. The bare susceptibility (U =
0) is χ0l,l′;m,m′(q) = −T
∑
k Gl,m(k + q)Gm′,l′(k), where
l,m are the orbital indices, k = (k, ǫn) and q = (q, ωl);
ǫn = π(2n + 1)T (ωl = 2πlT ) is the fermion (boson)
Matsubara frequency. Gˆ(k) = (iǫn + µ − hˆ(k))
−1 is the
Green function, where hˆ(k) is the kinetic term in the
orbital basis. The charge (spin) susceptibility is
χˆc(s)(q) = (1− Φˆc(s)(q)Γˆc(s))−1Φˆc(s)(q), (2)
where Φˆc(s)(q) = χˆ0(q) + Xˆc(s)(q) is the charge (spin) ir-
reducible susceptibility, and Xˆc(s)(q) is VC for the charge
(spin) channel: Xˆc(s)(q) gives the important orbital-spin
interference although it is dropped in the RPA [8]. Γˆc(s)
is the d-orbital bare Coulomb interaction for the charge
(spin) channel, composed of the on-site Coulomb inter-
actions U , U ′ and J [8]. In a single-orbital model, Γˆc(s)
is simply given as Γs = U and Γc = −U .
The charge (spin) susceptibility diverges when the
charge (spin) stoner factor αC(S), which is given by the
maximum eigenvalue of Φˆc(s)(q, 0)Γˆc(s), reaches unity.
With increasing U under the condition J/U = 1/9,
both αC and αS increase monotonically, and the or-
bital order (magnetic order) occurs when αC = 1 (αS =
1). In the RPA, in which the susceptibility is given
as χˆc(s),RPA(q) = (1 − χˆ0(q)Γˆc(s))−1χˆ0(q), the relation
αS > αC is always satisfied for a positive J [8]. There-
fore, for J/U ∼ O(10−1), χˆc,RPA(q) remains small even
when χˆs,RPA(Qs) diverges.
A. RPA analysis for the spin susceptibility
First, we explain the RPA results obtained by using
32×32×8 k-meshes and 256 Matsubara frequencies. We
fix the temperature at T = 50 meV. Figure 3 shows the
spin susceptibility in the RPA, χs,RPAl;m (q) ≡ χ
s,RPA
l,l;m,m(q),
for (a) l = m = 1 and (b) (l,m) = (1, 2) at qz = π in the
case of U = 2.06 eV and J/U = 1/9 (αS = 0.98). They
have sharp peaks at q = (π, 0) and (0, π). (Note that
χs,RPAl,l′;m,m′(q) is very small for l, l
′ ≤ 2 and m,m′ ≥ 3.)
The strong spin fluctuations are actually observed in
BaTi2Sb2O by NMR measurement above the structure
transition temperature TS [22]. However, the charge sus-
ceptibility remains very small in the RPA, as we show
χc,RPA1;1 (q) in Fig. 3 (c). Thus, the experimental nematic
order cannot be explained by the RPA.
FIG. 3: (color online) (a),(b) RPA spin susceptibilities
χs,RPA1;1 (q) and χ
s,RPA
1;2 (q) at qz = pi. Note that χ
s,RPA
2;2 (Qs) ≈
6. (c) RPA charge susceptibility χc,RPA1;1 (q). We put U = 2.06
eV and J/U = 1/9.
B. Analysis of the Aslamazov-Larkin Vertex
Correction for the orbital susceptibility
In the next stage, we study the charge susceptibil-
ity by taking the AL-VC into account, and derive the
intra-unit-cell orbital order. In various two-dimensional
multiorbital metals such as Fe-based and cuprate super-
conductors, the spin-fluctuation-driven orbital order and
fluctuations are realized due to the large AL-VC for the
charge channel [8, 31, 32]. In this mechanism, very weak
spin fluctuations give rise to the orbital order when the
ratio J/U is small, as observed in FeSe with J¯/U¯ ≈ 0.1
[33, 35, 36]. However, it is highly nontrivial whether the
AL-VC is important or not in three-dimensional systems
like Ti-oxypnictides. In this paper, we calculate the AL-
VC in the three-dimensional model for the first time. We
neglect the AL-VC for the spin channel and the Maki-
Thompson VCs since they are negligible in various mod-
els [8, 12, 13, 33]. We drop the feedback effect from χˆc
to Xˆc since its smallness has been verified in the present
model, similarly to the case of the d-p Hubbard model
for cuprates [12]. The expression for the AL-VC is given
in Appendix A.
We present the numerical results obtained by includ-
ing the AL-VC. The Stoner factors are (αC , αS) =
(0.99, 0.98) for U = 2.06 eV and J/U = 1/9 at T = 50
meV. Figure 4 (a) shows the susceptibility of the orbital
polarization at Ti-A site,
χAorb(q) ≡
2∑
l,m=1
χcl;m(q) · (−1)
l+m
= χc1;1(q) + χ
c
2;2(q)− 2χ
c
1;2(q), (3)
at qz = 0. We see that the strong ferro-orbital fluctu-
ations appear due to the AL-VC, which are absent in
the RPA result in Fig. 3 (c). In contrast, the suscepti-
bility of the charge density at Ti-A site, χAcharge(q) ≡∑2
l,m=1 χ
c
l;m(q) = χ
c
1;1(q) + χ
c
2;2(q) + 2χ
c
1;2(q), re-
4FIG. 4: (color online) (a) χAorb(q) and χ
A
charge(q) at
qz = 0 obtained by including the AL-VC. We put U =
2.06 eV and J/U = 1/9. (b) Schematic intra-site or-
bital polarization. (c) χA-Borb (q) and χ
A-B
charge(q) at qz =
0. (d),(e) Schematic intra-unit-cell nematic orbital or-
der (∆nTi-Ax2−z2 ,∆n
Ti-A
xy ,∆n
Ti-B
y2−z2 ,∆n
Ti-B
xy ) ∝ ±(1,−1,−1, 1),
which triggers the orthorhombic structural transition.
mains small as shown in Fig. 4 (a). These results
means the emergence of the intra-site orbital polariza-
tion, ∆n1∆n2 < 0 at Ti-A and ∆n3∆n4 < 0 at Ti-B,
as schematically shown in Fig. 4 (b). Here, ∆nl is the
modulation of the electron density on orbital l.
In addition, the inter-site orbital susceptibility between
Ti-A and Ti-B,
χA-Borb (q) ≡
2∑
l,m=1
χcl;m+2(q) · (−1)
l+m
= χc1;3(q) + χ
c
2;4(q)− χ
c
1;4(q) − χ
c
2;3(q), (4)
has large negative peak at q = 0 as we show in Fig.
4 (c). In contrast, the inter-site charge susceptibility
χA-Bcharge(q) ≡
∑2
l,m=1 χ
c
l;m+2(q) is not enhanced at all.
These results mean that the orbital polarization in the
ordered state, ∆n ≡ (∆n1,∆n2,∆n3,∆n4), is roughly
proportional to ±(1,−1,−1, 1).
More properly, the orbital polarization ∆n is propor-
tional to the form factor f , which is given by the eigen-
vector of Φˆc(q)Γˆc for the largest eigenvalue αc, as we
discussed in Ref. [12]. The obtained form factor for Fig.
4 is f = ±(1.06,−0.94,−1.06, 0.94). Thus, the predicted
orbital patter are shown in Fig. 4 (d) or (e): When the
electron densities for orbitals 1 and 4 in Fig. 4 (d) in-
crease, the densities for other orbitals in (e) decrease.
The predicted intra-unit-cell orbital order is consistent
with the absence of the superlattice in BaTi2(As,Sb)2O
in the nematic phase reported by the electron diffraction
study [24, 25].
The charge pattern in Fig. 4 (d),(e) may be safely
called orbital-selective charge order, since it is the spon-
taneous symmetry breaking among degenerate orbitals
on different sites. (Two orbitals on the same Ti-ion are
non-degenerated.) However, we call this charge pattern
the orbital order for simplicity, since the net charge at
Ti-A and that at Ti-B are almost equivalent.
C. Explanation for the intra-unit-cell orbital order
due to the AL-VC
Here, we verify numerically that the intra- and inter-
orbital fluctuations in Fig. 4 originates from the diago-
nal elements of the AL-VC; Xcl;l(0) with l = 1 ∼ 4. For
U = 2.06 eV, the diagonal elements of the AL-VCs are
shown in Figs. 5 (a) and (b), in which Xc1;1(0) = 0.84
and Xc2;2(0) = 0.49 respectively. Then, the irreducible
susceptibilities are Φ1;1(0) = 1.21 and Φ2;2(0) = 0.75.
By taking only the diagonal AL-VCs into account in
Φˆc, strong orbital fluctuations with the form factor f =
±(1.04,−0.96,−1.04, 0.96) appears at U ≈ 2.0 eV.
FIG. 5: (color online) (a),(b) Obtained AL-VCs Xc1;1(q) and
Xc2;2(q) at qz = 0 for J/U = 1/9. (c) αC(qz) for J/U = 1/9
and (d) αC(qz) for J/U = 1/8 as functions of αS.
Next, we present a mathematical explanation why the
strong orbital fluctuations with the form factor f ∝
(1,−1,−1, 1) are obtained, which corresponds to the
intra-unit-cell orbital order. To understand this nontriv-
ial result, we put Φl,l(0) = Φ for l = 1, 3 and Φl,l(0) =
(1−x)·Φ for l = 2, 4, and other elements are zero for sim-
plicity. We also put U = U ′ and J = 0 for simplicity. Un-
der this simplification, the largest eigenvalue of Φˆc(q)Γˆc
is doubly degenerate, and the corresponding form factors
are f1 ∝ (y,−1,−y, 1) and f2 ∝ (y,−1, y,−1), where
5y ≈ 1 + x/4 for |x| ≪ 1, as we explain in Appendix
B. This degeneracy of the form factor is lifted by the
small inter-site components of Φl;m(0) with l ≤ 2 and
m ≥ 3. In the present model, the form factor f1 is se-
lected mainly due to the negative Xc1;3(0), as explained
in Appendix B. Therefore, the intra-unit-cell orbital or-
der with f1 ≈ (1,−1,−1, 1) is stably obtained without
tuning model parameters.
In the present theory, the charge Stoner factor αC is
enlarged by the AL-VC, and the AL-VC increases near
the magnetic critical point. Figures 5 (c) and (d) shows
the charge Stoner factor for a fixed qz , αC(qz), as func-
tion of αS for J/U = 1/9 and 1/8, respectively. In both
cases, αC(qz) at qz = 0 reaches unity for the smallest
αS , meaning that the orbital order at q = (0, 0, 0) is re-
alized. The orbital order should trigger the experimental
orthorhombic structure transition at T = TS .
D. Pseudo-gap formation in the orbital-ordered
state
Below, we discuss the electronic states in the ordered
state below TS , by introducing the orbital-dependent po-
tential energy ∆El (l = 1 ∼ 4). The potential en-
ergy for the intra-unit-cell orbital order in Fig. 4 (d)
or (e) is ∆Eorbital ≡ (∆E,−∆E,−∆E,∆E). In ad-
dition, we also discuss the intra-unit-cell charge order
∆Echarge ≡ (∆E,∆E,−∆E,−∆E). This possibility
had been discussed in Ref. [24]. We note that the
orbital-ordered state in Fe-based superconductors (nxz 6=
nyz) had been explained theoretically, by developing the
self-consistent vertex correction (SC-VC) theory for the
orbital-ordered state [39], and the experimental orbital
polarization Eyz − Exz is 50 ∼ 60 meV.
Figure 6 shows the DOS, D(ǫ), in the (a) orbital-
ordered state and (b) charge-ordered state for ∆E = 0 ∼
0.4 eV. To make comparison with experiments qualita-
tively, ∆E should be multiplied with the renormalization
factor due to the self-energy, z ≡ mband-calc/m
∗ (< 1),
although the value of z is unknown in Ti-oxypnictides.
(Note that z−1 ≈ 2 ∼ 10 in Fe-based superconductors.)
In (a), the DOS at the Fermi level, D(0), decreases with
∆E > 0, and the pseudo-gap structure appears. In (b),
in contrast, D(0) is almost independent of ∆E. The rea-
son for the pseudo-gap formation in (a) is that both the
electron-like FS around M point and hole-like FS around
X point shrink with ∆E, whereas only the latter shrinks
in (b). The striking difference in the FS deformation is
understood from the orbital character of the electron-like
FS, as we discuss in Appendix C.
In Fig. 6 (c), we show the DOS for ∆E ≡
(∆E, 0,−∆E, 0)[= (∆Eorbital + ∆Echarge)/2], which is
also a possible nematic state suggested experimentally
[24].
Experimentally, below TS, the resistivity shows the up-
turn, and the uniform susceptibility is suppressed [18, 19].
Also, a pseudo-gap formation is indicated by ARPES be-
low TS [40, 41]. Thus, the reduction of D(0) due to the
orbital order shown in Fig. 6 (a) is consistent with ex-
perimental results in Ti-oxypnictides.
FIG. 6: (color online) The DOSs for (a) orbital order state
∆Eorbital, (b) charge order state ∆Echarge, and (c) ∆E ≡
(∆E, 0,−∆E, 0). The black, blue, green and red lines corre-
spond to ∆E = 0, 0.1, 0.2, and 0.4 eV respectively.
IV. DISCUSSIONS
We discuss the mechanism of the superconductiv-
ity in Ti-oxypnictides. Up to now, both the spin-
fluctuation-mediated unconventional pairing [29] and the
phonon-mediated conventional pairing [27] mechanisms
were proposed. The latter may be supported by the
full-gap structure reported by the specific heat study
in Ba1−xNaxTi2Sb2O [42]. However, it is naturally ex-
pected that the orbital fluctuations near the orthorhom-
bic phase would contribute to the pairing mechanism [43].
This is our important future problem.
In the present AL-VC theory, the obtained wavevector
of the orbital order is q = (0, 0, 0), which is consistent
with the report in Ref. [24]. On the other hand, the
SC-VC theory explain the incommensurate orbital order
at qc = (δ, 0, 0) in cuprate superconductors [12, 13]: qc
is equal to the wavevector connecting the neighboring
hot spots. This fact indicates that the incommensurate
orbital order might be realized in some Ti-oxypnictides,
depending on the details of the bandstructure.
In Ref. [24], the authors discussed the nematic charge
order driven by the nearest-neighbor Coulomb interac-
tion V . At present, there is no first principles study
6for V . However, if V were the origin of the nematic
order, fine tuning of the parameters V and U is re-
quired to explain the development of spin fluctuations
near TS in BaTi2Sb2O [22]. On the other hand, the co-
existence of spin and orbital fluctuations is naturally ex-
plained by the strong orbital-spin interplay described by
the AL-VC. The AL-VC mechanism explains the orbital-
order in Fe-based superconductors [8] and the nematic
CDW order in cuprate superconductors [12]. We stress
that the importance of the AL-VC has been confirmed
by the unbiased numerical study using the functional-
renormalization-group theory [13, 44]
In summary, we studied the origin of the nematic or-
der without magnetization in Ti-oxypnictides based on
the three-dimensional first-principles model. We pre-
dicted the formation of the intra-unit-cell orbital order
in BaTi2(As,Sb)2O, which is driven by the orbital-spin
interplay (AL-VC). The present intra-unit-cell orbital or-
der can be confirmed experimentally by observing the
shear modulus CS and the electron Raman spectroscopy
for B1g channel, both of which are useful to observe the
nematic fluctuations in Fe-based superconductors [31].
The orbital order due to the AL-VC mechanism is ex-
pected to emerge not only in the two-dimensional high-Tc
superconductors, but also in the three-dimensional mul-
tiorbital systems with moderate spin fluctuations such as
Ti-oxypnictides. It would be an interesting future prob-
lem to clarify the role of the orbital fluctuations on the
superconductivity.
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Appendix A: Numerical study of the AL-VC in
three-dimensional systems
In the main text, we study the Aslamazov-Larkin
vertex correction (AL-VC) in the three-dimensional 10-
orbital Hubbard model for Ti-oxypnictides. To our
knowledge, this is the first numerical study of the AL-
VC in the three-dimensional multiorbital model.
In this model, we verified that the AL-VCs
Xcl,l′;m,m′(q) with l 6= l
′ or m 6= m′ are negligibly small.
Therefore, we calculate the AL-VCXcl,m(q) ≡ X
c
l,l;m,m(q)
in the present study. Its expression is given as
Xcl,m(q) =
T
2
∑
p
∑
i1∼j4
Λll,i1i2,j1j2(q; p)Λ
′
mm,i3i4,j3j4
(q; p)
×{3V si1i2,i3i4(p+ q)V
s
j1j2,j3j4
(−p)
+V ci1i2,i3i4(p+ q)V
c
j1j2,j3j4
(−p)}, (A1)
where the three-point vertex and spin (charge) channel
interaction are given as
Λll,i1i2,j1j2(q; p)
= −T
∑
k
Gli1 (k + q)Gj2l(k)Gi2j1(k − p),(A2)
Λ′mm,i3i4,j3j4(q; p) = Λi3j4,mj3,i4m(q; p)
+Λj3i4,mi3,j4m(q;−p− q), (A3)
Vˆ s(c)(q) = Γˆs(c) + Γˆs(c)χˆs(c)(q)Γˆs(c). (A4)
The diagrammatic expression of the AL-VC is shown in
Fig. 7. Here, the second-order double counting terms
in the AL-VC should be subtracted. In the present nu-
merical study, we put i1 = i2, i3 = i4, j1 = j2 and
j3 = j4 in eq. (A1). This simplification is justified since
χsl,l′;m,m′(q) is negligibly small for l 6= l
′ or m 6= m′.
FIG. 7: The diagram of AL-VC. Xcl,m(q) = X
c
ll,mm(q)
In general, the AL-VC is less important in higher-
dimensional systems, so it is significant to verify whether
orbital fluctuations due to the AL-VC could develop in
three-dimensional systems. In the presence of strong spin
fluctuations, the AL-VC is scaled as
Xc(0) ∼ |Λ(0;Qs)|
2T
∑
p
{V s(p, 0)}2, (A5)
which is proportional to |Λ(0;Qs)|
2Tξ4−dAF when the spin
fluctuations are d-dimensional, where ξAF is the antifer-
romagnetic correlation length. Therefore, the AL-VC is
expected to be less important in the three-dimensional
systems. Nonetheless, as revealed by the numerical study
in the main text, the strong orbital fluctuations due
to the AL-VC is realized in Ti-oxypnictides with three-
dimensional FSs,
Appendix B: Mathematical explanation for the
intra-unit-cell orbital order due to the AL-VC
In the main text, we obtained the “intra-unit-cell or-
bital order” based on the BaTi2(As,Sb)2O model, by tak-
7ing the AL-VC for χˆc(q) into account. The main origin
of the orbital order is the large diagonal elements of the
AL-VC Xl,l;l,l(q) at q = 0, which is enlarged near the
magnetic critical point. Each χcl,l;m,m(0) (l,m = 1 ∼ 4)
has positive or negative large value, and the obtained or-
bital and charge susceptibilities are shown in Figs. 4 (a)
and (c).
However, it is nontrivial that inter-site elements of
|χcl,l;m,m(0)| with l ≤ 2 and m ≥ 3 are enlarged by the di-
agonal elements of the AL-VC and intra-site Coulomb in-
teraction. We present the explanation for this nontrivial
question based on the equation for the susceptibility (2).
Table I shows the lists of the bare susceptibility χ0l,l;m,m
χ0l,l;m,m m = 1 2 3 4
l = 1 0.364 −0.037 −0.034 0.094
2 0.258 0.094 −0.046
3 0.364 −0.037
4 0.258
Xcl,l;m,m m = 1 2 3 4
l = 1 0.844 0.020 −0.252 0.013
2 0.487 0.013 0.099
3 0.844 0.020
4 0.487
TABLE I: Bare susceptibility χ0l,l;m,m (upper table) and AL-
VC for the charge channel Xcl,l;m,m (lower table) at q = 0 in
the case of U = 2.06 eV and J/U = 1/9 at T = 50 meV.
The Stoner factors are (αC , αS) = (0.99, 0.98). The numbers
greater than 0.2 in magnitude are shown by bold fonts.
(upper table) and AL-VC for the charge channel Xcl,l;m,m
(lower table) at q = 0. The model parameters are equal
to those used in the main text. It is found that the irre-
ducible susceptibility Φcl,l;m,m = χ
0
l,l;m,m+X
c
l,l;m,m takes
large value in magnitude only for l = m = 1 ∼ 4 and for
(l,m) = (1, 3). In addition, the elements Φl,l′;m,m′ with
l 6= l′ or m 6= m′ are very small. In this case, the simpli-
fied equation for χcl,l;m,m, given by the 4 × 4 matrix, is
expressed as
χˆc(s) = (1− Φˆc(s)Γˆc(s))−1Φˆc(s). (B1)
In this section, we denote χ
c(s)
l,m ≡ χ
c(s)
l,l;m,m and Φ
c(s)
l,m ≡
Φ
c(s)
l,l;m,m, and Γ
c(s)
l,m ≡ Γ
c(s)
l,l;m,m.
First, we analyze the intra-site charge susceptibility
with l,m ≤ 2 by neglecting the inter-site Φcl,m (l ≤ 2,
m ≥ 3). The 2× 2 charge susceptibility is given as(
χc1,1 χ
c
1,2
χc2,1 χ
c
2,2
)
= (1ˆ− Cˆ2)
−1
(
Φc1,1 Φ
c
1,2
Φc2,1 Φ
c
2,2
)
, (B2)
Cˆ2 =
(
Φc1,1 Φ
c
1,2
Φc2,1 Φ
c
2,2
)(
−U −2U ′ + J
−2U ′ + J −U
)
.
(B3)
The maximum eigenvalue of Cˆ2 gives the charge Stoner
factor αC , and its eigenvector gives the form factor g at
αC = 1. (Note that Cˆ2 is not Hermitian.) For simplicity,
we examine the case of Φcl,m = 0 for l 6= m, and U
′ = U
and J = 0. In this case, the charge Stoner factor is αC =
U
2 [−(Φ
c
1,1 + Φ
c
2,2) +
√
Φc1,1
2 +Φc2,2
2 + 14Φc1,1Φ
c
2,2] (>
0), and the form factor is g ∝ (−Φc1,1 + Φ
c
2,2 +√
Φc1,1
2 +Φc2,2
2 + 14Φc1,1Φ
c
2,2, −4Φ
c
2,2). When Φ2,2 =
(1 − x)Φ1,1 and |x| ≪ 1, the form factor is simplified as
g ∝ (y,−1), where y = (
√
1− x+ x2/16−x/4)/(1−x) ≈
1 + x/4.
For the 4 × 4 charge susceptibility in Eq. (B1), the
charge Stoner factor and the form factor are respectively
given by the maximum eigenvalue and its eigenvector of
the following 4× 4 matrix:
Cˆ4 =
(
Cˆ2 Cˆ
′
2
Cˆ′′2 Cˆ2
)
, (B4)
Cˆ′2 =
(
Φc1,3 Φ
c
1,4
Φc2,3 Φ
c
2,4
)(
−U −2U ′ + J
−2U ′ + J −U
)
, (B5)
Cˆ′′2 =
(
Φc3,1 Φ
c
4,1
Φc3,2 Φ
c
4,2
)(
−U −2U ′ + J
−2U ′ + J −U
)
. (B6)
At q = 0, the relation Cˆ′2 = Cˆ
′′
2 holds, and the form fac-
tors are (g,±g) when Cˆ′2 = 0. This degeneracy of the
form factor is lifted in the presence of small Cˆ′2, and the
form factor is given as f ≈ (g,−g) when the inner prod-
uct (g, Cˆ′2g) is negative, which is satisfied in the present
numerical study due to the large negative Xc1,1;3,3(0) in
Table I.
To summarize, we presented a mathematical expla-
nation why the orbital-order with the form factor f ∼
(1,−1,−1, 1), which corresponds to the numerical results
in Figs. 4 (a) and (c), is universally obtained in the
present numerical study.
Next, we analyze the intra-site spin susceptibility with
l,m ≤ 2 by neglecting the inter-site Φsl,m (l ≤ 2, m ≥ 3).
The 2× 2 spin susceptibility is given as(
χs1,1 χ
s
1,2
χs2,1 χ
s
2,2
)
= (1ˆ− Sˆ2)
−1
(
Φs1,1 Φ
s
1,2
Φs2,1 Φ
s
2,2
)
, (B7)
Sˆ2 =
(
Φs1,1 Φ
s
1,2
Φs2,1 Φ
s
2,2
)(
U J
J U
)
, (B8)
where Φsl,m(q) ≈ χ
0
l,m(q) is satisfied since the AL-VC for
the spin channel is small. Since J ≪ U , only the or-
bital diagonal elements of the spin susceptibility χsl,m are
enlarged. The spin Stoner factor is obtained as αS =
U
2 [(Φ
s
1,1 + Φ
s
2,2) +
√
(Φs1,1 − Φ
s
2,2)
2 + 4(J/U)2Φs1,1Φ
s
2,2]
when Φsl,m with l 6= m is negligible.
In the RPA or FLEX approximation (Φˆs = Φˆc), the
relation αC ≤ αS holds at any q for J ≥ 0, according
8to the obtained expressions for αC and αS . Nonetheless,
the opposite relation αC > αS is obtained in the present
study thanks to the charge channel AL-VC. Therefore,
the “orbital order without magnetization” is explained by
the present orbital-spin fluctuation theory with including
the AL-VC.
Appendix C: Fermi surface deformation due to
intra-unit-cell orders
FIG. 8: (a) The FSs in the kz = 0 plane in the absence of
the orbital or charge order. The weights of the 1-, 2-, 3-, 4-
orbitals are shown by the red, blue, green, and purple circles,
respectively. The weights of the 1,3-orbitals (2,4-orbitals) are
shown in the upper (lower) Brillouin zone. (b) The FSs under
the orbital order with ∆E = 0.1 eV and 0.2 eV. (c) The FSs
under the charge order with ∆E = 0.1 eV and 0.2 eV.
Here, we examine the orbital character of the FSs in
detail, and discuss the FS deformation under the orbital
and charge orders. Figure 8 (a) shows the FSs of the
original tight-binding model in the kz = 0 plane. The
weights of the 1,3-orbitals (2,4-orbitals) are shown in the
upper (lower) Brillouin zone.
First, we calculate the FS deformation under the
intra-unit-cell orbital order, by introducing the poten-
tial ∆Eorbital ≡ (∆E,−∆E,−∆E,∆E). Figure 8 (b)
shows the FSs for ∆E = 0.1 eV and 0.2 eV. In this case,
the hole-FS around the X-point, which is mainly com-
posed of the 3-orbital (green), disappears for ∆E ≥ 0.1
eV. In addition, the electron-FS around the M-point,
mainly composed by (1+4)-orbital [(2+3)-orbital] near
the kx = π [ky = π] Brillouin zone boundary, disappears
for ∆E ≥ 0.2 eV. For this reason, the pseudo-gap struc-
ture appears in the DOS at the Fermi level, as shown in
Fig. 5 (a) in the main text.
Next, we calculate the FS deformation under
the intra-unit-cell charge order with ∆Echarge ≡
(∆E,∆E,−∆E,−∆E). Figure 8 (c) shows the FSs for
∆E = 0.1 eV and 0.2 eV. Then, the hole-FS around the
X-point disappears for ∆E ≥ 0.1 eV, similarly to Fig.
8 (b). However, in contrast, the electron-FS around the
M-point still exists for ∆E = 0.2 eV, since the potential
on the (1+4)-orbital and that on the (2+3)-orbital cancel
in the case of the charge order. For this reason, the DOS
at the Fermi level is insensitive to ∆E, as shown in Fig.
5 (b) in the main text.
According to the ARPES study for Na2Ti2Sb2O, the
pseudo-gap appears around the X-point [40]. This result
is consistent with the FS deformation due to orbital order
in Fig. 8 (b) as well as that due to the charge order in
Fig. 8 (c). To distinguish between the orbital order and
charge order, the ARPES study around the M-point is
required.
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