Analysis of nonstationary signals, such as music signals, is a challenging task. The purpose of this study is to explore an efficient and powerful technique to analyze and classify music signals in higher frequency range (44.1 kHz). The pursuit methods are good tools for this purpose, but they aimed at representing the signals rather than classifying them as in Y. Paragakin et al., 2009. Among the pursuit methods, matching pursuit (MP), an adaptive true nonstationary time-frequency signal analysis tool, is applied for music classification. First, MP decomposes the sample signals into time-frequency functions or atoms. Atom parameters are then analyzed and manipulated, and discriminant features are extracted from atom parameters. Besides the parameters obtained using MP, an additional feature, central energy, is also derived. Linear discriminant analysis and the leave-one-out method are used to evaluate the classification accuracy rate for different feature sets. The study is one of the very few works that analyze atoms statistically and extract discriminant features directly from the parameters. From our experiments, it is evident that the MP algorithm with the Gabor dictionary decomposes nonstationary signals, such as music signals, into atoms in which the parameters contain strong discriminant information sufficient for accurate and efficient signal classifications.
Introduction
Since most of the real-world signals are non-stationary, the study and analysis of non-stationary signals is receiving more and more attention in the scientific community. For signal analysis, time series and frequency spectrum contain all the information about the underlying processes of signals. But by themselves, the best representations of non-stationary processes may not be well presented. Due to the time-varying behavior, techniques which give joint time frequency (TF) information are needed to analyze non-stationary signals. Gabor introduced the concept of atoms and stated that any signal could be described as a superimposition of a large number of such atoms [1] . Atoms, also called basis functions, are signals localized in both time and frequency domains. This signal analysis method devises a joint function of time and frequency, that is, a distribution that will describe the energy density or intensity of a signal simultaneously in time and frequency [2] . Features extracted from TF analysis contain the combined time-frequency dynamics of the given signal, as opposed to features along either the time or the frequency axis alone, as provided by conventional techniques [3] .
The TF distribution is best suited for non-stationary signals which need all the three axes of time, frequency, and energy (or amplitude or magnitude) to represent them efficiently. TF distributions can be only used for representation and visualization and not for modeling or analysis of the signals because these techniques are limited to represent the signals with possible optimum TF resolution, instead of efficiently parameterizing them [4] .
Another approach of TF analysis is called TF decomposition. This approach is parametric and more suitable for modeling non-stationary signals. In our work, TF decomposition is used, signals are decomposed into TF atoms, and atom parameters are analyzed and manipulated directly to extract discriminant features for signal classifications.
TF decomposition breaks down a signal into elementary building blocks, TF atoms, to represent the inner structure and the processes. It can better reveal the joint TF relationship and can be useful in determining the nature of the many kinds of non-stationary signals. The success of any TF 2 EURASIP Journal on Advances in Signal Processing modeling lies in how well it can model the signal on a TF plane with optimal TF resolution.
Different analysis techniques to decompose signals into TF atoms (or basis functions) have been developed. Fourier analysis and wavelet transform are the most common examples of such signal analysis models. However, in many cases, the basis functions are orthogonal to each other, such as for the cosines and sines function in Fourier and wavelets bases. Orthogonal basis functions are suitable for data compression applications, but they exhibit drawbacks for modeling nonstationary signals in feature extraction application. Based on Heisenberg's uncertainty principle, wavelets provides good time resolution and poor frequency resolution at higher frequencies, and poor time resolution and good frequency resolution at lower frequencies. On the other hand, shapegain vector quantization is designed to approximate patterns in functions which occur over a range of different gain values. Since the size of the codebooks needed to cover the sphere with a given density increases exponentially with the dimension of the space, the small number of terms in the expansions place a sharp limit on the dimension of the space from which functions can be approximated with an acceptable degree of accuracy. To expand large signals, such as digital audio recordings or images, the signals are first segmented into low-dimensional components, and these components are then quantized. The expansions can only represent efficiently those structures that are limited to a single low-dimensional partition. Structures that extend across the partitions require many more dictionary functions for accurate representation. Matching pursuit (MP) with Gabor dictionary is the suitable method for this requirement. Atoms in Gabor dictionary can reach the best possible TF resolution. This is due to the fact that the TF resolution is limited to the lower bound of the Heisenberg's uncertainty principle and it has been proven that only Gabor functions or atoms (Gaussian) satisfy the lower bound condition [4] . Gabor dictionary is also more flexible and adaptive than wavelets since there is no restriction on windowing patterns and the scaling parameter is independent of frequency. Thus, Gaussian functions have better time-frequency localization than wavelet packets. Since the expansions are not constrained to orthonormal bases, MP is better adapted to the time-frequency localization of signal structures and more efficiently perform non-stationary signal decomposition. Mallat and Zhang [5] have stated that for a given class of signals, if we can adapt the dictionary to minimize the storage for a given approximation precision, we are guaranteed to obtain better results by MP than decompositions on orthonormal bases.
MP with Gabor dictionary has been applied in different application researches. Jiang et al. [6] proposed joint visualaudio features for generic video concept classification. Audio descriptors are used based on MP with the bases, that is, Gabor functions. These descriptors as a supplementary means combined with the visual features, effectively improve the concept classification accuracy rate of a short-term video. In [7] , Chu et al. also proposed MP-based method to classify the ambient environmental sounds. The proposed MP-based method utilizes a dictionary from which features of ambient environmental sounds are selected, resulting in successful classification.
Overview of Our Approach
In our work, music signals are being decomposed and analyzed to classify it into several preset categories. A music signal often includes notes of different durations at the same time, thus even if a best local cosine basis cannot represent it well. A music note may have different durations when played at different times, so a best wavelet packet basis may not be adaptive and flexible enough to represent this sound.
To approximate music signals efficiently, the decomposition must have the same flexibility as the composer, who can freely choose the TF atoms (notes) that are best adapted to represent a sound [8] . Due to the highly non-stationary and multicomponent nature of the signals, a more flexible and adaptive TF decomposition technique, MP with Gabor dictionary, is utilized to approximate signals and extract the features for classification. In this work, we propose a parametric analysis method to study the atoms obtained from the decomposition and extract the discriminant features from the atom parameters. Figure 1 shows the schematic representation of the feature extraction, selection, and classification systems used in our work. Each non-stationary signal is decomposed into atoms using MP. Atom parameters are analyzed and manipulated to obtain discriminatory information. Discriminant features are extracted from the parameters. In order to automatically group signals of same characteristics using the discriminatory features derived, pattern classification is carried out using linear discriminant analysis (LDA) technique. The leave-one-out method is employed to estimate the correct classification rate with a least bias.
The two experiments cope with music decomposition and genre classification. From the experiments, it is shown that the proposed method (see Figure 1) 
Since a Gaussian function can be transformed into very different waveforms, the atoms in Gabor dictionary are very flexible and adaptive, and have good time-frequency localization. It makes it possible to approximate a nonstationary signal with an expansion of the atoms selected from Gabor dictionary.
Atoms are selected one by one from the dictionary, while optimizing the signal approximations (in terms of energy) at each step.
Iterative
Algorithm. MP is a greedy signal approximation algorithm, selecting at least one atom at each iteration to best match the inner structures of a signal. At the first iteration, signal f can be decomposed into
where g γ0 is the first atom chosen from the dictionary, R f is the residual function after approximating f in the direction of g γ0 , f , g denotes the inner product of the signal f and the selected atom g, and g γ0 is orthogonal to R f . In (2), to minimize R f , g γ0 is chosen from the dictionary so that | f , g γ0 is maximum. In some cases, it is only possible to find an atom g γ0 that is almost the best in the sense that
where α is an optimality factor that satisfies 0 < α ≤ 1 [9] . In the above equation, sup stands for "supremum". A value is a supremum with respect to a set if it is at least as large as any element of that set. The choice of g γ0 is not random. It is defined by a choice function. The axiom of choice guaranties that there exists at least one choice function, but in practice, there are many ways to define it, which depends on the numerical implementation.
MP is an iterative algorithm that subdecomposes the residue Rf by projecting it on a base function in the dictionary that matches R f almost at best, as it was done for f . After M iteration, the signal f can be decomposed in a concatenated sum,
where g γn is the nth base function selected from Gabor Dictionary, with scale s n , translation u n and frequency modulation ξ n , and R M f is the residual after M iterations. Thus, signal f can be expressed as a linear expansion of M base functions selected from the dictionary and the residue.
Faster Implementation of Matching Pursuit.
The main disadvantage of MP is the high computational complexity required to repeatedly calculate all the inner products and search in the overcomplete dictionary for the best atom. In order to lower the computational cost and accelerate the signal decomposition process, the iterative process can be stopped before the residual component will be decomposed completely, and the search for the atoms that best match the signal residue can be limited to a subdictionary.
There are two ways to stop the iterative process: one is to use a prespecified limiting number M of the TF atoms, and the other is to check the energy of the residue R M f . In this algorithm, the pursuit iterations are preset to M. The signal decomposition is stopped after extracting the first M TF atoms. The number of iterations M is selected according to the size of samples and the complexity of classification. As long as the atoms extracted contain sufficient discriminant information to classify the sample into the preset categories, a smaller number of M is preferred. Therefore, in this work, the number of iterations is relatively small, and thus the computational complexity is relatively low.
Instead of searching in a very redundant dictionary, the search for the atoms that best match the signal residues can be limited to a subdictionary, which can be much smaller than the original dictionary. This faster version of MP is implemented as follows: in order to further lower the computational cost and accelerate the decomposition process, the pursuits are performed only on a set of maximum atoms which correspond to the most energetic local maxima, that is, the small areas on the spectrogram of a signal or its residue with the highest energy concentration (both in time and frequency). When no qualified atoms are left (either because they have all been selected or because after a few iterations their energy is too low), then the corresponding spectrograms are updated (using the residual), and a new set of maximum atoms are selected [10] . The algorithm performs the pursuit on this new set and so on. To use this faster decomposition, the number of maxima in the set needs to be specified. If the number is 1, then this method is exactly equivalent to the regular MP, which is searching the best match in the whole dictionary. The more maxima put in the set, the faster the algorithm and the less accurate the signal approximation will be.
Considering the size of the samples and the complexity of classifications, a relatively large maxima is selected in this algorithm, as long as the parameters obtained are accurate enough for classification.
In this study, MP signal decomposition is implemented using the LastWave signal processing software package [10] . Some explanations about the 17 parameters can be found in the appendix.
Classification Scheme

Linear Discriminant Analysis (LDA).
In this work, pattern classification is carried out using the linear discriminant analysis (LDA) technique in SPSS statistics software package [11] . To distinguish among the groups, a set of discriminating features are selected which measure characteristics in which the groups are expected to differ. LDA method tries to find one or more linear combinations of a set of discriminating features that best separate the groups of samples. These combinations are called canonical discriminant functions and have the form:
where x 1 · · · x 10 is the set of features, b 1 · · · b 10 and a are the coefficients and constant, respectively, which are estimated and derived during the LDA procedure [11] . The procedure automatically chooses a first function that will separate the groups as much as possible. It then chooses a second function that is both uncorrelated with the first function and provides as much further separation as possible. The procedure continues adding functions in this way until reaching the maximum number of functions.
Leave-One-Out Method.
In this study, the classification accuracy is estimated using the leave-one-out method which is known to provide a least bias estimate. In the leave-oneout method, one sample is excluded from the dataset and the classifier is trained with all the remaining samples. Then the excluded sample is used as the test data and the classification accuracy is determined.
This operation is repeated for all samples in the dataset. The number of correctly classified cases is used to calculate the classification accuracy rate. Since each sample is excluded from the training set in turn, the independence between the test set and the training set is maintained. In a database with N examples, N experiments are performed. For each experiment, N − 1 examples are used for training and the remaining example is used for testing. The number of correctly classified subjects is counted to estimate the classification accuracy rate. The true error is estimated as the average error rate on test examples:
Application in Music Classification
4.1. Possible Application. Music genre hierarchies are typically created manually by human experts and are currently used to organize and structure music databases. There are different perceptual criteria that can be used to characterize a particular music genre. Traditional music genres consist of classical, rock, jazz, country, blues, reggae, and so on. Traditionally music databases stored in computers are organized and retrieved using one or several of the text indices, just like other textual information. Although manual indexing and classification have proved to be useful and widely accepted, finding a computerized method which allows efficient and automated classification plus easy and fast retrieval of music database is of increasing importance.
In this study, a content-based music classification scheme is proposed and tested. The proposed work may have the following applications: (1) It is possible to perform the automatic music classifications and annotations. (2) It allows users to query music by style in spite of the composer. For example, the user can search for the music with both Bach and Mozart style composed by other composers. (3) It can be used in the personalized content-based music retrieval (CBMR) system based on users' preference. A CBMR system can learn users preferred music style by monitoring the users' retrieval activities and discover the syntactic patterns from the accessed music [12] .
Previous Works on Music Classification.
Content-based music recognition has been receiving increasing attention in recent years. Various algorithms have been proposed. These works can be primarily separated into two classes: one deals with score-based music, and the other deals with raw music data. The latter is more general and has greater significance.
Most of the existing techniques do not take into consideration the non-stationary behavior of the music signals while deriving the discriminating features. Samples are examined in either the time or frequency domain where it is assumed that the signals are wide sense stationary. The computational complexity for most of the existing works is relatively high. And the classifications are mostly among farther-distanced sound groups, such as speech, music, and noise, or advertisement, football and news. Only a few works analyze music signals in joint time-frequency domain, using true non-stationary tools to extract discriminating features, where the classifications are among different music styles which is harder than distinguishing music from other sound recordings, such as, speech or noise.
In [13] , Esmaili et al. proposed a technique using shorttime Fourier transform (STFT) where features are derived directly from the time-frequency domain, where 143 music signals, with 5-second duration in each signal, are classified into six genres, that is, rock, classical, folk, jazz, pop, and country. Features extracted include entropy, centroid, centroid ratio, bandwidth, silence ratio, energy ratio, and location of minimum and maximum energy. LDA is applied to test the group classification of cases. The accuracy of classification reaches 92.3% using the leave-one-out method. The proposal deals with music signals in time-frequency domain, and features extracted reflect the non-stationary properties of music signals. The computational complexity is relatively low and classification accuracy is relatively high compared to previous works. However, since STFT is used in this technique, music signals are still being segmented and the determination of optimum window size brings up challenges and uncertainty in practice.
In [14] , Umapathy et al. also used MP, the same adaptive TF decomposition algorithm employed in our work, to analyze music samples. The music samples were treated as true non-stationary signals, and no segmentations were required. As well, no window sizes need to be determined. An overall correct classification accuracy reached 90%. Some important observations were also made, such as, the octave parameter obtained as a result of TF decomposition exhibits potential discriminatory ability to classify audio signals, and the octave distribution reflects the spectral similarities for the same category of signals.
Panagakis et al. [15] applied MP for music classification as well. In this method, the music recording is represented by its auditory temporal modulations. These auditory temporal modulations form an overcomplete dictionary of basis signals for music genres. The music classification is performed by assigning each test recording to the class where the dictionary atoms, that are weighted by nonzero coefficients, belong to. The features were obtained by utilizing dimensionality reduction methods, such as NMF, PCA, random projection or downsampling, and not by analyzing the atoms themselves. The classification accuracy is high when the feature dimension goes up to a certain large number.
Due to space limitations, the other music discrimination methods with their comparison results which are not included in this paper can be found in [15] [16] [17] [18] [19] .
Music Sample Processing.
Since for classification purpose somewhat general characteristics of signals in a broad sense is sufficient, the fast implementation of MP is employed. The number of pursuit iterations is preset to control decomposition process, and local maxima is used to limit the searching area. While ensuring that the atoms extracted from each music sample are sufficient for a satisfactory classification, we try to use fewer pursuit iterations and larger local maxima, to reduce the computational complexity and achieve a better efficiency.
In the following two experiments, only single-channel recordings in the music samples are used, and sampling rate is kept as 44.1 kHz. Thus, a 5-second music clip applied in the first experiment occupies 441,000 bytes and a 10-second clip applied in the second experiment occupies 882,000 bytes.
6-Group Music Classifications
Sample Decomposition.
The database is comprised of 96 pieces of music samples, each sample has the duration of 5 seconds. The samples fit into 6 categories as described in Table 1 .
Each music sample in the database is decomposed into atoms with MP. Atoms extracted from one signal are saved in a book, which is a variable type for storing the result of MP decompositions. The number of iterations of the pursuit is set to be 1,000. Thus the book for each signal ends up with 1,000 atoms in it, except if the pursuit stops before because the residue is zero, which has not happened in the experiment. For each iteration, a set of 100 maxima is selected to accelerate the decomposition.
Parameter Analysis and Feature Extraction.
All of the 17 parameters introduced in Section 3.1.3 are analyzed and plotted. It is found that some of the parameters do not carry much distinguishing information and some parameters are redundant in meaning. For instance, dim is always "1" because the number of atoms in word is always "1" in the experiment. Parameters of status, g2Cos2 and chirpId, are always "0" in the experiment. Phase plots look similar to one another. Energy in word is the same in value as energy in atom, and coeff2 of word is equivalent to coeff2 of atom, as there is only one atom in each word. The parameter coeff2 of atom equals to energy in atom in the experiment. In order to determine effective classification feature sets, 6 more discriminant parameters are selected and further analyzed, that is, energy in atom, octave, freqId, innerProdR, innerProdI, and realGG.
It is observed that octave and energy for the 1,000 atoms contain good discriminating information for classification. Octave is just scaling parameter and it is decided by the adaptive window duration of the Gabor function. The distribution patterns of octaves for different music groups look different. Energy distributions for the first 1,000 atoms are unique for each group. Thus, it is possible to extract good discriminant information from octave and energy in atom.
Based on the atom energy distributions, one additional feature "central energy" is derived in order to attain the best classification feature set. Having taken the energy impact in each atom along the frequency axis into consideration, we assume there is one "super" atom at a frequency location whose energy can replace all the total energy in all the atoms and still reflects the actually total energy effect along the frequency axis. This "super" atom energy is defined as central energy in the study. Thus, central energy is calculated as the sum of energy in each atom with the frequency weight divided by the total frequency.
In order to find an effective discriminant feature set to classify the 96 music samples into one of the six music groups, that is, Christmas choir, country, Greek music, jazz, rock, and Scottish music, supervised classification is conducted. The parameters of energy, octave, innerProdR, innerProdI, and realGG, including their derivative values, for example, the standard deviation of octaves in the first 1,000 atoms, the mean of octaves in the first 1,000 atoms, the median of octaves in the first 1,000 atoms, and the derived feature central energy, have been studied and selected into the discriminant feature sets. The performance of each feature set is evaluated using LDA. The feature set which brings up the best classification accuracy will be recognized as the discriminatory feature for the database.
Observation.
(1) In general, combining good features can bring up better performance. (2) Sometimes, by adding a good feature to the test feature set, the result is worse than adding a bad feature. For example, as an individual feature, the mean of octaves provides better performance than median of octaves. However, the median of octaves works better as a component in the test feature set. (3) When the result reaches a limit, adding more features to the test feature set does not necessarily bring out better results.
Classifications and Results.
After a long try and comparing process, the optimum feature set, which brings up the best classification accuracy, is found to be the standard deviation of octave, the median of octave, the standard deviation of innerProdI, the standard deviation of realGG, and the central energy. Total  1  2  3  4  5  6  Count 1  16  0  0  0  0  0  16  2  0  12  2  0  2  0  16  3  0  4 A scatter plot in Figure 2 is created in SPSS statistics software package showing the discriminant scores of the cases on the first two discriminant functions. This plot shows the separation between different cases. All 96 music samples are categorized into six groups (Christmas choir, country, Greek music, jazz, rock, and Scottish music), and the confusion matrix depicted in Table 2 shows the classification performance of the optimum feature set. All 16 pieces of Christmas choir samples, jazz samples, and rock samples are correctly classified. The other types of music are correctly classified in a certain rate. For example, 12 out of 16 pieces of country music samples are well classified, 2 pieces are misclassified into Greek music group, and the other 2 pieces are misclassified into rock music group. Using the leave-oneout method, 89.6% of all original grouped cases are correctly classified.
2-Group Music Classifications
4.5.1. Sample Decomposition. The second database is comprised of 112 pieces of music samples with 56 rock-like music and 56 classical-like music samples, and each sample has the duration of 10 seconds. All the samples fall into two categories, that is, rock-like music group (7 subgroups with 8 pieces of 10-second clips in each subgroup), and classical-like music group (7 subgroups with 8 pieces of 10-second clips in each subgroup) experiment. The number of iterations of the pursuit is increased to be 3,000 to get more detailed information for effective classifications. Thus, the book for each signal ends up with 3,000 atoms in it, except if the pursuit stops before because the residue is zero, which has not happened in the experiment. In order to accelerate the decomposition, a set of 300 maxima is selected for each iteration.
We try to use as few atoms as possible to reduce the computational complexity, as long as satisfying classification results can be obtained. In this experiment, the first 2,000 atoms are analyzed to find the optimum classification feature set. In order to look more into the characteristics demonstrated by rock-like music samples and classical-like music samples, and define the discriminatory features for classification, the spectrograms of the samples are also studied. A spectrogram is the squared modulus of the STFT and is generally used to display the TF energy distribution over the TF plane. From the spectrogram plots, it is easy to observe that in general the energy distribution is different for rock-like and classical-like music samples. It was found that rock-like music samples usually contain higher energy components. In [14] , Umapathy et al. studied the MP decomposition algorithm and observed that the octave distribution can reflect the spectral similarities for the same category of signals. Since rock-like music samples and classical-like music samples demonstrate different categorical characteristics with regard to the spectral energy distribution, it is expected that the octave parameter may carry distinguishing information to separate rock-like music samples from classical-like ones. Spectrograms of one rock-like and one classical-like music sample are randomly selected from the database and plotted in Figures 3(a) and 3(b) , to show the visible differences of the spectral energy distribution between the two groups.
Parameter Analysis and Feature Extraction.
Knowing octave may contain important discriminating information for classification, this parameter, along with its derivative values such as the standard deviation of octaves in the first 2,000 atoms, the mean of octaves in the first 2,000 atoms, and the median of octaves in the first 2,000 atoms, has been studied. The octave and/or its derivatives are selected into the test feature sets for music group classification. The optimum feature set, which brings up the best classification accuracy, is found to be: the standard deviation of octaves in the first 2,000 atoms.
Classification Results and Conclusion.
The values of standard deviation of octaves in the first 2,000 atoms are listed in Table 3 . By observation, the threshold of 1.7 is assigned, which can completely separate the rock-like music samples from the classical-like music samples. When the standard deviation of octaves in the first 2,000 atoms is smaller than 1.7, the music sample is classified into classicallike music group. When the standard deviation of octaves in the first 2,000 atoms is larger than 1.7, the music sample is classified into rock-like music group. The classification accuracy is 100%.
The experiments on the music databases verify again that MP, as an adaptive time-frequency tool, decomposes non-stationary signals into atoms whose parameters contain good discriminant information for classification. The study further proves that the octave has the discriminatory ability to classify audio signals.
Conclusion
In this work, MP algorithm with Gabor dictionary is applied to the decomposition and classification of non-stationary signals: music signals. It can apply the decomposition on a signal with any length instead of determining the optimal window size to segment the signal into pieces. Moreover, by applying fast approach, the computation complexity can be reduced, which makes the approach feasible for fast music classification.
Good discriminating parameters are extracted from atom parameters obtained from pursuit iterations and analyzed, and their derivative values, such as mean, median, and standard deviation, are also calculated and studied. An additional feature, such as the central energy, is also defined and derived. The atom parameters and their derivative values, along with the additional features, are selected and combined into various classification features sets. Since the group labels are preset for all the samples, supervised classification is conducted. All feature sets are fed to the linear discriminant analysis classifier (LDA). The classification accuracy rate is estimated using the leave-one-out method. The analysis and classification methodologies are the same for all two databases. However, since the physical characteristics are different for each group of signals, the numbers of pursuit iterations, the values of maxima, and the optimum discriminating feature sets are different for different databases, and the classification accuracy rates are different as well.
It was observed that a combination of good discriminatory features may bring up improved results. It was also noted that adding more discriminatory features does not necessary improve the classification performance. The study proves that the octave has the discriminatory ability to classify audio signals. It was also discovered that some other atom parameters besides the octave carry satisfying discriminatory information as well. The derivative values of these parameters may act as good discriminant features, bringing good classification results. The new feature, the central energy, had a good performance as well. Besides, the optimum classification feature sets for different databases are different as well.
In time-frequency (TF) analysis, atoms are usually used for visualization in TF plane. The study is one of the very few works that analyze atoms statistically and extracts discriminant features directly from the parameters. Together with the similar works done by Umapathy et al. [14] and Esmaili et al. [13] , this work opens a door to the parametric analysis method in joint time-frequency distribution (TFD).
