In this paper, the control problem of semi-linear distributed parameter system (DPS) with sensors/actuators is considered using iterative learning control (ILC) method. During the learning process, the output signals of the system exist random data dropout which is described as a Bernoulli random variable. Then, a novel intermittent updating PD-type ILC algorithm is proposed on the basis of the available output information. In this kind ILC algorithm, the scheme only updates its control signal when the output signal is successfully transmitted. Hence, the intermittent updating PD-type ILC algorithm is presented for a semi-linear parabolic DPS based on single sensor and single actuator, and the convergence condition of the output error is obtained by using Bellman-Gronwall lemma and semigroup theory under some given assumptions. Secondly, this kind PD-type ILC law is extended to control the semi-linear DPS with multiple sensors and multiple actuators. Lastly, one example is given to demonstrate the effectiveness of the proposed scheme.
I. INTRODUCTION
Iterative learning control (ILC) is first proposed for a mechanical robot by Arimoto et al. [1] in 1984. Since then, ILC has been developed for three decades and a great deal of excellent achievements have been obtained [2] - [6] . The motivation of ILC is mimicking human learning and it has become an important part of intelligent control, especially for repetitive models. In many industrial processes such as health care systems, the mechanical arms and industrial robots, the systems always perform the same task repeatedly. For these repetitive systems, ILC is a prime choice due to its simplicity and effectiveness. Estakhrouiyeh et al. [7] considered the application of fractional order ILC scheme for a type of batch bio-reactor. He et al. [8] proposed a unified framework of ILC algorithm for typical flexible structures with input constraints and external disturbances. An adaptive fuzzy ILC method was presented to control nonlinear dynamical discrete time The associate editor coordinating the review of this manuscript and approving it for publication was YangQuan Chen. systems with both unknown input dead zone and unknown control direction in Xu and Li [9] . Zhao and Wang [10] studied a novel energy-optimal time allocation in point-topoint ILC for a continuous linear time-invariable system.
ILC is a typical control learning strategy improving the performance of the dynamical systems, especially when the dynamical systems exist uncertainty, semi-linear and complex modeling. Therefore, ILC plays an important role in the distributed parameter system (DPS) which is more complex than lumped parameter system and its state depends on both time and spatial position. Huang and Xu [11] proposed a P-type steady-state ILC law to investigate the velocity boundary control of a kind of nonlinear distributed parameter system. Fu et al. [12] discussed a P-type ILC scheme for a class of mixed distributed parameter systems which described by hyperbolic-parabolic partial differential equations. Dai et al. [13] considered the P-type ILC issue for multi-input multi-output DPSs with singular matrix coefficients, which described by coupled partial differential equations with parabolic and hyperbolic type. The distributed VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ parameter systems have been widely used to describe some engineering applications, such as industrial automation [14] , building environment control [15] , and fractional reaction diffusion processes [16] , [17] . Moore and Chen [18] presented an ILC algorithm for a class of periodic distributed parameter systems with the wireless sensor network, which is described the agricultural irrigation process. In this paper, the semi-linear DPS with sensors/actuators is considered. Due to the complexity of the semi-linear DPS with sensors/actuators, many control methods have been proposed to estimate or control the semi-linear DPS with sensors/actuators, such as backstepping control [19] , [20] , fuzzy control [21] , [22] , boundary control [23] , [24] and sampled-data control [25] . In [26] - [29] , the semi-linear DPS with sensors/actuators was described as the evolution equation in the Hilbert space by using semigroup theory. However, to the best of the authors' knowledge, no previous literatures about the PD-type iterative learning control method for the semi-linear distributed parameter system with sensors/actuators are studied via semigroup theory.
Considering the PD-type ILC problem for the semi-linear DPS with sensors/actuators whose output signals exist random data dropout, the condition of random data dropout should be taken into account, then the design of compensation mechanism should be given and convergence analysis should be proved lastly. Hence, the random data dropout is defined as stochastic Bernoulli distributed process, and a novelty intermittent updating PD-type ILC scheme is presented, whose scheme only updates its control signal when the output signal is successfully transmitted.
Based on this kind ILC algorithm, the control problem of semi-linear parabolic distributed parameter system with sensors/actuators is proposed. Firstly, the convergence condition is obtained by considering the original mathematical structure of semi-linear distributed parameter system with single sensor/actuator. Secondly, the semi-linear distributed parameter system with single sensor/actuator is described as an evolution equation in the Hilbert space via semigroup theory, and the output error convergence of the evolution equation is guaranteed. Then, the PD-type iterative learning control method is extended to control the semi-linear distributed parameter system with multiple sensors and multiple actuators.
The main contributions of this paper can be summarized as follows.
1). Comparing with traditional PD-type ILC scheme, the intermittent updating PD-type ILC scheme is mostly consistent with the actual situation.
2). Comparing with other control methods, the PDtype ILC for semi-linear distributed parameter system with sensors/actuators whose output signal exists random data dropout, is first addressed, and two convergence conditions of tracking error are obtained.
3). Comparing with the original mathematical structure of semi-linear DPS with single sensor/actuator, the semi-linear DPS with single sensor/actuator is described as an evolution equation by using semigroup theory, which simplifies the analysis process of convergence.
II. PROBLEM FORMULATION
Consider a parabolic distributed parameter system with single sensor/actuator which is described by the following partial differential equation
with the initial condition
and the boundary conditions
where x ∈ [0, h] is the space variable and t ∈ [0, T ] is the time variable (h and T are fixed numbers). k ∈ N =
and y k (t) ∈ R denote the control input and the measurement output of the system, respectively. The nonlinear function g(ς, t) is continuously differentiable from R × [0, ∞] into R and satisfies Lipschitz condition, that there exists a positive Lipschitz constant α such that
for any ς 1 , ς 2 ∈ R, and g(0, t) = 0 for all t > 0. The function b(x; x a ) denotes the spatial distribution of the actuator and x a is the centroid position of the actuator. Similarly, the function c(x; x s ) denotes the spatial distribution of the sensor and x s is the centroid position of the sensor. The spatial distribution of the actuator and the sensor is given by
and
where β and γ are adjustment coefficients, ε > 0 and ζ > 0 are the spatial support of the actuator and the sensor, respectively. In some engineering applications, the sensor needs to gather information from the system so the spatial distribution of the sensor is always wider than the actuator.
. For a given desired output y d (t), the control objective is to find a desired input u d (t) such that the actual output y k (t) of the system (1) closes to y d (t) for all t ∈ [0, T ] as k → ∞. Hence y d (t) and u d (t) are described as following
For the technical analysis, we will use the λ-norm and L 2 -norm which are defined as follows.
λ-norm [2] : The definition of λ-norm of a vector function
where λ > 0 and · is a kind of R n norm. L 2 -norm [27] : The definition of L 2 -norm of a vector function (x, t) :
Furthermore, the following lemma is necessary for the later derivation.
Lemma 1: For the system (1) with the boundary conditions (3) and (9), the following equation is hold at k-th iteration
Proof: From the spatial distribution of the sensor (6), ∂c(x;x s ) ∂x = 0. Then applying integration by parts and using the boundary conditions (3) and (9), for any k ∈ N, we have that
III. THE PD-TYPE ILC DESIGN AND CONVERGENCE ANALYSIS
In this section, the PD-type ILC scheme is employed for the repetitive distributed parameter system (1) with sensor/actuator as follows.
where κ 1 and κ 2 are the P-type and D-type learning gains,
During the learning process, the measurement output signal y k (t) may contain missing data. If the data packet of y k (t) is lost, the control input u k+1 (t) is same as u k (t). If there is no random data dropout, the control input u k+1 (t) will be updated as PD-type ILC scheme (11) . Hence, the ILC algorithm can be rewritten as
where δ(t) is stochastic variable which satisfies Bernoulli distributed taking the values 1 or 0 with
whereδ ∈ [0, 1] is a constant and t ∈ [0, T ]. Theorem 1: Consider the PD-type ILC scheme (12) for the system (1) under the boundary conditions (3) and the initial condition (2) with the spatial distribution of the actuator (5) and the sensor (6) , and let the given desired output y d (t) satisfies (7) . If the learning gain κ 2 exists and satisfies |1 − 4δκ 2 βγ ε + 4δ(κ 2 βγ ε) 2 | < 1 3 , then the output errors e k (t) converge to zero for all t ∈ [0, T ] as k → ∞ in mean-square sense.
Proof: From the desire input u d (t) and (k + 1)-th actual input u k+1 (t), then the following gives
whereũ
According to the system (1) and Lemma 1, we have that
In view of the spatial distribution of the actuator (5) and the sensor (6),
Squaring both sides of (16) and using the definition of L 2 -norm, gives
Using the Lipschitz condition (4), (17) can be rewritten as
Taking expectation on both sides of (18), it follows that
where
. On the other hand, according to the system (1), ∂(z k (x,t)) 2 ∂t can be investigated as
Integrating (20) with respect to x on [0, h], we have
Similar to the proof of Lemma 1, the right first item of (21) is less than zero. Hence, from the Lipschitz condition (4) and the definition of L 2 -norm, we obtain
Integrating (22) with respect to t and using Bellman-Gronwall lemma (Sun and Huang [2] ), it meets
Taking expectation on both sides of (23), gives (24) Substituting (24) into (19) and from the definition of λ-norm, one can obtain
Since |1 − 4δκ 2 βγ ε + 4δ(κ 2 βγ ε) 2 | < 1 3 , and we can take λ large enough, such that (ι 1 
L 2 ] = 0, and from the output equation of system (1), so we can obtain lim k→∞ E[e 2 k (t)] = 0 that means the output errors e k (t) converge to zero for all t ∈ [0, T ] as k → ∞ in mean-square sense.
IV. CONVERGENCE ANALYSIS BY USING SEMIGROUP THEORY
The semi-linear distributed parameter system (1) with single sensor/actuator can be described as an evolution equation in the Hilbert space Z L 2 [0, h] with the inner product ·, · and corresponding induced norm · . Let X be a reflexive Banach space, and X is embedded densely and continuously in Z with norm · X . Let X * be the conjugate dual of X with norm · X * . It follows X → Z → X * with both embedding dense and continuous, and ϕ o ϕ X (ϕ ∈ X and 0 < o) (Demetriou [30] ).
The system operator A is the infinitesimal generator of a strongly C 0 -semigroup S(t) (Pazy [26] ) on Z which is defined by
The output operator C is given by
Set z k (t) = z k (·, t) for t ∈ [0, T ] and k ∈ N. Then, the semi-linear distributed parameter system (1) with single sensor/actuator can be rewritten as
Given an admissible control signal u k (t), the system (26) can be represented by a mild solution
Using Theorem 2.1.12 on page 26 in Curtain and Zwart [27] , we can have Lemma 2.
Lemma 2: The operator A is the infinitesimal generator of a C 0 -semigroup S(t), then there exist real numbers M ≥ 1 and ω > 0, such that S(t) ≤ Me −ωt for all t ≥ 0.
According to the control objective, y d (t) and u d (t) can be described as
Theorem 2: If the learning gain κ 2 of the ILC algorithm (12) exists and satisfies I − κ 2δ CB < 1, and the repetitive system (26) with the given desired output y d (t) satisfying (29) under the initial condition (27) , then the output errors e k (t) converge to zero for all t ∈ [0, T ] as k → ∞.
Proof: From the input error u d (t) − u k+1 (t) at the (k + 1)-th iteration, we have
Using the Lipschitz condition (4), (30) can be rewritten as
According to the mild solution (28), we can obtaiñ
By Lemma 2, we know S(t) ≤ Me −ωt , and from the Lipschitz condition (4), we have that
Multiplying both sides of (33) by e −ϑt (ϑ > 0), it follows that
where the ϑ-norm is given by z k ϑ = sup
Since the right side of (34) is irrelevant to the time t, we have
Transposing the term z k ϑ , (35) can be written as
Similarly, multiplying both sides of (31) by e −ϑt , it meets
Since the right side of (37) is irrelevant to the time t, then combining (36) and (37), we obtain
. Taking expectation on both sides of (38), we have
If the PD-type learning gain κ 2 satisfies I − κ 2 CBδ < 1 and we can take ϑ large enough, such that ( I − κ 2 CBδ + ι 2 ) < 1, then lim k→∞ E[ũ k (t)] = 0. From (36), lim k→∞ E[z k (t)] = 0 is obtained. Hence, According to the output equation of system (26) , lim k→∞ E[y k (t)] = y d (t). In other words, the output error is convergent.
V. THE CASE OF MULTIPLE SENSORS AND ACTUATORS
In numerous engineering applications, such as environmental monitoring, underwater detection and agricultural irrigation, we use the sensors to gather information and the actuators to make decisions and perform work due to their low-cost, low-powered and flexible structure. However, the sensors and actuators are always very small, we need to use multiple sensors and multiple actuators to meet demand in some practical applications. Hence, the PD-type iterative learning control algorithm for the following distributed parameter system with multiple sensors/actuators is considered
with the initial condition (2) and the boundary conditions (3) . And x ∈ [0, h] is the space variable and t ∈ [0, T ] is the time variable (h and T are fixed numbers). k ∈ N = {0, 1, 2, · · · } is the iteration number. z k (x, t) ∈ R denotes the state at k-th iteration. φ(x) ≥ φ 0 > 0 denotes the diffusing coefficient (φ 0 is a known constant). The nonlinear function g(ς, t) is continuously differentiable from R × [0, ∞] into R and satisfies Lipschitz condition (4). b(x; x a i ) denotes the spatial distribution of the i-th actuator and x a i is the centroid position of the i-th actuator. Similarly, c(x; x s i ) denotes the spatial distribution of the i-th sensor and x s i is the centroid position of the i-th sensor. u (k,i) (t) is the associated control signal of the i-th actuator. y (k,i) (t) is the associated measurement output of the i-th sensor, therefore, the i-th output error is described by e (k,i) (t) = y (d,i) (t)−y (k,i) (t) and the PD-type ILC scheme (12) will be instead by following ILC scheme
where i and ϒ i are the P-type learning gain and D-type learning gain, respectively.
The spatial distribution of the actuators and the sensors is defined as
According to the control objective, for a given desired output y (d,i) (t), a desired input u (d,i) (t) is required to make the actual output y (k,i) (t) close to y (d,i) (t) for all t ∈ [0, T ] as k → ∞. Hence y (d,i) (t) and u (d,i) (t) are described as following
Theorem 3: Consider the PD-type ILC scheme (41) for the repetitive system (40) with the initial condition (2) and the boundary conditions (3), which satisfies the spatial distribution of the actuators (42) and the sensors (43). Let the given desired output y (d,i) (t), i ∈ {1, 2, · · · , m} satisfy (44). If the learning gain ϒ i exists and satisfies |1 − 4δϒ i βγ ε + 4δ(ϒ i βγ ε) 2 | < 1 3 , then the output errors e (k,i) (t) converge to zero for all t ∈ [0, T ] and i ∈ {1, 2, · · · , m} as k → ∞ in mean-square sense.
Proof: Similar to the proof of Theorem 1, the input error u (d,i) (t)−u (k+1,i) (t) at the (k +1)-th iteration of the i-th sensor and the i-th actuator can be expressed as
From the state equation of the system (40) and the proof of Lemma 1, then the following gives (x, t) , t). In view of the spatial distribution of the actuators (42) and the sensors (43), and [x a i − ε,
Squaring both sides of (47) and using the definition of L 2 -norm, we obtaiñ
By the Lipschitz condition (4), (48) can be rewritten as
Similar to (19) , we have
where ι 3 = |3 − 12δϒ i βγ ε + 12δ(ϒ i βγ ε) 2 | andῑ 3 = 3δγ 2 ( 2 i +ϒ 2 i α 2 ). Now we investigate ∂(z k (x,t)) 2 ∂t by using (40) as follows.
Integrating both sides of (51) about x on [0, h], and according to the proof of Lemma 1,
Using the Lipschitz condition (4) and the definition of L 2norm, it meets
Integrating (53) with respect to t and from the Bellman-Gronwall Lemma (Sun and Huang [2] ), the following gives
Similarly, from (50) and (54), we have
(55)
Since ι 3 < 1, and we can take λ large enough, such that (ι 3 
(k,i) ] λ = 0 for each i ∈ {1, 2, · · · , m}. According to (54), we have lim k→∞ E[ z k (·, t) 2
L 2 ] = 0. And from the output equation of system (40), we can obtain lim k→∞ E[e 2 (k,i) (t)] = 0, which means the output errors e (k,i) (t) converge to zero for all t ∈ [0, T ] and i ∈ {1, 2, · · · , m} as k → ∞ in mean-square sense.
VI. NUMERICAL SIMULATION
Consider the following semi-linear distributed parameter system [28] using two sensors/actuators in a repeatable environment
with the initial condition (2) and the boundary conditions (3).
x ∈ [0, 1], t ∈ [0, 0.9] and φ(x) = 0.01. The spatial distribution of the first actuator and the second actuator is given as follows. The output y (k,i) (t) of the distributed parameter system (56) is chosen as
The desired output y (d,i) (t) of the distributed parameter system (56) is given by   y (d,1) (t)
We choose the D-type learning gains ϒ 1 = 10.8 and ϒ 2 = 12.6, and consider the following three different random dropout cases for semi-linear distributed parameter system (56) using two sensors/actuators: Case 1:δ = 1 (no packet dropout), |1 − 4δϒ i βγ ε + 4δ(ϒ i βγ ε) 2 | = 0.11 < 1 3 . Case 2:δ = 0.9 (10% packet dropout), |1 − 4δϒ i βγ ε + 4δ(ϒ i βγ ε) 2 | = 0.2 < 1 3 . Case 3:δ = 0.7 (30% packet dropout), |1 − 4δϒ i βγ ε + 4δ(ϒ i βγ ε) 2 | = 0.26 < 1 3 . Therefore, the three cases satisfy the convergence condition of Theorem 3. The P-type learning gains are 1 = 2 and 2 = 1.2, respectively. The simulation results of case 1 (no packet dropout) are shown in Fig. 1−Fig. 4. Fig. 1 and Fig. 2 show the desired trajectory y (d,1) (t) and y (d,2) (t) together with the actual output y (k,1) (t) and y (k,2) (t) of the distributed parameter system (56) at k = 25 and 40, respectively. It clearly shows that the actual output can track the desired output as the iterative increases. Fig. 3 shows the system states z k (x, t) at k = 25, and it can be seen when x ∈ [0.3125, 0.375] ∪ [0.5, 0.5625], the states z k (x, t) = 0. Fig. 4 shows two curve charts which illustrate the variation in the tracking errors e (k,1) (t) and e (k,2) (t) of actual output along with the number of iterations. With the increasing number of iterations, the tracking errors can converge to zero.
The simulation results of case 2 (10% packet dropout) are shown in Fig. 5−Fig. 8. Fig. 5 and Fig. 6 show the desired trajectory y (d,1) (t) and y (d,2) (t) together with the actual output y (k,1) (t) and y (k,2) (t) of the system (56) at k = 25 and 40, respectively. It clearly shows that the actual output tracks the desired output as the iterative increases. Fig. 7 shows the system states z k (x, t) at k = 25, and it can be seen when x ∈ [0.3125, 0.375] ∪ [0.5, 0.5625], the states z k (x, t) = 0. Fig. 8 shows two curve charts which illustrate the variation in the tracking errors e (k,1) (t) and e (k,2) (t) of actual output along with the number of iterations. With the increasing number of iterations, the tracking errors can converge to zero.
The simulation results of case 3 (30% packet dropout) are shown in Fig. 9−Fig. 12. Fig. 9 and Fig. 10 show the desired trajectory y (d,1) (t) and y (d,2) (t) together with the actual output y (k,1) (t) and y (k,2) (t) of the distributed parameter system (56) at k = 25 and 40, respectively. It clearly shows that the actual output can track the desired output as the iterative increases. Fig. 12 shows two curve charts which illustrate the variation in the tracking errors e (k,1) (t) and e (k,2) (t) of actual output along with the number of iterations. With the increasing number of iterations, the tracking errors can converge to zero.
It clearly shows that the actual output can track the desired output as the iterative increases, whether or not the packet dropout is occurs from Fig. 1, Fig. 5 and Fig. 9 or from Fig. 2, Fig. 6 and Fig. 10 . In case 1, when k = 25 the tracking error e (k,1) (t) and e (k,2) (t) are 0.0007 and 0.009, respectively. When k = 25, the tracking error are 0.0026 and 0.0143 in case 2 and the tracking error are 0.0046 and 0.0191 in case 3. It clearly obtains that the convergence rate is reducing with the increasing number of the packet loss rate. The simulation results demonstrate the effectiveness of the intermittent updating PD-type iterative learning control scheme for distributed parameter system with sensors and actuators even though the system output signal exists random packet dropout.
VII. CONCLUSION
This paper deals with the PD-type iterative learning control for a class of semi-linear parabolic distributed parameter systems with sensors/actuators. During the learning process, the system output exists a random data dropout problem. Hence, an intermittent updating PD-type ILC algorithm is designed, whose scheme only updates its control signal when the output signal is successfully transmitted. Based on this kind of ILC algorithm, a semi-linear parabolic distributed parameter system with single sensor/actuator is first considered, and the convergence conditions for output errors are obtained by using Bellman-Gronwall lemma and semigroup theory, respectively. Then, this PD-type iterative learning scheme is extended to the distributed parameter system with multiple sensors/actuators. Simulations have been employed to illustrate the effectiveness of the proposed control method.
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