Along with the rapid development of deep learning in practice, theoretical explanations for its success become urgent. Generalization and expressivity are two widely used measurements to quantify theoretical behaviors of deep nets. The expressivity focuses on finding functions expressible by deep nets but cannot be approximated by shallow nets with similar number of neurons. It usually implies the large capacity. The generalization aims at deriving fast learning rate for deep nets. It usually requires small capacity to reduce the variance. Different from previous studies on deep nets, pursuing either expressivity or generalization, we consider both the factors to explore theoretical advantages of deep nets. For this purpose, we construct a deep net with two hidden layers possessing excellent expressivity in terms of localized and sparse approximation. Then, utilizing the well known covering number to measure the capacity, we find that deep nets possess excellent expressive power (measured by localized and sparse approximation) without essentially enlarging the capacity of shallow nets. As a consequence, we derive near-optimal learning rates for implementing empirical risk minimization on deep nets. These results theoretically exhibit advantages of deep nets from the learning theory viewpoint.
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I. INTRODUCTION
T ECHNOLOGICAL innovations on data mining bring massive data in diverse areas of modern scientific research [48] . Deep learning [2] , [15] is recognized to be a state-of-the-art scheme to take advantage of massive data, due to their incredibly effective empirical evidence. Theoretical verifications for such effectiveness of deep learning is a hot topic in recent years' statistical and machine learning [13] .
One of the most important reason for the success of deep learning is the utilization of deep nets, also known as neural networks with more than one hidden layer. In the classical neural network approximation literature [38] , deep nets were shown to outperform shallow nets, i.e., neural networks with one hidden layer, in terms of providing localized approximation and breaking through some lower bounds for shallow nets' approximation. Besides these classical assertions, recent focus [12] , [18] , [26] , [35] , [43] on deep nets' approximation is to provide various functions expressible for deep nets but cannot be approximated by shallow nets with similar number of neurons. All these results present theoretical verifications for the necessity of deep nets from the approximation theory viewpoint.
Since deep nets can approximate more functions than shallow nets, the capacity of deep nets seems to be larger than that of shallow nets with similar number of neurons. This argument was recently verified under some specified complexity measurements such as the number of linear regions [37] , Betti numbers [3] , number of monomials [11] , and so on [39] . The large capacity of deep nets inevitably comes with the downside of increased overfitting risk according to the bias and variance tradeoff principle [10] . For example, deep nets with finitely many neurons were proved in [29] to be capable of approximating the arbitrary continuous function within an arbitrary accuracy, but the pseudodimension [28] for such deep nets is infinite, which usually leads to extremely large variance in the learning process. Thus, the existing necessity of deep nets in the approximation theory community cannot be used directly to explain the feasibility of deep nets in machine learning.
In this paper, we aim at studying the learning performance for implementing empirical risk minimization (ERM) on some specified deep nets. Our analysis starts with the localized approximation property as well as the sparse approximation ability of deep nets to show their expressive power. We then conduct a refined estimate for the covering number [46] of deep nets, which is closely connected to learning theory [10] , to measure the capacity. The result shows that, although deep nets possess localized and sparse approximation while shallow nets fail, their capacities measured by the covering number are similar, provided there are comparable number of neurons in both the nets. As a consequence, we derive almost optimal learning rates for the proposed ERM algorithms on deep nets when the so-called regression function [10] is Liptchiz continuous. Furthermore, we prove that deep nets can reflect the sparse property of the regression functions via breaking through the established almost optimal learning rates. All these results show that learning schemes based on deep nets can learn more (complicated) functions than those based on shallow nets.
The rest of this paper is organized as follows. In Section II, we present some results on the expressivity and capacity of deep nets. These properties were utilized in Section III to show outperformance of deep nets in the machine learning community. In Section IV, we present some related work and comparisons. In Section V, we draw a simple conclusion of this paper. 
II. EXPRESSIVITY AND CAPACITY
Expressivity [39] of deep nets usually means that deep nets can represent some functions that cannot be approximated by shallow nets with similar number of neurons. Generally speaking, expressivity implies the large capacity of deep nets. In this section, we first show the expressivity of deep nets in terms of localized and sparse approximation, and then prove that the capacity measured by covering number is not essentially enlarged when the number of hidden layers increases.
A. Localized Approximation for Deep Nets
Let
be the set of shallow nets with the activation function σ and n neurons. Denote by D σ 1 ,σ 2 ,n 1 ,n 2 the set of deep nets with two hidden layers
The aim of this section is to show the outperformance of D σ 1 ,σ 2 ,n 1 ,n 2 over S σ,n to verify the necessity of depth in providing localized approximation.
The localized approximation of a neural network [7] shows that if the target function is modified only on a small subset of the Euclidean space, then only a few neurons, rather than the entire network, need to be retrained. As shown in Fig. 1 , a neural network with localized approximation should recognize the location of the input in a small region. Mathematically speaking, localized approximation means that for an arbitrary hypercube Q ⊂ X , it is capable of finding a neural network h such that I Q = h, where X is the input space and I Q denotes the indicator function of the set Q, i.e., I Q (x) = 1 when x ∈ Q and I Q (x) = 0 when x / ∈ Q. Let d ≥ 2 and σ 0 be the Heaviside function, i.e., σ 0 (t) = 1, when t ≥ 0 and σ 0 (t) = 0 when t < 0. It can be found in [4, Th. 5] (see also [7] , [38] ) that S σ 0 ,n cannot provide localized approximation, implying that functions in S σ 0 ,n with a finite number of neurons cannot catch the position information of the input. However, in the following, we will construct a deep net in D σ 0 ,σ,2d,1 with some activation function σ and totally 2d + 1 neurons to recognize the location of the input.
Let σ : R → R be a sigmoidal function, i.e., lim t →+∞
Then, for arbitrary ε > 0, there exists a K ε := K (ε, σ ) > 0 depending only on σ and ε such that
Let (1) , . . . , a (d) ) T . Then, for K > 0 and arbitrary j ∈ N d n , we construct a deep net D σ 0 ,σ,2d,1 by
In the following proposition proved in Appendix A, we show that deep nets possess a totally different property from shallow nets in localized approximation. Proposition 1: For arbitrary ε > 0, if N * n,j,K ε is defined by (2) with K ε satisfying (1) and σ being a nondecreasing sigmoidal function, then the following holds.
1) For arbitrary x / ∈ A n,j , there holds |N * n,j,K ε (x)| < ε. 2) For arbitrary x ∈ A n,j , there holds |1 − N * n,j,K ε (x)| ≤ ε. If we set ε → 0, Proposition 1 shows that N * n,j,K ε is an indicator function for A n,j , and consequently provides localized approximation. Furthermore, as n → ∞, it follows from Proposition 1 that N * n,j,K ε can recognize the location of x in an arbitrarily small region. In the prominent paper [7] , the localized approximation property of deep nets with two hidden layers and sigmoidal activation functions was established in a weaker sense. The difference between Proposition 1 and results in [7] is that we adopt the Heaviside activation function in the first hidden layer to guarantee the equivalence of N * n,j,K ε and I A n,j . In the second hidden layer, it will be shown in Section II-C that some smoothness assumptions should be imposed on the activation function to derive a tight bound of the covering number. Thus, we do not recommend the use of Heaviside activation. In short, we require different activation functions in different hidden layers to show excellent expressivity and small capacity of deep nets.
Compared with shallow nets in S σ 0 ,n , the constructed deep net N * n,j,K introduces a second hidden layer to act as a judger to discriminate the location of inputs. Fig. 2 numerically exhibits the localized approximation of N * n,j,K with n = 4, d = 2, K = 10 000, ξ j being the center of the yellow zone in Fig. 1 and σ being the logistic function, i.e., σ(t) = (1/1 + e −t ). As shown in Fig. 2 , we can construct a deep net that controls a small region of the input space but is independent of other regions. Thus, if the target function changes only on a small region, then it is sufficient to tune a few neurons, rather than retraining the entire network. Since the locality of the data abound in sparse coding [36] , statistical physics [27] , and image processing [44] , the localized approximation makes deep nets be effective and efficient in the related applications.
B. Sparse Approximation for Deep Nets
The localized approximation property of deep nets shows their power to recognize functions defined on small regions. A direct consequence is that deep nets can reflect the sparse property of target functions in the spatial domain. In this section, based on the localized approximation property established in Proposition 1, we focus on developing a deep net with sparse approximation property in the spatial domain.
Sparseness in the spatial domain means that the response of some actions happens only on several small regions in the input space, just as sparse coding [36] purports to show. As shown in Fig. 3 , sparseness studied in this paper means the response (or function) vanishes in a large number of regions and requires neural networks to recognize where the response does not vanish. 
and
It is easy to see that S contains arbitrary regions consisting at most s subcubes (such as the yellow zones in Fig. 3 with s = 4). We then say that S is a sparse subset of I d with sparseness s. For some function f defined on I d , if the support of f is S, we then say that f is s-sparse in N d partitions.
As discussed above, the sparseness depends on the localized approximation property. We thus can construct a deep net to embody the sparseness by the help of the constructed deep net in (2) . For arbitrary ε > 0 and η := {η j } j∈N d n with η j ∈ A n,j , define
where {A n,j } j∈N d n is the cubic partition defined in Section II-A. Obviously, we have N n,η,K ε ∈ D σ 0 ,σ,2d,n d which possesses n d (2d+1) neurons. In Proposition 2, we will show that N n,η,K ε can embody the sparseness of the target function by exhibiting a fast approximation rate that breaks through the bottleneck of shallow nets.
For this purpose, we should at first introduce some a priori information on the target function. A function f :
where r, c 0 > 0 and x denotes the Euclidean norm of x. Denote by Li p (r,c 0 ) the family of (r, c 0 )-Lipschitz functions satisfying (6) . The Lipschitz property describes the smoothness information of f and has been adopted in vast literature [7] , [9] , [22] , [28] , [38] to quantify the approximation ability of neural networks. Denote by Li p (N,s,r,c 0 ) the set of all f ∈ Li p (r,c 0 ) , which is s-sparse in N d partitions.
It is easy to check that Li p (N,s,r,c 0 ) quantifies both smoothness information and sparseness in the spatial domain of the target function.
Then, we introduce the support set of N n,η,K ε . Note that the number of neurons of N n,η,K ε controls the side length of the cubic partition {A n,j } j∈N d n , while f is supported on s cubes in
is fixed, we need to tune n such that the constructed deep net N n,η,K ε can recognize each
Under this circumstance, we take n ≥ 4N, and for each k
The set k∈ s k corresponds to the family of cubes A n,j , where f is not vanished. Since each A n,j can be recognized by the 2d + 1 neuron of N n,η,K ε as given in Proposition 1, k∈ s k actually describes the support of N n,η,K ε . With these helps, we exhibit in Proposition 2 that N n,η,K ε possesses the sparse approximation ability, whose proof will be presented in Appendix A.
Proposition 2: Let ε > 0 and N n,η,K ε be defined by (5) . (1), σ is a non-decreasing sigmoidal function, and η = {η j } j∈N d n with η j ∈ A n,j , then for arbitrary x ∈ I d , there holds
It can be derived from (8) with S = I d and ε ≤ n −d−r that the deep net constructed in (5) satisfies the well-known Jackson-type inequality [22] for multivariate functions. This property shows that in approximating Lipschitz functions, deep nets perform at least not worse than shallow nets [38] . If additional sparseness information is presented, i.e., f ∈ Li p (N,s,r,c 0 ) with s < N d , by setting ε → 0, (9) illustrates that for every
implying the sparseness of N n,η,K ε in the spatial domain. It should be highlighted that for each k ∈ s , the cardinality of k , denoted by | k |, satisfies
Therefore, there are at least
neurons satisfying (9) , which is large when s is small with respect to N d . The aforementioned sparse approximation ability reduces the complexity of deep nets in approximating sparse functions, which makes deep-net-based learning breaks though some limitations of shallow-net-based learning, as shown in Section III.
C. Covering Number of Deep Nets
Propositions 1 and 2 showed the expressive power of deep nets. In this section, we exhibit that the capacity of deep nets, measured by the well-known covering number, is similar as that of shallow nets, implying that deep nets can approximate more functions than shallow nets but do not bring additional costs.
Let B be a Banach space and V be a compact set in B. Denote by N (ε, V, B) the covering number [46] of V under the metric of B, which is the number of elements in least ε-net of V . If B = C(I d ), the space of continuous functions, we denote N (ε, V ) := N (ε, V, C(I d )) for brevity. The estimate of covering number of shallow nets is a classical research topic in approximation and learning theory [14] , [17] , [30] - [32] . Our purpose is to present a refined estimate for the covering number of deep nets to show whether there are additional costs required by deep nets to embody the localized and sparse approximation. To this end, we focus on a special subset of D σ 1 ,σ 2 ,n 1 ,n 2 , which consists the deep nets satisfying Propositions 1 and 2. Let g be a deep net with two hidden layers defined by
Define n,2d be the family of such deep nets whose parameters are bounded, i.e.,
where B n , C n , and n , are the positive numbers. We can see N n,η,K ε ∈ n,2d ⊂ D σ 0 ,σ,2d,n d for a sufficient large B n , C n , and n . To present the covering number of n,2d , we need the following smoothness assumption on σ . Assumption 1: σ is a nondecreasing sigmoidal function satisfying
Assumption 1 has already been adopted in [17, Th. 5.1] and [32, Lemma 2] to quantify the covering number of some shallow nets. It should be mentioned that there are numerous functions satisfying Assumption 1, including the widely used functions presented in Fig. 4 . With these helps, we present a tight estimate for the covering number of n,2d in Proposition 3, whose proof will be given in Appendix B.
Proposition 3: Let n,2d be defined by (11) . Under Assumption 1, there holds log N (ε, n,2d )
In [17] and [32] , a bound of the covering number for the set
with · * denoting some norm including the uniform norm and σ satisfying Assumption 1 was derived. It is obvious that F is a shallow net with only one neuron. Based on this interesting result, [14, Ch. 16 ] and [31] presented a tight estimate for N (ε, S * σ,n ) as
Here, we should highlight that the bounded assumption |c j | ≤ n for the outer weights is necessary, without which the capacity should be infinity according to theory of [29] and [31] .
If B n , C n , n , and n are not very large, i.e., do not grow exponentially with respect to n, then it follows from Proposition 3 that:
which is the same as (13) . Comparing n,2d with S * σ,n , we find that adding a layer with bounded parameters does not enlarge the covering number. Thus, Proposition 3 together with Proposition 1 yields that deep nets can approximate more functions than shallow nets without increasing the covering number of shallow nets. Propositions 3 and 2 show that deep nets can approximate the sparse function better than shallow nets within the same price.
III. LEARNING RATE ANALYSIS
In this section, we present the ERM algorithm on deep nets and provide its near-optimal learning rates in learning Lipschitz functions and sparse functions in the framework of learning theory [10] .
A. Algorithm and Assumptions
In the learning theory [10] , samples D m = (x i , y i ) m i=1 are assumed to be drawn independently according to ρ, a Borel probability measure on Z = X × Y with X = I d and Y ⊆ [−M, M] for some M > 0. The primary objective is the regression function defined by
where ρ(y|x) denotes the conditional distribution at x induced by ρ. Let ρ X be the marginal distribution of ρ on X and
We devote to deriving the learning rate for the following ERM algorithm:
where n,2d is the set of deep nets defined by (11) . Before presenting the main results, we should introduce some assumptions.
. Assumption 2 is the r -Lipschitz continuous condition for the regression function, which is standard in the learning theory [10] , [14] , [16] , [23] , [26] , [30] . To show the advantage of deep nets learning, we should add the sparseness assumption on f ρ .
The additional sparseness assumption is natural in applications like image processing [44] and computer vision [6] .
Assumption 4: There exists some constant c 1 > 0 such that
. Assumption 4 concerns the distortion of the marginal distribution ρ X . It has been utilized in [42] and [47] to quantify the learning rates of support vector machines and kernel lasso. It is obvious that this assumption holds for the uniform distribution. If f ρ is supported on S but ρ X is supported on I d \S, it is impossible to derive a satisfactory learning rate. Thus, Assumption 4 is important and necessary to show the sparseness of f ρ in the spatial domain. Let M be the class of all Borel measures ρ on Z satisfying Assumption 2. Let G m be the set of all estimators derived from the samples D m . Define
Then, it can be found in [14, Th. 3 
whereC is a constant depending only on c 0 , c 1 , M, r , and d.
It is obvious that L depends only on σ , s, N, and n. Assumption 5 is technical and describes the capacity of n,2d . It guarantees that the space n,2d is large enough to contain N * n,j,L . Furthermore, the solvability of (16) depends heavily on the concrete values B n , C n , and n [14] .
B. Learning Rate Analysis
Since |y| ≤ M almost everywhere, we have | f ρ (x)| ≤ M. It is natural for us to project an output function f : X → R onto the interval [−M, M] by the projection operator
Thus, the estimate we studied in this paper is π M f D,n .
The main results of this paper are the following two learning rate estimates. In the first one, we present the learning rate for algorithm (16) when the smoothness information of the regression function is given.
Theorem 1: Let 0 < δ < 1 and f D,n be defined by (16) . Under Assumptions 1, 2, and 5, if n = m (d/2s+d) , then with confidence at least 1 − δ, there holds
where C is a constant independent of δ, n, or m. From Theorem 1, we can derive the following corollary, which states the near optimality of the derived learning rate for π M f D,n .
Corollary 1: Under Assumptions 1, 2, and 5, if n = m (d/2r+d) , theñ
The proofs of Theorem 1 and Corollary 1 will be postponed to Appendix C. It is shown in Theorem 1 and Corollary 1 that implementing ERM on n,2d can reach the near-optimal learning rates (up to a logarithmic factor), provided n , C n , and B n are not very large. In fact, neglecting the solvability of algorithm (16), we can set B n = 2d, C n = M, and n = 2L. Due to (18) , the concrete value of L depends on σ . Taking the logistic function for example, we can set L = (r +d) log(n N d /s). Theorem 1 and Corollary 1 yield that for some easy learning task (exploring only the smoothness information of f ρ ), deep nets perform at least not worse than shallow nets and can reach the almost optimal learning rates for all learning schemes.
In Theorem 2, we show that for some difficult learning task (exploring sparseness and smoothness information of f ρ ), deep nets' learning can break through the bottleneck of shallow nets' learning via establishing a learning rate much faster than (17) .
Theorem 2: Let 0 < δ < 1 and f D,n be defined by (16) . Under Assumptions 1 and 3-5, if n = (ms/N d ) (d/2r+d) and m ≥ (4 2r+d N 2r+2d /s), then with confidence at least 1 − δ, there holds
where C is a constant independent of N, s, δ, n, or m.
Similarly, we can obtain Corollary 2, which exhibits the derived learning rate in expectation.
Corollary 2: Under Assumptions 1 and 3-5, if n = "
and m ≥ 4 2r+d N 2r+2d s , then
Theorem 2 and Corollary 2, whose proofs will be given in Appendix C, show that if the additional sparseness information is imposed, then the ERM based on deep nets can break through the optimal learning rates in (17) for shallow nets. To be detailed, if f ρ is 1-sparse in m (1/2r+2d) partitions, then, we can take σ be the logistic function and B n = 2d, C n = M, and n = 2(r + d) log(n N d ) to get a learning rate of order m −(2r/2r+d)−(d/2r+2d) m −(2r/2r+d) . This shows the advantage of deep nets in learning sparse functions.
IV. RELATED WORK AND DISCUSSION
Stimulated by the great success of deep learning in applications, understanding deep learning becomes a hot topic in approximation and learning theory. Roughly speaking, the studies of deep net approximation can be divided into two categories: deducing the limitations of shallow nets and pursuing the advantages of deep nets.
Limitations of the approximation capabilities of shallow nets were first proposed in [4] in terms of their incapability of localized approximation. Then, Chui et al. [8] described their limitations via providing the lower bounds of approximation of smooth functions in the minimax sense, which was recently highlighted by [25] via showing that there exists a probabilistic measure, under which all smooth functions cannot be approximated by shallow nets very well with high confidence. Bengio et al. [1] also pointed out the limitations of some shallow nets in terms of the so-called "curse of dimensionality." In some recent interesting papers [20] , [21] , limitations of shallow nets were presented in terms of establishing lower bound of approximating functions with different variation restrictions.
Studying advantages of deep nets is also a classical topic in neural networks approximation. It can date back to 1994, when Chui et al. [7] deduced the localized approximation property of deep nets, which is far beyond the capability of shallow nets [4] . Recently, more and more advantages of deep nets were theoretically verified in the approximation theory community. In particular, Mhaskar and Poggio [35] showed the power of the depth of neural network in approximating hierarchical functions; Shaham et al. [40] demonstrated that deep nets can improve the approximation capability of shallow nets when the data are located on a manifold; Lin et al. [27] presented the necessity of deep nets in physical problems, which possess symmetry, locality, or sparsity; McCane and Szymanski [33] exhibited the outperformance of deep nets in approximating radial functions and so on. Compared with these results, we focus on showing the good performance of deep nets in approximating sparse functions in the spatial domain and studying the cost for the approximation, just as Propositions 2 and 3 exhibited.
In the learning theory community, learning rates for ERM on shallow nets with certain activation functions were studied in [30] . Under Assumption 2, Maiorov [30] derived a near-optimal learning rate of order m (−2r /2r+d) log 2 m. The novelty of our Theorem 1 is that we focus on learning rates of ERM on deep nets rather than shallow nets, since deep nets studied in this paper can provide localized approximation. Our result together with [30] demonstrates that deep nets can learn more functions (such as the indicator function) than shallow nets without sacrificing the generalization capability of shallow nets. However, since deep nets possess the sparse approximation property, it is stated in Theorem 2 that if additional a priori information is given, then deep nets can break through the optimal learning rate for shallow nets, showing the power of depth in neural networks learning. Learning rates for shallow nets equipped with a so-called complexity penalization strategy were presented in [14, Ch. 16 ]. However, only variance estimate rather than the learning rate was established in [14] . More importantly, their algorithms and network architectures are different from this paper.
In the recent work [24] , a neural network with two hidden layers was developed for the learning purpose and the optimal learning rates of order m (−2r/2r+d) were presented. It should be noticed that the main idea of the construction in [24] is the local average argument rather than any optimization strategy such as (16) . Furthermore, the network architecture presented in [24] is a hybrid of feedforward neural network (second hidden layer) and radial basis function networks (first hidden layer). The constructed network in this paper is a standard deep net possessing the same network architectures in both the hidden layers.
In our previous work [9] , we constructed a deep net with three hidden layers when X is in a d * < d-dimensional submanifold and provided a learning rate of order m −(2r/2r+d * ) . The construction in [9] was based on the local average argument [14] . The main difference between this paper and [9] is that we used the optimization strategy in determining the parameters of deep nets rather than constructing them directly. In particular, the main tool in this paper is a refined estimate for the covering number.
Another related work is [16] , which provided error analysis of a complexity regularization scheme whose hypothesis space is deep nets with two hidden layers proposed in [34] . They derived a learning rate of O(m −2r/(2r+d) (log m) 4r/(2r+d) ) under Assumption 2, which is the same as the rate in Theorem 1 up to a logarithmic factor. Neglecting the algorithmic factor, the main novelty of this paper is that our analysis combines the expressivity (localized approximation) and generalization capability, while the result in [16] concerns only the generalization capability. We refer the readers to [5] and [7] for some advantages of localized approximation and sparse approximation in the spatial domain. This paper only compares deep nets with two hidden layers with shallow nets and demonstrates the advantage of the former from approximation and learning theory viewpoints. As far as the optimal learning rate is concerned, to theoretically provide the power of depth, more restrictions on the regression functions should be imposed. For example, shallow nets are capable of exploring the smoothness information [30] , deep nets with two hidden layers can tackle both sparseness and smoothness information (Theorem 2 in this paper), and deep nets with more hidden layers succeed in handling sparseness information, smoothness information, and manifold features of the input space (combining Theorem 2 in this paper with [9, Th. 1]. In a word, deep nets with more hidden layers can embody more information for the learning task. To finalize the discussion, we mention that another network structure, such as the radial basis function networks, [14] would be capable of providing localized and sparse approximation. The reason for the usage of deep nets is based on its versatility in feature selection [2] and excellent empirical power in practice [13] .
V. CONCLUSION
In this paper, we analyzed the expressivity and generalization of deep nets. Our results showed that without essentially enlarging the capacity of shallow nets, deep nets possess excellent expressive power in terms of providing localized approximation and sparse approximation. Consequently, we proved that for some difficult learning tasks (exploring both sparsity and smoothness), deep nets could break though the optimal learning rates established for shallow nets. All these results showed the power of depth from the learning theory viewpoint.
APPENDIX A PROOFS OF PROPOSITIONS 1 AND 2
In this Appendix, we present the proofs of Propositions 1 and 2. The basic idea of our proof was motivated by [7] and the property (1) of sigmoidal functions.
Proof of Proposition 1: When x / ∈ A n,j , there exists an 0 such that
The above assertions together with the definition of σ 0 yield
which together with (1) and (2) yields
This finishes the proof of 1) in Proposition 1. We turn to prove assertion 2) in Proposition 1. Since x ∈ A n,j , for all 1 ≤ ≤ d, there holds |x () − ξ () j | ≤ (1/2n) . Thus, for all ξ ∈ A n,j , there
It follows from the definition of σ 0 that:
Since σ is nondecreasing, we have N * n,j,K (x) ≤ 1 for all x ∈ [0, 1] d . The proof of Proposition 1 is finished.
Proof of Proposition 2: Since I d = j∈N d n A n,j , for each x ∈ I d , there exists a j x such that x ∈ A n,j x . Here, if x lies on the boundary of some A n,j , we denote by j x , an arbitrary but fixed j satisfying A n,j x. Then, it follows from (5) that:
We get from (6), (21) , x, η j x ∈ A n,j x , and Proposition 1 that
This proves (8) . If x / ∈ k∈ s k , then A n,j x ∩ S = ∅. Thus, for arbitrary η j x satisfying η j x ∈ A n,j x , we have from f ρ ∈ Li p (N,s,r,c 0 ) , Proposition 1, and (5) that
This proves (9) and completes the proof of Proposition 2.
APPENDIX B PROOFS OF PROPOSITION 3
The aim of this Appendix is to prove Proposition 3. Our main idea is to decouple different hidden layers by using Assumption 1 and the definition of the covering number. For this purpose, we need Lemmas 1-5. The first two can be found in [14, Lemma 16.3] and [14, Th. 9 .5], respectively. The third one can be easily deuced from [14, Lemma 9.2] and [14, Th. 9.4] with p = 1 and the fact N (ε, F ) ≤  N (ε, F , L 1 (X ) ). The last two are well known, and we present their proofs for the sake of completeness. 
for some set of functions H and V U denotes the VC dimension [14] of the set U over X .
Lemma 2: Let G be an r -dimensional vector space of real functions on R d , and set
Then V A ≤ r.
Lemma 4:
Let F and G be two families of real functions. If F ⊕ G denotes the set of functions { f + g : f ∈ F , g ∈ G}, then for any ε, ν > 0, we have N (ε, F )N (ν, G) .
Proof: Let { f 1 , . . . , f N } and {g 1 , . . . , g L } be an ε-cover and a ν-cover of F and G, respectively. Then, for every f ∈ F and g ∈ G, there exist k ∈ {1, . . . , N} and ∈ {1, . . . , L} such that
Due to the triangle inequality, we have
The definition of covering number then yields N (ε, F )N (ν, G) .
This finishes the proof of Lemma 4.
Lemma 5: Let F and G be two families of real functions uniformly bounded by M 1 and M 2 , respectively. If F G denotes the set of functions { f · g : f ∈ F , g ∈ G}, then for any ε, ν > 0, we have
Proof:
Let { f 1 , . . . , f N } and {g 1 , . . . , g L } be an ε/M 2 -cover and a ν/M 1 -cover of F and G, respectively. Then, for every f ∈ F and g ∈ G, there exist k ∈ {1, . . . , N} and ∈ {1, . . . , L} such that f k ∞ ≤ M 1 , g ∞ ≤ M 2 , and
It then follows from the triangle inequality that:
This together with the definition of covering number finishes the proof of Lemma 5. By the help of previous lemmas, we are in a position to prove Proposition 3.
Proof of Proposition 3: According to Lemma 4, we have
where
Since |c j | ≤ C n for all 1 ≤ j ≤ n d and σ ∞ ≤ 1, we obtain from Lemma 5 that for arbitrary 1 ≤ j ≤ n d , there holds
From the definition of the covering number, we can deduce
Due to (12) , we get
where G 3, j := p j : |b j | ≤ B n , |α j, |, α j, ≤ n , β j, , γ j, ∈ R and
Lemma 4 then implies
From the definition of the covering number again, we can deduce
Furthermore, it follows from Lemma 5 and |α j, |, |α j, | ≤ n , σ 0 ∞ ≤ 1 that:
To bound the covering numbers of G 5, j, and G 5, j, , we notice that σ 0 is a nondecreasing function. Then, it follows from
Noting G 6, j, is in a 1-D linear space, the definition of G + 6, j, implies G + 6, j, ⊆ {{(z, t) ∈ R × R : αt +g(z) ≥ 0} : g ∈ G 6, j, , α ∈ R} and thus G + 6, j, is in a 2-D linear space. Therefore, it follows from Lemma 2 that V G + 6, j,
Therefore, it follows from Lemma 3 with M * = 1 that:
The same method also yields
Plugging (30) and (31) into (28) and inserting (30) and (32) into (29), we obtain
Inserting the above two estimates and (27) into (26), we then get
This together with (23)- (25) yields
Plugging the above inequality into (22), we get log N (ε, n,2d )
This finishes the proof of Proposition 3.
APPENDIX C DERIVING LEARNING RATES
In this Appendix, we aim at proving results in Section III. Our main idea is motivated by the classical error decomposition strategy proposed [45] that divides the generalization error into the approximation error and the sample error. The approximation error can be estimated by using Propositions 1 and 2, while the sample error is estimated by using Proposition 3 and some concentration inequality in statistics.
A. Error Decomposition
Define
with L being defined by (18) . Since |y i | ≤ M almost surely, it follows from Assumption 5 that N n,2d,L ∈ n,2d . Lemma 6 presents the error decomposition for our analysis. Lemma 6: Let f D,n and N n,2d,L be defined by (16) and (33) , respectively. Then, we have
Due to the definition of π M , it follows from (16) and N n,2d,L ∈ n,2d that
This finishes the proof of Lemma 6. Setting D n := E(N n,2d,L ) − E( f ρ ), S 1 := S 1,n,D := E D (N n,2d,L ) − E(N n,2d,L ), and S 2 := S 2,n,D := E(π M f D,n ) − E D (π M f D,n ), we get from Lemma 6 that
B. Approximation Error Estimate
The main tool to present the approximation error estimate is Proposition 2. Indeed, we can deduce the following tight bounds for D n .
Proposition 4: Under Assumptions 1, 2, and 5, there holds
Under Assumptions 1 and 3-5, there holds
Proof: Due to (15) and · ρ ≤ · L ∞ (I) d , we have (8) with η = {ξ j } j∈N d n , K ε = L, and ε = n −r−d that:
which proves (35) . Now, we turn to bound (36) . It is easy to check that
From (8) and (10), and Assumptions 4 and 5, we get
Since n ≥ 4N, we get from Assumption 4, Assumption (9) with ε = that J 2 ≤ M 2 n 2d ε 2 ≤ M 2 n −2r s N d . Plugging the above two estimates into (37), we get
This completes the proof of Proposition 4.
C. Sample Error Estimate
To bound S 1 , we need the following two Lemmas. The first is the Bernstein inequality, which was proved in [41] .
Lemma 7: Let ξ be a random variable on a probability space Z with variance σ 2 satisfying |ξ − Eξ | ≤ M ξ for some constant M ξ . Then, for any 0 < δ < 1, with confidence 1 − δ, we have
The second lemma presents a bound for the summation of N * n,j,L . Proof: Due to the definition of A n,j , we have [0, 1] d = j∈N d n A n,j . Furthermore, it is easy to see that for arbitrary x ∈ [0, 1] d , there are at most 2 d js denoted by j 1 , . . . , j 2 d such that x ∈ A n,j k , k = 1, . . . , 2 d . Then, it follows from Proposition 1 that
This finishes the proof of Lemma 8. By the help of Lemma 8, we obtain Proposition 5.
Proof: Let the random variable ξ on Z be defined by
Since | f ρ (x)| ≤ M almost everywhere, it follows from Lemma 8 that:
and almost surely
Moreover, we have
which implies that the variance σ 2 of ξ can be bounded as σ 2 ≤ E(ξ 2 ) ≤ M ξ D n . Now applying Lemma 7, with confidence 1 − δ 2 , we have
This finishes the proof of Proposition 5.
To bound S 2 , we need the following ratio probability inequality, which is a standard result in the learning theory [45] .
Lemma 9: Let G be a set of functions on Z, such that for some c ≥ 0, |g − E(g)| ≤ B 0 almost everywhere and E(g 2 ) ≤ cE(g) for each g ∈ G. Then, for every ε > 0
Using Lemma 9 and Proposition 3, we can deduce the following estimate for S 2 .
Proposition 6: Let 0 < δ < 1. With confidence at least 1 − δ 2 , there holds
Proof: Set
Then, for g ∈ F n , there exists f ∈ n,2d such that
Since |π M f | ≤ M and | f ρ (x)| ≤ M almost everywhere, we find that
which together with (15) follows |g(z)−E(g)| ≤ 16M 2 almost everywhere and:
Now we apply Lemma 9 with B 0 = c = 16M 2 to the set of functions F n and obtain that sup f ∈ n,2d
with confidence at least
Observe that for g 1 , g 2 ∈ F n , there exist f 1 , f 2 ∈ n,2d such that
Then
We see that for any ε > 0, an $ ε 4M % -covering of n,2d provides an ε-covering of F n . Therefore
Then, the confidence is
According to Proposition 3, we have log N (ε/4M, n,2d ) ≤ 4dn d log log 12Me(2d + 1)C σ C n n d n ε
Thus, it follows from the above estimate and (38) that, with confidence at least
That is
Define Hence, it follows from (39) and (40) that with confidence at least 1 − δ 2 , there holds
This finishes the proof of Proposition 6.
D. Learning Rate Analysis
In this section, we prove results in Section III by using the error decomposition, approximation error estimate, and sample error estimate presented in the previous three sections in Appendix.
Proof of Theorem 1: Due to (34) .
dt.
By a change of variable, we see that the above integration equals This together with (17) completes the proof of Corollary 1.
Proof of Theorem 2: Plugging (36), (41) , and (42) into (34) , and noting n = (ms/N d ) ( This finishes the proof of Theorem 2.
Proof of Corollary 2: The bound can be deduced from the confidence-based error bound in Theorem 2 by the same method as that in the proof of Corollary 1.
