We perform quantum Monte Carlo (QMC) calculations to determine minimum energy pathways of simple chemical reactions, and compare the computed geometries and reaction barriers with those obtained with density functional theory (DFT) and quantum chemistry methods. We find that QMC performs in general significantly better than DFT, being also able to treat cases in which DFT is inaccurate or even unable to locate the transition state. Since the wave function form employed here is particularly simple and can be transferred to larger systems, we suggest that a QMC approach is both viable and useful for reactions difficult to address by DFT and system sizes too large for high level quantum chemistry methods.
We perform quantum Monte Carlo (QMC) calculations to determine minimum energy pathways of simple chemical reactions, and compare the computed geometries and reaction barriers with those obtained with density functional theory (DFT) and quantum chemistry methods. We find that QMC performs in general significantly better than DFT, being also able to treat cases in which DFT is inaccurate or even unable to locate the transition state. Since the wave function form employed here is particularly simple and can be transferred to larger systems, we suggest that a QMC approach is both viable and useful for reactions difficult to address by DFT and system sizes too large for high level quantum chemistry methods. Determining minimum energy pathways of reactions is of fundamental importance in scientific and technological applications. The knowledge of barrier heights is key to the prediction of catalytic properties of materials since it enables the use of transition state theory (TST) to determine reaction rates [1] [2] [3] . Locating efficiently the transition state on a potential energy surface (PES) is in fact a popular subject in computational physics and, to this aim, a variety of algorithms have been developed such as the shallowest ascent, synchronous transit, and nudged elastic band (NEB) approaches 4 . All these techniques ultimately rely on a method to determine the energy of a given atomic configuration and/or its derivatives.
If we restrict ourself to quantum simulations, the most used approaches are density functional theory (DFT) or highly-correlated quantum chemical methods, that is, wave function post-Hartree-Fock techniques such as the coupled cluster single-double and perturbative triple approach [CCSD(T)], which is generally considered the "gold standard" in quantum chemistry. Many of these wave function methods are variational (though coupled cluster methods are not) and in principle offer a systematic route to converge toward the exact energy, even though the increasing computational cost and the slow convergence severely limits this possibility. Their main drawback is that all these approaches implicitly or explicitly rely on expanding the wave function in Slater determinants and, therefore, require large amount of computer memory and have a poor size scaling (N 7 for CCSD(T), N being the number of electrons), limiting their range of applicability to small systems.
Consequently, for larger systems, DFT remains the method of choice due to its much more favorable computational cost (scaling from N 2 to N 4 ). Even though continuous progress in the field has lead to the development of more precise and sophisticated DFT functionals, the situation is still far from satisfactory if one aims at high accuracy 5, 6 . For example, it is well known that popular functionals such as B3LYP In previous QMC studies of reaction barriers the geometries have been taken either from DFT, or from constrained geometry optimization along an assumed reaction coordinate [12] [13] [14] .
In this paper, we present nudged elastic band and climbing image calculations 15, 16 , where the geometry optimization of all the NEB images is done fully at the QMC level. For some representative challenging reactions from the NHTBH38/04 database 10,17 and for a hydrogen transfer reaction 18 , we determine transition state geometries and forward-reverse barrier heights within VMC and DMC, and compare our results against several current DFT functionals and other wave function methods. We demonstrate that VMC is able to locate reaction geometries with higher accuracy than DFT, while DMC outperforms DFT in evaluating barrier heights. Thus a sensible strategy, in terms of accuracy versus computational cost, is to calculate DMC barrier heights on VMC geometries.
II. METHODOLOGY.
The computation of the reactant and product geometries, the NEB calculations, and the saddle-point location through the climbing-image method are all optimization procedures over the total energy, although with different constraints. In particular, we use here the Newton optimization method, based on the knowledge of the first and second derivatives of the energy. For the reactions reported here, these derivatives are from QMC calculations based on correlated sampling but, for larger systems, analytic calculation of QMC forces is possible and advisable in order to reduce computational effort 19 . Unless otherwise stated,
we employ a single determinant Slater-Jastrow wave function:
where {r} and {R} denote the electronic and nuclear positions, respectively. The Jastrow factor, J(r, R), explicitly depends on the inter-particle coordinates, and includes electronelectron, electron-nucleus, and electron-electron-nucleus correlation terms 20 . The Slater determinants, D ↑ and D ↓ , are constructed from the sets of molecular orbitals {φ ↑ } and {φ ↓ } for the up-and down-spin electrons, respectively. We employ scalar-relativistic energyconsistent Hartree-Fock pseudopotentials specifically constructed for QMC calculations and expand the molecular orbitals on the corresponding cc-pVDZ basis set [21] [22] [23] . These pseudopotentials have been extensively benchmarked, and their reliability has been recently supported by a DMC computation of atomization energies to near-chemical accuracy 24 . The pseudopotentials are treated beyond the locality approximation 25 .
Our choice of such minimal wavefunction and basis set is intentional since we want to maximize the scalability of our approach to systems larger than the ones considered here.
Our interest here is not to challenge quantum chemistry methods for small systems but, rather, to devise a strategy that has a more extended range of applicability while preserving a notable accuracy. While most DMC calculations found in literature use molecular orbitals computed with some other electronic structure method 26-32 , most often DFT, a key feature of our approach is that it is fully consistent since, at each iteration step in our geometric optimization, we perform a QMC optimization of all wave function parameters. This is done in order to guarantee consistency between the forces and the PES (see below) as well as to improve the results in terms of the absolute energy. The wave function optimization is performed at VMC level and details of the procedure are described elsewhere 33 . It is found 
III. RESULTS.
We select four challenging reactions from the NHTBH38/04 database 10 plus one hydrogen transfer reaction. As best estimates, we use the atomic geometries for the initial, final, and transition states reported in the database and computed through a quadratic configuration interaction with single and double excitations (QCISD) optimization. For these geometries, the barrier heights estimated with the W1 method (a complete basis set extrapolation over In Table I , we also report the initial/final/transition state geometries computed via VMC forces, where the uncertainty on the interatomic bonds due to the statistical noise on the forces is about 0.002Å. These geometries come from a fully VMC NEB and climbing image calculations. VMC is able to retrieve even at the single-determinant level the initial, the final and, especially, the transition state geometry with much better accuracy than DFT.
It is interesting to notice that, for geometrical data, VMC also performs better than the hybrid-meta M06 functional which is constructed to fit the barrier heights calculated on the best-estimate geometries from the database 37 . Clearly, this fitting procedure does not always guarantee that the actual transition state retrieved by the functional is near the bestestimate one. For testing purposes we also have located the saddle point using non optimized orbitals from the M06 functional and a fixed Jastrow; we find that the result is substantially worse, with a RMS deviation from the best estimate of 0.149Å. This result confirms that at least in some cases the wavefunction optimization is needed to obtain accurate values.
Although the VMC geometries are rather accurate, the predicted reverse energy barrier (V r ) is markedly overestimated. Performing a DMC calculation on the VMC geometries retrieves better energy estimates, but the error on the reverse barrier of about 8 Kcal/mol is still quite significant. We find that, to improve this energy barrier, it is not useful to We now return to the simple Slater-Jastrow wave function, and consider the other reactions. In Figure 1 , we compare the difference between the geometries obtained by VMC and various DFT functionals with respect to the reference ones obtained with QCISD, using the same measuring criterion as in Table I . The functionals reported in this figure are all hybrid or meta-hybrid and are the ones returning the smallest geometric/energy deviation among the ones we tested on this set of reactions, which are the same ones listed in Table   I . The generalized-gradient-approximation functionals used in the overwhelming majority of DFT applications of CI-NEB, entail significantly larger deviations. For example, the deviation of PBE is two to four times larger than that of PBE0 for transition state geometries reported here, and the RMS barrier heights deviation of PBE on this set is more than twice than that of PBE0. For equilibrium geometries, VMC performs at the level of the hybrid functionals. For the transition state, it typically returns more accurate geometries, often performing much better than DFTs. Notwithstanding that the M06 is actually fitted to reproduce barrier heights for the NHTBH38/04 reactions, VMC still performs better than this functional in evaluating transition state geometries. This may be again due to the M06 parametrization procedure, which does not guarantee the accuracy of the saddle point located by the functional. We do not recalculate the geometries employing DMC forces because, from the test performed, DMC forces improves VMC transition state geometries only slightly, as these are already notably accurate. Furthermore, DMC geometry corrections are barely reflected in the calculation of the barrier heights, as these energies are second order in the deviation from the actual equilibrium points. For these reasons, we speculate that the calculations of geometries at VMC level and of barrier heights at DMC level is the most sensible choice regarding the trade-off between accuracy and computational cost. In Figure 2 , we report the forward and reverse reaction barriers. While VMC (not shown) performs less accurately than hybrid functionals, DMC calculated on the VMC geometries significantly improves the barrier heights of all reactions upon the VMC values, and performs at the level of the hybrid DFT approaches. In particular, our QMC procedure is more accurate than the hybrid functionals B3LYP and PBE0, while the only functional performing on average at the same level or slightly better is M06, despite these barriers being calculated on transition state geometries worse than VMC ones. Moreover M06 is actually fitted to reproduce precisely the NHTBH38/04 barrier heights, and there is no guarantee that, on a different set of reactions, it would still perform as well as QMC. Note that single-determinant DMC performs better than all DFT approaches, included M06, even in the reaction H + N 2 O → OH + N 2 , which is known to be strongly multi-determinantal in character. Overall, QMC gets both the geometry and the energetics accurately, offering a parameter-free, more balanced description of reactants, products and transition states than all DFT schemes considered here.
IV. REMARKS ON QMC FORCES CALCULATION.
We compute here the VMC and DMC energy derivatives with correlated sampling. While the procedure is relatively straightforward in VMC, the calculation of forces in DMC is more involved and approximations are generally used. For details about the DMC algorithm, we refer the reader to Ref. 41 . In both VMC and DMC, one should know the derivatives of the energy with respect to the wave function parameters and of the parameters with respect to the nuclear coordinates in order to calculate the forces correctly. In VMC, we avoid this problem by fully optimizing the wave function so that all the derivatives with respect to the parameters are zero. In DMC, the bias in the forces due to wave function optimization at VMC level has been found negligible in a few test cases.
V. CONCLUSIONS.
We investigated the possibility of performing full-QMC reconstruction of minimum energy pathways of chemical reactions. 
