Performing a computer experiment can be viewed as observing a mapping between the model parameters and the corresponding model outputs predicted by the computer model. In view of this, experimental design for computer experiments can be thought of as devising a reliable procedure for finding configurations of design points in the parameter space so that their images represent the manifold parametrized by such a mapping (i.e., computer experiments).
Introduction
By virtue of the immense computational capacity of modern computing machineries, experimentation via computer simulation has become an integral element of science and engineering. Due to its deterministic nature, however, designing computer simulation experiments requires a different approach from traditional design of physical experiments. A useful perspective is to view the given computer experiment as a function that maps a set of input variables to output variables ( Figure 1 In view of this, one can regard a design of computer experiment as an exploration of a manifold parametrized by such a function. Interesting design questions can be answered by sampling from a given distribution on such a manifold.
Suppose that f : P ⊂ R m → R n is a mapping on a hypercube P =
min , x
i max ] ⊆ R m ; we assume that f possesses sufficient regularity so that the image f (P) is an m-dimensional manifold embedded in R n . Let M denote this manifold. Throughout this paper, we will call P as the parameter space or input space, and M as the manifold or output space. The goal of this paper is to develop a reliable and efficient computational procedure that finds configurations {x 1 , . . . , x n } ⊆ A in the parameter space in such a way that {f (x 1 ), . . . , f (x n )} represent M well. We will make it clear what we mean by this in rigorous mathematical statements in Section 2, but here we first explain the challenges and the objectives at an intuitive level through an illustrative example.
Consider a mapping f : P ⊆ R 2 → R where t 1 = 1, t 2 = 2, t 3 = 4. Although this example is given in a closed-form formula for the purpose of illustration, a typical situation we would like to address in this paper is when the evaluation of f is only possible through an expensive black box simulation. Think of f as a model describing the dynamics of the system so that f (θ 1 , θ 2 ) is the model output given the parameter (θ 1 , θ 2 ). M then can be viewed as all of the possible behaviors of the system from the parameters in P. Perhaps, the most straightforward way to investigate the model behavior-e.g., the shape and range of the manifold M, the sensitivity of the model output in the input parameters, etc.-is to evaluate the mapping f at a large enough number of different parameters, say, {x 1 , . . . , x n } ⊆ P so that they "cover" P sufficiently well and then observe {f (x 1 ), . . . , f (x n )}. Traditional space-filling designs carefully construct design points {x 1 , . . . , x n } in such a way that the parameter space P is "well covered" by {x 1 , . . . , x n }; see for example, Santner et al. (2013) . While such a strategy can be a powerful means to study the manifolds, it should be noted that if f is parametrized in a highly nonlinear way so that the vast majority of the parameter space P is mapped into a small part of the manifold M, then naïve choices of configuration {x 1 , . . . , x n } can lead to not only very inefficient computational procedures but also dangerously misleading observations. The manifold M in (1.1) illustrates this point clearly. Figure 2 displays the samples generated on M in two different ways. The left plot displays 5, 000 samples f (x 1 ), . . . , f (x 5,000 ) where the x i -s are generated uniformly on P according to the traditional principle, while the right plot displays 5, 000
samples f (x One can see that most of the x i -s are mapped into a small fraction of M in the left plot, and hence, {f (x 1 ), . . . , f (x n )} do not reflect the actual geometry of M in a reliable way. If the output behavior that the naïve design points failed to capture in the left plot are undesirable behaviors (that the experimenter wants to avoid), then the experimenter may incorrectly conclude that the model is robust to the perturbation of the parameters and get a false sense of safety. On the other hand, if the missed output behaviors are desirable ones, then the experimenter will miss opportunities to discover and take advantage of the such model behaviors. This illustrates the potential danger in drawing conclusions from the observations based on blindly choosing uniform configurations in the parameter space without considering the behavior of the model f .
In this paper, we propose computational procedures for generating configurations (design points) {x 1 , . . . , x n } on P so that the resulting configuration {f (x 1 ), . . . , f (x n )} on M is uniformly distributed (or according to other desired distributions) as in the right plot of Figure 2 . The idea is to start with a random configuration, and then shift the configuration towards the target distribution by alternating between resampling in the model output space and perturbation in the parameter space. In the resampling step, the algorithm resamples the points in such a way that the points that belong to a densely populated region of M are less likely to be resampled, while the points that belong to the sparse region of M are more likely to be resampled so that the resulting samples are populated more uniformly. While this step pushes the empirical distribution of the design points toward the target distribution, it cannot be repeated to push the design points further toward the target distribution since no new points in M are discovered while some are discarded. To discover new regions of M, the resampling step is followed by the perturbation step where each points are shifted around in such a way that the distribution of the shifted points are not too far away from the original distribution. The two steps are repeated until the configuration is sufficiently uniform on M. We study the consistency and the convergence of the proposed algorithm in KantorovichRubinstein distance. A numerical investigation (without convergence analysis) of the preliminary Figure 2: 5, 000 samples generated uniformly on the parameter space P (left plot) vs. uniformly on the manifold M (right plot). Observations based on the left plot may lead to incorrect inferences. For many purposes, more reliable and informative configurations for such nonlinear models would be uniform (or other desired) distribution on M rather than P.
version of one of the algorithms discussed in this paper has been presented in Rhee et al. (2014) .
It should be pointed out that our setting is different from the setting where algorithms were developed to generate uniform samples on manifolds based on random walks, such as hit-andrun Boneh and Golan (1979) ; Smith (1984) and shake-and-bake Boender et al. (1991) , stochastic billiard Dieker and Vempala (2015) , geodesic-walks Lee and Vempala (2016) . Such algorithms work when the manifold is a convex set or the boundary of a convex set, and the manifold is specified by a set of constraints (eg. a polytope given by a system of linear inequalities), and hence, it is easy to tell whether a given point in R n (the ambient space in which the manifold is embedded) belongs to the manifold or not. In contrast, in our setting, the manifold is not necessarily a convex set or the boundary of a convex set, and more importantly, we do not have a direct way to answer whether a given point in R n belongs to the manifold or not.
The rest of the paper is organized as follows. Section 2 formulates the objectives of this paper in rigorous mathematical formulation and presents our main algorithm. Section 3 analyzes the consistency and the convergence of the proposed algorithm. Section 4 provides the technical proofs of the results in Section 3. Section 5 examines the numerical behavior of our algorithm with a few illustrating examples including a systems biology model for enzymatic reaction networks.
Mathematical Formulation and Algorithm Description
Section 2.1 recalls the preliminary mathematical notions required to state the objectives of this paper, and Section 2.2 proposes the algorithm that achieves the objectives stated in Section 2.1.
Mathematical Formulation
Let f : P ⊂ R m → R n be a mapping on a hypercube
regularity so that M f (P) is the associated m-dimensional manifold embedded in R n . We assume that f is not analytically tractable but can be evaluated by a simulation code at arbitrary points in P. Such evaluation often requires significant computational resource. Further, we will assume for simplicity of the discussion that f is one-to-one. Our goal is to find a configuration {x 1 , . . . , x n } ⊆ P, for which the pairs (x 1 , f (x 1 )), . . . , (x n , f (x n )) provide reliable information regarding M. In view of the discussion in Section 1, we wish to generate samples uniformly (in some sense) on the manifold M. A natural notion of uniform distribution on a manifold can be stated in terms of the Hausdorff measure. Recall that the m-dimensional Hausdorff measure is defined as
where the infimum is over all countable coverings
x, y ∈ S i }, and Γ m is the volume of the m-dimensional unit ball. Note that H m is a natural generalization of Lebesgue measure, and if m = n, H m coincides with the m-dimensional Lebesgue measure; see, for example, Federer (1996) for more details. As Diaconis et al. (2013) points out, the area formula (see, for example, Section 3.2.5 of Federer 1996) in geometric measure theory dictates how one should sample from a given density with respect to the Hausdorff measure. Federer 1996) If f : R m → R n is Lipschitz and m ≤ n, for any measurable A and measurable g :
Now our goal can be formulated as sampling from a given distribution η(·) supported on the manifold M. In particular, we assume that η(·) is absolutely continuous with respect to the Hausdorff measure on M, and the density (i.e., Radon-Nikodym derivative) is µ, which is known up to a multiplicative constant. In view of the area formula (2.2), to generate samples from η, one can generate samples x 1 , x 2 , . . . in the parameter space from the density proportional to µ • f · J m f and then apply f to x 1 , x 2 , . . . to obtain the samples f (x 1 ), f (x 2 ), . . . from the desired density on the manifold. To see why such a procedure generates samples from the desired distribution, pick g(
, where Y is an M-valued random variable with the density µ,
and X is an P-valued random variable with density µ • f · J m f . Since B was chosen arbitrarily, we see that f (X) and Y have the same distribution. That is, if we sample X in P from the density Zhang (1996) ; Givens and Raftery (1996) ; Kim et al. (2000) ; Zlochin and Baram (2002) . In fact, if the evaluation of the derivative of f is also available in addition to the evaluation of f itself, our algorithm can be simplified to a version which can be seen as a variant of nonparametric importance sampling algorithms. However, previous studies of such algorithms have been focused on computing a single test function by approximating the zero-variance importance sampling measure with kernel density proposal. In view of our purpose, a distance between the target measure and the empirical measure of the samples produced by the algorithm would be a more proper perfomance measure. We analyze the convergence of our algorithm with respect to the Kantorovich-Rubinstein distance (which is also know as Wasserstein distance of order 1). To the best of the authors' knowledge, the convergence bound we establish for our algorithm in this paper is the first convergence analysis of non-parametric importance sampling type algorithms in terms of Kantorovich-Rubinstein distance.
We conclude this section with a brief review of Kantorovich-Rubinstein distance. KantorovichRubinstein distance is the L 1 distance between the optimal coupling of the two random variables whose marginal distributions coincide with the probability distributions. That is,
where M (µ, ν) denotes the set of all joint probability measures on A × A with marginals µ and ν respectively. Obviously, this is equivalent to
where the infimum is taken over all coupling of µ and ν. The following dual formula will be useful in the analysis of the modulus of continuity of the resampling step:
where f Lip denotes the Lipschitz constant of f . Convergence in Kantorovich-Rubinstein distance implies weak convergence. See, for example, Chapter 6 of Villani (2008) for more details.
Algorithm Description
In this section, we propose an algorithm that generates a sequence of design points whose empirical distribution converges to the target distribution µ in Kantorovich-Rubinstein distance.
The main idea of our algorithm is to start with arbitrarily distributed samples and then repeat iterations consisting of a resampling step and a perturbation step so that the empirical distribution of the samples becomes closer and closer to the target distribution. The resampling step is designed to shift the current empirical distribution toward the target distribution by eliminating the samples in concentrated regions, and duplicating the samples in sparse regions; the perturbation step is designed to force the algorithm to explore new areas of the manifold while still respecting the information obtained through the previous iterations. More specifically, the algorithm works as follows. At iteration 0, one starts with N (arbitrarily chosen) points x 1 , . . . , x N and their images y 1 , . . . , y N where y i f (x i ) for i = 1, . . . , N . Let B(y i ; r) denote the n-dimensional ball with radius r centered at y i , andr(y i ) denote the k th nearest neighborhood distance from y i . That is,
For each j > 0, the j th iteration consists of a resampling step and a perturbation step. In the resampling step, one computes the resampling weights G i as follows:
Then, the algorithm generates iid samples
For the perturbation step, fix constants (algorithmic parameters) q ∈ (0, 1), b ≫ 1, and h > 0 as well as a scaled kernelζ h (·; y) centered at y with bandwidth h. The constants q and b regularize the perturbation density so that the density is bounded away from 0 and ∞, while h is the perturbation bandwidth. The choice of these parameters and the precise construction ofζ h will be discussed further in Section 3 and Section 5. One starts the perturbation step with the samples x ′ 1 , . . . , x ′ N generated in the previous resampling step, and constructs a smoothed and regularized density min b, q/λ
for some sufficiently large b. For each i, generate x i from (2.4). To generate a sample from this density, the algorithm generates a proposal x * uniformly (on P) with probability q, and according
, set x i = x * ) with probability max{a, b}/a. If not accepted, reject x * and repeat until some proposal is accepted so that x i is set. When x 1 , . . . , x N are all generated from this procedure, one moves on to the resampling step of the next iteration. The whole procedure described so far is summarized in Algorithm 1.
In the rest of this section, we provide some intuition behind the design and analysis of Algorithm 1 and propose a simplified version Algorithm 2 in case the derivative of f can be evaluated in addition to the value of f itself. Roughly speaking, 1/r m is approximately proportional to the Algorithm 1 Space-Filling Algorithm (without Derivative) Generate N samples x 1 , · · · , x N ∈ P from an initial distribution p 0 ; whileη changes notably do {x
; Accept x * and set x i = x * with probability min{a,b} a ; end while end for return {x 1 , · · · , x N }; end function density p Y of the current samples, and hence, the resampling formula assigns probability mass approximately proportional to the likelihood ratio µ/p Y between the target density and the density of the current samples. In view of this, the resulting empirical distribution of the samples after the resampling step should be closer to the target distribution. To be more specific, the resampling formula (2.3) can be understood as an approximate Boltzmann-Gibbs transformation: recall that the Boltzmann-Gibbs transformation Ψ G (η) of η w.r.t. the potential G is defined as a measure such that
Suppose that x 1 , . . . , x N are the samples generated by the perturbation step in the previous iteration and we integrate a test function g w.r.t. the weighted empirical measureη =
and compare it to the integral of g w.r.t. the target measure η(dy) = µ(y)H m (dy):
wherep Y can be viewed as the k-nearest neighbor approximate density of y i 's and denote the empirical distribution of
Note that the first term in (2.5) can be viewed as the expectation of g with respect to the measure obtained by applying the Boltzmann-Gibbs transformation toη Y with respect to the potentialĜ Y . That is,η = ΨĜ
where r k,N (·) is the diameter of the ball that contains the k/N fraction of y i 's distribution, i.e., for each z,
and p Y is the density of y i 's. Note thatr approximates r k,N . The second term in (2.5) can be rewritten as
and hence, can be interpreted as the expectation of g with respect to the measure obtained by applying the Boltzmann-Gibbs transformation to η Y (dy) p Y (y)H m (dy) with respect to the potential G Y . Therefore, (2.5) can be re-written aŝ
In view of this, ifη Y is a good approximation of η Y andĜ Y is a good approximation of G Y , we expect that the difference will be small. Since g is an arbitrary test function, this suggests that the (weighted) empirical measureη resulting from the resampling formula should be a good approximation of η, which explains, at an intuitive level, why the resampling formula works. Finally, note that if we let ξ be the probability measure (on
then ξ is the target measure on the parameter space. In other words, if
3) can be regarded as an (normalized) approximation
where 1/ι is the density from which x i -s are sampled from. In view of this, in case one can readily evaluate J m f , a simplified version of Algorithm 1 can be implemented by
In this case, the perturbation step can also be simplified; it is not necessary to truncate the sampling density in the perturbation step at level b.
Such a simplified version of the algorithm is summarized in Algorithm 2.
Consistency and Convergence Analysis
In this section, we provide sufficient conditions for the convergence of the proposed algorithms. We make the following assumptions:
A2. ∂ i J m f vanishes on the boundary ∂P of P for each i = 1, . . . , m.
The above conditions are imposed for the purpose of facilitating the convergence proof. We expect that Algorithm 1 and Algorithm 2 are consistent under much more general conditions. A2 simplifies the analysis since it allowsζ h to produce consistent density estimation in terms of the derivative of the density in addition to the value of the density itself at the boundary; see (iii) of Lemma 2. If A2 does not hold, one can still prove the consistency by carefully dealing with the boundary of P separately as in Appendix A. Our goal in this section is to show that the empirical distribution of the points {x 1 , . . . , x N } produced by Algorithm 2 "converges" to the target distribution ξ in W 1 as the number of samples N and the iterations j grow. The precise statement will be given in Theorem 1. The consistency analysis of Algorithm 1 is more involved. We provide a discussion of Algorithm 1 in Appendix A.
Algorithm 2 Space-Filling Algorithm (with Derivative) Generate N samples x 1 , · · · , x N ∈ P from an initial distribution p 0 ; whileη changes notably do {x
Before starting the analysis, we construct a kernel that is consistent near the boundary. In simple words, we are defining these kernels with reflection along the boundaries. That is, if P = [0, 1], we fill in [−1, 0] with the mirror images of the points on [0, 1] (axis of reflection: x = 0) and also fill in [1, 2] with the mirror images of the points on [0, 1] (axis of reflection: x = 1) so that the data does not abruptly disappear outside of the boundary. This eliminates the boundary effect in the sense that the resulting kernel density estimation is consistent on the boundary; see (i) of Lemma 2. To be specific, consider a smooth and symmetric kernel ζ supported on B(0; 1), such as biweight kernel, triweight kernel, and tricube kernel, and set
,
Note that for x, y such that |x − y| > h,ζ h (x; y) = 0, (3.1) and for any x ∈ P,
For the purpose of the analysis, it is convenient to decompose each iteration of Algorithm 2 into four smaller conceptual pieces-smoothing step, smoothed sampling step, reweighting step, reweighted sampling step. At the beginning of the (j + 1) th iteration, the algorithm starts with the empirical distributionξ
N from the previous iteration. In the first step (smoothing step) of the iteration, the algorithm produces a probability density ξ [j+1/2] by smoothing and regularizing the empirical measureξ [j] . In the second step (smoothed sampling step), the algorithm generates iid samples X
. In the third step (reweighting step), the algorithm adjusts weights of the each probability mass of the empirical distribution to get a new distribution ξ
, which has the same support asξ [j+1/2] but shifted (via redistribution of the weights w i 's) toward the target distribution. In the fourth step (reweighted sampling step), the algorithm generates samples X i , we are using the superscript with square bracket to denote the index of the iteration and the subscript to denote the index of the sample within the iteration.) The first two steps correspond to the perturbation step in Algorithm 2 and the last two steps correspond to the resampling step in Algorithm 2. Schematically, the process can be summarized as follows:
. . . . (Then we proceed to the reweighting step and the reweighted sampling step.)
• At iteration j + 1, we start with an empirical distributionξ [j] of the samples X
[j] 1 , . . . , X
[j] N from the previous iterationξ [j] 1
. Now, for suitably chosen parameters h and q (whose choice will be discussed later in this section and Section 5),
Step 1) Smooth out the empirical distributionξ [j] with ζ h to getξ
Set ξ [j+1/2] as a mixture of the uniform distribution (on P) andξ [j+1/2] with probability q and 1 − q, respectively:
where λ m (P) denotes the m dimensional volume of P.
Step 2) Generate (for example, via acceptance-rejection) iid samples X
, and setξ [j+1/2] to be the empirical distribution of the generated sam-
Step 3) Evaluate f and J m f at X
[j]
i -s and re-distribute the weights as follows: Step 4) Generate iid samples X
The main result of this section is that the above algorithm is consistent. Let Theorem 1. Suppose that h is chosen in such a way that
Algorithm 2 is consistent in the sense that the Kantorovich-Rubinstein distance between the output ξ [j] and the target measure ξ converges to 0 in L 1 as N → ∞ and j → ∞. More specifically,
We defer the proof of Theorem 1 to Section 4 and conclude this section with a few remarks regarding the implications of the theorem.
Note first thatξ
[j] will approach ξ rapidly at the beginning and then linger around ξ as j increases. In view of this, one should choose the number of iterations j in such a way that the two terms in (3.4) are of the same order. That is, for a given N , j should be chosen roughly at around
If j is much smaller than (3.5), the second term will dominate the error while it can be reduced geometrically and hence losing opportunities to reduce the total error efficiently; on the other hand, if j is much larger than (3.5), the first term will dominate the error and hence one will waste extra efforts without much gain in terms of the error. Note also that if the starting configurationξ [0] is reasonably close to ξ to begin with, Algorithm 2 will require very small number of iterations before it stabilizes. This is consistent with our numerical experiences reported in Section 5. There is a tradeoff between choosing h small and large. Note that the limit supremum condition in Theorem 1 requires that h should not decrease to 0 too fast compared to the rate at which the size N of samples grows. On the other hand, in case D and V are large (for example, as in our Example 3, where D = 100 √ 2 and V = 10, 000), the error that does not decrease at a geometric rate w.r.t. the number of iterations-i.e., the first term in (3.5)-will be more or less proportional to cD 2 V 2 α(N )h for the practical range of values of N , and hence, small h is desired. That is, larger h allows to make sure that the algorithm is stable w.r.t. the iterations and for smaller number of samples N ; smaller h allows one to reduce the final error of the algorithm after a sufficiently large number of iterations. Finally, while our convergence bound is explicit, such explicitness seems to come at the expense of tight asymptotics. Note that ζ h Lip and ∇ζ h Lip are typically of order h −m−1 and h −m−2 , respectively. That is, h should not decrease to 0 at a faster rate than N − 1 m(m+2) to satisfy the limit supremum condition. This is a very slow rate even for moderately large m's, and we expect that the algorithm would be stable for h's that decreases faster than such a rate guaranteed by Theorem 1.
The practical choice of h and q will be further discussed in Section 5.
Proofs
This section provides the proof of Theorem 1. For the notational convenience, we adopt the (common) convention that for a function h : A → R and a measure µ on A,
The proof of Theorem 1 hinges critically on the following proposition.
Proposition 2. There exists a constant c depending only on
q, and m such that
where D = diam(P) and V = λ m (P).
In view of this, it is important to understand how smooth Ψ G (ν) is w.r.t. ν in terms of W 1 distance.
Lemma 1 provides a useful bound in this regard, and it turns out that the bound involves quantities dξ/dξ [j+1/2] ∞ and dξ/dξ [j+1/2] Lip . Lemma 2 provides estimates for these quantities. Before proving Proposition 2, we first establish the following key lemmas.
Lemma 1.
Proof. We first observe that from the straightforward bound
Note also that for general measures ν and λ, a general potential G, and a general function f ,
Now, fixing (arbitrarily chosen) x 0 ∈ P and using (4.2) and (4.3),
We conclude that
, Ψ G (λ) = ξ, and λ(G) = 1. Therefore,
Lemma 2. Let ρ dξ/dλ m denote the density of ξ w.r.t. Lebesgue measure.
(i) For each x ∈ P,
for each γ ∈ (0, 1).
Proof. For (i), due to the construction ofζ h , we can use a similar argument as in Proposition 3.1 of Bolley et al. (2007) . Note first that
and hence the difference between dξ [j+1/2] /dλ m (x) and Pζ h (x; y)ξ(dy) can be bounded as follows:
On the other hand, due to (3.2), the distance between Pζ h (x; y)ξ(dy) and the density dξ/dλ m of ξ itself can be bounded in terms of the modulus of continuity of dξ/dλ
Now by triangle inequality and (4.5) and (4.6), we arrive at the conclusion of (i). Turning to (ii),
.
For (iii), note that
max + h be the set obtained by fattening P by h along each coordinate andρ :P → R + be the extension of ρ from P toP by reflection; more specifically,
Note that (3.1) implies ζ h (x − y) = 0 for x ∈ P and y ∈ ∂P. From this along with the integration by parts formula,
The integration by parts formula holds near the boundary ∂P of P as well sinceρ is continuously differentiable at the boundary due to the assumption A2. Finally,
Combining the above inequalities, we arrive at (iii).
Turning to (iv), note that in general for any smooth f, g and positive constants q, v,
This concludes the proof.
With Lemma 1 and Lemma 2 in hand, the proof of the Proposition 2 becomes straightforward.
Proof of Proposition 2. Note that (ii) and (iv) of Lemma 2 imply that there exists a constant c 1 not depending on λ m (A) and h such that
Therefore, Lemma 1 implies that
where c 1 is a constant that depends only on q and ξ, D denotes diam(P), and V denotes λ m (P).
From Theorem 1 of Fournier and Guillin (2015) , we see that
bounded by c 2 diam(P)α(N ) where c 2 is a constant depending only on m. Therefore,
Therefore, the conclusion of the proposition follows.
Now we are ready to prove Theorem 1.
Proof of Theorem 1. Again, from Proposition 2 and Theorem 1 of Fournier and Guillin (2015) ,
, and hence,
for some c. Therefore, w j E W 1 (ξ [j] , ξ) satisfies the following recursive inequality:
Examples
In this section, we briefly discuss the choice of algorithmic parameters h, q, and b, and examine the numerical behavior of the algorithm with a few examples. Due to the conservative nature of our convergence analysis in Theorem 1 and Lemma 3, we do not provide definitive rules for the choice of the above parameters. Instead, we provide heuristic discussions and rough guidelines from our numerical experience here. More thorough investigation will be pursued in subsequent studies.
As pointed out in Section 3, the choice of h is critical for the stability and the performance of the algorithm. Although our sufficient condition in Theorem 1 is conservative, our numerical experience confirms that a liberal choice of h can indeed lead to unstable behavior of the algorithm. That is, if h is chosen too small compared to N , the algorithm may diverge from the target distribution.
An indication of such divergence is clustering of the points, which can easily be detected with various methods. In view of this, we suggest starting with a conservative choice of h and gradually reducing the size of h as the algorithm stabilizes. When the clustering behavior is detected, the experimenter can either increase N or increase h so that the algorithm does not exhibit clustering behavior. Turning to q, note that q being away from 0 prevents ξ [j+1/2] from being much smaller than ξ so that the ratio doesn't blow up. On the other hand, if q is close to 1, our algorithm is not assigning enough resource (samples) in learning the geometry of the manifold. Such a trade-off can be noticed in the upper bounds in (ii) and (iv) of Lemma 2 where both q and 1 − q appear in the denominator. In view of this, we suggest choosing q inside of the interior of (0, 1) sufficiently away from the boundary, say, between 1/10 and 1/2. The choice of b does not seem to make much difference in terms of the performance of the algorithm as far as b is chosen sufficiently large.
Example 1. (Uniform Samples from Torus) Diaconis et al. (2013) illustrate how to sample from a torus using the area formula (2.2). Consider a torus M = {((R + r cos θ) cos ψ, (R + r cos θ) sin ψ, r sin θ) : 0 ≤ θ, ψ < 2π} where 0 < r < R. The major radius R is the distance from the center of the tube to the center of the torus, and the minor radius r is the radius of the tube. One way to parametrize M and its 2-dimensional Jacobian J 2 f are
In view of (2.2), one can generate exactly uniform samples on M w.r. compares the samples on M produced for R = 1 and r = 0.9. The upper plot shows the samples projected on x-y plane, and the lower plot shows the pre-image of the samples in the parameter space. The plots on the left show the samples generated from Algorithm 2 after the resampling step in the second iteration with q = 0.1 and h = 0.5. The plots in the middle were produced with the 10,000 samples generated by the area formula (as described above), and the right plots show 10,000 samples generated by uniformly sampling in the parameter space, i.e., θ ∼ U [0, 2π] and
Observe that the left and middle plots are similar to each other while in the upper right plot the center of the torus is much more densely populated compared to the outer part of the torus. This illustrates that the samples generated uniformly from the parameter space A is far from uniform on the manifold M, and Algorithm 2 produces samples from the target distribution. Example 2. (Non-uniform Density on Torus) In this example, we consider the same manifold M as in Example 1, but we illustrate how Algorithm 2 performs for a non-uniform density on M.
Suppose that we are particularly interested in studying M in the proximity of a given point. For example, suppose that we are interested in (0, 1, 0), and hence, we want to use more computational resource for the closer parts of the manifold to the point, and less resource for the farther parts of the manifold. For this purpose, we choose a density proportional to the reciprocal of the squared distance from (0, 1, 0). More specifically, we want to sample from the distribution
where r(x, y, z) ∝ 1/(x 2 + (y − 1) 2 + z 2 ). Again, for this simple example, one can generate exact samples from P directly from the area formula via acceptance-rejection with the proposal density proportional to
The samples produced by Algorithm 2 (after the third resampling step with q = 0.1 and h = 0.5), the exact samples generated by the area formula, and the samples generated uniformly in the parameter space are compared in Figure 5 and 6. Once can again it should be noted that Algorithm 2 generates the correct distribution.
Next, we examine a more interesting case, where the model changes its behavior significantly on a small part of the parameter space while it remains relatively constant over the majority of the parameter space. That is, most of the parameter space is mapped to a small fraction of the manifold and the rest-the majority-of the manifold comes from a small fraction of the parameter space. The next example illustrates how our algorithm discovers such a small region of the parameter space. where 0 < t 1 < t 2 < t 3 . The first derivative
and the 2-dimensional Jacobian where Figure 7 shows the result for t 1 = 1, t 2 = 2, t 3 = 4 with 2, 000 samples. The left plot was produced by Algorithm 2 with q = 0.1 and h = 1, (the upper plot shows the samples projected on a plane perpendicular to the vector (0.5, −1, 0.5), and the lower plot shows the pre-image of the samples in the parameter space); the plots in the middle show the 2,000 samples generated by the area formula; the right plots show 2,000 samples generated by uniformly sampling in the parameter space, i.e., θ, ψ ∼ Unif [0, 100] × [0, 100] . The samples generated uniformly in the parameter space are concentrated in a small part of the boundary of the manifold. The Algorithm 2 was started with initial samples distributed uniformly in the parameter space, and the final samples were obtained after the resampling step in the 10th iteration. The progression of the algorithm is illustrated in Figure 9 .
Example 4. (ODE Models in Systems Biology) The dynamics of the enzymatic regulatory systems are often modeled with a set of ordinary differential equations. One of the most popular form of such differential equations is Michaelis-Menten kinetics (Michaelis et al., 2011) . Consider the following Michaelis-Menten kinetics between three different kinds of enzymes A, B, C, and the input I:
Assume that the exact values of k IA and k CB are unknown. One way to proceed to study the model is to sample k IA and k CB randomly from a plausible range, say model behaviors are exhibited at the selected design points (Ma et al., 2009) . However, the change of dynamics w.r.t. the change of the values of k IA and k CB might be highly non-linear so that the observation based on insufficient number of uniform samples can be misleading. Suppose that we are interested in the adaptive behavior of the model. Adaptation refers to the ability of the system to respond (i.e., change the output level) to an input stimulus (i.e., change in input level), and then return to its original output level even when the change in the input level persists. The adaptive behavior can be summarized as the sensitivity and the precision of the system. In the context of our example (5.4), the sensitivity is defined as the ratio
between the size of the response of the output C and the size of the stimulus (i.e., the change in the input I), where I 0 and C 0 are the initial input and output levels respectively, I 1 is the new input level, and C peak is the maximum of the output level after the intput level changes from I 0 to I 1 ; the precision is defined as the ratio
(C1−C0)/C0 between the (long term) change in the input and output levels, where C 1 is the final output level of the system by the time the system stabilizes after the initial change due to the stimulus. These output measures quantify how well the system detects the change in the input level, and how robust is the system to such change, respectively. For more thorough description of adaptation, sensitivity, and precision, see Ma et al. (2009) . For our purpose, just note that ODE in (5.4) defines a mapping from the parameter space P to the output space R 2 , each coordinate of which represents the sensitivity and the precision, respectively. The parameters of the ODE (other than k IA and k CB ) were chosen as follows: 
One can see that by uniformly sampling on the parameter space one may end up wasting lots of design points to explore the lower left part of the model output space while almost missing the protruding region on the lower right part of the model output space. On the other hand, our algorithm distributes the design points intelligently so that the nearly missed lower right part of the model output space is clearly identified with less total number (4000 times) of ODE simulations compared to the naïve design points uniform in the parameter space (5000 times).
A Appendix
In this section we provide a justification for the consistency of Algorithm 1. More specifically, leť
and consider a procedure that follows the same steps 1)-4) in Section 4 except that
• In step 1), set, instead of (3.3),
Then,ξ [j+1] describes the samples after resampling step (in j + 1 th iteration) produced by Algo-
, and hence, Fournier and Guillin (2015) , and one can show that 
can also be bounded in a similar form by establishing some sort of modulus of continuity of Ψ · (ν) in terms of W 1 distance w.r.t. the potential. Note first that from a straightforward algebra, 
Therefore,
where the second inequality is from the construction of ξ Lemma 3. For any given ǫ > 0, one can choose k as a function of N so that there exists c such that Proof. First note that from (2.6),
where p Y is the density of f (X [j+1/2] i )'s w.r.t. the Hausdorff measure. Now we consider the following decomposition: We first study the inner conditional expectation given f (X [j+1/2] 1 ) = y 0 , which will be denoted by E y0 from now on, i.e., where P y0 is the corresponding conditional probability given f (X 
