Background {#Sec1}
==========

In analyzing data with censored observations, it is a common task to compare several survival curves. Many nonparametric tests based on the Kaplan-Meier estimator for survival curves \[[@CR1]\], such as Gehan's generalized Wilcoxon test, the Cox-Mantel test, the logrank test, and Peto tests, have been proposed and implemented in major statistical software \[[@CR2]\]. In addition, Efron proposed a test based on the conditional probability of censored data for two samples cases \[[@CR3], [@CR4]\].

Due to the skewness of survival data, the median survival time is thought to be an important measurement of the survival distribution. If two crossing survival curves \[[@CR5]\] are different but their median survival times are similar, then comparing the survival medians or quantiles rather than the curves is more appropriate to answer some research questions. Several nonparametric tests for comparing median survival times have been proposed in the literature \[[@CR6]--[@CR11]\]. Brookmeyer and Crowley proposed a test (called BC test hereafter) based on the weighted survival curve and the weighted median \[[@CR11]\]. In their test, the individual survival curve for each group and their weighted survival median time need to be estimated by using Kaplan-Meier estimator; then the survival probabilities from all groups at the time point of the estimated weighted survival median are compared. The authors showed that the test statistic has an asymptotic chi-square distribution with degrees of freedom equal to the number of groups minus one, under the assumption that all of the groups have the same survival distribution. In order to get this test statistic, we need to estimate a covariance matrix and calculate its generalized inverse, which may be a tedious task \[[@CR8]\]. Another limitation of the BC test is its inflated type I error rate, which may cause serious problems when sample sizes are small \[[@CR9]\].

Rahbar et al. proposed another nonparametric test (called RC test hereafter) which is directly based on the estimated median survival times \[[@CR9]\]. Although some methods of estimating the median survival time, such as Reid's method \[[@CR12]\], have been proposed, we found that RC method using those approaches to estimate the variances had poor performance. Alternatively, resampling-based methods, such as bootstrap can be used to estimate the variances. Through simulation study, the authors showed that the RC test performs similarly to the BC test when sample sizes are large. However, when sample sizes are medium (e.g., 50 per group), although the RC test has empirical type I error rates less than the BC test, they are still inflated.

Motivated by avoiding calculating the inverse matrix in the BC test statistic, recently Tang and Jeong proposed a simple nonparametric test (called TJ test hereafter) based on the estimated conditional probability of the censored time which is greater than the overall median \[[@CR4], [@CR8]\]. Their test statistic is a weighted sum of statistics obtained from a series of contingency tables. The authors claimed that their test statistic under the null hypothesis could be approximated by a chi-square distribution \[[@CR8]\].

In this paper, we propose a new nonparametric test with a simple formula. Through comprehensive simulation, we show that the proposed test controls type I error rate very well, even for situations where sample sizes are very small. Our simulation results also show that the existing methods have inflated type I error rates, which is very serious when sample sizes are small. We also illustrate the use of the proposed test by a real data application.
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For the test statistic *C* in (1), we have the following theorem:

**Theorem 1**. Under the null hypothesis that the K survival curves have the same median, statistic *C* has an asymptotic chi-square distribution with K-1 df.
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Although the Greenwood method \[[@CR14]\] can be used to estimate the variance of $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\widehat{F}}_i\left({\widehat{\theta}}_0\right) $$\end{document}$, in general, the Greenwood approach tends to underestimate the variance \[[@CR15]\]. In fact, it is well known that *V*(*Y*) = *E*\[*V*(*Y*\|*X*)\] + *V*\[*E*(*Y*\|*X*)\]. With Y as the estimated survival function and X as the survival data, the variance decomposition *V*(*Y*) = *E*\[*V*(*Y*\|*X*)\] + *V*\[*E*(*Y*\|*X*)\] can be applied. The Greenwood estimate is an approximation of *E*\[*V*(*Y*\|*X*)\]. Therefore if we ignore the second part, *V*\[*E*(*Y*\|*X*)\], the Greenwood estimate will tend to underestimate the variance. It is also known that a Cochran-type test statistic such as *C* in (1) is anti-conservative \[[@CR13]\] and is an increasing function of the weights *w*~*i*~ \[[@CR16]\]. Therefore, if we replace $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\widehat{\upsigma}}_{\mathrm{i}}^2 $$\end{document}$ in *C* by the Greenwood estimate, the type I error rate will become inflated \[[@CR13]\].

For the first part, *E*\[*V*(*Y*\|*X*)\], we will use the Greenwood estimate; the second part, *V*\[*E*(*Y*\|*X*)\], can be estimated using bootstrap. However, here we propose a simple approximation to it: for group *i*, we estimate the median survival time $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\left[{\widehat{F}}_i\left({\widehat{\theta}}_i\right)-{\widehat{F}}_i\left({\widehat{\theta}}_{i1}\right)\right]}^2/2 $$\end{document}$. This approximation works well because either of the two times will be close to the median from the bootstrap. It is easily seen that this estimated variance has an order of *n*~*i*~^− 2^. Hence, for large sample sizes, this part can be ignored and the new test statistic will have a similar value as the BC test statistic. Based on the simulation results (see below), when sample sizes are greater than 100 (as in Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"}), BC and the proposed test have similar empirical type I error rates, indicating that under those situations it is safe to ignore the second part. Nevertheless, when sample sizes are smaller than 30 (see Tables [4](#Tab4){ref-type="table"} and [5](#Tab5){ref-type="table"}), the second part should not be ignored, as it will result in serious inflated type I error rates (see the [Results](#Sec4){ref-type="sec"} section).Table 1The empirical type I error rates of the tests at the significance level of 0.05 when the survival times have the same uniform, exponential, or log-normal distributions with sample sizes *n* ~1~ = 100, *n* ~2~ = 150, *n* ~3~ = 150, *n* ~4~ = 200 (simulation study with 10,000 replicates for each situation)Distributions and parametersCensoring rateBCTJNewUniform distribution\
  *θ* = (10,10,10,10)\
  *a* = (4,4,4,4)\
  *c* = (2,2,2,2)00.0530.0490.0510.10.0520.0700.0470.20.0570.0920.0490.30.0570.1140.047Exponential distribution\
  *θ* = (10,10,10,10)\
  *a* = (0.1,0.1,0.1,0.1)00.0500.0470.0470.10.0520.0560.0500.20.0530.0680.0500.30.0510.0830.047Log-normal distribution\
  *θ* = (log(10), log(10), log(10), log(10))\
  *a* = (0.3,0.3,0.3,0.3)00.0570.0520.0540.10.0550.0650.0500.20.0540.0820.0500.30.0540.1040.050Table 2The empirical type I error rates of the tests at the significance level 0.05 when the survival times have uniform, exponential, log-normal,uniform and exponential, uniform and log-normal, or exponential and log-normal distributions with equal medians but unequal variances and sample sizes *n* ~1~ = 100, *n* ~2~ = 150, *n* ~3~ = 150, *n* ~4~ = 200Distributions and parametersCensoring rateBCTJNewUniform distribution\
  *θ* = (10,10,10,10)\
  *a* = (4,4,4,4)\
  *c* = (2,3,4,5)00.0610.0570.0580.10.0570.0680.0530.20.0610.0890.0540.30.0620.1090.053Exponential distribution\
  *θ* = (10-2log(2),10-3log(2),\
  10-4log(2),10-5log(2))\
  *a* = (1/2,1/3,1/4,1/5)00.0600.0570.0580.10.0670.0710.0620.20.0620.0790.0570.30.0640.0980.057Log-normal distribution\
  *θ* = (log(10), log(10), log(10), log(10))\
  *a* = (0.2, 0.3, 0.4, 0.5)00.0570.0530.0550.10.0630.0730.0590.20.0640.0940.0580.30.0600.1170.054Two uniform and two exponential distributions\
  *θ* = (10, 10, 10-10log(2),10-10log(2))\
  *a* = (0.1, 0.1, 0.1, 0.1)\
  *c* = (0.01, 0.01, 0.01, 0.01)00.0550.0500.0520.10.0530.0800.0470.20.0550.1020.0490.30.0590.1180.051Two uniform and two log-normal distributions\
  *θ* = (10,10, log(10), log(10))\
  *a* = (5,5,0.3,0.3)\
  *c* = (2,2,2,2)00.0580.0810.0540.10.0630.0870.0570.20.0610.1070.0540.30.0550.1230.048Two log-normal and two exponential distributions\
  *θ* = (log(10), log(10),10-log(2)/0.3,10-log(2)/0.3)\
  *a* = (0.3,0.3,0.3,0.3)00.0520.0490.0490.10.0500.0580.0470.20.0580.0820.0540.30.0560.0950.050
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Simulation study {#Sec5}
----------------

To assess the performance of the proposed test, we conducted a comprehensive simulation study to compare it with the BC test and TJ test. RC is excluded in the simulation study since it has similar performance as the BC test in general, but has worse performance when sample sizes are small \[[@CR6]\]. All of the simulation were conducted by using R, with the R package "survival" \[[@CR17]\].

In this simulation study, the alternative hypothesis is the medians are not the same among several populations. We choose K = 4 groups and considered the following survival time distributions (F~i~)): (a) all uniform, U(−*a*~*i*~/*c*~*i*~, *a*~*i*~/*c*~*i*~) + *θ*~*i*~, (b) all exponential, exp(*a*~*i*~) + *θ*~*i*~, (c) all log-normal, lnorm(*θ*~*i*~, a~*i*~), (d) two uniform and two exponential, (e) two uniform and two log-normal, and (f) two exponential and two log-normal. The censoring time distributions (G~i~) are uniform U(−*a*~*i*~/*c*~*i*~, *a*~*i*~/*c*~*i*~ + (1 − 2*p*~*i*~)/*p*~*i*~) + *θ*~*i*~, exponential exp(*a*~*i*~*p*~*i*~/(1 − *p*~*i*~)) + *θ*~*i*~, and log-uniform lunif\[*θ*~*i*~ + *a*~*i*~*U*(−2, − 2 + 2/p~*i*~)\], respectively, when the survival time distributions are uniform, exponential, and log-normal. Here p~*i*~ is the censoring rate, which is set to be 0 (noncensoring), 0.1, 0.2, and 0.3 in the simulation. The type I error rates and power values are estimated by the empirical rejection proportions from 10,000 replicates at preset significance level 0.05. We compare these tests under both large sample sizes (*n*~1~ = 100, *n*~2~ = 150, *n*~3~ = 150, *n*~4~ = 200) and small sample sizes (*n*~1~ = 20, *n*~2~ = 25, *n*~3~ = 25, *n*~4~ = 30) situations.

Tables [1](#Tab1){ref-type="table"}, [2](#Tab2){ref-type="table"} and [3](#Tab3){ref-type="table"} are the simulation results under the situations of large sample sizes. Table [1](#Tab1){ref-type="table"} reports the empirical type I error rates for these methods when all of the four groups have the same survival time distribution and the same censoring time distribution. It shows that the BC test and the proposed test control type I error rate very close to the nominal level. The TJ test can control type I error rate only when the censoring rate is 0. With the censoring rate increases, the TJ test has larger inflated empirical type I error rates. The empirical type I error rate can be as large as 0.114, for example, when the survival time distribution is uniform and the censoring rate is 0.3.Table 3The empirical powers of the tests at the significance level 0.05 when the survival times have uniform, exponential, log-normal,uniform and exponential, uniform and log-normal, or exponential and log-normal distributions with unequal medians and sample sizes *n* ~1~ = 100, *n* ~2~ = 150, *n* ~3~ = 150, *n* ~4~ = 200Distributions and parametersCensoring rateBCTJNewUniform distribution\
  *θ* = (10,10,10.5,10)\
  *a* = (4,4,4,4)\
  *c* = (2,2,2,2)00.6020.5870.5940.10.5630.6060.5490.20.5370.6220.5180.30.5090.6350.490Exponential distribution\
  *θ* = (10,10,10,10)\
  *a* = (0.1,0.15,0.15,0.1)00.8370.8290.8330.10.8220.8310.8180.20.7990.8300.7930.30.7650.8260.756Log-normal distribution\
  *θ* = (10,14,14,10)\
  *a* = (1,1,1,1)00.8040.7940.7970.10.7760.8000.7690.20.7290.7870.7180.30.6960.7980.681Two uniform and two exponential distributions\
  *θ* = (10,13,13-10log(2),10-10log(2))\
  *a* = (0.1,0.1,0.1,0.1)\
  *c* = (0.01,0.01,0.01,0.01)00.8890.8830.8840.10.8380.8750.8270.20.8170.8730.8010.30.7980.8740.779Two uniform and two log-normal distributions\
  *θ* = (10,12,2.5,2.5)\
  *a* = (1,1,1,1)\
  *c* = (0.2,0.2,0.2,0.2)00.8470.8210.8450.10.7510.8130.7660.20.6950.8130.7060.30.6510.8150.644Two log-normal and two exponential distributions\
  *θ* = (log(10),log(13),13-10log(2),10-10log(2))\
  *a* = (1, 1, 0.1, 0.1)00.7990.7900.7930.10.7610.7760.7520.20.7440.7880.7270.30.7180.7950.699

Table [2](#Tab2){ref-type="table"} gives the empirical type I error rates for each method when the four survival distributions have the same medians but with different variances. Once again, the BC test and the new test have empirical type I error rates close to the nominal level 0.05. On the other hand, the TJ test still has inflated sizes when there are censored data present.

Table [3](#Tab3){ref-type="table"} shows the empirical powers for each method when the four median survival times are not the same (i.e., the null hypothesis is not true). In general, the BC test and the proposed test have close power values. When there are censored data, the TJ test obtains larger power values. This may be because this test has inflated type I error rates.

Tables [4](#Tab4){ref-type="table"}, [5](#Tab5){ref-type="table"} and [6](#Tab6){ref-type="table"} report the simulation results for small sample sizes (*n*~1~ = 20, *n*~2~ = 25, *n*~3~ = 25, *n*~4~ = 30) and different levels of censoring. In Table [4](#Tab4){ref-type="table"} where the null hypothesis is true and the survival time and censoring time each has the same distribution for the four groups, the proposed test controls type I error rate well. Unlike its performance under large sample size situations, when sample sizes are small, the BC test also has inflated type I error rates even for noncensored data. Once again the TJ test cannot control the type I error rate when the censoring rate is not 0.Table 4The empirical type I error rates of the tests at the significance level 0.05 when the survival times have the same uniform, exponential, or log-normal distributions with sample sizes *n* ~1~ = 20, *n* ~2~ = 25, *n* ~3~ = 25, *n* ~4~ = 30Distributions and parametersCensoring rateBCTJNewUniform distribution\
  *θ* = (10,10,10,10)\
  *a* = (4,4,4,4)\
  *c* = (2,2,2,2)00.0710.0510.0540.10.0800.0730.0530.20.0820.0920.0450.30.0900.1210.045Exponential distribution\
  *θ* = (10,10,10,10)\
  *a* = (0.1,0.1,0.1,0.1)00.0660.0460.0490.10.0740.0550.0560.20.0780.0680.0510.30.0840.0870.050Log-normal distribution\
  *θ* = (log(10), log(10), log(10), log(10))\
  *a* = (0.3,0.3,0.3,0.3)00.0680.0480.0530.10.0730.0640.0510.20.0810.0850.0520.30.0800.1030.044Table 5The empirical type I error rates of the tests at the significance level 0.05 when the survival times have uniform, exponential, log-normal,uniform and exponential, uniform and log-normal, or exponential and log-normal distributions with equal medians but unequal variances and sample sizes *n* ~1~ = 20, *n* ~2~ = 25, *n* ~3~ = 25, *n* ~4~ = 30Distributions and parametersCensoring rateBCTJNewUniform distribution\
  *θ* = (10,10,10,10)\
  *a* = (4,4,4,4)\
  *c* = (2,3,4,5)00.0870.0620.0670.10.0870.0750.0570.20.0870.0860.0510.30.0990.1180.053Exponential distribution\
  *θ* = (10-2log(2),10-3log(2),10-4log(2),10-5log(2))\
  *a* = (1/2,1/3,1/4,1/5)00.0840.0620.0640.10.0860.0670.0600.20.0890.0780.0620.30.1000.1000.054Log-normal distribution\
  *θ* = (log(10), log(10), log(10), log(10))\
  *a* = (2,3,4,5)/1000.0780.0570.0600.10.0880.0770.0640.20.0900.0930.0630.30.0870.1090.052Two uniform and two exponential distributions\
  *θ* = (10, 10, 10-10\*log(2),10-10\*log(2))\
  *a* = (0.1,0.1,0.1,0.1)\
  *c* = (0.01,0.01,0.01,0.01)00.0740.0520.0580.10.0880.0890.0490.20.0930.1060.0460.30.0920.1190.039Two uniform and two log-normal distributions\
  *θ* = (10,10, log(10), log(10))\
  *a* = (5,5,0.3,0.3)\
  *c* = (2,2,2,2)00.0760.0560.0580.10.0850.0830.0500.20.0880.1050.0490.30.0970.1320.047Two log-normal and two exponential distributions\
  *θ* = (log(10), log(10),10-log(2)/0.3,10-log(2)/0.3)\
  *a* = (0.3,0.3,0.3,0.3)00.0680.0490.0510.10.0780.0620.0550.20.0830.0800.0540.30.0960.1110.059Table 6The empirical powers of the tests at the significance level 0.05 when the survival times have uniform, exponential, log-normal,uniform and exponential, uniform and log-normal, or exponential and log-normal distributions with unequal medians and sample sizes *n* ~1~ = 20, *n* ~2~ = 25, *n* ~3~ = 25, *n* ~4~ = 30Distributions and parametersCensoring rateBCTJNewUniform distribution\
  *θ* = (10,10,10.5,10)\
  *a* = (4,4,4,4)\
  *c* = (2,2,2,2)00.1690.1330.1400.10.1710.1530.1260.20.1750.1860.1170.30.1770.2160.104Exponential distribution\
  *θ* = (10,10,10,10)\
  *a* = (0.1,0.15,0.15,0.1)00.2290.1840.1960.10.2330.1990.2010.20.2330.2180.1870.30.2210.2310.160Log-normal distribution\
  *θ* = (log(10), log(14), log(14), log(10))\
  *a* = (1,1,1,1)00.2310.1850.2010.10.2120.1900.1690.20.2100.2180.1630.30.2010.2400.140Two uniform and two exponential distributions\
  *θ* = (10,13,13-10log(2),10-10log(2))\
  *a* = (0.1,0.1,0.1,0.1)\
  *c* = (0.01,0.01,0.01,0.01)00.2770.2290.2340.10.2660.2700.1900.20.2640.2950.1720.30.2580.3150.158Two uniform and two log-normal distributions\
  *θ* = (10,12,2.5,2.5)\
  *a* = (1,1,1,1)\
  *c* = (0.2,0.2,0.2,0.2)00.2880.2180.2750.10.2500.2570.2400.20.2490.2940.2180.30.2530.3290.197Two log-normal and two exponential distributions\
  *θ* = (log(10),log(13),13-10log(2),10-10log(2)),\
  *a* = (1,1,0.1,0.1)00.2290.1830.1820.10.2230.1950.1740.20.2280.2170.1680.30.2200.2420.147

When the four survival distributions have the same median with different variances, the empirical type I error rates of these tests are given in Table [5](#Tab5){ref-type="table"}. If there is no censored data, the TJ test has empirical type I error rates close to the nominal level; but the BC test still has inflated type I error rates. When there are censored data, both the BC test and the TJ test have inflated type I error rates. In contrast, the proposed test can control type I error rate quite well under all situations considered.

Table [6](#Tab6){ref-type="table"} reports the empirical powers for the three methods when the null hypothesis is not true. In general, the empirical powers from the new test are smaller than those from the BC test and the TJ test. When the censoring rate is high (e.g., 0.3), the power values for the TJ test are higher than that from the BC test. This can be explained by their performance of controlling type I error rates as seen in Tables [4](#Tab4){ref-type="table"} and [5](#Tab5){ref-type="table"}; both the BC test and the TJ test have inflated type I error rates for most of the situations considered in this simulation study when sample sizes are small.

Real data application {#Sec6}
---------------------

To illustrate the use of the proposed test, we conduct a real data application. In a study to investigate the relationship between diet and the development of tumors, 90 rats were divided into three groups and 30 rats in each group were fed with the same low-fat, saturated fat or unsaturated fat. The rats had the same age, species and similar physical condition. The rats were observed for 200 days, and the times to develop a tumor were recorded. This data set is available from Table 3.4 of Lee and Wang's book \[[@CR2]\]. The estimated median survival times (tumor-free time) were 191, 107, and 91 days for the low-fat, saturated fat and unsaturated fat groups, respectively.

The survival curves (not shown) estimated by the Kaplan-Meier method for the three diet groups indicate the expected tumor-free time for rats fed with low-fat is longer than that for the rats fed with saturated fat, which in turn is longer than that for the rats fed with unsaturated fat. We compare the median survival times for these three groups using the BC test, TJ test and the proposed test. The *p*-values from the three tests are 0.0059, 0.017, and 0.0043, respectively. All of the three methods reject the null hypothesis at significance level 0.05. In addition, when testing for the equality of survival curves, the *p*-values from the log-rank test and Wilcoxon test are 3.14 × 10^-5^ and 0.0020, respectively.

Discussion and conclusion {#Sec7}
=========================

Although several nonparametric tests have been proposed to compare the median survival times, they are anti-conservative which make their application limited, especially for the situations where the sample sizes are small. To overcome this shortcoming, in this paper, we proposed a new nonparametric approach to testing for the equality of median survival times. Our comprehensive simulation study shows that, unlike existing methods, the new test controls type I error rate very well under all situations considered, even if the sample sizes are small. On the other hand, the detecting power of this new method is comparable to BC when both can control type I error rate (i.e., large sample size). TJ method usually has larger power values; however, this mainly because it has inflated type I error rate, even for large sample sizes (see Tables [1](#Tab1){ref-type="table"} and [2](#Tab2){ref-type="table"}). The BC test has similar power values as the proposed test when sample sizes are large; but it has inflated type I error rate when sample sizes are small. Therefore, the proposed test is preferred over the BC test.

The new test statistic has a very simple formula; it neither requires calculating a matrix and its inverse, nor relies on the time consuming resampling-based methods, such as bootstrap. Therefore, unlike those re-sampling based methods, this test needs less computation and can be easily implemented. Furthermore, although the proposed test is designed for detecting the difference of the median survival times, it can be extended without any difficulty to compare survival quantiles. In addition, the proposed test is also suitable for uncensored data.
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