Abstract. Microscopic processes on surfaces such as adsorption, desorption, diffusion and reaction of interacting particles can be simulated using kinetic Monte Carlo (kMC) algorithms. Even though kMC methods are accurate, they are computationally expensive for large-scale systems. Hence approximation algorithms are necessary for simulating experimentally observed properties and morphologies. One such approximation method stems from the coarse graining of the lattice which leads to coarse-grained Monte Carlo (GCMC) methods while Langevin approximations can further accelerate the simulations. Moreover, sacrificing fine scale (i.e. microscopic) accuracy, mesoscopic deterministic or stochastic partial differential equations (SPDEs) are efficiently applied for simulating surface processes. In this paper, we are interested in simulating surface diffusion for pattern formation applications which is achieved by suitably discretizing the mesoscopic SPDE in space. The proposed discretization schemes which are actually Langevin-type approximation models are strongly connected with the properties of the underlying interacting particle system. In this direction, the key feature of our schemes is that controlled-error estimates are provided at three distinct time-scales. Indeed, (a) weak error analysis of mesoscopic observables, (b) asymptotic equivalence of action functionals and (c) satisfaction of detailed balance condition, control the error at finite times, long times and infinite times, respectively. In this sense, the proposed algorithms provide a "bridge" between continuum (S)PDE models and molecular simulations Numerical simulations, which also take advantage of acceleration ideas from (S)PDE numerical solutions, validate the theoretical findings and provide insights to the experimentally observed pattern formation through self-assembly. Such phenomena are characterized by a complex energy landscape where the role of noise is critical in the emergent behavior of the system. The stochastic fluctuations of the proposed algorithms are directly derived from the microscopic model allowing us to explore all experimentally observed pattern morphologies starting from a uniform initial state.
note that our interest in this paper lies both in microscopic and in mesoscopic scales. 
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The energy of the system evaluated at σ is given by the Hamiltonian where Z N,β is the normalization factor that makes µ N,β a measure while P (dσ) is the 141 prior measure defined as a product of independent Bernoulli random variables one for 142 each lattice site.
143
Surface diffusion is simulated as spontaneous spin exchange between two neigh-144 boring sites, x, y with the restriction that every site cannot contain more than one 
177
As in the microscopic formulation, averaged CG process has Hamiltonian, poten-178 tial, rate (dynamics) and invariant measure which are approximations of the respective 179 microscopic quantities. The Hamiltonian of the averaged CG process is given by
whereJ(·) is the coarse-grained interaction potential given by
Equilibrium states of the averaged CG variables at inverse temperature β has invariant 182 measure given by
is the prior measure defined as a product of binomial random variables 185 one for each coarse cell.
186
The rate of the averaged CG process to jump a particle from a cell k to a neigh-187 boring cell l, denoted byc k,l (η), is given for Metropolis dynamics by [5]
is the CG potential of the kth cell. On the other hand, the exchange rate of a particle 190 between two neighboring cells k, l is given for Arrhenius dynamics by [5]
(2.14)
Thus, the generator of the averaged CG variables, {η t } t≥0 , is 
} is the SDE process set on the configuration spaceH q,m = {b k,l (η) : k, l ∈ L m } are the drift vector and the diffusion matrix of the SDE process,
214
respectively. The generator of this process is defined for an arbitrary test function
In order to estimate the drift and diffusion terms, the weak global error between 217 the CG process and CGL process is minimized. Thus, defining for a mesoscopic
, weak error is written as 
while the non-zero elements of the diffusion matrix are
Thus the formal local error between CG process and CGL approximation process is 
where ρ(x, t) is the zero lattice-size limit of the empirical measure of the particles 
where J(·) and h(·) are continuous versions of the interaction potential and external 248 field, respectively, while R(·) is the entropy of the system given by 
A formal approach to derive the above invariant measure is to take the zero lattice-253 size limit of the CG invariant measure given by (2.11). Indeed, another way to write 254 down (2.11) is to expand the binomial prior distribution using Sterling's formula [4] .
255
Then the invariant measure is written as
where
nian in (2.9) and the discrete entropy of the system (i.e. der of the Sterling's expansion which equals toḠ(η) =
261
Notice that the additional term,Ḡ(·), may be significant when coarsening factor, q,
262
takes small values, however, in the zero lattice-size limit the only term that survives
263
is the Lyapunov functional,Ē(·).
264
The mobility for Metropolis dynamics equals to
for Metropolis dynamics is given by
where * denotes convolution. For Arrhenius dynamics, the mobility is more complex 267 and it is given by 
where 
where H solves
which is the second order backward PDE of (2.25). Intuitively, the action functional 280 S 0T (Ψ) assigns a probability to the event ρ that follows the path Ψ which can be 281 formally stated by the following asymptotic formula 
is the kth element of the drift vector. Note thatĒ(ρ) is the discrete free energy 337 functional given by (2.30) while L k (ρ) is the discrete version of the mobility. For
338
Metropolis dynamics, the mobility is given by
which depends only on the kth density parameter ρ k while the mobility for Arrhenius 340 dynamics is given by
which depends not only on ρ k but also on the neighboring density variables through 342 the potentialŪ (k, ρ). The non-zero elements of the diffusion matrix are
(3.5)
Hence the covariance matrix (i.e. square matrix of the diffusion matrix) is a tridiagonal 344 matrix with non-zero elements
It is noteworthy that the scaling of the noise in (3.5) is f , can be written as
and at least formally it was shown in [20] and briefly reviewed in Section 2.3 that
On the other hand, the local error between the CGL 366 process and the DLM process defined in (3.1) is given by
where M is the generator of the process driven by (3.1) given by
369
It is straightforward to compute (see Appendix A) that the drift term has the 370 following formal asymptotic expansion
where ρ(x k ) = ρ(x k , t) is the continuous space density function at position x k = 372 k m , k = 0, ..., m − 1 and it should not be confused with the DLM process, ρ k , which 373 is discrete in space. Similarly, the weak asymptotic formula for the covariance matrix 374 of the diffusion for two test functions φ 1 (x) and φ 2 (x) is given by
The same asymptotic expressions have been derived for CGL approximation in [20] .
376
Moreover, applying the time rescaling t → m 2 t suggested by the above asymptotics 377 to both DLM and CGL processes, it is allowed to formally write that
where a(·) is the drift vector of the CGL process given by (2.21). Similarly, having 379 in mind that Brownian motion scales as 
which is a discrete version of (2.28). However, this guess is not correct because the 390 operator M (i.e. the generator) is not self-adjoint (M = M * ) with respect to the 391 measure µ. Indeed, we compute (see Appendix B) that
where < ·, · > L 2 (µ) denotes the inner product between two functions with respect to 393 measure µ while
is an interference term which depends only on the mobility of the process. vector of PLM1 is given by
which is obtained from DML with a perturbation of order O( 1 q ) to the drift.
405
Proposition 3.1. The stochastic process driven by (3.18) satisfies the DBC and 406 its invariant measure is µ(dρ) given in (3.15).
407
Proof. The generator of the new process denoted byM is written for a test 
Hence, the weak error between the CG process and the PLM1 process is expected rection" term is twice the discrete Laplacian of the density thus its asymptotic is given
Interestingly, the Laplacian of the density is also obtained asymptotically from the 426 entropy term of the free energy functional (see (2.31)). Similarly, the "correction"
427
term for the more complex Arrhenius dynamics is given by
where the last equation is its asymptotic expansion. However another less accurate 429 yet more manageable asymptotic expansion for the Arrhenius "correction" term is 430 needed which is given by (see Appendix A)
where γ = ( l =0,1J (l)) is a constant.
Previous subsection motivates us to suggest a second variant of DLM with perturbed 434 invariant measure which is able to eliminate the "correction" term from the drift.
435
Hence, the price to be paid for correcting the finite time dynamics is a controlled- measure is given by
whereP (·) is a function to be specified, then, the following computation similar to
where C k (ρ) is given in (3.17) while
is the interference term due to the perturbation of the invariant measure. Then
444
PLM2 is defined for the kth density variable by its invariant measure isμ(dρ) given in (3.25).
449
The proof is omitted because it is similar to the proof for PLM1. Indeed, if we set
then it is obtained asymptotically thatC k (ρ) = O( we set namics is given by
where L is the interaction potential length. 
507
In order to recover the action functional we have to identify a small parameter 508 which will be sent to zero. In our case, the small parameter is the spacing of the 
is the usual l 2 inner product.
515
Using the asymptotic approximations (3.10) and (3.11) (i.e. the drift and the 516 diffusion of the SPDE) it is straightforward to show that as m → ∞
(3.35) and
Thus as m → ∞ the asymptotic limit for 
which can be written as
Substituting (3.39) into (3.37) follows that
and thus the rate function equals in the limit to
which is exactly the microscopic action functional given by (2.33). 
559
In order to highlight the implementation details, we restrict without loss of gen-560 erality only to DLM. Then the PC Euler scheme at n-th iteration is given in matrix 561 form by
where ∆t is the time-step while ∆W n is a vector of independent zero-mean Gaussians the k-th element of the drift term is given by
where F k (X) = −βŪ (k, X) + log
1−X(k) while the k-th element of the stochastic term 572 is given by
where W In time discretization, similarly to space discretization, there are issues to be 576 resolved. One such crucial issue is the choice of time step, ∆t, which here were chosen 577 heuristically using the following rule
which means that the average difference of the process in one step is controlled by 579 δ. After many experiments on a large parameter regime, we set δ = 10 −3 which 580 is a compromise between stability and efficiency of the algorithm. Another artifact 581 of time discretization is that the probability of X n+1 leaving the admissible domain 
where F −1 denotes the inverse Fourier transform whileĴ(ξ) andX n (ξ) are the Fourier 597 transforms ofJ and X n , respectively.
598
Using multiplication in Fourier space instead of convolution in physical space 599 makes the proposed method eventually independent of the interaction length. Indeed, 600 the computational cost of one step of the numerical SDE solver is dropped from eliminate of grow in time [37] , [38] . Thus if we disturb a constant solution of the
by a spatially periodic perturbation of the form e λt e iξx then the dispersion relation 617 between the perturbation growth rate, λ, and wavelength or mode, ξ, is given by
whereĴ(·) is the 2D Fourier transform of the continuous-space interaction potential, 
r 2 a,1 > 1 and it should hold 1 < √ χ 1 R 1 < R 1 so as a real-valued dominant 658 mode is obtained. Moreover, the rate of growth of the dominant pattern size which 659 is crucially determined from the value of the interaction potential at mode ξ max 1 (see
660
(4.7)) equals
However, the decay of the Fourier transform of the interaction potential is of poly- > 1 is the repulsive to attractive ratio while it should hold χ 2 R 2 > 1.
677
The growth rate of the dominant wavelength is given by Moreover, as the histograms of the radius of the patterns suggest, the prominent 723 radius in both potentials is 6 lattice sites which is comparable to the expected radius Additionally, the knowledge of the invariant measure revealed a very interesting 744 observation -to our best knowledge never stated before-which says that the space 745 
26
ture was perturbed by a factor of 1 q . This observation asserts that the discretization 747 of a SPDE may produce artifacts and bias to the numerical results when q is small.
748
Moreover, increasing or decreasing the power of the noise, which is straightforward 749 for the suggested models by suitably scaling of the order parameters q and m, we are 750 able to zoom in or out to more or less atomistic details of the system. In connec-751 tion with Fig. 2.1(a), increasing or decreasing 
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Appendix A. Asymptotics. In order to compute the formal asymptotics of the drift term (3.2), diffusion matrix (3.5) and correction term (3.24) for both dynamics we need the following Taylor series expansions. Mobility is expanding up to the second order derivative given by
while potential is similarly expanded up to third order derivative bȳ
Finally, the difference of the logarithms which stems from the entropy term is expanded as
and similarly for log(1 − ρ k ) − log(1 − ρ k±1 ).
867
Now, we are able to compute the formal asymptotic for the drift term as After an integration by parts and taking advantage of the periodic boundary condition 
since mobility is always a non-negative function.
