We found an imprecision in our review 'how to infer gene networks from expression profiles\' (Bansal *et al*, 2007).

The global and dynamic data sets shown in [Table II](#t2){ref-type="table"} were generated by inadvertently adding a larger noise power than in the local data set. This mistake was introduced due to an error in the unit of measure of the noise power.

The results between the global, local and dynamic data sets are therefore not directly comparable, as they should have all the same noise level.

We have now corrected this error by reducing the noise in global and dynamic data sets to the level of the local data set.

Although the conclusions of the review do not change, we provide here a corrected version of [Table II](#t2){ref-type="table"} and [Supplementary Table 3](#S1){ref-type="supplementary-material"} and a revised [Supplementary data set](#S1){ref-type="supplementary-material"}, including simulated and experimental data for 10 and 100 gene networks.

In addition, to reflect these changes, the sentence on page 6:

'We observe that, for the 'global\' perturbation data set, all the algorithms, but Banjo, (Bayesian networks) fail, as their performance is comparable with random algorithm (hence the importance of reporting always random performance).\'

should read:

'We observe that, for the 'global\' perturbation data set, all the algorithms, but Banjo, (Bayesian networks) decrease in their performance as compared to the 'local\' data set for the same number of points, or fail, as their performance is comparable with random algorithm (hence the importance of reporting always random performance).\'

and the sentence on page 6:

'Perfomance is again random for the time-series 'dynamic\' data set.

should read:

'Perfomance is again random for the time-series 'dynamic\' data set, except for Banjo albeit with a very low sensitivity.\'
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======================

###### 

Supplementary Table 3

###### 

Supplementary Data Set

###### 

Results of the application of network inference algorithms on the simulated data set

  Data sets                    ARACNe         BANJO          NIR       Clustering      Random                                               
  ------------------------- ------------- ------------- ------------- ------------- ------------- ------------- ------------- ------------- ---------
  *Global (steady-state)*                                                                                                                   
   10 × 10                     0.43^u^       0.43^u^       0.41^u^       0.52^u^     **0.60^u^**   **0.53^u^**     0.36^u^       0.34^u^     0.36^u^
                                                           0.25^d^       0.28^d^     **0.49^d^**   **0.42^d^**                               0.20^d^
                                                         **0.19^s^**   **0.06^s^**   **0.47^s^**   **0.40^s^**                               0.10^s^
                                                                                                                                                 
                                                                                                                                                 
   10 × 100                    0.63^u^       0.65^u^     **0.97^u^**   **0.09^u^**   **0.72^u^**   **0.88^u^**     0.40^u^       0.38^u^     0.36^u^
                                                         **0.78^d^**   **0.07^d^**   **0.69^d^**   **0.88^d^**                               0.20^d^
                                                         **0.80^s^**   **0.06^s^**   **0.69^s^**   **0.88^s^**                               0.10^s^
                                                                                                                                                 
   100 × 10                    0.21^u^       0.12^u^       0.20^u^       0.04^u^     **0.26^u^**   **0.04^u^**     0.20^u^       0.12^u^     0.19^u^
                                                           0.10^d^       0.02^d^     **0.19^d^**   **0.03^d^**                               0.10^d^
                                                           0.07^s^       0.01^s^     **0.17^s^**   **0.02^s^**                               0.05^s^
                                                                                                                                                 
   100 × 100                 **0.29^u^**   **0.24^u^**   **0.71^u^**   **0.00^u^**   **0.72^u^**   **0.63^u^**   **0.24^u^**   **0.14^u^**   0.19^u^
                                                         **0.48^d^**   **0.00^d^**   **0.70^d^**   **0.62^d^**                               0.10^d^
                                                         **0.74^s^**   **0.00^s^**   **0.70^s^**   **0.62^s^**                               0.05^s^
                                                                                                                                                 
   100 × 1000                **0.57^u^**   **0.44^u^**   **0.99^u^**   **0.05^u^**   **0.93^u^**   **0.84^u^**   **0.27^u^**   **0.17^u^**   0.19^u^
                                                         **0.65^d^**   **0.03^d^**   **0.92^d^**   **0.84^d^**                               0.10^d^
                                                         **0.66^s^**   **0.03^s^**   **0.92^s^**   **0.84^s^**                               0.05^s^
                                                                                                                                                 
   1000 × 1000               **0.04^u^**   **0.23^u^**     **---**       **---**       **---**       **---**     **0.06^u^**   **0.03^u^**   0.02^u^
                                                                                                                                                 
  *Local (steady-state)*                                                                                                                    
   10 × 10                   **0.53^u^**   **0.61^u^**     0.41^u^       0.50^u^     **0.63^u^**   **0.96^u^**     0.39^u^       0.38^u^     0.36^u^
                                                           0.25^d^       0.18^d^     **0.57^d^**   **0.93^d^**                               0.20^d^
                                                           0.15^s^       0.05^s^     **0.57^s^**   **0.93^s^**                               0.10^s^
                                                                                                                                                 
                                                                                                                                                 
   100 × 100                 **0.56^u^**   **0.28^u^**   **0.71^u^**   **0.00^u^**   **0.97^u^**   **0.87^u^**   **0.29^u^**   **0.18^u^**   0.19^u^
                                                         **0.42^d^**   **0.00^d^**   **0.96^d^**   **0.86^d^**                               0.10^d^
                                                         **0.60^s^**   **0.00^s^**   **0.96^s^**   **0.86^s^**                               0.05^s^
   1000 × 1000               **0.66^u^**   **0.65^u^**       ---           ---           ---           ---       **0.20^u^**   **0.10^u^**   0.02^u^
                                                                                                                                                 
  *Dynamic (time-series)*                                                                                                                   
   10 × 10                     0.35^u^       0.84^u^       0.36^u^       0.34^u^         ---           ---         0.34^u^       0.35^u^     0.36^u^
                                                           0.24^d^       0.22^d^                                                             0.20^d^
                                                         **0.39^s^**   **0.01^s^**                                                           0.10^s^
                                                                                                                                                 
   10 × 100                    0.36^u^       0.96^u^       0.38^u^       0.45^u^         ---           ---         0.33^u^       0.34^u^     0.36^u^
                                                           0.23^d^       0.29^d^                                                             0.20^d^
                                                         **0.20^s^**   **0.13^s^**                                                           0.10^s^
                                                                                                                                                 
   100 × 10                    0.19^u^       0.63^u^       0.18^u^       0.05^u^         ---           ---         0.19^u^       0.27^u^     0.19^u^
                                                           0.10^d^       0.03^d^                                                             0.10^d^
                                                           0.03^s^       0.00^s^                                                             0.05^s^
                                                                                                                                                 
   100 × 100                   0.19^u^       0.84^u^       0.11^u^       0.03^u^         ---           ---         0.19^u^       0.31^u^     0.19^u^
                                                           0.11^d^       0.03^d^                                                             0.10^d^
                                                           0.06^s^       0.01^s^                                                             0.05^s^
                                                                                                                                                 
   100 × 1000                  0.19^u^       0.87^u^       0.20^u^       0.03^u^         ---           ---         0.19^u^       0.32^u^     0.19^u^
                                                           0.11^d^       0.02^d^                                                             0.10^d^
                                                           0.06^s^       0.01^s^                                                             0.05^s^
                                                                                                                                                 
   1000 × 1000                 0.02^u^       0.96^u^         ---           ---           ---           ---         0.02^u^       0.37^u^     0.02^u^
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PPV, positive predicted value; Se, sensitivity. In bold the algorithms that perform significantly better than random, using as a random model with a Binomial distribution.
