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Abstract
We prove a maximum principle of optimal control of stochastic de-
lay equations on infinite horizon. We establish first and second sufficient
stochastic maximum principles as well as necessary conditions for that
problem. We illustrate our results by an application to the optimal con-
sumption rate from an economic quantity.
1 Introduction
To solve the stochastic control problems, there are two approaches: The dynamic
programming method (HJB equation) and the maximum principle.
In this paper, our system is governed by the stochastic differential delay
equation (SDDE in short):
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1


dX(t) = b (t,X(t), Y (t), A(t), u(t)) dt
+σ (t,X(t), Y (t), A(t), u(t)) dB(t)
+
∫
R0
θ (t,X(t), Y (t), A(t), u(t), z)
∼
N(dt, dz); t ∈ [0,∞)
X(t) = X0(t); t ∈ [−δ, 0]
Y (t) = X(t− δ) t ∈ [0,∞)
A(t) =
∫ t
t−δ
e−ρ(t−r)X(r)dr t ∈ [0,∞)
which maximise the functional
J(u) = E

 ∞∫
0
f (t,X(t), Y (t), A(t), u(t)) dt

 (1.2)
where u(t) is the control process.
The SDDE is not Markovian so we cannot use the dynamic programming
method.However, we will prove stochastic maximum principles for this problem.
A sufficient maximum principle in infinite horizon whitout with non-trivial
transvertility conditions where treated by [4]. The ’natural’ transversality condi-
tion in the infinite case would be a zero limit condition, meaning in the economic
sense that one more unit of good at the limit gives no additional value. But
this property is not necessarily verified. In fact [5] provides a counterexample
for a ’natural’ extension of the finite-horizon transversality conditions. Thus
some care is needed in the infinite horizon case. For the case of the ’natural’
transversality condition the discounted control problem was studied by [7].
In real life, delay occurs everywhere in our society. For example this is the
case in biology where the population growth depends not only on the current
population size but also on the size some time ago. The same situation may
occur in many economic growth models.
The stochastic maximum principle with delay has been studied by many
authors. For example, [3] proved a verification theorem of variational inequality.
[10] established the sufficient maximum principle for certain class of stochastic
control systems with delay in the state variable. In [4] they studied inifinite
horizon bu withou a delay. In [2], they derived a stochastic maximum principle
for a system with delay both in the state variable and the control variable.
In [12] they studied the finite horizon version of this paper, however, to our
knowledge, no one has studied the infinite horizon case for delay equations.
In our paper, we establish two sufficient maximum principles and one nec-
essary for the stochastic delay systems on infinite horizon with jumps.
For backward differential equations see [16], [6] For the infinite horizon BSDE
see [14], [13], [17], [1] and [15].For more details about jump diffusion markets see
[11] and for background and details about stochastic fractional delay equations
see [8].
Our paper is organised as follows: In the second section, we formulate the
problem. The third section is devoted to the first and second sufficient maxi-
mum principles with an application to the optimal consumption rate from an
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economic quantity described by a stochastic delay equation. In the fourth sec-
tion, we formulate a necessary maximum principle and we prove an existence
and uniqueness of the advanced backward stochastic differential equations on
infinite horizon with jumps in the last section.
2 Formulation of the problem
Let (Ω,F , P ) be a probability space with filtration Ft satisfying the usual condi-
tions, on which anR-valued standard Brownian motionB (.) and an independent
compensated Poisson random measure
∼
N(dt, dz) = N(dt, dz) − ν (dz) dt are
defined.
We consider the following stochastic control system with delay :

dX(t) = b (t,X(t), Y (t), A(t), u(t)) dt+ σ (t,X(t), Y (t), A(t), u(t)) dB(t)
+
∫
R0
θ (t,X(t), Y (t), A(t), u(t), z)
∼
N(dt, dz); t ∈ [0,∞)
X(t) = X0(t); t ∈ [−δ, 0]
Y (t) = X(t− δ) A(t) =
t∫
t−δ
e−ρ(t−r)X(r)dr
(2.1)
δ > 0, ρ > 0 are given constants.
b : [0,∞)× R× R× R× U × Ω→ R,
σ : [0,∞)× R× R× R× U × Ω→ R,
θ : [0,∞)× R× R× R× U × R0 × Ω→ R,
are given functions such that for all t, b(t, x, y, a, u, .), σ(t, x, y, a, u, .)
and θ(t, x, y, a, u, z.) are Ft-mesurable for all x ∈ R, y ∈ R, a ∈ R, u ∈ U and
z ∈ R0.
Let Et ⊂ Ft be a given subfiltration, representing the information available
to the controller at time t.
Let U be a non-empty subset of R.We let AE denote the family of admissible
Et-adapted control processes.
An element of AE is called an admissible control.
The corresponding performance functional is
J(u) = E

 ∞∫
0
f (t,X(t), Y (t), A(t), u(t)) dt

 ;u ∈ AE , (2.2)
where we assume that
E
∞∫
0
{
|f (t,X(t), Y (t), A(t), u(t)) |+
∣∣∣∣ ∂f∂xi (t,X(t), Y (t), A(t), u(t))
∣∣∣∣
2
}
dt <∞
(2.3)
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The value function Φ is defined as
Φ(X0) = sup
u∈AE
J(u) (2.4)
An admissible control u∗ (.) is called an optimal control for (2.1) if it attains
the maximum of J (u (.)) over AE . (2.1) is called the state equation, the solution
X∗ corresponding to u∗ (.) is called an optimal trajectory.
3 A sufficient maximum principle
Our objective is to establish a sufficient maximum principle.
3.1 Hamiltonian and time-advanced BSDEs for adjoint
equations
We now introduce the adjoint equations and the Hamiltonian function for our
problem.
The Hamiltonian is
H(t, x, y, a, u, p, q, r(.)) = f(t, x, y, a, u) + b(t, x, y, a, u)p+ σ(t, x, y, a, u)q
+
∫
R0
θ(t, x, y, a, u, z)r(z)ν(dz),
(3.1)
where
H : [0,∞)× R× R× R× U × R× R×ℜ × Ω→ R
and ℜ is the set of functions r: R0 → R such that the terms in (3.1) converges
and U is the set of possible control values.
We suppose that b, σ and θ are C1 functions with respect to (x, y, a, u) and
that
E

 ∞∫
0
{∣∣∣∣ ∂b∂xi (t,X(t), Y (t), A(t), u(t))
∣∣∣∣
2
+
∣∣∣∣ ∂σ∂xi (t,X(t), Y (t), A(t), u(t))
∣∣∣∣
2
+
∫
R0
∣∣∣∣ ∂θ∂xi (t,X(t), Y (t), A(t), u(t))
∣∣∣∣
2
ν(dz)

 dt

 <∞
(3.2)
for xi = x, y, a and u.
The adjoint processes (p(t), q(t), r(t, z)), t ∈ [0,∞), z ∈ R are assumed to
satisfy the equation :
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dp(t) = E [µ(t) | Ft] dt+ q(t)dBt +
∫
R0
r(t, z)
∼
N(dt, dz); t ∈ [0,∞) , (3.3)
where
µ(t) = −
∂H
∂x
(t,Xt, Yt, At, ut, p(t), q(t), r(t, .))
−
∂H
∂y
(t+ δ,Xt+δ, Yt+δ, At+δ, ut+δ, p(t+ δ), q(t+ δ), r(t + δ, .))
−eρt

 t+δ∫
t
∂H
∂a
(s,Xs, Ys, As, us, p(s), q(s), r(s, .)) e
−ρsds

 (3.4)
3.2 A first sufficient maximum principle
Theorem 3.1 Let uˆ ∈ AE with corresponding state processes Xˆ(t), Yˆ (t) and
∧
A(t) and adjoint processes pˆ(t),
∧
q(t) and rˆ(t, z) assumed to satisfy the ABSDE
(3.3)- (3.4). Suppose that the following assertions hold:
(i) E
[
lim
t→∞
pˆ(t)(X(t)− Xˆ(t))
]
≥ 0.
(ii) The function
(x, y, a, u)→ H(t, x, y, a, u, pˆ,
∧
q, rˆ(t.)),
is concave for each t ∈ [0,∞) a.s.
(iii)
E

 ∞∫
0

pˆ2(t)

σ2(t) + ∫
R0
θ2(t, z)ν(dz)


+X2(t)

 ∧q2(t) + ∫
R0
rˆ(t, z)ν(dz)



 dt

 <∞, (3.5)
for all u ∈ AE .
(iiii)
max
v∈AE
E
[
H(t, Xˆ(t), Xˆ(t− δ),
∧
A(t), v, pˆ(t), qˆ(t),
∧
r(t, .) | Et
]
= E
[
H(t, Xˆ(t), Xˆ(t− δ), Aˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, .) | Et
]
,
for all t ∈ [0,∞) a.s.
Then uˆ(t) is an optimal control for the problem (2.4).
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Proof. Choose an arbitrary u ∈ AE , and consider
J(u)− J(uˆ) = I1 (3.6)
where
I1 = E

 ∞∫
0
{
f (t,X(t), Y (t), A(t), u(t))− f
(
t, Xˆ(t), Yˆ (t),
∧
A(t), uˆ(t)
)}
dt

 .
(3.7)
By the definition (3.1) of H and the concavity, we have
I1 ≤ E

 ∞∫
0
{
∂Hˆ
∂x
(t)(X(t)− Xˆ(t)) +
∂Hˆ
∂y
(t)(Y (t)− Yˆ (t)) +
∂Hˆ
∂a
(t)(A(t) − Aˆ(t))
+
∂Hˆ
∂u
(t)(u(t)− uˆ(t))− (b(t)− bˆ(t))pˆ(t)− (σ(t) − σˆ(t))qˆ(t)
−
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)

 dt

 , (3.8)
where we have used the simplified notation
∂Hˆ
∂x
(t) =
∂Hˆ
∂x
(
t, Xˆt, Yˆt, Aˆt, uˆt, pˆ(t), qˆ(t), rˆ(t, .)
)
.
Applying the Itoˆ formula to pˆ(t)(X(t)− Xˆ(t)) we get
0 ≤ E
[
lim
T→∞
pˆ(T )(X(T )− Xˆ(T ))
]
= E

 lim
T→∞

 T∫
0
(b(t)− bˆ(t))pˆ(t)dt +
T∫
0
(X(t)− Xˆ(t))E [µˆ(t) | Ft] dt
+
T∫
0
(σ(t)− σˆ(t))qˆ(t)dt+
T∫
0
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)dt




= E

 lim
T→∞

 T∫
0
(b(t)− bˆ(t))pˆ(t)dt +
T∫
0
(X(t)− Xˆ(t))µˆ(t)dt
+
T∫
0
(σ(t)− σˆ(t))qˆ(t)dt
+
T∫
0
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)dt



 . (3.9)
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Using the definition (3.4) of µ we see that
E

 lim
T→∞

 T∫
0
(X(t)− Xˆ(t))µˆ(t)dt



 = E

 lim
T→∞

 T+δ∫
δ
(X(t− δ)− Xˆ(t− δ))µˆ(t− δ)dt




= E

 lim
T→∞

−
T+δ∫
δ
∂Hˆ
∂x
(t− δ)(X(t− δ)− Xˆ(t− δ))dt
−
T+δ∫
δ
∂Hˆ
∂y
(t) (Y (t)− Yˆ (t))dt−
T+δ∫
δ

 t∫
t−δ
∂Hˆ
∂a
(s) e−ρsds


eρ(t−δ)(X(t− δ)− Xˆ(t− δ))
)
dt
]
(3.10)
Using integration by parts and substituting r = t− δ, we obtain
T∫
0
∂Hˆ
∂a
(s)(A(s) −
∧
A(s))ds
=
T∫
0
∂Hˆ
∂a
(s)
s∫
s−δ
e−ρ(s−r)(X(r)− Xˆ(r))dr ds
=
T∫
0

 r+δ∫
r
∂Hˆ
∂a
(s)e−ρsds

 eρr(X(r)− Xˆ(r)) dr
=
T+δ∫
δ

 t∫
t−δ
∂Hˆ
∂a
(s) e−ρsds

 eρ(t−δ)(X(t− δ)− Xˆ(t− δ))dt (3.11)
Combining (3.9), (3.10) and (3.11); we get
0 ≤ E
[
lim
T→∞
pˆ(T )(X(T )− Xˆ(T ))
]
= E



 ∞∫
0
(b(t)− bˆ(t))pˆ(t)dt
−
∞∫
0
∂Hˆ
∂x
(t) (X(t)− Xˆ(t))dt −
∞∫
0
∂Hˆ
∂y
(t) (Y (t)− Yˆ (t))dt
−
∞∫
0
∂Hˆ
∂a
(t) (A(t) − Aˆ(t))dt +
∞∫
0
(σ(t)− σˆ(t))qˆ(t)dt
+
∞∫
0
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)dt



 (3.12)
Subtracting and adding
∞∫
0
∂Hˆ
∂u
(t)(u(t)− uˆ(t))dt in (3.12) we conclude
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0 ≤ E
[
lim
T→∞
pˆ(T )(X(T )− Xˆ(T ))
]
= E



 ∞∫
0
(b(t)− bˆ(t))pˆ(t)dt
−
∞∫
0
∂Hˆ
∂x
(t,X(t), Y (t), A(t), u(t), p(t), q(t), r(t, .)) (X(t)−
∧
X(t))dt
−
∞∫
0
∂Hˆ
∂y
(t,X(t), Y (t), A(t), u(t), p(t), q(t), r(t, .)) (Y (t)− Yˆ (t))dt
−
∞∫
0
∂Hˆ
∂a
(t,X(t), Y (t), A(t), u(t), p(t), q(t), r(t, .)) (A(t) − Aˆ(t))dt
+
∞∫
0
(σ(t)− σˆ(t))qˆ(t)dt+
∞∫
0
∫
R0
(θ(t, z)− θˆ(t, z))rˆ(t, z)ν(dz)dt
−
∞∫
0
∂Hˆ
∂u
(t)(u(t) − uˆ(t))dt +
∞∫
0
∂Hˆ
∂u
(t)(u(t) − uˆ(t))dt




≤ −I1 + E

 ∞∫
0
E
[
∂Hˆ
∂u
(t)(u(t)− uˆ(t)) | Et
]
dt

 .
Hence
I1 ≤ E

 ∞∫
0
E
[
∂Hˆ
∂u
(t) | Et
]
(u(t)− uˆ(t))dt

 ≤ 0.
Since u ∈ AE was arbitrary, this proves Theorem 1.
3.3 A second sufficient maximum principle
We extend the result in [10] to infinite horizon with jump diffusions.
Consider again the system

dX(t) = b (t,X(t), Y (t), A(t), u(t)) dt
+σ (t,X(t), Y (t), A(t), u(t)) dB(t)
+
∫
R0
θ (t,X(t), Y (t), A(t), u(t), z)
∼
N(dt, dz); t ∈ [0,∞)
X(t) = X0(t); t ∈ [−δ, 0]
Y (t) = X(t− δ) t ∈ [0,∞)
A(t) =
∫ t
t−δ
e−ρ(t−r)X(r)dr t ∈ [0,∞)
Let Xt ∈ C[−δ, 0] be the segment of the path of X from t− δ to t, i.e
Xt(s) = X(t+ s),
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for s ∈ [−δ, 0]. We now give an Ito¯ formula which is proved in [3] without
jumps. Adding the jump parts are just an easy observation.
Lemma 3.2 The Ito¯ formula for delay
Consider a function
G(t) = F (t,X(t), A(t)), (3.13)
where F is a function in C1,2,1(R3) and
Y (t) =
∫ 0
−δ
eλsX(t+ s)ds.
then
Then
dG(t) = LFdt+ σ(t, x, y, a, u)
∂F
∂x
dB(t)
+
∫
R0
{
F (t,X(t−), A(t−)) + θ(t,X(t), Y (t), A(t), u, z)
−F (t,X(t−), A(t−))
−
∂F
∂x
(t,X(t−), A(t−)) + θ(t,X(t), Y (t), A(t), u, z)
}
ν(dz)dt
+
∫
R0
{F (t,X(t−), A(t−)) + θ(t,X(t), Y (t), A(t), u, z)
−F (t,X(t−), A(t−))
}
N˜(dt, dz)
+[x− λy − e−λδa]
∂F
∂a
dt
where
LF = LF (t, x, y, a, u) =
∂F
∂t
+ b
∂F
∂x
+
1
2
σ2
∂2F
∂x2
Now, define the Hamiltonian, H : R+×R×R×R×U×R
3×R2×R→ ×R
as
H(t, x, y, a, u, p, q, r(·)) (3.14)
= f(t, x, y, a, u) + b(t, x, y, a, u)p1 + (x − λy − e
−λδa)p2
+ σ(t, x, y, a, u)q1 +
∫
R0
θ(t, x, y, a, u, z)r(z)ν(dz)
where p = (p1, p2, p3)
T ∈ R3 and q = (q1, q2) ∈ R
2 For each u ∈ A the associated
adjoint equations are the following backward stochastic differential equations in
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the unknown Ft-adapted preocesses (p(t), q(t), r(t, ·)) given by;
dp1(t) = −
∂H
∂x
(t,X(t), Y (t), A(t), u(t), p(t), q(t))dt + q1(t)dB(t)
+
∫
R0
r(t, z)N¯(dt, dz),
dp2(t) = −
∂H
∂y
(t,X(t), Y (t), A(t), u(t), p(t), q(t))dt + q2(t)dB(t), (3.15)
dp3(t) = −
∂H
∂a
(t,X(t), Y (t), A(t), u(t), p(t), q(t))dt, (3.16)
Theorem 3.3 (An infinite horizon maximum principle for delay equations)
Suppose uˆ ∈ A and let (Xˆ, Yˆ , Aˆ) and (p(t), q(t), r(t, ·)) be the corresponding so-
lutions of (3.15)-(3.16), repectively. Suppose that
H(t, ·, ·, ·, ·, , p(t), q(t), r(t, ·)))
are concave for all t ≥ 0,
E
[
H(t, Xˆ(t), Yˆ (t), Aˆ(t), uˆ(t), pˆ(t), qˆ(t), rˆ(t, ·))|Et
]
= max
u∈U
E
[
H(t, Xˆ(t), Yˆ (t), Aˆ(t), u, pˆ(t), qˆ(t), rˆ(t, ·))|Et
]
. (3.17)
Further, assume that
E[lim pˆ1(t)(X(t)− Xˆ(t))] ≥ 0, (3.18)
and
E[lim pˆ2(t)(Y (t)− Yˆ (t))] ≥ 0. (3.19)
In addition assume that
p3(t) = 0, (3.20)
for all t. Then uˆ is an optimal control.
Proof. To simplify notation we put
ζ(t) = (X(t), Y (t), A(t)),
and
ζˆ(t) = (Xˆ(t), Yˆ (t), Aˆ(t)).
Let
I := E[
∫ ∞
0
(f(t, ζˆ(t), uˆ(t))− f(t, ζ(t), u(t)))dt]
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Then we have that
I = E[
∫ ∞
0
(H(t, ζˆ(t), uˆ(t), p(t), q(t), r(t, ·)) −H(t, ζ(t), u(t)), p(t), q(t), r(t, ·))dt]
− E[
∫ ∞
0
(b(t, ζˆ(t), uˆ(t))− b(t, ζ(t), u(t)))p1(t)dt]
− E[
∫ ∞
0
{(Xˆ(t)− λYˆ (t)− e−λδAˆ(t)) − (X(t)− λY (t)− e−λδA(t))}p2(t)dt]
− E[
∫ ∞
0
{σ(t, ζˆ(t), uˆ(t))− σ(t, ζ(t), u(t))}q1(t)dt]
− E[
∫ ∞
0
∫
R0
(θ(t, ζˆ(t), uˆ(t), z)− θ(t, ζ, u, z))× r(t, z)ν(dz)dt]
=: I1 + I2 + I3 + I4 + I5. (3.21)
Since (ζ, u)→ H(ζ, u) is concave and (3.12), we have that
H(ζ, u)−H(ζˆ , uˆ) ≤ Hζ(ζˆ , uˆ) · (ζ − ζˆ) +Hu(ζˆ, uˆ) · (u− uˆ)
≤ Hζ(ζˆ , uˆ) · (ζ − ζˆ)
where Hζ = (
∂H
∂x
, ∂H
∂y
, ∂H
∂a
). From this we get that
I1 ≥ E
[∫ ∞
0
−Hζ(t, ζˆ(t), uˆ(t), p(t), q(t)) · (ζ(t) − ζˆ(t))dt
]
= E
[∫ ∞
0
(ζ(t) − ζˆ(t))dp(t) −
∫ ∞
0
(X(t)− Xˆ(t))q1(t)dB(t)
−
∫ ∞
0
(Y (t)− Yˆ (t))q2(t)dB(t)
]
= E
[∫ ∞
0
(X(t)− Xˆ(t))dp1(t) +
∫ ∞
0
(Y (t)− Yˆ (t))dp2(t)
]
. (3.22)
From (3.18), (3.19) and (3.20) we get that
0 ≥ −E[lim pˆ1(t)(X(t)− Xˆ(t)) + lim pˆ2(t)(Y (t)− Yˆ (t))]
= −E
[∫ ∞
0
(X(t)− Xˆ(t))dp1(t) +
∫ ∞
0
p1(t)d(X(t) − Xˆ(t))
+
∫ ∞
0
[
σ(t, ζ(t), u(t)) − σ(t, ζˆ(t), uˆ(t)
]
q1(t)dt
+
∫ ∞
0
∫
R0
(θ(t, ζˆ(t), uˆ(t), z)− θ(t, ζ, u, z))× r(t, z)ν(dz)dt
+
∫ ∞
0
(Y (t)− Yˆ (t))dp2(t) +
∫ ∞
0
p2(t)d(Y (t)− Yˆ (t))
]
.
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Combining this with (3.21) and (3.22) we have that so that
−I = I1 + I2 + I3 + I4 + I5 ≤ 0.
Hence J(uˆ)− J(u) = I ≥ 0, and uˆ is an optimal control for our problem.
Example 3.4 (A non-delay infinite horizon example) Let us first consider
a non-delay example. Assume we are given
J(u) = E
[∫ ∞
0
e−ρt
1
γ
(u(t)X(t))γdt
]
,
where 

dX(t) = [X(t)µ− u(t)X(t)] dt
+σ(t,X(t), u(t))dB(t); t ≥ 0,
X(t) = X0
γ ∈ (0, 1) and ρ, δ > 0. In this case the Hamiltonian (3.14) takes the form
H(t, u, x, p, q) = e−ρt
1
γ
(ux)γ + [xµ− ux]p1
+ [x− e−ρδa]p2 + σ(t, x, y, a, u)q,
so that we get the partial derivative
∇uH(t, u, x, p, q) = e
−ρtuγ−1xγ − xp1 −
∂σ
∂u
q1.
This gives us that
p1(t) = e
−ρtxγ−1u(t)γ−1 −
∂σ
∂u
1
x
q1.
We now see that the adjoint equations are given by:
dp1(t) = −
[
e−ρt(u(t))γX(t)γ−1
+ (µ− u(t))p1(t) + p2(t) +
∂σ
∂x
q1(t)
]
dt+ q1(t)dB(t),
dp2(t) = −q2(t)dB(t),
dp3(t) = −
[
−e−ρδp2(t) +
∂σ
∂a
q1(t)
]
dt.
Since p3(t) must be 0, we then get q1 = q2 = 0. and
p2(t) = 0,
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which gives us that
dp1(t) = −
[
e−ρt(u(t))γX(t)γ−1dt+ (µ− u(t))p1(t))
]
dt,
dp2(t) = 0,
and
p1(t) = e
−ρtX(t)γ−1u(t)γ−1.
So
dp1(t) = −
[
e−ρt(u(t))γX(t)γ−1dt+ (µ− u(t))p1(t)
]
dt,
= −µp1(t)dt
which gives
p1(t) = p1(0)e
−µt,
for some constant p1(0),so that
u(t) =
p1(0)
1
γ−1
X(t)
e
1
γ−1
(ρt−µt)),
for all t > 0. Inserting u into the dynamics of X, we get that
dX(t) =
[
µX(t)− p1(0)
1
γ−1 e
1
γ−1
(ρt−µt)
]
dt.
So
X(t) = eµt
[
X(0)− p1(0)
1
γ−1
∫ t
0
exp((−µ−
1
1− γ
(λ− µ))s)ds
]
.
To ensure that X(t) is alwasys non-negative, we get the optimal p(0) as
p1(0) =
[
X(0)∫∞
0 exp((−µ−
1
1−γ (λ− µ))s)ds
]γ−1
.
We now see that lim p1(t) = 0, so that we have
E[lim pˆ1(t)(X(t)− Xˆ(t))] ≥ 0.
This tells us that uˆ is an optimal control.
Example 3.5 (An infinite horizon example with delay) Now let us con-
sider a case where we have delay. This is an infinite horizon version of Example
1 in [10]. Let
J(u) = E
[∫ ∞
0
e−ρt
1
γ
(u(t)(X(t) + Y (t)eρδβ))γdt
]
,
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where 

dX(t) = [X(t)µ+ Y (t)α + βA(t)− u(t)(X(t) + Y (t)eρδβ)]dt
+σ(t,X(t), Y (t), A(t), u(t))dB(t); t ≥ 0,
X(t) = X0(t); t ∈ [−δ, 0],
γ ∈ (0, 1) and ρ, δ > 0. In this case the Hamiltonian (3.20) takes the form
H(t, u, x, y, a, p, q) = e−ρt
1
γ
(u(x+ yeρδβ))γ + [xµ+ αy + βa− u(x+ yeρδβ)]p1
+ [x− λy − e−ρδa]p2 + σ(t, x, y, a, u)q,
so that we get the partial derivative
∇uH(t, u, x, y, a, p, q) = e
−ρtuγ−1(x+ yeρδβ)γ − (x+ yeρδβ)p1 −
∂σ
∂u
q1.
This gives us that
p1(t) = e
−ρt(x+ yeρδβ)γ−1u(t)γ−1 −
∂σ
∂u
1
(x+ yeρδβ)
q1.
We now see that the adjoint equations are given by:
dp1(t) = −[e
−ρt(u(t))γ(X(t) + Y (t)eρδβ)γ−1dt
+ (µ− u(t))p1(t) + p2(t) +
∂σ
∂x
q1(t)]dt+ q1(t)dB(t),
dp2(t) = −[e
−ρt(u(t))γ(X(t) + Y (t)eρδβ)γ−1eρδβdt
+ (α− u(t)eρδβ)p1(t)− λp2(t) +
∂σ
∂y
q1(t)]dt+ q2(t)dB(t),
dp3(t) = −[βp1(t)− e
−ρδp2(t) +
∂σ
∂a
q1(t)]dt.
Let us try to choose q1 = q2 = 0. Since p3(t) = 0, we then get
p1(t) =
e−ρδ
β
p2(t),
which gives us that
dp1(t) = −[e
−ρt(u(t))γ(X(t) + Y (t)eρδβ)γ−1dt+ (µ− u(t))p1(t) + e
ρδβp1(t)]dt,
dp2(t) = −[e
−ρt(u(t))γ(X(t) + Y (t)eρδβ)γ−1eρδβdt+ (α
e−ρδ
β
− u(t))p2(t)− λp2(t)]dt,
and
p1(t) = e
−ρt(X(t) + Y (t)eρδβ)γ−1u(t)γ−1
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or
u(t) =
e
ρt
γ−1 p
ρt
γ−1
1 (t)
X(t) + Y (t)eρδβ
. (3.23)
Hence, to ensure that
p1(t) =
e−ρδ
β
p2(t)
we need that
α = eρδβ(µ+ λ+ eρδβ).
So
dp1(t) = −[e
−ρt(u(t))γ(X(t) + Y (t)eρδβ)γ−1dt+ (µ− u(t))p1(t) + e
ρδβp1(t)]dt,
= −[µp1(t) + e
ρδβp1(t)]dt,
which gives us that
p1(t) = p1(0)e
−(µ+eρδβ)t,
for some constant p1(0). Hence by (3.23) we get
u(t) = up1(0) =
p1(0)
1
γ−1
(X(t) + Y (t)eρδβ)
e
1
γ−1
(ρt−(µt+eρδβt))),
for all t > 0 and some p1(0). In analogy with Example 3.4 it is natural to
conjecture that the optimal value, K, of p1(0)is given by
K = inf{p1(0) : X
p1(0)(t) + Y p1(0)(t)eλδβ > 0, for all t > 0},
see [9]. So,the optimal control is given by
u(t) =
K
1
γ−1
(X(t) + Y (t)eρδβ)
e
1
γ−1
(ρt−(µt+eρδβt))).
From this we get that lim p1(t) = lim p2(t) = 0, so that we have
E[lim pˆ1(t)(X(t)− Xˆ(t))] ≥ 0,
and
E[lim pˆ2(t)(Y (t)− Yˆ (t))] ≥ 0.
This tells us that uˆ is an optimal control.
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4 A necessary maximum principle
In addition to the assumptions in the previous section, we now assume the
following.
(A1) For all u ∈ AE and all β ∈ AE bounded, there exists ǫ>0 such that
u+ sβ ∈ AE for all s ∈ (−ǫ, ǫ).
(A2) For all t0, h and all bounded Et0 -mesurable random variables α, the
control process β(t) defined by
β(t) = α1[s,s+h](t) (4.1)
belongs to AE .
(A3) For all bounded β ∈ AE , the derivative process
ξ(t) :=
d
ds
Xu+sβ(t) |
s=0
(4.2)
exists and belongs to L2(λ× P ).
It follows from (2.1) that
dξ(t) =

 ∂b∂x(t)ξ(t) + ∂b∂y (t)ξ(t − δ) + ∂b∂a (t)
t∫
t−δ
e−ρ(t−r)ξ(r)dr +
∂b
∂u
(t)β(t)

 dt
+

∂σ∂x (t)ξ(t) + ∂σ∂y (t)ξ(t− δ) + ∂σ∂a (t)
t∫
t−δ
e−ρ(t−r)ξ(r)dr +
∂σ
∂u
(t)β(t)

 dB(t)
+
∫
R0

 ∂θ∂x(t, z)ξ(t) + ∂θ∂y (t, z)ξ(t− δ) + ∂θ∂a(t, z)
t∫
t−δ
e−ρ(t−r)ξ(r)dr +
∂θ
∂u
(t, z)β(t)


∼
N(dt, dz),
where, for simplicity of notation, we define
∂
∂x
b(t) :=
∂
∂x
b(t,X(t), X(t− δ), A(t), u(t)),
and used that
d
ds
Y u+sβ(t) |
s=0
=
d
ds
Xu+sβ(t− δ) |
s=0
= ξ(t− δ)
and
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dds
Au+sβ(t) |
s=0
=
d
ds

 t∫
t−δ
e−ρ(t−r)Xu+sβ(r)dr

 |
s=0
=

 t∫
t−δ
e−ρ(t−r)
d
ds
Xu+sβ(r)

 |
s=0
dt
=
t∫
t−δ
e−ρ(t−r)ξ(t)dr.
Note that
ξ(t) = 0 for t ∈ [−δ,∞) .
Theorem 4.1 (Necessary maximum principle) Suppose that uˆ ∈ AE with
corresponding solutions Xˆ(t) of (2.1)-(2.2) and
∧
p(t), qˆ(t), and rˆ(t, z) of (3.2)-
(3.3), and corresponding derivative process ξˆ(t) given by (4.2).
Assume that for all u ∈ AE the following hold:
E


∞∫
0
pˆ2(t)


(
∂σ
∂x
)2
(t)ξˆ2(t) +
(
∂σ
∂y
)2
(t)ξˆ2(t− δ) +
(
∂σ
∂a
)2
(t)

 t∫
t−δ
e−ρ(t−r)ξˆ(r)dr


2
+
(
∂σ
∂u
)2
(t)
+
∫
R0


(
∂θ
∂x
)2
(t, z)ξˆ2(t) +
(
∂θ
∂y
)2
(t, z)ξˆ2(t− δ) +
(
∂θ
∂a
)2
(t, z)

 t∫
t−δ
e−ρ(t−r)ξˆ(r)dr


2
+
(
∂θ
∂u
)2
(t, z)

 ν(dz)

 dt
+
∞∫
0
ξˆ2(t)

qˆ(t) +
∫
R0
rˆ2(t, z) ν(dz)

 dt <∞.
and
E
[
lim
t→∞
pˆ(t)(X(t)− Xˆ(t))
]
≥ 0.
Then the following assertions are equivalent.
(i) For all bounded β ∈ AE ,
d
ds
J(uˆ+ sβ) |
s=0
= 0.
(ii) For all t ∈ [0, ∞),
E
[
H(t, Xˆ(t), Yˆ (t), Aˆ(t), uˆ(t), pˆ(t),
∧
q(t), rˆ(t, .) | Et
]
u=uˆ(t)
= 0 a.s.
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Proof. Suppose that assertion (i) holds. Then
0 =
d
ds
J(uˆ+ sβ) |
s=0
=
d
ds
E

 ∞∫
0
f(t,X uˆ+sβ(t), Y uˆ+sβ(t), Auˆ+sβ(t), uˆ(t) + sβ(t)dt


s=0
= E

 ∞∫
0

∂f∂x (t)ξ(t) + ∂f∂y (t)ξ(t− δ) + ∂f∂a (t)
t∫
t−δ
e−ρ(t−r)ξ(r)dr +
∂f
∂u
(t)β(t)

 dt


We know by the definition of H that
∂f
∂x
(t) =
∂H
∂x
(t)−
∂b
∂x
(t)p(t)−
∂σ
∂x
(t)q(t)−
∫
R0
∂θ
∂x
(t, z)r(t, z)ν(dz)
and the same for
∂f
∂y
(t),
∂f
∂a
(t) and
∂f
∂u
(t).
We have
E
[
lim
t→∞
pˆ(t)(X(t)− Xˆ(t))
]
≥ 0
So
E
[
lim
t→∞
(
pˆ(t)X uˆ+sβ(t)
)]
≥ E
[
lim
t→∞
(
pˆ(t)X uˆ(t)
)]
for all β ∈ AE and all s ∈ (−ǫ, ǫ).
Hence
d
ds
[
E
{
lim
t→∞
(
pˆ(t)X uˆ+sβ(t)
)}]
s=0
= 0
If
d
ds
∣∣∣( lim
t→∞
pˆ(t)X uˆ+sβ(t)
)∣∣∣ |s=0< g(w) , where g(w) is some integrable
function. From the uniform limits with uniform convergence of the derivative,
we can interchange the derivative and integration, and get
0 =
d
ds
[
E
{
lim
t→∞
(
pˆ(t)X uˆ+sβ(t)
)}]
|s=0
= E
[
d
ds
{
lim
t→∞
(
pˆ(t)X uˆ+sβ(t)
)}]
|s=0
= E
[
lim
t→∞
{
pˆ(t)
d
ds
(
X uˆ+sβ(t)
)}]
|s=0 .
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Applying the Itoˆ formula to pˆ(t)
d
ds
(
X uˆ+sβ(t)
)
we obtain
0 = E
[
lim
T→∞
{
pˆ(T )
d
ds
(
X uˆ+sβ(T )
)
|s=0
}]
= E
[
lim
T→∞
{
∧
p(T )ξ(T )
}]
= E

 ∞∫
0
pˆ(t)

 ∂b∂x(t)ξ(t) + ∂b∂y (t)ξ(t− δ) + ∂b∂a (t)
t∫
t−δ
e−ρ(t−r)ξ(r)dr +
∂b
∂u
(t)β(t)

 dt
+
∞∫
0
ξ(t)E (µ(t) | Ft) dt+
∞∫
0
q(t)

∂σ∂x (t)ξ(t) + ∂σ∂y (t)ξ(t − δ) + ∂σ∂a (t)
t∫
t−δ
e−ρ(t−r)ξ(r)dr +
∂σ
∂u
(t)β(t)

 dt
+
∞∫
0
∫
R0
r(t, z)

 ∂θ∂x(t, z)ξ(t) + ∂θ∂y (t, z)ξ(t− δ) + ∂θ∂a(t, z)
t∫
t−δ
e−ρ(t−r)ξ(r)dr +
∂θ
∂u
(t, z)β(t)

 ν(dz)dt


= −
d
ds
J(uˆ+ sβ) |s=0 +E

 ∞∫
0
∂H
∂u
(t)β(t)dt

 .
Therefore
E

 ∞∫
0
∂H
∂u
(t)β(t)dt

 = 0 .
Use
β(t) = α1[s,s+h](t)
where α(ω) is bounded and Et0-mesurable, s ≥ t0 and get
E

 s+h∫
s
∂H
∂u
(s)ds α

 = 0
Differentiating with respect to h at 0, we have
E
(
∂H
∂u
(s) α
)
= 0
This holds for all s ≥ t0 and all α, we obtain that
E
(
∂H
∂u
(t0) | Et0
)
= 0 .
This proves that assertion (i) implies (ii).
To complete the proof, we need to prove the converse implication; which is
obtained since every bounded β ∈ AE can be approximated by linear combina-
tions of controls β of the form (4.1).
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5 Existence and uniqueness of the time-advanced
BSDEs on infinite horizon
The main result in this section refer to the existence and uniqueness for (3.3)−
(3.4) where the coefficients satisfy a Lipschitz condition.
We now study time-advanced backward stochastic differential equations driven
by a Brownian motionB(t), and a compensated Poisson randommeasure N˜(dt, dζ).
LetB(t) be a Brownian motion and N˜(dt, dζ) := N(dt, dζ)−ν(dζ)dt, where ν
is the Le´vy measure of the jump meaure N(·, ·), be an independent compensated
Poisson random measure on a filtered probability space (Ω,F , {Ft}0≤t<∞).
Given a positive constant δ, denote by D([0, δ],R) the space of all ca`dla`g
paths from [0, δ] into R. For a path X(·) : R+ → R, Xt will denote the function
defined by Xt(s) = X(t + s) for s ∈ [0, δ]. Put H = L
2(ν). Consider the L2
space V1 := L
2([0, δ]→ R; ds) and V2 := L
2([0, δ]→ H; ds). Let
F : R+ × R× R× V1 × R× R× V1 ×H×H× V2 × Ω→ R
be a function satisfying the following Lipschitz condition: There exists a con-
stant C such that
|F (t, p1, p2, p, q1, q2, q, r1, r2, r, ω)− F (t, p¯1, p¯2, p¯, q¯1, q¯2, q¯, r¯1, r¯2, r¯, ω)|
≤ C(|p1 − p¯1|+ |p2 − p¯2|+ |p− p¯|V1 + |q1 − q¯1|+ |q2 − q¯2|+ |q − q¯|V1
+ |r1 − r¯1|H + |r2 − 2¯2|H + |r − r¯|V2). (5.1)
Assume that (t, ω) → F (t, p1, p2, p, q1, q2, q, r1, r2, r, ω) is predictable for all
p1, p2, p, q1, q2, q, r1, r2, r. Further we assume the following:
E
∫ ∞
0
eλt|F (t, 0, 0, 0, 0, 0, 0, 0, 0, 0)|2dt <∞,
for all λ ∈ R. We now consider the following backward stochastic differential
equation in the unknown Ft-adapted processes (p(t), q(t), r(t, z)) ∈ H ×H ×H:
dp(t) = E[F (t, p(t), p(t+ δ, pt, q(t+ δ), qt, r(t + δ), rt)|Ft]dt
+ q(t)dB(t) +
∫
R0
r(t, z)N˜(dz, dt), (5.2)
where
E
[∫ ∞
0
eλt|p(t)|2dt
]
<∞, (5.3)
for all λ ∈ R.
Theorem 5.1 (Existence and uniqueness) Assume the condition (5.1) is
fulfilled. Then the backward stochastic partial differential equation (5.2) - (5.3)
admits a unique solution (p(t), q(t), r(t, z)) such that
E
[∫ ∞
0
eλt{|p(t)|2 + |q(t)|2 +
∫
R0
|r(t, z)|2ν(dz)}dt
]
<∞,
for all λ ∈ R.
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Proof.
Step 1:
Assume F is independent of its second, third and fourth parameter.
Set q0(t) := 0, r0(t, z) := 0. For n ≥ 1, define (pn(t), qn(t), rn(t, z)) to be
the unique solution of the following BSDE:
dpn(t) = E
[
F (t, qn−1(t), qn−1(t+ δ), qn−1t , r
n−1(t, .), rn−1(t+ δ, .), rn−1t (·)) | Ft
]
dt
+ qn(t)dB(t) +
∫
R0
rn(t, z)N˜(dt, dz); (5.4)
for t ∈ [0,∞) such that
E
[∫ ∞
0
eλt|pn(t)|2dt
]
<∞
This exists by Theorem 3.1 in [4].
Our goal is to show that (pn(t), qn(t), rn(t, z)) forms a Cauchy sequence.
By Ito¯’s formula we get that
0 = |eλtpn+1(t)− pn(t)|2 +
∫ ∞
t
λeλs|pn+1(s)− pn(s)|2ds
+
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds
+
∫ ∞
t
eλs
∫
R0
|
(
rn+1(s, z)− rn(s, z)
)
|2dsν(dz)
+ 2
∫ ∞
t
eλs〈
(
pn+1(s)− pn(s)
)
, E
[
Fn − Fn−1 | Fs
]
〉ds
+ 2
∫ ∞
t
eλs
(
pn+1(s)− pn(s)
)
(qn+1(s)− qn(s))dBs
+
∫ ∞
t
∫
R0
eλs(|rn+1(s, z)− rn(s, z)|2
+ 2
(
pn+1(s−)− pn(s−)
) (
rn+1(s, z)− rn(s, z)
)
)N˜(ds, dz).
Rearenging, using that for all ǫ > 0, ab ≤ a
2
ǫ
+ ǫb2 we have by the Lipschitz
21
requirement (5.1)
E[eλt|pn+1(t)− pn(t)|2]
+
∫ ∞
t
λeλs|pn+1(s)− pn(s)|2ds
+ E[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds]
+ E[
∫ ∞
t
∫
R0
eλs|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]
≤ CǫE[
∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds
+ ǫ6E[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds]
+ ǫ6E[
∫ ∞
t
eλs|qn(s+ δ)− qn−1(s+ δ)|2ds]
+ ǫ6E[
∫ ∞
t
eλs
∫ s+δ
s
|qn(u)− qn−1(u)|2duds]
+ ǫ6E[
∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds]
+ ǫ6E[
∫ ∞
t
eλs|rn(s+ δ)− rn−1(s+ δ)|2Hds]
+ ǫ6E[
∫ ∞
t
eλs
∫ s+δ
s
|rn(u)− rn−1(u)|2Hduds]
where Cǫ =
C2
ǫ
and we used the abbreviation
Fn(t) := F (t, qn(t), qn(t+ δ), qnt , r
n(t, .), rn(t+ δ, .), rnt (·)).
Note that
E[
∫ ∞
t
eλs|qn(s+ δ)− qn−1(s+ δ)|2ds
≤ e−λδE[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds].
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Using Fubini
E[
∫ ∞
t
∫ s+δ
s
eλs|qn(u)− qn−1(u)|2duds
≤ E[
∫ ∞
t
∫ u
u−δ
eλs|qn(u)− qn−1(u)|2dsdu
≤ (
1
λ
(1 − e−λδ)E[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds]
≤ E[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds].
Similiar for rn − rn−1. It now follows that
Eeλt|pn+1(t)− pn(t)|2]
+ E[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds]
+ E[
∫ ∞
t
∫
R0
eλs|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]
≤ (Cǫ − λ)E[
∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds]
+ ǫ6(2 + e−λδ)E[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds]
+ ǫ6(2 + e−λδ)E[
∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds]. (5.5)
Choosing ǫ = 1
12(2+e−λδ)
so that
Eeλt|pn+1(t)− pn(t)|2]
+ E[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds]
+ E[
∫ ∞
t
∫
R0
eλs|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]
≤ (Cǫ − λ)E[
∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds] +
1
2
E[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds]
+
1
2
E[
∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds]
23
This implies that
−
∂
∂t
(e(Cǫ−λ)tE[
∫ ∞
0
eλs|pn+1(t)− pn(t)|2]
+ e(Cǫ−λ)tE[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2]ds
+ e(Cǫ−λ)tE[
∫ ∞
t
∫
R0
eλs|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]
≤
1
2
e(Cǫ−λ)tE[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2ds
+
1
2
e(Cǫ−λ)tE
∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hds
Integrating the last inequality we get that
E[
∫ ∞
0
eλs|pn+1(t)− pn(t)|2dt]
+
∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds]
+
∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
∫
R0
eλs|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]dt
≤
1
2
∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2dsdt
+
1
2
∫ ∞
0
e(Cǫ−λ)tE
∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hdsdt. (5.6)
So that ∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds]
+
∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
∫
R0
eλs|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]dt
≤
1
2
∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
eλs|qn(s)− qn−1(s)|2dsdt
+
1
2
∫ ∞
0
e(Cǫ−λ)tE
∫ ∞
t
eλs|rn(s)− rn−1(s)|2Hdsdt
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This gives that∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds]
+
∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
∫
R0
eλs|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]dt
≤
1
2n
C3,
if λ > C
ǫ
. It then follows from (5.6) that
E[
∫ ∞
0
eλt|pn+1(t)− pn(t)|2] ≤
1
2n
C3.
From (5.5) and (5.6), we now get
E[
∫ ∞
t
∫
R0
eλs|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]dt
+ E[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds] ≤
1
2n
C3nCǫ.
From this we conclude that there exist progressively measurable processes
(p(t), q(t), r(t, z)), such that
lim
n→∞
E[eλt|pn(t)− p(t)|2dt] = 0,
lim
n→∞
E[
∫ ∞
0
eλs|pn(t)− p(t)|2dt] = 0,
lim
n→∞
E[
∫ ∞
0
eλs|pn(t)− p(t)|2dt] = 0,
lim
n→∞
E[
∫ ∞
0
eλs|pn(t)− p(t)|2dt] = 0,
lim
n→∞
E[
∫ ∞
t
∫
R0
eλs|(rn(s, z)− r(s, z))|2ν(dz)ds]dt = 0.
Letting n→∞ in (5.4) we see that (p(t), q(t), r(t, z)) satisfies
dp(t) = E [F (t, q(t), q(t+ δ), qt, r(t, .), r(t + δ, .), rt(·)) | Ft] dt
+ q(t)dB(t) +
∫
R0
r(t, z)N˜(dt, dz),
for all t > 0.
Step 2:
General F.
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Let p0(t) = 0. For n ≥ 1 define (pn(t), qn(t), rn(t, z)) to be the unique
solution of the following BSDE:
dpn(t) = E[F (t, pn−1(t), pn−1(t+ δ), pn−1t , q
n(t), qn(t+ δ), qnt , r
n(t), rn(t+ δ), rnt )|Ft]dt
+ qn(t)dB(t) +
∫
R0
rn(t, z)N˜(dz, dt),
for t ∈ [0,∞). The existence of (pn(t), qn(t), rn(t, z)) was proved in Step 1.
By using the same arguments as above, we deduce that
Eeλt|pn+1(t)− pn(t)|2]
+ E[
∫ ∞
t
eλs|qn+1(s)− qn(s)|2ds]
+ E[
∫ ∞
t
eλs
∫
R0
|
(
rn+1(s, z)− rn(s, z)
)
|2ν(dz)ds]
≤ (Cǫ − λ)E[
∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds] +
1
2
E[
∫ ∞
t
eλs|pn(s)− pn−1(s)|2ds]
This implies that
−
d
dt
(e(Cǫ−λ)tE[
∫ ∞
t
eλs|pn+1(s)− pn(s)|2ds]) ≤
1
2
e(Cǫ−λ)tE[
∫ ∞
t
eλs|pn(s)− pn−1(s)|2ds].
Integrating from 0 to ∞, we get
E[
∫ ∞
0
eλs|pn+1(s)− pn(s)|2ds] ≤
1
2
∫ ∞
0
e(Cǫ−λ)tE[
∫ ∞
t
eλs|pn(s)− pn−1(s)|2ds]dt
So if λ ≥ Cǫ then by iteration we see that
E[
∫ ∞
0
eλs|pn+1(s)− pn(s)|2ds] ≤
K
2n(λ− Cǫ)n
,
for some constant K.
Uniqueness:
In order to prove the uniqueness, we assume that there are two solutions
(
p1(t), q1(s), r1(s, z)
)
and
(
p2(t), q2(s), r2(s, z)
)
of the ABSDE
dp(t) = E [F (t, p(t), p(t+ δ), pt, q(t), q(t+ δ), qt, r(t), r(t + δ), rt) | Ft] dt
+q(t)dB(t) +
∫
R0
r(t, z)
∼
N(dt, dz); t ∈ [0,∞)
E
[
∞∫
0
eλ t |p(t)|
2
dt
]
<∞ ; λ ∈ R .
By Ito¯’s formula, we have
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E
[
eλ t
∣∣p1(t)− p2(t)∣∣2]+ E [∞∫
t
λ eλ s
∣∣p1(s)− p2(s)∣∣ ds]
+E
[
∞∫
t
eλ s
∣∣q1(s)− q2(s)∣∣2 ds]+ E
[
∞∫
t
eλ s
∫
R0
∣∣r1(s, z)− r2(s, z)∣∣2 dsν(dz)
]
= 2E
∞∫
t
eλ s
[ ∣∣p1(s)− p2(s)∣∣
×
(
E
[
F (s, p1(s), p1(s+ δ), p1s, q
1(s), q1(s+ δ), q1s , r
1(s), r1(s+ δ), r1s) | Fs
]
−E
[
F (s, p2(s), p2(s+ δ), p2s, q
2(s), q2(s+ δ), q2s , r
2(s), r2(s+ δ), r2s) | Fs
])]
ds
≤ 2E
∞∫
t
eλ s
[∣∣p1(s)− p2(s)∣∣
×C
(∣∣p1(s)− p2(s)∣∣+ ∣∣p1(s+ δ)− p2(s+ δ)∣∣+ s+δ∫
s
∣∣p1(u)− p2(u)∣∣ du
+
∣∣q1(s)− q2(s)∣∣ + ∣∣q1(s+ δ)− q2(s+ δ)∣∣+ s+δ∫
s
∣∣q1(u)− q2(u)∣∣ du
+
∣∣r1(s)− r2(s)∣∣2
H
+
∣∣r1(s+ δ)− r2(s+ δ)∣∣2
H
+
s+δ∫
s
∣∣r1(u)− r2(u)∣∣2
H
du
)]
ds
By the above inequalities for (p, q, r) and the fact that 2ab ≤
a2
ǫ
+ ǫb2 , we
have that
E
[
eλ t
∣∣p1(t)− p2(t)∣∣2]+ E [∞∫
t
eλ s
∣∣q1(s)− q2(s)∣∣2 ds]
+E
[
∞∫
t
eλ s
∫
R0
∣∣r1(s, z)− r2(s, z)∣∣2 dsν(dz)
]
≤ (
3C2
ǫ
− λ ) E
[
∞∫
t
eλ s
∣∣p1(s)− p2(s)∣∣2 ds]
+(2 + e−λ δ) ǫE
[
∞∫
t
eλ s
∣∣p1(s)− p2(s)∣∣2 ds]
+(2 + e−λ δ) ǫ E
∞∫
t
eλ s
[∣∣q1(s)− q2(s)∣∣2 + ∣∣r1(s, z)− r2(s, z)∣∣2
H
]
ds
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Taking ǫ such that (2 + e−λ δ) ǫ =
1
2
E
[
eλ t
∣∣p1(t)− p2(t)∣∣2]+ E [∞∫
t
eλ s
∣∣q1(s)− q2(s)∣∣2 ds]
+E
[
∞∫
t
eλ s
∫
R0
∣∣r1(s, z)− r2(s, z)∣∣2 dsν(dz)
]
≤ (
3C2
ǫ
− λ+
1
2
)E
[
∞∫
t
eλ s
∣∣p1(s)− p2(s)∣∣2 ds]
+
1
2
E
[
∞∫
t
∣∣q1(s)− q2(s)∣∣2 ds]
+
1
2
E
[
∞∫
t
∣∣r1(s, z)− r2(s, z)∣∣2
H
ds
]
We get
E
[
eλ t
∣∣p1(t)− p2(t)∣∣2]+ 1
2
E
[
eλ s
∣∣q1(s)− q2(s)∣∣2 ds]
+
1
2
E
[
∞∫
t
eλ s
∫
R0
∣∣r1(s, z)− r2(s, z)∣∣2 dsν(dz)
]
≤ (
3C2
ǫ
− λ+
1
2
)E
[
∞∫
t
eλ s
∣∣p1(s)− p2(s)∣∣2 ds] .
Using the fact that λ ≥
3C2
ǫ
+
1
2
, we obtain for all t ∈ [0,∞),
E
[
eλ t
∣∣p1(t)− p2(t)∣∣2] = 0,
which proves that p1(t) and p2(t) are indistinguishable.
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