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Abstract
In this dissertation we present several papers about two optimization methods that are derived
from rare-event simulation techniques, i.e., the splitting method and the cross-entropy (CE)
method.
The splitting method is a well-known method for rare-event simulation, where sample paths
of a Markov process are split into multiple copies during the simulation, so as to make the
occurrence of a rare event more frequent. Motivated by the splitting algorithm we introduce
a novel global optimization method for continuous optimization (SCO) that is both very fast
and accurate. We also introduce a new multi-objective optimization (MOO) methodology
based on the SCO algorithm. The method, called MOS, generalizes the elite set selection of
the traditional splitting framework, and uses both local and global sampling to sample in the
decision space. Both SCO and MOS were compared with state-of-the art algorithms using
a prevailing set of benchmark problems. Numerical experiments demonstrate that the new
splitting methods are competitive with famous methods in the fields.
The thesis also contains two new applications of the CE method on Laguerre fitting problems.
The Laguerre fitting problems are about recovering the weighted generator points from a given
Laguerre tessellation. When the description of the Laguerre tessellation is exact, the solutions
are not unique and different weighted generator points can create the same tessellation. To
recover pertinent generator points we formulate the problem as an optimization problem and
apply the modified CE method to solve it. However, the representation of a Laguerre tessellation
is typically not exact when working with real data, such as tomographic image data. In this
case, we formulate an optimization problem where we minimize the discrepancy between the
image data and our approximated tessellations. We then solve the optimization problem using
the CE method.
Last, we introduce a new R package that implements the general CE methodology for optimiza-
tion as well as some useful modifications. The usage and efficacy of CEoptim is demonstrated
through a variety of optimization examples, including model fitting, combinatorial optimization,
and maximum likelihood estimation.
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Chapter 1
Introduction
A common problem in many areas of research is to evaluate the expected performance of a
stochastic system in terms of an integral such as
` = EfH(X) =
∫
f(x)H(x)dx,
where X = (X1, . . . , Xn) is random vector, f is the probability density function of X, and
H is a real-valued function. As an example in Bayesian inference, the objective is often to
compute the normalizing constant `, given the likelihood H and the prior density f , see e.g.,
[100]. Another example (see [15]), is where the objective is to compute the expected loss of the
portfolio `, H is the portfolio loss function and f is the loss distribution. Estimation of ` via
Monte Carlo simulation can be difficult, especially when rare events are involved. For example,
when H(x) = I{S(x)6γ}, where I is an indicator function, S is a real-valued function and γ is a
very small real number, then
`(γ) = Ef I{S(X)6γ} = Pf (S(X) 6 γ) (1.1)
is very small, and computation of `(γ) is known as a rare-event estimation problem. Fortunately,
there exist several advanced techniques to efficiently solve the rare-event simulation problems,
e.g., importance sampling and splitting methods (see [55, 79] for more details).
It was realized in [81] that the problem of solving a complicated combinatorial optimization
problem is closely related to solving a rare-event estimation problem. The correspondence can
be clarified as follows. Given a continuous or discrete state space X , with S(x) the performance
function defined on X , the problem of interest is to minimize S(x) over x ∈ X ; that is to solve,
min
x∈X
S(x). (1.2)
2 Chapter 1. Introduction
To solve the optimization problem (1.2), we usually need to find both the minimizer set X ∗ =
argminx∈X and the minimal value γ
∗ = minx∈X S(x). Every element x∗ ∈ X ∗ is a solution to
(1.2) such that S(x∗) 6 S(x) for all x ∈ X . Therefore, solving the minimization problem is
equivalent to sampling from X ∗. This is closely related to the simulation of the event {S(X) 6
γ∗}, where X ∼ f . In an optimization setting, the pdf f is usually the uniform distribution on
X . The event {S(X) 6 γ∗} can be viewed as a rare event, because the ratio |X ∗|/|X | usually
is very small.
To provide some more insight into the relation between optimization and rare-event probability
estimation, we illustrate this connection with a simple discrete optimization problem. Suppose
we are interested in the problem
min
x
S(x) = min
x∈{0,1}n
n∑
i=1
xi,
where x = (x1, . . . , xn). It is easy to see that the optimizer set X ∗ has only one element,
x∗ = (0, . . . , 0), and that the optimal value is γ∗ = 0. To associate the optimization problem
with an estimation problem, we replace each variable xi with an independent Bernoulli random
variable Xi ∼ Ber(pi) for i = 1, . . . , n, where pi = 0.5. Then we have the problem of estimating
`(γ∗) = P(S(X) 6 γ∗) = P(
n∑
i=1
Xi 6 γ∗),
where Xi ∼ Ber(0.5), i = 1, . . . , n. For large n, `(γ∗) is a small probability. To efficiently address
the estimation problem, we must be able to sample from X ∗, which is equivalent to solving the
associated optimization problem. And usually sampling from the optimal set X ∗ is a very
difficult task when the optimization problem is a black-box problem.
There are many other philosophies and approaches in the literature that use randomness to
address such complicated or black-box optimization problems. Examples include simulated
annealing (SA) [47], evolution strategy (ES) [77], evolutionary programming (EP) [29], genetic
algorithms (GA) [38] and, more recently, differential evolution (DE) [91], particle swarm op-
timization (PSO) [46], ant colony optimization(ACO)[23], fast EP (FEP)[106], artificial bee
colony (ABC) [43], estimation of distribution algorithms (EDAs) [57, 69, 35]. All these meth-
ods involve the generation of new samples from current samples and accepting or rejecting new
samples based on their fitness. This amounts, in essence, to running one or more Markov Chains
over the variable space to search the optimizer set. Intuitively searching a large space randomly
is like finding a needle in a haystack, and is related to rare-event probability estimation. Such
3methods often learn from the philosophy of natural evolution and biological behaviours to im-
prove the efficiency of search processes, while we believe that existing rare-event simulation
techniques can be also helpful to enhance the efficiency for searching the optimizer set. A good
proof is the extensive application of cross-entropy method in optimization area, which was firstly
developed for rare-event simulation (see [82, 93, 81]). The Splitting method, also a well-known
method for rare-event simulation, has been applied to combinatorial optimization problems,
though not yet to continuous and other types of optimization problems (see [40, 34, 12, 11]).
This is the motivation of adopting effective rare-event simulation techniques to solve black-box
optimization problems and using such approaches in new application areas. In this thesis, we
will only focus on these two well-known simulation techniques: the CE method and the splitting
method .
The CE method originates from an adaptive variance minimization algorithm in [80] for the rare-
event probabilities estimation in stochastic networks, and then in [81] the optimization version
of CE method was put forward. The CE method aims to find a sequence of parametric pdfs that
converges to a degenerate density that concentrates all its mass in the set X ∗ where S is minimal.
The densities are parametrized by a fixed-dimensional parameter vector, which is updated at
each iteration using the Cross-entropy (or Kullback-Leibler) distance, e.g., see [82, 93, 54, 10].
To derive easy parameter updates, two models are of particular importance: the multivariate
normal distribution and multivariate Bernoulli distribution. The CE method for optimization
has been well studied and has been applied to a great variety of optimization problems, e.g.,
motion planning in robotic systems [51], multi-armed bandit problem[103], electricity network
generation [52], control of infectious diseases [85], buffer allocation [3], and network reliability
[53]. However, many other applications and modifications are still being developed for the
CE method. In [26, 88] (see also in Chapter 4), we find two new applications of modified CE
methods for fitting Laguerre tessellations. Moreover, as the popularity of software R is growing
and a package of the CE method in R is missing, we have provided such a new package for R
users, and the accompanying paper has appeared as [10], which is also described in Chapter 5.
It is importance to realize that the CE method requires a parametric sampling distribution.
However, in many applications it is useful to take non-parametric approaches, for example,
when the state space is very complicated to represent with a parametric model. In a non-
parametric approach, where there is no estimation of distribution parameters involved, the
densities can be represented by a collection of particles, whose distribution is updated at each
iteration. This is where the splitting method enters the scene. It generates sample paths from
a Markovian process and splits them during its execution to ensure more frequent occurrence
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of rare events. The splitting method was first proposed by [40] for rare-event simulation, and
has been developed as a very efficient rare-event simulation technique [102, 34, 33, 12, 13].
However, the splitting method was not used for optimization purpose until the appearance
of the adaptive version of splitting method in [13], where the splitting method was adopted
for solving combinatorial optimization problems. However, for continuous optimization, the
splitting method has not been applied. To fill the gap, in [24, 25], new sampling and selecting
techniques are proposed under a splitting framework, to solve continuous single-objective (SOO)
and multi-objective (MOO) optimization problems.
To apply the splitting framework to SOO problems, the main element required is an efficient
sampling scheme. However, a MOO problem, which involves multiple conflicting objective
functions to be optimized simultaneously, is substantially different from a SOO problem. In
a MOO problem there usually does not exist a single optimal solution that simultaneously
optimizes each objective. Instead, there exist a (possibly infinite) number of “acceptable”
solutions, which are called Pareto optimal solutions. Hence, the selection scheme and splitting
scheme must be modified correspondingly for a MOO scenario.
There are several contributions in this thesis. The first contribution is the development of a new
and efficient single-objective optimization solver based on the splitting method. The application
of splitting method to MOO problems is the second contribution. Beside combining a new
sampling technique, a novel scheme of the elite set election is proposed. The third contribution
is the solution to the Laguerre fitting problem. Two versions of Laguerre fitting problems
are solved with modified CE methods, which provides a new view to handle such problems.
Moreover, during the study, new properties of Laguerre tessellation were found, which is a
contribution to computational geometry. The last contribution is the new R package CEoptim,
providing a flexible and convenient optimization tool to the R community for cases where
standard gradient or simplex-based solvers are not applicable.
The rest of the thesis is organized as follows. In Chapter 2, we review the mathematical frame-
work of the splitting algorithms, and put forward the new splitting idea for continuous opti-
mization, called the SCO algorithm. We employ a popular suite of test functions to evaluate the
performance of the proposed optimization technique. The performance is compared with two
well-known methods and reported in Section 2.4. In Chapter 3, the SCO algorithm is extended
to multi-objective optimization problems. In Section 3.2, we review the basic knowledge about
Pareto optimality and discuss the differences between single-objective and multi-objective opti-
mization in the elite set selection. In Section 3.3, the details of the new multi-objective splitting
5(MOS) algorithm are given. In Section 3.4 the proposed method is tested on a number of bench-
mark problems and compared with state-of-the-art algorithms. Chapter 4 is about two novel
applications of CE method for fitting Laguerre tessellations. In Section 4.2, we review some
key properties of Laguerre tessellations. In Section 4.3, we put forward the Laguerre Inverse
problem and formulate it as a minimization problem to obtain a pertinent solution. The details
of CE method for the minimization problem and a numerical example are also represented here.
The Laguerre Approximate problem is a more complicated version of Laguerre fitting problems,
and is described in Section 4.4. The problem occurs in dealing with tomographic data which
cannot be described by tessellations exactly. An interface-based discrepancy is proposed to
measure the difference between the original data and the approximate tessellations, and CE
method is used to minimize the discrepancy. A example on real experimental data is given.
Chapter 5 gives a precise description of the R package CEoptim, as well as many numerical ex-
amples to show how CEoptim can be used in different types of optimization problems. Finally,
in Appendix we attach some MATLAB codes of splitting algorithms.
Chapter 2
Splitting for Optimization
2.1 Introduction
Randomized algorithms have shown to be of significant benefit for solving complicated op-
timization problems. In particular, such methods are of great use in finding (near) optimal
solutions to highly multi-modal functions, “black-box” problems where gradients are difficult
to obtain, and problems with complicated constraints. Since the 1960s many well-known ran-
dom algorithms for optimization have been proposed. Many of these algorithms can be viewed
as population Monte Carlo algorithms, where a sample (population) of individuals is modified
randomly over time in order to produce a high-performing sample according to some chosen
objective. Often such algorithms are nature-inspired. Examples include evolution strategy (ES)
[77], evolutionary programming (EP) [29], genetic algorithms (GA) [38] and, more recently, the
cross-entropy (CE) method [82], differential evolution (DE) [91], particle swarm optimization
(PSO) [46], ant colony optimization(ACO)[23], fast EP (FEP)[106], artificial bee colony (ABC)
[43] and many other inventive methods based on the principle of exploration and exploitation.
The splitting method is a well-known method for rare-event simulation, where sample paths of a
Markov process are split into multiple copies during the simulation, so as to make the occurrence
of a rare event more frequent. The purpose of this chapter is to introduce the “splitting” idea
to the optimization toolbox for continuous optimization, and to show that the approach, when
reduced to its core elements, can outperform other well-known methods in terms of accuracy
and speed.
To motivate the splitting technique, we draw on various ideas from rare-event simulation. It has
been realized for some time that the problem of minimizing a complicated continuous or discrete
function S(x), x ∈ X is closely related to the efficient estimation of rare-event probabilities of
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the form P(S(X) 6 γ), where X is a random element of X , distributed according to a given
probability density function (pdf), e.g., the uniform pdf on X . The latter requires efficient
sampling from the level set {x ∈ X : S(x) 6 γ}. By gradually decreasing γ the level set
becomes smaller and smaller until it only contains elements that lie close to the minimizer of S.
For γ close to the minimum, the event {S(X) 6 γ} can be very rare. Hence, it is useful to apply
rare event simulation techniques to optimization problems. This is, for example, the premise
of the cross-entropy (CE) method, which aims to find a sequence of pdfs f1, f2, f3, . . . that
converges to the pdf that concentrates all its mass in the set of points where S is minimal. In the
CE method the densities f1, f2, . . . are parameterized by a fixed-dimensional parameter vector,
which is updated at each iteration using the cross-entropy (or Kullback–Leibler) distance. If
instead a non-parametric approach is taken, the densities can be represented by a collection of
particles, whose distribution is updated at each iteration. This is where the splitting method
enters the scene.
The splitting method was first put forward by [40] for time-dependent Markovian models and
later generalized in [13] to both static (that is, not involving time) and non-Markovian models.
The latter modification is called Generalized Splitting (GS), which will be the focus of our
discussion below.
The purpose of GS method is to estimate the rare-event probability P(S(X) 6 γ) for some
(small) γ, where X has a specified nominal distribution. This is done by first defining a
sequence of levels {γt} decreasing to γ and then constructing a sequential sampling scheme
that samples from the conditional distribution of X given {S(X) 6 γt}. Note that if γ is equal
to the minimum of S, then sampling X conditional on {S(X) 6 γ} is equivalent to sampling
from the minimizer of S. However, the problem is that in general the minimum value is not
known, and hence the intermediate values {γt} have to be determined adaptively. This is the
motivation for the ADAptive Multilevel splitting algorithm (ADAM) in [55, 11]. The ADAM
algorithm has been applied to mostly combinatorial optimization problems. For continuous
optimization, where the nominal distribution is taken to be uniform, the ADAM algorithm
is generally more difficult to apply, as sampling X conditional on {S(X) 6 γt} may be too
time-consuming or complicated.
In this chapter we propose to replace the complicated sampling step in the ADAM algorithm
with a simpler one, while retaining the other features. Instead of sampling (at stage t) from the
uniform distribution on the difficult “level set” {x : S(x) 6 γt}, our sampling scheme involves
sampling from a collection of multi-variate normal distributions, using a Gibbs sampler. The
mean vector and covariance matrix of the normal distributions are determined by the current
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population of individuals. This simplification greatly increases the applicability of the ADAM
method, making it competitive for continuous optimization. We compare the method with the
best performing algorithms in this area and demonstrate that it can outperform them for a
suite of established test functions.
The rest of the chapter is organized as follows. In Section 2.2, we review the mathematical
framework of the GS and ADAM algorithms, and put forward the new splitting idea for con-
tinuous optimization. For easy comparison we summarize two well-performing algorithms, DE
and ABC, in Section 2.3. In Section 2.4, we employ a popular suite of test functions to evaluate
the performance of the proposed optimization technique. We describe the precise settings of
the numerical experiments and show the comparison between DE, ABC, and the new splitting
algorithm for continuous optimization (SCO). Finally, in Section 2.5, we further discuss the re-
sults of the numerical experiments, and compare the proposed algorithm with other algorithms
via existing comparative studies.
2.2 Mathematical Framework and Algorithms
2.2.1 Mathematical Framework
Let S(x) be a continuous function on Rn. We wish to find the minimum γ∗ = minx S(x) and the
global minimizer x∗ = argminx S(x), assuming for simplicity that there is only one minimizer.
Let f be some “nominal” pdf f , e.g., the uniform pdf on some bounded subset of Rn. Suppose
first that γ∗ is known. To find the corresponding x∗ we could sample a random vector X
conditional on the rare event {S(X) 6 γ∗}, which basically means sampling from the argmin
set {x∗}. This can be done using the GS method by sampling iteratively from intermediate
(increasingly rare) events {S(X) 6 γt}, for levels ∞ = γ0 > γ1 > . . . > γT−1 > γT = γ∗.
Define the level set of S corresponding to level γt to be the set {x : S(x) 6 γt}. We call it
the γt-level set for short. Let ft be the conditional pdf of X ∼ f given {S(X) 6 γt}; that
is, ft(x) is proportional to f(x)I{S(x)6γt}. In particular, we are interested in sampling from
f ∗(x) = fT (x) ∝ f(x)I{S(x)6γ∗}. The GS method works as follows.
Given the sequence of intermediate levels γt, t = 0, . . . , T , and an initial sample (population)
X0 from f0 = f , execute the following two phases at each iteration t, from t = 0 to t = T − 1:
(a) Let Et+1 = {x ∈ Xt : S(x) 6 γt+1}, which is referred as the elite set of Xt. Its size is
denoted by Nt+1. Note that the elite elements are distributed according ft+1.
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(b) Split the elite population in Et+1 to create the next population Xt+1, distributed according
to ft+1. Increase t by one and go to Step (a).
The splitting step (b) can be implemented in many different ways; for example, in [55] it is done
by running a Markov chain on the γt+1-level set starting from each point in the elite set Et+1
and storing each state in Xt+1. The only requirement is that the Markov chain has stationary
pdf ft+1.
Figure 2.1 illustrates how the splitting is performed on a typical problem in 2-D space. Here,
there are three levels, γt, t = 1, 2, 3, and the initial sample set is X0 = {X1, . . . ,X5}, where
X1, . . . ,X5
iid∼ f0. Since two of the five initial points, namely X1 and X2, are such that S(X1)
and S(X2) are below the γ1 threshold, we have that N1 = 2. The elite points X1 and X2 are the
starting points of two Markov chains, whose stationary pdf is f1. The length of each Markov
chain is called the splitting factor. In this case, the GS algorithm uses the same splitting factor,
5, for each chain. This is called GS with Fixed Splitting.
Thus, we have two Markov chains on the γ1-level set that start from X1 and X2 respectively
and run for 5 steps, which are plotted in thicker lines. For the Markov chain starting from the
point X1, two of five points have entered the γ2-level set, say X1,3,X1,4, while only one point
of the Markov chain starting at X2 has reached the next level, namely, X2,2. So, N2 = 3. In
the final stage, we start three independent Markov chains (of length 5) on the γ2-level set from
points X1,3,X1,4 and X2,2 with the stationary pdf f2. Of all the points generated in the last
stage, four have reached the final level set, so N3 = 4.
In practice γ∗ is not known and therefore one cannot determine the intermediate levels before-
hand. Instead, one can determine them adaptively via the ADAM algorithm. This involves
a rarity parameter %. Having again an initial sample set X0 from f0, the ADAM algorithm
modifies the two steps of the GS algorithm as follows:
(a) Calculate the function value S(x) for each x ∈ Xt and sort these from smallest to largest:
S1 6 S2 6 . . . 6 SN . For N e = d|Xt| %e, where |Xt| is the number of elements in Xt, let
γt+1 be the N
e-th, smallest function value; that is, γt+1 = SNe . Note that N
e is the size
of the elite set Et+1 = {x ∈ Xt : S(x) 6 γt+1}.
(b) Split the elite population in Et+1 to create the next population {Xt+1}, distributed accord-
ing to ft+1. Increase t by one and repeat Steps (a) and (b) until some stopping condition
is met.
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Figure 2.1: Illustration of the GS algorithm in 2-D space
Again, the splitting step can be implemented in different ways, e.g., by running a Markov chain
from each of the elite elements. Instead of splitting each element into a fixed number of samples
(fixed splitting factor) it is sometimes useful to keep the sample size (the number of elements
of Xt) constant, say N . This is called GS with a Fixed Effort. A way to “evenly” split the elite
samples into N new samples is by defining random splitting factors as follows:
si =
⌊
N
N e
⌋
+Bi, i = 1, . . . , N
e, (2.1)
where B1, . . . , BNe ∼ Ber(1/2) and contingent on
∑Ne
i=1Bi = N mod N
e.
The following pseudo code in Algorithm 1 summarizes the ADAM algorithm for minimization.
A possible terminating condition for Algorithm 1 is to stop when the overall best found solution
does not improve over d iterations. Other possible stopping criteria include the maximum
number of iterations or the CPU time exceeding a threshold. To keep the stopping criterion
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general, we use the customary control statement “while the stopping criterion is not met do”.
Algorithm 1: The ADAM Algorithm for Minimization
Input: Sample size N , rarity parameter % ∈ (0, 1).
Output: Final iteration number t and sequence (Xbest,1, b1), . . . , (Xbest,t, bt) of best solutions and
function values found at iteration 1, . . . , t, respectively.
1 Generate X0 = {X1, . . . ,XN} from the pdf f0 = f . Set t = 0 and N e = dN%e.
2 while the stopping criterion is not met do
3 For all X ∈ Xt, evaluate S(X), and sort {S(X)} from smallest to largest: S1 6 . . . 6 SN , then
select the N e smallest ones and store the corresponding X in Et+1, Set bt+1 = S1 and record the
corresponding individual as Xbest,t+1.
4 Compute the splitting factors st+1,i for each X
(i) ∈ Et+1 as in Eq. (2.1), i = 1, . . . , N e.
5 for i = 1 to N e do
6 Sample Yi,j from the density κt+1(y |Yi,j−1), where Yi,0 = X(i), j = 1, . . . , st+1,i and
κt+1(y |Yi,j−1) is a Markov transition density with stationary pdf ft+1.
7 Add Yi,j to Xt+1.
8 Set t = t+ 1.
9 return {(Xbest,k, bk), k = 1, . . . , t}.
In Line 6, Yi,j denotes the j-th state of the Markov chain that starts from the i-th sample, X
(i),
of the elite set Et+1. Later an example will be used to clarify the usage of ADAM algorithm on
a specific continuous optimization problem.
Note that in Algorithm 1 the Markov transition density κt has not been specified. One could use,
for example, a Gibbs or Metropolis-Hastings sampler to sample from the stationary pdf ft. A
Gibbs sampler has the advantage that each component can be sampled from a one-dimensional
distribution.
Example We illustrate the potential use of the ADAM algorithm for continuous optimization
via the minimization of the Rosenbrock function — a well-known difficult test function; see also
[55]. The n-dimensional Rosenbrock function is given by
S(x) =
n−1∑
i=1
100(xi+1 − x2i )2 + (xi − 1)2, x ∈ [−2, 2]n.
To employ the ADAM algorithm, we first need to specify the nominal sampling pdf. It is
natural to let f be the uniform distribution on [−2, 2]n. This means that ft is the uniform pdf
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on the γt-level set. The procedure is exactly as Algorithm 1, where the sampling step (Line 6)
is now specified as follows.
Let X = (X1, . . . , Xn) be the “current” point of the Markov chain. For example X could be
one of the elite points where the Markov chain starts (recall that there are N e Markov chains
starting from each of the elite points). To generate the “next” point Y = (Y1, . . . , Yn) we
apply a Gibbs sampler that samples each component uniformly on the corresponding level set.
To identify the boundaries of the uniform distribution for each component on the level set, a
quartic equation needs to be solved. For example, the distribution of Y1 given X2, . . . , Xn is
uniformly distributed on the set {x1 ∈ [−2, 2] : S(x1, X2, . . . , Xn) 6 γt+1}, which can be written
as
{x1 ∈ [−2, 2] : S(X)− 100(X2 −X21 )2 − (X1 − 1)2 + 100(X2 − x21)2 + (x1 − 1)2 6 γt+1}.
The roots of the quartic polynomial (in x1)
100(X2 − x21)2 + (x1 − 1)2 − γt+1 + S(X)− 100(X2 −X21 )2 − (X1 − 1)2
identify the boundaries of the region on which Y1 is uniformly distributed. More generally, Y
is obtained via the following steps:
1. Set Σ = 100(X2 −X21 )2 + (X1 − 1)2.
Generate Y1 ∼ ft+1(y1 |X2, . . . , Xn); that is, Y1 is a random variable uniformly distributed
on the set {[r1, r2]∪[r3, r4]}∩[−2, 2], where r1 < r2, r3 < r4 are the real roots of the quartic
equation a1x
4 + a2x
3 + a3x
2 + a4x+ a5 = 0 with coefficients
a1 = 100, a2 = 0, a3 = 1− 200X2, a4 = −2, a5 = 1 + 100X2 + S1 − Σ− γt+1,
with S1 = S(Y˜), where Y˜ = (X1, . . . , Xn) is the initial intermediate point.
Depending on the coefficients, the quartic equation has either 2 or 4 real roots. Thus, in
some cases r3 = r1 and r4 = r2 and Y1 will be a random variable uniformly distributed
on the set [r1, r2] ∩ [−2, 2].
2. For each j = 2, . . . , n− 1, set Σ = 100(Xj+1 −X2j )2 − 100(X2j + 2Y 2j−1Xj).
Generate Yj ∼ ft+1(yj |Y1, . . . , Yj−1, Xj+1, . . . , Xn); that is, Yj is a random variable uni-
formly distributed on the set {[r1, r2] ∪ [r3, r4]} ∩ [−2, 2], where r1 < r2, r3 < r4 are the
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real roots of the quartic equation a1x
4 + a2x
3 + a3x
2 + a4x+ a5 = 0 with coefficients
a1 = 100, a2 = 0, a3 = 101−200Xj+1, a4 = −2−200Y 2j−1, a5 = 1+100Xj+1+Sj−Σ−γt+1,
with Sj = S(Y˜), where Y˜ = (Y1, . . . , Yj−1, Xj, . . . , Xn).
3. Set Σ = 100(Xn −X2n−1)2.
Generate Yn ∼ ft+1(yn |Yl, . . . , Yn−1); that is, Yn is a random variable uniformly dis-
tributed on the set [r1, r2] ∩ [−2, 2], where r1 < r2 are the real roots of the quadratic
equation a1x
2 + a2x+ a3 = 0 with coefficients
a1 = 100, a2 = −200(Yn−1)2, a3 = 100Y 4n−1 + Sn − Σ− γt+1,
with Sn = S(Y˜), where Y˜ = (Y1, . . . , Yn−1, Xn).
The above ADAM procedure works well for minimizing the Rosenbrock function because sam-
pling from the uniform distribution on a level set can be carried out by sampling 1-D uniform
random variables from relatively easy regions (determined by solving a 4th degree polynomial).
Unfortunately, such an approach may not be feasible for other continuous objective functions.
2.2.2 Splitting Algorithm for Continuous Optimization
To be able to use the ADAM framework for general continuous optimization, we provide a new
method for splitting the samples. The idea is to “split” (at iteration t) each elite point X(i) =
(X
(i)
1 , . . . , X
(i)
n ) ∈ Et+1 on the γt+1-level set into st+1,i points by using a multivariate normal
distribution with mean vector µi = X
(i) and a diagonal covariance matrix with corresponding
vector of standard deviations σi. Hence, the components of the multivariate normal distribution
are independent of each other. In theory, any distribution could have been used to sample from
the level sets. The multivariate normal distribution was chosen for computational convenience
and efficiency.
In the splitting step, to have most of the new samples still on the current γt-level set the
components of σi should be chosen not too large. Neither should they be chosen too small, as
otherwise there will be little exploration. To choose an appropriate sampling region (determined
by σi) we employ another elite point, in the following way. For each elite point X
(i) (“base
point”) choose another elite point X(R) (“assistant point”) from Et+1, where R is uniformly
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selected from {1, . . . , Nt} \ {i}. We now choose the vector of standard deviations as
σi = w |X(i) −X(R)| def= w

|X(i)1 −X(R)1 |
|X(i)2 −X(R)2 |
. . .
|X(i)n −X(R)n |
 , (2.2)
where w is a scale factor. From our experience, w = 0.5 performs well in practice.
It is important to realize that the splitting step does not involve direct sampling from an n-D
normal distribution. Instead, as in the GS algorithm, we sample the components of the normal
distribution via the Gibbs sampler. To improve efficiency each component of the base point is
updated in a random order r = (r1, . . . , rn) instead of a fixed order (1, . . . , n). By updating the
components in a random order, some components with better feasible regions can be updated
before those with poor (e.g., very narrow) ones. This enhances the probability to improve the
base point to a better point.
During the Gibbs sampler steps, an intermediate point y is used to store the component updates.
Initially, y = X(i) for the current base point that is to be split. At step k of the Gibbs sampler,
the rkth component of y is sampled from the 1-D normal distribution with mean y(rk) and
standard deviation σi(rk), and the other components remain the same, giving rise to a new
trial vector y˜.
If S(y˜) < S(y) then y˜ is accepted as the new intermediate point; otherwise, we repeat the
sampling of the rkth component up to MaxTry times (say 3 or 5 times). If still no improvement
is found after this many tries, then the intermediate point y remains unchanged. Note that a
successful update y˜ is determined by comparing with the previous intermediate point y instead
of the base point X(i). When all n components have been processed, the last intermediate point
is taken as the outcome of the splitting of X(i). This is repeated st+1,i times, independently, for
each base (elite) point X(i), i = 1, . . . , N e. We call our proposed method SCO, which is short for
Splitting for Continuous Optimization. The exact algorithm is specified in Algorithm 2. It is
also worth noting that, at iteration t, the proposed method is not sampling from the conditional
distribution ft+1, as in Algorithm 1. Instead, in the splitting step, we use multiple multivariate
normal distributions to sample on the level set. This heuristic modification greatly reduces the
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algorithm’s running time.
Algorithm 2: Splitting for Continuous Optimization (SCO)
Input: Objective function S, sample size N , rarity parameter % ∈ (0, 1], and scale factor w,
maximum number of attempts MaxTry
Output: Final iteration number t and sequence (Xbest,1, b1), . . . , (Xbest,t, bt) of best solutions and
function values found at iteration 1, . . . , t, respectively. Generate X0 = {X1, . . . ,XN} via
uniform sampling. Set t = 0 and N e = dN%e.
1 while the stopping criterion is not met do
2 For all X ∈ Xt, evaluate S(X), and sort {S(X)} from smallest to largest: S1 6 . . . 6 SN , then
select the N e smallest ones and store the corresponding X in Et+1; set bt+1 = S1 and record the
corresponding individual as Xbest,t+1.
3 Compute the splitting factors st+1,i for each individual element X
(i) ∈ Et+1, i = 1, . . . , N e
according to Eq. (2.1).
4 for i = 1 to N e do
5 for j = 1 to st+1,i do
6 Select R uniformly from the set {1, . . . , N e} \ {i}. Compute σi as Eq. (3.4). Set
y = y˜ = X(i) ∈ Et+1.
7 Generate a random order r = (r1, . . . , rn).
8 for k = 1 to n do
9 for Try = 1 to MaxTry do
10 Update the rkth component of y: set y˜(rk) = y(rk) + σi(rk)Z, Z ∼ N(0, 1).
11 If S(y˜) < S(y), then set y(rk) = y˜(rk), break the for loop.
12 Add y to Xt+1.
13 Set t = t+ 1.
14 return {(Xbest,k, bk), k = 1, . . . , t}.
In Figure 2.2, the sampling procedure is illustrated. Consider two base points X(1),X(2) from
the elite set {X(1),X(2),X(3),X(4)} on the γ1-level set. Suppose the corresponding assistant
points for X(1) and X(2) are X(3) and X(4), respectively. So, R1 = 3 and R2 = 4. These
assistant points determine the standard deviation for the sampling distribution of the base
points X(1) and X(2). Also assume that MaxTry = 2 and w = 0.5.
Let Y
(i)
u,v be the trial values (y in the algorithm) starting from the base point X(i) at the uth
try for the first component and the vth try for the second component. Suppose for base point
X(1) the components are updated in order r = (1, 2) and for X(2) they are updated in order
r = (2, 1). Initially, Y
(1)
0,0 = X
(1) and Y
(2)
0,0 = X
(2).
16 Chapter 2. Splitting for Optimization
x1
x2
γ1
γ2
x(1)
x(3)
x(2)
x(4)
Y
(1)
1,0 Y
(1)
2,0
Y
(1)
2,2
Y
(1)
2,1
Y
(2)
1,1Y
(2)
2,1
Y
(2)
0,1
Figure 2.2: Illustration of splitting method for two base (elite) points X(1) and X(2), with assistant
points X(3) and X(4), respectively. The relative distance between the base and assistant points
determines the standard deviation of the sampling distribution. Y
(1)
2,0, Y
(1)
2,2 and Y
(2)
0,1 are intermediate
points, which are indicated by •, while ◦ indicates the failed trial points.
As for the first base point X(1), the horizontal dotted segment to its right indicates 1.5 times
the length of standard deviation of the normal distribution of the first component. The first
updating step is with respect to the the first component. The corresponding trial point is
denoted by Y
(1)
1,0. But this potential update is rejected by comparing with Y
(1)
0,0 = X
(1). As
MaxTry = 2, we can sample one more time the first component, giving the second try Y
(1)
2,0.
Because the corresponding function value is better, this trial point is accepted as an intermediate
point. Then based on Y
(1)
2,0, the second component is updated. The vertical dotted segment
starting from X(1) is 1.5 times the length of standard deviation of normal distribution of the
second component. Here, also the first try Y
(1)
2,1 is rejected and the second try Y
(1)
2,2 is accepted.
As this is the final intermediate point, Y
(1)
2,2 is added to X2. As for the second base point X(2),
the second component is updated before the first one. The first try for the second component
Y
(2)
0,1 has resulted in a good intermediate value, so that this change is accepted and an update
the first component is attempted next. However, both two attempts Y
(2)
1,1 and Y
(2)
2,1 are rejected
(as they have worse function value that Y
(2)
0,1, so that Y
(2)
0,1 is the last intermediate point, which
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is added to X2.
In Algorithm 2, apart from the maximum number of attempts, MaxTry, there are three parame-
ters: the sample size N , the rarity parameter %, and the scaling factor w. The rarity parameter
% is the proportion of the samples to be selected for the elite set, which is the most impor-
tant control parameter for the SCO algorithm. When the objective function has relatively few
modes, setting % small significantly increases the convergence speed. However, when the surface
of the objective function is very convoluted, like for the Rosenbrock function, or has many local
optima, a larger % (even % = 1) might be required. The reason is that when % < 1 the splitting
method discards “bad” samples from previous level sets. For complicated functions this could
lead to an under-exploration of the space and therefore failure to converge to a global optimum.
To handle both situations with the same algorithm, we recommend three values for %: 0.4, 0.8
and 1. In particular, 0.4 and 0.8 are preferred for uni-modal problems, while 0.8 and 1 are
preferred for multi-modal ones. In any case, % = 1 is a safe choice for finding the global
optimum, but may not lead to the fastest convergence. For % < 1, the worst (1− %)N particles
are discarded, and the remaining population is split into N new particles. For % = 1, no particle
is discarded, and the whole population is split into N new particles.
The choice of the sample size N depends on the choice of % and the dimension of the problem.
In general, a larger dimension requires a larger N . For % = 1, N could be taken a small multiple
of the dimension. For example, in a 10-D problem one could take N = 20. When decreasing %
, N should be increased correspondingly.
The parameter w scales the standard deviations of each component of the independent multi-
variate normal distribution. In most cases, w = 0.5 works well. Although the proposed SCO
algorithm has four parameters, all of them are easy to choose. Even simpler, one can take
MaxTry = 5 and w = 0.5 by default, and then N and % are the only parameters to be adjusted.
2.3 The DE and ABC Algorithms
For ease of comparison we summarize the Differential evolution(DE) and Artificial bee colony(ABC)
algorithms.
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The DE Algorithm
The DE algorithm, introduced in [91] in 1995, is a stochastic population-based optimization
algorithm. It belongs to the class of evolutionary algorithms (EAs), which also includes genetic
algorithms, evolutionary strategies and evolutionary programming. All evolutionary algorithms
use similar operations, such as crossover, mutation and selection. The main difference between
DE and the traditional EAs is the generation of new candidate solutions. In the DE algorithm,
the mutation operation is used as a search mechanism. Then a selection operation with a greedy
scheme is used to direct the search toward the prospective regions in the search space. The DE
works as follows. Initially, a population of individuals is generated randomly and evaluated via
the fitness (objective) function. Afterwards, for each individual in the population, an offspring
candidate is constructed using the weighted difference of a pair of parent solutions. Then greedy
selection is used to determine if an offspring candidate is accepted or rejected.
In our study, we only use the DE/rand/1/bin scheme, which is the classical version. This
involves the following mutation step at each iteration. For the ith individual (out of a population
of N) X(i) = (X
(i)
1 , . . . , X
(i)
n ), construct a new vector Y(i) =
(
Y
(i)
1 , . . . , Y
(i)
n
)
as
Y(i) = X(R1) + F
(
X(R2) + X(R3)
)
, (2.3)
where R1 6= R2 6= R3 are uniformly sampled from {1, . . . , N} \ {i}, and F is a fixed scaling
factor. After mutation a binary crossover between Y(i) and X(i) is applied, to obtain a trial
vector X˜(i) =
(
X˜
(i)
1 , . . . , X˜
(i)
n
)
; that is,
X˜(i) =
(
B1Y
(i)
1 + (1−B1)X(i)1 , . . . , BnY (i)n + (1−Bn)X(i)n
)
, (2.4)
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where B1, . . . , Bn
iid∼ Ber(p) and p is the crossover factor. The DE algorithm is summarized in
Algorithm 3.
Algorithm 3: The DE Algorithm for Minimization
Input: Objective function S, population size N , scaling factor F and crossover factor p.
Output: {Xbest,t, bt}.
1 Generate a population X(1), . . . ,X(N) via uniform sampling. Set iteration counter t = 1.
2 while not terminate do
3 for i = 1 to N do
4 Mutation: Construct a vector Y(i) as in Eq. (2.3).
5 Crossover: Construct a trial vector X˜(i) by using binary crossover between Y(i) and X(i), as
indicated in Eq. (2.4).
6 Selection: If S(X˜(i)) 6 S(X(i)), set X(i) = X˜(i); otherwise, keep X(i).
7 Set bt = minS(X
(i)) and record the corresponding individual as Xbest,t. Set t = t+ 1.
8 return {Xbest,t, bt}.
Although the DE algorithm is one of the most successful randomized optimization algorithms,
its performance quite relies on the choice of the control variables. In the DE/rand/1/bin version,
there are 3 control variables: the population size N , the scaling factor F , and the crossover
factor p. In many comparative studies for DE performance, the same choice of parameters for
all test functions is used. For example, in [101] all experiments use the setting N = 100, F = 0.5
and p = 0.9.
Even in such settings, DE can outperform many other algorithms in terms of the mean and
variance of the final optimum. In our study, we not only compare the final optimum, but
also the CPU time. To make a fair comparison, it is required to tune the DE parameters as
efficiently as possible. For each experiment, we choose the control parameters based on highly
cited references on the DE algorithm, e.g., [91, 73], and then adjust them to the best we can
find.
The ABC Algorithm
The ABC algorithm is a recently introduced evolutionary algorithm which is based on the
intelligent foraging behavior of honey bees. The idea was first proposed in [41] and then
published in [43]. In the ABC algorithm the objective value is interpreted as the amount of
nectar at a food source (position). Artificial bees fly around in a multidimensional search
space to seek out food sources. The colony contains three groups of bees who do different tasks:
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employed bees are associated with a specific food source, onlookers watch the dance of employed
bees within the hive to choose a food source, and scouts bees search for food sources randomly.
Initially, a population of food source positions is generated randomly. Then, the food sources are
exploited by employed bees and onlooker bees, and their continual exploitation will ultimately
cause the food sources to become exhausted. Once this happens, an employed bee that was
associated with that food source now becomes a scout bee and searches randomly again. The
employed and onlooker bees choose new food sources depending on their own experience and
that of their nest mates, and adjust their positions accordingly. In the basic form of the ABC
algorithm, the number of employed bees and onlooker bees is equal to the number of food source
positions.
There are three main step involved in each search cycle (iteration) of ABC the algorithm:
1. The employed bees are sent to a food source within the neighborhood of their previous
food sources and evaluate the fitness (nectar amounts) of these food sources.
2. The employed bees share this information with the onlooker bees, who will select one
of food sources. Onlooker bees choose a food source within the neighborhood of their
selected food sources and, after visiting, evaluate the nectar amounts at these positions.
3. An employed bee of a food source that has not been replaced for many times becomes a
scout and will search for a new food source randomly in the search space.
An artificial onlooker bee chooses a food source depending on the information (nectar amount)
of each food source, which is communicated by dance by corresponding employed bees in the
previous cycle. To determine to which food source an onlooker bee should go, the information
is transformed into a probability
pi =
Si∑N
k=1 Sk
, (2.5)
where Si is the fitness of the ith food source and i = 1, . . . , N , N is the total number of food
sources. Note that each probability must be positive. If not, it must be converted to a positive
number in such a way that a better food source always has a larger probability to be visited
than a poorer one.
To construct a new food source position Y(i) =
(
Y
(i)
1 , . . . , Y
(i)
n
)
from a previous position X(i) =(
X
(i)
1 , . . . , X
(i)
n
)
, the ABC algorithm uses the following mechanism:
Y
(i)
j = X
(i)
j + φij(X
(i)
j −X(k)j ), (2.6)
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where j is uniformly sampled from {1, . . . , n}, k is uniformly sampled from {1, . . . , N} \ {i}
and φij is a uniform random number on the interval [−1, 1].
To determine whether an employed bee becomes a scout, a control variable, referred to as
“limit”, is used, indicating the maximum number of cycles that a food source can not be
improved. If the food source can not be improved within “limit” trials, the corresponding
employed bee becomes a scout, and is sent to a new food source, whose location is generated
randomly. As indicated in [42], the “limit” can be specified as the product of the number of
food sources and the dimension of the objective function; that is,
limit = N × n . (2.7)
The ABC algorithm is summarized in Algorithm 4.
Algorithm 4: The ABC Algorithm for Minimization.
Input: Objective function S, the number of food sources N .
Output: {Xbest,t, bt}.
1 Generate a set of food sources X(1), . . . ,X(N) via uniform sampling. Set iteration counter t = 1.
2 while not terminate do
3 for i = 1 to N do
4 Produce a new position Y(i) for the employed bee from X(i) by using (2.6).
5 Apply the greedy selection for employed bees: if S(Y(i)) < S(X(i)), set X(i) = Y(i);
otherwise, keep X(i).
6 Calculate the probability pi for each X
(i) according to Eq. (2.5) and i = 1, . . . , N .
7 for i = 1 to N do
8 Draw I from {1, . . . , N} according to probability distribution {pi}. Produce a new position
Y(I) for the ith onlooker bee from X(I), according to Eq. (2.6).
9 Apply the greedy selection for onlooker bees: if S(Y(I)) < S(X(I)), set X(I) = Y(I);
otherwise, keep X(I).
10 If there exists X(k) =
(
X
(k)
1 , . . . , X
(k)
n
)
whose fitness did not improve for a “limit” number of
trials, then set
X
(k)
j = Lowerj + U(Upperj − Lowerj), U ∼ U(0, 1),
for j ∈ {1, . . . , n} and k ∈ {1, . . . , N}. Lowerj and Upperj are given fixed lower and upper bound
on the jth component of the food position.
11 Set the best position Xbest,t and the corresponding fitness bt = S(Xbest,t).
12 Set t = t+ 1.
13 return {Xbest,t, bt}.
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Since the invention of ABC in 2005, it has been well studied. For example, [43] evaluates its
performance and compares it to GA, PSO, and particle swarm inspired evolutionary algorithm
on a limited number of test functions, and [44] compares ABC to GA, DE, PSO and evolution
strategies on a comprehensive set of problems. In the above studies ABC has been found to be
very effective and able to obtain very good results with a low computational cost. Therefore,
involving ABC in our numerical experiments is meaningful. Note that although several modified
versions of ABC algorithms are available, e.g., [32, 45], only the standard ABC is involved in
our research.
In our experiments, we used the MATLAB code of the ABC algorithm version 2, which was released
on Dec.14, 2009 and can be downloaded from the ABC homepage http://mf.erciyes.edu.
tr/abc/. In this implementation, φij in Eq. (2.6) is set to φij = 2(U − 0.5), with U ∼ U(0, 1).
Thus, there is only one control variable left, that is, the number of food source positions N ,
since the “limit” can be determined by Eq. (2.7). Similar with DE, for each problem, a good
parameter will be chosen to guarantee a fair comparison.
2.4 Experiments
2.4.1 Benchmark Functions
To test our proposed algorithm SCO, we used a well-known suite of 23 benchmark functions
that were first introduced in [106] to compare the classical EP and the FEP algorithms. The
same functions were used to compare the performances of DE, PSO, the attractive and repulsive
PSO (arPSO), and a simple EA in [101]. Also, [37] has compared four different Evolutionary
strategies (namely, Canonical ES, Fast ES (FES), Covariance Matrix Adaptation ES (CMAES)
and ES Learned with Automatic Termination (ESLAT)) using these 23 functions. Recently in
[42], the same functions were used to compare the ABC algorithm with many popular evolu-
tionary algorithm, where the results of [37] were also included in the comparison. Because of
the widespread use of this test suite, by directly comparing our algorithm with DE and ABC
only, we can indirectly compare with many other algorithms using the existing comparative
studies. In the numerical experiments we do not make reference to any probability density
function pdf f . Consequently, below we have used the conventional notation f for the objective
function, rather than S.
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The suite of test problems contains a diverse set of functions, including unimodal and multi-
modal functions. Note that we only consider minimization problems. We have conducted two
sets of numerical experiments. In the first set, we have divided the 23 test functions into three
groups: Group A contains functions f1, . . . , f7, which are all unimodal, Group B are functions
f8, . . . , f13, which are multimodal functions with many local minima and Group C (f14, . . . , f23)
are multimodal functions with only a few local minima. Functions in Group B are such that the
number of local minima increases exponentially with the dimension, so they appear to be more
difficult than functions in Group C. Functions in Group A and B are all in 30 dimensions and
functions in Group C are in 2, 4 or 6 dimensions. In the second set, we use 100-D f5, f8, . . . , f13
in order to test the performance of DE, ABC and SCO in high dimensions. The problems in
this set of experiments are much more difficult.
2.4.2 Setting of Experiments
For each function, a level of accuracy is specified. Suppose that the algorithm returns a value γ̂.
For functions whose minimum value is 0, if γ̂ < 10−10 we consider that the minimum solution
has been found. For other functions, whose minimum value is not equal to 0, we consider that
the minimum has been found if γ̂ agrees with the true minimum in at least 8 digits after the
decimal point.
In terms of the algorithms, all the control parameters are specified in a parameter table before
displaying the experimental outcomes. Since [101] has shown that DE can solve all the 23
problems, we first select a good set of control parameters for DE. These parameters are chosen
to make DE work in a stable and efficient manner. The parameters of the ABC and SCO
algorithms are easier to select. For example, the population sizes will be similar to those of
DE. If ABC and SCO fail to converge toward the global minimum within a reasonable CPU
time, we regard the experiment to have failed for such functions and we do not display the
parameters and outcomes. For each experiment, the best performing algorithm is highlighted
in bold.
All the experiments have been coded in MATLAB R2014b, and conducted on a desktop personal
computer with Intel(R) Core(TM) i7-4970 CPU @ 3.60GHz. Each experiment is repeated 10
times independently, and the minimum (Min), mean (Mean), and maximum (Max) of the
function values are reported, as well as the CPU time in seconds (CPU) and the average
number of iterations (T¯ ).
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2.4.3 Experiment Set 1: 30-D or Less Functions
A. 30-D Unimodal Functions
1. The First De Jong function (Sphere):
f1(x) =
n−1∑
i=1
x2i , x ∈ [−100, 100]n. (2.8)
2. The Schwefel Problem 2.22:
f2(x) =
n∑
i=1
|xi|+
n∏
i=1
|xi|, x ∈ [−10, 10]n. (2.9)
3. The Schwefel Problem 1.2:
f3(x) =
n∑
i=1
(
i∑
j=1
xj
)2
, x ∈ [−100, 100]n. (2.10)
4. The Schwefel Problem 2.21:
f4(x) = max{|xi|}, x ∈ [−100, 100]n. (2.11)
5. The Second De Jong function (Rosenbrock):
f5(x) =
n−1∑
i=1
100(xi+1 − x2i )2 + (xi − 1)2, x ∈ [−30, 30]n. (2.12)
6. The Step function:
f6(x) =
n−1∑
i=0
(⌊
xi +
1
2
⌋)2
, x ∈ [−100, 100]n. (2.13)
7. The Forth De Jong function (Quartic with random noise):
f7(x) =
n∑
i=1
(i x4i + η), x ∈ [−1.28, 1.28]n, η ∼ U(0, 1). (2.14)
The experiments in Group A are aimed at testing and comparing the convergence of the three
methods. The parameters of DE are tuned based on the work in [91, 73]. With the selected
2.4. Experiments 25
values, it works efficiently for all 10 runs. A slight decrease in population size may speed up
DE, but may affect convergence. ABC and SCO use the same population size as DE, for fair
comparison.
In our experiments with the function f5, the ABC algorithm can get a solution near the global
minimum, but does not converge toward it within our specified tolerance level, which is in
accordance with [42, 43], so the results were not recorded. For f3 we observed the same phe-
nomenon, so we omitted the results. The control parameters used in these experiments are
summarized in Table 2.1 and the outcomes of the experiments are given in Table 2.2.
Table 2.1: The parameters for the three algorithms for 30-D f1, . . . , f7.
Function n
DE ABC SCO
N F p N N % w
f1 30 30 0.5 0.2 30 30 0.4 0.5
f2 30 30 0.5 0.9 30 30 0.4 0.5
f3 30 30 0.7 0.9 × 30 0.4 0.5
f4 30 30 0.5 0.2 30 30 0.8 0.5
f5 30 50 0.7 0.9 × 50 0.8 0.5
f6 30 30 0.5 0.7 30 30 0.4 0.5
f7 30 30 0.5 0.2 30 30 0.4 0.5
Table 2.2: Results for the 30-dimensional functions f1, . . . , f7. The experiments were repeated 10 times
and the average, minimum, maximum of the objective function were recorded. CPU is the average time
and T¯ is the average numbers of iterations.
Function n Method Min Mean Max CPU T¯
f1 30
DE 8.3296× 10−11 9.2307× 10−11 9.6917× 10−11 1.07 861.4
ABC 3.8247× 10−11 7.8605× 10−11 9.8754× 10−11 1.10 931.1
SCO 1.1478× 10−12 2.8822× 10−11 7.2469× 10−11 0.20 12.6
f2 30
DE 8.3879× 10−11 9.6256× 10−11 9.9970× 10−11 3.96 1636.1
ABC 7.3659× 10−11 8.9666× 10−11 9.9947× 10−11 1.93 1582.5
SCO 2.5659× 10−11 5.5492× 10−11 8.3617× 10−11 0.50 22.8
f3
30
DE 8.9752× 10−11 9.5390× 10−11 9.9600× 10−11 19.79 8640.4
SCO 9.5598× 10−11 9.7618× 10−11 9.9978× 10−11 15.42 848.9
f4 30
DE 9.1888× 10−11 9.5490× 10−11 9.9530× 10−11 8.50 4794.5
ABC 9.2581× 10−11 9.7329× 10−11 9.9771× 10−11 34.63 32224.3
SCO 8.1875× 10−11 9.1788× 10−11 9.9736× 10−11 2.48 299.8
26 Chapter 2. Splitting for Optimization
f5 30
DE 6.8419× 10−11 8.5554× 10−11 9.6158× 10−11 37.94 9455.8
SCO 9.9630× 10−11 9.9726× 10−11 9.9871× 10−11 304.22 6772.7
f6 30
DE 0 0 0 0.68 280.6
ABC 0 0 0 0.31 222.4
SCO 0 0 0 0.086 8.7
f7 30
DE 13.72410384 13.72410384 13.72410384 0.95 381.4
ABC 13.72410383 13.72410384 13.72410384 0.58 359.9
SCO 13.72410383 13.72410383 13.72410383 0.22 6.8
Table 2.2 shows that the DE algorithm and our proposed SCO algorithm can minimize the
seven functions perfectly. Moreover, the SCO algorithm outperforms both the DE and ABC
algorithm for functions f1, . . . , f4, f6, f7 in terms of average CPU time. Even though the ABC
fails in f3 and f5 and perform badly in f4, it is almost two time faster than DE on functions
f2, f6 and f7. DE has best performance in function f5, converging to the global minimum
much faster than the SCO algorithm. Function f5 is the Rosenbrock function, whose global
minimum lies inside a long, narrow and parabolically-shaped flat valley and is very difficult to
find. As indicated in Figure 2.3, although SCO can find the valley region faster than DE, the
convergence rate to the global minimum is slower.
CPU time (s)
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Figure 2.3: Evolution of DE and SCO algorithms for the Rosenbrock function f5
Note that again for some of the functions, decreasing the population size might speed up the
algorithms. However, if the convergence is not affected, all the three methods can work with
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a same population size, so the comparison in CPU time-consuming is still similar to that of
Table 2.2.
B. 30-D Multimodal Functions
The functions f8, . . . , f13 are multimodal with many local minima, and the number of local
minima increases exponentially as the dimension of the function increases. In this group, the
dimensions of f8, . . . , f13 are 30 and the level of accuracy is set to 10
−11. The control variables
of the three methods are indicated in Table 2.3. The parameters of DE algorithm are adapted
from [91, 73]. For the ABC algorithm, the size of the population is 30 in all cases, where the
“limit” is N × n = 90. The SCO algorithm uses the same size of population, and % takes value
1 for f8, . . . , f11 and 0.8 for f12 and f13. The Table 2.4 summarizes the results of ten runs.
1. The Schwefel Problem 2.26:
f8(x) =
n−1∑
i=0
−xi sin
(√
|xi|
)
, x ∈ [−500, 500]n. (2.15)
2. The Rastrigin function:
f9(x) =
30∑
i=1
[
x2i − 10 cos(2pixi) + 10
]
, x ∈ [−5.12, 5.12]n. (2.16)
3. The Ackley function:
f10(x) = −20 exp
−0.2
√√√√ 1
n
n∑
i=
x2i
− exp( 1
n
n∑
i=1
cos(2pixi)
)
+ 20 + e, x ∈ [−30, 30]n.
(2.17)
4. The Griewank function:
f11(x) =
1
4000
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
+ 1, x ∈ [−600, 600]n. (2.18)
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5. The Penalized function 1:
f12(x) =
pi
n
{
10(sin(piy1))
2 +
n−1∑
i=1
(yi − 1)2[1 + 10 sin2(piyi + 1)] + (yn − 1)2
}
+
n∑
i=1
u(xi, 10, 100, 4), x ∈ [−50, 50]n,
(2.19)
where yi = 1 +
1
4
xi and
u(xi, a, k,m) =

k(xi − a)m, xi > a,
0, −a 6 xi 6 a,
k(−xi − a)m, xi < −a.
6. The Penalized function 2:
f13(x) = 0.1
{
sin2(3pix1) +
n−1∑
i=1
(xi − 1)2[1 + sin2(3pixi+1)] + (xn − 1)[1 + sin2(2pixn)]
}
+
n∑
i=1
u(xi, 5, 100, 4), x ∈ [−50, 50]n,
(2.20)
where yi and u are defined as in f12.
Table 2.3: The parameters selection for the three algorithms for 30-D f8, . . . , f13.
Function n
DE ABC SCO
N F p N N % w
f8 30 30 0.5 0 30 30 1 0.5
f9 30 25 0.5 0 30 30 1 0.5
f10 30 20 0.5 0.1 30 30 1 0.5
f11 30 20 0.5 0.1 30 30 1 0.5
f12 30 30 0.5 0.2 30 30 0.8 0.5
f13 30 30 0.5 0.2 30 30 0.8 0.5
Table 2.4: Results for the 30-dimensional functions f8, . . . , f13. The experiments were repeated 10
times and the average, minimum, maximum of the objective function were recorded. CPU is the average
time and T¯ is the average numbers of iterations.
Function n Method Min Mean Max CPU T¯
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f8 30
DE −12569.48661817 −12569.48661817 −12569.48661816 2.30 1087.1
ABC −12569.48661817 −12569.48661817 −12569.48661817 3.13 2015.8
SCO −12569.48661817 −12569.48661817 −12569.48661817 1.69 95.7
f9 30
DE 7.9837× 10−11 9.2210× 10−11 9.9522× 10−11 2.41 1, 171.5
ABC 2.1149× 10−11 5.8284× 10−11 9.9918× 10−11 1.58 1, 273.7
SCO 4.2633× 10−14 3.6740× 10−11 8.9090× 10−11 1.08 93.2
f10 30
DE 9.5295× 10−11 9.8002× 10−11 9.9953× 10−11 2.84 1, 401.9
ABC 7.6178× 10−11 8.9128× 10−11 9.9267× 10−11 5.86 1, 634.6
SCO 2.1953× 10−11 6.5364× 10−11 9.3430× 10−11 1.66 61.7
f11 30
DE 8.2883× 10−11 9.1398× 10−11 9.5228× 10−11 1.52 938.4
ABC 1.6721× 10−11 6.2046× 10−11 9.9988× 10−11 2.15 1, 165.8
SCO 3.8907× 10−12 4.3107× 10−11 8.5327× 10−11 1.42 43.8
f12 30
DE 7.6932× 10−11 9.0782× 10−11 9.9077× 10−11 3.57 840.6
ABC 4.2338× 10−11 7.9264× 10−11 9.8755× 10−11 2.43 834.9
SCO 1.3005× 10−11 6.6929× 10−11 9.6349× 10−11 2.58 33.5
f13 30
DE 7.4773× 10−11 8.8599× 10−11 9.8990× 10−11 3.54 853.5
ABC 3.5438× 10−11 7.1386× 10−11 9.8533× 10−11 2.61 947.3
SCO 2.3145× 10−11 5.6150× 10−11 9.6540× 10−11 2.60 35.0
It is obvious that all the three methods have reached the global optimum for all the 6 functions.
When comparing the average CPU time, the SCO is superior to both DE and ABC on functions
f8, . . . , f11. As for functions f12 and f13, the ABC and SCO perform better than DE. We used
% = 0.8 in SCO for functions f12 and f13, where % = 1 also performs well but is a little slower in
convergence. If so, in terms of CPU time, ABC will outperform SCO on functions f12 and f13.
Thus, for multimodal functions, we recommend to use % = 1 for a safe choice, but also % = 0.8
as a more efficient choice.
C. Low-Dimensional Multimodal Functions
1. The Fifth De Jong function (Shekel’s Foxholes):
f14(x) =
1
0.002 +
∑25
j=1
1
j+
∑2
i=1(xi−aij)6
, x ∈ [−65.536, 65.536]2, (2.21)
where
(a1j) = (c, . . . , c︸ ︷︷ ︸
5 times
), with c = (−32,−16, 0, 16, 32),
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and
(a2j) = (−32, . . . ,−32︸ ︷︷ ︸
5 times
, −16, . . . ,−16︸ ︷︷ ︸
5 times
, 0, . . . , 0︸ ︷︷ ︸
5 times
, 16, . . . , 16︸ ︷︷ ︸
5 times
, 32, . . . , 32︸ ︷︷ ︸
5 times
).
2. The Kowalik function:
f15(x) =
10∑
j=0
(
aj −
x1(b
2
j + bjx2)
b2j + bjx3 + x4
)2
, x ∈ [−5, 5]4, (2.22)
where
(aj) = (0.1957, 0.1947, 0.1735, 0.16, 0.0844, 0.0627, 0.0456, 0.0342, 0.0323, 0.0235, 0.0246),
and
(bj) = (4, 2, 1,
1
2
,
1
4
,
1
6
,
1
8
,
1
10
,
1
12
,
1
14
,
1
16
).
3. The Six-hump Camel function:
f16(x) = 4x
2
1 − 2.1x41 +
1
3
x61 + x1x2 − 4x22 + 4x42, x ∈ [−5, 5]2. (2.23)
4. The Branin–Hoo function:
f17(x) =
(
x2 − 5.1
4pi2
x21 +
5
pi
x1 − 6
)2
+10
(
1− 1
8pi
)
cos(x1)+10, x1 ∈ [−5, 10], x2 ∈ [0, 15].
(2.24)
5. The Goldstein–Price function:
f18(x) =
[
1 + (x1 + x2 + 1)
2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)
]×[
30 + (2x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)
]
, x ∈ [−2, 2]2.
(2.25)
6. The 3-dimensional Hartmann function:
f19(x) = −
4∑
j=1
cj exp
(
−
3∑
i=1
aij(xi − pij)2
)
, x ∈ [0, 1]4, (2.26)
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where
(aij) =

3.0 0.1 3.0 0.1
10 10 10 10
30 35 30 35
 , (cj) = (1, 1.2, 3, 3.2),
and
(pij) = 10
−4

3689 4699 1091 381
1170 4387 8732 5743
2673 7470 5547 8828
 .
7. The 6-dimensional Hartmann function:
f20(x) = −
4∑
j=1
cj exp
(
−
6∑
i=1
aij(xi − pij)2
)
, x ∈ [0, 1]6. (2.27)
where
(aij) =

10 0.05 3 17
3 10 3.5 8
17 17 1.7 0.05
3.5 0.1 10 10
1.7 8 17 0.1
8 14 8 14

, (cj) = (1, 1.2, 3, 3.2),
and
(pij) = 10
−4

1312 2329 2348 4047
1696 4135 1451 8828
5569 8307 3522 8732
124 3736 2883 5743
8283 1004 3047 1091
5886 9991 6650 381

.
8. The Shekel function 5:
f21(x) = −
5∑
j=1
(
(x− aj)>(x− aj) + cj
)−1
, x ∈ [0, 1]4, (2.28)
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where (cj) = (0.1, 0.2, 0.2, 0.4, 0.4, 0.6, 0.3, 0.7, 0.5, 0.5) and
(a1 . . . , a10) = (aij) =

4 1 8 6 3 2 5 8 6 7
4 1 8 6 7 9 3 1 2 3
4 1 8 6 3 2 5 8 6 7
4 1 8 6 7 9 3 1 2 3
 .
Notice that the Shekel function 5 only uses the first 5 columns of the matrix (aij). The
Shekel functions 7 and 10 below use respectively 7 and 10 columns of the same matrix.
9. The Shekel function 7:
f22(x) = −
7∑
j=1
(
(x− aj)>(x− aj) + cj
)−1
, x ∈ [0, 1]4. (2.29)
10. The Shekel function 10:
f23(x) = −
10∑
j=1
(
(x− aj)>(x− aj) + cj
)−1
, x ∈ [0, 1]4. (2.30)
Functions f14, . . . , f23 have low dimensions (2, 4, or 6), but some of them are hard to optimize.
The ABC algorithm fails on f15, which has been shown in [42], so we will not compare the
performance of ABC algorithm for function f15. The parameters of DE algorithm are adapted
from existing experiments in [101, 73] or chosen by us based on the best recommendations we
could find. Table 2.5 summarizes the control variables and the outcomes are in Table 2.6.
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Table 2.5: The parameters for the three algorithms for f14, . . . , f23.
Function n
DE ABC SCO
N F p N N % w
f14 2 20 0.5 0.2 30 30 1 0.5
f15 4 50 0.5 0.9 × 50 0.8 0.5
f16 2 20 0.5 0.9 20 20 0.8 0.5
f17 2 20 0.5 0.9 20 20 0.8 0.5
f18 2 20 0.5 0.9 40 30 0.8 0.5
f19 4 20 0.5 0.9 20 20 0.8 0.5
f20 6 30 0.5 0.2 30 30 0.8 0.5
f21 4 50 0.5 0.7 30 50 0.8 0.5
f22 4 50 0.5 0.9 30 50 0.8 0.5
f23 4 50 0.5 0.9 30 50 0.8 0.5
Table 2.6: Results for functions f14, . . . , f23. The experiments were repeated 10 times and the average,
minimum, maximum of the objective function were recorded. CPU is the average time and T¯ is the
average numbers of iterations.
Function n Method Min Mean Max CPU T¯
f14 2
DE 0.99800384 0.99800388 0.99800399 0.041 35.4
ABC 0.99800384 0.99800385 0.99800388 0.086 37.4
SCO 0.99800384 0.99800386 0.99800396 0.058 21.6
f15
4
DE 3.0749× 10−4 3.0750× 10−4 3.0750× 10−4 0.24 109.9
SCO 3.0750× 10−4 3.0750× 10−4 3.0750× 10−4 7.74 1, 737.7
f16 2
DE −1.03162843 −1.03162813 −1.03162793 0.040 30.2
ABC −1.03162844 −1.03162828 −1.03162802 0.066 38.6
SCO −1.03162837 −1.03162822 −1.03162802 0.031 11.7
f17 2
DE 0.39788974 0.39789434 0.39789878 0.026 32.1
ABC 0.39788757 0.39789190 0.39789544 0.063 50.6
SCO 0.39788844 0.39789201 0.39789541 0.022 14.0
f18 2
DE 3 3 3 0.10 58.4
ABC 3 3 3 2.29 643.4
SCO 3 3 3 0.12 28.8
f19 4
DE −3.86277976 −3.86277974 −3.86277971 0.040 39.3
ABC −3.86277977 −3.86277974 −3.86277971 0.094 115.2
SCO −3.86277978 −3.86277976 −3.86277973 0.033 12.6
f20 6
DE −3.32236570 −3.32236532 −3.32236502 0.14 175.7
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ABC −3.32236708 −3.32236603 −3.32236516 0.098 121.2
SCO −3.32236751 −3.32236642 −3.32236522 0.040 13.9
f21 4
DE −10.15319812 −10.15319325 −10.15319018 0.21 75.3
ABC −10.15319844 −10.15319479 −10.15319066 0.17 109.6
SCO −10.15319937 −10.15319537 −10.15319157 0.13 14.0
f22 4
DE −10.40294054 −10.40294021 −10.40294002 0.22 76.9
ABC −10.40294055 −10.40294031 −10.40294001 0.27 171.6
SCO −10.40294054 −10.40294035 −10.40294001 0.16 17.0
f23 4
DE −10.53640740 −10.53640300 −10.53640021 0.19 63.8
ABC −10.53640776 −10.53640391 −10.53640010 0.27 168.2
SCO −10.53640930 −10.53640507 −10.53640002 0.16 16.5
Among the 10 functions, f15 is challenging for all three methods: ABC fails it; DE and SCO
have risks to get in a poor local minimum. Nevertheless, we still get ten continuous successful
runs for both DE and SCO. However, SCO consumes much more CPU time than DE.
Beside function f15, both DE and SCO could solve all the other functions f14, . . . , f23. For
functions f14, f16, . . . , f19, f22 and f23, the performance of DE and SCO are close and better
than that of ABC. In particular, for function f18, DE and SCO are almost 20 times faster
than ABC. For functions f20 and f21, ABC and SCO are slightly superior to DE. Overall, in
Experiment Set 1, SCO has a better performance than DE and ABC for all the functions except
f14 and f15.
2.4.4 Experiment Set 2: 100-D Functions
This experiment set is to compare the performance of the three methods for high-dimensional
functions. The test functions are some of the most difficult problems in the test suite, namely
f5, f8, . . . , f13 in 100 dimensions.
For function 100-D f5, the population sizes for DE and SCO are increased to 100, while for
the other functions the population sizes for the three methods are exactly the same as in the
30-D case (Table 2.3). Regarding DE, for the 100-D functions f5 and f8, the selection of the
other parameters is slightly different from that in the 30-D case, because DE did not perform
well with the original parameters in terms of finding the minimum and CPU time. All the
parameters are summarized in Table 2.7. The results of the experiments are shown in Table
2.8.
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Table 2.7: The parameters for the three algorithms for 100-D f5, f8 . . . , f13.
Function n
DE ABC SCO
N F p N N % w
f5 100 100 0.5 0.8 × 100 0.8 0.5
f8 100 30 0.7 0.2 30 30 1 0.5
f9 100 25 0.5 0 30 30 1 0.5
f10 100 20 0.5 0.1 30 30 1 0.5
f11 100 20 0.5 0.1 30 30 1 0.5
f12 100 30 0.5 0.2 30 30 0.8 0.5
f13 100 30 0.5 0.2 30 30 0.8 0.5
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Table 2.8: Results for the functions f5, f8, . . . , f13 in 100-dimension. The experiments were repeated 10
times and the average, minimum, maximum of the objective function were recorded. CPU is the average
time and T¯ is the average numbers of iterations.
Function n Method Min Mean Max CPU T¯
f5 100
DE 9.2893× 10−11 9.7321× 10−11 9.9908× 10−11 965.42 48320.8
SCO 6.8320× 10−11 9.6005× 10−11 9.9983× 10−11 1, 464.85 5, 516.6
f8 100
DE −41898.28872722 −41898.28872722 −41898.28872722 17.73 4192.8
ABC −41898.28872724 −41898.28872723 −41898.28872722 16.29 9675.3
SCO −41898.28872724 −41898.28872723 −41898.28872722 9.19 140.0
f9 100
DE 8.3554× 10−11 9.4213× 10−11 9.9936× 10−11 15.28 4, 276.0
ABC 7.6178× 10−11 8.9128× 10−11 9.9267× 10−11 5.77 4342.7
SCO 3.7002× 10−11 5.3482× 10−11 9.7948× 10−11 5.01 92.7
f10 100
DE 9.3967× 10−11 9.7685× 10−11 9.9900× 10−11 12.90 4494.7
ABC 8.9572× 10−11 9.4292× 10−11 9.9637× 10−11 21.69 5675.7
SCO 5.3107× 10−11 7.7458× 10−11 9.8656× 10−11 6.48 72.3
f11 100
DE 9.3395× 10−11 9.6480× 10−11 9.9961× 10−11 9.04 2, 904.5
ABC 6.0127× 10−11 7.8212× 10−11 9.8108× 10−11 7.11 3, 548.3
SCO 2.5731× 10−11 5.9148× 10−11 8.8098× 10−11 4.33 46.3
f12 100
DE 9.6326× 10−11 9.7523× 10−11 9.9364× 10−11 25.67 3, 665.0
ABC 8.3713× 10−11 8.9108× 10−11 9.8624× 10−11 9.32 2, 991.0
SCO 3.4134× 10−11 6.9295× 10−11 9.4202× 10−11 10.38 36.0
f13 100
DE 9.2595× 10−11 9.6520× 10−11 9.9168× 10−11 26.39 3, 748.0
ABC 8.4791× 10−11 9.2497× 10−11 9.7289× 10−11 10.03 3, 230.0
SCO 5.8721× 10−11 7.9251× 10−11 9.4134× 10−11 10.79 40.0
For function 100-D f5, both DE and SCO converged toward the optimum exactly, but SCO
consumes more CPU time. Since ABC failed on 30-D f5, it is not included in the 100-D case.
Overall, for the 100-D functions f8, . . . , f13, all three methods can find the global minimum.
As for the CPU time, the SCO and ABC algorithms perform better than DE, except for f10.
Specifically, on functions f8 and f11, ABC is a little better than DE, but both of them have
worse performance than SCO. For functions f9, f12 and f13, SCO performs quite close to ABC
and they are almost two times faster than DE in CPU time. On function f10, ABC has a lower
performance than SCO and DE, where SCO is two times faster than DE.
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2.5 Discussion and Conclusion
In this chapter we introduced the splitting method for continuous optimization (SCO) and com-
pared its performance with that of the DE and ABC algorithms through two sets of numerical
experiments based on a widely used suite of test functions. All the 23 functions used in first set
of experiments were of dimension 30 or less and these were divided into three groups (A,B,C),
depending on their number of modes. Overall, both SCO and DE could reliably converge to-
ward the minimum values for all 23 functions, while ABC failed on f3, f5 and f15 for various
reasons. From this aspect, SCO outperforms ABC. When also considering the CPU time con-
sumption, SCO performs favorably compared with DE and ABC. In particular, for functions in
Group A, SCO has the fastest convergence rate among the three methods, except for function
30-D f5. Similarly, for functions in Group B, although all three methods work well, SCO is
consistently the best performing. In Group C, except for function f15 where SCO consumes
more CPU time than DE, SCO is the most efficient. The second set of experiments has shown
that SCO also can perform well on high dimensional multi-modal problems, in terms of finding
the optimal solution and CPU time consumption. From the results, it can be concluded that
SCO is competitive with both DE and ABC algorithm on this test suite.
Besides DE and ABC, other algorithms are also worthy to be mentioned and compared. We
do this indirectly via existing comparative studies on the same test suite, e.g., [101, 42, 37].
In [101] the means and standard deviations of the final function values are compared. If the
average of a method is close to the real minimum and the standard deviation is small, then
the method is regarded well-performing. Among the four methods that were compared, DE
was found to be the best-performing algorithm, finding the optimal solution in all cases. In
contrast, the standard PSO could only converge to the minimum value exactly for 3 functions.
Also, arPSO solved 6 of them, while SEA solved 8 functions perfectly. Therefore, from the
perspective of accuracy of the final solutions, SCO performs better than PSO, arPSO, since
SCO can solve all 23 problems.
In [37] various advanced evolution strategies are compared. Again, only means and standard
deviations are compared. The study finds that canonical ES fails on 12 functions, and both
ESLAT and CMA-ES fail on 10 functions, while FEP fails on 9 functions. Also, the perfor-
mance of ABC has also been compared with these methods in [42], where ABC is superior.
Consequently, in this aspect, SCO also has better performance than these methods.
Our work compared the performance of SCO with that of DE and ABC on a large suite of
test functions. In addition to comparing whether an algorithm can find the optimal solution
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reliably, we also compared the speed of the algorithm. From the numerical results we conclude
that SCO is competitive with DE and ABC algorithm in terms of accuracy and speed, at least
for this test suite. When comparing with other methods through some comparative studies
indirectly, the performance of SCO is better than that of the methods mentioned above. SCO
is simple, robust, converges fast and finds the optimal solution accurately. Besides, it has only
a few control parameters which are easy to set and tune.
Chapter 3
Splitting for Multi-objective
Optimization
3.1 Introduction
Many optimization problems arising in science, engineering, economics, finance and logistics,
have multiple, and often conflicting, objectives. It is natural to formulate such problems as
multi-objective optimization (MOO) problems, also known as multi-criteria or vector optimiza-
tion problems. In such problems, the goal is to optimize multiple conflicting objective functions
simultaneously. Unlike single-objective optimization, there does not usually exist a single solu-
tion that optimizes all objective functions, and so one usually has a (possibly infinite) number
of solutions with optimal trade-offs. The set of such solutions is called the Pareto optimal front.
Research that focuses on solving MOPs usually aims to find the Pareto optimal front, which is
a NP-hard problem.
It is, in principle, possible to obtain the Pareto front by solving many single-objective optimiza-
tion problems; each corresponding to a specific preference ordering of the objectives. However,
this is very time-consuming. Instead, it is often useful to take an evolutionary algorithm
approach to find the Pareto front, as such algorithms can deal with the multitude of candi-
date solutions simultaneously. Many multi-objective evolutionary algorithms (MOEAs) have
been proposed over the last two decades; examples are the non-dominated sorting genetic al-
gorithm (NSGAII)[22], Pareto-archive evolution strategy (PAES)[48], multi-objective particle
swarm optimization (MOPSO) [18], multi-objective evolutionary algorithm based on decom-
position (MOEA/D) [107], generalized differential evolution 3 (GDE3) [56], multi-objective
cross-entropy method (MOCE)[99], and multi-objective artificial bee colony (MOABC) [2]. For
40 Chapter 3. Splitting for Multi-objective Optimization
more information on MOEAs, see a recent survey [110]. These algorithms usually originate
from single-objective optimization counterparts.
In [24] a new optimization method was introduced based on the well-known splitting method for
rare-event simulation; see, e.g., [84, Chapter 9] for a recent and detailed description of the split-
ting method. This optimization method, called SCO (Splitting for Continuous Optimization),
has proved to be very successful for solving single-objective optimization problems. However,
it was not clear if and how the method could be generalized to tackle MOO problems. Our
aim in this chapter is to extend the SCO algorithm to the multi-objective case. The resulting
algorithm is called Multi-Objective Splitting (MOS).
Because there is a substantial difference between multi-objective and single-objective optimiza-
tion, the methodology of the single-objective SCO method must be modified significantly to
make the splitting idea work for MOO problems. First, when selecting the “elite set” the tra-
ditional sorting method is not suitable, so we provide a new method for constructing the elite
set. Second, to obtain better candidates in the “splitting stage”, we use a combination of the
global sampling strategy used in [24] and a new local sampling strategy. Third, to keep track
of all the good solutions ever found, we use an external “archive” of solutions.
The rest of the chapter is organized as follows. In Section 3.2, we review the basic knowledge
about Pareto optimality and give the main ideas of how the splitting method from rare-event
simulation can be used as a technique for single-objective optimization. In Section 3.3, the
details of the new MOS algorithm are given, which includes algorithms for the construction
of the elite set, sampling strategies, and rules to update the archive solutions. In Section 3.4
we test the proposed method on a number of benchmark problems from the CEC’09 suite
and compare it with state-of-the-art algorithms. Finally, in Section 3.5, we further analyze
the results of the numerical experiments and discuss the parameter selection of the proposed
methods.
3.2 Preliminaries
In this section, we review the basic facts about Pareto optimality and the splitting method.
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3.2.1 Pareto Optimality
An MOO problem is an optimization problem that involves multiple conflicting objective func-
tions that are to be optimized simultaneously. Without loss of generality, we assume minimiza-
tion throughout this chapter. As in [19], a general MOO problem can be formulated as
min f(x) := (f1(x), f2(x), . . . , fK(x))
s.t. x ∈X ,
(3.1)
where fi, i = 1, . . . , K are the objective functions and K > 2 is the number of objectives.
The vector x = (x1, . . . , xD) is a D-dimensional decision vector and X is the feasible set of
decision vectors that satisfy certain equality or inequality constraints. The minimization of
function vector f(x) means that the K objective functions f1, . . . , fK need to be minimized
simultaneously.
Having several objective functions as in Eq. (3.1), the aim of the optimization problem is not
to find a single optimal solution, but the Pareto optimal set and Pareto front, which are defined
based on the notion of (Pareto) dominance.
Definition 3.1. (Pareto Dominance): A vector y = (y1, . . . , yk) is said to dominate another
vector y′ = (y′1, . . . , y
′
k), denoted by y  y′, if and only if y is partially less than y′; that is, for
all i ∈ {1, . . . , k}, yi 6 y′i and there exists at least one i ∈ {1, . . . , k} such that yi < y′i.
Definition 3.2. (Pareto Optimality): A solution x is said to be Pareto optimal with respect
to X if and only if there is no x′ ∈X such that y′ = f(x′) dominates y = f(x).
In other words, x is Pareto optimal if there exists no feasible decision vector x′ that would
decrease the value of some objective functions without causing a simultaneous increase in the
value of at least one other objective function.
Definition 3.3. (Pareto Optimal Set and Pareto Front): For a given MOO problem, the
Pareto optimal set is defined as
P∗ := {x ∈X : there does not exist a x′ ∈ X such that f(x′)  f(x)},
and the corresponding Pareto Front is defined as
PF∗ := {y = f(x) : x ∈ P∗}.
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Figure 3.1: Pareto optimal set and Pareto Front
In Figure 3.1, the thick curve in the decision space is the Pareto optimal set, and the corre-
sponding curve in the objective space is the Pareto front. The solid points in the decision space
are elements of the Pareto optimal set and their objective vectors lie on the Pareto front in
the objective space. Hollow points are some feasible points in the decision space, which are
associated with some feasible outcomes in the objective space.
In general, the Pareto front of a MOO problem can be convex or non-convex and continuous
or discontinuous. Moreover, similar to single-objective optimization, there can be many local
(suboptimal) Pareto fronts.
The complexity of large search spaces and the intricacy of Pareto optimality make it often
difficult or impossible to find an analytical expression for the Pareto front. However, it is
possible to approximate the true Pareto front by sampling points on or close to the true Pareto
front using a randomized algorithm. Such algorithms generally need to yield points that satisfy
two requirements: they need to converge to the Pareto front and have a good diversity across
the Pareto front. A good MOO solver thus should find a set of points that satisfies these two
features.
3.2.2 Splitting Methods
The problem of minimizing a complicated continuous or discrete real-valued function f(x),
x ∈ X is closely related to the efficient estimation of rare-event probabilities of the form
P(f(X) 6 γ), where X is a random element of X , distributed according to a given probability
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distribution, e.g., the uniform pdf on X . This often involves efficient sampling from the γ level
set {x ∈X : f(x) 6 γ}. By gradually decreasing γ, the level set becomes smaller and smaller
until it only contains elements that lie close to the minimizer of f . For γ close to the minimum
γ∗, the event {f(X) 6 γ∗} will be very rare. To find a minimizer x∗ we could sample a random
vector X conditional on the rare event {f(X) 6 γ∗}. This is the philosophy of using rare-event
simulation for optimization.
When γ∗ is known, the estimation can be done using the Generalized Splitting (GS) method
[13] by sampling iteratively from intermediate (increasingly rare) events {f(X) 6 γt}, for levels
∞ = γ0 > γ1 > . . . > γT−1 > γT = γ∗.
However, in an optimization setting γ∗ is not known and therefore the sequence {γt} needs to
be determined adaptively, which can be done via the Adaptive Multilevel splitting (ADAM)
algorithm, as in [55, 11, 12]. Having an initial sample set of vectors (often called particles)
X0 = {x ∈ X : f(x) 6 γ0}, the ADAM algorithm executes the following two steps at each
iteration t = 0, 1, . . .:
(a) Calculate the function value f(x) for each x ∈ Xt and sort these from smallest to largest.
Let γt+1 be the dNt%e-th smallest function value, where Nt is the size of Xt and % is a
fixed rarity parameter. Define the elite set Et+1 = {x ∈ Xt : f(x) 6 γt+1}.
(b) Split (diversify, enrich) the elite population in Et+1 via some random sampling mechanism,
to create the next population Xt+1. Increase t by one and go to Step (a) unless some
stopping condition is met.
The splitting step can be implemented in different ways, e.g., by running a Markov chain from
each of the elite elements. Often the sampling mechanism is such that each element is split into
a fixed number of samples (fixed splitting factor). In other situations it is useful to keep the
total sample size (the number of elements of Xt) constant, say N . This is called splitting with
a Fixed Effort. One way to “evenly” split N e elite samples into N new samples is by defining
random splitting factors s1, . . . , sNe . . . as follows:
si =
⌊
N
N e
⌋
+Bi, i = 1, . . . , N
e, (3.2)
whereB1, . . . , BNe are identically distributed Bernoulli random variables whose sum isNmodN
e.
Figure 3.2 illustrates how the adaptive splitting method is performed on a typical single-
objective optimization problem in 2-D space. Here, the initial sample set is X0 = {X1, . . . ,X5}.
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Suppose we set % = 0.4, that is, 2 samples are selected to form the elite set. In the first itera-
tion, X1 and X2 are selected and the function value of X1 becomes the first level parameter, γ1.
From both of the elite points we run a Markov chain, whose length is determined by Eq. (3.2),
so that the two elite points are split into a total of five points. From this second generation of
five points the best two points are selected as the new elite points, and the worst function value
of these is taken as the second level parameter, γ2. If the procedure is replicated over and over
again, the points will move toward the optimal level set. 1
x1
x2
γ1 γ2
γ3
X4
X5
X3
X2
X1
Fig. 1 Illustration of the ADAM algorithm in 2-D space with a fixed effort.Figure 3.2: Illustration of the ADAM algorithm in 2-D space with a fixed effort.
3.3 Splitting for Multi-objective Optimization
In this section, we will discuss how to adapt the splitting framework to solve MOO problems.
3.3.1 Splitting with Multiple Objectives
For MOO problems, there is not a unique criterion to determine the intermediate levels sequence
and the corresponding level sets. Also, a good solver needs the simulated points to cover the
true Pareto front in a uniform way. This contrasts with single-objective optimization where the
simulated points are required to converge to a single solution only.
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Nevertheless, the structure of the MOS algorithm is similar to that of the ADAM algorithm.
Starting from an initial sample set X0, the MOS algorithm has the following two phases at each
iteration:
(a) Calculate the function values f(x) for each x ∈ Xt and select the dNt%e “best” samples
as elite set Et+1, where Nt is the size of Xt and % is a fixed rarity parameter.
(b) Split the elite population in Et+1 via some random sampling mechanism, to create the next
population Xt+1. Increase t by one and go to Step (a) unless some stopping condition is
met.
In single-objective optimization, the elite set is formed by the top-ranking samples, measured
by their function value. In a MOO scenario, the fitness of the samples in a population (and
hence their relative rankings) is measured differently. A common approach, see, e.g., [30], is to
express the fitness of a sample x in terms of (1) the number of samples that it dominates and
(2) its diversity, given by  ∑
y : dist(x,y)<ε
max
{
ε− dist(x,y)
ε
, 0
}−1 ,
where dist(x,y) is a normalized distance and ε > 0 is fixed. A low diversity of x indicates that
all neighboring points lie close to x. The overall ranking could, for example, be determined by
scaling the number of dominated samples by their diversity, favoring both high dominance and
high diversity.
We introduce a new method for the elite set selection that does not involve this type of scaling.
All that is needed is to measure the normalized distance dist(x,y) between each pair (x,y) of
samples in the population. How exactly the elite samples are determined in Step (a) will be
detailed in Section 3.3.2.
The splitting step (b) is implemented using a similar randomized sampling scheme as in [24].
In particular, to split the elite set, a random-order Gibbs sampler is used to sample from a
multivariate normal distribution for each elite point. The covariance matrix of the sampling
distribution is diagonal with entries that depend on the other elite points. This sampling
procedure has shown to work well in a single-objective setting. However, for multi-objective
optimization we are not interested in finding a single optimal point, but the entire Pareto
optimal set. If the starting point in the splitting step (b) is already close to the Pareto optimal
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set and also has a reasonable diversity, the diagonal entries of the covariance matrix may be
much larger than the distance to the Pareto optimal set. To improve the performance of the
splitting algorithm for the multi-objective case, we will combine it with a local search technique.
The details of the exact sampling strategy are given in Section 3.3.3.
To further illustrate the workings of the MOS algorithm, consider Figure 3.3, which depicts
a problem with two variables and two objective functions. For simplicity of illustration, the
fitness of a point is only determined by its current dominance-based rank. Non-dominated
points in each generation are selected as elite points. The splitting step is simply implemented
by running a random walk sampler on a continuous state space. However, a new state is only
accepted when it is not dominated by the initial state.
x1
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Decision Space
x1
x2
x3
Pareto optimal set
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y2
Objective Space
Pareto front
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f2
f3
Figure 3.3: Splitting in the decision space and objective space. Initial points are marked with the
symbol ◦. The symbol • and  are splitting points. Solid lines indicate the first generation of
splitting. Dashed lines indicate the second generation. The  points are the non-dominated points
found in each generation.
To be specific, x1,x2 and x3 are the initial points in the decision space, and f1, f2 and f3 are
the corresponding objective vectors in the objective space. From each initial point we run a
Markov chain of length 3, where a new state is accepted with probability 1 if it is not dominated
by its initial state. From the total of 9 splitting points we choose the non-dominated ones (3
 points ) as the elite points. These elite points are the starting points of the next iteration,
where again we run Markov chains of length 3 in the same way. We obtain 9 splitting points
and 4 of them are non-dominated. In the second iteration, the size of the elite set becomes 4.
The corresponding evolution of the objective vectors can be observed in the objective space.
As mentioned before, it is possible to keep a fixed sample size by using splitting with a fixed
effort.
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In addition to the selection of the elites and the specification of the splitting (sampling) step, it
is also of importance to protect the diversity of simulated solutions. In the MOS algorithm, we
use an external archive of fixed size to store good solutions that are found during the execution
of the algorithm. This archive is maintained with a so-called ε-dominance method and updated
whenever a good intermediate point is found. The details of the ε-dominance method are given
in Section 3.3.3.
Having discussed the ingredients of the MOS algorithm, it is time to put forward its details,
which are given in Algorithm 5. Basically, after initialization Algorithm 5 has two iterative
steps:
1. Evaluate the values of the objective functions for each sample, and choose the elite set
via Algorithm 6.
2. Split the elite set to create the next population using sampling methods given in Algo-
rithm 7 and Algorithm 8, both of which update the archive using Algorithm 9.
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Algorithm 5: Multi-objective Splitting (MOS)
Data: Sample size N , rarity parameter %, initial external archive A, local search range vectors
V0 = [v1; . . . ;vN ] and global search factor w, global search probability Pg, acceptance
probability Ped, upper bound u and lower bound l on the objective functions
Result: Final external archive A.
1 Generate X0 = [x1; . . . ;xN ] from the feasible domain X . Set t = 0 and N e = dN%e.
2 Evaluate the objective vectors Ft = [f1; . . . ; fN ], where fi = f(xi) for each i = 1, . . . , N .
3 while the stopping criterion is not met do
4 Construct the elite set as in Algorithm 6 and output the elite set Et+1 and the corresponding
objective vectors Fet+1 and local search range vectors Vet+1. Let f (i) be the objective vector
corresponding to x(i)
5 Compute the splitting factors st+1,i for each x
(i) ∈ Et+1 as in Eq.(3.2), where i = 1, . . . , N e.
6 for i = 1 : N e do
7 Let x = x(i) and f = f (i)
8 Select R uniformly from the set {1, . . . , N e} \ {i} and compute σ(i) via Eq.(3.4).
9 for j = 1 : st+1,i do
10 Let the local search range vector be v = v(i) ∈ Vet+1 and the indicator vector of
improvement be [I1, . . . , ID] = [0, . . . , 0].
11 for try = 1 : maxTry do
12 Generate a random order r = [r1, . . . , rD]
13 for d = 1 : D do
14 if Ird 6= 0 then break the loop and update rd+1
15 Generate a random number U ∼ U(0, 1)
16 if U < Pg then
17 [x, f , A, Ird ] = GlobalSearch(x, f ,σ
(i), rd, Ped, A) (Algorithm 7)
18 else
19 [x, f , A, Ird ,v] = LocalSearch(x, f ,v, rd, Ped, A) (Algorithm 8)
20 if j > 2 then
21 Compute the distance dist
(
f , f (i)
)
as in Eq.(3.3)
22 if dist
(
f , f (i)
)
6 γt then
23 Set x = l+ (u− l)diag(U), where U ∼ U(0, 1)D. Let f be the corresponding
objective vector.
24 Add x to Xt+1, f to Ft+1, and v to Vt+1.
25 Set t = t+ 1.
Algorithm 5 takes the following input. The sample size N and rarity parameter % are control
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parameters of the splitting step. The size of the elite set N e is determined by N e = dN%e. At
each iteration the sample set Xt is stored as a N × D matrix [x1; . . . ; xN ]. The input vector
vi = [vi,1, . . . , vi,D] is the initial local sampling range vector of xi for i = 1, . . . , N , where vi,j is
the local sampling range of the j-th component of xi, j = 1, . . . , D. A global search factor w
is controlling the values of the standard deviation vectors of the global sampling distributions.
The vectors u = [u1, . . . , uD] and l = [l1, . . . , lD] contain, for each dimension, the upper and
lower bounds that any of the objective functions can take. Note that all vectors are row vectors.
The external archive A is used to store good solutions, including both the decision vectors and
the corresponding objective vectors, for example, A = [x̂1, ŷ1; x̂1, ŷ1; . . .]. It is initialized by an
empty collection.
In iteration t = 0, the initial sample set X0 is randomly and uniformly generated from the
feasible domain X . After evaluation of the objective functions for each sample, the decision
variables xi and objective values fi are stored in the external archive A, for i = 1, . . . , N . The
elite set is selected according to Algorithm 6, where bad points are discarded based on distance
and dominance rank, and the remaining ones are selected. In this implementation, we wish to
use the framework with fixed effort, so the quota of N new samples is evenly allocated amongst
the N e elite samples.
For running the Markov chains, we use a Gibbs-like sampler, where each component of an elite
sample is updated in a random order. For each component, there are two strategies to search
better for updates: global sampling in Algorithm 7 and local sampling in Algorithm 8. The
global sampling will be used with probability Pg and the local sampling with 1 − Pg, where
Pg can simply be set to 0.5. For the global procedure, samples are drawn from a normal
distribution specified by a standard deviation vector that depends on a randomly selected elite
point, while for the local sampling procedure, the sampling range will be fixed, controlled by a
local sampling range vector. The details will be elaborated in Section 3.3.3. Once good updates
have been obtained, the intermediate (candidate) points will be checked to see if they could be
put into the external archive. This is implemented in Algorithm 9. Finally, if in the Markov
chain sampling the second splitting point is very close to the starting point, then the second
point will be replaced with a random point so as to protect the diversity of the sample.
3.3.2 Construction of Elite Set
The selection of the elite points is a very important ingredient in the MOS method. Its single-
objective counterpart, the SCO algorithm, simply discards the samples with the worst objective
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function values and keeps the rest as the elite samples. However, for multi-objective optimiza-
tion it is difficult to define the fitness of each individual in a population of points that are
not on the Pareto front. In many multi-objective evolutionary algorithms (MOEA), scaling
techniques are used to sort the individuals in the objective space before selection, based on
the number of samples that are dominated by a solution, or the number of samples that the
solution dominates. The computational order of these method is usually O(N2), where N is
number of individuals. As for diversity preservation, there are various techniques available for
MOEAs, including fitness sharing/niching, crowding/clustering, and relaxed dominance. The
dominance ranking and diversity maintenance techniques usually work together to provide a
diversity of points that are approximately uniformly distributed over the real Pareto front.
In the MOS algorithm we did not implement a dominance-based ranking criterion to select the
elite samples, as we found that some points with a bad ranking at the beginning could still split
into points that reached the Pareto optimal set, while initially good ranking points could prove
to be of little value later on. Instead, we introduce a new method of elite set selection.
Specifically, suppose we are given N samples x1, . . . ,xN and their corresponding objective
function vectors f1, . . . , fN , where fi = [fi,1, . . . , fi,K ], for i = 1, . . . , N . We then evaluate the
normalized Euclidean distance between each pair of solutions in the objective space as follows:
M(i, j) := dist(fi, fj) :=
√√√√ K∑
k=1
(
fi,k − fj,k
fmax,k − fmin,k
)2
, (3.3)
where fmax,k = maxi=1,...,N fi,k and fmin,k = mini=1,...,N fi,k, i = 1, . . . , N − 1, j = i + 1, . . . , N
and k = 1, . . . , K. All other entries are set to 0, so that matrix M is upper-triangular.
From matrix M we first find the pair of solutions xi and xj whose corresponding objective
vectors fi and fj have a distance smaller than any of the other pairs. We then compare the
dominance relation between them. If one is dominated by another, then we discard the dom-
inated one. If they do not dominate each other, then we randomly discard one. Next, we
take the pair with the second shortest distance and repeat the procedure, and keep doing so
until certain proportion of solutions are discarded. Finally, we set threshold γt as the distance
between the last compared pair. Note that γt is therefore a completely different level threshold
than in the single-objective SCO algorithm. It is primarily used to measure the crowdedness
of consecutive points in the splitting step. The details are described in Algorithm 6.
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Algorithm 6: Construction of the elite set Et+1
Data: The tth population Xt and the corresponding set of objective vectors Ft
Result: The elite set Et+1, the corresponding set of objective vectors Fet+1, the local sampling ranges
Vet+1, and the distance threshold γt+1
1 Compute the distance matrix M as in Eq.(3.3)
2 Set the initial row index as Ir = {1, . . . , N − 1}, and the column index as Ic = {i+ 1, . . . , N} for each
i ∈ Ir
3 for k = 1 : bN(1− %)c do
4 Find the subscript (i, j) = argmin(i,j)∈Ir×IcM(i, j) and set γt+1 = M(i, j)
5 Compare the dominance between xi and xj
6 if fi ≺ fj or fj ≺ fj then
7 Discard the dominated one
8 else
9 Randomly choose one
10 Let r denoted the index of the discarded point
11 Ir = Ir \ {r} and Ic = Ic \ {r}
12 Let Ie = Ir ∪ Ic be the index of elements in Xt to be selected in elite set Et+1. Identify Fet+1 and Vet+1.
By using Algorithm 6 to form the elite sets, we maintain a high diversity of objective values in
the objective space.
3.3.3 Sampling Strategies
This section describes how an elite point x(i) is randomly “split” into multiple points. Following
[24], the idea is to split the initial point by updating only one of its components each time,
using a multivariate normal distribution with mean vector µ(i) = x(i) and diagonal covariance
matrix diag((σ(i))2), where the vector of standard deviations σ(i) is defined as follows:
σ(i) = w |x(i) − x(R)| := w

|x(i)1 − x(R)1 |
|x(i)2 − x(R)2 |
. . .
|x(i)n − x(R)n |
 , i = 1, . . . , N e, (3.4)
where w is a scale factor, and x(R) is a uniformly selected elite point other than x(i). As
shown in numerical experiments, the SCO algorithm in [24] for single-objective optimization
converges to a global optimum very efficiently and accurately, as a result of good balance
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between exploration and exploitation. Note that the sampling distribution for each elite point
is randomly determined by the other elite points, such that it can guarantee that the mixture
sampling distributions of all elite points cover the whole level set. If the corresponding standard
deviation is relatively small, the algorithm samples locally, whereas a large standard deviation
increases the chance of sampling globally. As the level set is shrinking, the standard deviations
will decrease as well. This makes it easy to find the optimum in a region that contains the
global optimum.
For multi-objective optimization, the above sampling strategy needs to be modified, because
the algorithm usually keeps the solutions with larger distances when constructing the elite set in
Algorithm 6. As a result, the standard deviations of sampling distributions are always relatively
large and a local search cannot be achieved adequately.
Therefore, in the MOS algorithm, we combine the above “global” Gibbs sampling strategy of [24]
with the “local” LS1 strategy in [98], where sampling is performed via a uniform distribution.
Algorithm 7 describes how the dth component of a current decision vector x = [x1, . . . , xD] is
updated for the global strategy. The trial (proposal) vector x˜ is initialized as x˜ = x. Then, the
dth component of x˜ is updated by setting
x˜d = xd + σ
(i)
d Z, Z ∼ N(0, 1), (3.5)
where σ
(i)
d is the dth component of σ
(i) and σ(i) is computed according to Eq.(3.4). With some
abuse of notation, let f = f(x) and f˜ = f(x˜). If f˜ ≺ f , then x˜ is accepted as an intermediate
point. If f˜ and f do not dominate each other, then the x˜ has a probability Ped (“ed” stands for
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“equal dominance) to be accepted as the next point.
Algorithm 7: The dth component is sampled from a Gaussian distribution
1 function GlobalSearch(x, f ,σ, d, Ped, A)
2 Set x˜ = x, f˜ = f , and Id = 0
3 Update the dth component of x˜: set x˜d = xd + σdZ, where Z ∼ N(0, 1)
4 if x˜d < ld or x˜d > ud then
5 x˜d = ld + U (ud − ld), where U ∼ U(0, 1)
6 Evaluate the new objective vector f˜ and check the dominance between x and x˜
7 if f˜ ≺ f then
8 Add [x˜, f˜ ] to A, and update A based on Algorithm 9
9 Set x = x˜, f = f˜ , and Id = 1
10 else if f and f˜ do not dominate each other then
11 Add [x˜, f˜ ] to A, and update A based on Algorithm 9
12 Draw U ∼ U(0, 1)
13 if U < Ped then set x = x˜, f = f˜ and Id = 1
14 return x, f , A, Id
Algorithm 8 is used to update the dth component of a decision vector x in a different, more
localized, manner. Instead of using a normal distribution as in Algorithm 7, here we use a
uniform distribution to sample updates. Vector v = [v1, . . . , vD] is to control the parameters of
the uniform distributions (one for each component), where each vd can be negative or positive. If
vd > 0, the sampling distribution is U(xd, xd+vd); otherwise, it is U(xd+vd, xd). The candidate
solutions are accepted in the same way as in Algorithm 7; that is, better solutions in terms of
dominance are always accepted, and equally good solutions are accepted with probability Ped.
If the candidate solution is dominated by the current one, the sampling region will shrink a
little (by a factor of 0.8 in the algorithm, unless |vd| is very small, when it will be reinitialized
with vd = 0.4× (ud − ld) ) and go to its negative side.
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Algorithm 8: The dth component is sampled from a Uniform distribution
1 function LocalSearch(x, f ,v, d, Ped, A)
2 Set x˜ = x, f˜ = f , and Id = 0
3 Update the dth component of x˜: set x˜d = xd + vdU , U ∼ U(0, 1)
4 if x˜d < ld or x˜d > ud then
5 x˜d = ld + (ud − ld)U , U ∼ U(0, 1)
6 Evaluate the new objective vector f˜ and check the dominance between x and x˜
7 if f˜ ≺ f then
8 Add [x˜, f˜ ] into A, and update A based on Algorithm 9
9 Set x = x˜, f = f˜ and Id = 1
10 else if f(x˜) and f(x) do not dominate each other then
11 Add [x˜, f˜ ] into A, and update A based on Algorithm 9
12 Draw U ∼ U(0, 1)
13 if U < Ped then set x = x˜d, f = f˜ and Id = 1
14 else
15 Set vd = −0.8× vd
16 if |vd| < 10−8 then set vd = 0.4× (ud − ld)
17 return x, f , A, Id,v
3.3.4 Archive Update
The MOS algorithm is using a fixed-size external archive to store the good solutions, and we
use the ε-dominance method to maintain the archive. The method has been introduced in
[68]. Generally, in the ε-dominance method, each dimension of the objective space is sliced into
intervals of size ε. When a new candidate comes into the external archive, the first thing to
be done is to identify to which box (K-dimensional hypercube) it belongs. If the box is empty
and not dominated by other non-empty boxes, then this candidate is put into the external
archive. Dominance between boxes is similar to dominance between vectors. For example, in
two dimensions, the box (2 ε, 2 ε) dominates the boxes (2 ε, 3 ε) and (3 ε, 2 ε). If the box of
the new candidate is dominated by some non-empty boxes, then reject it. If the box is not
dominated by others and is non-empty, and if the candidate is closer to the left corner, then
accept it to replace the worst candidate of that box; otherwise, reject it. The details are as in
Algorithm 9. For more information about the ε-dominance method, we refer to [68, 49].
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Algorithm 9: Archive update using the ε-dominance method
Data: An ε-grid on the objective space, external archive A, a new solution x′ and its objective
vector f ′
Result: A
1 Identify the box b′ that contains f ′
2 if The box b′ is empty then
3 Check the dominance between box b′ and other non-empty boxes
4 if box b′ is dominated by other non-empty boxes then
5 Reject b′ and eliminate box b′ from the grid
6 else
7 Accept x′ and f ′, and eliminate the dominated non-empty boxes and the members insides
8 else
9 Check the dominance between x′ and other solutions in box b′
10 if one solution is dominated by another in the box then
11 Reject the dominated one
12 else
13 Keep the closest one to the left corner and remove other one
3.4 Numerical Experiments
3.4.1 Benchmarks and Metrics
The CEC’09 benchmark has introduced a set of complex test problems with and without con-
straints for MOO competition. They are frequently used to assess the performance of MOO
algorithms. In this section, we use the ten unconstrained problems from the CEC09 test suite to
evaluate the performance of the MOS algorithm. Among the ten problems, UF1-UF7 have two
objectives and UF8-UF10 have three objectives. All the problems have 30 decision variables.
The complete set of benchmark problems can be found in [109].
To assess the performance, we use the Inverted Generational Distance (IGD) value to measure
the average Euclidean distance between the true Pareto front and the results obtained by MOS
algorithm. Let P̂F∗ be a set of uniformly distributed points along the true Pareto front PF∗ in
the objective space (which is known for this competition), and let PF ′ be the set of approximate
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points produced by MOO solvers. The IGD is defined as
IGD(PF ′, P̂F∗) =
∑
p∈P̂F∗ d (p,PF ′)
|P̂F∗|
, (3.6)
where d (p,PF ′) is the Euclidean distance between the vector p and its nearest point in the
set PF ′.
The IGD metric has been used in the CEC’09 competition, so using IGD to measure performance
of MOS algorithm allows us to compare with other methods easily.
3.4.2 Experiments and Comparison
The numerical experiments will be run for two settings. The first setting is the same as in
the CEC’09 competition, where the maximum number of function evaluations is 300,000. The
performance is compared with methods in [2, 108, 56, 98, 65, 64]. The second setting is the
same as that used in [74]. That is, the maximum number of function evaluations for two and
three-objective problems are 50,000 and 150,000 respectively. Moreover, the MOS algorithm is
compared with state-of-the-art modifications of some famous methods, e.g., [22, 107, 62].
The experiments have been coded in MATLAB R2014b, and were conducted on a desktop
personal computer with Intel(R) Core(TM) i7-4970 CPU @3.60GHz. Each experiment was
independently repeated 30 times, and the average IGD value was reported. The control pa-
rameters of the MOS algorithm were set as follows: sample size N = 100, rarity parameter
% = 0.9, global search factor w = 1, and local search range vectors V = [v1; . . . ; vN ], where
vi = [vi,1, . . . , vi,D] and vi,j = 0.4 × (uj − lj) for i = 1, . . . , N and j = 1, . . . , D. The uj and lj
are the upper and lower bounds of the j-th component.
The results for the compared methods were obtained from two key references [74, 2], which are
summarized in Tables 3.1 and 3.2 respectively. The best performances are shaded with gray
and the top three performances are written in bold.
3.4.2.1 Experimental setting 1
In this setting, all methods have a maximum of 300,00 function evaluations. In Table 3.1, the
IGD results of the MOS algorithm are shown in the first column, averaged over 30 independent
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runs. The other results in Table 3.1 were taken from [2]. The maximum number of non-
dominated points used to calculate IGD value is 100 for seven two-objective problems and 150
for three three-objective problems. In the CEC’09 competition, the best 5 algorithms on a final
ranking of the unconstrained problems are MOEA/D [108], MTS [98], DMOEADD [65], Liuli
[64] and GDE3 [56], all of which are included in our comparison. We also include MOABC [2]
since it performs well on the test functions and can beat other algorithms on some problems.
Table 3.1: Mean of the IGD values over 30 runs
Function MOS MOEA/D GDE3 MTS DMOEADD Liuli Alg MOABC
UF1 0.00574 0.00435 0.00534 0.00646 0.01038 0.00785 0.00618
UF2 0.00605 0.00679 0.01195 0.00615 0.00679 0.01230 0.00484
UF3 0.05096 0.00742 0.10639 0.05310 0.03337 0.01497 0.05120
UF4 0.04280 0.06385 0.02650 0.02356 0.04268 0.04350 0.05801
UF5 0.06904 0.18071 0.03928 0.01489 0.31454 0.16186 0.07775
UF6 0.03602 0.00587 0.25091 0.05917 0.06673 0.17555 0.06537
UF7 0.00889 0.00444 0.02522 0.04079 0.01032 0.00730 0.05573
UF8 0.05491 0.05840 0.24855 0.11251 0.06841 0.08235 0.06726
UF9 0.03371 0.07896 0.08248 0.11442 0.04896 0.09391 0.06150
UF10 0.12310 0.47415 0.43326 0.15306 0.32211 0.44691 0.19499
As shown in Table 3.1, MOEA/D produces the best results for four problems, i.e., UF1, UF3,
UF6 and UF7, while MOS outperform the other methods on three problems, i.e., UF8, UF9 and
UF10. The MTS algorithm performs best on UF4 and UF5, and MOABC gives the best results
for UF2. Note that the MOS algorithm was ranked in the top three for nine of ten problems.
By comparison, the MOEA/D, MOABC and MTS algorithms performed as one of the top
three algorithms for five of the ten problems. The GDE3, DMOEADD and Liuli algorithms
performed less well. Overall, in terms of IGD value, the MOS algorithm was competitive with,
and sometimes improved on, the popular MOEA/D and MTS algorithms.
It is interesting to see that for all the three-objectives problems (UF8, UF9 and UF10) MOS
obtained the best results. A possible reason could be that MOS uses a Gibbs-like sampler
in the search scheme, which is particularly suitable for these three problems. And the good
balance between exploration and exploitation in the sampling of the MOS algorithm makes it
more successful than, for example, MOABC, which also updates the samples in a component-
by-component manner.
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3.4.2.2 Experimental setting 2
In this setting, the maximum number of function evaluations is 50,000 for the two-objective
problems and 150,000 for the three-objective functions. Since [74] did not specify the maximum
size of non-dominated set that was used to calculate IGD values, we keep here the same number
of non-dominated points as in previous experiments. The results are summarized in Table 3.2.
The means and standard deviations of the IGD values of the MOS algorithm are based on 30
independent replications, while all other data are extracted from [74].
Table 3.2: Mean and standard deviation of the IGD values over 30 runs
Function
MOS NSGA-II MOEA/D NSGA-II NSGA-II(S) MOEA/D MOEA/D
ACGDE ACGDE DE SBX DE SBX
mean(std) mean(std) mean(std) mean(std) mean(std) mean(std) mean(std)
UF1
0.0226 0.0528 0.0448 0.0603 0.1230 0.0475 0.1568
(0.0026) (0.0148) (0.0155) (0.0318) (0.0318) (0.0372) (0.0652)
UF2
0.0139 0.0205 0.0195 0.0429 0.0481 0.0426 0.0640
(0.0015) (0.0027) (0.0039) (0.0047) (0.0125) (0.0316) (0.0310)
UF3
0.1521 0.0947 0.1306 0.1515 0.2179 0.1513 0.3064
(0.0213) (0.0139) (0.0398) (0.0271) (0.0666) (0.0688) (0.0300)
UF4
0.0580 0.0410 0.0436 0.0723 0.0533 0.0866 0.0560
(0.0026) (0.0003) (0.0014) (0.0078) (0.0018) (0.0104) (0.0034)
UF5
0.4053 0.2870 0.4654 0.8494 0.3257 0.7643 0.4318
(0.0543) (0.0932) (0.0974) (0.1698) (0.0943) (0.1307) (0.0812)
UF6
0.2604 0.1576 0.2893 0.4181 0.2302 0.4386 0.4374
(0.0351) (0.0849) (0.1694) (0.0819) (0.0680) (0.2206) (0.1509)
UF7
0.0507 0.0262 0.0521 0.0437 0.2359 0.1018 0.3536
(0.0245) (0.0071) (0.0882) (0.0422) (0.1447) (0.1648) (0.1552)
UF8
0.0691 0.1383 0.1045 0.1520 0.2194 0.0911 0.148
(0.0063) (0.0420) (0.0112) (0.0300) (0.0098) (0.0124) (0.0358)
UF9
0.0424 0.1776 0.076 0.1938 0.1635 0.1065 0.134
(0.0056) (0.1091) (0.0401) (0.0646) (0.0491) (0.0452) (0.0624)
UF10
0.1900 0.6440 0.2481 2.4308 0.3236 0.5826 0.2937
( 0.0188) (0.2715) (0.066) (0.1848) (0.0703) (0.0716) (0.1304)
As indicated in Table 3.2, both MOS and NSGA-II with ACGDE performed best in five out of
ten problems. In eight cases MOS was ranked in the top three. In comparison, NSGA-II was
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in the top three in six cases and MOEA/D with ACGDE in seven cases. The other algorithms
performed less well.
In this experimental setting, despite the fact that the performance of MOEA/D improved by
combining it with the ACGDE operator, the MOS algorithms surprisingly outperformed other
methods on problems UF1 and UF2. The conclusion is that MOS reaches a good solution
sooner (with fewer iterations). However, after analyzing the evolution of the level sets in the
MOS algorithm, we found that after certain iterations the improvement of the level sets became
very minor. That is, few of new non-dominated points were found by increasing the function
evaluation number. Therefore, after a certain number of function evaluations, MOEA/D will
exceed MOS (if given enough function evaluations). On the problems UF8, UF9 and UF10, the
MOS algorithm was still the best one among these methods.
3.5 Conclusion
In this chapter, we have put forward a novel multi-objective splitting (MOS) method. The
performance of MOS depends on several control parameters, which are very easy to tune. The
local search range vector could always be initialized with 40% of the feasible region for each
dimension. The global search factor (w) can be set to 1 for multi-objective optimization prob-
lems. The sample size and rarity parameter should be adjusted correspondingly; for example,
if the rarity parameter is small, then sample size should be relatively large. The grid size ε
for the external archive is also of importance for controlling the diversity of the non-dominated
solutions found. Through a set of popular benchmark problems, MOS has been compared with
some famous and successful methods, and was shown to produce competitive and sometimes
superior results.
Beside the numerical performance, more properties of MOS need to be studied in future work.
For example, given a sufficient number of function evaluations, what is the convergence be-
haviour of the MOS algorithm? Also, the time and space complexities are interesting to analyze.
A future study aims to investigate more closely the probabilistic reasons why MOS performs
so well under certain conditions.
Chapter 4
CE method for Laguerre Inverse and
Approximation problems
4.1 Introduction
The Voronoi tessellation of a given set of generator points in the Euclidean plane divides the
plane into disjoint cells (regions, tiles), such that, for all points in a cell, the Euclidean dis-
tance to the generator point within that cell is less than the distance to all other generator
points. Applications of Voronoi tessellations may be found in fields as diverse as computational
geometry, cell-biology, architecture, image analysis, ecology, and materials science. Various
generalizations of the Voronoi tessellation have been proposed and investigated to better fit
tessellations appearing in nature. These include tessellations that use different distance metrics
and tessellations that use different geometric objects (e.g., lines and areas, instead of points);
see, for example, [72].
An important generalization is the Laguerre tessellation, also called power diagram, which
employs weighted generator points and uses the power distance to measure the proximity of
points; see, e.g., [72, 7, 58]. It has been shown that many convex tessellations in three or
more dimensions are Laguerre tessellations (see [58]), and also in two dimensions Laguerre
tessellations are common. In addition, Voronoi tessellations in a number of non-Euclidean
geometries can be represented as Laguerre tessellations (see [94]). For these reasons, Laguerre
tessellations have been a popular choice for modeling polycrystalline grain structures [28, 97,
95, 96, 105, 90] and other materials, such as foams [61, 60, 63].
In the statistical analysis of spatial data described by Laguerre tessellations (for example, in
the study of microscopic materials and cell-tissue), it is often the case that the positions of the
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generator points are unknown. Knowledge of these sites is useful for statistical inference on
the properties of random tessellations. In order to describe a tessellation by a set of generating
points, an inverse problem needs to be solved, where a set of generating points that produce
the observed cells must be found. The Voronoi inverse problem (VIP) is well-studied; see, for
example, [5, 27, 8, 36, 86, 1]. However, Laguerre inverse problem (LIP) seems to be much less
studied. Only recently, [26] suggested a method to find solutions to the LIP, where the LIP was
formulated as a minimization problem and CE method was applied to solve it. The method
was given in 2 dimensions, but also applicable for high dimensions.
In the LIP, the tessellation is assumed to constitute perfect descriptions of the observed cells.
However, this assumption is not true when dealing with tomographic data, which is distorted
by noise and also contains imprecision arising from discretization during the imaging process.
Note that real-world materials can not be perfectly described by Laguerre tessellations. These
limitations mean that the methods which attempt to invert a tessellation extracted from the
tomographic data can not result in good fits. Instead, finding a set of generators that can
produce a Laguerre tessellation that is as close as possible to the tomographic data of the
material is meaningful in practice. This problem is called Laguerre approximation problem
(LAP). In [88] the LAP problems was also formulated as a minimization problem and solved
with CE method.
The rest of chapter is structured as follows. In Section 4.2, we review some key properties of
Laguerre tessellations. In Section 4.3, we give the problem description of LIP and provide a
simple algorithm to generate possible solutions to a given LIP. The details of CE method for
finding generator points that minimize the maximum weight (radius) of the Laguerre generator
points will be given. Section 4.4 gives a complete formulation of LAP and adapts CE method
for solving the optimization problem. The results for a numerical example with experimental
data demonstrates the effectiveness of our approach.
4.2 The Laguerre Tessellation
A Laguerre tessellation, also called a power diagram or a Laguerre diagram, is a weighted
version of the Voronoi tessellation. In this section we introduce the mathematical notation
and review some basic facts about these objects. See [72] and [7] for more details on Laguerre
tessellations.
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The Voronoi tessellation is defined by a locally finite set of generating points, {xi}i∈I , where
I ⊆ N. The cell corresponding to the ith generating point, xi ∈ Rd, is given by
Ci = {y ∈ Rd : ‖y − xi‖ 6 ‖y − xj‖ for all j ∈ I} , (4.1)
where ‖ ·‖ is the Euclidean norm on Rd. In the case of the Laguerre tessellation, the generating
points, {(xi, wi)}i∈I , are weighted. The generating point of the ith cell is given by (xi, wi) ∈
R3 × R. In defining the cells, the Euclidean norm used in (4.1) is replaced by the so-called
power distance
pow(y, (x, w)) = ‖y − x‖2 − w .
The cells of the Laguerre tessellation, {Ci}i∈I , are then defined by
Ci = {y ∈ Rd : pow(y, (xi, wi)) 6 pow(y, (xj, wj)) for all j ∈ I} ,
for all i ∈ I. Given the generator points, the faces of the cells can be computed efficiently; see,
e.g., [7, 92, 39].
When the weights of the generating points are positive, the points have a geometric interpreta-
tion as spheres. That is, we can represent a generating point, (xi, wi), as a sphere with center xi
and radius ri =
√
wi. In the following, we will only consider sets of generating points which can
be represented by spheres. We will write (xi, ri) for the sphere representation of the generating
point (xi, wi).
The boundary between two adjacent cells generated by spheres (xi, ri) and (xj, rj), consists of
all points z ∈ Rd such that pow(y, (xi, ri)) = pow(y, (xj, rj)). That is, given two generating
points, we consider the separating plane given by
Pi,j = {y ∈ R3 : n>i,jy + bi,j = 0} ,
where
ni,j =
2 · (xj − xi)
‖2 · (xj − xi)‖
is the (unit) normal vector of Pi,j and
bi,j =
‖xi‖2 − ‖xj‖2 + r2j − r2i
‖2 · (xj − xi)‖
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is the offset value; see, e.g., [59, Section 2.1] for more details. The plane Pi,j defines a half-space
Hi,j = {y ∈ R3 : n>i,jy + bi,j 6 0} ,
which covers the cell Ci. Note that the intersection of all such half-spaces,
⋂
k∈I\{i}Hi,k, defines
the cell Ci. Because the normal vectors are taken to be unit vectors, the distance from an
arbitrary point, x ∈ R, to the plane Pi,j is given by
d(x, Pi,j) = |n>i,jx + bi,j| . (4.2)
Note that each cell of a Voronoi tessellation contains its generating point, while the generating
points of a Laguerre tessellation may not be contained in their corresponding cells. In some
cases, a generating point of a Laguerre tessellation may not even produce a cell. That is, it is
possible that there is at least one point, (xi, wi), such that Ci = ∅; see, for example, Figure 4.1
from [7].
In addition, while the cells of a Voronoi tessellation uniquely determine its generating points,
there are uncountably many sets of generating points that can generate a given Laguerre tessel-
lation; see, [59, 6, 26]. An extreme example is given in Figure 4.2, where both the gray circles
and yellow circles yield the same tessellation. The method for constructing such generating
circles is discussed in Section 4.3.
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Figure 4.1: Laguerre tessellation for six circles
Figure 4.2: One Laguerre tessellation generated by two completely different sets of circles
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4.3 Laguerre Inverse Problem
Given an exact description of a Laguerre tessellation (e.g., in terms of the half-spaces defined
above), it is not too difficult to solve the LIP. That is, it is straightforward to find a set of
weighted points that is able to generate the given tessellation, as in Algorithm 10. Furthermore,
these points can be chosen to satisfy certain constraints, see [26] for more details.
4.3.1 Weighted Points That Generate A Given Laguerre Tessellation
We begin by describing how, for a given (normal) tessellation, a set of weighted generator points
can be determined by specifying only the coordinates and weight of one weighted generator point
and one coordinate of the weighted generator point of a neighboring cell.
Theorem 4.1. The weighted generator points of a given normal 2D Laguerre tessellation can
be entirely determined from the weighted generator point of one interior cell, and one coordinate
of the weighted generator point of an adjacent cell.
p3
p1,2
p2
p1
u
e2,3
e1,3
e1,2
r1
Figure 4.3: Two generators determine the third
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Proof. For simplicity we assume that the weights of the generator points are positive, although
the proof does not use this assumption — the advantage is that the weighted generator points
can be interpreted as circles; see Figure 4.3. Let S1(p1, r1) be the generator circle of some
interior cell, C1, and let S2(p2, r2) be the generator circle of an adjacent cell, C2. Let the
coordinates of p1 and p2 be (x1, y1) and (x2, y2), respectively. The assumption of the theorem
is that x1, y1, r1, and x2 are given.
Let e1,2 be the edge of the tessellation separating C1 and C2. For Laguerre tessellations, the
line segment connecting p1 and p2 is perpendicular to e1,2. Let m1,2 be the slope of e1,2. It
follows that y2 is determined by
y2 − y1
x2 − x1 = −
1
m1,2
. (4.3)
(Note that while m1,2 = 0 is possible, usually it is not relevant in practical applications. Yet,
for example, a rotation of the tessellation can solve this problem directly. Therefore, we assume
the slope to be non-zero.) From this we can determine r2 via
‖p1 − q‖2 − r21 = ‖p2 − q‖2 − r22, (4.4)
for any point q on the line containing segment e1,2. In particular, we can take q = p1,2, the
intersection of the line through p1 and p2, and the line containing the edge e1,2.
Because the tessellation is assumed to be normal and C1 is an interior cell, there is a cell
adjacent to both C1 and C2, say C3. The generating circle of C3, S3 = (p3, r3), is determined
as follows. The point p3 = (x3, y3) is the intersection of (1) the line that passes through p1 and
is perpendicular to e1,3 (the edge between C1 and C3) and (2) the line that passes through p2
and is perpendicular to e2,3 (the edge between C2 and C3). It follows that the coordinates x3
and y3 of p3 satisfy
y3 − y1
x3 − x1 = −
1
m1,3
and
y3 − y2
x3 − x2 = −
1
m2,3
, (4.5)
where m1,2 and m2,3 are the slopes of e1,2 and e2,3, respectively. Hence,
x3 =
m2,3(m1,3y1 + x1)−m1,3(m2,3y2 + x2)
m2,3 −m1,3
y3 =
m1,3y1 + x1 − (m2,3y2 + x2)
m1,3 −m2,3 .
(4.6)
The radius, r3, is then determined as in (4.4); that is,
‖p1 − q‖2 − r21 = ‖p3 − q‖2 − r23, (4.7)
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where q is any point on the line containing the edge e1,3.
It is also possible to determine r3 by considering the pair C2, C3 rather than C1, C3, giving
‖p2 − q‖2 − r22 = ‖p3 − q‖2 − r23, (4.8)
where q is any point on the line containing the edge e2,3. To prove that (4.7) and (4.8) give the
same value for r23, it suffices to show that
r21 − ‖p1 − u‖2 = r22 − ‖p2 − u‖2 , (4.9)
where u is the vertex on the intersection of the lines containing edges e1,2 and e2,3. But this
follows directly from the definition of the Laguerre tessellation, and the fact that u lies also on
the line through edge e1,2.
Proceeding in this fashion, it is possible to iteratively determine the generator circle of each
cell. 2
Remark 4.2. Theorem 4.1 was given in 2D, but the idea of the proof is also applicable for higher
dimensions. Using normal vectors for hyperplanes separating cells, e.g., edges in 2D or planar
faces in 3D, it is clear that generators have to lie on lines with the same orientation. See also
[59, Theorem 2.4.3], where a related non-unique construction is given for the orthogonal dual
of a Laguerre tesselation (in the Voronoi case this corresponds to the Delaunay triangulation).
Remark 4.3. The proof of Theorem 4.1 shows that if we add the same constant to all squared
radii, the tessellation does not change. Namely, if ‖pi − q‖2 − r2i = ‖pj − q‖2 − r2j for every q
on an edge separating adjacent cells Ci and Cj, then the same is true if r
2
i and r
2
j are replaced
by r2i + c and r
2
j + c. As a consequence, it is always possible to find a set of generators that all
have positive weights. If some weights are negative, we simply find the minimum of these and
subtract this value from all weights.
Theorem 4.1 and Remark 4.3 suggest the following algorithm for determining the generator
circles of a Laguerre tessellation, given x1, y1, r1 and x2. Note that in the algorithm we start
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with a pair of (internal) cells (C1, C2). This may be replaced with any pair of internal cells by
relabelling.
Algorithm 10: Generator Construction
Input: x1, y1, r1(> 0), x2 and tessellation data.
Output: A set of generators P = {(pk, r2k)} with non-negative minimum radius.
1 Initialize P = {(p1, r21), . . . , (pn, r2n)} to NANn×3. ;
2 Compute y2 and r
2
2 using (4.3) and (4.4). Flag that C1 and C2 have been assigned generators.;
3 while not all cells have generators do
4 for k = 1 : n do
5 if (pk, r
2
k) has not been assigned and more than two of its adjacent cells have been
assigned then
6 Choose two of the adjacent cells of Ck with assigned generators. ;
7 Compute pk using equation (4.5).;
8 Compute r2k using equation (4.4). ;
9 if min{r2k} < 0 then
10 set {r2k} = {r2k} −min{r2k}. ;
4.3.2 Choosing A Pertinent Solution
In Algorithm 10, depending on how these inputs are chosen, very different results can be
obtained. Although the algorithm guarantees positive weights, in some cases the generating
circles could lie far outside the cells they generate. An example is given in Figure 4.2. In
other cases, the radii of the generating circle could be much bigger than the cells or even the
observation window; see Figure 4.4.
4.3. Laguerre Inverse Problem 69
Figure 4.4: Another example of a Laguerre tessellation that is generated by two completely
different sets of circles.
As stated above, many applications based on Laguerre tessellations ascribe meaning to the
generating circles. For this reason, it is important that we have a method that chooses a
solution that satisfies a number of criteria such as those listed above. Some of these criteria
are model dependent. Others, however, are fairly universal. In particular, it is almost always
desirable to have generating points lie within the cells they generate and it is almost always
desirable to have real-valued radii.
We encode these universal criteria into our algorithm by requiring that the generating circles
produced all lie within their cells and all have real-valued radii. We call the set of points that
satisfy these two criteria P . We then choose the inputs to Algorithm 10, (x1, y1, r1, x2), so that
the resulting set of generators, P, belongs to P .
In addition to requiring that the set of generator points lies in P , we also require that the
generators satisfy an additional optimality criterion that is determined by the application. In
the following, we choose to solve
min
P∈P
max
r∈P
r. (4.10)
That is, we wish to find the generator set P ∈ P for which the maximum radius is minimal.
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However, the method we propose is more general. We could, for example, seek to minimize the
difference between the average circle area and the average cell area, or minimize the average
distance of a generating point from its cells center of mass.
Problem (4.10) is an optimization problem with complicated constraints and many local optima.
As a result, it is a difficult problem to solve numerically. In particular, numerical solutions based
on local search are very dependent on the choice of initial conditions. Small changes in initial
conditions can result in very different generator sets.
Stochastic algorithms tend to outperform deterministic approaches in such settings. In partic-
ular, these algorithms are able to escape many local optima and are not so sensitive to initial
conditions. We use CE method to solve the LIP, which is both effective and straightforward to
implement.
4.3.3 CE Method for LIP
For the minimization problem (4.10), we wish to find a generator set P∗ in the collection of all
feasible sets P , that attains the minimum maximum radius:
γ∗ = min
P∈P
max
r∈P
r,
where P is generated via Algorithm 10. Since we are interested in the minimizer P∗ rather
than the minimum γ∗, we can, in view of Remark 4.3, reduce the dimension of this constrained
minimization problem from four to three, by setting r1 = 0 in the input of Algorithm 10. The
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detailed steps of the CE method for inverting Laguerre tessellations are as follows.
Algorithm 11: Generators of minimax radius
Input: Sample size N , rarity parameter %, initial sampling parameters µ0 and σ
2
0.
Output: The minimizer, P∗, of (4.10).
1 Set the iteration counter to t = 1.
2 while stopping criterion is not met do
3 For k = 1, . . . , N , set r
(k)
1 = 0 and draw (x
(k)
1 , y
(k)
1 , x
(k)
2 )∼iid N(µt−1, σ2t−1) using the
following acceptance–rejection step: compute y
(k)
2 , x
(k)
3 , y
(k)
3 , x
(k)
4 , and y
(k)
4 . If the four
generators lie in their cells, then accept (x
(k)
1 , y
(k)
1 , x
(k)
2 ), otherwise reject.
4 Compute P(1),P(2), . . . , P(N) via Algorithm 10. Find the maximum radius l(k) for each set
P(k).
5 Order the maximum radii from smallest to largest. Let γt be the largest of the d%Ne
smallest radii. Let the elite set be the collection of samples (x
(k)
1 , y
(k)
2 , x
(k)
2 ) for which the
corresponding generator set P(k) has a maximum radius less than or equal to γt.
6 Update the parameters µt and σ
2
t as the sample mean and sample variance
(component-wise) of the elite samples, and set t = t+ 1.
Remark 4.4. Algorithm 11 uses an acceptance–rejection step to constrain the first four gener-
ators to lie within their cells. We found experimentally that this is sufficient to ensure that
eventually all generators end up within their cells. It is difficult to initially constrain all genera-
tors inside their cells, as the search space will become very small. It remains an open theoretical
problem whether every Laguerre tessellation admits a solution in which every cell contains one
generator point.
A possible stopping criterion is to stop when the maximum standard deviation, max(σt), is less
than some small tolerance ε > 0.
4.3.4 Numerical Result
A numerical example is given to indicate how Algorithm 11 works for inverting Laguerre tessella-
tions. The tessellation data can be downloaded from http://www.maths.uq.edu.au/~kroese/
Laguerre.
In Figure 4.5, we give a Laguerre tessellation, with 88 cells for which the generators need to be
recovered. The original generators are also given in the Figure.
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Table 4.1: Example 2: Convergence of parameters
t γt
µt︷ ︸︸ ︷ max{σt}
1 31.9997 142.7428 57.1691 131.5233 2.2070
2 17.7478 142.3349 57.4951 131.2341 0.5303
3 11.8451 142.2002 57.5020 131.1021 0.2092
4 9.6158 142.1381 57.5472 131.0550 0.0712
5 9.1285 142.1171 57.6062 131.0436 0.0319
6 9.0075 142.1075 57.6289 131.0378 0.0149
7 8.9754 142.1051 57.6437 131.0365 0.0065
8 8.9624 142.1044 57.6500 131.0362 0.0031
9 8.9568 142.1041 57.6535 131.0362 0.0015
10 8.9539 142.1041 57.6553 131.0363 0.0008
70
60
Figure 4.5: Laguerre tessellation for 88 generators
We use cells 60 and 70 as starting cells and set the initial distribution parameters µ0 and σ0
in the same way as Example 1. As for the parameters of the CE method, we set sample size
N = 5000, rarity parameter % = 0.01 and stopping criterion max (σ) < ε = 10−3. The progress
of the algorithm is shown in Table 4.1. Figure 4.6 shows the behavior of the method under
different sets of CE parameters. Even though the processes are a little different, the results are
almost the same.
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Figure 4.6: CE method for Example 2
The original and CE generators are given in Figure 4.7, showing very good agreement in location,
with again a slightly smaller radii for the CE case.
Figure 4.7: Result of Example 2
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4.4 Laguerre Approximation Problem
When dealing with tomographic data, the description of the tessellation is not exact. This is
because, even if the material itself can be perfectly described by a Laguerre tessellation, the
noise and discretization errors inherent in the imaging process means that the cell boundaries
extracted from the data are subject to error. When the Algorithm 11 is applied to imperfect
data, this iterative procedure propagates errors, resulting in tessellations that have little cor-
respondence to the tomographic data.Instead, we wish to find generating points that produce
a Laguerre tessellation that is as close as possible (in some metric) to the tomographic data.
This is, at its core, an optimization problem.
4.4.1 Problem Formulation
4.4.1.1 Tomographic Image Data
We assume that the tomographic image data constitutes a collection of labelled voxels in a
convex window, and the image has already been segmented, e.g., by the watershed transform; see
[78, 16], see Figure 4.8. Thus, the data is of the form {I(x, y, z) ∈ {0, . . . , N} : (x, y, z) ∈ W},
where n > 1 denotes the number of grains and W ⊂ N3 is a grid of voxel coordinates. The
ith grain, Ri, is then given by Ri = {(x, y, z) ∈ W : I(x, y, z) = i}. Note that R0 does not
correspond to an actual grain, but is either the empty set or a collection of one voxel thick
layers that separate grains. Such thin layers often arise in segmentation procedures such as
the watershed transformation. We also assume that the cells are roughly convex and that the
segmentation of the cells is of a high quality. Note that we ignore the grains if they lie at the
edges of the observation window.
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Figure 4.8: Illustration of voxels labelled by their corresponding grains. The grain regions are
assumed to form a tessellation with convex cells. The grains themselves may not fill their
corresponding regions completely, as depicted for grain number 3. Here, we show the grain region
(i.e. voxels with label 3), a cell approximating the grain region (coloured cyan) and the grain itself
(coloured blue).
4.4.1.2 Discrepancy Measures and Minimization
The most direct way to measure the discrepancy between 3D image data and a Laguerre tes-
sellation generated by the point set P = {(xi, ri)}i∈I is by counting the number of incorrectly
assigned voxels. Many other discrepancy measures considered in the literature are of a simi-
lar form. For example, in [63], the difference between a cell in the approximating tessellation
and its equivalent in the empirical data is measured by the intersection of the approximating
cell with the corresponding adjacent cells in the empirical data. We call discrepancy measures
that aim to minimize the volume of the difference between the empirical and approximating
tessellations volume-based measures.
Although minimizing a volume-based measure gives a very good fit to the data, such measure
is computationally expensive to evaluate when there are a large number of grains. Instead, an
interface-based discrepancy measure is considered, which only concerns the boundaries between
cells.
In order to define such a measure, we consider the sets of voxels that separate adjacent cells.
The interface between two grains, i and j, in the empirical data is defined by
Qi,j = {(x, y, z) ∈ W : N26(x, y, z) ∩Ri 6= ∅ and N26(x, y, z) ∩Rj 6= ∅} ,
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where N26(x, y, z) denotes the 26 neighborhoods of (x, y, z). This set contains all voxels that
touch both grains. Note that Qi,j = ∅ if the grains are not adjacent.
If the tessellation generated by {(xi, ri)}i∈I is a good approximation to the empirical data, then
the plane separating the generating points of adjacent cells i and j should be very close to Qi,j.
Thus, we measure the distance between Qi,j and Pi,j, the plane separating cells i and j in the
approximating tessellation. The discrepancy between the approximating tessellation and the
empirical data is then given by the sum of squares of these distances. That is, we define
D (P) =
n∑
j=1
n∑
k=j+1
∑
y∈Qj,k
d(y, Pj,k)
2, (4.11)
where d(y, Pj,k) is the distance of y to the plane Pj,k and {Pj,k}j,k∈I is the set of separating planes
determined by the generating set P. Note that this discrepancy measure can be calculated
without generating the approximating tessellation.
However, the interface-based discrepancy is still computationally expensive.
Although this is much faster to calculate than a volume-based discrepancy, it is still compu-
tationally expensive. However, very good approximations of D can be obtained by instead
considering sets of test points that describe the interfaces between the grains. We find that
test points obtained by fitting approximating planes to the interfaces, using the orthogonal
regression approach introduced in [89], work very well.
In order to calculate the test points, we only consider the points separating the two cells being
considered (i.e., we ignore points of contact between three or more grains). Thus, instead of
Ni,j, we consider
Q?i,j = {(x, y, z) ∈ Qi,j : (x, y, z) /∈ Qi,k and (x, y, z) /∈ Qk,j, k ∈ {1, . . . , N}\{i, j}} .
This avoids some numerical issues that could arise when using orthogonal regression.
We then approximate the boundary between the ith and jth grain using the plane that mini-
mizes the total squared distance to all points in Q?i,j. Determining this plane is a least-squares
problem, for more details please refer to [21].
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Given the set of test points Ti,j for the boundary between adjacent grains i and j, we define
the approximate discrepancy at the boundary by
D˜i,j (xi, ri,xj, rj) =
∑
y∈Ti,j
d(y, Pi,j)
2 ,
where d(y, Pi,j) is given in (4.2) and Pi,j is the plane separating the generating points (xi, ri)
and (xj, rj). The total approximate discrepancy is then given by
D˜ (P) = 1∑n
j=1
∑n
k=j+1 #Tj,k
n∑
j=1
n∑
k=j+1
D˜j,k (xj, rj,xk, rk) . (4.12)
Note that, here, we normalize the discrepancy. This is done in order to make the cost function
easier to interpret: it can be thought of as the average squared distance of test points from
their corresponding separating plane.
Thus, the LAP can be solved by minimizing the interface-based discrepancy in (4.12), that is,
min
P∈P
D˜ (P) , (4.13)
where P = {(xi, ri)}i∈I and P is the collection of all possible generator sets.
4.4.2 CE for LAP
As in (4.12), the LAP is formulated as a high-dimensional optimization problem with many
local minima. In our approach to solving the LAP for large tomographic data sets, we use
the CE method to minimize the discrepancy measure and find the generator set. For each
generator (x, r), it can be described by three coordinates and radius (x, y, z, r), so objective
function (4.12) has 4n variables to determine. Since all the variables are continuous, so we
associate a normal distribution to each of the 4n variables, and totally we have 8n parameters
to update.
Reasonably good approximating tessellations can be obtained using an approach described in
[66]. The centroids and equivalent radii of the grains in the tomographic data are used for the
coordinates and radii of the generating points. The centroids, {(cxi , cyi , czi)}i∈I , are given by
cxi =
∑
(x,y,z)∈Ri
x
#Ri
, cyi =
∑
(x,y,z)∈Ri
y
#Ri
, czi =
∑
(x,y,z)∈Ri
z
#Ri
,
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for i = 1, . . . , N , where |Ri| denotes the number of voxels in grain i. The equivalent radii are
given by
r̂i =
3
√
3
4pi
#Ri
for i = 1, . . . , n. The initial means of the densities are then given by µ
(0)
xi = cxi , µ
(0)
yi = cyi ,
µ
(0)
zi = czi and µ
(0)
ri = r̂i for i = 1, . . . , n.
We can calculate the initial average cost of the ith cell by
Di = 1∑n
j=1 #Ti,j
n∑
j=1
D˜i,j
(
(µ(0)xi , µ
(0)
yi
, µ(0)zi ), µ
(0)
ri
, (µ(0)xj , µ
(0)
yj
, µ(0)zj ), µ
(0)
rj
)
.
The local cost of a cell, D?i , is defined to be the maximum of its own average cost and the
average cost of its adjacent cells. That is,
D?i = max
{Dk : k = i or N?i,k 6= ∅} , i = 1, . . . , N . (4.14)
The initial standard deviations are chosen proportional to the local cost of the cells in this
approximation. Thus,
σ(0)xi = σ
(0)
yi
= σ(0)zi = σ
(0)
ri
=
√D?i , i = 1, . . . , n.
We apply variance injection when the objective function does not decrease significantly over a
period of τ > 0 iterations. More precisely, at each iteration of the algorithm, we record D˜(t)min,
the minimal value of the approximate discrepancies calculated from the sample in that step. If,
at the tth step (where t > τ),∣∣∣∣∣D˜
(t)
min −maxi∈{t−τ,...,t−1} D˜(i)min
D˜(t)min
∣∣∣∣∣ < δinject, (4.15)
we perform variance injection. This is done by calculating the local cost of each cell as in (4.14)
and increasing the variance of the associated densities accordingly. Then the variance injection
is performed by setting
σ(n)xi = σ
(n)
xi
+ κ ·√D?i , σ(n)yi = σ(n)yi + κ ·√D?i
σ(n)zi = σ
(n)
zi
+ κ ·√D?i , σ(n)ri = σ(n)ri + κ ·√D?i , (4.16)
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for i = 1, . . . , n. If, at any stage, the benefit of variance injection becomes negligible, we stop
performing it. More precisely, if the current minimum cost, D˜(t)min divide by the minimum cost
after the last variance injection is less than α ∈ (0, 1), we no longer carry out variance injection,
that is, D˜(t)min/D˜(t−1)min > α.
The algorithm can be terminated when the maximum standard deviation, max(σt), is less than
some small tolerance ε > 0.
The details of CE method to solve LAP are shown in Algorithm 12.
Algorithm 12: CE method for LAP
Input: Sample size N , rarity parameter %, initial sampling parameters µ0 and σ
2
0, injection κ.
Output: The generator set P∗ of (4.12).
1 Set the iteration counter to t = 1.
2 while stopping criterion is not met do
3 Draw N sets of generators P1,P2, . . . , PN from the independent normal distribution
N(µt−1,σ
2
t−1), and for k = 1, . . . , N , compute the objective value D˜(Pk) < γt as in (4.12).
4 Sort them from smallest to largest: D˜(1) 6, . . . ,6 D˜(N), where
D˜(k) = D˜(P(k)), k = 1, . . . , N . Let γt = D˜(d%Ne) and D˜(t)min = D˜(1). Select the elite set as
Et = {P | D˜(Pk), k = 1, . . . , N}.
5 Based on the elite samples, calculate mean and standard deviation for each component,
and have the vectors µt and σt.
6 if
∣∣∣∣ D˜(t)min−maxi∈{t−τ,...,t−1} D˜(i)minD˜(t)min
∣∣∣∣ < δinject and D˜(t)minD˜(t−1)min 6 α then
7 perform variance injection as in (4.16).
4.4.3 Numerical Experiment with Real Data
The experimental data was used in [90]. A cylindrical sample of Al-5 wt% Cu (cylindrical
with 8.5 mm length and 4 mm diameter) was heated to the semisolid state at a temperature
of 592 ◦C, at which point coarsening processes were measured in situ using synchrotron X-ray
tomographic imaging. Here we only consider the data obtained after an annealing time of 200
minutes. It consists of approximately 2500 grains, and a 2D cross-section of the data is shown
in Figure 4.9. The experimental data set was segmented using the watershed transformation,
resulting in a labelled image of grain regions, which are separated by a watershed layer of
one-voxel thickness. More details about the data set can be found in [90].
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(a) Tomographic grayscale data. (b) Grain boundaries obtained by watershed seg-
mentation.
Figure 4.9: Cross-section of experimental data.
To use CE method to solve the lAP for the data set, we set the control parameters as follows,
sample size N = 4000, % = 0.05, δinject = 0.05, τ = 10, α = 0.9 and κ = 0.25.
A cross-section of the resulting Laguerre approximation is given in Figure 4.10.
Figure 4.10: Cross-section of experimental data (cut-out): original boundaries of grain regions
(gray) superimposed with cell boundaries of our Laguerre approximation (black), with centers and
radii of detected generators drawn in small gray circles and thin gray lines.
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Fitting the approximation took approximately 70 minutes on the Intel Core i5-3570K quad-
core processor. The number of test points extracted from the image data was roughly 150 000.
CE method terminated after 283 iterations. The convergence behavior of the CE method is
illustrated in Figure 4.11.
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Figure 4.11: CE method for experimental data: convergence of cost values and standard deviations.
In order to evaluate the quality of our approximations, we compare them to approximations
obtained using the heuristic approach presented in [66] and the orthogonal regression method
proposed in [89]. Note that, although the orthogonal regression approach is able to achieve
very good approximations of the cells, it does not result in a parametrized tessellation. The
results are summarized in Table 4.2. The CE method correctly assigns 90.5 % of the voxels.
In contrast, the heuristic approach only correctly assigns 82.9 % of the voxels. The orthogonal
regression yields 96.3 %.
Table 4.2: Evaluation of the approximations: H denotes the heuristic approach; CE denotes the CE
method; OR denotes orthogonal regression.
heuristic CE OR
correctly labeled voxels [%] 82.9 90.5 96.3
cells with all neighbors correct [%] 20.1 37.2 29.3
cells with 6 1 incorrect neighbors [%] 48.4 70.6 50.2
cells with 6 2 incorrect neighbors [%] 65.6 88.8 62.6
mean number of erroneous neighbors/grain 2.29 1.09 2.37
average displacement of centroids [voxels] 3.40 2.13 0.23
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Note that the CE method significantly outperforms both the heuristic method and orthogonal
regression when describing the neighborhood structure of the grains, although it does not seem
possible for a tessellation containing only convex cells to accurately capture the full neigh-
borhood structure. This is at least partially due to segmentation issues and contacts in the
image data with very small areas. In contrast, the orthogonal regression approach performs
surprisingly badly. It seems that the geometric properties of normal Laguerre tessellations (e.g.,
coinciding faces, edges and vertices) favor realistic reconstructions. We think this confirms that
the Laguerre tessellation is a good choice for representing polycrystalline microstructures. It
is possible, of course, that the quality of the fit could be improved using non-convex cells. For
example, in [4], the linear programming method was used to obtain a generalized power dia-
gram approximation of similar data (but with far less grains and voxels) resulting in a fit that
correctly assigned 93.8 % of the voxels.
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(a) Scatter plot of cell sizes obtained from original
and extracted cells.
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(b) Distances between centroids of original and ap-
proximated cells, in dependence on cell sizes.
Figure 4.12: Experimental data: comparison of original and extracted cells. Cell sizes are given as
the radii of their volume-equivalent spheres.
Figure 4.12 (a) shows a scatter plot of the volumes of the original grains against the volumes
of the Laguerre cells (with the volumes expressed as radii of volume-equivalent spheres). The
overall fit of the cell volumes is excellent. Figure 4.12 (b) shows that the locations of the grains
are also quite accurate. Note that the main issue with fitting seems to be small cells. This is
not such a problem, however, as small cells (with equivalent radii of up to 10 voxels) are subject
to image segmentation error and are, thus, not too reliable in the original data.
Chapter 5
CEoptim: Cross-Entropy R package for
Optimization
5.1 Introduction
The cross-entropy (CE) method originates from an adaptive variance minimization algorithm
in [80] for the estimation rare event probabilities in stochastic networks. It was realized in
[81] that many optimization problems could be converted into rare-event estimation problems,
providing a rare-event based approach to optimization, where a sequence of probability densities
is generated that converges to a degenerate density that concentrates its mass close to the
optimizer.
Generally, the CE method involves two iterative phases:
1. Generation of a set of random samples (vectors, trajectories, etc.) according to a specified
parameterized model.
2. Updating of the model parameters, based on the best samples generated in the previous
step. This is done by Kullback–Leibler (also called cross-entropy) minimization.
Since the appearance of the CE monograph [82] and the tutorial [20], the CE method has
continued to develop and has been successfully applied to a great variety of difficult optimization
problems, including motion planning in robotic systems [51], electricity network generation, [52],
control of infectious diseases [85], buffer allocation [3], Laguerre tessellation [26], and network
reliability [53]. An extensive list of recent work can be found in [14]. Websites that provide
MATLAB code include www.cemethod.org and www.montecarlohandbook.org. Since R [75]
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has become an essential tool for statistical computation, it is useful to provide an accessible
implementation of the CE method for R users, similar to R packages for simulated annealing
[104], evolutionary methods [70], and particle swarm optimization methods [9].
Some advantages of the CE method are:
• The CE method is a global optimization method which is particularly useful when the
objective function has many local optima.
• The CE method can be used to solve continuous, discrete, and mixed optimization prob-
lems, which may also include constraints.
• The CE code is extremely compact and is readily written in native R, making further
development and modifications easy to implement.
• The CE method is based on rigorous mathematical and statistical principles.
Our aim is not to replace the standard optimization solvers such as optim and nlm but to provide
a viable alternative in cases where standard gradient or simplex-based solvers are not applicable
(e.g., when the optimization problem contains both discrete and continuous variables) or are
expected to do poorly (e.g., when there are many local optima).
The rest of this chapter is organized as follows. In Section 5.2, we sketch the general theory
behind the CE method, which leads to the basic CE algorithm. In Section 5.3, we describe a va-
riety of optimization scenarios, including continuous, discrete and constrained mixed problems,
to which CE can be applied effectively. The description and usage of the CEoptim package are
given in Section 5.4. Section 5.5 demonstrates the capability of the package through a range of
numerical examples. In the final section we make concluding remarks for CEoptim.
5.2 CE method for Optimization
Let X be an arbitrary set of states and let S be a real-valued performance function on X .
Suppose the goal is to find the minimum of S over X , and the corresponding minimizer x∗
(assuming, for simplicity, that there is only one). Denote the minimum by γ∗, so that
S(x∗) = γ∗ = min
x∈X
S(x). (5.1)
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The CE methodology for optimization is adapted from the CE methodology for rare event
estimation in the following way. Associate with the above problem (5.1) the estimation of
the probability ` = P(S(X) 6 γ), where X has some probability density f(x; u) on X (for
example corresponding to the uniform distribution on X ) depending on a parameter u and
a level γ. Thus, for optimization problems randomness is deliberately introduced in order to
make the model stochastic. If γ is chosen close to the unknown γ∗, then ` is typically a rare-
event probability. One of the most effective ways to estimate rare-event probabilities is to use
importance sampling. In particular, to estimate ` = P(S(X) 6 γ) one can use the importance
sampling estimator ̂`= 1
N
N∑
i=1
f(Xi)
g(Xi)
I{S(Xi) 6 γ},
where X1, . . . ,XN are iid samples from a well-chosen importance sampling density g. The
optimal importance sampling density is in this case g∗(x) = f(x)I{S(x) 6 γ}/`, which gives a
zero-variance estimator, but depends on the unknown quantity `. The main idea behind the CE
method for estimation is to adaptively determine an importance sampling pdf f(x; v∗) — hence
within the same family as the original distribution — that is close to g∗ in Kullback–Leibler
sense. Specifically, a parameter v∗ is sought that minimizes the cross-entropy distance
D(g∗, f(·; v)) = Eg∗
[
ln
g∗(X)
f(X; v)
]
=
∫
g∗(x) ln g∗(x) dx−
∫
g∗(x) ln f(x; v) dx .
This is equivalent to maximizing, with respect to v,∫
f(x; u)I{S(x) 6 γ} ln f(x; v) dx = Eu [I{S(X) 6 γ} ln f(X; v)] ,
which in turn can be estimated by maximizing the sample average
1
N
N∑
i=1
[I{S(Xi) 6 γ} ln f(Xi; v)] , (5.2)
where X1, . . . ,XN is an iid sample from f(x; u). This is, in essence, maximum likelihood
estimation. In particular, (5.2) gives the maximum likelihood estimator of v based on only the
samples X1, . . . ,XN that have a function value less than or equal to γ. These are the so-called
elite samples.
The relevance to optimization is that when γ is close to the (usually unknown) minimum γ∗,
then the importance sampling density g∗ concentrates most of its mass in the vicinity of the
minimizer x∗. Sampling from such a distribution thus produces optimal or near-optimal states.
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The CE method for optimization produces a sequence of levels (γt) and reference parameters
(vt) determined from (5.2) such that the former tends to the optimal γ
∗ and the latter to the
optimal reference vector v∗, where f(x; v∗) corresponds to the point mass at x∗; see, e.g., [83,
Page 251].
The generic steps for CE optimization are specified in Algorithm 4.
Algorithm 13: Generic CE algorithm
Input: Initial parameter vector v0. Sample size N . Rarity parameter %.
Output: Sequence of levels (γt)
T
t=1 and parameters (vt)
T
t=1.
1 Let N e = d%Ne (number of elite samples) and set t = 1 (level counter).
2 while the sampling distribution is not degenerate do
3 Generate X1, . . . ,XN ∼iid f(·;vt−1). Calculate the performances S(Xi) for all i, and order them
from smallest to largest: S(1) 6 . . . 6 S(N). Let γt be the sample %-quantile of performances; that
is, γt = S(Ne).
4 Use the same sample X1, . . . ,XN and solve the stochastic program
max
v
N∑
k=1
I{S(Xk) 6 γt} ln f(Xk;v) . (5.3)
Denote the solution by vt. Increase t by 1.
To run the algorithm, one needs to provide the class of sampling densities {f(·; v)}, the initial
vector v0, the sample size N , the rarity parameter %, and the stopping criterion. It is prudent
to keep track of the overall best function value and corresponding state, and report these at
the end of the algorithm as the optimal value and optimizer, respectively. The progression of
level parameter γt gives an indication how well the algorithm converges.
As (5.3) is simply a maximum likelihood estimation step involving only the elite samples, it is
possible to derive easy parameter updates for standard sampling distributions. The following
two special cases are of particular importance.
1. Multivariate normal distribution. Suppose each X is sampled from an n-dimensional
multivariate normal distribution with independent components. The parameter vector v
in the CE algorithm can be taken as the 2n-dimensional vector of means and standard
deviations. In each iteration these means and standard deviations are updated according
to the sample mean and sample standard deviation of the elite samples.
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2. Multivariate Bernoulli distribution. Suppose each X is sampled from an n-dimen-
sional Bernoulli distribution with independent components. The parameter vector v in
the CE algorithm can be taken as the n-dimensional vector of success probabilities. In
each iteration the ith success probability is updated according to the mean number of
successes (1s) at the ith position of the elite samples.
Remark 5.1 (Parameter Smoothing). Various modifications of the basic CE algorithm have
been proposed in recent years. One such modification is parameter smoothing, where at the tth
iteration the sampling parameter is updated via
vt = α v˜t + (1− α) vt−1, (5.4)
where v˜t is the solution to (5.3) and 0 6 α 6 1 is a fixed smoothing parameter.
Smoothed updating can prevent the sampling distribution from converging too quickly to a
sub-optimal degenerate distribution. This is especially relevant for the multivariate Bernoulli
case where, once a success probability reaches 0 or 1, it can no longer change.
It is also possible to use different smoothing parameters for different components of the param-
eter vector (e.g., the means and the variances). Note that the smoothing parameters for means
and variances should not be very small. When setting the smoothing parameters too small, the
means would be improved very slowly and it would take much longer to run before the variance
converged.
Remark 5.2 (Choice of sampling densities). Although sampling distributions with independent
components are the most convenient to use in a CE implementation, it is sometimes advan-
tageous to consider more complex sampling models, such as mixture models. In this case the
updating of parameters (maximum likelihood estimation) may no longer be trivial, but one can
instead employ fast methods such as the EM algorithm to determine the parameter updates.
Remark 5.3 (Choice of the CE parameters). The CE method is fairly robust with respect to
the choice of the parameters. The rarity parameter % is typically chosen between 0.01 and 0.1.
The number of elite samples N e = d%Ne should be large enough to obtain a reliable parameter
update in (5.3). For example, if the dimension of v is d, the number of elites should be in the
order of 10 d or higher.
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5.3 Optimization Scenarios
In this section we consider a number of optimization scenarios to which CEoptim could be
applied.
5.3.1 Continuous Optimization
Consider a continuous optimization problem with state space X = Rn. The sampling distribu-
tion on Rn can be quite arbitrary and does not need to be related to the objective function S.
Usually, the random vector X = (X1, . . . , Xn)
> ∈ Rn is generated from a Gaussian distribution
with independent components, characterized by a vector µ of means and a vector σ of standard
deviations. At each iteration of the CE method, these vectors of parameters are updated as
the means and standard deviation of the elite samples. During the course of the algorithm a
sequence of (µt) and (σt) are generated, such that µt tends to the optimizer x
∗, while the vector
of standard deviations tends to the zero vector. At the end of the algorithm one should obtain
a degenerate probability density with mean µT approximately equal to the optimizer x
∗ and
all standard deviations close to 0. A possible stopping criterion is to stop when all components
in σT are smaller than some ε. This scheme is referred to as normal updating.
CEoptim implements the normal updating scheme for continuous optimization.
5.3.2 Discrete Optimization
If the state space X is finite, the optimization problem is often referred to as a discrete or
combinatorial optimization problem, where X could be the space of combinatorial objects,
such as binary vectors, trees, graphs, etc. To apply the CE method to a discrete optimization
problem, one needs a convenient parameterized random mechanism to generate samples.
For discrete optimization CEoptim implements sampling from state spaces X of the form
{0, 1, . . . , c1 − 1} × · · · × {0, 1, . . . , cn − 1}, where the {ci} are strictly positive integers. The
components of the random vector X = (X1, . . . , Xn) ∈ X are taken to be independent, so
that its distribution is determined by a sequence of probability vectors p1, . . . ,pn, with the jth
component of pi corresponding to pij = P(Xi = j). For a given elite sample set E of size N e,
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the CE updating formulas for these probabilities are
pij =
∑
X∈E I{Xi = j}
N e
, i = 1, . . . , n, j = 0, . . . , cn − 1, (5.5)
where I denotes the indicator function. Hence at each iteration probability pij is updated
simply as the average number of times that the ith component of the elite vectors is equal to
j. A possible stopping rule for a discrete optimization problem is to stop when the overall
best objective value does not change over a number of iterations. Alternatively, one could stop
when the sampling distribution has degenerated sufficiently; for example, when all {pij} are no
further than ε away from either 0 or 1.
5.3.3 Constrained Optimization
The general optimization problem (5.1) also covers constrained optimization, where the search
space X could, for example, be defined by a system of inequalities:
Gi(x) 6 0, i = 1, . . . , k. (5.6)
One way to deal with constraints is to use acceptance-rejection: generate a random vector X
on a simple search space that contains X , and accept or reject it based on whether the sample
falls in X or not. Alternatively, one could try to sample directly from a truncated distribution
on X , e.g., using Gibbs sampling.
CEoptim implements linear constraints for continuous optimization of the form Ax 6 b, where
A is a matrix and b a vector. The program will use either acceptance–rejection or Gibbs
sampling to sample from the multivariate normal distribution truncated to the constraint set.
A second approach to handle constraints is to introduce a penalty function. For example, for
the constraints (5.6), the objective function could be modified to
S˜(x) = S(x) +
k∑
i=1
Hi max{Gi(x), 0}, (5.7)
where Hi < 0 measures the importance of the ith penalty. To use the penalty approach with
CEoptim the user simply needs to modify the objective function according to (5.7). The choice
of the penalty constants {Hi} is problem specific and may need to be determined by trial and
error.
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5.4 CEoptim Description
In this section we describe how to use CEoptim.
The CEoptim function is the main function of the package CEoptim. It can be used to solve
continuous and discrete optimization problems as well as mixtures thereof.
5.4.1 Usage
R> CEoptim(f, f.arg = NULL, maximize = FALSE, continuous = NULL, discrete
= NULL, N = 100L, rho = 0.1, iterThr = 1e4L, noImproveThr = 5, verbose = FALSE)
5.4.2 Arguments
Argument Description
f Function to be optimized. Can have continuous and discrete arguments.
f.arg List of additional fixed arguments passed to function f.
maximize Logical value determining whether to maximize or minimize the objective
function.
continuous List of arguments for the continuous optimization part, consisting of:
— mean Vector of initial means.
— sd Vector of initial standard deviations.
— smoothMean Smoothing parameter for the vector of means. Default value 1 (no
smoothing).
— smoothSd Smoothing parameter for the standard deviations. Default value 1 (no
smoothing).
— sdThr Positive numeric convergence threshold. Check whether the maximum stan-
dard deviation is smaller than sdThr. Default value 0.001.
— conMat Coefficient matrix of linear constraint conMat x 6 conVec.
— conVec Value vector of linear constraint conMat x 6 conVec.
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discrete List of arguments for the discrete optimization part, consisting of:
— categories Integer vector which defines the allowed values of the categorical
variables. The ith categorical variable takes values in the set
{0, 1, . . . , categories(i)− 1}.
— probs List of initial probabilities for the categorical variables. Defaults to equal
(uniform) probabilities.
— smoothProb Smoothing parameter for the probabilities of the categorical sampling dis-
tribution. Default value 1 (no smoothing).
— probThr Positive numeric convergence threshold. Check whether all probabilities in
the categorical sampling distributions deviate less than probThr from either
0 or 1. Default value 0.001.
N Integer representing the CE sample size.
rho Value between 0 and 1 representing the elite proportion.
iterThr Termination threshold on the largest number of iterations.
noImproveThr Termination threshold on the largest number of iterations during which no
improvement of the best function value is found.
verbose Logical value set for CE progress output.
5.4.3 Value
CEoptim returns a list with the following components.
optimum Optimal value of f.
optimizer The location of the optimal value. A list consisting of:
— continuous Continuous part of the optimizer.
— discrete Discrete part of the optimizer.
termination Termination information. A list consisting of:
— niter Total number of iterations upon termination.
— nfe Total number of function evaluations.
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— convergence One of the following termination statements:
• Not converged, if the number of iterations reaches iterThr;
• The optimum did not change for noImproveThr
iterations, if the best value has not improved for noImproveThr
iterations;
• Variances converged, otherwise.
states List of intermediate results computed at each iteration. It consists of
the iteration number (iter), the best overall value (optimum) and the
worst value of the elite samples, (gammat). The means (mean) and
maximum standard deviation (maxSd) of the elite set are also included
for continuous cases, and the maximum deviations (maxProbs) of the
sampling probabilities to either 0 or 1 are included for discrete cases.
states.probs List of categorical sampling probabilities computed at each iteration.
Will only be returned for discrete and mixed cases.
5.4.4 Note
• Although partial parameter passing is allowed outside lists, it is recommended that pa-
rameters names be specified in full. Parameters inside lists have to specified completely.
• Because CEoptim is a random function it is useful to (1) set the seed for the random
number generator (for testing purposes), and (2) investigate the quality of the results by
repeating the optimization a number of times.
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5.5 Numerical Examples
The following examples illustrate the use, flexibility, and efficacy of the CEoptim function from
the package CEoptim.
5.5.1 Unconstrained Minimization of The Griewank Function
To illustrate unconstrained optimization with CEoptim, we consider the minimization of the
griewank function, which is widely used to test the convergence of optimization algorithms.
The griewank function of order n is defined as
S(x) = 1 +
1
4000
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
, (5.8)
where x = (x1, . . . , xn)
> takes values in some subset of Rn. The function has many local minima
with (in the unconstrained case) a global minimum at x∗ = (0, . . . , 0) of S(x∗) = 0.
Suppose we are interested in minimizing the griewank function of order 5. To solve the problem
with CEoptim, using normal updating, we must specify the vector of initial means µ0 and stan-
dard deviations σ0 of the 5-dimensional Gaussian sampling distribution. The initial sampling
distribution should cover, roughly, the region where the minimizer is thought to lie. As an
example we take µ0 = (5, 5, 5, 5, 5) and σ0 = (20, 20, 20, 20, 20). The important point is that
the standard deviations are chosen large enough. Since this is a 5-dimensional problem, a larger
sample size might be required, for example, we take N = 1000. For the other parameters we
take their default values.
R> require(CEoptim)
R> griewank <- function(X) {
+ return(1+sum(X^2)/4000-prod(cos(X/sqrt(1:length(X)))))}
R> set.seed(1234)
R> mu0 <- c(5,5,5,5,5); sigma0 <- c(20,20,20,20,20)
R> res <- CEoptim(griewank, continuous = list(mean = mu0, sd = sigma0),
+ rho = 0.1, N = 1000L, verbose = TRUE, noImproveThr = Inf)
R> res
The output of this implementation is as below:
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Optimizer for continuous part:
-5.397428e-05 -0.0002113244 2.584773e-05 -0.0002639864 7.067943e-05
Optimum:
2.197385e-08
Number of iterations:
56
Total number of function evaluations:
56000
Convergence:
Variance converged
Remark 5.4 (Extraction and print method). The user could easily extract any output using:
R> res$optimum
[1] 2.197385e-08
R> res$optimizer$continuous
[1] -5.397428e-05 -0.0002113244 2.584773e-05 -0.0002639864 7.067943e-05
The print method for CEoptim object provides by default the main description of the CEoptim
object including: optimizer; optimum; termination. To get the states and states.probs
outputs, one should specify the corresponding argument to "TRUE". The user could also specify
the output to "print":
R> print(res, optimum = TRUE)
Optimum:
2.197385e-08
5.5.2 Constrained Minimization of The Griewank Function
To illustrate constrained optimization with CEoptim, we wish to minimize the griewank function
of order 2 over the triangle with vertex points (1, 4), (4, 0), and (8, 4); see Figure 5.1.
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Figure 5.1: Contour plot of the griewank function and the triangular constraint region. The
optimal solution (indicated by a cross) lies on the boundary of the constraint region.
The constraint set can be written as the linearly constrained region {x ∈ R2 : Ax 6 b} with
A =

0 1
−1 −1
1 1
 and b =

4
−4
4
 .
To solve the problem with CEoptim we proceed as follows:
R> require(CEoptim)
R> set.seed(123)
R> griewank <- function(X) {
+ return(1+sum(X^2)/4000-prod(cos(X/sqrt(1:length(X)))))}
R> A <- rbind(c(0,1),c(-1,-1),c(1,-1))
R> b <- c(4,-4,4)
R> res <- CEoptim(griewank, continuous = list(mean = c(0,0), sd = c(10,10),
+ conMat = A, conVec = b), rho = 0.1, N = 200L, verbose = TRUE,
+ noImproveThr = Inf)
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R> cat("direct optimizer = ", res$optimizer$continuous, "\n")
R> cat("direct minimum = ", res$optimum, "\n")
The corresponding output shows that the minimum is obtained at the boundary of the triangle.
R> direct minimizer = 3.139669 3.991955
R> direct minimum = 0.05685487
It is also possible to use a penalty approach for this problem. Here we take the penalty function
S˜(x) = S(x) + 100 ‖Ax− b‖,
which can be implemented in the following way.
R> griewank.penalty <- function(X,A,b) {
+ fn <- griewank(X)
+ if (any(A%*% as.vector(X) > b)){
+ penalty <- norm(A%*% as.vector(X)- b)
+ fn <- fn + 100*penalty}
+ return(fn)}
The optimization now proceeds as follows (note that we have also changed rho and N):
R> set.seed(123)
R> res.pen<- CEoptim(griewank.penalty, f.arg = list(A, b),
+ continuous =list(mean = c(0,0), sd = c(10,10)), rho = 0.01,
+ N = 2000L, verbose = TRUE, noImproveThr = Inf)
R> cat("penalty minimizer =",res.pen$optimizer$continuous,"\n")
R> cat("penalty minimum =",griewank(res.pen$optimizer$continuous),"\n")
This leads to practically the same result:
R> penalty minimizer = 3.139757 4
R> penalty minimum = 0.055103
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5.5.3 Non-linear Regression
We next consider a more complicated optimization task, involving data generated from the
well-known FitzHugh–Nagumo differential equations:
dVt
dt
= c
(
Vt − V
3
t
3
+Rt
)
,
dRt
dt
= −1
c
(Vt − a+ bRt) ,
(5.9)
which model the behavior of certain types of neurons [71]. [76] consider estimating the param-
eters a, b, and c from noisy observations of (Vt) by using a generalized smoothing approach.
The simulated data in Figure 5.2 (saved as data("FitzHugh")) correspond to the values of Vt
obtained from (5.9) at times 0, 0.05, . . . , 20.0, adding Gaussian noise with standard deviation
0.5. That is, we use the non-linear regression model
Yi = V0.05i(x) + εi, i = 1, . . . , 400 , (5.10)
where the {εi} are iid with a N(0, σ2) distribution, V0.05i(x) is the solution to (5.9) for time
t = 0.05i, and x = (a, b, c, V0, R0) is the vector of parameters. The true parameter values are
here a = 0.2, b = 0.2, and c = 3. The initial conditions are V0 = −1 and R0 = 1.
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Figure 5.2: Simulated data (points) and “unknown” true curve (red).
Estimation of the parameters via the CE method can be established by minimizing the least-
squares performance
S(x) =
400∑
i=0
(yi − V0.05i(x))2 , (5.11)
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where the {yi} are the simulated data from the model (5.10). Note that we assume also that
the initial conditions are unknown.
We use the deSolve package [87] to numerically solve the FitzHugh–Nagumo differential equa-
tions (5.9). Hereto, we first define the function FN.
R> FN <- function(t, state, parameters){
+ with(as.list(c(state, parameters)),{
+ dV <- c*(V-V^3/3+R)
+ dR <- -1/c*(V-a+b*R)
+ list(c(dV, dR))})}
The following function ssres now implements the objective function in (5.11).
R> ssres <- function(x,fundf,times,y) {
+ parameters <- c(a = x[1], b = x[2], c = x[3])
+ state <- c(V = x[4], R = x[5])
+ out <- ode(y=state, times = times, func = fundf, parms = parameters)
+ return(sum((out[,2]-y)^2))}
CEoptim could be used with µ0 = (0, 0, 5, 0, 0) and σ0 = (1, 1, 1, 1, 1). Constant smoothing
parameters α = 0.9 and β = 0.5 were used for the {µt} and the {σt} respectively. To see the
progress of the algorithm we set verbose to TRUE. The other arguments remain default.
R> require(deSolve)
R> require(CEoptim)
R> set.seed(123405)
R> times <- seq(0, 20, by = 0.05)
R> data("FitzHugh")
R> res<- CEoptim(ssres, f.par = list(fundf = FN, times = times, y = ySim),
+ continuous = list(mean=c(0,0,5,0,0), sd = c(1,1,1,1,1),
+ smoothMean = 0.9, smoothSd = 0.5), verbose = TRUE)
The final output is as follows:
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R> res
Optimizer for continuous part:
0.1959748 0.2395983 3.001453 -0.9938222 0.9791585
Optimum:
102.8005
Number of iterations:
41
Total number of function evaluations:
4100
Convergence:
Variance converged
The output shows the estimates (notice that the initial condition was assumed to be unknown):
â = 0.1959748, b̂ = 0.2395983, ĉ = 3.0014526, V̂0 = −0.9938222, and R̂0 = 0.9791585, with the
maximum likelihood estimate σ̂ =
√
102.8005/400 = 0.507 for the residual standard deviation
σ. The reader may confirm that the fitted curve is practically indistinguishable from the true
one in Figure 5.2.
To illustrate how the sampling distributions change during the CE process, we have plotted in
Figure 5.3 the evolution of the sampling pdf for the first parameter a, from the 15th to the
final iteration. As can be seen from the figure, the sampling distribution converges to a point
distribution around the optimal value for a.
5.5.4 Max-cut Problem
The max-cut problem in graph theory can be formulated as follows. Given a weighted graph
(V,E) with node set V = {1, . . . , n} and edge set E, partition the nodes of the graph into two
subsets V1 and V2 such that the sum of the (nonnegative) weights of the edges going from one
subset to the other is maximized. Let C = (Cij) be the matrix of weights. The objective is to
maximize ∑
(i,j)∈V1×V2
(Cij + Cji) (5.12)
over all cuts {V1, V2}. Such a cut can be conveniently represented by a binary cut vector
x = (x1, x2, . . . , xn), where xi = 1 indicates that i ∈ V1. Let X be the set of cut vectors and
let S(x) be the value of the cut represented by x, as given in (5.12).
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Figure 5.3: The evolution of the sampling pdf for the first parameter a.
To maximize S via the CE method one can generate the random cut vectors by drawing each
component (except the first one, which is set to 1) independently from a Bernoulli distribution,
that is, X = (X1, X2, . . . , Xn) ∼ Ber(p), where p = (1, p2, . . . , pn). In this case the updated
success probability for the ith component is the mean of the i-th components of the vectors in
the elite set.
As an example, consider the network from [50] describing the coappearances of 77 characters
from Victor Hugo’s novel Les Miserables. Each node of the network represents a selected
character and edges connect any pair of characters who coappear. The weights of the edges are
the number of such coappearances. Using CEoptim, the data can be loaded via the command
data("lesmis"). The network is displayed in Figure 5.4, using the graph analysis package sna
[17].
R> library("sna")
R> library("CEoptim")
R> data("lesmis")
R> gplot(lesmis, gmode = "graph")
For any fixed cost matrix costs and cut vector x, the objective function of the max-cut problem
can be written as:
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Figure 5.4: Network of coappearances.
R> fmaxcut <- function(x,costs){
+ v1 <- which(x == 1)
+ v2 <- which(x == 0)
+ return( sum(costs[v1, v2])) }
To optimize this function with the CEoptim package, we specify the following arguments:
discrete$probs={(0,1); (0.5.0.5);...;(0.5,0.5)}, sample size N=3000 and optimization
type: maximize=TRUE. To see the output we set verbose=TRUE. The other arguments are taken
as default. Note that users only need to specify either categories or probs, if both of them
are specified, then categories will be overridden.
R> set.seed(5)
R> p0<-list()
R> for(i in 1 : 77){p0 <- c(p0, list(rep(0.5, 2)))}
R> p0[[1]] = c(0,1)
R> res <- CEoptim(fmaxcut,f.arg=list(costs=lesmis),maximize=TRUE,
+ verbose = TRUE, discrete = list(probs = p0), N = 3000L)
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R> ind <- res$optimizer$discrete
R> group1 <- colnames(lesmis)[which(ind == TRUE)]
R> group2 <- colnames(lesmis)[which(ind == FALSE)]
The output of CEoptim is as follows:
R> res
Optimizer for discrete part:
1 0 1 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0 1 1 0 1 0
1 0 1 1 1 1 0 0 1 1 1 1 1 1 0 0 0 0 1 0 1 0 0
1 0 1 1 1 0 1 1 1 0 0 0 0 1 1 0 1 0 0 1 1 1 1
0 0 1 0 1 0 0 0
Optimum:
535
Number of iterations:
20
Total number of function evaluations:
60000
Convergence:
Optimum did not change for 5 iterations
Note that character 1 (Myriel) is always in group1. The initial probabilities for the other
characters are 0.5. With states.probs, we can plot the evolution of the probabilities that
each character belongs to group1; see Figure 5.5.
R> probs <- res$states.probs
R> X <- matrix(NA,nrow=length(probs),ncol=77)
R> prob0 <- cbind(1, t(rep(0.5,76)))
R> for(i in 1 : length(probs)){
+ for(j in 1 : 77){
+ X[i,j] <- res$states.probs[[i]][[j]][2]}}
R> X <- rbind(prob0, X)
R> par(mfcol = c(5,2), mar = c(1,1.5,1,1.5), oma = c(1,1,1,1))
R> for(i in 1:5){
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+ plot(X[i,], type = "h", lwd = 4, col = "blue", ylim = c(0,1),
+ xaxt = "n", yaxt = "n", ylab = "", main = paste("t=", i-1, sep = ""))
+ axis(2, at = 0.5, labels = 0.5)}
R> for(i in 1:5){
+ plot(X[1+4*i,], type = "h", lwd = 4, col = "blue", ylim = c(0,1),
+ xaxt = "n", yaxt = "n", ylab = "", main = paste("t=", 1+4*i, sep= ""))
+ axis(2, at = 0.5, labels = 0.5)}
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Figure 5.5: Evolution of categorical sampling probabilities that characters in group 1.
Based on the output above, the two groups of characters are indicated in Table 5.1:
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group1 group2
Myriel, MlleBaptistine, Labarre,
MmeDeR, Isabeau, Gervais, Fameuil,
Blacheville , Dahlia, Fantine,
Thenardier, Cosette, Javert,
Fauchelevent, Simplice, Scaufflaire,
Oldwoman1, Judge, Champmathieu,
Brevet, Eponine, Oldwoman2,
Jondrette, Gavroche, Gillenormand,
Magnon, MmePontmercy, MlleVaubois,
LtGillenormand, Combeferre,
Prouvaire, Courfeyrac, Joly,
Grantaire, MotherPlutarch, Gueulemer,
Montparnasse, Child1
Napoleon, MmeMagloire, CountessDeLo,
Geborand, Champtercier, Cravatte,
Count, OldMan, Valjean, Marguerite,
Tholomyes, Listolier, Favourite,
Zephine, MmeThenardier, Bamatabois,
Perpetue, Chenildieu, Cochepaille,
Pontmercy, Boulatruelle, Anzelma,
MotherInnocent, Gribier, MmeBurgon,
MlleGillenormand, Marius, BaronessT,
Mabeuf, Enjolras, Feuilly, Bahorel,
Bossuet, Babet, Claquesous, Toussaint,
Child2, Brujon, MmeHucheloup
Table 5.1: Two groups of characters providing a maximal cut.
We have run the program 1000 times with different inital random number generator seeds. In
312 cases the optimal solution (535) was found. The frequency of the results of CEoptim is
given in Figure 5.6.
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Figure 5.6: Frequency of best max-cut values found by CEoptim.
5.5.5 Dirichlet Data
Suppose that we are given a random sample of data from a Dirichlet(α) distribution, where
α = (α1, . . . , αK+1)
> is an unknown parameter vector satisfying αi > 0, i = 1, . . . , K + 1.
Recall that the pdf of a random vector Y = (Y1, . . . , YK) ∼ Dirichlet(α) is given by
f(y;α) =
Γ(
∑K+1
i=1 αi)∏K+1
i=1 Γ(αi)
K∏
i=1
yαi−1i
(
1−
K∑
i=1
yi
)αK+1−1
,
for xi > 0, i = 1, . . . , K and
∑K
i=1 yi 6 1, where Γ is the gamma function. The conditions on α
provide natural inequality constraints: Gi(α) ≡ −αi 6 0, i = 1, . . . , K + 1.
We will use CE method to obtain the maximum likelihood estimate by direct maximization of
the log-likelihood for the Dirichlet distribution given the data.
As a concrete example, a sample of size n = 100 points were drawn from the Dirichlet(1, 2, 3, 4, 5)
distribution with the assistance of the function dirichletrnd in the CEoptim package.
R> require(CEoptim)
R> set.seed(12345)
R> a <- 1:5
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R> K <- length(a) - 1
R> n <- 100
R> y <- dirichletrnd(a, n)
To use CEoptim to solve the MLE problem. The objective function is written as follows:
R> dirichletLoglike <- function(alpha,Y,n,K){
+ t <- apply(Y, MARGIN = 1, function(y){sum((alpha[1:K]-1)*log(y[1:K]))+
+ (alpha[K+1]-1)*log(1-sum(y[1:K]))})
+ out <- n*(log(gamma(sum(alpha))) - sum(log(gamma(alpha))))+sum(t)
+ return(out)}
The CE parameters are initial mean vector µ = (0, 0, 0, 0, 0) and standard deviation vector
σ = (10, 10, 10, 10, 10). The sample size is N = 104 and the elite ratio is the default. To pass
the linear constraints αi > 0, i = 1, . . . , K + 1, the constraint coefficient matrix is
A =

−1 0 0 0 0
0 −1 0 0 0
0 0 −1 0 0
0 0 0 −1 0
0 0 0 0 −1

,
and the constraint vector is b = (0, 0, 0, 0, 0). No smoothing parameter is applied to the mean
vector, but a constant smoothing parameter of smoothSd=0.5 is applied to each of the standard
deviations. This is a maximization problem, so we set maximize=TRUE.
R> mu0 <- rep(0,times=K+1)
R> sigma0 <- rep(10,times=K+1)
R> A <- matrix(rep(0,times=25),nrow=5)
R> diag(A)<- rep(-1,times=5)
R> b <- rep(0,times=5)
R> res <- CEoptim(dirichletLoglike, f.arg = list(Y = y, n = 100, K = 4),
+ maximize = TRUE, continuous = list(mean = mu0, sd = sigma0,
+ conMat = A, conVec = b, smoothSd = 0.5), N = 10000L, verbose = TRUE)
With the returned states variable, we can plot the evolution of optimal values per iteration,
as shown in Figure 5.7, where the upper line indicates the best value found so far, while the
lower line gives the worst value of the current elite sample.
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R> par(mai = c(0.6,1,0.5,0.2), oma = c(0,0,0,1))
R> plot(res$states[,’iter’], res$states[,’gammat’], type = ’s’, col = "blue",
+ xlab = " ",ylab = " ")
R> lines(res$states[,’optimum’], type = ’s’, col = "red")
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Figure 5.7: Evolution of the best value (upper line) and the worst value of the best (elite) samples
(lower line).
R> res
Optimizer for continuous part:
1.111656 2.000186 3.534268 3.983616 5.142336
Optimum:
486.2124
Number of iterations:
35
Total number of function evaluations:
350000
Convergence:
Variance converged
Maximum likelihood estimates for Dirichlet data can be computed to high accuracy via the
fixed-point techniques of [67]. This requires sophisticated numerical techniques for inverting
digamma functions. When applying this method to the same Dirichlet(1, 2, 3, 4, 5) data, we
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obtained the estimate α̂ = (1.111715, 2.000243, 3.534321, 3.983752, 5.142596), with a likelihood
value of 486.2124, giving excellent agreement between the two approaches.
5.5.6 Lasso Regression
Suppose that we observed some data from the following model:
Yi = x
>
i β + εi, i = 1, . . . , n ,
where xi = (xi1, . . . , xip)
> is the p-vector of explanatory variables, β = (β1, . . . , βp)> is the
p-vector of regression coefficients, and the {εi} are the noise terms with E[εi] = 0, Var[εi] = σ2,
for all i and Cov(εi, εj) = 0 (∀i 6= j). Consider a Lasso regression approach to estimate the
regression vector β:
β̂
lasso
= argmin
β∈Rp
1
2n
n∑
i=1
(Yi − x>i β)2 + λ
p∑
j=1
|βj|
= argmin
β∈Rp
1
2n
‖Y −Xβ‖22︸ ︷︷ ︸
Loss
+λ ‖β‖1︸ ︷︷ ︸
Penalty
,
where Y = (Y1, . . . , Yn)
> and X = (x1, . . . ,xn)> is the (n × p) design matrix. The tuning
parameter λ controls the amount of regularization.
For a given value of λ, we will use CE method to obtain the Lasso regression coefficient and
compared our results with those obtained by the function glmnet from the package glmnet
presented by [31].
We generate a set of test data of size n = 150, with p = 60 explanatory variables independently
generated from a standard normal distribution. The true coefficients β are chosen such that 10
are large (between 0.5 and 1) and 50 are exactly 0. The variance of the noise is equal to 1.
R> set.seed(10)
R> n <- 150
R> p <- 60
R> beta <- c(runif(10,0.5,1), rep(0,50))
R> X <- matrix(rnorm(n*p), ncol = 60)
R> Y <- X%*%matrix(beta,ncol = 1)+rnorm(n)
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We first use the glmnet function to find the Lasso regression coefficient that gives a sparsity of
10; that is, exactly 10 coefficients are non-zero.
R> require(glmnet)
R> res.glmnet <- glmnet(X, Y)
R> sparsity.10 <- which(res.glmnet$df == 10)
R> (lambda.10 <- res.glmnet$lambda[sparsity.10[1]])
0.2731371
R> beta.glmnet <- res.glmnet$beta[,sparsity.10[1]]
The corresponding indices are correctly identified by glmnet:
R> (ind.beta <- which(res.glmnet$beta[,sparsity.10[1]]!=0))
V1 V2 V3 V4 V5 V6 V7 V8 V9 V10
1 2 3 4 5 6 7 8 9 10
The values of the non-zero coefficient (NZ) are given by:
R> (beta.glmnet.NZ <- res.glmnet$beta[ind.beta,sparsity.10[1]])
V1 V2 V3 V4 V5 V6
0.39006188 0.39345242 0.40795534 0.57510345 0.18776598 0.19553092
V7 V8 V9 V10
0.02929225 0.55435619 0.57656731 0.56279719
We now use CEoptim to estimate the Lasso regression function for the given λ = 0.2731371.
R> require(CEoptim)
R> RSS.penalized <- function(x, X, Y, lambda){
+ out <- (1/2)*mean((Y-X%*%matrix(x,ncol=1,nrow=dim(X)[2],byrow=TRUE))**2)+
+ lambda*sum(abs(x))
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+ return(out)}
R> mu0 <- rep(0,times=p)
R> sigma0 <- rep(5,times=p)
R> N <- 1000
R> set.seed(1212)
R> res <- CEoptim(RSS.penalized, f.arg = list(X = X, Y = Y,
+ lambda = lambda.10), continuous = list(mean = mu0, sd = sigma0,
+ sdThr = 0.00001), N = N)
R> beta.CEoptim <- res$optimizer$continuous
R> (ind.beta.CEoptim.NZ <- which(abs(beta.CEoptim) > 0.000001))
[1] 1 2 3 4 5 6 7 8 9 10
R> beta.CEoptinm.NZ <- beta.CEoptim[ind.beta.CEoptim.NZ]
R> (compare.beta.NZ <- rbind(beta.glmnet.NZ, beta.CEoptinm.NZ))
V1 V2 V3 V4 V5 V6
beta.glmnet.NE 0.3900619 0.3934524 0.4079553 0.5751035 0.1877660 0.1955309
beta.CEoptinm.NE 0.3631798 0.3826273 0.4419025 0.6014707 0.1639559 0.1721753
V7 V8 V9 V10
beta.glmnet.NE 0.029292247 0.5543562 0.5765673 0.5627972
beta.CEoptinm.NE 0.005821685 0.5537388 0.5854710 0.6034473
The two methods give similar values for the non-zero coefficient, although they are not exactly
the same. Note, however, that of the two solutions the one found by CEoptim gives the smaller
value for the objective function RSS
2n
+λ||β||1 (where Residual Sum of Square: RSS= ‖Y −Xβ‖22).
R> (RSS.penalized(beta.CEoptim, X = X, Y = Y, lambda = lambda.10))
[1] 1.990268
R> (RSS.penalized(beta.glmnet, X = X, Y = Y, lambda = lambda.10))
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[1] 1.993622
Further, we compare the results obtained by CEoptim with the ones given by glmnet for the
sequence of values of the tuning parameter λ used by default in the glmnet function. Results
given by CEoptim are slightly better than the glmnet optimizer (see Figure 5.8). In more than
90% of the cases (over the 73 values of λ investigated) CEoptim gives a lower value for the
objective function than does glmnet. However, the coordinate descent algorithm [31] used in
glmnet is computationally less demanding than the CE approach.
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Figure 5.8: Difference of the objective function values between glmnet and CEoptim for a sequence
of 73 values of λ.
5.5.7 AR(1) Model with Regime Switching
As a final illustration of the use of CEoptim, we consider a model fitting problem involving
both continuous and discrete variables.
Let Yt be the added value of a stock at time t, at day t = 1, 2, . . . , 300; that is, the increase
(which may be negative) in stock price relative to the price at time t = 0. Let Xt be the
increment at day t. Hence,
Yt =
t∑
i=1
Xi, t = 1, . . . , 300.
We assume that the {Xi} satisfy a zero-mean AR(1) model with three possibly different regimes.
Specifically, we assume
Xi = θiXi−1 + εi, i = 1, . . . , 300 ,
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where
θi =

θ(1) , i = 1, . . . , r1
θ(2) , i = r1 + 1, . . . , r2
θ(3) , i = r2 + 1, . . . , 300 ,
(5.13)
1 6 r1 < r2 < 300, |θi| 6 1, i = 1, 2, 3, and the error terms {εi} are iid and normally distributed
with standard deviation σ. The model thus has two discrete and three continuous parameters,
as well as a nuisance parameter σ. Define θ = (θ(1), θ(2), θ(3))>, r = (r1, r2)>, and let x1, . . . , x300
be the observed increments. We put x0 = 0. We fit the parameters by minimizing the least
squares function
L(θ, r) =
300∑
i=1
(xi − x̂i)2 ,
where x̂i is the fitted value θi xi−1, and θi is determined by θ and r via (5.13). The vector of
fitted values, say x̂, can be written in matrix notation as x̂ = Xθ, where X is a 300× 3 matrix
where the elements in rows 1, . . . , r1 in the first column are equal to x0, . . . , xr1−1; the elements
in rows r1 + 1, . . . , r2 in the second column are equal to xr1 , . . . , xr2−1; the elements in rows
r2 + 1, . . . , 300 in the third column are equal to xr2 , . . . , x299; and all other elements are 0. The
implementation of the least squares function is given below. Note that the function requires
input r − 1 rather than r, because each categorical variable used in CEoptim takes value in a
set {0, . . . , c} for some c.
R> sumsqrs <- function(theta, rm1, x) {
+ N <- length(x)
+ r <- 1 + sort(rm1)
+ if (r[1] == r[2]) { return(Inf)}
+ thetas <- rep(theta, times = c(r, N) - c(1, r+1)+1)
+ xhat <- c(0, head(x, -1))*thetas
+ sum((x-xhat)^2)
}
The data have been generated using the parameters θ = (0.3, 0.9,−0.9), r = (100, 200) and
σ = 0.1. The data are included in the package and are available by using:
R> data("yt")
R> xt <- yt - c(0,yt[-300])
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The following code implements the use of CEoptim for this constrained mixed problem.
R> A <- rbind(diag(3), -diag(3))
R> b <- rep(1,6)
R> set.seed(123)
R> require(CEoptim)
R> res <- CEoptim(f = sumsqrs, f.arg = list(xt), continuous =
+ list(mean = c(0,0,0), sd = rep(1.0,3), conMat = A, conVec = b),
+ discrete = list(categories = c(298L,298L), smoothProb = 0.5),
+ N = 10000, rho = 0.001, verbose = TRUE)
The output is as follows:
R> res
Optimizer for continuous part:
0.2702714 0.8801672 -0.8975874
Optimizer for discrete part:
99 199
Optimum:
2.675727
Number of iterations:
12
Total number of function evaluations:
120000
Convergence:
Variance converged
As the input to CEoptim is r− 1, the optimal vector r is given by
R> (est.r <- sort(res$optimizer$discrete)+1)
[1] 100 200
which gives exactly the “true” boundaries for the regimes. From the estimates of the model,
one can assess the fit of the model by comparing yt with ŷt =
∑300
i=1 x̂t and xt against the fit x̂t.
Figure 5.9 shows an excellent fit.
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R> t <- 1:300
R> est.theta <- res$optimizer$continuous
R> est.thetas <- rep(est.theta, times = c(est.r, 300) - c(1, est.r+1) + 1)
R> xfit <- c(0, head(xt, -1))*est.thetas
R> par(mfrow = c(2,1))
R> plot(xt~t, type = "l", col = "blue")
R> lines(xfit, col = "red")
R> abline(v = c(100, 200))
R> plot(yt, type = "l", col = "blue")
R> lines(cumsum(xfit), col = "red")
R> abline(v = c(100, 200))
A diagnostic of the residuals is presented in Figures 5.10, showing a normal quantile plot (left
panel) and a scatterplot of the residuals (right panel).
R> par(mfrow = c(1, 2))
R> resid <- xfit - xt
R> plot(resid, ylab = "residuals", xlab = "t")
R> qqnorm(resid, ylab = "residuals")
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Figure 5.9: Assessment of the fit of the model: xt (top) and yt (bottom).
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Figure 5.10: Diagnostic residuals of the model: scatterplot of the residuals (left) and quantile
quantile normal plot(right).
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5.6 Concluding Remarks
CEoptim provides an R implementation of the cross-entropy method for optimization. The ver-
satility and effectiveness of this new package have been illustrated through a variety of optimiza-
tion examples involving continuous, discrete, mixed and constrained optimization problems. We
have demonstrated how this simple algorithm can be of benefit in statistical inference, including
model fitting, regression, maximum likelihood, and lasso methods. CEoptim is available from
the Comprehensive R Archive Network (CRAN) at http://cran.r-project.org/.
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Appendix A
Appendix
A.1 Code of SCO Algorithm
1 clear all
2 obj.fun= @(x) sum(abs(x),2)+prod(abs(x),2);
3 obj.dim=30; %/*The number of parameters of the problem to be optimized*/
4 obj.ub=ones(1,30)*10; %/*lower bounds of the parameters. */
5 obj.lb=ones(1,30)*(-10);%/*upper bound of the parameters.*/
6 splitting.N=30;
7 splitting.rho=0.4;
8 splitting.w=0.5;
9 splitting.maxtry=5;
10 splitting.maxEva=50000;
11 res=sco(obj,splitting)
The output is as follows.
res =
val: 3.4963e-04
vec: [1x30 double]
best_elite: [1x18 double]
worst_elite: [1x18 double]
runtime: 0.4020
Save the following code as sco.m
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1 function res=sco(obj,splitting)
2 tic;
3 f=obj.fun; %/*The objective function*/
4 d=obj.dim; %/*The number of parameters of the problem to be optimized*/
5 ub=obj.ub; %/*lower bounds of the parameters. */
6 lb=obj.lb;%/*upper bound of the parameters.*/
7
8 N=splitting.N;
9 rho=splitting.rho;
10 w=splitting.w;
11 maxtry=splitting.maxtry;
12 maxEva=splitting.maxEva;
13 Ne=floor(rho*N);
14 sp=1/rho;
15 Range = repmat((ub-lb),[N 1]);
16 Lower = repmat(lb, [N 1]);
17 X = rand(N,d) .* Range + Lower;
18 t=1;
19 Vals0=zeros(N,1);
20 for i=1:N
21 Vals0(i)=f(X(i,:));
22 end
23 [Vals,Id]=sort(Vals0,'descend'); % decrease
24 gammat=Vals(end-Ne+1);
25 bestv=Vals(end);
26 intergamma=gammat;
27 interbestv=bestv;
28 bestVal=bestv;
29 IndElite=Id(end-Ne+1:end);
30 Xelite=X(IndElite,:);
31 bestX=Xelite(end,:);
32 evaIt=N;
33 flag=0;
34 while 1
35 if flag==1
36 break;
37 end
38 X=zeros(N,d);
39 rown=0;
40 sp=floor(N/Ne)+(randperm(Ne)6mod(N,Ne));
41 for i=1:Ne
42 if flag==1
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43 break;
44 end
45 Y0=Xelite(i,:);
46 Val old=Vals(IndElite(i));
47 Y1=Y0;
48 r=[1:i-1,i+1:Ne];
49 for j=1:sp(i)
50 if flag==1
51 break;
52 end
53 R=ceil(rand*(Ne-1));
54 sigmat=w*abs(Y0-Xelite(r(R),:));
55 rndD=randperm(d);
56 rown=rown+1;
57 for gs=1:d
58 if flag==1
59 break;
60 end
61 for ttry=1:maxtry
62 if evaIt>maxEva
63 flag=1;
64 break;
65 end
66 Y0(rndD(gs))=Y0(rndD(gs))+randn*sigmat(rndD(gs));
67 Val new=f(Y0);
68 if bestVal>Val new
69 bestVal=Val new;
70 bestX=Y0;
71 end
72 if Val new>Val old | | Y0(rndD(gs))>ub(rndD(gs)) ...
| | Y0(rndD(gs))<lb(rndD(gs))
73 Y0(rndD(gs))=Y1(rndD(gs));
74 else
75 Y1(rndD(gs))= Y0(rndD(gs));
76 Val old=Val new;
77 break;
78 end
79 evaIt=evaIt+1;
80 end
81 end
82 X(rown,:)=Y0;
83 Vals(rown)=Val old;
84 Y0=Y1;
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85 end
86 end
87 t=t+1;
88 [Vals,Id]=sort(Vals,'descend');
89 gammat=Vals(end-Ne+1);
90 bestv=Vals(end);
91 IndElite=Id(end-Ne+1:end);
92 Xelite=X(IndElite,:); %X in memeroy
93 intergamma=[intergamma,gammat];
94 interbestv=[interbestv,bestv];
95
96 end
97 res.val=bestVal;
98 res.vec=bestX;
99 res.best elite=interbestv;
100 res.worst elite=intergamma;
101 res.runtime=toc;
102
103 end
A.2 Code of MOS
Save the objective functions as UF1.m
1 function y = UF1(x)
2 [dim, num] = size(x);
3 tmp = zeros(dim,num);
4 tmp(2:dim,:)= (x(2:dim,:) - sin(6.0*pi*repmat(x(1,:),[dim-1,1]) + ...
pi/dim*repmat((2:dim)',[1,num]))).ˆ2;
5 tmp1 = sum(tmp(3:2:dim,:)); % odd index
6 tmp2 = sum(tmp(2:2:dim,:)); % even index
7 y(1,:) = x(1,:) + 2.0*tmp1/size(3:2:dim,2);
8 y(2,:) = 1.0 - sqrt(x(1,:)) + 2.0*tmp2/size(2:2:dim,2);
9 clear tmp;
10 end
Run the following code:
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1 clear all
2 D=30; %dimension of decision space
3 M=2; %# of objective functions
4 obj.fun=@UF1; %objective functions
5 obj.dim=D;
6 obj.M=M;
7 obj.Lbound=[0;ones(D-1,1)]; %bounds
8 obj.Ubound=ones(D,1);
9 splitting.NP=100; %parameters of splitting method
10 splitting.rho=0.8;
11 splitting.w=0.5;
12 splitting.maxTry=5;
13 exArch grid=SplittingMOP(obj,splitting)
14 PF=exArch grid(:,D+1:D+M);
15 plot(PF(:,1),PF(:,2),'r*')
16 title('Approximate Pareto Front')
The result is shown in Figure A.1.
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Figure A.1: Approximated Pareto Front of UF1.
The following code is the implementation of MOS algorithm, saved as SplittingMOP.m.
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1 function exArch grid=SplittingMOP(obj,splitting)
2 D=obj.dim;
3 M=obj.M;
4 fobj=obj.fun;
5 Lbound=obj.Lbound;
6 Ubound=obj.Ubound;
7 nfeval=0;
8 Max FES=300000;
9 NP=splitting.NP;
10 rho=splitting.rho;
11 w=splitting.w;
12 maxTry=splitting.maxTry;
13 X pop0 = repmat(Lbound,[1,NP])+repmat(Ubound-Lbound,[1,NP]).*rand(D,NP);
14 Y = fobj(X pop0);
15 nfeval=nfeval+NP;
16 X pop=[X pop0' Y']; %
17 if M==2,
18 maxsize PF=100; %size of the set that save the prote solution found ...
by algorithm
19 elseif M==3;
20 maxsize PF=150;
21 else
22 maxsize PF=800;
23 end
24 exArch=X pop; %Initial archive
25 epsilon=0.01;
26 exArch grid=build grids(exArch,M,D,epsilon);
27 fmin=min(X pop(:,D+1:D+M),[],1);
28 fmax=max(X pop(:,D+1:D+M),[],1);
29 err=0.00001.*(fmax-fmin);
30 SR local=(Ubound-Lbound)'*0.4; % Local sampling
31 Dir=repmat(SR local,NP,1);
32 nonImpr=zeros(NP,D);
33 X spl=zeros(NP,D+M);
34 Ne=ceil(rho*NP);
35 b=zeros(Ne,1);
36 b(randperm(Ne,mod(NP,Ne)))=1;
37 sf=ones(Ne,1)*floor(NP/Ne)+ b; %Splitting factors;
38 [Elite,index of elite,gammat,¬,¬] = elite slection(X pop, Ne, D, M);
39 elite dir=Dir(index of elite,:);
40 elite nonImpr=nonImpr(index of elite,:);
41 iteration=1;
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42 while(true)
43 %% splitting step
44 split n=1;
45 for i1=1:Ne
46 ri=[1:i1-1, i1+1:Ne];
47 X old=Elite(i1,:);
48 f old=Elite(i1,D+1:D+M);
49 R=ri(ceil(rand*(Ne-1)));
50 X ass=Elite(R,:);
51 sigii len=w*abs(X old(1:D)-X ass(1:D));
52 dir r=elite dir(i1,:);
53 nonImpr r=elite nonImpr(i1,:);
54 for i2=1:sf(i1)
55 X new=X old;
56 for i3=1:maxTry
57 rndD=randperm(D);
58 for i4=1:D
59 if i3>1 && nonImpr r(rndD(i4))==0 %Have been updated
60 continue;
61 end
62
63 if rand<0.5 % Do Gaussian sampling
64 LocalSample=1;
65 X new(rndD(i4))=
66 X new(rndD(i4))+randn*sigii len(rndD(i4));
67
68 else %Do Uniform sampling
69 LocalSample=0;
70 if abs(dir r(rndD(i4)))< 1e-8
71 dir r(rndD(i4))= ...
72 (Ubound(rndD(i4))-Lbound(rndD(i4)))*0.4;
73 end
74 h=dir r(rndD(i4))*rand;
75 X new(rndD(i4))=X new(rndD(i4))+h;
76
77 end
78 if X new(rndD(i4))<Lbound(rndD(i4)) ...
79 X new(rndD(i4))=Lbound(rndD(i4))+
80 (X old(rndD(i4))-Lbound(rndD(i4)))*rand;
81 elseif X new(rndD(i4))>Ubound(rndD(i4))
82 X new(rndD(i4))=X old(rndD(i4))+...
83 (Ubound(rndD(i4))-X old(rndD(i4)))*rand;
84 end
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85
86 if nfeval+1>Max FES
87 return;
88 end
89 X new(D+1:D+M)=fobj(X new(1:D)')';
90 nfeval=nfeval+1;
91 [checkinA,cDp,p split]=...
92 new old(X new,X old,D,M,err); % compare new ...
and old
93 %if checkinA=1, then update the Archive
94 %if cDp >0, the new and old are not dominated each
95 %p split is the probablity to split
96 %update the external Archive
97 if checkinA==1
98 exArch grid=...
99 update exArch(exArch grid,X new,D,M,epsilon);
100 end
101
102 if (cDp>1 && rand<p split) %new dominate old
103 X old(rndD(i4))=X new(rndD(i4));
104 X old(D+1:D+M)=X new(D+1:D+M);
105 nonImpr r(rndD(i4))=0;
106 else
107 X new(rndD(i4))=X old(rndD(i4));
108 X new(D+1:D+M)=X old(D+1:D+M);
109 if LocalSample==0
110 dir r(rndD(i4))=dir r(rndD(i4))*(-0.8);
111 end
112 nonImpr r(rndD(i4))=nonImpr r(rndD(i4))+1;
113
114 end
115 end
116 end
117
118 dis child=...
119 sqrt(sum((X old(D+1:D+M)-f old).ˆ2./(fmax-fmin).ˆ2));
120
121 if i2>1 && dis child < gammat*0.5
122 X spl(split n-1,:)=X old;
123 Dir(split n-1,:)=dir r;
124 nonImpr(split n-1,:)=nonImpr r;
125
126 X old(1:D)=Lbound'+(Ubound-Lbound)'.*rand(1,D);
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127 if nfeval+1>Max FES
128 return;
129 end
130 X old(D+1:D+M)=fobj(X old(1:D)')';
131 nfeval=nfeval+1;
132 dir r=SR local;
133 nonImpr r=nonImpr r*0;
134 end
135
136 X spl(split n,:)=X old;
137
138 Dir(split n,:)=dir r;
139 nonImpr(split n,:)=nonImpr r;
140 split n=split n+1;
141
142 end
143
144 end
145 iteration=iteration+1;
146 X pop=X spl;
147 X spl=zeros(NP,D+M);
148 fmin=min(X pop(:,D+1:D+M),[],1);
149 fmax=max(X pop(:,D+1:D+M),[],1);
150 [Elite,index of elite,gammat,¬,¬] = ...
151 elite slection(X pop, Ne, D, M);
152 elite dir=Dir(index of elite,:);
153 elite nonImpr=nonImpr(index of elite,:);
154
155 b=zeros(Ne,1);
156 b(randperm(Ne,mod(NP,Ne)))=1;
157 sf=ones(Ne,1)*floor(NP/Ne)+ b; %splitting factors;
158 end
159 end
Save the following code as build grids.m
1 function [exArch grid]=build grids(exArch,M,D,epsilon)
2 [N,¬]=size(exArch);
3 grid col=zeros(N,M);
4 for i1=1:N
5 for i2=1:M
6 grid col(i1,i2)=floor(exArch(i1,D+i2)/epsilon);
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7 end
8 end
9
10 exArch grid=[exArch,grid col];
11 del list=[];
12 for i1=1:N-1
13 for i2=i1+1:N
14 if sum(grid col(i1,:)==grid col(i2,:))==M
15 [¬,id]=sort(sum((exArch([i1,i2],D+1:D+M)-...
16 repmat(grid col(i1,:)*epsilon,2,1)).ˆ2,2));
17 if id(1)==1
18 del list=[del list,i2];
19 else
20 del list=[del list,i1];
21
22 end
23 end
24
25 end
26 end
27 del list=unique(del list);
28 exArch grid(del list,:)=[];
29
30 end
Save the following code as elite slection.m
1 function [X elite,index of elite,gammat,Distance elite,A] = ...
elite slection(x, Ne, D, M)
2 % when choose elite sample, discard half with distance and half with rank
3 [N, ¬] = size(x);
4 %% Crowding distance over the whole population
5
6 m max=max(x(:,D+1:D+M),[],1);
7 m min=min(x(:,D+1:D+M),[],1);
8
9 Distance ij=Inf(N,N);
10 for i=1:N
11 for j=i+1:N
12 Distance ij(i,j)=...
13 sqrt(sum((x(i,D+1:D+M)-x(j,D+1:D+M)).ˆ2./(m max-m min).ˆ2));
14 end
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15 end
16 A=Distance ij;
17 del no=ceil((N-Ne));
18 if del no==0
19 del no=1;
20 end
21 del=zeros(1,del no);
22 for ne=1:del no
23 [i,j]=find(Distance ij==min(Distance ij(:)));
24 dom less = 0;
25 dom equal = 0;
26 dom more = 0;
27 for k = 1 : M
28 if (x(i(1),D + k) < x(j(1),D + k))
29 dom less = dom less + 1;
30 elseif (x(i(1),D + k) == x(j(1),D + k))
31 dom equal = dom equal + 1;
32 else
33 dom more = dom more + 1;
34 end
35 end
36 if dom less == 0 && dom equal 6= M % j good
37 Distance ij(i(1),:)=Inf;
38 Distance ij(:,i(1))=Inf;
39 del(ne)=i(1);
40 else %if dom more == 0 && dom equal 6= M % i good
41 Distance ij(j(1),:)=Inf;
42 Distance ij(:,j(1))=Inf;
43 del(ne)=j(1);
44 end
45
46 end
47
48 gammat=A(i(1),j(1));
49 Distance elite=Distance ij;
50 Distance elite(del,:)=[];
51 Distance elite(:,del)=[];
52
53
54 X elite=x;
55 X elite(del,:)=[];
56 index of elite=1:N;
57 index of elite(del)=[];
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58
59 end
Save the following code as update exArch.m
1 function exArch grid=update exArch(exArch grid,X,D,M,epsilon)
2 ins stat=0; %flag, insert x or not
3 del stat=0;
4 del list=[];
5 [np,¬]=size(exArch grid);
6 X grid=floor(X(1,D+1:D+M)./repmat(epsilon,1,M)); %box of X
7 ff=repmat(X grid,np,1);
8 f1=(exArch grid(:,D+M+1:D+2*M)-ff60);%%better than ff
9 f2=(exArch grid(:,D+M+1:D+2*M)-ff <0);
10 % f3=(exArch grid(:,D+1:D+M)-ff + epsilon <err);
11 f4=(ff-exArch grid(:,D+M+1:D+2*M)60); %%worse than ff
12 f5=(ff-exArch grid(:,D+M+1:D+2*M)<0);
13 % f6=(ff-exArch grid(:,D+1:D+M) + epsilon <err);
14 f7=(ff-exArch grid(:,D+M+1:D+2*M)==0);
15 stat1=find((sum(f4,2)==M)&(sum(f5,2)>0)); %worse than ff
16 stat2=find((sum(f1,2)==M)&(sum(f2,2)>0)); %better than ff
17 stat3=find(sum(f7,2)==M);
18 if(isempty(stat2))%no members of A dominate X
19 ins stat=1;
20 end
21 if (¬isempty(stat1))
22 del stat=1;del list=[del list,stat1];
23 end
24 if (¬isempty(stat3)) %some members in the same box
25 for i=1:length(stat3)
26 [¬,id]=sort(sum(([exArch grid(stat3(i),D+1:D+M);X(1,D+1:D+M)]-...
27 repmat(X grid*epsilon,2,1)).ˆ2,2));
28 if id(1)==1
29 ins stat=0;
30 else
31 del stat=1; del list=[del list,stat3(i)];
32 end
33 end
34 end
35 del list=unique(del list);
36 if del stat==1
37 exArch grid(del list,:)=[];
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38 end
39 if ins stat==1
40 exArch grid=[exArch grid;X,X grid];
41 end
42 end
Save the following code as new old.m
1 function [checkinA,cDp,p split]=new old(X new,X old,D,M,err)
2 % checkinA whether the new sample can be put in external archive
3 % cDp # of objectives that new sample dominate the old
4 % p split probability to be accepted for splitting
5 f1=X old(D+1:D+M)-X new(D+1:D+M)60; %old-new60
6 f2=X old(D+1:D+M)-X new(D+1:D+M)<0;
7 f3=X old(D+1:D+M)-X new(D+1:D+M)<err;
8
9 f4=X old(D+1:D+M)-X new(D+1:D+M)>0; %old-new>0
10 f5=X old(D+1:D+M)-X new(D+1:D+M)>0;
11 f6=X old(D+1:D+M)-X new(D+1:D+M)>-err;
12
13 f7=X old(D+1:D+M)-X new(D+1:D+M)==0;
14
15 if ((sum(f1)==M)&& (sum(f2)>0)) | | ((sum(f3)==M)&& (sum(f6)<M)) | | ...
sum(f7)==M % old dominates new
16 checkinA=0;
17 cDp=0; %# of objectives that new dominate old
18 p split=0;
19 elseif ((sum(f4)==M)&&(sum(f5)>0)) | |((sum(f6)==M)&&(sum(f3)<M))% new ...
dominates old
20 checkinA=1;
21 cDp=sum(f5); %%new dominate old? yes
22 p split=1; %the probability to be accepted by population for splitting
23 else
24 checkinA=1;
25 cDp=sum(f5);%%new and old don't dominated each other
26 p split=0.1; %the probability to be accepted by operating population
27 end
28 end
