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Abstrakt
V této diplomové práci se zabýváme implementacemi ru˚zných algoritmu˚ na grafických
kartách s využitím technologie CUDA. Prozkoumali jsme oblasti zpracování rˇídkých ma-
tic a provádeˇní konecˇných nedeterministických automatu˚. Z oblasti zpracovávání rˇíd-
kých matic jsme se zameˇrˇili na násobení rˇídké matice vektorem, násobení dvou rˇídkých
matic a na výpocˇet matice podobnosti. V pru˚beˇhu práce jsme zjistili, že ne všechny algo-
ritmy jsou pro technologii CUDA vhodné. Na záveˇr jsme naimplementované algoritmy
experimentálneˇ oveˇrˇili.
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Abstract
This thesis focuses on implementations of various algorithms using graphics cards with
CUDA technology. We have explored processing of sparse matrices and execution of non-
deterministic finite automata. From area of processing sparse matrices we have focused
on multiplication of sparse matrix with dense vector, multiplication of two sparse matri-
ces and computation of similarity matrix. We have found, that not all of the algorithms are
suitable for CUDA technology. Finally we have experimentally verified all implemented
algorithms.
Keywords: nVidia CUDA, Processing sparse matrices, Cannon’s algorithm, Similarity
matrix, Nondeterministic finite automata, Approximate string matching with differences
Seznam použitých zkratek a symbolu˚
ALU – Arithmetic logic unit
CCS – Compressed Column Storage
CRS – Compressed Row Storage
MIMD – Multiple Instruction Multiple Data
MMX – Multi Media eXtensions
MPI – Message Passing Interface
NFA – Nondeterministic Finita Automata
PVM – Parallel Virtual Machine
SIMD – Single Instruction Multiple Data
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61 Úvod
V diplomové práci se zabýváme konkrétními implementacemi algoritmu˚, rˇešících neˇko-
lik problému˚ za pomocí technologie CUDA (více informací o CUDA naprˇ. v [1]).
CUDA je paralelní výpocˇetní architektura vyvinutá firmou nVidia. Naším cílem je
tuto platformu prozkoumat a pokusit se jí využít k urychlení výpocˇtu˚ ve dvou hlavních
oblastech.
První oblastí je zpracování rˇídkých matic, konkrétneˇ nás zajímá násobení rˇídké matice
hustým vektorem a násobení dvou rˇídkých matic. Na prvním problému prozkoumáme
jednotlivé formáty uchovávání rˇídkých matic a postavíme základ pro násobení dvou ma-
tic. Vyrˇešení tohoto problému je velmi zajímavé zejména z toho du˚vodu, že v dobeˇ psaní
této práce pro neˇj neexistuje implementace ani v nejznámeˇjší knihovneˇ pro zpracování
rˇídkých dat CUBLAS. Rovneˇž jsme se zameˇrˇili na výpocˇet matice podobnosti pro rˇídkou
matici.
Druhou oblastí, kterou zde prozkoumáme, je implementace obecného konecˇného ne-
deterministického automatu na této technologii a sestavení konkrétního automatu pro
vyhledávání v rˇeteˇzci s chybou.
Platforma CUDA je pomeˇrneˇ novou paralelní architekturou a díky její specificˇnosti
je rˇešení neˇkterých problému˚ s její pomocí velmi obtížné. Na mnoho teˇchto problému˚
jsme narazili a snažili jsme se je efektivneˇ rˇešit, všechny budou rozebrány v jednotlivých
kapitolách.
V pru˚beˇhu tvorby této práce vzniklo neˇkolik aplikací, které jsou napsány v CUDA v
jazyce C a dveˇ podpu˚rné aplikace na platformeˇ .NET Framework v jazyce C#.
S hlavními, zde prezentovanými algoritmy, jsme pochopitelneˇ provedli patrˇicˇné ex-
perimenty a jejich výsledky zde uvádíme.
Struktura práce
Práce se deˇlí na deveˇt základních kapitol. V kapitole 1 jsme strucˇneˇ popsali úvod a zá-
kladní motivaci pro tuto práci. V 2. kapitole se veˇnujeme základnímu popisu samotné
architektury nVidia CUDA a ukážeme její silné i slabé stránky. Ve 3. kapitole se veˇnu-
jeme násobení rˇídkých matic, probereme možnosti implementace násobení rˇídké matice
hustým vektorem i násobení dvou rˇídkých matic. Rovneˇž se zameˇrˇíme na výpocˇet ma-
tice podobnosti. Kapitola 4 se zabývá experimenty a zhodnocením nameˇrˇených výsledku˚
algoritmu˚ prezentovaných ve trˇetí kapitole. Kapitola 5 pokrývá samotné steˇžejní téma,
které jsme chteˇli touto prací prozkoumat, a tím je implementace vykonávání obecného
nedeterministického konecˇného automatu. V 6. kapitole oveˇrˇíme experimenty naši im-
plementaci konecˇného automatu. Kapitolu 7 veˇnujeme popisu prˇiložených testovacích
a podpu˚rných programu˚. V kapitole 8 pak shrnujeme výsledky této práce a uvádíme
další možnosti pro pokracˇování ve zde nacˇatých tématech. Poslední kapitolu 9 veˇnujeme
referencím.
72 Úvod do nVidia CUDA
CUDA je rozhraní vytvorˇené firmou nVidia urcˇené k masivneˇ paralelním výpocˇtu˚m re-
alizovaným na moderních grafických kartách této firmy. Avšak nazvat CUDA pouhým
programovým rozhraním by bylo poneˇkud neprˇesné a neúplné. CUDA velmi úzce sou-
visí se zmeˇnou, která nastala v architekturˇe samotných grafických akcelerátoru˚.
Drˇíve jsme byli zvyklí na tradicˇní rozdeˇlení akcelerátoru˚ na dveˇ hlavní výpocˇetní ob-
lasti - na vertex shadery a na pixel shadery. Popis této architektury mu˚žeme najít naprˇ.
na webové stránce MSDN [2]. Acˇkoli i na této platformeˇ bylo možné urcˇité výpocˇty pro-
vádeˇt, prostrˇedí bylo velmi omezené a na veškeré rˇešené problémy bylo potrˇeba nahlížet
jako na grafické problémy a zárovenˇ znát neˇkterý z jazyku˚ pro shadery urcˇený jako je
naprˇ. OpenGL GLSL nebo Microsoft HLSL. Více o OpenGL GLSL se lze docˇíst na do-
movské stránce [3], o Microsoft HLSL pak naprˇ. na MSDN [4].
CUDA prˇišla s alternativní architekturou, která je založena na unifikovaných shade-
rech, která umožnˇuje využívat kteroukouliv ALU na grafické karteˇ k obecným výpocˇtu˚m.
Tyto jednotky byly hardwaroveˇ navrženy tak, aby dodržely standard IEEE 754-2008 (32-
bitová cˇísla s plovoucí desetinnou cˇárkou) a umožnily vykonávání instrukcí zameˇrˇených
na zpracování obecných výpocˇtu˚ namísto operací specifických pouze pro grafické výpo-
cˇty. Je možné provádeˇt i výpocˇty s cˇísly s dvojtou prˇesností (64-bit) ale jejich chování se
od standardu IEEE 754 odlišuje. CUDA je SIMD architekturou (narozdíl naprˇ. od prˇipra-
vované MIMD architektury Larrabee firmy Intel), více informací o CUDA lze nalézt naprˇ.
na webové stránce [1].
CUDA zárovenˇ prˇišla s vlastním programovacím jazykem založeným na jazyku C,
který obohatila o neˇkolik klícˇových slov urcˇených k využití a oznacˇení speciálních funkcí
souvisejících s grafickým akcelerátorem.
2.1 Vývoj v nVidia CUDA
Nejdu˚ležiteˇjším základem pro vývoj v nVidia CUDA je tzv. kernel. Na kernel mu˚žeme
nahlížet jako na speciální funkci v jazyce C, která bude vykonávana na grafické karteˇ.
Pomocí tohoto kernelu budeme rozdeˇlovat výpocˇetní práci mezi jednotlivé ALU grafické
karty.
Prˇi paralelizaci veˇtšiny problému budeme postupovat pomocí datové blokové de-
kompozice, která je pro SIMD architekturu nejvhodneˇjší. Rozdeˇlíme tedy úlohu na jed-
notlivé bloky dat, které mohou být zpracovávany na sobeˇ nezávisle a pro každý takovýto
blok bude poté na grafické karteˇ jednou zavolána kernel funkce a provede nad teˇmito
daty vždy stejný výpocˇet.
Tento kernel bude spušteˇn z hlavního procesu našeho programu beˇžícího na CPU
(oznacˇován jako hostující proces) a budou mu prˇedem poskytnuta data, nahrána do pa-
meˇti grafické karty. Po skoncˇení výpocˇtu budeme mít možnost nacˇíst data zpeˇt z gra-
fické karty do pameˇti hostujícího procesu. Spušteˇní samotného kernelu probíhá sice asyn-
chronneˇ, ale vykopírování výsledku˚ z pameˇti grafické karty je synchronní operací. Tento
fakt je velmi du˚ležitý pro návrh paralelních programu˚ na platformeˇ CUDA. Zejména
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nemožnost v pru˚beˇhu výpocˇtu dynamicky pru˚beˇžneˇ získávat data z grafického akcele-
rátoru je jedním z veˇtších faktoru˚ limitujících naše možnosti prˇi návrhu algoritmu.
Víme už, že prˇi spoušteˇní výpocˇtu budeme data rozdeˇlovat do bloku˚ a specifikovat
pocˇet procesu˚, které se na grafické karteˇ spustí. Pocˇet procesu˚ se na nVidia CUDA urcˇuje
specifickým zpu˚sobem.
V základu mu˚žeme rˇíci, že chceme spustit n procesu˚. Každý takto spušteˇný proces se
v CUDA nazývá blok. Tento blok se dále deˇlí do m vláken. Rozdeˇlení mu˚žeme videˇt na
obrázku 1. Pocˇet vláken v rámci jednoho bloku je velmi výrazneˇ omezen, v soucˇasné dobeˇ
se jedná o maximální pocˇet 512 vláken na jeden blok. Pokud tedy budeme chtít spustit
n procesu˚ máme neˇkolik možností. Mu˚žeme spustit n bloku˚, každý s jedním vláknem.
Nebo mu˚žeme spustit n10 bloku˚, kde v rámci jednoho bloku pobeˇží 10 vláken. V cˇem je
rozdíl? Ten spocˇívá hlavneˇ v možnosti komunikace. Mezi jednotlivými bloky totiž žádná
komunikace neexistuje. Žádné vlákno nemu˚že jakýmkoliv zpu˚sobem ovlivnit vlákno z
jiného bloku. Oproti tomu vlákna v jednom bloku mohou mezi sebou komunikovat po-
mocí takzvané sdílené pameˇti. Více o volání kernelu si mu˚žeme prˇecˇíst v “CUDA Pro-
gramming Guide” [5].
Na obrázku 1 vidíme bloky a vlákna oznacˇená jednoduchým cˇíslem. V rámci beˇhu
kernelu vždy obdržíme toto ID a podle neˇj si urcˇíme oblast dat, nad kterými budeme
provádeˇt naše výpocˇty. CUDA umožnˇuje pro naši lepší orientaci oznacˇovat vlákna na-
místo jednoduchého cˇísla až trojrozmeˇrným vektorem. Toto nemá vliv na zpu˚sob jakým
se budou vlákna spoušteˇt, ale je to prˇínosné v prˇípadeˇ, že chceme pracovat naprˇ. s dvoj-
rozmeˇrnými maticemi, urcˇiteˇ pro nás bude snažší pracovat s daty, když nám v každém
beˇhu kernelu bude sdeˇlena dvojrozmeˇrná poloha v datech než jednoduchý index, který
bychom do dvojrozmeˇrné podoby museli pokaždé prˇepocˇítávat. Prˇíklad dvojrozmeˇrné
indexace mu˚žeme videˇt na obrázku 2.
Du˚ležitým pojmem, který musíme uvést je tzv. warp size. Prˇi spušteˇní kernelu na mul-
tiprocesoru grafické karty jsou beˇžící vlákna zorganizovány do bloku˚, v rámci kterých
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vykonávají všechny vlákna stejnou instrukci. Tyto bloky se nazývají warpy. Maximální
pocˇet vláken v jednom takovémto warpu se oznacˇuje jako warp size.
2.2 Implementacˇní omezení
CUDA jako platforma disponuje velmi silným výkonostním potenciálem, ale naráží hned
v neˇkolika prˇípadech na svou nízkou flexibilitu a malé množství podporovaných základ-
ních operací.
Už sama architektura SIMD je velmi omezejucím prvkem. SIMD samotné není prˇe-
kvapením, historicky se tato architektura vždy objevovala ve spojení s grafickými opera-
cemi v reálném cˇase, at’ už mluvíme o straneˇ grafických akcelerátoru˚ nebo naprˇ. o rozší-
rˇení MMX. Ze samotného principu fungování grafických algoritmu˚, které se pro operace
v reálném cˇase omezují poveˇtšinou na jednotné operace nad texturami reprezentujících
ru˚zná data, je tato architektura správnou volbou. Pro naše výpocˇty bychom ale urcˇiteˇ uví-
tali architekturu MIMD, která by nám dala mnohem veˇtší prostor pro návrh algoritmu˚.
Dále je problémem synchronizace a komunikace mezi jednotlivými bloky/vlákny.
Výše byla zmíneˇna komunikace za pomoci sdílené pameˇti, která je však možná pouze
mezi vlákny sdílejícími jeden blok. Také zde narážíme na synchronizaci mezi jednotli-
vými vlákny, která prakticky neexistuje. Jediný nativneˇ podporovaný zpu˚sob je jednodu-
chý soubeˇh vláken prˇed cˇtením a zápisem do sdílené pameˇti.
Našteˇstí bylo podporˇeno neˇkolik jednoduchých atomických operací, které jsme prˇi
implementacích využili. Zejména je podporˇena operace atomického soucˇtu.
Pokrocˇilejší synchronizaci je u CUDA cˇasto diskutované téma. Nejcˇasteˇji se zminˇují
implementace kritické sekce s využitím atomických operací na principu spinlocku. Toto
rˇešení však v praxi selhává v prˇípadeˇ, že chceme spustit veˇtší pocˇet bloku˚ než je pocˇet
multiprocesoru˚ a mu˚že samo o sobeˇ vést k deadlocku. O principu fungování spinlocku se
lze více docˇíst na webové stránce projektu “Concurrency Kit” [6], který se zabývá imple-
mentacemi ru˚zných podpu˚rných rutin pro usnadneˇní vývoje paralelních programu˚.
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Také tím, že je CUDA pomeˇrneˇ mladou platformou, obsahuje obcˇas chyby bránící v
jejím plném využití. Prˇi tvorbeˇ této práce jsme narazili naprˇ. na neschopnost alokovat
na neˇkterých kartách veˇtší bloky pameˇti, nemožnost kopírovat na grafickou kartu data v
cyklu, vysokou chybovost samotného debuggeru apod.
Je nutno ale rˇíci, že na vývoji CUDA se neustále pracuje a veˇtšina chyb uvedená v
prˇedchozím odstavci byla ješteˇ prˇed dokoncˇením této práce opravena. Je možné, že se s
naru˚stající popularitou této platformy rozroste funkcionalita základu a nabídne mnohem
flexibilneˇjší vývoj.
I prˇes neˇkteré chyby je platforma CUDA dostatecˇneˇ zajímavá z du˚vodu velkého vý-
konostního potenciálu, který, vzhledem k velkému pocˇtu výpocˇetních jader, nabízí.
2.3 Prˇíklad implementace
Pro doplneˇní prˇedstavy o vývoji v technologii nVidia CUDA uvádíme v této kapitole
krátkou ukázku jednoduchého programu pro secˇtení dvou polí.
Na sestaveˇ, na které budeme vyvíjet, potrˇebujeme grafickou kartu podporující nVidia
CUDA, seznam teˇchto karet je k nalezení na [7]. Pro vývoj v operacˇním systému Win-
dows budeme dále potrˇebovat nVidia CUDA Toolkit, tento mu˚žeme stáhnout na webu
výrobce [8]. Pro zkompilování vytvorˇeného programu jsme použili Microsoft Visual Stu-
dio 2008. V nových verzích nVidia CUDA Toolkit je k dispozici, prˇi výchozím nastavení
instalace, v adresárˇi [Disk]:\ProgramData\NVIDIA Corporation\NVIDIA GPU Computing
SDK [Verze]\C\src\template\ vzorová solution, která obsahuje dva základní soubory:
template.cu a template_ kernel.cu. V prvním jmenovaném je obsažen kód pro hostující pro-
ces a do druhého souboru se zapisuje kód samotného kernelu. Tato šablona nahrazuje
standardní kompilátor Visual Studia kompilátorem pro CUDA, který prˇeloží cˇásti speci-
fické pro CUDA do konstrukcí jazyka C, výsledek je potom celý prˇeložen standardním
kompilátorem jazyka C.
Na algoritmu 1 vidíme okomentovaný výpis kódu našeho kernelu pro soucˇet dvou
vektoru˚. Tento kód bude spušteˇn jednou pro každý prvek teˇchto vektoru˚ a provede je-
den soucˇet. Toto bude jediná funkce, kterou budeme potrˇebovat uvést v souboru tem-
plate_kernel.cu.
Kernel je velmi jednoduchý, v prvním kroku pouze spocˇítá index do pole dat, který
urcˇí dvojici cˇísel, které bude scˇítat. V druhém kroku provede samotné secˇtení. Vidíme, že
se kromeˇ klícˇového slova global jedná o standardní funkci.
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// V promeˇnné threadIdx je vždy uložen vektor identifikující id spušteˇného vlákna. Pro více
než 512 spušteˇných vláken musíme pocˇítat s ID bloku, které je uloženo v promeˇnné
blockIdx. Pocˇet vláken v jednom bloku je pak uložen v promeˇnné gridDim.
int index = blockIdx.x ∗ gridDim.x + threadIdx.x;
// Vzhledem k systému, jakým se urcˇuje index do dat, mu˚že dojít k tomu, že budeme mít index
ukazující mimo pole, v prˇípadeˇ, že se toto stane, ukoncˇíme aktuální vlákno.
if (index >= num_items) return;
// Provedeme secˇtení dvou prvku˚ z vektoru˚ x a y a prˇirˇadíme výsledek do výstupního pole output
output[index] = x[index] + y[index];
}
Na algoritmu 2 pak uvádíme kód pro hostující proces. Nejprve potrˇebujeme na gra-
fickou kartu nahrát data, nad kterými bude operace probíhat. Data si standardním zpu˚-
sobem vytvorˇíme na hostujícím procesu, v našem prˇípadeˇ jsme vytvorˇili dva náhodné
vektory a jeden nulový vektor pro výsledek.
Poté si vytvorˇíme ukazatele na tyto data na grafické karteˇ. My jsme si tyto promeˇnné
oznacˇili prefixem d_, promeˇnná d_x bude tedy ukazovat na data vektoru x v pameˇti gra-
fické karty. Tento ukazatel je v rámci hostujícího procesu neplatný a nemu˚žeme s ním
tedy žádným zpu˚sobem pracovat. Mu˚žeme jej používat pouze jako parametr do funkcí
pracujících s pameˇtí grafické karty.
Pro alokování pameˇti na grafické karteˇ je urcˇena funkce cudaMalloc. Tato funkce fun-
guje obdobneˇ jako standardní funkce malloc.
Parametry cudaMalloc:
• devPtr - prvním parametrem musí být ukazatel do pameˇti grafické karty,
• size - druhým parametrem je pocˇet bajtu˚, které budou alokovány.
Pro kopírování dat je prˇipravena funkce cudaMemCpy. Tato funkce funguje opeˇt obdobneˇ
jako klasická funkce memcpy.
Parametry cudaMemCpy:
• dst - jako první parametr obdrží ukazatel na místo v pameˇti na které budou zkopí-
rována data,
• src - ukazatele urcˇující zdrojová data, která budou zkopírována,
• count - pocˇet bajtu˚, které budou zkopírovány,
• kind - enumerace, která urcˇuje smeˇr kopírování, mu˚že nabývat jedné z následujících
hodnot:
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– cudaMemcpyHostToHost - z hostujícího procesu na hostující proces,
– cudaMemcpyHostToDevice - z hostujícího procesu na grafickou kartu,
– cudaMemcpyDeviceToHost - z grafické karty na hostující proces,
– cudaMemcpyDeviceToDevice - z pameˇti grafické karty do pameˇti grafické karty.
Až máme v pameˇti prˇipravená veškerá data, mu˚žeme spustit samotný kernel. Toto se
provádí pomeˇrneˇ nestandardní syntaxí. Volání vypadá podobneˇ jako volání funkce ja-
zyka C, prˇed seznam argumentu˚ je ale prˇidána konstrukce <<<grid, block>>> která urcˇí,
kolikrát se daný kernel spustí. Promeˇnná grid zde reprezentuje 3D vektor urcˇující pocˇet
spušteˇných vláken v rámci jednoho bloku, promeˇnná block (opeˇt 3D vektor) poté urcˇuje
pocˇet teˇchto bloku˚, které budou spušteˇny.
Po skoncˇení beˇhu kernelu mu˚žeme výsledek zkopírovat do pameˇti hostujícího pro-
cesu a program ukoncˇit.
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Algoritmus 2 CUDA prˇíklad - hostující proces
// Dveˇ následující funkce vypocˇtou velikost bloku a gridu pro pocˇet požadovaných vláken. V
prˇípadeˇ, že chceme méneˇ než 512 vláken, stacˇí nám blok o velikosti (1,1,1) a grid o velikosti
(pocˇet_vlaken, 1, 1). Jinak je vygenerován grid o velikosti (512, 1, 1) a blok s patrˇicˇnou
velikostí tak, aby jeho vynásobením s velikostí gridu vzniklo cˇíslo veˇtší než je požadovaný
pocˇet vláken. V tomto prˇíkladu používáme pouze indexaci za pomocí x−ové složky vektoru ID,
v jiných prˇípadech by jsme mohli využít i vícerozmeˇrných indexací.
dim3 make_block(int num_items)
{
if (num_items <= 512)
return dim3(num_items, 1, 1);




if (num_items <= 512)
return dim3(1,1,1);
double dimension = num_items / 512;
dimension++;
return dim3((int)dimension, 1, 1);
}
int main(int argc, char∗∗ argv)
{
// Definice dat na hostujícím procesu.
const int size = 5;
float ∗x = (float∗)malloc(sizeof(float) ∗ size) ;
float ∗y = (float∗)malloc(sizeof(float) ∗ size) ;
float ∗output = (float∗)malloc(sizeof(float) ∗ size) ;
// Provedeme naplneˇní promeˇnných x, y daty. Znulujeme vektor output
...
// Definujeme ukazatel na vektor X uložený v pameˇti grafické karty.
float ∗d_x;
// Naalokujeme potrˇebný prostor v pameˇti grafické karty.
cutilSafeCall (cudaMalloc((void∗∗) &d_x, sizeof(float) ∗ size) ) ;
// Nakopírujeme vektor na grafickou kartu.
cutilSafeCall (cudaMemcpy(d_x, x, sizeof(float) ∗ size, cudaMemcpyHostToDevice));
// Stejným zpu˚sobem nakopírujeme i vektor Y a vektor pro výsledek.
float ∗d_y;
cutilSafeCall (cudaMalloc((void∗∗) &d_y, sizeof(float) ∗ size) ) ;
cutilSafeCall (cudaMemcpy(d_y, y, sizeof(float) ∗ size, cudaMemcpyHostToDevice));
float ∗d_output;
cutilSafeCall (cudaMalloc((void∗∗) &d_output, sizeof(float) ∗ size) ) ;
cutilSafeCall (cudaMemcpy(d_output, output, sizeof(float) ∗ size, cudaMemcpyHostToDevice));
// Vyvorˇíme block a grid.
dim3 grid = make_grid(size);
dim3 block = make_block(size);
// Spustíme kernel
add<<<grid, block>>>(d_x, d_y, d_output, size);
// Vykopírujeme výsledek z grafické karty
cutilSafeCall (cudaMemcpy(output, d_output, sizeof(float) ∗ size, cudaMemcpyDeviceToHost));




3 Násobení rˇídkých matic
Rˇídká matice je speciální trˇída matic, která se vyznacˇuje tím, že cˇást prvku˚, které obsa-
huje se rovná nule. Rˇídké matice jsou dnes výsledkem mnoha výpocˇetních operací a jejich
následné zpracování je soucˇástí mnoha algoritmu˚. Zárovenˇ toto zpracování bývá ve veˇt-
šineˇ prˇípadu˚ cˇástí výpocˇetneˇ nejsložiteˇjší a její zefektivneˇní tedy cˇasto vede k znatelnému
zlepšení cˇasové složitosti daného problému. Neˇkteré algoritmy využívající rˇídké matice
mu˚žeme najít v knize [9] nebo v knize [10].
V první cˇásti této sekce prˇedvedeme možnou techniku provedení násobení rˇídké ma-
tice hustým vektorem. Tato nám poslouží hlavneˇ k výbeˇru datové reprezentace rˇídké
matice vhodné k použití na platformeˇ CUDA.
V druhé cˇásti se budeme veˇnovat hlavnímu problému, který je steˇžejním tématem této
sekce, a tím je násobení dvou rˇídkých matic. S tímto problémem se potýkáme prˇi rˇešení
mnoha výpocˇetních problému˚, jednou z motivací pro urychlení rˇešení tohoto problému
pro nás byl naprˇ. výpocˇet matice podobnosti. Urychlením tohoto cˇasoveˇ velmi nárocˇného
problému bychom docílili veˇtší efektivity u neˇkterých shlukovacích algoritmu˚.
Zárovenˇ se zvlášt’ podíváme i na alternativní implementaci násobení dvou matic,
která bude sloužit pouze pro výpocˇet matice podobnosti pro velmi rˇídké matice.
3.1 Knihovna CUSPARSE
V pru˚beˇhu sepisování této práce vznikla knihovna CUSPARSE, která je prˇímo podporo-
vána firmou nVidia a která obsahuje rutiny rˇešící problémy prezentované v kapitole 3.2.
V dobeˇ vytvárˇení teˇchto algoritmu˚ tato knihovna však ješteˇ neexistovala.
I prˇes kvalitu a velký pocˇet podporovaných operací v této knihovneˇ, jí nejsou podpo-
rovány žádné algoritmy pro násobení rˇídké matice rˇídkou maticí. Algoritmy prezento-
vané v sekcích 3.3 a 3.4 nejsou tedy ani v této nejveˇtší knihovneˇ pro zpracování rˇídkých
dat na technologii CUDA prˇítomny.
Více o knihovneˇ CUSPARSE lze vyhledat v dokumentaci [11] nebo v prezentaci na
[12].
3.2 Násobení rˇídké matice hustým vektorem
Násobení rˇídké matice hustým vektorem je jedna z du˚ležitých operací lineární algebry.
Mnoho algoritmu˚, které tuto operaci využívají, vcˇetneˇ naprˇ. algoritmu pro nalezení vlast-
ních cˇísel matice, je uvedeno v [9] nebo v knize [10]. V praxi se u tohoto násobení setká-
váme s širokým spektrem rovnomeˇrneˇ až nerovnomeˇrneˇ usporˇádaných matic s ru˚znou
hustotou.
Prvním problémem prˇi realizaci násobení je urcˇení vhodné datové reprezentace rˇídké
matice, která by byla co nejvíce pameˇt’oveˇ efektivní a zárovenˇ by nám poskytovala mož-
nost násobení jednoduše zrealizovat.
Jak již bylo rˇecˇeno platforma CUDA je v neˇkterých ohledech velmi omezená a výbeˇr
vhodného formátu do velké míry urcˇí konecˇnou efektivitu celého algoritmu. Tyto zkuše-
nosti využijeme dále v práci, v kapitole 3.3.
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Porovnání jednotlivých formátu˚ bylo nastudováno z cˇlánku [13] srovnávajícího tyto
datové formáty s ohledem na architekturu CUDA.
3.2.1 Formát COO
Formát COO je snad nejjednodušším možným formátem pro reprezentaci rˇídké matice.
Matici reprezentuje za pomocí trˇí vektoru˚. Jeden vektor data obsahuje seznam všech ne-
nulových prvku˚ matice. Vektory rˇádek a sloupec pak obsahují indexy rˇádku a sloupce da-
ného prvku matice. Tento formát je bohužel velmi pameˇt’oveˇ nárocˇný, jelikož pro n prvku˚
je jeho pameˇt’ová složitost 3n, vzhledem k tomu, že prvky mohou být náhodneˇ serˇazeny,
bylo by velmi obtížné k násobení tento formát využívat, museli bychom vždy vyhledávat
potrˇebný prvek k násobení v celé matici.
Formát COO tedy není k našemu úcˇelu vhodný. I v prˇípadeˇ, že by prvky serˇazeny
byly, stále je díky své pameˇt’ové nárocˇnosti nepoužitelný. Pro urcˇité aplikace, kde je du˚-
ležité znát rychle prˇesneˇ pozice všech prvku˚ je však vhodný a i my jsme jej na neˇkolika
místech k reprezentaci menších dat využili. V tabulce 1 vidíme vlevo hustou matici a




rˇádek 0 0 1 2 2
sloupec 0 1 1 0 2
data 7 3 7 8 4
Tabulka 1: Struktura formátu COO
3.2.2 Formát DIA
DIA je zajímavý formát urcˇený pro matice, které jsou tvorˇeny malým pocˇtem nenulových
diagonál. K uložení využívá jednoho pole nenulových prvku˚, které zárovenˇ reprezentuje
jednotlivé diagonály a jednoho pole odchylek, které urcˇuje umísteˇní diagonály. Záporné
cˇíslo znacˇí diagonálu pod hlavní diagonálou, kladné cˇíslo naopak urcˇuje diagonálu nad
hlavní diagonálou. V tabulce 2 je vlevo uvedena pu˚vodní hustá matice. Uprostrˇed vi-
díme pole nenulových hodnot a vpravo pole odchylek, které urcˇuje odsazení dané dia-
gonály od diagonály hlavní. V prˇípadeˇ, že matice je v tomto formátu reprezentovatelná,
je násobení teˇchto matic vektorem jednoduchou záležitostí. Bohužel se zde snažíme o co
nejobecneˇjší reprezentaci, abychom byly schopni vynásobit jakékoliv matice, prˇi použití
tohoto formátu bychom nebyli schopni velkou cˇást matic efektivneˇ reprezentovat, takže
tento formát je pro nás taktéž nevhodný. Pro urcˇité konkrétní aplikace, které by však
potrˇebovaly zpracovávat takto specifické matice, by byl tento formát dobrou volbou.
7 0 0 5
0 1 0 0
8 0 2 0
0 3 0 4




offset -2 0 3
Tabulka 2: Struktura formátu DIA
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3.2.3 Formát ELL
Formát ELLPACK/ITPACK [14] ukládá nenulové prvky matice do husté matice m x k,
kde k je délka nejdelšího nenulového rˇádku v matici. Všechny rˇádky, které jsou kratší
než tento rˇádek jsou pak ve výsledné matici vyplneˇny zástupnými symboly (*). Dále je
potrˇeba ke každému nenulovému prvku uložit index sloupce, ve kterém se nachází. V
tabulce 3 je vlevo opeˇt uvedena hustá matice, uprostrˇed se nachází matice s rˇídkými daty
a úplneˇ vpravo matice s indexy sloupcu˚ pro jednotlivé položky v matici data.
Formát je tedy vhodný pro takové matice, které se skládají z rˇádku˚ s podobnou hus-
totou. V opacˇném prˇípadeˇ není pameˇt’ efektivneˇ využívána. Jelikož se zde snažíme vy-
tvorˇit pokud možno co nejobecneˇjší metodu pro násobení, tak musíme i tento formát
zamítnout.
7 0 0 5
0 1 0 0
8 0 2 0
0 3 0 4








Tabulka 3: Struktura formátu ELL
3.2.4 Formát CRS
Jako poslední uvádíme formát CRS, který jsme se nakonec rozhodli použít. CRS repre-
zentuje rˇídkou matici jedním polem obsahujícím všechny nenulové prvky rˇídké matice
serˇazené dle rˇádku, ve kterém se nacházejí a jedním polem, kde je pro každý tento prvek
uložen index sloupce. Dále je potrˇeba uložit informaci o rˇádku, ve kterém se daný prvek
nachází. Toto je v tomto formátu velmi elegantneˇ rˇešeno dveˇma poli o velikosti rovné po-
cˇtu rˇádku, kde jsou v jednom poli uloženy indexy zacˇátku˚ a v druhém poli indexy koncu˚
všech rˇádku˚ do pole s daty. Pro matici o velikost m x n je pameˇt’ová složitost 2k + 2m
kde k je pocˇet nenulových prvku˚ matice (2m potrˇebujeme pro dveˇ pole indexu˚ zacˇátku˚
a koncu˚ rˇádku˚, 2k pro uchování indexu˚ sloupcu˚ a skutecˇných hodnot všech nenulových
prvku˚). Tento formát je tedy pameˇt’oveˇ velmi efektivní.
Když se nad touto specifikací zamyslíme, snadno zjistíme, že pole s indexy koncu˚
jednotlivých rˇádku˚ pro neˇkteré aplikace nepotrˇebujeme. V prˇípadeˇ, že budeme znát cel-
kový pocˇet nenulových prvku˚, stacˇí nám znát pouze indexy zacˇátku˚ jednotlivých rˇádku˚.
Index konce n-tého rˇádku si mu˚žeme snadno dopocˇítat z indexu zacˇátku rˇádku prvku
n+1. Prázdné rˇádky pak mu˚žeme reprezentovat hodnotou -1 v tomto poli.
7 0 0 5
0 1 0 0
8 0 2 0
0 3 0 4
data 7 5 1 8 2 3 4
index sloupce 0 3 2 0 2 1 3
indexy pocˇátku˚ rˇádku˚ 0 2 3 5
indexy koncu˚ rˇádku˚ 1 2 4 6
Tabulka 4: Struktura formátu CRS
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Tento formát vybíráme zejména pro jeho univerzálnost a pro nízkou pameˇtovou ná-
rocˇnost. Dále má tento formát jednu velmi zajímavou vlastnost - v prˇípadeˇ, že pole in-
dexu˚ sloupcu˚ zameˇníme za pole s indexy rˇádku˚ a naopak, získáme transponovanou ma-
tici. Jsme tedy schopni vytvorˇit transponovanou matici bez jakýchkoliv operací. Tohoto
lze velmi dobrˇe využít naprˇíklad prˇi výpocˇtu matice podobnosti. Takto transponovaný
formát oznacˇujeme jako CCS.
3.2.5 Algoritmus násobení
Ideálneˇ bychom samozrˇejmeˇ chteˇli, aby celý algoritmus probeˇhl najednou ve stylu cˇerné
skrˇínˇky. Budeme tedy chtít, aby algoritmus probeˇhl následujícím zpu˚sobem:
1. nacˇtení veškerých potrˇebných dat,
2. nahrání veškerých dat na grafickou kartu,
3. spušteˇní kernelu s výpocˇtem,
4. zkopírování výstupních dat do hostujícího procesu.
Takovýto pru˚beˇh programu nebudeme schopni z ru˚zných du˚vodu˚ dodržet vždy. Cˇasto
budeme velmi omezováni velikostí pameˇti grafické karty, neschopnosti beˇhového pro-
strˇedí vytvárˇet dynamické datové struktury a zejména neschopností provádeˇt klasické
universální kritické sekce.




– Rˇídká matice A reprezentována pomocí CRS
– Hustý vektor x
• Výstupy:
– Hustý vektor y, definovaný jako y = Ax+y
Už ze samotného popisu algoritmu je videˇt, že nebude pro grafickou kartu nikterak
pameˇt’oveˇ nárocˇný. Rˇídkou matici jsme pameˇt’oveˇ schopni efektivneˇ reprezentovat po-
mocí CRS a kromeˇ ní budeme potrˇebovat již jen dva husté vektory. Celkoveˇ bude pameˇ-
t’ová složitost pouze 2k + 2m + 2n, kde k je pocˇet nenulových prvku˚ matice A a m x n je
velikost husté matice A.
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// Zjistí index prˇirˇazený aktuálnímu vláknu
IndexRˇádku = ZjistiAktualníIndex()
if(IndexRˇádku je platný)
// Pocˇítáme y = Ax + y. Proto nezacˇneme pocˇítat sumu od nuly, ale od prvku y
Suma = y[IndexRˇádku]
// Zjistíme indexy konce a zacˇátku aktuálního rˇádku v matici A
IndexZacˇátku = PocˇátekRˇádku(A, IndexRˇádku)
IndexKonce = KonecRˇádku(A, IndexRˇádku)
// Provedeme samotné násobení
for (i = IndexZacˇátku; i <= IndexKonce; i++)
// Pro každé i se provede vynásobení jednoho prvku matice A
// a prˇicˇtení výsledku do y.
// První musíme zjistit index sloupce do kterého aktuální prvek náleží.
IndexSloupce = ZjistiIndexSloupce(A, i);
// Ted’ mu˚žeme provést vynásobení a prˇicˇtení.
Suma += Hodnota(A, i) * x[IndexSloupce]
endfor
endif
// Zapíšeme do y výsledek.
y[IndexRˇádku] = Suma
end
Na algoritmu 3 vidíme algoritmus výpocˇtu pro jedno vlákno beˇžící na grafické karteˇ.
Toto vlákno poté spustíme pro každý rˇádek matice A, pro který algoritmus provede vy-
násobení a prˇicˇtení do vektoru y. Jak vidíme, algoritmus je díky vybrané reprezentaci
rˇídké matice pomeˇrneˇ jednoduchý.
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3.3 Násobení rˇídké matice rˇídkou maticí
Prˇi rˇešení této cˇásti jsme využili velkou spoustu poznatku˚ získaných z násobení rˇídké
matice hustým vektorem. Pro reprezentaci matice jsme opeˇt vybrali formát CRS, který se
osveˇdcˇil.
3.3.1 Algoritmus násobení
Beˇhem návrhu algoritmu jsme prˇemýšleli nad neˇkolika možnými implementacemi. Jed-
nou z možností implementace je rozdeˇlit problém násobení matic na násobení rˇádkových
a sloupcových vektoru˚ daných matic. Bohužel jsme však prˇi implementaci narazili hned
na neˇkolik problému˚ vycházejících prˇímo z architektury nVidia CUDA, které nám zne-
možnili vytvorˇit efektivní kernel. Znacˇným problémem je zejména velký pocˇet prázd-
ných smycˇek, které by program musel vykonat a nutnost cˇastého volání kernelu.
První návrh nás ale prˇivedl na jiné rˇešení, veškerá potrˇebná data budou nakopíro-
vána prˇímo na grafickou kartu, kde každé jednotlivé spušteˇné vlákno spocˇítá výslednou
hodnotu jednoho prvku matice. Celkový pru˚beˇh algoritmu jsme tedy navrhli takto:
• na grafickou kartu budou nakopírována veškerá potrˇebná data,
• kernel bude spušteˇn jednou pro každý jednotlivý prvek husté matice,
• kernel ze vstupních dat spocˇte hodnotu jemu prˇirˇazenému prvku husté matice,
• z grafické karty bude vykopírován výsledek.




– Rˇídká matice A reprezentována pomocí CRS
– Rˇídká matice B reprezentována pomocí CCS
• Výstupy:
– Hustá matice C definovaná jako C = A x B
A kompletní algoritmus vykonávaný kernelem uvádíme na algoritmu 4.
3.3.2 Spojení s Cannonovým algoritmem v jednoprocesorovém prostrˇedí
Výše uvedený návrh algoritmu pro násobení dvou rˇídkých matic má mnoho výkonnost-
ních výhod, ale také jeden neprˇíjemný problém. Nepodarˇilo se nám totiž žádným zpu˚so-
bem obejít neschopnost CUDA pracovat s dynamickými datovými strukturami a museli
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Algoritmus 4 Násobení rˇídké matice rˇídkou maticí
function matrix_csr_ccs_kernel(
Rˇídká matice A ve formátu CRS,
Rˇídká matice B ve formátu CCS,
Hustá výstupní matice C)
begin
// Zjistí indexy do dat prˇirˇazené aktuálnímu vláknu
IndexRˇádku = IndexZpracovávanéhoRˇádku()
IndexSloupce = IndexZpracovávanéhoSloupce()
if(IndexRˇádku >= pocˇet rˇádku˚ husté matice C) return
if(IndexSloupce >= pocˇet sloupcu˚ husté matice C) return
if(DélkaRˇádku(IndexRˇádku) == 0 && DélkaSloupce(IndexSloupce) == 0) return
Suma = 0
// Promeˇnnou i použijeme jako index do hodnot matice A, j pro indexy matice B
for(
i = IndexPocˇátkuRˇádku(A, IndexRˇádku),
j = IndexPocˇátkuSloupce(B, IndexSloupce);
j <= IndexKonceSloupce(B, IndexSloupce) && i <= IndexKonceRˇádku(IndexRˇádku);
)
// Posuneme se s indexem sloupce
if(IndexSloupce(A, i) < IndexRˇádku(B,j))
i++
// Posuneme se s indexem rˇádku
else if(IndexSloupce(A, i) > IndexRˇádku(B,j))
j++
// Indexy se shodují, provedeme násobení a posuneme se
else





// Nastavíme výslednou hodnotu matice C
Hodnota(C, IndexRˇádku * pocˇet sloupcu˚ husté matice C + IndexSloupce) = Suma
end
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První krok algoritmu Druhý krok algoritmu
Obrázek 3: Cannonu˚v algoritmus - prˇíklad rozdeˇlení matice
jsme pro reprezentaci a prˇenesení výsledku násobení použít hustou matici. Toto je limi-
tujícím faktorem zejména pro matice s nízkou hustotou, které jsou samy o sobeˇ na pa-
meˇt’ový prostor nenárocˇné, ale v momenteˇ, kdy použijeme tento algoritmus a výsledek
na grafické karteˇ uchováváme v hustém formátu, tak pameˇt’ové nároky rychle vzrostou
a brzy se dostaneme na velikost matice, kterou již nebudeme schopni uchovat v pameˇti
grafického akcelerátoru a nebudeme ji schopni vynásobit.
Rˇešení, které zde prezentujeme, je spojení tohoto algoritmu s Cannonovým algorit-
mem. Ten je sice navržen a nejlépe funguje v distribuovaném prostrˇedí, ale pro svoje
nízké pameˇt’ové nároky je pro náš algoritmus velmi vhodný. V následujícím odstavci je
popsán princip tohoto algoritmu.
Cannonu˚v algoritmus pracuje velmi jednoduchým zpu˚sobem. Matici A i matici B roz-
deˇlí na cˇtvercové bloky. Naše matice o velikosti m x n bude rozdeˇlená na p x p bloku˚.
Algoritmus je pu˚vodneˇ navržen pro distribuovaná prostrˇedí a pocˇítá s tím, že každý
takto vytvorˇený blok bude zpracováván jedním spušteˇným procesem. Prˇíklad rozdeˇlení
matic o velikosti 9 x 9 vidíme na obrázku 3. Vyznacˇené prvky na diagonále mají speci-
ální význam, jedná se o prvky, které algoritmus považuje za pocˇátecˇní. V prvním kroku
procesy zpracovávající tyto prvky rozešlou své cˇásti matice A svým sousedu˚m na rˇádku,
každý proces tedy obdrží matici A2. Všechny procesy nyní provedou vynásobení A2 se
svým lokálním blokem matice B a výsledek prˇicˇtou do lokálneˇ uložené cˇásti matice C. V
následujícím kroku zrotujeme celou matici B o jeden blok smeˇrem nahoru a posuneme
bloky matice A, které považujeme za startovní o jeden blok doprava. Celý proces opaku-
jeme dokud nedostaneme matici B zpeˇt do své pu˚vodní podoby. Po skoncˇení algoritmu
získáme na každém procesu v lokálneˇ uloženém bloku C cˇást výsledku násobení. Po spo-
22
jení teˇchto cˇástí dostaneme kompletní výsledek. Prˇíklad prvních dvou kroku˚ je rozkreslen
na obrázku 3. Celý algoritmus uvádíme rozepsaný v algoritmu 5.







if Proces je master
// Vytvorˇení procesu pro každý blok
VytvorˇProcesy()
// Pocˇátecˇní rozdeˇlení matic A, B a C na bloky
RozdeˇlMatici()
// Rozešli bloky odpovídajícím procesu˚m
RozešliBloky()
endif




p = Pocˇet bloku˚ v jedné úrovni
IndexRˇádku = IndexRˇádkuProcesu(Proces)
IndexSloupce = IndexSloupceProcesu(Proces)
for(i = 0; i < ; i++)
if (IndexRˇádku + i) % p == IndexSloupce
// Proces bude vysílat
RozešliProcesu˚mNaRˇádku(BlokA)
BlokC += BlokA * BlokB
else
// Proces bude prˇíjmat
TmpA = PrˇijmyBlokAOdAktivníhoRˇádku()





Vidíme tedy, že k vynásobení jednoho bloku matice potrˇebujeme uchovávat pouze
jeden blok z každé matice, kterou násobíme, jeden blok matice, kterou jsme obdrželi od
souseda a jeden blok matice, do které budeme zapisovat výsledek. Zárovenˇ vidíme, že
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Algoritmus 6 Cannonu˚v algoritmus - sekvencˇní implementace
function cannon(
Rˇídká matice A ve formátu CRS,
Rˇídká matice B ve formátu CCS,




p = Pocˇet bloku˚ v jedné úrovni
for(int i = 0; i < p; i++)
for(IndexRˇádku = 0; IndexRˇádku < p; IndexRˇádku++)
// Index pro aktualní rˇádek + cˇíslo rˇádku (pro prvek na diagonále) + i pro rotace a
IndexA = (IndexRˇádku * p + IndexRˇádku + i) % p
BlokA = BlokyA[IndexA]
IndexRˇádkuB = ((IndexRˇádku + i) * p) % p
for(IndexSloupce = 0; IndexSloupce < p; IndexSloupce++)
// Dojde k násobení vybraného A a B







prˇi násobení dochází k velké recyklaci bloku˚, což nám pomu˚že ušetrˇit velkou cˇást komu-
nikace s grafickou kartou.
Nejdrˇíve popíšeme jak by mohl tento algoritmus vypadat na straneˇ hostujícího pro-
cesu, který bude spravovat jednotlivé bloky matic a zasílat požadavky na zpracování
jednotlivých bloku˚ na grafickou kartu.
Samozrˇejmeˇ bychom mohli naimplementovat algoritmus v MPI nebo v PVM a spouš-
teˇt procesy na jedné stanici a nemuseli bychom vymýšlet sekvencˇní implementaci, ale
tato implementace by byla velmi neefektivní. Využívána bude jenom jedna grafická karta,
procesy by musely cˇekat, až tato bude uvolneˇna a implementace neˇkolika procesy by byla
zbytecˇneˇ degradována. Proto jsme vytvorˇili sekvencˇní jednoprocesovou variantu, její po-
drobný popis vidíme na algoritmu 6.
Na straneˇ grafické karty mu˚žeme s tímto návrhem využít úplneˇ stejného kernelu, jaký
jsme navrhli v sekci 3.3.1.
Touto implementací odstranˇujeme problém omezené pameˇti grafické karty a jsme
schopni akcelerovat násobení libovolneˇ velké rˇídké matice. Efektivita zvoleného postupu
bude oveˇrˇena v sekci 4.
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3.3.3 Využití v distribuovaném prostrˇedí
Zárovenˇ tím, že celá implementace je postavena nad Cannonovým algoritmem, umož-
nˇujeme snadné prˇenesení celého algoritmu do distribuovaného prostrˇedí. Prˇípadné za-
cˇleneˇní našeho kernelu do distribuované implementace naprˇ. v MPI nebo PVM by byla
velmi jednoduchá a umožnila by, prˇi existenci clusteru vybaveného grafickými kartami,
dosáhnout mnohonásobného zrychlení. O MPI se lze docˇíst více na domovské stránce
[15], o PVM pak naprˇ. v knize [16].
Implementace je tedy do budoucna zajímavá a spolu s hardwarem velmi dobrˇe šká-
lovatelná.
3.4 Výpocˇet matice podobnosti pro matice s velmi nízkou hustotou
Jedním z problému˚, na které jsme mysleli, prˇi navrhování teˇchto algoritmu˚, je výpocˇet
matice podobnosti. Pro specifické prˇípady, kdy by matice byla velmi rˇídká, by zde pre-
zentované implementace zacˇaly ztrácet na efektiviteˇ. Na vineˇ je zejména nutnost ucho-
vávat výsledky výpocˇtu˚ v husté matici, která tak zbytecˇneˇ zabírá vekou cˇást pameˇti na
grafické karteˇ.
Výpocˇet matice podobnosti je definován jako násobení matice A transponovanou ma-
ticí AT . Pro toto jsme tedy naimplementovali alternativní algoritmus. Jeho implementace
je založena na paralelizaci sekvencˇního algoritmu, který postupuje v matici A rˇádek po
rˇádku, pro každý prvek tohoto rˇádku vyhledá v matici AT rˇádek se stejným indexem,
jako je index sloupce tohoto prvku z matice A. Hodnotou z matice A pak pronásobíme
hodnoty z rˇádku matice AT a výsledky postupneˇ prˇicˇítáme do hustého vektoru dle in-
dexu sloupce prvku z matice AT . Výsledkem zpracování jednoho rˇádku je vždy kom-
pletní rˇádek výsledné matice. Celý algoritmus je patrneˇjší ze zápisu v algoritmu 7. Sek-
vencˇní algoritmus jsme prˇevzali z rˇešení prezentovaných v publikacích [17] a [18].
Naší ideou je rozdeˇlit algoritmus tak, aby v beˇhu jednoho kernelu mohl zpracovat
neˇkolik takovýchto rˇádku˚ najednou. V prˇípadeˇ, že bychom naivneˇ paralelizovali algorit-
mus pouze na úrovni jednoho rˇádku, tak bychom narazili na velkou režii datové komu-
nikace, která by byla nutná prˇi zacˇátku zpracování každého rˇádku.
V pameˇti grafické karty bychom rˇídkou matici AT udržovali neustále a meˇnili jenom
potrˇebné rˇádky matice A. Kernel bychom potom spustili jednou pro každý prvek všech
nahraných rˇádku˚ matice A a nechali jej spocˇítat výsledek pro tento konkrétní prvek. Když
se podíváme na algoritmus 7 podrobneˇji, tak zjistíme, že by mohlo dojít, prˇi námi navr-
hované paralelizaci, k soubeˇžnému pokusu o prˇicˇtení hodnoty do výstupního vektoru.
Toto našteˇstí lze ošetrˇit atomickou operací prˇicˇtení, která je na CUDA realizovatelná.
Vzhledem k faktu, že pocˇítáme s velmi nízkou hustotou matice AT , budeme schopni
udržet v pameˇti grafické karty i velmi velké matice. Pro prˇípad, kdy by se matice AT i tak
nebyla schopna vejít do této pameˇti, museli bychom do budoucna zvažovat kombinaci s
neˇkterým z algoritmu˚, které dokáží násobení matice rozdeˇlit na cˇásti, podobneˇ jako jsme
to udeˇlali v sekci 3.3.2 s násobením dvou rˇídkých matic a s Cannonovým algoritmem.
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Algoritmus 7 Výpocˇet matice podobnosti pro matice s velmi nízkou hustotou
function similarity_matrix(
Rˇídká matice A ve formátu CRS,
Rˇídká matice B (transponovaná A) ve formátu CRS,
Výstupní hustá matice C
)
begin
foreach(Rˇádek r matice A)
// Hustý vektor pro výsledek jednoho rˇádku o velikosti rovné husté šírˇce matice B
Výsledek[Hustá šírˇka matice B]
foreach(Prvek p v Rˇádku r)
TransponovanýRˇádek = B[IndexSloupce]
foreach(Prvek tp v TransponovanémRˇádku)






Algoritmus 8 Výpocˇet matice podobnosti pro matice s velmi nízkou hustotou - kernel
function similarity_matrix_kernel(
Rˇídká matice A ve formátu COO,
Rˇídká matice B (transponovaná A) ve formátu CCS,




IndexSloupceA = IndexSloupce(A, Index)
IndexRˇádkuA = IndexRˇádku(A, Index)
ZacˇátekRˇádkuB = ZacˇátekRˇádku(B, IndexSloupceA)
KonecRˇádkuB = KonecRˇádku(B, IndexSloupceA)
DélkaRˇádkuB = KonecRˇádkuB - ZacˇátekRˇádkuB + 1
if(DélkaRˇádkuB > 0)
for(i = ZacˇátekRˇádkuB; i < KonecRˇádkuB; i++)
IndexSloupceB = IndexSloupce(B, i)
Hodnota(C, IndexRˇádkuA * PocˇetRˇádku˚A + IndexSloupceB) +=





Popis kernelu pro CUDA:
• Vstupy:
– d rˇádku˚ matice A reprezentovaných pomocí formátu COO
– Rˇídká matice B (transponovaná A) reprezentována pomocí CCS
• Výstupy:
– Cˇást husté matice C definované jako C = A x B
Kód hostujícího procesu vykonává pouze smycˇku prˇes jednotlivé rˇádky matice A a
stará se o zajišteˇní vykopírování d rˇádku˚ ke zpracování do formátu COO. Kompletní kód
je samozrˇejmeˇ prˇiložen s testovacím programem. Pseudokód kernelu uvádíme v algo-
ritmu 8.
Naše implementace umožnˇuje nastavit pocˇet najednou zpracovávaných rˇádku˚ ma-
tice. Toto je parametr, který bude mít velký vliv na jeho výkonnost a prˇed rˇešením kon-
krétní úlohy bude trˇeba zvážit jeho nastavení.
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4 Experimenty s rˇídkými maticemi
V této kapitole popisujeme dva experimenty, které jsme provedli s námi vytvorˇenými al-
goritmy pro zpracování rˇídkých matic. Naším cílem je zejména otestovat rychlost teˇchto
algoritmu˚ vu˚cˇi jejich referencˇním sekvencˇním implementacím.
Všechna meˇrˇení jsme provedli na této konfiguraci:
• AMD Phenom II X4 940
• 8GB PC1066 DDR2 RAM
• nVidia GeForce GT250 (128 stream procesoru˚)
4.1 Násobení rˇídké matice rˇídkou maticí
Pro oveˇrˇení algoritmu˚ popsaných v sekci 3.3 jsme provedli sérii experimentu˚ nad daty
vygenerovanými pomocí nástroju˚ blíže popsaných v sekci 7.5.
Nejprve jsme nameˇrˇili výsledky implementace uvedené v podkapitole 3.3.1 a posta-
vili jsme jej proti sekvencˇní verzi násobení rˇídkých matic, která principiálneˇ postupovala
podobným zpu˚sobem jako naše implementace v CUDA. Její kompletní implementace je
samozrˇejmeˇ dodána v testovacím programu.
Námi prezentované spojení s Cannonovým algoritmem sepsané v sekci 3.3.2 pak
umožnˇuje velkou variabilitu v nastavení velikosti zpracovávaných bloku˚, které ovlivní
jak nárocˇnost zpracování jednoho bloku, tak pocˇet potrˇebných násobení k obdržení vý-
sledku˚, proto jsme vždy experimentálneˇ oveˇrˇili vývoj výkonnosti tohoto algoritmu v zá-
vislosti na teˇchto nastaveních.
Nejprve jsme provedli sérii meˇrˇení s maticemi neˇkolika velikostí s 50% hustotou. Vý-
sledek teˇchto meˇrˇení shrnujeme v tabulce 5. Ve sloupci Referencˇní cˇas [ms] uvádíme na-
meˇrˇený cˇas sekvencˇní implementace, ve sloupci CUDA [ms] je uveden cˇas implementace
ze sekce 3.3 a v posledním sloupci Zrychlení [%] je uvedeno procentuální zrychlení defi-
nováno jako Zrychlenı´ = Referencˇnı´ cˇasImplementace v CUDA · 100.
Velikost husté matice Hustota Referencˇní cˇas [ms] CUDA [ms] Zrychlení [%]
1000x1000 50% 4 923 780 631
2000x2000 50% 40 230 7 180 560
3000x3000 50% 127 421 29 070 438
4000x4000 50% 322 251 77 531 416
5000x5000 50% 698 370 167 217 418
6000x6000 50% 1 068 154 303 656 352
Tabulka 5: Experiment - matice s 50% hustotou
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Vidíme, že zrychlení není oproti referencˇním cˇasu˚m konstantní, ale pomeˇrné zrych-
lení se stále snižuje. Toto je dáno zejména nutností udržovat v pameˇti grafické karty blok
dat o velikosti husté matice pro zápis výsledku a jeho nutný prˇenos. Výkonnost také bude
klesat s pocˇtem smycˇek, které musí jeden kernel vykonat, proto se naše volba spojení s
Cannonovým algoritmem a volba cesty veˇtšího pocˇtu násobení menších bloku˚ ukazuje
být vhodnou.
Dále jsme na teˇchto maticích promeˇrˇili výkonnost implementace uvedené v 3.3.2
(spojení s Cannonovým algoritmem). V tabulce 6 shrnujeme výsledek teˇchto meˇrˇení. Ve
sloupci CUDA [ms] uvádíme nameˇrˇené cˇasy z implementace bez použití Cannonova al-
goritmu a ve sloupci Cannon 1/4[ms] uvádíme cˇas implementace s použitím Cannonova
algoritmu a rozdeˇlením matice na 4 cˇtvercové podbloky. Obdobneˇ je ve sloupci Cannon
1/16[ms] uveden cˇas pro implementaci s Cannonovým algoritmem prˇi rozdeˇlení vstupní
matice na 16 cˇtvercových podbloku˚, stejné platí pro další sloupce. Nejlepší výsledek Can-
nonova algoritmu pro danou matici je vyznacˇen tucˇneˇ. Ve sloupci oznacˇeném jako Zrych-
lení uvádíme dosažené zrychlení Cannonova algoritmu s nejlepším výsledkem oproti
prˇedchozím nameˇrˇeným cˇasu˚m našeho algoritmu v CUDA. V posledním sloupci Abso-
lutní zrychlení uvádíme celkové zrychlení dosažené oproti referencˇní implementaci. Pro
prˇehlednost je tabulka rozdeˇlena na dveˇ cˇásti.
Vidíme, že se nám tímto spojením podarˇilo docílit ješteˇ vyššího urychlení výpocˇtu
než prostým vynásobením teˇchto matic.
Na záveˇr jsme ješteˇ proveˇrˇili vývoj výkonu s meˇnící se hustotou matice. Pro tento
úcˇel jsme vygenerovali matici o velikosti 3000 x 3000 prvku˚ s ru˚znými hustotami. Vý-
sledky prezentujeme v tabulce 7. Význam sloupcu˚ tabulky je obdobný jako v prˇedcho-
zím prˇípadeˇ. Nejlepší dosažená hodnota Cannonova algoritmu je opeˇt vyznacˇena tucˇneˇ.
Ve sloupci Zrychlení uvádíme dosaženého zrychlení jednoduché implementace v CUDA
oproti referencˇnímu cˇasu a ve sloupci Absolutní zrychlení uvádíme nejvyšší dosažené
zrychlení oproti referencˇnímu cˇasu. At’ už dosažené Cannonovým algoritmem nebo pros-
tým algoritmem.
Toto meˇrˇení potvrdilo naše domneˇnky z prˇedchozích testu˚. Dále se ukazuje, že imple-
mentace s Cannonovým algoritmem zvládá velmi dobrˇe i rˇešení úloh s maticemi s velmi
nízkou hustotou. U teˇchto matic ale, vzhledem k nutnosti uchovávat výsledek husteˇ,
dochází ke snižování pocˇtu vynásobených prvku˚ v rámci jednoho beˇhu kernelu. Jsme
nuceni násobit zbytecˇneˇ malé bloky matice, protože veˇtší do pameˇti grafické karty nena-
hrajeme. To v du˚sledku znamená velký pocˇet násobení jednotlivých bloku˚ navíc.
Proto jsme prˇišli, alesponˇ pro výpocˇet matice podobnosti, s alternativním algoritmem































































































































































































































































































































































































































































































































































































































































































































































































Obrázek 4: Graf - porovnání jednoduché implementace v CUDA s implementací využí-
vající Cannonu˚v algoritmus
Obrázek 5: Graf - porovnání CUDA implementací s referencˇními cˇasy
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Nameˇrˇené výsledky jsme shrnuli v grafu 5, který ukazuje porovnání cˇasu˚ dosažených
na nVidia CUDA s referencˇním cˇasem. Série Reference reprezentuje referencˇní cˇas, druhá
série ukazuje nejlepší dosažený cˇas na CUDA ve spojení s Cannonovým algoritmem a
poslední série ukazuje nejlepší možný cˇas, který jsme dosáhli na CUDA (nejlepší cˇas
beˇhu algoritmu ze sekce 3.3 nebo 3.3.2). Z tabulky a grafu je patrné, že ve veˇtšineˇ prˇípadu˚
byl lepší Cannonu˚v algoritmus. Na obrázku 4 pak vidíme v grafu srovnání jednoduché
varianty algoritmu s variantou spojenou s Cannonovým algoritmem.
4.2 Výpocˇet matice podobnosti pro velmi rˇídká data
V této cˇásti budeme prezentovat nameˇrˇené výsledky algoritmu sepsaného v sekci 3.4.
Tento algoritmus umožnˇuje pro zvýšení efektivity celého výpocˇtu nastavit pocˇet zpra-
covávaných rˇádku˚ matice v jednom beˇhu kernelu. Pocˇet takto zpracovávaných rˇádku˚
budeme dále oznacˇovat jako parametr d.
Pro nameˇrˇení hodnot pro tento experiment jsme použili program popsaný v sekci 7.3,
který byl spušteˇn na stejné sestaveˇ jako prˇedchozí experiment:
• AMD Phenom II X4 940
• 8GB PC1066 DDR2 RAM
• nVidia GeForce GT250 (128 stream procesoru˚)
Jako testovací data jsme použili rˇídkou matici reprezentující kolekci proteinu˚. Tato ko-
lekce je prˇiložena na DVD. Pro úcˇely experimentu˚ jsme vytvorˇili neˇkolik kopií této ko-
lekce s ru˚znou velikostí, které jsme samozrˇejmeˇ také prˇiložili na DVD.
V tabulce 8 shrnujeme nameˇrˇené cˇasy. Ve sloupci Velikost uvádíme pocˇet nenulových
prvku˚ testovací matice. Sloupec Reference obsahuje nameˇrˇené cˇasy dosáhnuté referencˇ-
ním algoritmem. Ve sloupci oznacˇeném CUDA 1 uvádíme nameˇrˇené cˇasy našeho algo-
ritmu s parametrem d = 1, sloupec CUDA 3 pak obsahuje cˇasy pro d = 3, stejné platí pro
další sloupce. Nejlepší cˇas dosažený naším algoritmem je vyznacˇený tucˇneˇ. V posledním
sloupce Zrychlení uvádíme dosažené procentuální zrychlení nejlepšího cˇasu algoritmu na
CUDA oproti referencˇní verzi. Tabulka je pro prˇehlednost opeˇt rozdeˇlena na dveˇ cˇásti.
Nameˇrˇené hodnoty jsme dále vykreslili do grafu˚. Na obrázku 6 jsme zobrazili nameˇ-
rˇený referencˇní cˇas a nejlepší dosažený cˇas našeho algoritmu v CUDA. Na druhém grafu
na obrázku 7 vidíme potom vývoj jednotlivých cˇasu˚ algoritmu v CUDA v závislosti na
nastavení parametru d.
Vidíme, že se zvyšujícím se pocˇtem dat zrychlení roste, algoritmus je tedy obzvlášteˇ
vhodný pro vyšší objemy dat. Zpocˇátku jsme meˇli obavu o rychlost algoritmu, pro jeho
realizaci bylo totiž nutné využít operace atomického soucˇtu, která zamkne data, nad kte-
rými pracuje pro ostatní vlákna, provede prˇicˇtení a poté data odemkne. Ukázalo se ale, že
prˇi prˇicˇítání pomocí této operace do pole není zamknuto celé pole, ale pouze jeden kon-
krétní prvek a v našem konkrétním prˇípadeˇ toto neprˇedstavuje výkonnostní problém.
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Obrázek 6: Graf - porovnání referencˇního cˇasu s algoritmem v CUDA
















































































































































































































































































































































5 Konecˇné nedeterministické automaty
Steˇžejním oborem, který jsme chteˇli prozkoumat, je oblast konecˇných nedeterministic-
kých automatu˚ a možnosti jejich implementace na CUDA.
Konecˇné automaty dnes umožnˇují efektivneˇ rˇešit celou rˇadu výpocˇetních problému,
avšak ve svém základu se nedokáží dobrˇe výkonnostneˇ škálovat na moderním hardware.
Du˚vodem je standardneˇ sekvencˇní implementace teˇchto automatu˚ a trend zvyšovat frek-
vence moderních procesu˚ pomalu a výkon nahrazovat více-jádrovými systémy. Zejména
proto by nás zajímala možnost paralelizace automatu.
Implementovali jsme vykonávání obecného nedeterministického konecˇného automatu
na této technologii a funkcˇnost tohoto jsme otestovali na problému vyhledávání v rˇeteˇzci
s chybou, ke které jsme sestrojili testovací automat.
Celou práci jsme postavili na zkušenostech získaných prˇí implementaci násobení rˇíd-
kých matic.
5.1 Definice
Nedeterministický konecˇný automat (NFA) je dán peˇticí (Q, S, d, q0, F) kde:
• Q je konecˇná množina stavu˚,
• S je množina vstupních symbolu˚,
• d je prˇechodová funkce mezi jednotlivými stavy definovaná jako(Σ {ε}) →−→ P (Q),
• q0 ∈ Q je pocˇátecˇní stav,
• F ⊆ Q je množina konecˇných stavu˚.
5.2 Vyhledávání s chybou
Automaty dnes mají široké pole využití, proto nebylo jednoduché vybrat problém, na
kterém bychom naši implementaci vyzkoušeli a provedli na ní testy.
Jedním ze zajímavých problému˚ je vyhledávání v rˇeteˇzcích s chybou. Toto lze využít
prˇi rˇešení velké spousty úloh, jako je naprˇíklad vyhledávání v sekvencích DNA [19].
Obecneˇ rˇecˇeno znamená vyhledávání s chybou nacházení všech výskytu˚ hledaného
rˇeteˇzce x ve vstupním rˇeteˇzci y. Operace koncˇí vrácením pozic všech cˇástí y, které jsou
vzdálené maximálneˇ k kroku˚ od x. Prˇedpokládáme, že k ∈ N a k < |x| ≤ |y|.
Pro meˇrˇení vzdálenosti k se beˇžneˇ používají dveˇ nejznámeˇjší vzdálenosti, Levensh-
teinova vzdálenost a Hammingova vzdálenost. O vyhledávání v rˇeteˇzcích lze nalézt více
informací v [20].
5.2.1 Hammingova vzdálenost
Hammingova vzdálenost mezi dveˇma stejneˇ dlouhými rˇeteˇzci x a y je pocˇet pozic, na
kterých se dané dva rˇeteˇzce neshodují. Mu˚žeme taktéž rˇíct, že jde o pocˇet zámeˇn, které je
nutné na jednom rˇeteˇzci provést, abychom dostali rˇeteˇzec druhý.
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5.2.2 Levenshteinova vzdálenost
Levenshteinova vzdálenost bývá cˇasto nazývána editacˇní vzdálenost a je definována jako
minimální pocˇet operací vložení, nahrazení a smazání jednoho znaku, které jsou potrˇeba,
abychom z rˇeteˇzce x obdrželi rˇeteˇzec y. Pro výpocˇet této vzdálenosti se cˇasto postu-
puje spocˇtením matice obsahující vzdálenosti mezi všemi jednotlivými prefixy hleda-
ného vzorku a všemi prefixy vstupu. Tato metoda je tedy použitelná pouze v prˇípadeˇ,
že rˇeteˇzce jsou pomeˇrneˇ krátké a hodí se tedy spíše k porovnání dvou slov. Konstrukce
automatu pro tuto vzdálenost je možná, je popsána naprˇ. v [21].
Pro naší další práci jsme si ale vybrali vzdálenost Hammingovu, konstrukce Levehn-
steinhova automatu je totiž výrazneˇ komplexneˇjší a byla by nad rámec této práce.
5.3 Konecˇný automat pro vyhledávání s chybou
Pro tuto kapitolu prˇedpokládejme:
• y je rˇeteˇzec, ve kterém vyhledáváme,
• x je vyhledávaný vzorek,
• k je maximální vzdálenost hledaného vzorku,
• m je délka hledaného vzorku.
Automat vyhledávající v rˇeteˇzcích s chybou dle Hammingovi vzdálenosti musí tedy roz-
poznávat jazyk:
A* {HammingovaVzdalenost(y, x) ≤ k}
Budeme tedy uvažovat automat definovaný takto:
• každý stav automatu je definován jako dvojice (l, i) kde l je pocˇet aktuálních neshod
ve zpracovávaném rˇeteˇzci a i je hloubka stavu, tedy 0 ≤ l ≤ k, −1 ≤ i ≤ m − 1 a
l ≤ i+ 1,
• výchozí stav je (0, -1),
• prˇijímací stavy jsou všechny stavy oznacˇené jako (l, m - 1) pro 0 ≤ l ≤ k,
• prˇechody jsou definovány pro 0 ≤ l ≤ k, 0 ≤ i < m − 1 a pro a ∈ A bud’ ve formeˇ
((0,-1), a, (0,-1)) nebo ((l,i), x[i+1], (l,i+1)) nebo ve formeˇ ((l,i), a, (l+1,i+1)) pokud
a ̸= x[i+ 1] a 0 ≤ l ≤ k − 1.
Konstrukce automatu byla prˇevzata z [20].
Automat je tedy složen k+1 úrovní l, kde každá úrovenˇ oznacˇuje l chyb v aktuálneˇ
zpracovaném prefixu hledaného vzorku x.
Prˇechod ((0,-1), a, (0,-1)) je jednoduchou smycˇkou na prvním stavu automatu zarucˇu-
jící, že automat vyhledá všechny možné výskyty vzorku x a ne pouze výskyt první. Tento
prˇechod mu˚žeme rovneˇž nahradit prˇechodem ε.
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((l,i), x[i+1], (l,i+1)) jsou prˇechody provádeˇné v prˇípadeˇ shody a prˇechody ((l,i), a,
(l+1,i+1)) korespondují k nalezeným neshodám.
Automat se skládá z (k + 1) × m+ 1− k2 stavu˚ a dle [20] jej lze sestrojit v cˇase
O (k ×m).
Jednoduchý automat vyhledávající rˇeteˇzec abcd s maximálneˇ dveˇma chybami nad
abecedou A = {a, b, c, d} mu˚žeme videˇt na obrázku 8. U stavu (0,-1) vidíme pocˇátecˇní
smycˇku zarucˇující vyhledání všech výskytu˚ hledaného vzorku. Stavy (0, 3), (1,3) a (2,3)
jsou prˇijímající stavy oznacˇující nalezený rˇeteˇzec na aktuální pozici s žádnou, jednou
nebo dveˇma chybami. Dále na obrázku vidíme horizontální prˇechody reprezentující na-
lezení odpovídajícího znaku a diagonální prˇechody reprezentující rozdíly mezi rˇeteˇzci.
Obrázek 8: Automat pro vyhledávání s chybou
5.4 Reprezentace automatu
NFA mu˚žeme reprezentovat neˇkolika možnými zpu˚soby. Cˇasto bývá pro sekvencˇní im-
plementace využívána spojová datová struktura, která umožnˇuje jednoduchou a po-
meˇrneˇ efektivní implementaci.
Pro naše úcˇely se však bude lépe hodit reprezentace prˇechodových stavu˚ pomocí jed-
noduché binární matice. Binární maticí rozumíme matici obsahující pouze prvky nabý-
vající hodnot 0 a 1.
Binární matice pro náš automat bude vždy cˇtvercová o velikosti k x k, kde k je pocˇet
stavu˚ automatu. Pro každý symbol ze vstupní abecedy automatu S bude existovat jedna
taková matice. Bunˇky reprezentují prˇechody mezi jednotlivými stavy, prˇicˇemž stavy ve
sloupcích považujeme za výchozí a stavy na rˇádcích za cílové.
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Prˇíklad jednoduchého automatu reprezentovaného binární maticí vidíme na obrázku
9. Je zde ukázán automat o cˇtyrˇech stavech Q = {A,B,C,D}.
V prˇípadeˇ, že se automat nachází ve stavu oznacˇeném A a matice na obrázku 9 je ma-
ticí odpovídajícímu symbolu na vstupu automatu, pak zjistíme stavy, do kterých automat
prˇejde, vyhledáním všech buneˇk ve sloupci oznacˇeném A majících hodnotu 1. Automat
by tedy prˇešel ze stavu A do stavu˚ A a C.
Obrázek 9: Automat reprezentovaný binární maticí
5.5 Paralelizace vykonávání automatu
Paralelizace automatu je dlouho rˇešená otázka. Z existujících rˇešení jsme nastudovali
naprˇ. [22], které má tu výhodu, že dokáže paralelneˇ zpracovávat i deterministické au-
tomaty. Základní princip tohoto rˇešení je rozdeˇlení vstupních dat na sebe vzájemneˇ se
neprˇekrývající bloky. Nad prvním blokem vykonáme standardní beˇh automatu a zjis-
tíme stav, ve kterém se automat zastaví. Nad každým dalším blokem pak vykonáme
paralelneˇ beˇh automatu tak, že považujeme každý jeho stav za výchozí, obdržíme tak
tabulku obsahující konecˇný stav automatu pro daný blok pro každý stav, ve kterém by
automat mohl zacˇít. Pomocí stavu, ve kterém se zastaví první automat, vyhledáme v
tabulce druhého automatu koncový stav. Toto opakujeme, než zjistíme koncový stav po-
sledního automatu, který je skutecˇným výsledkem.
Toto rˇešení je evidentneˇ staveˇno na míru pro systémy posílání zpráv a v nVidia CUDA
bychom narazili na drˇíve popsané problémy. Proto jsme se rozhodli vyzkoušet rˇešení,
které by využilo drˇíve zjišteˇných faktu˚ a zkušeností, které jsme získali prˇi implementaci
násobení matic.
Naší ideou je vytvorˇit dva kernely, jeden kernel, který se postará o samotné “vyná-
sobení” binární matice prˇechodu˚ s vektorem stavu˚ a druhým kernelem, který pak jed-
noduchým zpu˚sobem urcˇí, zda se automat nenachází v neˇkterém z koncových stavu˚ a
tento fakt pak ohlásí hostujícímu procesu. Takto bychom byli schopni provést implemen-
taci, která by nepotrˇebovala žádné další synchronizacˇní mechanismy, kromeˇ samotného
spušteˇní kernelu, které bude s hostujícím procesem díky datové komunikaci synchronní.




– Rˇídká binární matice A reprezentující prˇechodovou funkci pro aktuální sym-
bol na vstupu automatu
– Vektor aktuálních stavu˚
• Výstupy:
– Vektor aktuálních stavu˚ po provedení prˇechodu
Pokud bychom ale provedli implementaci kernelu prˇesneˇ dle tohoto popisu, dostali
bychom velké množství datové komunikace mezi hostujícím procesem a grafickou kar-
tou. Proto jsme navrhli rˇešení, které ideoveˇ odpovídá výše uvedenému, ale ulevuje da-
tové komunikaci.
Na grafické karteˇ budou neustále udržovány dva vektory, které budou uchovávat ak-
tuální stavy a budou pracovat na principu dvojitého bufferu. Jeden vektor bude vždy ob-
sahovat aktuální data a do druhého se bude zapisovat výsledek provedeného prˇechodu.
Po skoncˇení jednoho prˇechodu dojde k zámeˇneˇ teˇchto dvou vektoru˚ a vektor urcˇený k
zapisování bude znulován.
Dále využijeme druhý kernel, který vektor aktuálních stavu˚ porovná s vektorem ko-
necˇných stavu˚, který bude také v pameˇti akcelerátoru prˇipraven, a hostující proces o
prˇípadné shodeˇ informuje jednoduchým prˇíznakem.
Prˇíklad Pro snažší pochopení našeho rˇešení uvádíme krátký prˇíklad. Na obrázku 10 vi-
díme jednoduchý automat rozpoznávající všechna slova obsahující sudý pocˇet symbolu˚
a. Prˇedpokládáme množinu vstupních symbolu˚ S = {a}.
Obrázek 10: Automat rozpoznávající sudý pocˇet symbolu˚ “a”
Jediný symbol vstupní abecedy tohoto automatu je práveˇ symbol a, matici prˇechodu
pro tento symbol a pro tento automat uvádíme na obrázku 11. Zárovenˇ na obrázku vi-
díme stav automatu v prvním kroku algoritmu. Hodnota 1 ve vektoru aktuálních stavu˚
reprezentuje aktivní stav, ve kterém se automat nachází. Vidíme, že na zacˇátku se auto-
mat nachází ve stavu 0. Dále je na tomto obrázku zobrazen back buffer, což je náš vektor
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pro zápis stavu˚, do kterých automat prˇejde v jednom kroku, v prvním kroku je vynulo-
ván.
0 1 2
0 0 0 0 0 1 0 0
1 1 0 1 1 0 1 0
2 0 1 0 2 0 2 0
Matice prˇechodu Vektor aktuálních stavu˚ Back buffer
Obrázek 11: Automat rozpoznávající sudý pocˇet symbolu˚ “a” - krok 1
Na obrázku 12 vidíme stav automatu po provedení prˇechodu pro vstupní symbol a,
zmeˇny jsou vyznacˇeny tucˇneˇ. Algoritmus vyhledal v matici prˇechodu všechny sloupce
reprezentující stavy, ve kterých se automat nacházel. V našem prˇípadeˇ se jedná pouze o
sloupec 0. Z teˇchto sloupcu˚ potom vybral indexy všech rˇádku˚, ve kterých je hodnota v
matici prˇechodu rovna jedné. Indexy teˇchto rˇádku˚ jsou ve skutecˇnosti indexy stavu˚, do
kterých má automat prˇejít. Výsledek si zapíšeme do výstupního vektoru (back buffer). V
našem prˇípadeˇ automat prˇechází do stavu 1. Tento krok by provedl kernel uvedený na
algoritmu 9.
0 1 2
0 0 0 0 0 1 0 0
1 1 0 1 1 0 1 1
2 0 1 0 2 0 2 0
Matice prˇechodu Vektor aktuálních stavu˚ Back buffer
Obrázek 12: Automat rozpoznávající sudý pocˇet symbolu˚ “a” - krok 2
V dalším kroku, zobrazeném na obrázku 13, vymeˇníme vektor aktuálních stavu˚ za
výstupní vektor (back buffer), kam algoritmus zapsal výsledek prˇechodu.
0 1 2
0 0 0 0 0 0 0 1
1 1 0 1 1 1 1 0
2 0 1 0 2 0 2 0
Matice prˇechodu Vektor aktuálních stavu˚ Back buffer
Obrázek 13: Automat rozpoznávající sudý pocˇet symbolu˚ “a” - krok 3
Nyní mu˚žeme porovnat, zda automat nevstoupil do prˇijímajícího stavu. Toto by pro-
vedl kernel uvedený na algoritmu 10. V našem prˇípadeˇ víme, že vektor prˇijímajících
stavu˚ je (0,0,1) (mu˚žeme videˇt na obrázku 10). Automat tedy do prˇijímajícího stavu ne-
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vstoupil. Nakonec znulujeme náš vektor výstupních stavu˚, cˇímž si automat prˇipravíme
pro zpracování dalšího symbolu na vstupu. Toto je ilustrováno na obrázku 14.
0 1 2
0 0 0 0 0 0 0 0
1 1 0 1 1 1 1 0
2 0 1 0 2 0 2 0
Matice prˇechodu Vektor aktuálních stavu˚ Back buffer
Obrázek 14: Automat rozpoznávající sudý pocˇet symbolu˚ “a” - krok 4
Celý proces bychom opakovali pro každý další zpracovávaný symbol na vstupu au-
tomatu. Rˇídící algoritmus hostujícího procesu, popsaný tímto prˇíkladem, uvádíme na
algoritmu 11.
Chování automatu je možné vždy poupravit pro rˇešení konkrétních problému˚. Naprˇ.
pro vyhledávání s chybou považujeme pocˇátecˇní stav automatu vždy za aktivní, tímto
docílíme vyhledání všech hledaných vzorku˚ a ne jen jednoho.
Nyní tedy máme návrh, který pro veškerou komunikaci v pru˚beˇhu procesu potrˇebuje
prˇenést pouze jeden prvek typu bool a matici prˇechodu˚ symbolu, který je práveˇ zpraco-
váván. Je trˇeba si ješteˇ uveˇdomit, že v prˇípadeˇ vyhledávání v delších textech, které je
naším cílem, se budou symboly na vstupu mnohokrát opakovat. Tohoto mu˚žeme využít
k zachování matic jednotlivých symbolu˚ v pameˇti grafické karty. Tyto jsou uchovávány
rˇídce a nebudou tedy pameˇt’oveˇ nárocˇné. Mu˚žeme je nechat uložené v pameˇti a pokaždé
prˇi spušteˇní prˇeposlat kernelu pouze ukazatel do této pameˇti. Tímto z velké cˇásti mini-
malizujeme potrˇebnou komunikaci.




– Vektor aktuálních stavu˚ x
– Vektor koncových stavu˚ f
• Výstupy:
– Prˇíznak oznacˇující zda automat vstoupil do prˇijímajícího stavu
Nejdrˇíve uvádíme v algoritmu 9 pseudokód kernelu provádeˇjícího jeden krok auto-
matu.
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Algoritmus 9 Automat - kernel pro vykonání jednoho kroku
function automata_step(
Matice prˇechodu A ve formátu CRS,
Vektor aktuálních stavu˚ x,









Dále na algoritmu 10 uvádíme kernel pro zjišteˇní, zda se automat nachází v prˇijímají-
cím stavu.
Algoritmus 10 Automat - kernel pro zjišteˇní koncových stavu˚
function automata_check_final_state(
Vektor aktuálních stavu˚ x,
Vektor koncových stavu˚ f,




if(x[IndexPrˇijímajícíhoStavu] je aktivní) r = true
end
Nakonec se podívejme na algoritmus provádeˇjící samotnou logiku spoušteˇní jednot-
livých kernelu˚. V této cˇásti se vyskytuje hlavní výkonný kód, který kontroluje dostupnost
všech potrˇebných dat souvisejících s aktuálním krokem automatu na grafické karteˇ, syn-
chronizuje jednotlivé kroky za pomocí volání kernelu a zpracovává prˇípadné nalezené
výsledky poskytnuté kernelem. Kompletní výpis vidíme na algoritmu 11.
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Výstupní vektor indexu˚ nalezených pozic vzorku˚ o)
begin
// Prˇíznak který použijeme k identifikaci aktuálního bufferu
Buffer = 0
// Naše dva vektory, které budou sloužit jako dva buffery
define StavyA[] = ZískejPocˇátecˇníStavy(A)
define StavyB[]
// Prˇíznak, zda jsme vstoupili do prˇijímajícího stavu
Ukoncˇit = false
for(i = 0; i < DélkaTextu(Text); i++)
// Aktuálneˇ zpracovávaný znak
c = Text[i]
// Matice prˇechodu umísteˇná v pameˇti grafické karty
MaticePrˇechoduD = ZískejMaticiPrˇechodu(A, c)
if(MaticePrˇechoduD == null)
MaticePrˇechoduD = NakopírujDataNaGrafickouKartu(A, c)
if(Buffer == 0)




Prˇidej do o index i
VynulujVektorNaGrafickéKarteˇ(StavyA)
Buffer = 1
else if(Buffer == 1)










Funkcˇnost a efektivitu teˇchto zde prezentovaných algoritmu˚ samozrˇejmeˇ oveˇrˇíme ex-
perimenty uvedenými v následující kapitole.
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6 Experimenty s konecˇnými nedeterministickými automaty
V pru˚beˇhu implementace automatu jsme narazili hned na neˇkolik problému˚ zpu˚sobe-
ných limitacemi technologie nVidia CUDA. Prˇedneˇ jsme byli omezení absencí dynamic-
kých datových struktur a standardních kritických sekcí, které zpu˚sobili, že jsme byli nu-
ceni navrhnout kernel funkci pouze pro jeden krok automatu a nebyli jsme schopni prˇi-
nést implementaci, která by byla schopna beˇh automatu provést v rámci jednoho volání.
Toto je samozrˇejmeˇ velkou limitací výkonu, i tak jsme se snažili prˇijít s co nejlepší imple-
mentací, která by možnosti CUDA využila.
6.1 Metodika meˇrˇení
Meˇrˇení probíhalo na stejné sestaveˇ jako meˇrˇení algoritmu˚ pro násobení rˇídkých matic.
Jedná se o tuto sestavu:
• AMD Phenom II X4 940
• 8GB PC1066 DDR2 RAM
• nVidia GeForce GT250 (128 stream procesoru˚)
Meˇrˇení jsme provedli nad jedním souborem reprezentujícím sekvenci DNA o velikosti
prˇibližneˇ 1MB. Nad tímto souborem jsme spustili neˇkolik automatu˚ pro vyhledávání s
chybou. Naším cílem bylo vyzkoušet více ru˚zných kombinací hledaného vzorku a maxi-
málního pocˇtu chyb.
Pro nameˇrˇení zde prezentovaných hodnot jsme využili program prezentovaný v sekci
7.4. Jako referencˇní algoritmus jsme použili sekvencˇní variantu vykonávání automatu
založenou na stejném principu jako algoritmus v CUDA.
6.2 Výsledky meˇrˇení
V tabulce 9 uvádíme nameˇrˇené cˇasy referencˇního algoritmu a algoritmu napsaného v
CUDA. Ve sloupci Velikost vzorku uvádíme pocˇet znaku˚ obsažených ve vyhledávaném
vzorku. Sloupec Maximální pocˇet chyb obsahuje maximální Hammingovu vzdálenost, pro
kterou je výskyt vyhledávaného vzorku ješteˇ prˇijat. Sloupec Reference obsahuje nameˇrˇené
cˇasy referencˇního algoritmu a sloupec CUDA obsahuje cˇasy algoritmu prezentovaném
v sekci 5. Bohužel jsou nameˇrˇené cˇasy algoritmu v CUDA výrazneˇ horší než cˇasy refe-
rencˇní.
6.3 Zhodnocení
Vidíme, že bohužel implementace nebyla úspeˇšná.V rámci rozsahu této práce se nám
nepodarˇilo naimplementovat alternativní algoritmus, který by byl efektivneˇjší. Ve všech
prˇípadech jsme narazili na ru˚zná omezení použité technologie.
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Velikost vzorku Maximální pocˇet chyb Reference [ms] CUDA [ms]
10 2 2 231 298 992
10 4 2 465 294 826
10 6 2 496 296 901
20 2 2 433 295 762
20 4 2 574 299 209
20 6 2 621 300 255
20 8 2 654 295 716
20 10 2 593 296 729
50 5 2 730 299 928
50 10 2 855 297 977
Tabulka 9: Experiment - vykonávání konecˇného deterministického automatu
6.4 Budoucí vývoj
I když implementace nebyla úspeˇšná mu˚žeme vzhledem k prudkému vývoji technologie
CUDA doufat v podporu dynamických datových struktur, jejichž prˇítomnost by již sama
o sobeˇ velmi zefektivnila nejen naši implementaci vykonávání NFA, ale i všechny ostatní
zde prezentované algoritmy.
V budoucnu bychom minimálneˇ chteˇli vyzkoušet alternativní implementaci, která by
vykonávala automat nad neˇkolika ru˚znými vstupy, která by mohla prˇispeˇt k výkonnosti.
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7 Popis podpu˚rných programu˚
V pru˚beˇhu implementace algoritmu˚ uvedených v této práci vznikly celkem cˇtyrˇi pro-
gramy pro otestování jednotlivých algoritmu˚ a dva podpu˚rné programy urcˇené k gene-
rování testovacích dat pro experimenty.
V této sekci jsou podrobneˇ popsány všechny tyto programy. Zárovenˇ jsou s každým
testovacím programem dodány vzorová testovací data a .bat soubor urcˇený k rychlému
spušteˇní a snadnému vyzkoušení beˇhu programu˚.
Všechny testovací programy jsou prˇiloženy na DVD. Seznam dat a programu˚ prˇilo-
žených na tomto nosicˇi je sepsán v prˇíloze B.
7.1 Program pro násobení rˇídké matice rˇídkou maticí
Tato testovací aplikace provádí algoritmus popsaný v sekci 3.3. Jedná se o konzolovou
aplikaci provádeˇjící násobení matic nahraných ze souboru˚. Aplikace nacˇte jednu matici
ve formátu CRS, transponuje ji (prˇevodem do formátu CCS) a provede samotné násobení.
Po skoncˇení vypíše celkový cˇas výpocˇtu. Tato aplikace byla použita pro nameˇrˇení
výsledku˚ experimentu pro násobení dvou rˇídkých matic ze sekce 4.1.
Seznam všech podporovaných parametru˚:
• m - rˇídká matice ve formátu popsaném v prˇíloze A,
• c - pocˇet opakování celého výpocˇtu,
• r - pokud je tento parametr uveden, je spušteˇna referencˇní verze bez nVidia CUDA.
Prˇíklad spušteˇní:
program.exe m a.matrix c 10
Provede deset vynásobení matice a.matrix se svojí transponovanou variantou a vy-
píše cˇasy jednotlivých násobení na výstup.
7.2 Program pro násobení rˇídké matice rˇídkou maticí (Cannon)
Doplnˇkem pro prˇedchozí aplikaci je tento program, který provede násobení rˇídkých ma-
tic s využitím Cannonova algoritmu. Aplikace nacˇte jednu matici ve formátu CRS, opeˇt
ji transponuje, provede násobení a vypíše nameˇrˇený cˇas na výstup.
Seznam všech podporovaných parametru˚:
• m - rˇídká matice ve formátu popsaném v prˇíloze A,
• n - pocˇet bloku˚ pro rozdeˇlení Cannonovým algoritmem (pro násobení pomocí roz-
deˇlení na 4 x 4 bloky je n rovno 4),
• s - velikost jednoho bloku.
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Prˇíklad spušteˇní:
program.exe m 2000_2000_50.matrix n 4 s 500
Provede vynásobení matice 2000_2000_50.matrix (matice o velikosti 2000 x 2000 s 50%
hustotou) se svojí transponovanou variantou. Pro Cannonu˚v algoritmus bude tato matice
rozdeˇlena na 4 x 4 bloky, každý bude mít velikost 500 x 500. Po skoncˇení násobení zapíše
nameˇrˇené cˇasy na výstup.
7.3 Program pro výpocˇet matice podobnosti pro velmi rˇídké matice
Pro otestování algoritmu prezentovaného v sekci 3.4 jsme vytvorˇili jednoduchou aplikaci
urcˇenou k nameˇrˇení výsledku˚ tohoto algoritmu.
Seznam všech podporovaných parametru˚:
• m - rˇídká matice s proteiny,
• d - pocˇet zpracovaných rˇádku˚ v rámci beˇhu jednoho kernelu,
• r - pokud je tento parametr uveden, je spušteˇna referencˇní verze bez nVidia CUDA.
Prˇíklad spušteˇní:
program.exe -m indexFileKoh2000.txt d 100
Provede vynásobení matice ze souboru indexFileKoh2000.txt se svojí transponova-
nou variantou, v každém beˇhu kernelu zpracuje 100 rˇádku˚ a nameˇrˇený cˇas beˇhu vypíše
do konzole.
7.4 Program pro vykonávání NFA
Poslední testovací aplikace provádí vykonávání NFA pro vyhledávání v rˇeteˇzci s chy-
bou nad vstupním textovým souborem. Opeˇt se jedná o konzolovou aplikaci urcˇenou k
meˇrˇení rychlosti vykonávání algoritmu a vypisuje tedy na výstup nameˇrˇené cˇasy.
Seznam všech podporovaných parametru˚:
• a - soubor s automatem popsaný v prˇíloze A,
• t - textový soubor se vstupním textem,
• r - pokud je tento parametr uveden, je spušteˇna referencˇní verze bez nVidia CUDA.
Prˇíklad spušteˇní:
program.exe -a a.automata -t input.txt
Provede vyhledávání automatem a.automata nad textem v souboru input.txt a vypíše
nameˇrˇené cˇasy na výstup.
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7.5 Program pro generování rˇídkých matic
Na obrázku 15 vidíme jednoduchou aplikaci, která byla vytvorˇena k podporˇe testování
programu pro násobení rˇídkých matic. Tato aplikace vygeneruje soubor ve formátu po-
psaném v prˇíloze A. Vyžadováno je zadání výšky a šírˇky husté matice. Podle dále zadané
procentuální hustoty uloží aplikace do výstupního souboru rˇídkou matici obsahující ná-
hodná cˇísla.
Obrázek 15: Generátor rˇídkých matic
7.6 Program pro generování NFA
Další aplikací, která byla pro úcˇely testování použita, je generátor nedeterministických
konecˇných automatu˚ vyhledávajících v rˇeteˇzci s chybou.
• Ouptut file - výstupní soubor, do kterého bude automat zapsán
• Word - slovo, které bude automat vyhledávat
• Max errors - maximální pocˇet chyb, do kterého má automat vyhodnotit výskyt slova
jako úspeˇšný nález
• Alphabet - kompletní vstupní abeceda automatu
Aplikace generuje datový soubor podrobneˇji popsaný v prˇíloze A.
Obrázek 16: Generátor NFA
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8 Záveˇr
V diplomové práci jsme se zabývali implementacemi algoritmu˚ pro násobení rˇídkých
matic a implementací vykonávání obecného konecˇného nedeterministického automatu
na technologii nVidia CUDA. V pru˚beˇhu tvorby této práce jsme zjistili, že zdaleka ne
všechny problémy jsou na této platformeˇ efektivneˇ rˇešitelné, neˇkteré jsou díky limitacím
daným touto technologií i zcela nerˇešitelné.
Seznámili jsme se s prostrˇedím a s vývojem prˇi použití této technologie, dozveˇdeˇli
jsme se o jejich limitacích a jejich silných stránkách. Prˇi tomto procesu jsme narazili na
mnoho chyb, které však jsou v pru˚beˇhu jejího vývoje opravovány.
V první cˇásti zabývající se násobením rˇídkých matic jsme naimplementovali algorit-
mus pro násobení rˇídké matice hustým vektorem, algoritmus pro násobení dvou rˇídkých
matic a algoritmus pro výpocˇet matice podobnosti pro velmi rˇídkou matici. Dále jsme
program pro násobení dvou rˇídkých matic zefektivnili spojením s Cannonovým algorit-
mem, který jej ucˇinil, vzhledem ke své distribuované povaze, do budoucna výkonnostneˇ
velmi dobrˇe škálovatelným.
Experimentálneˇ jsme oveˇrˇili výkon algoritmu pro násobení dvou rˇídkých matic, meˇ-
rˇení prokázalo výrazné urychlení oproti referencˇní sekvencˇní implementaci. Experiment
propojení tohoto algoritmu s Cannonovým algoritmem dále prokázal další urychlení vý-
pocˇtu. Rˇešení, která zde uvádíme jsou velice variabilní a meˇrˇení prokázaly, že prˇed rˇeše-
ním konkrétní úlohy, je nutné vybrat vhodnou variantu algoritmu a zárovenˇ, pro Canno-
nu˚v algoritmus, vybrat vhodné nastavení parametru˚ tohoto algoritmu.
Rovneˇž jsme docílili urychlení výpocˇtu matice podobnosti pro velmi rˇídké matice.
Námi prezentovaná implementace je obzvlášteˇ vhodná pro veˇtší objemy dat a s naru˚s-
tajícím pocˇtem nenulových prvku˚ zpracovávané matice zrychlení oproti referencˇnímu
algoritmu roste.
Vzhledem k omezením plynoucím z podstaty technologie CUDA se nám bohužel
nepodarˇilo vytvorˇit kvalitní implementaci vykonávání nedeterministického konecˇného
automatu. Podarˇilo se nám prˇijít s funkcˇní implementací, která však výkonnostneˇ velmi
zaostává.
V rámci práce se objevilo mnoho prˇíležitostí k budoucímu vývoji. At’ už ve zefektiv-
neˇní algoritmu˚ pro práci s rˇídkými maticemi nebo pro pokracˇování v práci na implemen-
taci vykonávání NFA, kde by se v budoucnu spolu s vývojem technologie CUDA mohla
situace zmeˇnit a i aktuální algoritmus by, prˇi zmeˇneˇ neˇkolika malicˇkostí, mohl efektivneˇ
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A Popis vytvorˇených datových formátu˚
Spolu s generátory byly samozrˇejmeˇ vytvorˇeny zvláštní datové formáty, které využívají
veškeré programy popsané v této práci. Podrobný popis jejich struktury uvádíme v této
kapitole v jednoduchých tabulkách s následující strukturou:
• porˇadí urcˇuje cˇíslo rˇádku tabulky a slouží pouze pro orientaci,
• typ urcˇuje použitý datový typ pro reprezentaci položky,
• pocˇet položek udává kolik konkrétních položek tohoto typu je v souboru za sebou
zapsáno,
• popis obsahuje vysveˇtlení významu dané položky.
Je trˇeba ješteˇ dodat, že všechny zde prezentované formáty jsou jednoduché binární sou-
bory a nemeˇl by být problém je cˇíst ani zapisovat s použitím jakékoliv technologie.
Formát souboru˚ s rˇídkou maticí
Formát zobrazený v tabulce 10 reprezentuje rˇídkou matici obsahující prvky typu float
uloženou pomocí formátu CRS.
Porˇadí Typ Pocˇet položek Popis
1 Int32 1 šírˇka matice (jedná se o šírˇku husté
matice)
2 Int32 1 výška matice (jedná se o výšku
husté matice)
3 Int32 1 pocˇet nenulových prvku˚ matice
4 Float rovno pocˇtu nenulových
prvku˚ matice
data všech nenulových prvku˚
matice
5 Int32 rovno pocˇtu nenulových
prvku˚ matice
indexy sloupcu˚ pro každý
nenulový prvek matice
6 Int32 rovno výšce matice indexy zacˇátku˚ jednotlivých rˇádku˚
matice
7 Int32 rovno výšce matice indexy koncu˚ jednotlivých rˇádku˚
matice
Tabulka 10: Formát souboru˚ s rˇídkou maticí
Formát souboru˚ s automatem
V tabulce 11 uvádíme formát souboru obecného automatu který byl použit v programech
prezentovaných v této práci. Prˇi ukládání matice prˇechodu pro jednotlivé znaky abecedy
byla použita matice ve formátu COO, která byla pro reprezentaci automatu výhodneˇjší
než matice ve formátu CRS.
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Porˇadí Typ Pocˇet položek Popis
1 Int32 1 délka hlavicˇky souboru





3 Int32 1 délka rozpoznávaného výrazu




prozatím nevyužito, urcˇeno pro
orientaci a jednodušší identifikaci
cˇinnosti automatu
5 Int32 1 pocˇet prˇijímajících stavu˚ automatu
6 Int32 rovno pocˇtu prˇijímajících
stavu˚
indexy všech prˇijímajících stavu˚
7 Následující blok je v souboru zapsán jednou pro každý znak vstupní abecedy
automatu
7.1 Int32 1 velikost prˇechodové matice pro
znak
7.2 Int32 1 index sloupce nenulového prvku
7.3 Int32 1 index rˇádku nenulového prvku
Tabulka 11: Formát souboru˚ s automatem
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B Obsah prˇiloženého DVD
Název Popis
Data Složka obsahující veškerá data použita pro nameˇrˇení
hodnot uvedených v experimentech
SPMM Program pro násobení dvou rˇídkých matic
Source Zdrojové kódy programu
Bin Obsahuje prˇeložený program v Release verzi. Zárovenˇ je
prˇiložen prˇedprˇipravený bat soubor, který slouží k
ukázkovému spušteˇní. Pro beˇh jsou v tomto prˇípadeˇ
použity soubory ze složky Data
SPMM_Cannon Program pro násobení dvou rˇídkých matic s využitím
Cannonova algoritmu
Source Zdrojové kódy programu
Bin Obsahuje prˇeložený program v Release verzi. Zárovenˇ je
prˇiložen prˇedprˇipravený bat soubor, který slouží k
ukázkovému spušteˇní. Pro beˇh jsou v tomto prˇípadeˇ
použity soubory ze složky Data
SPMM_Similarity Program pro výpocˇet matice podobnosti pro velmi rˇídké
matice
Source Zdrojové kódy programu
Bin Obsahuje prˇeložený program v Release verzi. Zárovenˇ je
prˇiložen prˇedprˇipravený bat soubor, který slouží k
ukázkovému spušteˇní. Pro beˇh jsou v tomto prˇípadeˇ
použity soubory ze složky Data
Automata Program pro vykonávání NFA
Source Zdrojové kódy programu
Bin Obsahuje prˇeložený program v Release verzi. Zárovenˇ je
prˇiložen prˇedprˇipravený bat soubor, který slouží k
ukázkovému spušteˇní. Pro beˇh jsou v tomto prˇípadeˇ
použity soubory ze složky Data
Matrix Generator Generátor souboru˚ s rˇídkou maticí ve formátu CRS
Automata Generator Generátor souboru˚ s automaty pro vyhledávání s chybou
Diplomová Práce.pdf PDF soubor s textem této práce
